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Abstract--We propose a variable-length segmentation strategy which significantly reduces the av- 
erage number of additions required by the m-ary segmentation and the canonical recoding algorithms 
for multiplication f large binary numbers. This strategy produces two new algorithm~: the adaptive 
ra-ary segmentation algorithm utilizes both the speedup inherent in high-radix multiplication a d 
the ability to aklp zero bits; the adaptive m-ary segmentation canonical recoding algorithm gains 
additional benefit from the increazed probability ofzero after the canonical recodlng. The average 
number of additions required iscomputed nR;~; Maxkov chains. 
1. INTRODUCTION 
The binary add-and-shift algorithm requires at most n additions to compute P = AB, where 
multiplicand A and multiplier B are n-bit binary numbers, and an addition operation involves 
two (up to) 2n-bit numbers [1,2]. The sequential add-and-shift algorithm computes the product 
by scanning the bits of multiplier B one or more than one bits at a time, and adding some multiple 
of multiplicand A to the partial product. The computation time of the multiplication operation 
is proportional to the total number of additions required. However, the partial products may also 
be generated and summed in parallel. The total execution time of the parallel multiplication can 
be decreased substantially by using the partial product matrix reduction or column compression 
techniques [3,4]. The parallel execution time and the amount of memory space required for partial 
product generation are still a function of the total number of partial products. 
We are interested in obtaining recoding and segmentation methods to reduce the average 
number of partial products. Assuming that the multiplication algorithm computing the final 
product is the sequential dd-and-shift algorithm, we concentrate on the reduction of the average 
number of additions required. There are two well-known methods to reduce the total number of 
additions: m-ary segmentation a d canonical recoding. This paper contains the following results: 
• In Section 2 we count the average number of additions required by the m-ary segmenta- 
tion algorithm and show that the total number of additions can be minimized by proper 
selection of m. 
• In Section 3 we introduce a Markov chain model in order to compute the average number 
of additions required by the canonical recoding multiplication algorithm. 
• In Section 4 we propose a novel adaptive (data-dependent a d variable-length) segmen- 
tation strategy to further educe the average number of additions required by the m-ary 
multiplication algorithm. 
• In Section 5 we apply the new segmentation strategy to the canonically recoded signed- 
digit number, obtainingthe adaptive m-ary segmentation canonical recoding algorithm. 
• Finally, in Section 6, these algorithms are compared in terms of the average number of 
additions required. 
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2. m-ARY SEGMENTATION 
The m-ary segmentation (radix m) multiplication algorithm utilizes segmentation and prepro- 
cessing to reduce the number of additions. We restrict our attention to the case where m is a 
power of 2. Computations are performed by grouping bits together: radix 8 (octal) and radix 
16 (hexadecimal) cases are well-known and often used. The following procedure describes the 
computation of the product using this algorithm. 
The m-ary Segmentation Multiplication Algorithm 
1. Compute and store wA for all 2 < w < m-  1. 
2. Decompose B into d-bit words B~ - (Bid+d_ 1Bid+d_2... Bjd+l Bid ) 
fo r0_<j<k- lwhered=log  smandk=$.  
3. SetP :=0.  
4. Repeat step 4a, for j = k -  1, k -  2, . . . ,1,0.  
4a. Compute P := m P + B~ A. 
5. End. 
For example, when n = 12, m = 8, and d = 3, then 
B = (011100101001), 
B*=(Oll),(IO0),(101),(O01). 
The above procedure computes P as 
P : -  (011)A-  3A, 
P := raP+ (100) A = 8P+4A 
P := raP+ (101)A = 8P+5A 
P := mP+(OO1)A = 8P+A.  
Since wA does not need to be computed for w = 0 and w = I, the m-ary segmentation 
algorithm requires a total of m - 2 additions in the preprocessing stage. However, we reduce 
the number of additions required during the second (add-and-shift) stage by a factor of log sm. 
Since the probability that w = 0 is m.~A, the average number of additions required by the m-ary 
segmentation algorithm is found as 
T-m-2+ d(1 -1) ,  (1) 
where d = log sm. Given n, there exists an optimal m such that the total number of additions is 
minimum. In Table 1 we tabulate the optimal d = log s m, for n = 2 6, 2 7, 2s, . . . ,  216. 
Table 1. Optimal values of d -- log 2 m. 
n --* 2 6 2 7 2 8 2 9 21° 211 212 213 214 215 2 is  
m-s ty  3 3 4 5 5 6 7 8 8 9 10 
Adaptive m-s ty  3 4 5 5 6 7 7 8 9 10 10 
Adaptive m-ary canonical 3 3 4 5 5 6 7 8 8 9 10 
3. CANONICAL RECODING 
In computing P = AB, we may skip additions whenever the corresponding bit of the multiplier 
is zero. Since the average number of zero bits is ~ for an n-bit binary number, the binary 
multiplication algorithm requires -~ addition operations on the average. Recoding techniques 
(Booth recoding, bit-pair recoding, etc.) for sparse representations of binary numbers have been 
effectively used [1,2]. For example, the original Booth recoding technique [5] scans the bits of 
Adaptive m-ary segmentation a d canonical recoding algorithnm 5 
the multiplier one bit at a time, and adds or subtracts the multiplicand to, or from, the partial 
product, depending on the value of the current bit and the previous bit. The modified versions 
of the Booth algorithm scan the bits of the multiplier two bits at a time [6] or three bits at a 
time [2]. These techniques are equivalent in the sense that a signed-digit representation which is 
based on the identity 2 l' - 1 = 2 k-1 +. . .  + 21 + 2 0 is used to collapse blocks of ones appearing 
in a binary representation. Thus, in a signed-digit number with radix 2, three symbols {0,1, i} 
are allowed for the digit set, in which i represents -1 .  A minimal signed-digit number D = 
( / ) , -1 D ,_2 . . .  D1 Do) that contains no adjacent nonzero digits (i.e., DI.Di-1 = 0; 0 < i _< n - l )  
is called a canonical signed.digit number [1,7]. The canonical recoding algorithm uses the truth 
table given in Table 2 to recode a two's complement binary number B = (B , - I  B , -2 . . .  B1 B0) 
as D = (D,-1 D ,_2 . . .  D1 Do), where Di E {0, 1, i}. 
The Canonical Recoding Algorithm 
1. Extend the sign bit of B, i.e., set Bn = Bn-1. 
2. Set Co = 0. 
3. Repeat step 3a, for i = 0, 1, 2 . . . . .  n - 1. 
3a. Use the truth table in Table 2 to compute Di and Ci+i. 
4. End. 
Once the canonical signed-digit representation f B is computed, we can use the add-and-shift 
algorithm to compute the product. At the ith step the algorithm adds A or -A  to the partial 
product if Di = 1 or Di = i, respectively. If Di = 0 we skip an addition. The average number 
of additions required by the canonical recoding multiplication algorithm is equal to the average 
number of nonzero digits in the canonically recoded signed-digit number. In the following, we 
introduce a Markov chain model for the computation of the average number of nonzero digits. 
An n-bit binary number B uniformly distributed in the range [0, 2 n - 1] can be viewed as 
a random process that generates one bit at a time. Each bit assumes a value of zero or 
one with equal probability and there is no dependency between any two bits. Thus, we have 
= 0) = P(B  I) = = ~, for 0 < i < n - 1. The signed-digit numbers produced by the 
canonical recoding algorithm can be modeled using a finite Markov chain. The state variables of 
the Markov chain are defined as the vectors (Bi+I, Bi, Ci). There are 8 states for the 8 possible 
combinations of input, as shown in Table 2. Let (Bi+l,Bi,Ci) = (0,0,0) represent state s0. We 
compute the output (Di, Ci+l) as (0, 0). Thus, the next state is (Bi+2, Bi+I, Ci+l) = (Bi+2,0, 0). 
Since 7~(Bi+2 = O) = P(Bi+2 -- 1) = ½, the next states are so = (0,0,0) and 84 -" (1,0,0), 
having equal probability. The state table given in Table 3 is produced by considering all 8 states 
and their successors. Let Pij denote the probability that the successor state of si is sj. We 
find P00 = P04 = ½ and ~P0j = 0, for j = 1,2,3,5,6,7, from Table 3. The one-step transition 
probability matrix is given as 
1/2 o 
1/2 0 
1/2 o 
0 1/2 
7:'= 
0 0 
0 0 
0 0 
0 0 
0 0 1/2 0 0 0 
o o 1/2 o o o 
o o 1/2 o o o 
o o o 1/2 o o 
1/2 0 0 0 1/2 0 
0 1/2 0 0 0 1/2 
o 112 o o o 1/2 
0 1/2 0 0 0 1/2 
(2) 
Let 7ri be the limiting probability of state si. The limiting probability for each state is found 
by solving the following system of linear equations [8,9] 
~ -- ~-, 
7 
Z lri - -  1, 
i--0 
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Table 2. Canonical recodl,Z. 
Multiplier 
Bits 
Bi+l B~ 
0 0 
0 0 
0 1 
0 1 
1 0 
1 0 
1 1 
1 1 
Auumed 
Carry-in 
Recoded 
Digit 
Assumed 
Carry-out 
C~ Di Ci+l 
0 0 0 
1 1 0 
0 1 0 
1 0 1 
0 0 0 
1 1 1 
0 1 1 
1 0 1 
Table 3. State table for the canonical recoding algorithm. 
State Output Next State 
ai (Bi+l, Bi, Ci) (Di, Ci+l) Bi+a = 0 Bi+a = 1 
8o (o ,o ,o )  (o,o) so 84 
81 (0,0,1)  (1,0)  sO 84 
82 (0,1,0)  (1,0) sO 84 
83 (0,1,1)  (0,1) sl ss 
84 (1 ,o ,o )  (o,o)  82 ,6 
85 (1 ,0 ,1 )  ( i ,  1) 83 87 
86 (1 ,1 ,0 )  ( i ,1 )  83 87 
s7 (1,1,1) (0,1) 83 s? 
which gives 
7r = ' 12' 12' 6' 6' 12' 12' " 
Having computed ~r~ and 7>ij for all 0 < i, j < 7, we can easily prove several interesting and 
important properties of the canonical recoding algorithm. 
• The probability that a digit in a signed-digit number D is equal to zero is found by 
summing the limiting probabilities of the states for which output Di - 0. From Table 3, 
we compute this as 
2 
7~(Di = 0) = ~r0 + ~r3 + lr4 + ~r7 = ~. (3) 
• The probability that a digit is nonzero is found as 1 - ] = 1 ~, which implies that the 
average number of nonzero digits in the canonically recoded binary number D is equal to 
~. Thus, assuming A and -A  are given as input, the add-and-shift canonical recoding 
binary multiplication algorithm requires 
T = _n (4) 
3 
additions on the average. 
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• The probability that D~+I = 0, when Di = 0 is found as 
~O(Di+z = 0 [ Di "- 0) = j=0,3,4,r 1 
• "o + ~rs + ~r4 + ~rr = ~. (5) 
• Finally, the well-known property of the canonical recoding algorithm that 
Di+l • Di = 0 for 0 < i < n - 2, 
can easily be proven. The probability that Di+l = 0, when Di -- I or Di = i for all 0 < i < n - 1, 
is found as 
E 
7~(Di+l = 0 [ Di = 1 or Di = i) = j=0,z,4,r 
~1 -[- ~2 --[- ~r5 -3L ~'6 
=1.  
4. ADAPT IVE  m-ARY SEGMENTATION 
The m-ary segmentation multiplication algorithm decomposes the bits of the multiplier into 
words of length d -- log u m bits each. Since the probability of a word of length d being zero is 
2 -d, longer words have smaller zero word probabilities. In step 4a of the m-ary segmentation 
algorithm, we skip an addition whenever the current word is equal to zero. Thus, as m grows 
larger, the probability that we have to perform an addition operation in step 4a gets larger. 
However, short word lengths will increase the total number of additions due to Equation (1). 
We propose an adaptive scheme that allows zero words of variable-length and improves zero- 
word probability while using relatively long words in the segmentation process. The following 
procedure recodes the binary number B = (B , - I  B , _2 . . .  Bz B0), as the concatenation of zero 
and nonzero words B* - (B~_z, B~_2,. . . ,  B~, B~). We denote the length of a word B~ with 
L(B~). We also define W0 and W1 as the sets of zero words and nonzero words, respectively. The 
proposed algorithm recodes the multiplier into zero words of variable length and nonzero words 
of length d, i.e., 
L(B~) = 1,2,3, . . . ,  if B; E W0, 
L(B~) = d, if B~ E Wt, 
for j = 0, 1, 2 , . . . ,  k - 1. The procedure given below adaptively recodes the multiplier in order to 
reduce the average number of additions. In this procedure, ¢ denotes the empty word. 
The Adaptive m-ary Segmentation Multiplication Algorithm 
1. Compute and store wA for all odd w, 3 <_ iv < m - 1. 
2. Set j - -0andB~-¢ .  
3. For i - 0, 1, 2 , . . . ,  n - 1, do one of the following: 
Case O. (B~ = ¢). Append B, to B~. 
Case 1. (B~ E W0 and Bi is zero). Append Bi to B~. 
Case 2. (B~ E W0 and Bi is nonzero). Set j = j + 1 and B~ = Bi. 
Case 3. (B~ ~ Wt and 1 <_ L(B~) < d -  2). Append B, to B~. 
Case 4. (B~ E Wi and L(B~) = d -  1). Append Bi to B~. Set j = j + 1 and B~ = ~. 
4. Set k=j+ l  and P=0.  
5. Repeat Step 5afor j = k - 1, k - 2 , . . . ,1 ,0 .  
5a. Compute P = 2L(B~)P + B~A. 
6. End. 
For example, for d = 3, we recode B given in Section 2, as 
B -- (011100101001), 
B" = (0), (111), (00), (101), (001). 
In order to compute the average number of nonzero words, which represents the number of 
additions required during the second stage of the algorithm, we define another Markov chain. As 
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in Section 3, we assume that the uniformly distributed binary number is generated and recoded 
bit by bit. State variable S is defined as 
S={0,  if B; e W0, 
L(B;), ~ B; e w , ,  
i.e., S = 0 when zero words are being collected, and S is equal to the lengthof the current nonzero 
word when nonzero words are being collected. Thus, we have S = 0,1, 2, 3,. . . ,  d. The probability 
that state S = j succeeds tate S = i is denoted by 9ij. Since 9(B~ = 0) = ~P(B~ = 1) = ~, we 
have 
1 
900 = 9oI = ~. 
Furthermore, once the first bit is equal to 1, we collect d -  1 more bits to obtain a nonzero word 
of length d, which implies 
9i,i+1 = 1, for 1 < i < d-  1. 
After all d-bits are collected, depending on the value of Bi, the next state is either S = 0 (when 
Bi = O) or S = 1 (when Bi = 1), i.e,, 
1 
9d0 = 9dl = 5" 
All the other 9 0 are zero. The transition probability graph is shown in Figure 1. The one-step 
transition probability matrix of the adaptive m-ary segmentation algorithm for d = 5 is given as 
Ii ,] 
 1oooo 
0 1 0 0 ~ 
p= 0 0 1 0 
0 0 0 1 " 
0 0 0 0 
½ o o o 
(o) 
t 
• l l o  i 
t 
Figure 1. Transition probability graph for the adaptive m-ary aegmentatlon algo- 
rithm. 
Let C be the average number of nonzero words after all n bits have been received. This can be 
found by counting the number of transitions from state 0 to state 1. Let 9(0 denote the/-step 
transition probability matrix; then we have 
c - 911< (7) 
i=1 
The/-step transition probability matrix 9 (0 is simply found by computing the ith power of 9.  
An approximation for C can be given by computing the limiting probability vector =, which is 
found by solving the system of linear equations 
d 
Ez ' i=  1. 
i=0 
(8) 
(9) 
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This system of linear equations can be written as 
~'0 a-d 
"~ + "~- =a-o ,  
a-o a-d 
7/'/ --' a-i+l 
a-o + a-1 + r2 + ' . .+rd  = 1. 
for l< /<d-1 ,  
Let p = a-1 = a-2 = "'" = a'd, then we write this system of linear equations as 
a'O - -p= O, 
a-o + dp = 1, 
the solution of which give the limiting probabilities as 
1 
a-0- -Tr l  -" a-2 --  " " - -  a -d ' -  d -b l "  
For large n, we can approximate the average number of nonzero words as the number of times 
state 1 is visited in n steps, i.e., 
n 
d + 1" (10) 
This approximation is quite accurate, e.g., for d = 3 and n = 64, we have C = 16.19 and 
= 16.0, and for n = 128, C = 32.19 and C = 32.0. The total number of additions required by 
the adaptive m-ary segmentation algorithm is equal to 
m-2  m-2  n 
T= ~ + C ~  ~-}-d  +-'-~" (11) 
The least significant bit of every nonzero word must be 1. Thus, we need to compute wA only for 
w = 3, 5, 7, . . . .  m-  1, i.e., -~  additions are performed uring the preprocessing stage. Similar to 
the m-ary segmentation multiplication algorithm, the total number of additions required by the 
adaptive m-ary segmentation multiplication algorithm can be minimized with proper selection of 
m. The optimal values of d are given in Table 1. 
5. ADAPT IVE m-ARY SEGMENTATION CANONICAL RECODING 
The canonical recoding algorithm reduces the number of additions, by reeoding the multiplier, 
to obtain a signed-digit number with fewer nonzero digits [1,7]. On the other hand, the m-ary 
segmentation algorithm decomposes the multiplier B into m-ary words, and reduces the average 
number of additions by preprocessing certain multiples of multiplicand A. If we combine these 
two algorithms, i.e., apply constant-length segmentation to the canonically recoded signed-digit 
number, we will not have a satisfactory result, because: 
• The probability that a word of length d is zero is much less than ~, which is the probability 
to have a zero bit in canonically recoded signed-digit number D. 
• Compared to m-ary segmentation, the preprocessing time is longer, since there are more 
d-digit signed-digit numbers than there are d-bit binary numbers. For example, for d = 2, 
the set of binary nubmers is {00,01, 10, 11}, whereas the set of signed-digit numbers is 
{00, 01, 0i, 10, i0}. 
Instead, we propose to combine the adaptive rn-ary segmentation algorithm and the canonical 
recoding algorithm, to obtain the adaptive m-ary segmentation canonical recoding algorithm, 
which takes advantage of the increased zero bit probability introduced by canonical recoding 
and the reduced total computation time provided by m-ary segmentation. This algorithm ap- 
plies adaptive segmentation to the signed-digit number D = (Dn-1 D , -2 . . .  D1 Do) to obtain 
D* - (D•_ 1 D~_2 ...D~ D~). 
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The Adaptive m-ary Segmentation Canonical Recoding Multiplication Algorithm 
1. Canonically recode B to obtain D. 
2. Compute and store wA for all canonically recoded -digit numbers. 
3. Execute steps 2-5 of the adaptive m-ary segmentation algorithm using D. 
4. End. 
For example, we first canonically recode B = (011100101001) to obtain D and then adaptively 
decompose D to obtain D* as 
B = (011100101001), 
D= (I00i00101001), 
D*=(001),(00i),(00),(101),(001). 
The average number of nonzero words, i.e., the number of additions required in the second stage 
of the adaptive m-ary segmentation canonical recoding algorithm, can also be computed with the 
aid of the Markov chains. The Markov chain corresponding to the adaptive m-ary segmentation 
canonical recoding multiplication algorithm also has d + 1 states. The probability that state 0 is 
succeeded by state 0 is equal to ~00 = 1 since 7'(D~+1 = 0 I D~ = 0) = ½, due to Equation (5) in 
Section 3. Similarly, 7'01 = ½. After d bits have been coUected to form a nonzero word, depending 
on the value of Di, either state 0 (when Di = 0) or state 1 (when D~ = 1 or D~ = I) succeeds 
state d. It follows from Equation (3) that we have ~d0 = ~ and ~Pdl = ½, for large n. 
The transition probability graph of the adaptive m-ary segmentation canonical recoding mul- 
tiplication algorithm is shown in Figure 2. The one-step transition probability matrix P of 
the adaptive m-ary segmentation canonical recoding multiplication algorithm for d = 5 is given 
below. ii oooi]  oloo  p._  0 0 1 0 (12) 
0 0 0 1 ' 
0 IO0  
.g  ½ 0 0 0 
t 
n so l  i 
t 
Figure 2. Tramdtion probability graph for the adaptive m-ary se~umtation canonical 
recoding algorithm. 
The average number of nonzero is computed by computing the /-step transition probabil- 
ity matrix of the adaptive m-ary segmentation canonical recoding multiplication algorithm for 
1 < i < n. Using the technique given in the previous ection, we find the approximate value of C 
by computing the limiting probabilities of all d + 1 states. The solution of the system of linear 
equations given by (8) and (9), using the one-step transition probability matrix P in (12), is 
~0 ~ 
4 3 
3d + 4' and 71"1 -~- 7r2 -" ... = 7rd ---- 3d + 4" 
We thus find the approximate value of the average number of nonzero words for the adaptive 
m-ary segmentation canonical recoding multiplication algorithm, as 
O= 3,, (13) 
3d+4" 
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The preprocessing time for the adaptive m-ary segmentation canonical recoding multiplication 
is the time required to compute wA for all canonically recoded binary numbers w with d bits. 
Note that the least significant digit of w is either 1 or i, which implies that w is always an odd 
number. The largest positive value of w is 
(I010...I01001) = +(2 d+l --5), 
~max= (I010...I0101) = +(2 d+1 --I), 
if d is even, 
if d is odd, 
The smallest positive value of w is 1. Also the smallest difference between any two positive w is 
equal to 2 (recall that w is always odd). Therefore, the number of d-digit canonically recoded 
positive numbers is found as ~ Additionally, there are as many negative w as there are  2 " 
positive w (the negative numbers are simply obtained by reversing l's and i %). This implies that 
the total number of d-digit canonically recoded is equal to 
m [2 d + (_l)d+,]" 
First we compute wA where w contains only one nonzero digit. After this, each value wA can 
be computed recursively from the already computed values by a single addition. Since A and 
-A  are already available, it follows that the total number of additions required by the adaptive 
m-ary segmentation canonical recoding multiplication algorithm is Wmsx + 1 - 2 + C, i.e., 
2 T= ~ [2 d+ (-1/+I ]- 2+0, 
2 3n 
m ~ [2 e + ( - t /÷~]  - 2 + 3d +--'7" (14) 
Table 4. The average number  of addit ions required by the algorithms. 
A lgor i thm preprocesslng stage add-and-shift  stage 
Canon ica l  - 
, . - , , . y  , .  - 2 -~(1  - ~) 
Adapt lve  m-ary m-2  2 
3n Adapt ive m-lu-y canonical ~[m + (--1) d+l] -- 2 
Oi +| 
03 
0.2 
0, I 
O.0 
6 
"+ ' ' ' "  I . . . .  I . . . .  " I  " " ' ' T  + ' ' '~ '~-  +\  
. ; \  . . . . . . . . . . . . . . . . . . . .  
. . . .  ©anonlcol I . . . .  l . -a r  
ndl l  pl.~ve m-I l ry  
- - - - -  a¢|llptlve in -ary  cnnonlcal 
. . . .  I . . . .  I . . . .  I . . . .  I ~ , ,  
IJ IO 12 14 IA 
Iog~ n 
Figure 3. Comparison of the  algorlthm-. 
12 Q.K. Koc2, C.-Y. HUNO 
6. CONCLUSION 
In Table 4 we summarize the average number of additions required by the add-and-shift algo- 
rithms. For the m-ary segmentation algorithms, the optimum values of d - log 2 m are found in 
Table 1 for n = 26,27,2s,... ,2 le. We have not considered the case where n < 64, since there ex- 
ists fast multiplier circuits to multiply binary numbers with 32, 56, or 64 bits [1,2]. Furthermore, 
most advanced microprocessors can multiply integers as large as 264 . The algorithms presented 
in this paper can be used for the multiplication of large binary numbers, particularly numbers 
with several hundred bits. There exist asymptotically faster algorithms for multiplication, e.g., 
the Toom-Cook algorithm and the Sch~nhage-Strassen algorithm [10]. However, segmentation 
and canonical recoding methods are easier to implement, do not require recursive computation 
or use of Fast Fourier Transform; the overhead is negligible. 
Using the optimal values of d, the average number of additions required by the algorithms are 
plotted in Figure 3. We see that: 
• When n is large ( i .e., n > 64),  the variable-length segmentation strategy is clearly superior 
to the constant-length segmentation. 
• The canonical recoding algorithm requires fewer additions than the m-ary segmentation 
algorithm for n < 128. The adaptive m-ary segmentation algorithms require the fewest 
number of additions for all n > 64. 
• For n > 64, the average number of additions required by the adaptive m-ary segmentation 
algorithm is approximately the same as that of the adaptive m-sty segmentation canonical 
recoding algorithm. Thus, when n > 64, if the adaptive segmentation strategy is applied, 
there is no need to canonically recode the multiplier. 
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