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Abstract
The multivariate conditional probability distribution models the effects of a set of variables
onto the statistical properties of another set of variables. In the study of systemic risk in a
financial system, the multivariate conditional probability distribution can be used for stress-
testing by quantifying the propagation of losses from a set of ‘stressing’ variables to another
set of ‘stressed’ variables. In this paper I describe how to compute such conditional probabil-
ity distributions for the vast family of multivariate elliptical distributions, and in particular
for the multivariate Student-t and the multivariate Normal distributions. Measures of stress
impact and systemic risk are proposed. An application to the US equity market illustrates
the potentials of this approach.
Keywords: Stress testing, Systemic risk, Elliptical conditional probability
1. Introduction
The most general approach for stress testing consists in estimating the effects of the
stress applied from a part of a system, say the ‘stressing’ variables X, onto the statistical
properties of another part of the system, say the ‘stressed’ variables Y. This requires the
computation of the conditional probability P (Y|X). The computation of such a conditional
probability in a multivariate system can be challenging, however it turns out to be quite
simple, and well establieshed [1], for a vast set of probability distributions that belong to the
elliptical family. In this paper I report how the expressions of these conditional probabilities
can be calculated and I discuss the implications from the perspectives of stress testing and
systemic risk measures [2].
There is a vast literature on systemic risk (see for instance in [3] for an overview).
Through different approaches, researchers study the propagation and amplification of losses
in markets caused by externalities that can trigger shortfall when the system is undercap-
italized. Stress on a industry sector can cause fire-sales and trigger externalities on other
institutions and different industry sectors. Spillover effects can propagate and they can be
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amplified through the system causing distortions and systemic effects that eventually can
involve the whole system compromising its stability, and they are therefore called systemic.
To ensure the stability of the system, it is important to be able to quantify the propagation
of stress through the system from institution to institution across sectors. Several method-
ologies have been proposed to quantify systemic risk with approaches ranging from general
economic perspectives [4] to network theoretical approaches [5, 6, 7], specific econometric
tools [8, 9], machine learning techniques [10] and game-theoretic reasoning [11]. Overall, all
these approaches are aiming to capture the propagation of stress and consequently losses
through the system [12, 13, 14, 15, 16, 17] and assess the criticality of the system identifying
specific fragilities. This task requires the modeling of the complex set of variables and mech-
anisms characterizing the highly interconnected system of financial institutions, industries
and banks at the basis of our economy.
Mathematically this is a system comprised of many dependent variables that can be
statistically described by a joint probability distribution. The risk in the system is measured
by the probability of the losses (probability of negative price changes). The systemic risk is
associated with the interdependency and therefore the probability of losses across different
institutions. Propagation of stress is instead associated with the conditional probability of
a loss given that some other variables are stressed at a certain amount of loss. This is the
approach adopted in [18, 19] where a conditional definition of value at risk, named CoVaR,
was introduced. Such a conditional value at risk is the value at risk (VaR) of the ‘stressed’
variable, Y , computed conditioned on the ‘stressing’ variable X being at its VaR value for
a certain level of risk. This is an instance of the use of conditional probability to compute
a measure of risk when two variables are involved.
In this paper I argue that the most important contribution to risk in a system under
stress is caused by the shift of the centroid of the conditional probability distribution with
respect to the centroid of the unconditioned probability distribution. Such a shift can be
quantified in money value and interpreted as propagation of stress. The value of such a shift
is the same for all elliptical distribution and it is therefore rather general. I also discuss
that the other important contributions to systemic risk are the change in the shape of the
distributions and the rotation of the principal axis of the equi-probability ellipsoid. In this
paper I present three measures of systemic risk for multivariate systems under stress which
are associated to these three contributions.
This paper is organized as follows: in Section 2, to set the tone and introduce some im-
portant concepts, I briefly report about the CoVaR reasoning, adopting however a slightly
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different perspective with respect to the original paper. Expressions for the conditional mul-
tivariate probabilities for the whole elliptical distribution family are obtained in Section 3
with discussion in details for the multivariate Normal and multivariate Student-t distribu-
tions. In Section 4 the effect of conditioning on the properties of elliptical distributions is
discussed in detail. Systemic risk measures and stress testing tools from these conditional
probabilities are introduced in Section 5. In Section 6, I discuss an example concerning the
study of systemic impacts between industry sectors under stress from the analysis of equity
returns in the US market. Conclusions and perspectives are given in Section 7.
2. Univariate measure of risk in terms of Value at Risk and Conditional Value
at Risk
2.1. Value at Risk (VaR)
For continuous variables VaR(q) is the q-quantile of the loss distribution, meaning that
with probability q, losses will not exceed the value VaR(q). Specifically, for a random variable
X representing the losses, V aRX(q) is defined by
P (X ≤ VaRX(q)) = q. (1)
When the random variable X belongs to the location scale family, then it has the property
that the distribution function of the scaled variable a + bX also belongs to the same fam-
ily. Therefore, I can arbitrary scale the variable while preserving the distribution and in
particular I can always write the distribution with respect to the standard form:
P (X ≤ VaRX(q)) = P
[
X − µX
σX
≤
VaRX(q)− µX
σX
]
= ΦX
[
VaRX(q)− µX
σX
]
= q, (2)
where µX is the location parameter, σX is the scale parameter and ΦX(·) is the standard
form of the cumulative distribution function associated with the statistics of the standardized
variable. If the inverse of such cumulative distribution exists, then
VaRX(q)− µX
σX
= Φ−1X (q). (3)
and therefore I have a general expression for the VaR(q):
VaRX(q) = µX + Φ
−1
X (q)σX . (4)
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2.2. Conditional Value at Risk (CoVaR)
In [18, 19] a conditional version of the VaRX(q) was proposed as a measure of impact
of a variable on the risk of another. In analogy with the definition of VaR from Eq.1 the
conditional VaR is
P (Y ≤ VaRY |X(q)|X) = q. (5)
Which is identical to the definition of VaRX in Eq.1 except that the probability is now a
conditional probability. In analogy with Eq.4 the conditional VaR is
VaRY |X(q) = µY |X + Φ
−1
Y |X(q)σY |X . (6)
where ΦY |X(·) is the standard form of the cumulative distribution function associated with
the statistics of the standardized variable, it can be different from ΦX(·) due to conditioning
that can change the parameters of the distribution (this is the case the Student-t, as we
shall see). In [18, 19] the value of X is stressed at its VaR value X = VaRX(q).
For the location scale family the conditional probability has the same form as the un-
conditional probability but with shifted location parameter and modified scale parameter.
For the whole location scale family the location parameter under conditioning becomes:
µY |x = µY + ρX,Y
σY
σX
(x− µX) (7)
Note that this shifted location parameter µY |x is the least squares linear regression of Y
given X = x. Linear regression is a simple and intuitive and extremely useful formula that
was already well understood by Pearson and Galton over a century ago [20, 21, 22], and
yet it still keeps popping out, as a novelty, in the current days’ literature, often called with
different names.
The scale parameter change depends on the distribution. Let me here report explicitly
for the case of the Normal and Student-t distributions.
2.3. Normal distribution
For the normal distribution the scale parameter becomes:
σ2Y |X = (1− ρ
2
X,Y )σ
2
Y , (8)
where ρX,Y is the Pearson correlation coefficient between variable X and variable Y . Eqs.7
and 8 can be quite straightforwardly retrieved with elementary algebra by completing the
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square in the expression of the joint distribution considering X = x as a constant and
shifting Y . Essentially, for the normal case the probability distribution shifts its location
by the factor in Eq.7 and changes the scale by a factor
√
1− ρ2X,Y . This also implies that
any increase in the value at risk of the conditioned variable is only driven by the linear shift
because the variability of Y is reduced by the conditioning.
2.4. Student-t
In the case of Student-t distribution we have the same shift in the location parameter as
in Eq.7. However, the degrees of freedom increase to ν +1 and the scale parameter changes
to:
σ2Y |x =
ν + d2x
ν + 1
(1− ρ2X,Y )σ
2
Y . (9)
with d2x = (x−µx)
2/σ2X . Contrary to the normal case, in the Student-t case the scale factor
depends on the values of X = x. Therefore, the width of the distribution of Y |X = x around
the shifted centre µY |x can be smaller or larger than the width of the unconditional Y . For
instance, when the system is not stressed and x = µX , then the conditional scale is smaller
than the unconditional one. However, when the stress is deviating from the mean more than
one standard deviation, then the conditional scale becomes larger than the unconditional.
This has relevant consequences for any risk measure which can increase substantially beyond
the linear shift of the conditional mean.
In this non-linear case, due to the dependence of σY |x form the values of X = x, the
residual Y − µY |X is not independent form X . However, its scaled counterpart
Y−µY |X
ν+d2
X
is
instead independent from X .1
3. Conditional probability for the elliptical family
Let us now extend the reasoning illustrated in the previous Section to a multivariate
case with X ∈ RpX×1 and Y ∈ RpY×1. I consider the case when the multivariate probability
distribution of the random variables Z = (X⊤,Y⊤)⊤ ∈ RpZ×1 (with pZ = pX + pY) belongs
to the elliptical family, which implies that the multivariate probability density function can
be written as
fZ(Z) = kg(d
2
Z
) (10)
where g(·) is a scalar function which is the standardized form of the distribution, independent
from the location and scale parameters but dependent on dimension pZ and eventually on
1Not that we consistently used lower case x to indicate the value of the random variable X .
5
other parameters (such as the degrees of freedom ν in the Student-t case), k is a constant
that also can depend on these parameters. The quantity d2
Z
is the scalar:
d2
Z
= (Z− µZ)
⊤Ω−1(Z− µZ) (11)
The multivariate normal is g(d2
Z
) = exp(−d2
Z
/2) and the multivariate Student-t is g(d2
Z
) =
(1+d2
Z
/ν)−(ν+p)/2 with p the dimension and ν the degrees of freedom. The matrixΩ ∈ RpZ×pZ
is a positive definite matrix, which is equal or proportional to the shape matrix and equal
or proportional to the covariance matrix when it is defined. µZ ∈ R
pZ×1 is the position of
the centroid of the equi-probability elliptical surface and it is give by the vector of means
or location parameters of the marginals. d2
Z
coincides with the square Mahalanobis distance
[23] when Ω is the covariance matrix, as in the case of the multivariate normal distributions,
and it is its generalization in all other cases.
When the probability density function is defined, the multivariate conditional probability
of Y ∈ RpY×1 given X ∈ RpY×1 is defined through the Bayes formula
fY|X(Y) =
fXY(X,Y)
fX(X)
. (12)
When conditioning, one variable is fixed to some values, X = x, therefore fX(X = x) in the
previous formula is a constant and consequently
fY|x(Y)∝fXY(X = x,Y)∝g(d
2
Y|x + d
2
x
). (13)
with
d2
Y|x = (Y − µY|x)
⊤Ω−1
YY|X(Y − µY|x) (14)
and
d2
x
= (x− µX)
⊤Ω−1
XX
(x− µX), (15)
with ΩXX assumed to be invertible. Note that for any given X = x this term is a constant.
The other terms are the vector of conditional centroids
µY|x = µY +ΩYXΩ
−1
XX
(x− µX), (16)
and
ΩYY|X = ΩYY −ΩYXΩ
−1
XX
ΩXY, (17)
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which is the inverse of the Shur complement (Ω−1)YY. The terms ΩXX, ΩXY, ΩYY and
ΩYX are the block elements of the joint shape matrix Ω
Ω =
(
ΩXX ΩXY
ΩYX ΩYY
)
. (18)
Summarizing, the conditional probability density function (when is defined) for any
probability of the elliptical family with fZ=kg(d
2
Z
) is in the form:
fY|x(Y)= k¯g(d
2
Y|x + d
2
x
). (19)
with k¯ a normalization constant that does not depend on Y. The functional form of the
conditional probability is therefore very similar to the form of the joint beside the additive
constant d2
x
in the argument. It is clear that g(d2
Y|x + d
2
x
) can always be written as g¯(d2
Y|x)
and therefore this conditional probability density function is still a member of the elliptical
distribution family. For all these conditional distributions, the expected values are
E[Y|X = x] = µY|x, (20)
and the shape matrix is proportional to ΩYY|X = ΩYY − ΩYXΩ
−1
XX
ΩXY. The coefficient
of proportionality depends on the distribution. Hereafter, we look into the details for the
multivariate normal and the multivariate Student-t distributions.
3.0.1. Conditional distribution for the multivariate normal
The multivariate normal case is particularly simple because the function
g(d2
Z
) = exp(−d2
Z
/2) (21)
is an exponential and therefore the additive constant term introduces an irrelevant multi-
plicative constant in front, giving
fY|x(Y)= k¯ exp(−d
2
Y|x/2) (22)
which is a multivariate normal with expectation values µY|x and covariance / shape matrix
ΩYY|X. Notably the conditional covariance is different from the unconditional, it is shaped
by the correlations between the conditioning and conditional variables but it does not depend
on the value of the conditioning variable X = x.
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3.0.2. Conditional distribution for the multivariate Student-t
For the multivariate Student-t case we have
g(d2
Z
) = (1 + d2
Z
/ν)−
ν+pZ
2 . (23)
The additive constant term in the conditional probability (1 + (d2
Y
+ d2
x
)/ν)−
ν+pZ
2 can be
handled so to keep the formula in the same form as Eq.23, obtaining through simple algebra
fY|x(Y)= k¯
(
1 +
d2
Y|x
νY|X
)− νY|X+pY
2
. (24)
where νY|X = ν+pX which depends on the dimension of X but not its values. This is clearly
still a multivariate Student-t with expectation values µY|x and shape matrix
ΩSt.t
YY|x =
ν + d2
x
ν + pX
ΩYY|X. (25)
When defined, the conditional covariance is
ΣSt.t
YY|x =
ν + d2
x
ν + pX − 2
ΩYY|X. (26)
These are proportional to the expression for the conditional covariance for the multivariate
normal distribution, however the extra coefficient in front is now dependent on the values
of the conditioning variable x.
There are two considerations that need to be made here. First, one can note that the
degrees of freedom becomes νY|X = ν + pX, which, from a systemic perspective, when pX
is large, means that the degrees of freedom becomes large and the conditional Student-
t becomes closer to a multivariate normal. This effect reduces the probability of large
deviations from the mean of the conditioned variable. Second, the term d2
x
has expected
value E[d2
x
] = px and it can vary in the range [0,∞); it can therefore have a very large impact
on the conditional probability distribution Y|X = x and it can increase the probability of
large deviations from the mean of the conditioned variable.
Finally, let me note that, analogously to the Student-t bivariate case, and differently
form the normal modeling, the residuals Y − µY|X are not independent from X, however
the scaled quantity Y¯ =
√
ν+pX
ν+d2
X
(Y − µY|X) is instead independent from X.
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4. Effect of conditioning on multivariate elliptical family distributions
4.1. Shift of the centroid
For the whole elliptical distribution family, the conditioning of a set of variables Y to
another set of variables X produces as effect a shift in the position of the centroid of the
probability distribution of the Y variables by the vector
ΛY|x = µY|x − µY = ΩYXΩ
−1
XX
(x− µX). (27)
It must be noted that, analogously to the uni-dimensional case, also in this case the shift in
the locations coincide with the multilinear regression of Y with respect to X = x. Let me
argue that, from a risk perspective this shift is the important factor because conditioning
always reduces uncertainty. Let me discuss this point in more detail in the next sub-section.
4.2. Reduction of uncertainty
In this paper I quantify uncertainty in terms of the Shannon entropy:
H(Z) = −EZ[log fZ(Z)] (28)
With analogous definitions for X and Y. When the scale matrices are invertible, the explicit
expressions for the elliptical family are [24]:
H(Z) = 1
2
log(|ΩZZ|) +HZ0
H(X) = 1
2
log(|ΩXX|) +HX0
H(Y) = 1
2
log(|ΩYY|) +HY0 ,
(29)
where | · | indicates the determinant of the matrix and HZ0 , HX0 , HY0 are the entropies
associated with the standardized random vector with zero expected values and the identity
as shape matrix. They are therefore independent from the location vectors and the shape
matrices. The effect on uncertainty of Y caused by the conditioning to X can be quantified
from the difference between the entropy of the unconditioned set of variables, H(Y) and
the conditioned one H(Y|X). It should be noted that H(Y|X) = H(X,Y) − H(X) and
therefore the difference is
H(Y)−H(Y|X) = H(X) +H(Y)−H(X,Y) = I(X;Y) (30)
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which is the mutual information [24]. The mutual information I(X;Y) is a non-negative
quantity which is equal to zero when the two variables are independent. This tells us that
conditioning always reduces uncertainty on the conditioned variable except in the case when
the two sets are independent. From the previous expressions in Eq.29 the mutual information
is
I(X;Y) =
1
2
log(
|ΩXX||ΩYY|
|ΩZZ|
) + const. , (31)
where the constant might depend on the dimensions of the variable sets and on other pa-
rameters of the distributions but not on the location vectors or the shape matrices.
Let me note that the conditional entropy H(Y |X) is the entropy of the shifted and scaled
variable Y¯ =
√
ν+pX
ν+d2
X
(Y − µY|X). The conditional entropy, H(Y|X) is not dependent on
the values of X = x and it is not given by −EY|X[log fY|x(Y)] which is instead a function
of x.
4.3. Change of variability
I just argued in the previous session that the overall uncertainty is always reduced by
conditioning. In the multivariate normal case this reduction of uncertainty also corresponds
to a reduction in the variability of the constrained variables with respect to the unconstrained
which therefore imply that the only extra contribution to risk can in this case come form
the shift of the centroid. This is however no longer true for non linear models such as the
multivariate Student-t case. Let me illustrate these effects in details for both these cases
by looking at three variability factors: i) individual variance; ii) total variance; iii) largest
eigenvalue.
4.3.1. Change of variability in multivariate normal
Let me look into three measures of variability for the multivariate normal case. We will
then repeat the same analysis for the multivariate Student-t case. All the following points
are consequence of the fact that Ω is a positively defined matrix and its blocks for the
variables X and Y are also positively defined matrices.
i. The individual variance of each conditioned variable is smaller or equal to the
corresponding variance of the unconditioned. Indeed, the conditioned variance of the
variable Yi ∈ Y is
σ2Yi|X = σ
2
Yi
−ΩYiXΩ
−1
XX
ΩXYi (32)
and
ΩYiXΩ
−1
XX
ΩXYi ≥ 0. (33)
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Therefore σ2Yi|X ≤ σ
2
Yi
.
ii. The total variance of the conditioned variable is smaller or equal to the total variance
of the unconditioned:
|ΩYY|X| ≤ |ΩYY|. (34)
iii. The largest eigenvalue λˆY|X of the conditioned shape matrix ΩYY|X is never larger
than the maximum eigenvalue λˆY of the unconditioned shape matrix ΩYY. Note that
this maximum eigenvalue is the variance of the ‘riskiest’ principal component. From a
geometric perspective, it is the square of the length of the most elongated axis of the
equi-probability ellipsoid of the elliptical distribution.
4.3.2. Change of variability in multivariate Student-t
The previous section demonstrated, through three relevant risk qualifications that for
multivariate normal modeling, the variability of Y is decreased by constraining. Conversely,
for non-linear models, such as the multivariate Student-t, the variability of Y|X = x can be
larger than the variability of Y. For the multivariate Student-t case such an amplification
is a consequence of the multiplicative scalar factor
∆x =
ν + d2
x
ν + px
(35)
in the expression for the shape matrix (see Eq.25). Therefore its effect on the three previous
measures can be simply quantified. Specifically:
i. the individual scale factor is reduced in the same way as the variance for the the
normal case but then it is multiplied by the factor ∆x
σ2Yi|X = ∆x
(
σ2Yi −ΩYiXΩ
−1
XX
ΩXYi
)
. (36)
ii. When covariances are defined (ν + px > 2) the total variance becomes
|ΣSt.t
YY|x| =
(
∆x
ν + px
ν + px − 2
)pY
|ΩYY|X|. (37)
Let me note that this introduces a dramatic systemic effect for large pY. The total
variance of Y|X is strongly reduced with respect to the total variance of Y when
d2
x
< px − 2 and instead it is strongly increased when d
2
x
> px − 2.
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iii. the eigenvalue spectra of the shape matrix is also scaled by the factor ∆x. When
d2
x
> px−2 the maximum eigenvalue of the constrained shape matrix can be larger
than the unconstrained one implying that the ‘riskiest’ component can increase its
volatility when constrained. However, it is important to notice that the associated
eigenvector is the same and therefore the principal components are the same across
the whole elliptical family distribution.
5. Stress testing and systemic risk measures
Here I propose three systemic risk measures that quantify the effect of stressing a set
of variables X on some risk-related properties of another set of variables Y. The simplest
measure is the shift of the centroid. As discussed, this is the major source of stress with
normal modeling. However, when non-linearity and fat-ails are important other measures
might better catch the true risk. The second proposed measure is the rotation of the first
principal component. This measure looks at the change of the direction of the axis of largest
elongation of the equi-probability ellipsoid and it indicates the relative rearrangement of
variables that contribute most to risk. These first two measures are universal across the large
elliptical family of distributions and they can be applied to modeling with any distribution
from such a family. The third is the the factor ∆x (see Eq.35) and it is instead specific to
Student-t.
5.1. Shift of the centroid - general measure for all elliptical distributions
The shift of the centroid is the only contribution to risk deriving from conditioning for
normal distributions and it is a major contribution to risk for the entire elliptical family. Let
us consider a system of pZ variables Z = (X
⊤,Y⊤)⊤ representing losses (negative returns).
I want to test the losses on the subset Y as consequence of losses on the subset X. Let for
instance X be the technology industry sector, I want to see how much losses in such a sector
influences the financial industry sector Y. In analogy with the reasoning beyond the CoVaR
approach [18], the idea is to stress the set of variables X to some extent (for instance to the
q quantile) and then measure the losses caused in the Y set. Differently from [18], instead
of computing the value at risk of Y|X, which is problematic because the multivariate nature
of this problem, I estimate the mean losses associated with the average shift of the Y|X
centroid
1
pY
∑
i∈Y
ΛYi. (38)
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This simple scalar quantity is an estimate of how much the sector Y can lose, in average,
as a consequence of stress on the sector X. Of course, as variants to this approach, other
measures can be devised to serve specific purposes.
5.2. Rotation of the principal component - general measure for all elliptical distributions
The eigenvector wˆY associated with the largest eigenvalue of ΩYY is not the same
as the eigenvector wˆY|X associated with the largest eigenvalue of ΩYY|X. They are both
unitary in module and therefore the change is a rotation. This rotation of the axis of largest
elongation of the equi-probility surface provides information on relative increase or decrease
of risk associated with each variable. A simple measure of systemic effect of the stress that
I propose in this paper is the angle of rotation of the principal component. Under stress
some variables might take larger weights than in normal unstressed situations highlighting
systemic fragility. The larger the rotation the larger is the disruptive effect of conditioning
on the variables.
These eigenvectors are the same for the whole family of elliptical distributions. Indeed,
the whole family share the same shape matrices that might differ only by a scalar factor.
Therefore, as for the shift in the centroid, these eigenvectors are a general measure of risk
independent from modeling details. Note that they do not depend on the values of the
stressing variables.
6. Stress testing experiment with US equity market
To provide an example of stress testing I collected data for 623 equities continuously
traded on the US market between 01/02/1999 and 07/04/2020 for a total of 5329 trading
days. I computed the log-returns of daily prices and performed the analysis as described in
the previous sessions. In particular, I computed the centroid shift ΛY|x caused on the losses
in an industry sector by stressing the losses at 95% VaR on another industry sector X with
the VaR computed empirically from the historic data. Results are reported in Fig.1 where
the columns report in color map the average amount of losses in the relative sector caused
by stressing the sectors reported on rows. For instance, for the technology industry sector
I measure 4.0% average losses caused by stressing the consumer services industry sector.
Whereas, in the other direction, the technology industry sector is impacting the consumer
services industry sector by 2.9% in average. Note that this is not the CoVaR, it is the
mean that is moved by this quantity. A shift of 2.9% of the mean indicates that without
any endogenous stress, the exogenous stress propagating from the technology sector moves
13
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Figure 1: Intensity of influence of the stress in an industry sector over another sector. The color map
corresponds to the average amount of losses (negative log-returns) on a the sector reported on the columns
(conditioned variables) caused by stressing at 95% VaR the sector reported on the rows (conditioning
variables).
already considerably the losses in the consumer services sector from close to zero to 2.9%.
To this shift one must then add the the variability and risk that are endogenous to the
sector, for instance the consumer services sector has an average 95% VaR of 3.7%.
I computed also the effect of each industry sector on the rest of the market and vice-
versa. The results are reported in Fig.2 where one can see that most of the sectors are
more impacted than impacting with exception for the consumer goods that is slightly more
impacting than impacted.
Let us note that, in some analogy with the CoVaR approach, I stressed the variables
set X at their 95% VaR. However, this is relatively arbitrary way to set stressed values. I
verified that other levels of VaR give similar results, for instance stressing the more extreme
99% VaR produces very similar outcomes though with roughly doubled values of average
losses. Another possibility is to stress with a uniform stress of, for instance, all equal to 1
(the number itself is irrelevant because the results scale linearly with it). Results in this case
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Figure 2: Average losses caused on the entire system by stressing a given sector to 95% of its VaR vs. the
losses on the sector when the rest of the system is stressed to 95% VaR. The line is the diagonal separation
where Impacting = Impacted and is reported for visual reference.
are consistent with the previous but quantitatively quite different. It is beyond the purpose
of the present work to investigate which kind of stressing is the most adequate and, most
likely, this depends on the purpose of the stress testing exercise.
The angle of rotation of the principal axis is reported in Fig.3. I note that the effect of
conditioning a sector over the other sectors can be quite severe on the change in direction of
the principal axis. I observe, for instance, Consumer Goods have strong effects on Consumer
Services. The sector telecommunications have overall smaller effects as stressing variable
than the one sustained and stressed variable. The rotation corresponds to a change in
relevance of the contribution of some variables towards the principal axis of variability. For
instance in the case of Consumer Goods stressing on Consumer Services the axis becomes
dominated by McClatchy, a company that filed for bankruptcy in February 2020.
The effect of uncertainty reduction and consequent systemic coupling of the system is
illustrated in Fig.4 where the values of the mutual informations are reported for the various
industry sectors. Note that, in this case, the matrix is symmetric and the results do not
depend on the values of X and its level of stress. Interestingly, the map is quite different
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Figure 3: Angles of rotation (degrees) of the principal axes as consequence of conditioning. The rows are
the conditioning variables and the columns the conditioned ones.
from the one for the stress propagation in Fig.1. Note, for instance, that the strong impacts
between Technology and Consumer Services industry sectors observed in Fig.1 is instead
not a predominant interdependency as revealed by the mutual information in Fig.4.
7. Conclusions
The effects of stress testing a multivariate system of interacting variables are described
by the conditional probability distribution where all statistical properties of the stressed
variables can be expressed as function of the values of the stressing variables. In this work
it has been shown that for the vast class of multivariate models described by elliptical
distributions, the conditional probability has the same expression of the original multivariate
probability but with shifted centroid and a reduced variability. I showed that the shift in
the centroid coincides with the multivariate linear regression factor whereas the change in
the shape matrix is the same as for the change in the covariance in the multivariate normal
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Figure 4: Intensity map for the mutual information between industry sectors.
case. Also changes in entropy and mutual information are similar to the normal case beside
a constant factor.
It is argued that, for risk purposes, the linear shift of the centroid is the most important
factor. Application to an example of equity returns shows meaningful outcomes for what
concerns the mutual effects on the average losses in industry sectors under stress conditions.
This approach is very simple and easy to implement and it applies to multivariate
Student-t distributions that are quite realistic models for risk in financial systems. The
practical limitation of this approach is the estimate of the parameters of the multivariate
distribution and in particular the shape matrix Ω which comprises p(p−1)/2 parameters and
therefore requires a large number of consistent observations to be properly estimated. How-
ever, this limitation can be dealt with by using recently developed techniques that allow L0
topological regularization using network filtering techniques [25] which overcome the curse
of dimensionality problem. Stress testing using specific market states can be performed by
using the clustering method presented in [26] which also overcome non-stationarity issues.
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