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Abst rac t - -Ex i s tence  results are presented for the singular Volterra integral equation y(t) = h,(t) + 
.[o k(t ,s) f (s ,y(s))ds,  for t E [0, T]. Here f may be singular at y = 0. As a consequence uew results 
are  presented for the n th order singular initial value problem. © 1999 Elsevier Science Ltd. All 
rights reserved. 
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1. INTRODUCTION 
This paper discusses the singular Volterra integral equation 
~0 ty(t) = h(t) + k(t, s) f (s ,  y(s)) ds. for t c [0, T], T > 0 fixed. (1.1) 
Here our nonlinearity f ( t ,  y) may be singular at y = 0. Notice the nth-order initial value problem 
y(n) = ¢(t)f(t ,  y), for t E (0, T] 
y(i)(O) =0,  0 < i < n--  1, n ~_ 1 
(1.e) 
is a special case of (1.1). We remark that (1.2) has been discussed in great detail in [1-3] when 
n = 1, 2. However, very few results are available for the case n > 2. Moreover, the more general 
Volterra singular equation (1.1) (i.e., for general kernel k) has received only a brief mention in the 
literature [4,5]. This paper presents new and very general existence results for (1.1). In addition, 
new results will be deduced for (1.2) when n > 2. 
The theory in Section 2 makes use of the following well-known existence principle from the 
literature [6,7]. 
THEOREM 1.1. Let p and q be such that 1 <_ p <_ oc and 1/p + 1/q = 1. Assume 
h e C[0, T], (1.3) 
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F : [0, T] x R --* R is a Lq-Carathdodory function. By  this we mean: 
(i) the map y H F(t,  y) is continuous for almost ali t in [0, T], 
(ii) the map t H F(t ,  y) is measurable for all y in R, (1.4) 
(iii) for any r > 0 there exists #~ • L q [0, T] such that 
]Yl < r implies IF(t, y)l < #.(t) ,  for almost all t in [0, T], 
kt(s) = k(t, s) • LP[O, t], for each t • [0, T], (1.5) 
and 
t "  t* 
for anyt ,  t' • [0, T],./n ]kt(s) - kt,(s)lPds --* 0 as t ~ t'; 
(1.6) 
here t* = min {t, t'} 
hold. In addition, suppose there is a constant M > O, independent of )~, with lY[0 =suP[0,TI ly(t)l ¢ 
M for any solution y • C[0, T] to 
( /o ) y(t) = )~ h(t) + k(t, s )F (s ,y (s ) )  ds , t • [0, T], (1.7)a 
for each )~ • (0, 1). Then 
/0 ' y(t) = h(t) + k(t, s)F(s, y(s)) ds, t • [0, TI, (1.S) 
has at least one solution in C[0, T]. 
REMARK 1.1. For convenience, we use the notation ( f [  Iv(s)[P ds)l/P to denote ess sup Iv(s)I for 
the case p = oc in this paper. 
, 
We begin by discussing (1.1). 
and 
S INGULAR PROBLEMS 
The following conditions will be assumed throughout: 
h c C[0, T] with h > 0 on [0,T], (2.1) 
f :  [0, T] x (0, oc) --, (0, ec) is continuous, (2.2) 
k(t, s) >_ 0 a.e. on [0, T] x [0, t], (2.3) 
kt(s) E nP[0, t] for each t E [0, T]; here 1 < p < co is a constant, (2.4) 
t* g 
for any t , t '  • [0,T],./, Ikt(s) - kt,(s)lP ds ~ 0 as t ~ t'; 
(2.5) 
here t* = min{t, t'}, 
k( t , s ) f ( t ,u )  < a(s)[g(u)+ r(u)] for ( t , s ,u )•  [0, r ]  x [0, t] x (0, ec) 
with g > 0 continuous and nonincreasing on (0, ec), r > 0 
(2.6) continuous and nondeereasing on [0, c~), r(u) > 0 for u > 0, 
a c C(0, T] with a > 0 on (0, T], and a • LP[0, T], 
there exists a function ¢ continuous on [0, T] and positive 
on (0, T] with f ( t ,  u) > ¢(t)  on [0, T] x (0, ec), (2.7) 
there exists a subset I of [0, T] of measure zero with 
o' (2.8) p(t) = h(t) + k(t, s )¢(s )ds  > 0, for t • [0, T] \ I ,  
fo gq (#(s)) ds < ec; here -1 + - = 1, (2.9) P q 
'o °~ dx r(x) = c~, for any 0 > 0. (2.10) 
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THEOREM 2. i. 
[0, T]\I,  for any T > 0. 
PaOOF. Let No = {1, 2, . . .  }. We first show 
/: y( t )= --1 + h(t) + k(t,s)f*(s,y(s))ds, 
m 
Suppose (2.1)-(2.10) hold. Then (1.1) has a solution y E C[0,T] with y > 0 on 
has a solution for each m E No; here 
f(t ,u),  u >_ 1 
f*(t,u) = m 
t E [0, T], (2.11) m 
Let 
and notice 
here 
~0 ty(t) <_ am + a(s)r(y(s)) ds, for t E [0, T]; 
am = -- + Ih[0 + g a(s) ds. 
m 
/o' u(t) = am + a(s)r(y(s)) ds, for t e [0, TI, 
Let 
fa z dx 
J(z) = m r(x)' 
and so (2.17) implies 
(J0 ) u(t) <_ j -1  a(x) dx , 
This, together with (2.14), yields 
u'(t) = a(t)r(y(t)) <_ a(t)r(u(t)), for t e (0,T), (2.16) 
since r is nondecreasing on (0, oo). Divide (2.16) by r(u(t)) and integrate from 0 to t to obtain 
f /o u(t) d_._.~_x < a(x) dx, for t E [0, T]. (2.17) ~o. ,  r(x)- 
(/0 ) y(t) < j-1 a(x) dx - M(m), 
for z > am, 
for t E [0, T]. (2.18) 
for t E [0, T]. ('2.19) 
(2.14) 
(2.15) 
and so 
To show (2.11) m has a solution for each m E No we will apply Theorem 1.1. Consider the family 
of problems 
( /0' ) y(t) = _1 + A h(t) + k(t, s)f*(s, y(s)) ds , t E [0, T], (2.12)r m 
for 0 < A < 1. Let y E C[0, T] be any solution of (2.12)~. Now (2.1), (2.2), (2.3), and (2.12)~ 
imply y(t) >_ 1/m for t E [0, T]. 
REMARK 2.1. Similarly any solution u E C[0, T] of (2.12)p satisfies u(t) > 1/m for t E [0,7' 1. 
Also notice for t E [0, T] that 
- -  + Ihlo + a(s)g ds + a(s)r(y(s)) ds (2.13) 
m 
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Consequently, Theorem 1.1 guarantees that (2.11) m has a solution Ym • C[0, T] with (see Re- 
mark 2.1) ym(t) >_ 1/m for t • [O,T], and, of course, ym is a solution of 
/0 y(t) = 1 + h(t) + k(t, s)f(s, y(s)) ds, for t • [0, T]. (2.20) m 
Notice as well that  (2.7) together with (2.20) yields 
/0 ym(t) >_ h(t) + k(t,s)¢(s)ds = #(t), for t • [0, T]. (2.21) 
We shall now obtain a solution to (1.1) by means of the Arzela-Ascoli Theorem, as a limit of 
solutions of (2.11) m. To this end we will show 
{Ym}meNo is a bounded, equicontinuous family on [0, T]. (2.22) 
First, notice for t • [0, T] that 
/0 ym(t) < 1 + rhl0 + a(s)[g(#(s)) + r(ym(S))] ds 
and so 
/0 ym(t) < bo + a(s)r(ym(s))ds, for t • [0, T]; (2.23) 
here 
Let 
and notice 
Consequently, 
Let 
and so (2.24) implies 
Thus, 
~00 T b0 = 1 + Ih[0 + a(s)g(#(s)) ds. 
0•0 
t 
w(t) = bo + a(s)r(ym(S)) ds, for t • [0, TI, 
w'(t) = a(t)r(ym(t)) <_ a(t)r(w(t)), for t • (0, T). 
fbo w(t) dx fo T r(x---~ <- a(x) dx, for t • [0, T]. (2.24) 
fbo dx ft(z) = r(x)' for z > b0 
(/o ) w(t) < f}-i a(x) dx , for t C [0, T]. (2.25) 
(/o ) ym(t) ~-1  a(x)dx -Mo,  fo r tC  [0, T], (2.26) 
and so {Ym}-~eNo is a bounded family on [0, T]. To see the remainder of (2.22) notice for 
t, x c [0, T] with t < x that 
lyre(t) - ym(x)l <_ [h(t) - h(x)l + [k(t, s) - k(x, s)l[g(lz(s)) + r(M0)] ds 
ix + k(x, s) [g (#(s)) + r(Mo)] ds 
/jo -< Ih(t) - h(x)l + Ikt(s) - kx(s)lP ds [g(p(s)) + r(Mo)] q ds 
+ (~xkP(s )ds)  i/p (~X[g(#(s ) )+r (Mo) lqds)  1/q 
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Thus, (2.22) holds. The Arzela-Ascoli Theorem guarantees the existence of a subsequence N of No 
and a function y E C[0, T] with Ym converging uniformly on [0, T] to y as m ~ oo through N. 
Also, y(t) >_ #(t) for t E [0, T], so y(t) > 0, for t E [0, T]\/ .  In addition, 
ym ( t ) 1 rio t = -- + h(t) + k(t, s)f(s, ym(s)) ds, for t E [0,T]. (2.27) 
Now 
f(s, ym(S)) --~ f(s, y(s)), 
and for fixed a.e. t E [0, T], 
for each s E [0, T]\I, (2.2s) 
[k(t, s)f(s, y,~(s)) I _< a(s)[g(p(s)) + r(M0)] C LI[0, T]. 
Fix t E [0, T]. Let m --~ cx~ through N in (2.27) to obtain (here we use the Lebesgue Dominated 
Convergence Theorem) 
y(t) = h(t) + k(t, s)f(s, y(s)) ds. I 
REMARK 2.2. We can replace (2.10) with the less restrictive conditions f ?  a(x)dx ~ dom(J -1) 
and f:" a(x)dx E dom(fF1); J and ft are as defined in the proof of Theorem 2.1 and m can 
be chosen sufficiently large. In this case, (1.1) will have a solution for those T which satisfy 
.~  a(x)dx E dom(J  -1) and f ?  a(x)dx E dom(ft-t).  
As a special application of (1.1) we will consider (1.2). For (1.2) we will assmne the following 
conditions hold: 
f :  [0, T] x (0, oo) -~ (0, oc) is continuous (2.29) 
and 
¢ E C(0, T] with ¢ > 0 on (0, T] and ¢ E L 1 [0, T]. (2.30) 
Now solving (1.2) (i.e., finding a solution y E C~-I[0, T] A Cn(0, T]) is equivalent to finding a 
g E C[0, T] which satisfies 
f0 t y(t) = G(t,s)¢(s)f(s,y(s))ds, for t E [0, T]; (2.31) 
here 
THEOREM 2.2. 
satisfied: 
and 
G(t ,s )  - ( t -  8) "-1 , for 0 < s < t (2.32) 
Suppose (2.29) and (2.30) hold. In addition, assume the following conditions are 
f(s, u) <_ g(u) + r(u) for (s, u) E [0, T] x (0, oc) with 
g > 0 continuous and nonincreasing on (0, oo)i r > 0 (2.33) 
continuous and nondecreasing on [0, ec), 
there exists a function ~ continuous on [0, T] and positive 
(2.34) 
oll (0, T] with f(t, u) >_ ~(t) on [0, T] x (0, oc) 
g(~(s)) ds < co; here ~(t) - (n - 1)! ¢(x)(t - x)n-I~(X) dz, (2.35) 
fO ~° dx r(x) = oo, for any 0 > 0. (2.36) 
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Then (1.2) has a solution y E Cn-l[O, T] N cn(o ,  T] with y > 0 on (0, T], for any T > O. 
PROOF. Let h = 0, k(t, s) = ¢(s)G(t ,  s), #(t) = ~?(t), I = {0}, a(s) = ( (T -  s )n -1 / (n -  1)!)¢(s), 
and q = 1; here G is as in (2.32). Clearly, (2.1)-(2.6), (2.7) (since (2.34) holds), (2.8) (since 
p(t )  = ~(t) > 0 for t c (0, T]), (2.9) (since (2.35) holds; here q = 1), and (2.10) (since (2.36) 
holds) are satisfied. The result follows from Theorem 2.1. 
REMARK 2.3. One can relax (2.36) as in Remark  2.2. 
EXAMPLE 2.1. The initial value problem 
y(n)(t) = [y(t)] + A[y(t)] + B, 
= O, 
for t e (0, T], 
(2.37) 
0<i<n-1 ,  n>l ,  
with 0 < c~ < 1/n,O </3 <_ 1, A > 0, and B > 0, has a solution y E cn- I [O,T]NCn(O,T] with 
y>0on (0, T] , for any T > 0. 
To see this we apply Theorem 2.2 with g(u) = u -s ,  r(u) = Au ~ + B, and ¢ -- 1. Clearly, 
(2.29), (2.30), (2.33), (2.34) (with %b = B), and (2.36) are satisfied. Notice also that  
1 rio t Bt n ~(t) - (n 1)------~ ( t -  x )n - lBdx  - n! 
and so 0 < c~ < 1In implies (2.35) is true. Existence is now guaranteed from Theorem 2.2. 
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