Abstract. We consider the system of equations arising from finite difference discretization of a three-dimensional convection-diffusion model problem. This system is typically nonsymmetric. We show that performing one step of cyclic reduction, followed by reordering of the unknowns, yields a system of equations for which the block Jacobi method generally converges faster than for the original system, using lexicographic ordering. The matrix representing the system of equations can be symmetrized for a large range of the coefficients of the underlying partial differential equation, and the associated iteration matrix has a smaller spectral radius than the one associated with the original system. In this sense, the three-dimensional problem is similar to the one-dimensional and two-dimensional problems, which have been studied by Elman and Golub. The process of reduction, the suggested orderings, and bounds on the spectral radii of the associated iteration matrices are presented, followed by a comparison of the reduced system with the full system and by details of the numerical experiments.
Introduction. Consider the following three-dimensional (3D) elliptic problem
−∆u + (σ, τ, µ)
T ∇u = p (1.1) on a domain Ω ∈ R 3 , subject to Dirichlet-type boundary conditions. Standard finite difference discretization of (1.1), for example, seven-point approximation to the 3D Laplacian [7] and upwind or centered difference approximations to the first-order derivatives, leads to a linear system Au = p , (1.2) where now u and p denote vectors of a finite size, representing the approximated values of the solution to the continuous problem and the exact values of the righthand side forcing term, respectively, at the grid points. If (σ, τ, µ) = 0 the matrix A is nonsymmetric. It is not necessarily diagonally dominant or symmetrizable by real similarity transformations. However, it does have property A (see, for example, [7, section 9 .2]), therefore discretizing the equation using red/black ordering of the grid results in a system whose matrix is of the form ( B D C E ), where both B and E are diagonal. Thus a cheap process of elimination of points corresponding to one of the colors leads to a so-called reduced system, whose matrix is given by E − DB −1 C. If the original system is sparse, then the reduced system is sparse as well. This process of elimination amounts to performing one step of cyclic reduction [3] .
Elman and Golub have conducted an extensive investigation for two-dimensional elliptic problems [3] , [4] , [5] and have shown that the reduced system for the twodimensional (2D) case has some valuable properties: it can be symmetrized for a large range of values of the coefficients of the PDE, it has block property A for several orderings so that Young's classical SOR analysis [9] can be applied, and also, for several iterative methods that were studied, the convergence rates of the reduced systems are typically faster than for the analogous original (full) systems. The reader is referred to the above-mentioned references for full details on the analysis of the 2D problem.
In this paper we examine the 3D case and present convergence analysis for the block Jacobi iterative method, applied to the reduced system, based on a certain ordering of the grid. We focus on a model problem with constant coefficients on the unit cube. We mainly refer to the case where the reduced system can be symmetrized, with emphasis on equations with small convection terms; however, we stress that our numerical findings suggest that the reduced system leads to an efficient solution process also for other cases. For the ordering suggested we closely examine the algebraic properties of the underlying matrix. We analyze both upwind and centered difference discretizations.
For notational convenience, we use the following rules throughout the paper:
• E s1,...,s k will denote a vector whose entries are s 1 , . . . , s k , repeated. For example E 01 = (0, 1, 0, 1, 0, 1, . . .), E 1001 = (1, 0, 0, 1, 1, 0, 0, 1, . . .), and so on. The size of the vector will be clear from the context where it appears.
• For narrow banded matrices we use the standard "diag," "tri,", "penta," etc.
If x, y, and z are vectors of size n, then tri[x, y, z] will denote a tridiagonal matrix whose main diagonal consists of entries of the vector y; the subdiagonal consists of x 1 to x n−1 , and the superdiagonal consists of z 2 to z n . x n and z 1 do not appear in the matrix in this case.
• The index of a diagonal in a matrix will match the syntax of the Matlab command "diag" : 0 for the main diagonal, positive numbers for superdiagonals, and negative numbers for subdiagonals.
• I n will stand for the identity matrix of order n.
All the computations were carried out on an HP 735 machine, using Matlab 4.2a and its sparse matrix features.
An outline of the rest of this paper follows. In section 2 we present the system of equations arising from discretization of the problem using natural lexicographic ordering. We analyze the spectrum of the iteration matrix associated with the line Jacobi iterative scheme. In section 3 we describe the process of 3D cyclic reduction. We present the computational molecule and the system resulting from a certain ordering strategy, which we call two-plane ordering. We derive general symmetrization conditions for the reduced system, and we obtain analytical bounds for the spectral radius of the block Jacobi iteration matrix. In all the numerical experiments we have conducted, the spectral radius of the reduced system is smaller than the one for the full system. In section 4 we examine the asymptotic bounds and we address the question of performance and amount of computational work. Then we present numerical results which validate the analysis. In section 5 we summarize our findings and draw some conclusions.
2. The full system. Consider the 3D elliptic problem (1.1) on Ω = (0, 1) × (0, 1) × (0, 1), subject to Dirichlet boundary conditions: u = r(x, y, z) on ∂Ω, and suppose that (1.2) represents the system arising from finite difference discretization, using natural lexicographic ordering of the unknowns. To illustrate this, the ordering for n = 4 is depicted in Fig. 2.1(a) . Let F denote the operator for this system, after scaling by h 2 , and denote the values of the associated computational molecule by a, b, c, d, e, f , and g, in the following manner: if u i,j,k = u(ih, jh, kh) is a grid point not next to the boundary, then
The matrix A is an nth-order block tridiagonal matrix with respect to n 2 × n 2 blocks:
where
, and A (0) are themselves block tridiagonal matrices,
consisting of n × n matrices given by
The sparsity pattern of A is depicted in Fig. 2.1(b) .
Let h = 1 n+1 denote the mesh size. If we use centered differences for approximating the first-order derivatives, the values of the computational molecule are as follows:
For upwind differences, assuming that σ, τ , and µ are positive, we use backward difference approximations, and in this case we have
Let us denote the cell Reynolds numbers by
Following is a convergence analysis for the line Jacobi scheme. 
The associated block Jacobi iterative scheme is
We are interested in the spectral radius of the iteration matrix D −1 C. In general, we will adopt for both the full system and the reduced system the strategy used by Elman and Golub in [3] , [4] , [5] : we find circumstances in which the matrix can be symmetrized by a real diagonal matrix, say Q; then, we denoteÂ = Q −1 AQ and look at the splitting of this matrix. We letD andĈ denote Q −1 DQ and Q −1 CQ, respectively, and sinceD
have the same spectrum, thus we can continue the analysis with the latter. Motivated by this strategy, we now present the following symmetrization result for the full system. Theorem 2.1. If cd > 0, be > 0, and fg > 0 then there exists a real nonsingular diagonal matrix Q such that the matrixÂ = Q −1 AQ is symmetric. Proof. This can be shown by direct substitution, by requiring that the symmetrized matrix be equal to its transpose. Denote the ith entry in the main diagonal of Q by q i . q 1 = 0 can be an arbitrary value, and the following algorithm generates the desired diagonal matrix:
From the above it is clear that the similarity transformation is real and nonsingular only if cd, f g, and be are positive.
The resulting symmetrized matrix iŝ
Theorem 2.1 leads to the following symmetrization result, obtained by expressing the conditions in terms of β, γ, and δ.
Corollary 2.2. If |β| < 1, |γ| < 1, and |δ| < 1, the coefficient matrix for the centered difference scheme is symmetrizable by a real diagonal similarity transformation. For upwind (backward) schemes, the coefficient matrix is symmetrizable for all β, γ, δ > 0.
Corollary 2.2 can be viewed as a straightforward generalization of the result for the 2D case [3] .
We now examine the spectrum of the symmetrized iteration matrix. We start this part of the analysis by quoting a lemma that appears in [3, p. 674 ], which will be useful in the discussion that follows. We then present the eigenvalues of the iteration matrix. 
Proof. Inspired by the techniques used in [3, p. 677] , suppose V n is an n × n matrix whose columns are the eigenvalues of the tridiagonal matrix tri[
we can find the spectrum ofD −1Ĉ by examiningD −1C . The latter is easier to form explicitly, as D is diagonal (as opposed toD, which is tridiagonal).D −1C has the same nonzero pattern asĈ.
Let P 1 denote the permutation matrix that transforms rowwise ordering into columnwise ordering, leaving the ordering of planes (z direction) unchanged.
−1C P 1 is block tridiagonal with respect to n 2 × n 2 blocks, and its superdiagonal and subdiagonal blocks are diagonal matrices, all equal to each other. Each of these n 2 × n 2 matrices looks as follows:
The diagonal block consists of n identical n 2 × n 2 matrices, each being an nth-order block diagonal matrix whose jth component is the tridiagonal matrix
Let V n 2 denote a matrix whose columns are the eigenvectors of diag[G 1 , . . . , G n ], and let V 2 be the block diagonal matrix consisting of n uncoupled copies of V n 2 ; then
is still block tridiagonal with respect to n 2 × n 2 blocks, but now the main diagonal block is a diagonal matrix: it contains n identical n 2 × n 2 blocks, each being a diagonal matrix whose entries are
, 1 ≤ j, k ≤ n. Finally, let P 2 be a permutation matrix which transforms rowwise ordering to planewise ordering, leaving the orientation of columns unchanged. Then F 3 = P −1 2 F 2 P 2 is an n 2 -order block diagonal matrix whose components are n × n symmetric tridiagonal matrices. Their eigenvalues can be found using Lemma 2.3 and are given by (2.13).
We can now state the following useful result. Corollary 2.5. For cd, be, f g > 0 the spectral radius of the line Jacobi iteration matrix, using the preconditioner defined in (2.8), is
3. The reduced system. 3.1. Construction of the reduced system. The construction of the reduced matrix is a process of Gaussian elimination of half of the rows and the columns in the original system. In Fig. 3 .1 we number the points that have to do with the block elimination associated with a typical grid point. The central point is indexed in this case by 13. If we decide that #13 is "black," then the following indices are "red" and are to be eliminated: #4, #9, #12, #14, #17, and #22. The other points are "black," but their corresponding entries in the matrix at row #13 are to be changed after eliminating the "red" points. In terms of the matrix elements, below are the entries of the matrix A which are affected by the block elimination step: 
Here are the computations performed during the block elimination. The numbers at the first column correspond to the rows that are eliminated:
4 :
−ba −1 e −ba −1 f 22 :
−ga −1 f −ea −1 g 12 :
From this, we can see that the typical value on the diagonal of the reduced matrix is
By "typical" we mean an entry that is associated with an interior point. That is, a point that is not next to the boundary of the domain. For noninterior points fewer operations of elimination are required, thus the value in their associated diagonal entry will change with respect to (3.1) in the following manner.
• Add a −1 cd in case the x coordinate of the associated point is 1/(n + 1) or n/(n + 1).
• Add a −1 be in case the y coordinate of the associated point is 1/(n + 1) or n/(n + 1).
• Add a −1 f g in case the z coordinate of the associated point is 1/(n + 1) or n/(n + 1). Let R be the reduced operator, after scaling by ah 2 . Then for an interior grid point, u i,j,k , we have 3.2. Orderings for the reduced system. With the reduced operator for the 3D problem at hand, we can observe that the underlying matrix of the reduced system is sparse, and the number of nonzero entries in each row is typically 19 (fewer for noninterior points). However, the exact sparsity pattern of the reduced matrix depends upon the ordering of the unknowns in the reduced grid. The ordering can significantly affect the convergence of whatever iterative scheme is used. The connection between the ordering of the unknowns and the direction of the flow for the 2D case is discussed in [5] . For the 3D case we have examined several ordering strategies. We mention some of them now.
• The two-line ordering is based on looking at the unknowns at each plane separately and grouping the points by pairs of horizontal lines. This ordering is a straightforward generalization to three dimensions of the two-line ordering used in [4] .
• The natural lexicographic ordering is based on ordering the unknowns rowwise, and then planewise (analogous to the ordering discussed in section 2 for the full system).
• Two-plane ordering is based on gathering points from two horizontal lines and two adjacent planes simultaneously. This ordering fits only 3D problems, and is presented in this paper for the first time.
• Block red/black versions of the above. Of the strategies we have examined, we so far find the two-plane ordering most effective. Its advantage is that in the underlying matrix more nonzero entries (compared to the other strategies we have examined) are clustered next to the main diagonal. For certain classes of matrices (e.g., M -matrices) this will lead to faster convergence (see, for example, [8, p. 91, Cor. 1]). We choose, then, to focus here on this ordering.
For the sake of simplicity we shall assume that n is even. The suggested ordering (for n = 4) and the sparsity pattern of the matrix (for n = 6) are depicted in Fig. 3 .2. The reduced linear system is represented by an n 2 -order block tridiagonal matrix
Each of the above components of S is an n 2 × n 2 matrix, block tridiagonal with respect to 2n × 2n blocks. Let us use superscripts (−1), (0), and (1) to describe subdiagonal blocks, diagonal blocks, and superdiagonal blocks of each of the block matrices, respectively. Denote by "cntr" the center of the computational molecule, specified by (3.1) and the explanation that follows. The diagonal submatrices S (0) j,j have nonzero entries in diagonals −4 to 4, and their diagonals are given as follows:
The other submatrices contained in S j,j are of an irregular structure. The superdiagonal submatrix S (1) j,j has nonzero entries in diagonals −3 to 1, as follows:
and the subdiagonal submatrix S (−1) j,j has nonzero entries in diagonals −1 to 3, as follows:
The components of S j,j+1 and S j,j−1 are given by
The connection between the index of the points, as given in Fig. 3.2 , and the location in terms of x, y, and z coordinates follows: suppose a certain point is indexed by i ( 1 ≤ i ≤ 
3.3. Symmetrization of the reduced matrix. For the reduced system, we again use the idea of symmetrizing first, and then examining the symmetrized matrix. A bound for spectral radius of the iteration matrix can be obtained by using (see [3] , [4] )
For a certain ordering, the underlying matrix is merely a symmetrically permuted version of a matrix that is associated with another ordering. Thus, we can examine the symmetrization conditions for the matrix associated with two-plane ordering without loss of generality. The result that follows shows that the 2D and 3D reduced systems are similar in the sense of symmetrization conditions (see [3] ).
Theorem 3.1. The reduced matrix S can be symmetrized with a real diagonal similarity transformation if and only if the products bcde, befg, and cdfg are positive.
Proof. Our aim is to find a real diagonal matrix Q, so that
, is a diagonal 2n × 2n matrix whose entries are denoted by
We start with considering the diagonal block matrices S (0) j,j . We require that Q
j,j is a notation that corresponds to n 2 submatrices, but in order to avoid additional notation, we do not add a script that would indicate the location of these matrices in each block, as it can be understood from the double index used for the submatrices of Q. A straightforward computation for the entries of S (0) j,j , for 1 ≤ j ≤ n 2 and for all the n 2 submatrices in each block S j,j , leads to the following conditions:
The restriction that the diagonal similarity transformation be real leads to the following conditions:
• Equations (3.16) and (3.19) imply cdfg > 0.
• Equations (3.17) and (3.18) imply bcde > 0.
•
which is exactly (3.18). Next, since (i − 2) mod 4 = 2, we can use (3.20) to conclude that
and combining this equation with (3.18) we obtain
which is identical to equation (3.16). Finally, (i − 3) mod 4 = 1, therefore (3.19) implies
Multiplying this by equation (3.16) yields
which is identical to (3.15) . This completes the proof of consistency for indices which correspond to equation (3.21). For indices which satisfy either (3.19) or (3.20) the process is completely analogous, and we omit the algebraic details.
The same procedure repeats when we move to consider the off-diagonal matrices of the main block diagonals, namely S (±1) j,j , and the off-diagonal block matrices S j,j±1 . For the former we have the following equation, which determines the ratio between q
Last, for the off-diagonal block matrices S j,j±1 we have
. Imposing this condition leaves only q arbitrary (Q −1 SQ remains the same for any matrix S as long as the entries of Q are determined up to a multiplicative constant).
As in the other cases, there are additional conditions (four for S (0) j,j±1 and two for S (±1) j,j±1 ) that are consistent with the equations presented so far and do not contribute any additional data. We omit the algebraic details. We stress, though, that for each of the equations one must make sure whether there are conditions that need to be imposed in order to have Q be real. It turns out that all the conditions are contained in the set of the three conditions that were imposed when equations (3.15)-(3.21) were discussed.
In order to construct the matrix Q we have to use equations (3.19)-(3.23). Notice that from the proof it is clear how the symmetrized matrix Q −1 SQ looks and there is no need to construct Q and actually perform the similarity transformation. Moreover, the symmetrizer might contain very large values, thus using it might cause numerical difficulties. Elman and Golub showed in [3] that in the one-dimensional case, for the equation −u ′′ + σu ′ = f with Dirichlet boundary conditions, if the first entry of the symmetrizer is 1, and the cell Reynolds number is between 0 and 1, the last entry of the symmetrizer goes to e σ as n goes to infinity, and thus is very large for large values of the underlying PDE coefficient. The same phenomenon will occur in multidimensional problems. Thus we stress that we are using the symmetrized matrix only as an analytical tool; in actual numerical computation, we always use the nonsymmetric system.
The entries of the symmetrizer can be determined up to sign. For be, cd, f g > 0, a symmetrization operator that preserves the sign of the matrix entries is −b
The value of the computational molecule corresponding to the center point is unchanged under the symmetrization operation. In terms of the cell Reynolds numbers, Theorem 3.1 leads to the following symmetrization result:
Corollary 3.2. The reduced matrix S can be symmetrized with a real diagonal similarity transformation for any β, γ, δ > 0 if one uses the upwind (backward) schemes, and for either |β|, |γ|, |δ| < 1 or |β|, |γ|, |δ| > 1 if one uses centered difference schemes.
Proof. For upwind schemes cdf g = (1 + 2β)(1 + 2δ), which is always positive for positive values of β, γ, and δ. The same is true for befg = (1 + 2γ)(1 + 2δ) and bcde = (1+2β)(1+2γ). For centered difference schemes cdfg
, and bcde = (1 − β 2 )(1 − γ 2 ). For cdf g to be positive, we require that either |β| < 1 and |δ| < 1 or |β| > 1 and δ| > 1. If |β| < 1 and |δ| < 1, then bef g > 0 implies |γ| < 1 and then bcde > 0 holds as well. If |β|, |δ| > 1, then an analogous argument yields |γ| > 1.
We can now compare the results of Corollaries 2.2 and 3.2 and see that the reduced system is symmetrizable whenever the full system is, but the opposite is not true. The significant observation here is that if all the convection coefficients of the underlying PDE are large, the reduced system can be symmetrized, whereas the full system cannot.
We end this subsection with an observation regarding the conditions for the reduced matrix to be an M -matrix. The result given in the following lemma can be viewed as a generalization of the result for the 2D case, given in [3] . This is another point of similarity between the 2D and 3D problems.
Lemma 3.3. If be, cd, fg > 0 then both the reduced matrix and the symmetrized reduced matrix are diagonally dominant M -matrices.
Proof. The reduced matrix is a symmetric permutation of the Schur complement of the full system, which is a diagonally dominant M -matrix in the above circumstances, and thus is a diagonally dominant M -matrix (see, for example, [1, Thm. 6.10]). For the symmetrized reduced matrix we do the following: since be, cd, and f g are positive, a 2 − 2be − 2cd − 2f g is the minimum of the diagonal entries of the matrix. This value is associated with all the interior grid points. By means of simple algebra it can be shown that all the diagonal entries of the matrix are positive. It suffices to look at the worst case, which occurs when the associated grid point is interior, and all 19 components of the computational molecule are active. The symmetrized reduced matrix is strictly diagonally dominant if
which is equivalent to
Strict diagonal dominance applies because the diagonal entries which are associated with noninterior points are bigger than the left-hand side of (3.24). For centered schemes, cd = 1 − γ 2 , and so 0 < cd < 1. Analogously, 0 < be, f g < 1. Since a = 6, it follows that (3.25) holds. For the upwind case, the condition (3.25) reads 36 + 24(β + γ + δ) + 4(β + γ + δ) 2 ≥ 4 [3 + 2(β + γ + δ) (3.26) +2 (1 + 2β)(1 + 2γ) + 2 (1 + 2β)(1 + 2δ) + 2 (1 + 2γ)(1 + 2δ) ] , which after simplification becomes
and holds for all β, γ, δ > 0. Under the conditions stated in the lemma all the off-diagonal entries are nonpositive. Thus by [8, p. 85 ] the matrix is a diagonally dominant M -matrix.
3.4.
Bounds for solving the reduced system. We now estimate the spectral radius of the iteration matrix of the block Jacobi iteration, associated with partitioning of the matrix into 2n × 2n blocks. Suppose S = D − C, where D is the block diagonal matrix whose blocks were denoted earlier by S (0) j,j . We shall restrict our interest to the case where cd, be, and fg are positive. In this case S is symmetrizable. As in the case of the full system, letD = Q −1 DQ andĈ = Q −1 CQ. We start by examining the spectrum ofD.
Definition 3.4. An interior block is a 2n × 2n blockŜ (0) j,j whose associated set of grid points consists of points whose y and z coordinates are not 1/(n+1) or n/(n+1). No restriction is imposed on x coordinates.
Definition 3.4 is useful, as we are eventually interested in the minimal eigenvalue ofD; since noninterior blocks differ only on their diagonals, and these are larger algebraically than the diagonals of interior blocks if be, cd, f g > 0, the latter have larger minimal eigenvalues, compared to interior blocks. Let us define a few auxiliary matrices and constants: The subscript n stands for the order of the matrices. Notice that all the above matrices are symmetric (see the Introduction for explanation of the notation). The matrix U 2 n has 1s on its fourth superdiagonal and subdiagonal, 2s on its main diagonal except for the first two entries and last two entries where the values are 1, and zeros elsewhere. If we define
and
then an interior block ofD is given bŷ
We now examine the eigenvalues of W 2n and X 2n .
Lemma 3.5. The eigenvalues of W 2n are given by
each with algebraic multiplicity of 2.
Proof. Since U 2n = T n I 2 , (3.33) this matrix's eigenvalues are {2 cos(πjh)} n j=1 , each of algebraic multiplicity 2. W n is a polynomial in U n , therefore it has the eigenvalues stated in (3.32) .
Lemma 3.6. The matrix X 2n has the following eigenvalues:
By the theory of Kronecker products (see, for example, [2, p. 146 ff.]), it follows that the eigenvalues of X 2n are all the combinations of products of the eigenvalues of Z n and Y 2 , and thus are given by [r + 2s cos(πjh)] · (±1), 1 ≤ j ≤ n.
We can now use Lemmas 3.5 and 3.6 to establish the following theorem. Theorem 3.7. The eigenvalues of interior blocks S (0) j,j are given by
Proof. Any four given matrices A, B, C, D with the appropriate sizes satisfy [2] (A B)(C D) = (AC) (BD) . (3.37) Applying this, using (3.33) and (3.35), we have
hence X 2n and U 2n commute, which means that X 2n and W 2n have common eigenvectors (they can be easily computed using Lemma 2.3), can be simultaneously diagonalized, and the eigenvalues of S (0) j,j are the sum of the eigenvalues of X 2n and W 2n , given in (3.36).
We remark that another way of analyzing the spectrum of X 2n is by using the relation (X 2n ) 2 = (Z 2n ) 2 . Theorem 3.8. For be, cd, fg > 0 the eigenvalues ofD are positive. The eigenvalues given in (3.36) are also eigenvalues ofD, each of multiplicity (
The rest of the eigenvalues ofD are all clustered in the interval [min j (µ j ), max j (µ j )+ be + cd + f g]. The minimal eigenvalue ofD, namely min j (µ j ), is given by [8, Thm. 3.12] . For the eigenvalues (3.36), the multiplicity is determined by counting the number of interior blocks. Since noninterior blocks differ from interior blocks only in their diagonal, and only by 0 to be+cd+f g in each diagonal, we conclude that the minimal eigenvalue is obtained in interior blocks. Using equality of the ℓ 2 -norm and the spectral radius of symmetric matrices, and the triangular inequality, results in the upper bound for the eigenvalues, namely max j (µ j ) + be + cd + f g.
Next, we consider the spectral radius ofĈ. Since it is equal to the spectral radius of −Ĉ, we shall refer below to submatrices of the latter. We start with the part
].S j,j is an n 2 × n 2 block tridiagonal matrix. All the block matricesŜ j,j , 1 ≤ j ≤ n 2 , are identical to each other, thus we can carry out the analysis for a single block. Each blockŜ
is of size 2n × 2n and is obtained by applying the symmetization operator to (3.6) .
Define Y 2n (r, s) to be the following 2n × 2n matrix: 
and let W (r, s) = tri[Y 2n (r, s), 0, Y T 2n (r, s)] be an n 2 × n 2 matrix, consisting of n/2 blocks, each of size 2n × 2n. Then (3.42)
SinceS j,j is symmetric, we can estimate its spectral radius using
The eigenvalues of the n 2 ×n
, each with algebraic multiplicity 2n. Since it is a symmetric matrix, we obtain
To estimate ||W || 2 in (3.43), it is easier to work with W 2 , and use ||W || 2 = ||W 2 || 1/2 2 . In fact we have the following lemma.
Lemma 3.9. The matrix W 2 has the following eigenvalues: 0, of multiplicity 2n, and
each of multiplicity n − 2.
Proof. Forming W 2 in terms of Y 2n and Y T 2n , we get
From that it follows that W 2 is actually block diagonal. In terms of U n (see (3.28)) we have
thus, the eigenvalues of this matrix, with r and s as in (3.28) , are the ones given in (3.45). Each eigenvalue is of algebraic multiplicity 2.
Next, we consider the matrices Y 2n Y T 2n and Y T 2n Y 2n , which appear in the first and last diagonal block entries of W 2 . The matrix Y T 2n Y 2n can be permuted so that the n rows containing nonzero entries are first, followed by the zero rows. Doing so, we obtain a matrix of the type (X 0 0 0 ), whereX is a symmetric pentadiagonal n × n matrix given by penta[s 2 , 2rs, r 2 + 2s 2 , 2rs, s 2 ], except the first and the last entries in the main diagonal are r 2 + s 2 . Again, we use an auxiliary matrix that has been introduced in (3.28), and we haveX = r 2 · I n + 2rs · T n + s 2 · T We can now find the eigenvalues of W 2 by assembling all the eigenvalues of all blocks. Since there are
, the result in the statement of the lemma follows.
Having the eigenvalues of W 2 at hand, we can now use equations (3.44) and (3.45) to obtain a bound for the part of −Ĉ that is contained in diag[
] is bounded by
As a last step, we estimate the spectral radius of the part of −Ĉ that is contained in {Ŝ j,j±1 }. Denote this matrix byC. Theñ
Using the fact that all the terms in the right-hand side of (3.50) are symmetric matrices, we use the equality between the spectral radius and the ℓ 2 -norm of each of them, and then use the triangular inequality. 
The square of the matrix is a diagonal matrix whose entries are either zeros or 4bef g.
Lemma 3.12. The spectral radius of the
Proof. LetC 1 denote the matrix that permutes the rows of the matrix given in the statement of the lemma so that indices whose modulus 4 are 0 or 1 are indexed first, in increasing order, and indices whose modulus 4 are 2 or 3 are indexed later. Let C 2 be a permutation ofC 1 such that the rows and columns indexed n 3 /4 − n 2 /2 + 1 to n 3 /4 + n 2 /2 (n 2 such rows and columns) become rows/columns n 3 /2 − n 2 + 1 to n 3 /2, and the rest of the rows/columns are shifted accordingly. The last n 2 rows and columns ofC 2 are zeros. IfC 3 denotes the upper left (n
submatrix ofC 2 , then it is a block matrix of the form ( 0 UŨ 0 ), and each of the matrices U is a block diagonal matrix consisting of n × n tridiagonal matrices given by
Thus by Lemma 2.3 the spectral radius of this submatrix is the one given in (3.51). It is also the spectral radius of the original matrix, as the rest of its eigenvalues are 0.
We can now combine the results obtained in Lemmas 3.9-3.13 to obtain the following result. and let ξ be as in (3.49) . Then the spectral radius ofĈ is bounded by ξ + φ. Combining Theorems 3.8 and 3.14 we establish the main result of this section. Theorem 3.15. The spectral radius of the reduced iteration matrix satisfies
where η, ξ, and φ are defined by (3.40), (3.49), and (3.52) respectively. Corollary 4.1. For h sufficiently small, the spectral radius of the reduced system is bounded by
The spectral radius of the iteration matrix of the analogous full system is bounded by
Corollary 4.1 shows that the asymptotic bound is always smaller for the reduced system-each term of the O(h 2 ) terms in (4.1) is smaller than its analogous term in (4.2) for all values of σ, τ , and µ. The O(h 2 ) terms are significant since they indicate the rate of convergence. In fact, for the smallest magnitude of the cell Reynolds numbers, namely 0, we have a ratio of 40/27, and as the PDE coefficients become large (with h being fixed and sufficiently close to 0), this ratio goes to 8/3. This means that asymptotically, the reduced system is superior to the full system for any value of the PDE coefficients for which our analysis applies, and, roughly speaking, the improvement in convergence rate varies between 1.5 and about 2.66.
Comparison of computational work.
We can estimate and compare the computational work involved as follows: the preconditioner D in the case of the full system is a tridiagonal matrix, whereas the semibandwidth of the preconditioner for the reduced system is equal to 4, and there are up to eight nonzero entries in each of its rows. This means that the amount of work per step is bigger for the reduced system, in comparison to a full system of the same size. Notice, however, that for a given problem, the reduced system has only half the unknowns.
Below L and U denote the matrices associated with the LU decomposition of a given preconditioner (for the full system as well as for the reduced system). For large enough n, we can take into account the leading power of the number of nonzeros. For the reduced system we have approximately 4n
3 nonzeros in D, 3 and C has approximately 4n 3 nonzeros. After performing the LU decomposition, the linear solve done on each step is approximately as expensive as the sum of the number of nonzeros in L + U and the number of nonzeros in C (see, for example, [4] ). Since the preconditioners are matrices whose bandwidths do not depend on n, the LU factorization, which is done once and for all, can be considered as an additional single iteration, as far as computational work is concerned (see [6, p. 151] for an operation count of LU factorization for narrow banded matrices). We conclude that each iteration of the reduced system costs roughly 10/7 that of the full system. However, using the asymptotic formulas, the number of iterations required for the full system is larger than that required for the reduced system by a factor of at least 40/27, thus solving the reduced system is always more efficient. In practice, in our numerical experiments we have experienced much more dramatic savings than those indicated by the analysis.
Indeed, we report here that in an extensive set of numerical experiments we have conducted for problems with small and moderate sized convection terms, the iteration counts and the run time are significantly better for the reduced system. We find solving the reduced system up to 5 times faster when discretizing using centered differences with cell Reynolds numbers smaller than 2 in magnitude, and as the convection terms become larger, there exists a region where the full system fails to converge, whereas the reduced system still does. For very large convection terms neither system converges. For upwind discretization we observe a more modest rate of improvement. In this case, for all β, γ, δ > 0, both systems converge, and the gain for the reduced system is about 1.3 to 1.5 for small cell Reynolds numbers, and becomes smaller as the convection terms grow larger.
4.3.
Comparison of spectral radii. In order to demonstrate the superiority of the reduced system, we use the following strategy: first, we present numerical results which show that for a relatively small n the actual spectral radius of the reduced iteration matrix is smaller for both upwind and centered schemes. Then, we show that the bound is very tight and becomes tighter as n grows larger, thus it can be used for our analysis. To complete the argument, we examine the asymptotic bounds, which illustrate the superiority of the reduced system in the limit h → 0.
In Fig. 4 .1 a comparison for several cross sections of the cell Reynolds numbers in a coarse mesh is given. For all the graphs we took n = 6 (6 3 = 216). In graphs (a) and (b) we take β = γ = δ. Notice that when β, γ, and δ approach 1, the spectral radius goes to 0. In this case the performance of the reduced system is not significantly better than the performance of the full system. In the case of large cell Reynolds numbers, notice that there are cases where the full iteration matrix has a spectral radius larger than 1, whereas the analogous reduced system has a spectral radius smaller than 1, thus there is no convergence for the full system. The cell Reynolds numbers in this case are in the range where the full system cannot be symmetrized by a real nonsingular diagonal similarity transformation. In graphs (c) and (d) we fix two of the three cell Reynolds numbers. It is interesting to notice that for β = γ = δ = 0, which corresponds to the symmetric case, the spectral radius is larger than for convection terms that are moderate in size, which illustrates that having the nonsymmetry is an advantage. The same phenomenon has been observed by Elman and Golub in the 2D case [3] .
Graph (d) is of particular interest, as it corresponds to a nonsymmetrizable case. It suggests that the reduced system is superior to the full system also in cases in which our analysis does not apply. In this case, for most of the values given in the graph the full system does not converge, whereas the reduced system converges fairly fast, with a spectral radius smaller than 0.5.
In all the graphs, the spectral radius of the reduced system is smaller, for all the tested values of β, γ, and δ. An extensive set of numerical experiments for systems with other values of n and other cross sections of the cell Reynolds numbers resulted in superiority of the reduced system in all cases. Comparison between the computed spectral radius and the bound, for upwind schemes (left) and centered differences (right), with β = γ = δ = 0.5. 4.4. Comparison of bounds. Next, we examine the quality of the bound for the reduced system. In Table 4 .1 we compare the bound with the actual spectral radius, for several values of n. In the experiment whose results follow we took β = γ = δ = 0. that as n grows larger, the bound becomes tighter, which suggests that the bound is asymptotic to the spectral radius as h goes to 0. We now compare the asymptotic bounds which are obtained by letting h = 0 in expressions (2.16) and (3.53). In Fig. 4.2 we again look at a few cross sections of the cell Reynolds numbers (cases where our analysis applies). Graphs (a) and (b) correspond to centered differences. These graphs correspond to Fig. 4.1a and 4 .1c, respectively. Indeed, the similarity between the graphs is evident, even though for small cell Reynolds numbers the asymptotic bound is much closer to 1 than the actual spectral radius. This could be anticipated by looking at the Taylor expansions (4.1) and (4.2).
In graphs (c) and (d) we examine upwind differences. These graphs are analogous to Fig. 4.1e and 4 .1f, respectively. The same qualitative behavior is observed and the superiority of the reduced system is evident. Full system: solid line; reduced system: broken line 
Concluding remarks.
We have examined the effectiveness of one step of cyclic reduction for a 3D problem with constant coefficients. We have presented an ordering strategy which is unique to 3D problems and takes the structure of the reduced grid into account. This ordering strategy is very effective compared to other orderings that we have tried. We have proved that the performance of the block Jacobi scheme for the reduced system is better than the performance for the analogous full system. We have developed bounds for spectral radii and have shown that the bounds are tight for the reduced system for the region in which both systems can be symmetrized. We have discussed properties that both the 2D and the 3D problems share. We have derived symmetrization conditions for the matrix and shown that the region of PDE coefficients for which the full system can be symmetrized does not include the region of large convection terms, for which the reduced system can be symmetrized. Finally, we have conducted numerical experiments which show that the reduced system is superior.
The results that are presented in this work lead us to believe that cyclic reduction can serve as an efficient technique for solving 3D elliptic problems, which are very complicated in nature. The nature of the convergence analysis-the fact that the matrices are split into a sum of several submatrices for which the eigenvalues are known explicitly-has made it possible to obtain tight bounds. Moreover, it makes it possible to find bounds for other splittings, without much additional effort. This, and other aspects of the iterative solution of the 3D problem using one step of cyclic
