The Visual Dialog task requires a model to exploit both image and conversational context information to generate the next response to the dialogue. However, via manual analysis, we find that a large number of conversational questions can be answered by only looking at the image without any access to the context history, while others still need the conversation context to predict the correct answers. We demonstrate that due to this reason, previous joint-modality (history and image) models over-rely on and are more prone to memorizing the dialogue history (e.g., by extracting certain keywords or patterns in the context information), whereas image-only models are more generalizable (because they cannot memorize or extract keywords from history) and perform substantially better at the primary normalized discounted cumulative gain (NDCG) task metric which allows multiple correct answers. Hence, this observation encourages us to explicitly maintain two models, i.e., an image-only model and an image-history joint model, and combine their complementary abilities for a more balanced multimodal model. We present multiple methods for this integration of the two models, via ensemble and consensus dropout fusion with shared parameters. Empirically, our models achieve strong results on the Visual Dialog challenge 2019 (rank 3 on NDCG and high balance across metrics), and substantially outperform the winner of the Visual Dialog challenge 2018 on most metrics.
Introduction
When we pursue conversations, context is important to keep the topic consistent or to answer questions which are asked by others, since most new utterances are made conditioned on related mentions or topic clues in the previous utterances in the conversation history. However, conversation history is not necessarily needed for all interactions, for instance, someone can change topics during a conversation and can ask a sudden new question which is not related to the context. This is similar to the setup in the Visual Dialog task (Das et al. 2017 ), in which one agent (say the 'asker') keeps asking questions and the other one (say the 'answerer') keeps answering the questions based on an image for multiple rounds. The asker can ask a question from the conversa-Copyright c 2020, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved.
Cap: down on a busy street, an oversized bus takes up half of a lane of traffic as cars zoom by on the other side ... Q8: can you see a building A8: yes 2 buildings Q9: are they big A9: yes numerous levels Q10: can you see a pole A10: yes a street pole Cap: a decoration that looks like a traffic light next to plants ... Q3: is there a lot of plants A3: i only see 2 Q4: are they in pots A4: yes Q5: what color are they A5: green ... Figure 1 : Examples of Visual Dialog Task. Some questions only need an image to be answered (Q8-A8 and Q3-A3 pairs in blue from each example, respectively), but others need conversation history (Q9-A9 and Q4-A4 pairs in orange from each example, respectively). tion context. Then the answerer should answer the question by considering the conversation history as well as the image information, e.g., if the asker asks a question, "Are they in pots?" (Q4 in Fig. 1 ), the answerer should find a clue in the past question-answer pairs "Is there a lot of plants?" -"I only see 2." (Q3-A3 in Fig. 1) and figure out what 'they' means first to answer the question correctly. On the other hand, some questions in this task are independent of the past conversation history, e.g., "Can you see a building?" (Q8 in Fig. 1) , where the answerer does not need to look at conversation context and can answer the question only based on the image information. We first conduct a manual investigation on the Visual Dialog dataset (VisDial) to figure out how many questions can be answered only with images and how many of them need conversation history to be answered. 1 This investiga-tion shows that around 80% of the questions can be answered only with images. Moreover, on the model side, we verify this observation by building a model that uses only images to answer questions. As expected, this image-only model works very well on the primary task metric of NDCG (evaluated on dense annotations which consider multiple similar answers as correct ones with similarity weights on them) without any help from the conversation history (see Table 2 ). However, we find that the image-only model does not get higher scores on other metrics such as mean reciprocal rank (MRR), recall@k, and mean rank (evaluated on single ground-truth answers). Because the image-only model does not use any conversation-history information, we hypothesize that this scoring behavior might be related to the amount of history information available, and hence we also conduct additional experiments by building an imagehistory joint model and train it with different lengths of history features. From these experiments, we see a tendency that a model with the less amount of history features gets a higher NDCG score (with lower values for other metrics), whereas a model with more history information has the opposite behavior. Previously, Massiceti et al. (2018) argued that the Visdial dataset has an answer bias such that a simple model without vision or dialogue history could achieve reasonable results. However, our motivation is different from theirs. The purpose of our paper is to find characteristics of existing multimodal models on the dataset (which are biased towards the language information in the dialogue history), analyze behaviors of these models on different metrics, as well as employ this analysis to build better, less biased models that achieve more balanced scores.
Since NDCG measures more of a model's generalization ability (because it allows multiple similar answers), while the other metrics measure a model's preciseness, we interpret the results of these above experiments to mean that a model with more history information tends to predict correct answers by memorizing keywords or patterns in the history while a model with less history information (i.e., the image-only model) is better at generalization by avoiding relying on such exact-match extracted information. We think that an ideal model should have more balanced behavior and scores over all the metrics rather than having higher scores only for a certain metric and such a model could be considered as the one with both preciseness and generalization. To this end, we propose two models, an image-only and an image-history-joint model. We analyze that the answers these two models produce are complementarily good, and better at different metrics. Hence, we integrate these two models (image-only and image-historyjoint) in two ways: consensus-dropout-fusion and ensemble. Our final consensus-dropout-fusion ensemble model scores strongly on both NDCG and recall metrics for the VisDial v1.0 test dataset, and these scores outperform the state-ofthe-art of the Visual Dialog challenge 2018 on most metrics.
history. It turns out that only 1% of the questions (2 from 200 questions) can be answered. This motivates us to focus on an imagehistory joint model (instead of a history-only model) and merge this with an image-only model. Also, our model shows competitive balanced results in the Visual Dialog challenge 2019 (test-std leaderboard rank 3 based on NDCG metric and high balance across metrics).
Related Work
Visual Question Answering (VQA) Visual question answering is a task in which a machine is asked to answer a question about an image. The recent success of deep neural networks and massive data collection (Antol et al. 2015) has made the field more active. One of the most challenging parts of the task is to ground the meaning of text on visual evidence. Co-attention (Lu et al. 2016 ) is proposed to integrate information from different modalities (i.e., image and language) and more advanced approaches have shown good performance (Yu et al. 2017a; Nam, Ha, and Kim 2017; Nguyen and Okatani 2018) . A bilinear approach has also been proposed to replace simple addition or concatenation approaches for fusing the two modalities Fukui et al. 2016; Ben-Younes et al. 2017) . In our work, we employ multi-modal factorized bilinear pooling (MFB) (Yu et al. 2017b) to fuse a question and image-history features.
Visual Dialog The Visual Dialog task (Das et al. 2017 ) can be seen as an extended version of the VQA task, with multiple rounds of sequential question-answer pairs as dialog history, including an image caption, which should be referred to before answering a given question. This conversation history can help a model better predict correct answers by giving direct or indirect clues for the answers, or proper context for co-reference resolution. However, having conversation history also means that a model should extract relevant information from the history and introduces another challenge to the task. Many approaches have been proposed to handle this challenge. Niu et al. (2018) tries to extract the clues from history recursively while Wu et al. (2018) and Guo, Xu, and Tao (2019) employ co-attention to fuse visual, history, and question features. In our work, we employ Seo et al. (2017) 's approach to fuse visual and history features before they are attended by a question. Our joint model with fused features has much information from history and we find that it is in complementary relation with our image-only model. Thus, we combine the two models to take the most appropriate information from each model to answer questions.
Models
In the Visual Dialog task (Das et al. 2017) , two agents interact via natural language with respect to an image. The asker keeps asking about the image given an image caption without seeing the image. The other agent (i.e., answerer) keeps answering the questions by viewing the image. They conduct multiple rounds of conversation accumulating questionanswer pairs which are called 'history' (Figure 1 ). The full history HISTORY consists of question-answer pairs as well as an image caption which describes the given image, such that at a current time point t, the previous history is HISTORY t = {C, (Q 1 , A 1 ), (Q 2 , A 2 ), ..., (Q t−1 , A t−1 )}, where C is the image caption and Q t−1 and A t−1 are the Faster R-CNN LSTM Cap: the giraffe is looking directly at the camera Q 1: is the photo in color A 1: yes Q 2: is there any people A 2: no, only the giraffe Q 3: is this at a zoo A 3: yes Q 4: is there a fence A 4: no ...... question and answer at round t − 1, respectively. Then, given a new current time-stamp question Q t , the history HISTORY t , and the image, the model has to rank 100 candidate answers from the answerer's perspective.
Features
Visual Features: For visual features, we use object features which are extracted from an image by using Faster R-CNN (Ren et al. 2015) . The visual feature, V rcnn ∈ R k×dv , is a matrix whose rows correspond to objects, where k is the number of objects (k=36 in our experiment), d v is dimension size of visual feature (d v = 2048 for ResNet backbone). Question Features: The word sequence of a question at round r, W qr = {w qr1 , w qr2 , ..., w qrTq r } is encoded via an LSTM-RNN (Hochreiter and Schmidhuber 1997),
and, we take the last hidden state as a question representation: q r = h qr Tq r , where T qr is the length of the question at round r. History Features: History H r is a history feature at round r encoded from concatenation of a question and a ground truth answer, such that
where T ar−1 is the length of the answer of round r − 1, and the length of history at round r is T hr = T qr−1 + T ar−1 . The history H r is also encoded with an LSTM,
We also take the last hidden state as history representation at round r: H r = h hr T hr . Note that the first history feature H 1 comes from the image caption C.
Image-Only Model
We first build a model which only uses visual features to answer questions. We employ a state-of-the-art 'bottom-up and top-down' approach from Anderson et al. (2018), in which we apply the attention mechanism over detected object features. We also adopt the multi-modal factorized bilinear pooling (MFB) method (Yu et al. 2017b) to calculate attention weights over the visual features with respect to a question feature. From projected visual features and a question feature, we obtain z ∈ R k×dm by applying MFB:
where Linear dv×d is a linear projection which projects points from a d v -dimension space to a d-dimension space.
where M , N ∈ R dm×d×m are trainable parameters, d is the dimension of projected visual features and a question feature, d m is dimension of the fused feature, and m is the number of factors. 1 k ∈ R k is a vector whose elements are all one. Following Yu et al. (2017b), we also apply the power normalization and 2 normalization to obtainẑ r . After applying linear projection, the softmax operation is applied to get a weight vector α: α r = softmax(Lẑ r ). We then get a visual representation vector, v r by weighted summing the projected visual features:
is trainable parameter, and V i is the i-th row vector of visual feature matrix V . The visual representation vector and a question feature vector are combined with element-wise product after linear projection. After one more linear projection, we get the final feature, f qr vr which is further used to rank answers.
where fc * is an fully-connected layer. Answer Selection For each round, there are 100 candidate answers. The l-th answer at round r,
is encoded in the same way as question and history.
where T a rl is the length of the l-th candidate answer. Scores for each candidate answer are calculated by dot product between fused feature f qr vr and each candidate answer representation, a rl : s rl = f qr vr · a rl .
Image-History Joint Model
We calculate the similarity matrix, S r ∈ R k×r between visual and history features following Seo et al. (2017) .
where w s ∈ R 3d is trainable parameter and H j is the j-th row vector of the history feature H 1:r . From the similarity matrix, the new fused history representation is:
Similarly, the new fused visual representation is:
These fused features are then fed to the MFB module and attended over w.r.t. a question feature, respectively, following the same process as a visual feature in the image-only model. The weighted-summed features are combined with a question feature through element-wise product and concatenated together to produce the integrated representation:
where v f r and h f r are weighted-sum of fused features with respect to a question feature. Figure 2 depicts the whole process of the joint model in this section. Round Dropout To prevent the model from over-relying on history information, we propose a novel dropout approach in which some rounds of history features are dropped out ( Figure 3 ). To be specific, we randomly pick up to 3 rounds of history from entire history except image caption feature and throw them away.
otherwise (18) where N r h is number of history features at round r and N r D is the number of history features to drop at round r.
Combining Image-Only & Image-History Joint Models
Since each of our models has different abilities, we exploit their complementary abilities together by combining them in two ways. The first is our novel consensus dropout fusion which integrates the two models in training time. The other way is to build an ensemble model from the two models at test time.
Consensus Dropout Fusion
In order to integrate the image-only model and the image-history joint model into one model, we propose a novel integration method called consensus dropout fusion. Our consensus dropout fusion is the combination of a consensus method and an instance dropout method (Figure 4) .
Consensus
We employ a consensus method in which logits from each model are added to produce the final logit following Wang et al. (2016) 's approach.
where L I and L J are the logit from image-only model and image-hitory joint model, respectively, and L IJ is the new logit obtained by adding the two logits.
Instance Dropout To allow the image-only model to have a stronger effect producing more balanced results over all metrics, we apply dropout to instances of the logit of the joint model. To be specific, when we add two logits, we multiply L J by I drop ,
where 1 (N ×R) ∈ R (N ×R) and 1 d ∈ R d are all-ones vectors of (N × R) and d dimension, respectively. N is the training batch size and R is the length of rounds of the conversation history. The dropout mask, ξ, is calculated following Srivastava et al. (2014)'s work.
Ensemble We also integrate our 2 models via an ensemble. We train each model separately and combine them at test time. To be specific, we take logits from the pre-trained models and select the answer with the highest sum of logits.
4 Experimental Setup
Dataset
We use the VisDial v1.0 (Das et al. 2017 ) dataset to train our models, where one example has an image with its caption, 9 question-answer pairs, and follow-up questions and candidate answers for each round. At round r, the caption and the previous question-answer pairs become conversational context. The whole dataset is split into 123,287/2,000/8,000 images for train/validation/test, respectively. Unlike the images in the train and validation sets, the images in the test set have only one follow-up question and candidate answers and their corresponding conversational context.
Metrics
For evaluation, the Visual Dialog task employs four metrics. NDCG is the primary metric of the Visual Dialog Challenge which considers multiple similar answers as correct ones. The other three are MRR, recall@k, and mean rank where they only consider the rank of a single answer. Our experiments show the scores of NDCG and non-NDCG metrics from our image-only and joint models have a trade-off relationship due to their different ability (as shown in Sec.5.2) in completing Visual Dialog tasks: the image-only model has a high NDCG and low non-NDCG values while the joint model has a low NDCG and high non-NDCG values.
Training Details
In our models, the size of word vectors is 300, the dimension of visual feature is 2048, and hidden size of LSTM units which are used for encoders of questions, context history, and candidate answers is 512. We employ Adam (Kingma and Ba 2015) as the optimizer. We set the initial learning rate to 0.001 and decrease it by 0. to 3 and we tune the p value to 0.25 for our instance dropout in the consensus dropout fusion module. Cross-entropy is used to calculate the loss.
Analysis and Results
In this section, we first discuss how many questions are answered only from image and how many of them need image and history jointly to be answered by conducting a manual investigation. We find that a large portion of questions in the VisDial dataset can be answered by only using images. Next, to verify the observation from the manual investigation, we perform a follow-up experiment and find a trade-off relation between the amount of history features and the metric scoring trend of models. We then analyze the answers from two models (image-only and image-history joint model) and show they are in complementary relation. Lastly, we show each model can make up for the other by being combined in consensus dropout fusion or in an ensemble model.
Human Evaluation: Is Image Alone Enough?
We conduct a human evaluation on image, history, and question. To be specific, we randomly select 100 images (which leads to 1000 questions) from the validation set for the evaluation and count the number of questions which can be answered only with images and the number of questions which need conversation context to be answered (ground-truth answers are provided to check if the answers can be inferred given corresponding questions and images instead of providing all the 100 candidate answers). Two annotators conduct the experiment independently and questions on which both annotators mark as being able to be answered only with images are classified as only-image questions otherwise as need-history questions. The inter-annotation agreement (kappa) is 0.74. 2 As shown in Table 1 , around 80% 3 of the questions can be answered only from images. Conversely, this also implies that a model needs conversation context to better perform the task. However, as discussed in Sec.1, using only history is not enough either (only 1% of the questions can be answered) and thus history should be used jointly with images. Note that we consider a question with a pronoun as answerable only with an image if the pronoun can be inferred (co-reference) from the corresponding image (e.g., a question mentions 'he' and the image has only one person who is a boy). 
Reduced Question-Answer Rounds
We next run our joint model with various lengths of history.
To be specific, we make our joint model use only k previous history features to answer a question. As shown in Table  2 , there is a trade-off between the values of metrics and the number of history features. As the number of history features the joint model uses is increased, the score of NDCG is decreased while other metrics are increased. On the other hand, as the number of history features the joint model uses is decreased the score of NDCG is increased while other metrics are decreased. If we see the Visual Dialog primary task metric of NDCG as a barometer of the model's ability to generalize and the other metrics can be seen as an indicator of preciseness, this means that decreased size of history gives a model the ability of generalization at the cost of preciseness. From this tendency, the image-only model has the highest NDCG score.
Complementary Relation
If the image-only model is good at NDCG, can we exploit its ability by combining it with the joint model? To figure out this possibility, we compare each answer from the imageonly model and the joint model. To be specific, for R@1, we list up the correct answers from each model and count answers which are in both sets, i.e., the intersection. From the intersection, we obtain the union of the two sets. For NDCG, there is not one single correct answer. So we roughly calculate the intersection by taking minimum values between the two models' scores and averaging them. As we can see in Table 3 , the intersections do not take the entire score of either model for both metrics. This could mean image-only and joint models have room to be improved by combining them together. 
Model Combination Results
Considering the complementary relation between imageonly model and joint model, combining the two models would be a good approach to take the best from the both. So, we integrate these two models via two methods: consensus dropout fusion and ensemble (see Sec.3.4).
Consensus Dropout Fusion Results
As shown in Table  4 , consensus dropout fusion improves the score of NDCG by around 1.0 from the score of the joint model while still yielding comparable scores for other metrics. Unlike ensemble way, consensus dropout fusion does not require much increase in the number of model parameters.
Ensemble Model Results
As also shown in Table 4 , the ensemble model seems to take the best results from each model. Specifically, the NDCG score of the ensemble model is comparable to that of the image-only model and the scores of other metrics are comparable to those of the image-history joint model. From this experiment, we can confirm that the two models are in complementary relation.
Final Visual Dialog Test Results
For the evaluation on the test-standard dataset of VisDial v1.0, we try 6 image-only model ensemble and 6 consensus dropout fusion model ensemble. As shown in 
Conclusion
We first showed that current multimodal models on the Visual Dialog task over-rely on the dialogue history, and relatedly, image-only and image-history joint models achieve complementary performance gains. Hence, to balance the best abilities from each model, we proposed two ways of combining them: consensus dropout fusion and ensemble. Our consensus dropout fusion and ensemble model achieve strong ranks on multiple leaderboards. Specifically, the models show higher scores than the state-of-the-art results of the Visual Dialog challenge 2018 and more balanced scores than highest ranked results of the Visual Dialog challenge 2019. Given the characteristics of the dataset and current model behaviors, a potential future direction is to combine the power of the two models dynamically, e.g., learn to select a proper model based on the question type.
[ 
Appendices A Example Analysis
Coreference In the left example of Fig. 5 , the question is "What color is it?". To answer this question, the model needs to know the meaning of 'it'. The model attends to the last QA pair "Is it a big store? -No more like a convenience store." to figure out that 'it' means 'convenience store', and gives the answer "The building has a red awning and stone front". Note that attention scores for captions are always high since they have more general information than others.
Memorization In the middle example of Fig. 5 , the question is "Do they have spectators?". The model attends to the first QA pair "Do you see any other people? -Yes, other 3 persons." to give the answer "No, only 3 persons playing and 1 watching". However, the phrase '3 persons' from each sentence (the answer of first QA pair and the model's answer to the current question) have different meanings, and it could be seen as that the model might memorize a keyword/phrase in the history to answer questions.
Image-Only Model on Only-Image Question In the two examples in the right column of Fig. 5 , the question is an only-image question and the image-only model can answer these correctly. Figure 6 shows examples of questions that only require images to be answered. A large number of questions can be answered without looking at history information.
B Only-Image Question Examples

C Ranking Lists
As shown in Fig. 7 , the exact answer is the same rank in the joint and the image-only models' ranking lists, but the image-only model has a larger number of relevant answers in its list. -history joint model (a darker blue square indicates a higher score and a lighter blue square indicates a lower score): the left example shows that the model attends to the last QA pair to resolve the coreference (i.e., 'it' to 'convenience store'), and the middle example shows that the model might memorize keywords/phrases to answer questions ('3 persons'). Note that attention scores for captions are always high since they have more general information than others. On the right, we show two examples for answer prediction of the image-only model.
Cap: a double decker bus sits next to a brick wall Q1: are there any people A1: no Q2: is it daytime A2: yes it is Q3: can you see the sky A3: yes i can Q4: is the sun up A4: is it pretty cloudy Q5: are there any buildings A5: in the background i see 1 Q6: are there any birds in the sky A6: 0 i see Q7: is there a fence A7: no i just see a wall in the background Q8: can you see any trees A8: i see 1 Q9: what color is the wall A9: concrete color Q10: is the trees tall A10: a little taller than the building Cap: rows of wooden chairs and benches in a classroom Q1: is this inside or outside A1: Figure 6 : Examples of only-image questions in blue+italics which only need an image to be answered.
