Abstract. Let I be an ideal in a Noetherian ring R. The n th symbolic power of I is defined as
introduction
Let I be an ideal in a Noetherian domain R, its n th symbolic power is defined as follow I (n) = p∈AssR(R/I) (I n R p ∩ R).
We have the fundamental Zarisiki-Nagata theorem [14] , [22] . Then I (n) contain all polynomials that vanish of order n in the variety V (I). We can have another way to explain the n-th symbolic power of the ideal I.
Proposition 1.2 ([20], Definition 4.3.22).
Let I be an ideal in the ring R and p 1 , p 2 , . . . , p r be the minimal primes of I. Then for all n ≥ 1 we have
where q i is the primary component of I n corresponding to p i .
One of the important constant for an ideal is called Waldschmidt constant. Let I be a nonzero homogenous ideal of the ring R, we let α(I) = min{d : I d = 0}. The Waldschmidt constant of I is defined as follow α(I) = lim n→∞ α(I (n) ) n .
Waldschmidt in [21] showed that this limit exists for ideals of finite point sets in the context of complex analysis. For sqaurefree monomial ideals we have a very useful following proposition.
Proposition 1.3 ([20], Proposition 4.3.25).
Let R be a polynomial ring over a field k and I be a squarefee monomial ideal. If p 1 , p 2 , . . . , p r are the minimal primes of I, then for all n ≥ 1 we have
For an ideal I in the ring R it is clear that I n ⊂ I (n) for all n. Classifying ideals for those the symbolic and the ordinary powers coincide is a broad question and it has been investigated by many researchers. In this paper, we will draw this question to our attention for the squarefree monomial ideals. The simplest squarefree monomial ideals are edge ideals of graphs. The edge ideal of a graph first was defined in [19] in 1990. Let G = (V, E) be a simple graph over the vertex set V = {x 1 , x 2 , . . . , x n } and the edge set E. We define the edge ideal I = I(G) as the following squarefree monomial ideals of degree two I(G) = (x i x j : {i, j} ∈ E).
We have the following result for the edge ideal of a graph.
Theorem 1.4 ([15], Theorem 5.9).
The graph G is bipartite (a graph without odd cycle) if and only if for its edge ideal I = I(G) we have I (n) = I n for all n ≥ 1.
Many researchers are interpreted in investigating the equality of the symbolic and ordinary powers for squarefree monomial ideals of the degree higher than 2. One answer can be the packing property. We define the packing property from [20] .
Every squarefree monomial ideal can be viewed as the edge ideal of a simple hypergraph H (a hypergraph is a generalization of a graph in which a hyperedge can join any numbers of vertices). Then it may be possible to make a combinatorial property for the equality of the symbolic and ordinary powers of a squarefree monomial ideal. For a vertex x of a hypergraph H we define the contraction H/x and the deletion H\x are the hypergraphs constructed as follows: both have hypergraphs whose vertex sets is X\{x} and the edge set of H/x is the minimal elements of the set {E\{x}|E is a hyperedge of H} and the edge set of H\x is {E|E is an edge of H and x / ∈ E} . A minor of a hypergraph H obtained from H by sequence of deletions and contractions in any order. We have the following result first shown in [9] and then in [12] . Theorem 1.5 ( [9] , Corollary 3.14 and [12] , Corollary 1.6). Let I = I(H) be the edge ideal of a hypergraph. The following conditions are equivalent.
(1) I (n) = I n for all n ≥ 1. (2) H satisfies max-flow min-cut property (Definition 2.6).
A hypergraph H satisfies the König property if the maximum number of independent hyperedges of H equals the height of the edge ideal I(H). A hypergraph H is called to satisfy the packing property if all of the minors of H satisfy the König property. Conforti and Cornuéjols conjectured in [6] that a hypergraph satisfies the max-flow min-cut property if and only if it satisfies the packing property. Then by using this conjecture we can make the following conjecture. Conjecture 1.6. Let I = I(H) be the edge ideal of a hypergraph. The following conditions are equivalent.
(1) I (n) = I n for all n ≥ 1. (2) H satisfies the packing property.
In the graph theory it is well-known (Cf. [8] , Proposition 4.27) that a graph G satisfies the packing property if and only if G is bipartite. Then it is straightforward to see that Conjecture 1.6 for a squarefree ideal of degree 2 is correct. Many researchers have investigated this conjecture. In this paper we will study the packing property for cubic squarefree monomial ideals. In section (2) we review some necessary results preliminaries. Then in section (3), we will consider the r-partite hypergraph and in section (4) we shall study cubic path ideals.
Our main results regarding r-partite hypergraph are the followings: Proposition 1.7. Let H be a simple r-uniform and r-partite hyperhraph and I = I(H) be its edge ideal. Then the Waldschmidt constant of I (i.e. α(I)) is r.
Theorem 1.8. Let H be a 3-uniform and 3-partite hypergraph and I = I(H) be its edge ideal. Then I (2) = I 2 if and only if one of the following holds
(1) H has no bad subhypergraph of length 3; (2) If H has a bad subhypergraph of length 3 say B then there is a hyperedge E of B such that V (B)\E is a hyperedge of H
Our main result about 3-path ideals is the following: Theorem 1.9. Let G be a connected graph and t ≥ 2 be an integer and let J = I 3 (G) be the cubic path ideal of G. Then J (n) = J n for all n ≥ 1 if and only if G is a path graph P k or G is the cycle C 3k when k = 1, 2, 3.
Preliminary
Definition 2.1. Let X = {x 1 , x 2 , . . . , x n } be a finite set. A simple hypergraph on X is a family H = (E 1 , . . . , E q ) of subsets of X such that (1) E i = ∅ (i = 1, 2, . . . , q);
The elements of X are called vertices and the sets E 1 , E 2 , . . . , E q are called the hyperedges of H. Note 2.2. A simple hypergraph H is called r-uniform if for each E ∈ H we have |E| = r. It is obvious that a 2-uniform hypergraph is a graph. Definition 2.3. Let H = (E 1 , E 2 , . . . , E q ) be a simple r-uniform hypergraph over the vertex set X and k be a field. We define the edge ideal of H as a squarefree monomial ideal I(H) in the polynomial ring R = k[X] defined as
We recall the definition of a balanced hypergraph from [4] . Definition 2.4. Let H be a hypergraph on X and let k ≥ 2 be an integer. A cycle of length k is a sequence (x 1 , E 1 , x 2 , E 2 , x 3 , . . . , x k , E k , x 1 ) with;
• E 1 , E 2 , . . . , E k are distinct edges of H; • x 1 , x 2 , . . . , x k are distinct vertices of H; We also need the definition of a simplicial tree from Caboara and Faridi in [4] . Definition 2.5. Let H be a hypergraph and F be a hyperedge of H. Then F is called a leaf of H if either F is the only hyperedge of H or else there exists some hyperedge G = F such that all hyperedges H = F we have H ∩ F ⊂ G. A hypergraph is called a simplicial cycle if it has no leaf but every its nonempty proper subhypergraph has a left. A connected hypergraph is called a simplicial tree if it has no simplicial cycle. Definition 2.6. Let A be the edge-vertex incidence matrix of the hypergraph H. Then H is called a Mengerian hypergraph if for all c ∈ N n we have
We will use the following results in this paper. [12] , [17] , [18] ). Let I be the edge ideal of a hypergraph H. Then I (n) = I n for all n ≥ 1 if and only if H is Mengerian. Corollary 2.11. Let I be a squarefree monomial ideal and x be a variable. If I (n) = I n for all n ≥ 1, then for all variable x we have (I : x) (n) = (I : x) n .
We also recall the following remark from [7] . We will use this remark to prove one our main result in Chapter 4.
Remark 2.12 ( [7] , Remark 4.12). Let J be a squarefree monomial ideal and let x be a variable. We let I be an ideal generated by monomials in J which has no x and L be an ideal generated by monomials in J : x which are not in I. Then if we assume that I (n) = I n and (J : x) (n) = (J : x) n for all n ≥ 1, then we have J (n) = J n for all n ≥ 1 if and only if we have
for all k and i in which we have 0 ≤ i < k ≤ n.
r-Partite Hypergraphs
Definition 3.1. Let H be a uniform hypergraph. The hypergraph H is called
(2) For each i, X i is a vertex cover of H. (3) For each hyperedge E of H and for each i we have |X i ∩ E| = 1. Moreover a r-partite hypergraph H with the r-partition (X 1 , X 2 , . . . , X r ) is called a complete r-partite hypergraph if for each x i ∈ X i , for i = 1, 2, . . . , r, we have {x 1 , x 2 , . . . , x r } is a hyperedge of H.
Beckenbach and Scheidweiler in [1] showed that every Mengerian r-uniform hypergraph is r-partite. Then we can have the following theorem. . Let H be a r-uniform hypergraph and I = I(H) be its edge ideal. If we assume I (n) = I n for all n ≥ 1, then H is r-partite.
Theorem 3.3. Let H be a r-uniform and complete r-partite hypergraph and J = I(H) be its edge ideal. Then J (n) = J n for all n ≥ 1.
] be a polynomial ring over a field k and
be a r-partition. We proceed the proof by using the induction on r. If r = 2, then H is a complete bipartite graph and then from Theorem 1.4 we have
So we assume r > 2. We pick a variable x in R and we consider I x = (J : x). Without loss of generality we can assume x ∈ X 1 . Since H is a complete r-partite hypergraph we can say I x is the edge ideal of a complete (r − 1)-partite hypergraph over (X 2 , . . . , X r ) and therefore, by using the induction hypothesis we have
We use the notations of Remark 2.12. Since H is complete r-partite hypergraph if I is an ideal generated by monomials in J which not involving x we have I = 0. Then since we have I (n) x = I n x and I (n) = I n for all n ≥ 1 and also since I = 0 and L = (J : x) we have
for all k and i in which we have 0 ≤ i < k ≤ n. Then from Remark 2.12 we have
Proposition 3.4. Let H be a simple r-uniform and r-partite hyperhraph and I = I(H) be its edge ideal. Then the Waldschmidt constant of I (i.e. α(I)) is r.
Proof. Since H is a r-partite hypergraph then we can say
and m is an integer. Since each X i for i = 1, 2, . . . , r is a vertex cover of H, then X a ∈ I(X i ) m and so there is a monomial X bi ∈ I(X i ) m such that X bi divides X a . Since X i are pairwise disjoint, then X bi are pairwise coprime and then we can say
m ≥ 1 we can say α(I (m) ) = rm for each m ≥ 1. Therefore
Corollary 3.5. Let H be a simple r-uniform, r-partite hypergraph with a nontrivial hyperedge. Then the fractional chromatic number of the hypergraph H is
Proof. Clear from [3] , Theorem 4.6.
Definition 3.6. The simplicial cycle K is called the bad hypergraph of length 3 if V (K) = {x 1 , . . . , x 6 } and the hyperedges of K are
In order to prove the next result we need to recall the use the following from shown by Sullivant in [16] .
Lemma 3.7 ( [16] , Lemma 3.6). Let H be a simple hypergraph and I = I(H) be its edge ideal. Then (1) A monomial X a ∈ I (m) for each m ≥ 1, if and only if for every monomial
Observation 3.8. Let H be a simple 3-uniform, 3-partite hypergraph and I = I(H) be its edge ideal. If I (2) = I 2 , then there is a subhypergraph in H which is isomorphic to the bad hypergraph of length 3. Claim 3.9. The hypergraph H has at least three hyperedges mutually intersect each other and they have at most one variable in common.
Proof
′ have two variables in common we can write e ∩ e ′ = {x, y}. Without loss of generality we assume x ∈ X and y ∈ Y . Since the hypergraph H is 3-uniform and 3-partite we can conclude e = {x, y, z 1 } and e ′ = {x, y, z 2 } such that z 1 , z 2 ∈ Z. Since we know e ′′ intersects e and e ′ and e, e ′ , e ′′ have no vertices in common we can conclude z 1 , z 2 ∈ e ′′ which is a contradiction because H is 3-partite. Therefore e, e
′ and e ′′ must intersect each other in exactly one vertex. So it is clear that the subhypergraph e, e ′ , e ′′ of H is the bad hypergraph of length 3. (2) Suppose e, e ′ and e ′′ have exactly one variable in common say w. Now we consider the followings (a) Suppose e ∩ e ′ = e ∩ e ′′ = e ′ ∩ e ′′ = {w}. Again it can be seen that w 2 doesn't divide X a because of X a / ∈ I (2) and since X a ∈ I 2 . From Lemma 3.7 we know then there is e 0 ∈ I such that e 0 divides X a w and since w / ∈ e 0 we can write e 0 / ∈ {e, e ′ , e ′′ }. Also since X a / ∈ I 2 we can conclude e 0 intersects e, e ′ and e ′′ . Since e, e ′ , e ′′ have just one variable in common (i.e w) and w / ∈ e 0 if we consider e 0 with two of e, e ′ , e ′′ (say e, e ′ ) we can conclude e, e ′ , e 0 are three hyperedges in H which have no variable in common. Therefore, from part (1) we can say the subhypergraph e, e ′ , e 0 of H is the bad hypergraph of length 3. (b) If we assume |e ∩ e ′ | = |e ∩ e ′′ | = |e ′ ∩ e ′′ | = 2, since H is 3-partite then this case never happens. So we assume at there at least one couple of e, e ′ , e ′′ intersecting each other at just w (say e∩e ′′ = {w}). We assume e ∩ e ′ = {w, z 1 }. Note that w 2 dose not divide X a because otherwise ee ′′ divides X a and then X a ∈ I 2 which is a contradiction. Hence, from Lemma 3.7 we can say there is e 0 ∈ I dividing X a w . Obviously e 0 , e, e ′′ have no variable in common therefore, from part (1) we can say the subhypergraph e, e ′′ , e 0 of H is the bad hypergraph of length 3.
Corollary 3.10. Let H be a 3-uniform, 3-partite hypergraph and I = I(H) be its edge ideal. Suppose H has no bad subhypergraph, then I (2) = I 2 . 
where u is a monomial. From part (2) we know there is a hyperedge E in B such that
x ∈ I.
Then we have
and it is a contradiction. Now we suppose I (2) = I 2 . If there is no bad subhypergraph of length 3 we have nothing to show. So we assume H has a bad subhypergraph of length 3 say B. We consider the monomial X a = x∈V (B)
x. It is straightforward to see that X a ∈ I (2) .
Since I (2) = I 2 , we can conclude X a ∈ I 2 and since deg(X a ) = 6 we can write there is a hyperedge E in B such that V (B)\E is a hyperedge of H. It settles our claim.
Cubic Path ideals
Path ideals first was introduced by Conca and De Negri in [5] . In this section we will study symbolic powers of a cubic path ideal of a graph. First we will recall the definition of the path ideal. Definition 4.1. Let G = (V, E) be a simple graph. A sequence of edges and vertices v 1 , e 1 , v 2 , e 2 , . . . , e n−1 , v n is called a path if each e i is incident with v i , v i+1 and there is no repeated edges and vertices. The number of edges in a path is defined as the length of that path. We define the path ideal of G, denoted by I t (G) to be the ideal of k[V ] generated by the monomials of the form x i1 x i2 . . . x it where x i1 , x i2 , . . . , x it is a path in G. Definition 4.2. Let G be a simple graph and I t (G) be a path ideal of length t − 1 (2 ≤ t) of G. Then we define the path hypergraph as a hypergraph whose vertices are V (G) and whose edges consist of all paths of the length t. This hypergraph is denoted by H t (G).
We also need the following result from Jing Jane He, Adam Van Tuyl.
Theorem 4.3 ([11], Theorem 2.7)
. Let t ≥ 2 be an integer and G be a rooted tree. The path hypergraph H t (G) is a simplicial tree.
Corollary 4.4. Let t ≥ 2 be an integer and G be a rooted tree. The path hypergraph H t (G) is a simplicial tree. Moreover for the path ideal J = I t (G) we have J (n) = J n for all n ≥ 1.
Theorem 4.5. Let n ≥ 2 and 2 ≤ t ≤ n be integers and C n be a cycle over {x 1 , . . . , x n }. Suppose H t (C n ) be the t-path hypergraph of C n . Then we have H t (C n ) is a t-partite hypergraph if and only if n ≡ 0 (mod t).
Proof. We assume H t (C n ) is a t-partite hypergraph with the t-partition (X 1 , . . . , X t ). Since {x 1 , x 2 , . . . , x t } is a hyperedge of H t (C n ), without loss of generality we can write x i ∈ X i for i = 1, 2, . . . , t. We will show that for each g ≤ n we have x g ∈ X i if and only if g ≡ i (mod t).
If we assume g ≤ t, it is obvious. So we assume that g > t.
We proceed the proof by the induction on g. If g = t + 1 since we have {x 2 , x 3 , . . . , x t+1 } is a hyperedge of H t (C n ) and because x i ∈ X i for i = 2, 3, . . . , t then we can conclude that x t+1 ∈ X 1 and it settles the base of the induction. We assume g > t + 1 and g ≡ a (mod t) where 0 ≤ a ≤ t − 1.
We consider the hyperedge E = {x g−t+1 , . . . , x g } of H t (C n ). By the induction hypotheses we can write x g−j ∈ X a−j (mod t) for j = 1, 2, . . . , t − 1. Note that it is clear that for each j = 1, 2, . . . , t − 1 we have a − j ∈ [t]\{a} (mod t). Then since H t (C n ) is t-partite and E is a hyperedge we can conclude x g ∈ X a and then we are done. On the other hand since {x 1 , x 2 , . . . , x t−1 , x n } is a hyperedge of H t (C n ) and x i ∈ X i for each i = 1, 2, . . . , t − 1 then because H t (C n ) is t-partite we can conclude x n ∈ X t and then n ≡ t ≡ 0 (mod t).
Corollary 4.6. Let n ≥ 2 and 2 ≤ t ≤ n be integers and C n be a cycle over {x 1 , . . . , x n }. If we assume H t (C n ) is the t-path hypergraph of C n , then H t (C n ) is not Mengerian for each n ≡ 0 (mod t).
Theorem 4.7. Let G be a simple graph and H 3 (G) be a path hypergraph of G of degree 3 and let I = I 3 (G) be the cubic path ideal of G. Then we have the following (1) If there is a vertex of degree 3 in G, then I (2) = I 2 . (2) If there is a copy of C 3k+1 or C 3k+2 in G for a natural k, then
Proof. We first assume there is a vertex, say x 1 , of degree 3 in G. Then there are the vertices x 2 , x 3 and x 4 in G such that the edges {x 1 , x 2 }, {x 1 , x 3 }, {x 1 , x 4 } are in G. Then we have
Then we have x 2) comes from that fact that K = x 1 x 2 x 3 , x 1 x 3 x 4 , x 1 x 2 x 4 is a subhypergraph of H 3 (G) and each minimal vertex cover of H 3 (G) must contain two vertices of {x 2 , x 3 , x 4 } or just x 1 . Now we assume there is a copy of C 3k+1 or C 3k+2 in G. Without loss of generality we can assume the vertex set of C 3k+1 or C 3k+2 is {x 1 , . . . , x 3k+1 } or {x 1 , . . . , x 3k+2 }. We have x 2 x 3 x 4 , . . . , x 3k−1 x 3k x 3k+1 , x 1 x 3k x 3k+1 , x 1 x 2 x 3k+1 ∈ I  x 1 x 2 x 3 , x 2 x 3 x 4 , . . . , x 3k x 3k+1 x 3k+2 , x 1 x 3k+1 x 3k+2 , x 1 x 2 x 3k+2 ∈ I.
First note that from Proposition 4.14 in [13] we have ht(I 3 (C 3k+1 )) = ht(I 3 (C 3k+2 )) = k + 1.
Therefore since G has a copy of C 3k+1 or C 3k+2 and then H 3 (C 3k+1 ) or H 3 (C 3k+2 ) is a subhypergraph of H 3 (G) and therefore, every minimal vertex cover of H 3 (G) must contain at least k + 1 of the vertices of C 3k+1 or C 3k+2 . Then we have
Since deg(x 1 x 2 x 3 x 4 x 5 . . . x 3k x 3k+1 ) = 3k+1 and deg(x 1 x 2 x 3 x 4 x 5 . . . x 3k+1 x 3k+2 ) = 3k + 2 we have
To prove one of our main result we Theorem 4.14 we will use the similar technique as which in [7] used to show the equality of the symbolic and ordinary powers of edge ideal of a bipartite graph. First we need the following Lemma. This result is same as Lemma 4.15 in [7] for the case of the edge ideal of a graph. Proof. We use the induction on e. First note that we must have two paths p 1 and p 2 such that one of them contains two elements of D and another contains a vertex in D. The reason for this claim is that the degree of the product of p i s is 3e + 3 and the degree of the product of p ′ i s is 3e then since there is no path of the length 2 on the elements of D, we must have at least two paths say p 1 and p 2 such that p 1 contains two elements of D and p 2 contains one vertex of D.
Note that it is not possible to have three paths from p i s such that each has just a vertex in D. Because if we consider three paths of p i s say p 1 , p 2 , p 3 then the degree of the product of the rest is 3e − 6. Therefor the product of the paths p 4 , p 5 , . . . , p e+1 can be covered by the product of e − 2 paths of p paths z 1 , z 2 , a, b, t, z 3 or z 1 , a, z 2 = t, b, c, z 3  or z 1 , z 2 , a, b, t, z 3 must be in G. Therefore, we must have a path of degree 4 or 5 between z 1 or z 2 and z 3 . Now we assume e > 1 and we assume p 1 = z 1 z 2 a, p 2 = z 3 bc, p If we assume G has no cycle of length 3i + 1 and 3i + 2 for all i ≥ 2, the we have
for all integers k and n in which we have i < k ≤ n.
Proof. We use induction on n and a backward induction on k. First note that for k = n the assertion is obvious then we can assume that k < n. We assume that there is a monomial
Therefore, f can be written in the following forms
where a + b = k, m j ∈ L and a j b j c j and u j v j g j belong to I for all j. Also we have for each 1 ≤ j ≤ a the product of exactly one pair of a j , b j and c j is in L and for each 1 ≤ j ≤ b there is no pairs of u j , v j and g j such that their product is in L.
(Note that it's not possible to have there vertices such that products of two pairs of those are in L because otherwise we have two paths which are incident x like abx and acx and then we have a vertex of degree 3 or we have a square in G which both are contradictions.) In this expression we may have some variables which products of no pairs of them is in L. These are listed in the set F .
Since f ∈ I i L n−i we also can have the following expression for f .
where z j n j y j ∈ I and g ′ j e j ∈ L and ℓ ≥ n − i. Note that ωs are variables such that the products of no pairs is in L.
If there is z j n j y j in the second expression such that it is in the first expression then we have
Note that the above inclusion can be concluded from the induction hypothesis. So we have f ∈ n j=k I j L n−j which is a contradiction. Therefore, we must not have a cubic monomial in common between the two expressions which is in I.
We can assume F = ∅. Because otherwise for each y ∈ F we can have two scenarios. One y ∈ W and then we can cancel it from both sides of the equality and second there is z j n j y j which is divided by y. In this case we will add z j n j y j in the collection of cubic monomials in the first expression (we might replace one of cubic monomials with it in the first expression).
Also we can claim that c = 0 in the first expression. Suppose there is m j for 1 ≤ j ≤ c. Note that if m j divides 1≤j≤ℓ g ′ j e j then we can cancel m j from both sides of the equality and from the induction hypothesis for n we have (note that since k < n we have i < k ≤ n − 1)
and then we have f ∈ n j=k I j L n−j and it is a contradiction. If m j divides 1≤j≤i z j n j y j then there is a variable s such that m j s = zns and zn ∈ L and zns ∈ I. Since s also belongs to the first expression we can cancel m j s from both sides of equality and then from the induction hypothesis on n − 1 we have
and then f ∈ n j=k I j L n−j which is a contradiction. Then c = 0.
Therefore, we have
Note that there is no path of the length 2 or an edge between each pair of c j s. Because otherwise we must have a cycle of length 7 or 8 in G which is a contradiction. Also we have (a − ℓ) By using Lemma 4.8 we can conclude there are c i1 , c i2 where i 1 , i 2 ∈ {1, 2, . . . , ℓ} such that there is a path of the length 3i ± 1 for an integer i. On the other hand since, we know there is a path of the length 3 between x and c i1 and c i2 , we can write there is a cycle of the length 3(i + 1) ± 1 in G. Which is a contradiction and it settles our claim.
Corollary 4.12. Let G be the cycle C 3k for a positive integer k and let J = I 3 (C 3k )-on C 3k . Assume k ≤ 3, then J (n) = J n for all n ≥ 1.
Proof. We use Remark 2.12. We pick a variable x in C 3k and we define I x , I and L as defined in Remark 2.12. Since I is the cubic path ideal over the path graph over the vertex set V (C 3k )\{x} then from Corollary 4.4 we have
Also it is clear that L is the edge ideal of a subtree of G. From Observation 4.9 we have I (n) x = I n x for all n ≥ 1. Therefore, Remark 2.12 and Proposition 4.11 settle the claim.
Theorem 4.14. Let G be a connected graph and t ≥ 2 be an integer and let J = I 3 (G) be the cubic path ideal of G. Then J (n) = J n for all n ≥ 1 if and only if G is a path graph P k or G is the cycle C 3k when k = 1, 2, 3.
Proof. If G is the path graph P k or the cycle C 3k for k = 1, 2, 3 from Corollary 4.12 and Corollary 4.4 we can write J (n) = J n for all n ≥ 1. So we assume for all n we have J (n) = J n . Then from Theorem 4.7 part (1) we can conclude G has no vertex of the length 3. Then we can conclude G must be a path graph or a cycle. On the other hand from Theorem 4.7 and Obsorvation 4.9 we can say G is a path graph of C 3k for k = 1, 2, 3.
Applications
Our results on path ideals in Theorem 4.14 give the following applications in the linear programming. Now if we consider the linear programming problem (2) and we define ν a (M) and τ a (M) as the optimal values for theses linear programming problems then we have ν a (M) = τ a (M) for all p.
