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Abstract
This note uses a geometric approach to discuss connections between different definitions of the correlation
coefficient.
© 2005 Elsevier Ltd. All rights reserved.
1. Correlation coefficient: a brief historical view
The first approach to the correlation coefficient is to be found in Francis Galton’s work. He studied
the relation existing between different characters in a family and noted that the contours of equal density
in a two-way table of measurements were elliptical; the narrowness of the ellipse about its major axis
indicated the intensity of the relation between two characters. This property enabled him to introduce
the so-called correlation coefficient [1]). Fisher pointed out that:
One of the earliest and most striking successes of the method of correlation was in the biometrical
study of inheritance.... It was possible by this method to demonstrate the existence of inheritance,
and to “measure its intensity” [1].
The idea of a correlation coefficient can be detected in Fisher’s work since 1918, but it was only
formalised seven years later, in [2]. The correlation coefficient had been widely studied by W.S. Gosset,
a chemist turned statistician in connection with his work at the Guinness Brewery, in Dublin.
He had been student of Pearson in the Galton Laboratory in 1906 and in 1907. Guinness’s Brewery
had large farming interests, especially for growing barley, for beer. As a consequence of this, Gosset
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became involved in agricultural experimentation as well as in laboratory tests. However, Gosset and
Fisher had a chance to meet when the former visited the astronomer F.J.M. Stratton in the School of
Agriculture at Cambridge, This encounter could be consequence of the relation of the Pearsons (Egon
and Karl) with the astronomer, as Egon attended some of his lectures. Stratton happened to be Fisher’s
tutor at the time [1].
In a paper of 1908, Gosset considered the probable error of a correlation coefficient between
independent variates and deeply influenced Fisher’s point of view on the subject. Fisher gave a full
treatment of the correlation coefficient in a chapter of his book of 1925.
His style is based on illustrative examples; he begins with the case of a data table compiled by Pearson
and Lee, where they give the stature of 1376 fathers and daughters. As noted by Fisher, the most obvious
feature of the table is that in no case was the father very tall and the daughter very short or vice versa;
this was the essence of the concept of correlation.
2. Fisher’s correlation coefficient
The definition of the correlation coefficient given by Fisher is as follows:
r = S(x y)√
S(x2) · S(y2)
where x and y represent deviation from their respective means.
This expression is derived from statistical considerations. If x and y represent the deviations of the
two variates from their means, we calculate the three statistics s1, s2, and r by the three equations:
ns21 = S(x2)
ns22 = S(y2)
nrs1s2 = S(x y).
Then s1 and s2 are estimates of the standard deviations σ1 and σ2, and r is the estimate of the
correlation ρ. Such an estimate is called the correlation coefficient or the product moment correlation.
The above method of calculation has a clear geometrical meaning: the correlation of the population is
the geometric mean of the two regression coefficients. Estimates of these two regressions would be
S(x y)
S(x2)
and
S(x y)
S(y2)
.
So it is in accordance with these estimates to take as our estimate of ρ
r = S(x y)√
S(x2) · S(y2)
which is in fact the product moment correlation [2].
Nevertheless, if one observes this expression closely and assumes that x and y are Euclidean n-
dimensional vectors, the expression above is the inner product of these vectors, so geometrically what
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the correlation coefficient is giving is:
S(x y)
S(x2)
and
S(x y)
S(y2)
= x · y‖x‖‖y‖ = cos θ
where θ is the angle between two vectors. This interpretation is supported by the geometrical approach:
if r = 0, the vectors are orthogonal, the same as the graphic of the data corresponding to the variables x
and y. If it is 1, then the vectors are parallel and the correlation is perfect.
In fact the range interval for the cosine function is [−1, 1], the same as the values for the correlation
coefficient in a purely statistical context.
3. Fisher’s and Pearson’s correlation coefficient
The definition of the correlation coefficient according to Pearson is:
r =
∑
x y −
∑
x
∑
y
n√∑
x2 − (
∑
x)2
n
·∑ y2 − (
∑
y)2
n
.
We wish to discuss its relationship, if any, with Fisher’s coefficient.
Let ρ be Fisher’s correlation coefficient and ρ′ Pearson’s correlation coefficient. If we assume that the
series of data x and y are vectors in a Euclidean space, then we can look for the existence of a linear
transformation T that links one measure with the other.
In the case R2, let x¯ , y¯ ∈ R2, let T : R2 −→ R2 and let A = (gi j)2 the inner product matrix induced
by T , then 〈x¯, y¯〉2 = x¯ t Ay¯ and the area-form induced by T is ds =
√
det A dxdy.
Thus
1. T preserves metric ⇔ A = id,∀x, y.
2. T preserves area ⇔ det A = 1,∀x, y.
3. T preserves angles ⇔ A = α(x¯, y¯)I d,∀x, y.
Proof of 3:
Proof. Let x ·y‖x‖·‖y‖ = cos θ , where θ is the angle in the usual metric and let ψ be the angle in the new
metric; then,
cos ψ = x¯
t Ay¯√
x¯ t Ax¯
√
y¯t Ay¯
= α(x, y)x · y√
a
√
x · x√a√y · y =
αx · y
√
α
2‖x‖ · ‖y‖
= cos θ. 
Note that if A = id then we have an isometry and T preserves everything. Clearly T is not conformal.
Nevertheless, here are important properties of this transformation to highlight in reference to the
correlation coefficients: (1) The transformation is linear. (2) The transformation “sends” vectors into
other vectors with special characteristics: (a) In the case of R2 to vectors of the form 12 (λ,−λ), that is
in the diagonal with slope m = −1 that crosses the origin, or if one prefers, to a subset of the subspace
generated by all the parallel vectors of (1,−1). (b) For the generalisation to Rn the vector has the
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property that every entry of the transformed vector equals the respective entry of the original vector plus
the mean, i.e., the vector is equidistant to every entry of the original vector. (3) The correlation coefficient
with respect to the original metric can be defined as follows:
ρ′ = 〈x¯
t A, y¯〉√〈x¯ t A, x¯〉 ·√〈 y¯t A, y¯〉 .
In the numerator we have an inner product of the transformed vector with the other original and in the
denominator the product of the square roots of the inner products of the respective transformed vectors
with its original.
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