Proof. It was shown in [7, section 5] that the 'radial part' 2 (0) : L 2 (dν) q → L 2 (dν) q of the Laplace-Beltrami operator 2 is given by 2 (0) = Dx(q −1 x − 1)D, with x = (1 − zz * ) −1 . Hence, 2 −1 f 0 = ψ(x), To prove this theorem we need the following auxiliary result
Proof of lemma. The following invariants were introduced in [8] :
By a virtue of the q-binomial theorem (see [3] ),
(q 2m ; q 2 ) i (q 2 ; q 2 ) i t i = 1 Φ 0 (q 2m ; −; q 2 , t) = (q 2m t; q 2 ) ∞ /(t; q On the other hand, in Pol(C) q one has (1 − ζζ * )ζ = q 2 ζ(1 − ζζ * ), and in Pol(C) op q , respectively, z(1 − z * z) = q 2 (1 − z * z)z, whence
The invariance of G m follows from the invariance of k
. 2
Proof of theorem 1.2. In the special case f = f 0 one has I m f 0 = (1−q 2 )(1−zz * ) m since 
Cauchy-Green formula
Let f ∈ D(U ) q . This section presents a solution of the ∂-problem in L 2 (dµ) q :
Our aim is to prove the following statement (see [6, proposition 4 .1])
There exists a unique solution u ∈ L 2 (dµ) q of the ∂-problem ∂u = f , which is orthogonal to the kernel of ∂. 3. f = − 1 2πi
u = 1 2πi
To clarify the symmetry of this problem, pass from the partial derivative to the differential, and from functions to differential forms.
Consider the morphism of U q su(1, 1)-modules ∂ : Ω(U )
. By a virtue of the canonical isomorphisms of covariant D(U ) q -bimodules Ω(U )
, the following scalar products are U q su(1, 1)-invariant (see [7] ):
The completions of pre-Hilbert spaces Ω(U )
We may reduce solving the problem (2.1) to solving the following problem:
where the orthogonality means that the above invariant scalar product in the space of (1, 0)-forms vanishes.
To solve this problem, we need auxiliary linear operators ∂ * , 2 (1,1) = −∂ · ∂ * . Turn to studying these operators.
Corollary 2.4 The linear operator
is a morphism of U q sl 2 -modules.
Corollary 2.5
The linear operator 2 (1, 1) : Ω(U )
The relation 2 (1,1) = −∂ · ∂ * allows one to get a solution of the ∂-problem in the form u = −∂ * ω, with ω being a solution of the Poisson equation
Find a solution of the latter equation.
Proof reduces to reproducing the argument used while proving [7, theorem 3.9] . 2
Proof. Consider the isomorphism of U q sl 2 -modules i : Ω(U )
What remains is to refer to corollary 2.5.
2
Before proving this proposition, we deduce its corollaries.
Since i is an isometry, and 0 < c 1 ≤ −2 ≤ c 2 (see [7] ), one has
Note that we have proved the boundedness of the linear map ∂ * from the completion of
to the completion of Ω(U )
Thus, the relation 2f = q −2 2 ′ f is proved in the special case f = z * z. In the two another special cases f ∈ {z m } m≥0 , f ∈ {z * m } m≥0 the above relation follows from Ωf = 2f = 2 ′ f = 0, with Ω being the Casimir element (see [7] ). Hence, by virtue of lemmas 2.6, 2.7, the relation 2f = q −2 2 ′ f is valid for all the polynomials f ∈ Pol(C) q . What remains is to apply the continuity of the linear maps 2, 2 ′ in the topological vector space D(U ) ′ q together with the density of Pol(
The following result, together with its proof attached below, are due to S. Klimek and A. Lesniewski [4] .
Proposition 2.12 Consider the orthogonal projection
Proof. An application of [6, lemma 7.1] and the q-binomial theorem (see [3] ) yield the following explicit expression for the kernel of the integral operator P :
Remark 2.13 Another proof of proposition 2.12, which involves no properties of q-special functions, will be presented in appendix of [9] .
Proof of theorem 2.1. By corollary 2.10, Ω(U ) 
By lemma 2.3 and corollary 2.11, the (1, 0)-form
Since the uniqueness of a solution of this ∂-problem is obvious, we have proved the first two statements of theorem 2.1.
Thus, f = u + P f , and by a virtue of proposition 2.12,
This relation implies the third statement of theorem 2.1, the Green formula.
Eigenfunctions of the operator 2
It follows from [7, section 5] 
with Ω ∈ U q sl 2 being the Casimir element. Our purpose is to produce distributions f ∈ D(U ) ′ q for which Ωf = λf for some λ ∈ C . More exactly, we shall prove the following result (it was announced in [6, proposition
We start with a similar problem for the quantum cone and, as in [8] , consider the spaces
q ⊂ F ( Ξ) q of degree 2l homogeneous functions on the quantum cone Ξ. Impose also the notation
By the construction, F (Ξ) 0 q is a covariant * -algebra. We intend to give its description in terms of generators and relations. 
Proof is derivable from the explicit formulae
1) [6] is a covariant * -algebra.
Remind that in C[∂U] q one has zz * = z * z = 1.
An application of the relation (1.3) of [8] yields
The covariant * -algebra C[∂U] q is isomorphic to the covariant * -algebra F (Ξ) 0 q as follows:
Note that the vector spaces F (Ξ)
q -bimodules, and the vector space F (Ξ) q is a covariant * -algebra. We identify the elements of C[∂U] q and their images under the embedding i :
Let l ∈ C, x = t 12 t * 12 = −qt 12 t 21 . Apply the relation (1.3) of [8] to get a description of the covariant bimodule F (Ξ)
The covariant bimodules F (Ξ) (l) q are, in particular, U q sl 2 -modules. The associated representations of U q sl 2 are called the representations of the principal series. These are irreducible for some open dense set of l ∈ C. By a virtue of relation (5.8) of [7] , for those l ∈ C, and hence for all l ∈ C and all f ∈ F (Ξ)
Let V (l) be the U q sl 2 -modules considered in [7] . One can easily deduce from (3.1), (3.4), (3.5) the following Corollary 3.6 For all l ∈ C, the linear map i l :
Proof of theorem 3.1. Let us turn to a construction of distributions f ∈ D(X) ′ q on the quantum hyperboloid, which satisfy the equation Ωf = Λ(l)f for some l ∈ C.
By the results of [8, section 6] , the element
q is an invariant. (Here z, z * ∈ F (X) op , ζ, ζ * , ξ ∈ F (Ξ) q are the elements given by explicit formulae in [8, section 6] ).
It follows from the results of [8, section 4] that the linear functional η : F (Ξ)
is an invariant integral. Hence, the linear integral operator
is a morphism of U q sl 2 -modules. By a virtue of (3.5), for any trigonometric polynomial
is an eigenfunction of the Laplace-Beltrami operator. Here P −l is a q-analogue of the Poisson kernel (see [6, section 5] ). Now a passage from the quantum hyperboloid X to the quantum disc U via the isomorphism of U q sl 2 -modules i : [8] ) yields the statement of theorem 3.1 2
Denote by C[∂U] q,l the vector space C[∂U] q equipped by the structure of U q sl 2 -module in such a way that the map C[∂U] q,l → F (Ξ)
An application of (3.1), (3.4) gives
Let Re l > − 
Our aim now is to prove the following result (see [6, proposition 5.3 
])
Theorem 3.7.
Proof. The theorem will be proved if we establish the existence of the limit in the right hand side of (3.6) and show that I l is the identity operator. 
for
Moreover, an application of this lemma and the fact that the linear operator
is an isomorphism of U q sl 2 -modules, allows one to prove that L is a submodule of the U q sl 2 -module C[∂U] q,l . On the other hand, with l / ∈ Z + + π
is simple. Hence, for l as above one has L = C[∂U] q,l , and thus the theorem is proved.2
Remark 3.8. Let m ∈ Z + , and ψ(x) be a function on q −2Z + such that z m · ψ(y −1 ) = ∂U P l+1 (z, e iθ )e imθ dθ 2π . Another way of proving the existence of the limit in the right hand side of (3.6) is based on producing a fundamental system of solutions of the difference equation for ψ(x). (This difference equation is a consequence of the relation Ω(z m ψ(y −1 )) = Λ(l)(z m ψ(y −1 )).) It is easy to prove the existence of such fundamental system of solutions
What remains is to use the relation Re l > − 4 Decomposing in eigenfunctions of the operator 2
One can find in [7, section 5] a description of the bounded linear operator
< ∞. That section also contains the relation (5.9) which determines the eigenfunctions Φ l (x) of 2 (0) . Besides, a unitary operator u :
realizes a decomposition in those eigenfunctions was constructed. Remind that u could be defined by (5.10), and dm is a Borel measure on a compact L 0 introduced by (5.7) in [7] .
In this section, explicit formulae for eigenfunctions Φ l (x) and the spectral measure will be found; [6, proposition 3 .2] will be proved.
Proof. By a virtue of [6, corollary 5.2], the distribution
is an eigenfunction of 2. What remains is to apply the definition of Φ l (x) and the evident
Corollary 4.2 The spectrum of 2 (0) coincides with the segment
Proof. It follows from [6, section 5] that the continuous spectrum of 2 (0) fills this segment. So we are to prove that the discrete spectrum of 
This inequality implies [6, proposition 3.2] .
We intend to obtain an explicit formula for the kernel G(x, ξ, l) of the integral operator
q . By corollary 4.2, the 'Green function' G(x, ξ, l) is well defined and holomorphic in l for x, ξ ∈ q −2Z + , Re l = − 
satisfies the difference equation
Proof. The right hand side of (4.1) is of the form
What remains is to use the definition of the basic hypergeometric series 2 Φ 1 (see [3] ).
This lemma and the definition of the Green function G(z, ξ, l) imply
Find the 'constants' c 1 (l), c 2 (l).
Lemma 4.5 For any two functions u, v on the semi-axis
Proof. The following q-analogue of Leibnitz formula is directly from the definition of D:
What remains is to apply the straightforward relation D(v(qx)) = q(Dv)(qx). 2
Let l ∈ C, x ∈ q −2Z + , and ϕ 1 (x), ϕ 2 (x) be solutions of the difference equation
Lemma 4.6
Hence, by a virtue of lemma 4.5,
That is,
Let ϕ 1 (x), ϕ 2 (x) be the eigenfunctions involved in the formulation of the previous lemma, and set up
Lemma 4.7
Proof.Let x = ξ:
We did not break the equality since we have added and then subtracted from its right hand side the same expression:
Thus we get
In the case x = ξ the statement of the lemma is evident. 2.
as functions of an indeterminate l. Remind the notation (see [6, section 6] ):
Proof. Consider the functions f l , ψ l , ψ −1−l holomorphic in the domain l / ∈ 1 2 + Z.
Evidently, {ψ l , ψ −1−l } form the base in the vector space of solutions for the equation Proof. With x ∈ q −2Z + , x → +∞, one has
Hence by lemma 4.6,
Lemmas 4.9, 4.10 and corollary 4.8 imply Proposition 4.11 The constants in (4.3) and (4.4) are given by q has a bounded inverse operator given by
q .
The Green function is given by the explicit formulae (4.3), (4.4), (4.6). Find the spectral projections of 2 (0) . The following well known result follows from the Stieltjes inversion formula (see [5] ).
on the segment 0, π h . , g) , the map 
Now one can prove the following

Proposition 4.18 Consider a Borel measure
To conclude, note that the measure dm(l) could be derived from the measure dσ(ρ) via the substitution l = − 1 2 + iρ.
Fourier transform
In [7, section 5] a unitary operator
was constructed, with V (l) being a completion of the U q su(1, 1)-module V (l) , equipped with an invariant scalar product. By the results of the previous section,
with dσ being the measure (4.12), and the modules V 11) ; it determines unambiguously a morphism of U q sl 2 -modules by [7, proposition 3.9] ).
Remind the notation (see [6] ): ψ −j (ξ)ζ j , described in [6] . It is easy to show that only the term ψ 0 (ξ) contributes to the integral i ρ f 0 .
On the other hand, ψ 0 (1) = 1, +iρ is a morphism of U q sl 2 -modules.
Proof. Consider the integral operator
It is a morphism of U q sl 2 -modules, as it was noted in section 3. Equip the U q su(1, 1)-modules D(U ) q , C[∂U] q,l with invariant scalar products +iρ → C,
It follows from the definitions that the integral operator with a kernel K = i k ′′ i ⊗ k ′ i is conjugate to the integral operator with the kernel K t = i k ′ * i ⊗ k ′′ * i . Hence i ρ = j * ρ , and i ρ is a morphism of U q sl 2 -modules since this is the property of j ρ (see [7, section 5] ). Since i is unitary (see [7] ), j · i = i · j = 1. Hence i, j coincide with the operators F, F −1 introduced in [6] , respectively. This implies the statement of [6, proposition 6.1].
