This work develops a procedure to find classes of Lagrangian densities that describe generalizations of the Abelian Maxwell-Higgs, the Chern-Simons-Higgs and the Maxwell-Chern-Simons-Higgs models. The investigation focuses on the construction of models that support vortices that obey the stressless condition and lead to first order differential equations which are compatible with the equations of motion. The results induce the appearance of constraints that restrict the choice of the Lagrangian densities, but help us to introduce an auxiliary function that allows to calculate the energy without knowing the explicit form of the solutions.
I. INTRODUCTION
Topological structures appear in physics in several different contexts. They are spatially localized solutions with finite energy which attain topological properties that depend crucially on the number of spatial dimensions of the system in consideration. In high energy physics, the best known topological structures are kinks, vortices and monopoles, which appear in one, two and three spatial dimensions, respectively. In the standard scenario, kinks require a single real scalar field, vortices need a complex scalar field coupled to an Abelian gauge field, and monopoles appear in the presence of non Abelian gauge fields. For more details on this see, e.g., Refs. [1] [2] [3] and references therein.
of motion associated to these vortices are of second order. Here, however, it is not possible to reduce them to first order equations. Nevertheless, it was shown in Ref. [19] that an additional neutral scalar field is needed in order to get first order equations that minimizes the energy and are compatible with the equations of motion. Other studies about this issue were done later in Refs. [20, 21] .
Over the years, non canonical models have also been considered to generate topological structures. The motivation arises in particular in the context of inflation in Ref. [22] . Later, they were proposed as solution for the cosmic coincidence problem [23, 24] . The features of these generalized models are in general different from the ones that appear for the standard models. For instance, there may be no need of a potential to drive the inflation of the universe in these models. In a context of topological defects, in Ref. [25] Babichev studied the restrictions that models with global symmetry have to obey in order to support stable configurations. After that, several papers have dealt with similar issues, including kinklike solutions in flat spacetime [26] [27] [28] and in the braneworld scenario with a single extra dimension of an infinite extent [29, 30] . The formal studies of generalized gauged vortices started with Babichev in Ref. [31] . Thenceforth, several papers have addressed this issue in various contexts [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] . However, as far as we know, the first paper that studied this issue is from 1991 in Ref. [43] , where the authors found first order equations that minimizes the energy of the system to describe a Born-Infeld vortex. Some years later, Ref. [44] presented vortex solutions by adding the Chern-Simons term to the Lagrangian density.
More recently, vortices have been studied in several contexts, for instance, in massive gauged non-linear sigma models [45] , as effective field theory for branes and strings carrying localized flux [46] , in the study of non-Abelian vortices in holographic superconductors [47] , in issues inspired by magnetic impurity considerations, in which some classes of Abelian Higgs and Chern-Simons-Higgs vortex equations are analyzed [48] , in the search of vortices and magnetic bags in Abelian models with extended scalar sectors and some of their applications [49] , as vortex configuration in the Abelian Higgs theory supplemented by higher order derivative self-interactions, related with Galileons [50] , and also in terms of the volume of a vortex and the Bradlow bound [51] .
In the present paper, we introduce a procedure to find general class of Lagrangian densities to describe generalizations of the Abelian Maxwell-Higgs (Sec. II), the Chern-Simons-Higgs (Sec. III) and the Maxwell-Chern-Simons-Higgs (Sec. IV) vortices, that support stressless solutions which are compatible with the equations of motion. The study shows how to find specific constraints that restrict the choice of the Lagrangian density in the three distinct cases. We also show how to calculate the energy without knowing the explicit form of the solutions, and in Sec. V we present our comments and conclusions.
II. MAXWELL-HIGGS VORTICES
We consider the generalized action for a gauge field and a complex scalar field in (2, 1) spacetime dimensions, with metric η µν = diag(+, −, −),
where L is the Lagrangian density and
Here, ϕ stands for the complex scalar field and A µ is the vector field. We also have D µ = ∂ µ + ieA µ , F µν = ∂ µ A ν − ∂ ν A µ and the overline stands for the complex conjugation. The variation of the action (1) with respect to the fields ϕ and A µ gives the equations of motion
where the current is J µ = ieL X (φD µ ϕ − ϕD µ ϕ). We are also using the notation where
, and L |ϕ| = ∂L/∂|ϕ|. We can expand the above equations to get
In these equations we have used (z) to denote the real part of z. The energy-momentum tensor T µν for this generalized model is
In the case of static solutions, the temporal component of Eq. (3b), which is Gauss' law for our model, is solved with A 0 = 0. This makes the Maxwell-Higgs vortices electrically neutral [9, 10] . Thus, the non-vanishing components of the energy-momentum tensor are given by
We take the usual ansatz for vortices
where r and θ are polar coordinates and n is an integer number that represents the vorticity.
The functions g(r) and a(r) must obey the boundary conditions
where v is the symmetry breaking parameter which has to be present in the model under investigation, such that the asymptotic values a(∞) = 0 and g(∞) = v have to make the Lagrangian vanish and nullify the energy density. With the above ansatz, the functions X and Y in Eq. (2) become
where the prime denotes the derivative with respect to r. Furthermore, the magnetic field assumes the form B = −F 12 = −a /(er) and the magnetic flux Φ = 2π
The equations of motion (3) with the ansatz (7) become
In the above equations, we have X = −(2g g + 2a
3 ) and
. Regarding the energy-momentum tensor, the component (6a), which is the energy density, does not change its explicit form with the ansatz (7).
However, the other components of Eqs. (6) take the forms
From the above equations, we can see that, in general, T 11 = T 22 . By using the rotation matrix in polar coordinates, it is possible to show that
2 +L. Then, in the polar coordinate system, the spatial components of the energy momentum tensor do not depend on the angle θ.
We perform the reescale r → z = λr in the solutions a(r) and g(r), which makes X →
, where X(z) and Y (z) mean to change r → z in Eq. (9). The energy of the reescaled functions can be calculated; it is given by
The above energy must have a minimum at λ = 1 because it has to be minimized for the non-reescaled solution. Then, the condition ∂E (λ) /∂λ λ=1 = 0 lead us to
The above equation is the condition that makes the solutions stable under reescaling. We look back to the energy momentum tensor components and suppose that T µν is axially symmetric, i.e., angle-independent, by taking
This makes X = −2g 2 = −2a 2 g 2 /r 2 . By taking this into account, we get T 12 = T 21 = 0 and
Since the energy-momentum tensor is conserved, we have T 11 = T 22 = C, where C is a constant. By using Eq. (15), we see that T 11 = T 22 = 0. Then, we get the equation
Notice that this approach is different from the one considered in Ref. [10] , which uses the stressless condition, T ij = 0, as an ansatz. Here, we suppose that the energy momentum tensor is axially symmetric and show that the stressless condition is a consequence of the stability under rescaling.
The condition in Eq. (18) constrains the functions a, g, a and g . One can derivate the above expression to get
which contains the equations of motion (11) . Combining Eq. (16) with Eq. (18), we get a first order differential equation for a, in the form of an algebraic equation, M (a /r, a/r, g) = 0.
We can study the behavior of the solutions near the origin by taking a 0 (r) ≈ n −ã 0 (r) and g 0 (r) ≈g 0 (r), (20) by considering terms up to first order ing 0 (r) andã 0 (r). Combining this with Eq. (16), we get that g 0 ∝ r n , regardless the specific form of the Lagrangian density. However, the behavior of a 0 (r) is not general, since it is obtained by Eq. (18) , which explicitly depends on the model in consideration.
We then use the first order equations (16) and (18) in the energy density (6a) to get
From the above equation, we see that the energy density depends only on the derivatives of the functions a(r) and g(r). This fact is important since it allows that we introduce an auxiliary function W = W (a, g) and consider
where W must obey the constraint W g = 2L X ag to be compatible with Eq. (16) . In this case, the energy density can be written as
and the energy is then given by
The boundary conditions that appear from Eq. (8) shows
This is an important novelty of the procedure, and shows that the first order formalism not only makes the job of getting solutions easier, but also allows to calculate the energy exactly, without even knowing the solutions. The issue here is then how to calculate W = W (a, g), but the answer depends on the specific model under consideration, as we further comment below.
To use the stated first order equations, one needs to check their compatibility with the equations of motion (11) . In particular, by taking the square root of (16) and considering
where X and Y denotes the radial derivative of the functions X and Y as in Eq. (9) . By using the first order equation (16) (18) to isolate a as a function of a, g and r, so that Eq. (25) becomes a constraint in the form I (a, g, r) = 0. In general, this constraint can only be tested after the solutions were found from the first order equations (16) and (18), by taking I (a(r), g(r), r) = 0. A way of knowing that the solutions satisfy the constraint a priori is to interpret it as a differential equation. This can be done by considering Lagrangian densities that lead to a constraint that is a differential equation whose variable is g. This happens if the constraint I (a, g, r) = 0 depends only on g. In this case, it is possible to calculate how the scalar field must appear in the Lagrangian density. However, the term with L XX and L XY makes the construction of analytical models very hard because it is not possible to explicitly write r and a in terms of g. For instance, considering the Lagrangian
with α being a real constant, we see that Eq. (25) becomes
in which we have considered g = ag/r from Eq. (16) . An attempt to eliminate r and a in the above equation can be made by using Eq. (18), which gives
We then take a = −er 2V − 8αa 4 g 4 /r 4 in Eq. (27) to get
Therefore, although one can solve the problem using the first order equations (16) and (28), it is impossible to find the potential analytically, since r and a appear in the above constraint. Of course one can use a numerical approach to calculate the potential from the above equation, in a way that the Lagrangian density that satisfies the above constraint is only numerical, without an analytical expression for the potential. Notice that, if the solution is known, one may write r and a as functions of g and determine the potential in the above equation. However, the purpose of this paper is to find the most general class of Lagrangian densities that allows to be constructed without knowing the analytical stressless solutions. We then see that the only possibility to do so is by taking linear expressions on X, with a factor that depends on the scalar field. We then work with the Lagrangian density
In this case, the constraint (25) becomes:
We can use Eq. (18) to get the equation
This is an algebraic equation for Y as a function of |ϕ|, and here we recall the recent investigation [52] , which deals with similar issues. Therefore, we can use the explicit form of Y in Eq. (9) and take
where V ef f (|ϕ|) is an effective potential associated to the theory. By using the above equation
and taking a /r = −e 2V ef f into Eq. (31), we get the constraint between the functions:
Here, G |ϕ| is just a function of g because its implicit dependence on Y is now written in terms of the effective potential as in Eq. (33) . This equation can be used to construct the Lagrangian density. Note, however, that we only have used Eq. (11a). In this case, one can
show that Eqs. (16), (32), (33) we get that Eqs. (22), combined with Eqs. (16) and (33) admit the function
if the constraint (34) is satisfied. Thus, if the effective potential is known, the energy can be calculated analytically. The result shows that for models of the form (30) , the function W is given by the above expression.
To exemplify, we take the standard model
To find the effective potential that appears in the constraint (34), we must solve Eq. (32) for −Y to get V ef f (|ϕ|) = V (|ϕ|). By using Eq. (34), one can show that the only potential that is allowed in the standard case is the potential
With this potential, the first order equations are
In this case, the energy density in Eq. (6a) is given by
This is the first relativistic model considered for Maxwell vortices. Its solutions were studied in Refs. [9] [10] [11] by numerical analysis and have energy E = 2π|n|v 2 .
Considering the class of models (30), it is possible to generalize the standard model with a general function K(|ϕ|) and
where s is a real parameter such that s > 1/2. The standard case is easily obtained for P (|ϕ|) = K(|ϕ|) = 1, and s = 1. In the newer case, the effective potential obtained by
The constraint (34) written in terms of the above effective potential becomes
which leads to the potential
where v 2 is the parameter involved in the symmetry breaking. The above equation shows that not any function K(|ϕ|) is possible to be chosen because it has to allow the symmetry breaking of the potential. We then impose that V (v) = 0. We want to point out that the above class of potentials is not the only solution possible for the constraint in Eq. (42) . We have considered it here because for K(|ϕ|) = P (|ϕ|) = s = 1 one naturally recovers the standard case illustrated in Eq. (37) . In this case, the first order equations are g = ag r and a = −er
To illustrate this example we consider the case in which
where α is a constant that keeps the dimension of the term P (|ϕ|)(−Y ) s fixed, and l is a real parameter such that l ≥ 1. In this case, the potential (43) becomes
The above potential reminds the one studied in Ref. [53] , which was used to compactify kinklike solutions. The route proposed there led to compact vortices in Ref. [54] . However, in the work [54] the compactification happens because of the function P (|ϕ|), in a manner that the function K(|ϕ|) plays no role. In this paper, we show how the function K(|ϕ|)
works to change the behavior of the vortex with the parameter l, leaving P (|ϕ|) unchanged.
The potential (46) has its minima located at |ϕ| = v and its local maximum is located at
3 . This behavior does not change, regardless the l that is chosen. In Fig. 1 , we plot the above potential for e, v, α = 1, and l = 1 and increasing to larger values. One can see that a plateau appears between 0 ≤ |ϕ| ≤ v and becomes wider as l increases. In this case, the first order equations (44) .
Before going further, we investigate the behavior of the solutions near the origin by using
Eq. (20) to get
where C is a real constant to be ajusted to the curve. Finding analytical solutions for this set of first order equations (47) is not an easy task. So, we have conducted our investigation mainly numerically. Nevertheless, using the above first order equations we have been able to find analytical expressions for l → ∞, given by
In the above expressions, r c = 4
is the compactification radius, since both a ∞ (r) and g ∞ (r) reach the asymptotic values at finite r. However, they are not differentiable, so they cannot be solutions of the equations of motion. In Fig. 2 , however, we have plotted the numerical solutions for e, v, α, n = 1, and several values of l, including both a ∞ (r) and g ∞ (r) to illustrate how the solutions behave asymptotically. The magnetic field, given by B(r) = −a /(er) is also calculated numerically, for a general l. In Fig. 3 we show the magnetic field for e, v, α, n = 1, and several values of l, including the limit l → ∞. To investigate the energy density, we use Eq. (6a) to get
.
The above equations must be combined with the numerical solutions of the first order equations (47). In Fig. 4 we have plotted the energy density for e, v, α, n = 1, and several values of l, including the asymptotic limit l → ∞. One can see that the energy density tends to become uniform inside the compact space 0 ≤ r ≤ r c as the parameter l gets larger and larger. The inset shows its behavior near the origin for 1 ≤ l ≤ 2, which is non perturbative with l. This can be checked analytically with the help of the expressions for the functions a(r) and g(r) near the origin as in Eqs. (48) with C = βv, which lead to
The above expression shows that, for n = 1 and l = 1, ρ In order to highlight the behavior of the vortex configuration described above, in Fig. 5 we depict the energy density in the (r, θ) plane for some values of l, including the limit of a very large value of l. We see from the results in Fig. 5 , that the effect of increasing l that makes the vortex shrink to a compact disklike region works very smoothly, and this is different from the case of the Chern-Simons vortex configuration which we study in the next section.
Another possibility is to study a Born-Infeld model, inspired in Ref. [43] , which reminds the ALTW model for kinks [55] ; see also [52] . To do so, we take K(|ϕ|) = 1 and
In this case, by using Eq. (32) we get the effective potential
and the constraint (34) becomes the same of the standard case, which gives the potential (37) and first order equations (38) . One can use Eq. (6a) to show that the energy density is given by Therefore, since this model and the standard model (36) admit the same stressless solutions and energy densities, they are twins.
We now return to the issue of calculation of the function W , turning attention to the energy of the models presented above, which are all in the class (30) . We have shown in
Eq. (24) that it is possible to use the function W = W (a, g) to calculate the energy without knowing the explicit form of the solution. By using Eq. (35), we have that the function W is given by
for the model (40) . In the model (45) it is
Also, it is
for the model (52) . In both cases, considering that W (0, v) = 0, the energy becomes E = 2π|n|v 2 and attains the same value that appears in the standard model (36) . This is a consequence of the form of the potential that we have chosen in Eq. (43). The energy may be different for other potentials that solve the constraint in Eq. (42).
III. CHERN-SIMONS-HIGGS VORTICES
We now consider the most general action for the Chern-Simons system
where X is as in Eq. (2). We cannot consider a generalization of the Chern-Simons term in the Lagrangian density because it would break gauge invariance. The variation of the action (58) with respect to the fields ϕ and A µ gives the equations of motion
where the current is J µ = ieL X (φD µ ϕ − ϕD µ ϕ). It is possible to expand the equation of the scalar field to get
The energy momentum tensor T µν for the generalized model (58) is given by
The components of the energy momentum tensor for static solutions are given by
In the case of static solutions, differently from the Maxwell vortices of the previous case, we cannot solve the Gauss' law -the temporal component of Eq. (59b) -with A 0 = 0 anymore, so the Chern-Simons vortices are electrically charged. This implies that T 0i = 0: because the Chern-Simons vortices are electrically charged, they produce a current density that carries momentum. We take the ansatz (7) with the boundary conditions (8) and consider A 0 a radial function, which makes the electric field given by (
In this case, X = e 2 g 2 A 2 0 − (g 2 + a 2 g 2 /r 2 ) and, since we have not changed the ansatz, the magnetic field still is B = −F 12 = −a /(er) and the magnetic flux also obeys the quantization in Eq. (10) . From the temporal component of the Eq. (59b), we get that A 0 is constrained to obey
(63) Q = 2π rdrJ 0 . The above equation allows us to show that the charge can be written in terms of the magnetic flux (10) as Q = −κΦ, which makes the electric charge quantized.
The equations of motion (59) with the ansatz (7) and A 0 = A 0 (r), are given by
The above equation of motion for the scalar field can be expanded as in Eq. (60) , that leads to
As before, the component (62a) of the energy momentum tensor, which is the energy density, does not change its explicit form with the ansatz (7). However, the other components of Eqs. (62) becomes
We now take stressless solutions as done in the previous section. This leads us to Eq. (16), which comes from T 12 = 0. We can perform a similar reescaling in the energy as the one done in the last section to show that T 11 = T 22 = 0, which lead us to
One can derivate the above equation with respect to r and use the first order equation (16) and the Gauss' Law (64b), to get
the equations of motion (64), except the Gauss' Law (64b), which was used with (16) to find it. By considering the first order equations (67) and (64b), we can write the energy density (62a) as
Then, as in the Maxwell vortices, we see that the energy density depends only on the derivatives of the functions a(r) and g(r). We can use an auxiliary function W = W (a, g) and take
However, W must obey the constraint W g = 2L X ag to be compatible with Eq. (16). Moreover, Eq. (64b) allows us to write W a = −κA 0 /e. In this case, the energy density can be written as
and the energy is given by
This possibility is similar to the case studied before in the previous section, so we omit further details here.
The stressless condition provides the first order equations Eqs. (16) and (67). However, we need to find solutions for three functions: A 0 (r), a(r), g(r). Thus, we must use Eqs. (16) and (67) with one of the equations of motion (64) to solve the problem. We can see then that two of the equations of motion may constrain these functions. Before going further, we have to check the compatibility of the first order equations (16) and (67) with the equations of motion (64). Using g = ag/r in Eq. (65) we get
where X stands for the radial derivative of the function X. By using Eq. (68), one can show that the use of the first order equations (16), (64b) and (67) in models that obey Eq. (73) implies that the equation of motion (64c) is automatically solved. Furthermore, by using arguments similar to the previous section, we get from Eq. (73) that a path to construct the Lagrangian density analytically is to consider models with linear dependencies in X in the Lagrangian density. Then, the most general Lagrangian density that allows to be constructed analytically is
where K(|ϕ|) is an adimensional function. This model was studied in Ref. [35] . In this case, Eq. (73) becomes
From Eq. (67), we get the equation
Plugging this into Eq. (75), one can show that the potential and the function K(|ϕ|) are related by the equation
This equation is solved by the potential
Again, as in the previous section, v 2 is the parameter involved in the symmetry breaking and not any function K(|ϕ|) is possible because it has to allow the symmetry breaking of the potential. We then impose that V (v) = 0. Also, as in the Maxwell-Higgs case,
we have considered the above potential because it naturally recovers the standard case for
The first order equations to be solved in this case come from Eq. (16) 
By using the potential (78) in Eqs. (70) with (76), one can show that the function W is given by
Thus, considering that W (0, v) = 0, the energy for the model (74) with potential (78) is E = 2π|n|v 2 . This is a consequence of the form of the potential in Eq. (78). Thus, other values of energy may be obtained for different potentials that solve the constraint (77). Some examples that falls into the class of models studied above can be found in Ref. [35] .
In particular, we can include the new model, defined by
These functions are compatible with the constraint (77). The above potential presents a minimum at |ϕ| = 0 and another one at |ϕ| = 1. In between these minima, there is a maximum which is hard to be calculated analytically. Nevertheless, for e, v, κ = 1, we get that the maximum is located at |ϕ| ≈ 0.595, and in Fig. 6 we display this potential for e, v, κ = 1.
In this case, the first order equations (79) become
We solve them for e, v, κ = 1 and show their behavior in Fig. 7 . The electric and magnetic fields are given by E = A 0 and B = −a /(er). We depict them in Fig. 8 The energy density can be calculated to give
In Fig. 9 we display the energy density for e, v, κ = 1. The total energy can be calculated from W = W (a, g), which in the current case is given by
It gives E = 2π|n|v 2 .
Other examples of generalized models of the Chern-Simons type appeared recently in
Ref. [56] . In particular, the second model there investigated is very interesting since it gives rise to compact vortices of the Chern-Simons type, with the energy density (and also the electric and magnetic fields) being shrunk to a ringlike region in the (r, θ) plane. The model is of the type (58), defined by and (86), displayed in the (r, θ) plane for e, v, κ, n = 1, and for l = 1, 2, 10, and 100.
and
where l ≥ 1 is a real number, with l = 1 leading us back to the standard Chern-Simons model. Note that the above K(|ϕ|) is exactly the same we have used before in Eq. (45) for the Maxwell-Higgs system. In this case, it was shown in [56] that the vortex solution shrink to a ringlike region and here we illustrate this in Fig. 10 , for some values of l. We note that the the effect of increasing l to make the vortex shrink to the compact region is much more significant than it appeared in the previous case, with the Maxwell-Higgs model there studied; see Fig. 5 . Also, the effect here is different since the solution shrinks to a hollow, ringlike region, not the disklike region that appeared in Fig. 5 .
In Ref. [56] the energy of the vortex was calculated numerically. Here, however, the formalism developed above allows to use the function W which appears in (80) to obtain the total energy of the vortex configuration. We see that in terms of a and g, the function W can be written in the form
It is such that the total energy becomes E = 2π|n|v 2 , and for v = 1 and n = 1 one has E = 2π, in accordance with the numerical result obtained in [56] .
IV. MAXWELL-CHERN-SIMONS-HIGGS VORTICES
In this section, we consider a generalized action for the Maxwell-Chern-Simons system, of the form
Here, X and Y are given by Eq. (2) and Z = 
where the current is J µ = ieL X (φD µ ϕ − ϕD µ ϕ). It is possible to expand these equations to get
The energy momentum tensor T µν for the generalized model (88) is given by
Considering static solutions, the components of the energy-moment tensor have the form:
In the above equations, we have used the definitions E i = (E x , E y ) = F 0i and B = − 
Following Eqs. (90), we can expand the above equations into
In this case, we have E i = −x i A 0 /r, B = −a /(er) and
The components of the energy momentum tensor in Eq. (92) become
For stressless solutions, we take T 12 = 0, which gives
By using this, we get
Now, proceeding in the same way as in the previous sections we can rescale the energy to
One can take the derivative of the the first order equation (99) and use (97) to get
which is a combination of the equations of motion (64). In this case, even though we have four equations of motion given by (93), we only have two first order equations, given by Eqs. (97) and (99). We then need to find more first order equations to solve the problem.
Before doing so, we observe that, by using Eq. (99), the energy density (96a) can be written
In order to get the correct first order equations in the standard case, L = X + Y + Z − V (|ϕ|, N ), which were obtained in Ref. [19] through the BPS procedure, we suppose that Eq. (16) holds, and combine it with Eq. (97) and (99), to get
At this point, we see the importance of the neutral scalar field: it drives the temporal component of the gauge field; without it, the first order equation (102b) (93) is required. By considering the Gauss' law (93c) for our model, it is possible to write the energy density as
We now use the first order equations (102) and take an auxiliar function
By doing that, the energy density can be written as a total derivative
Since the first term vanishes when integrated all over the space, the energy is then given by
This formalism helps to calculate the energy without knowing the solutions. We omit further details here, since the issue is similar to the case studied before in Sec. II.
To check the compatibility of the above first-order equations with the equations of motion (93), we consider g = ag/r in Eq. (94a) to get
where 
We now make use of the first order equation (102b) and take L Y = L Z to see that, by using A 0 = N , the above equation constrains the field N in the Lagrangian density. In order to get a class of models that can be constructed analytically, we consider
For this Lagrangian density, the first order equation (102b) reads A 0 2 = N 2 . We then take A 0 (r) = N (r). In this case, we have U = −a 2 /(2e 2 r 2 ) and Eq. (102c) gives
can be solved for U , we write
We then take a /(er) = − 2V ef f and combine it with Eqs. (107) and (108) to get the constraints
Above, we have two partial differential equations that completely determines how the Lagrangian density depends on the fields ϕ and N . In this case, if the constraints (112) are satisfied, we can use (104) to get
Thus, the energy can also be calculated analytically.
We now consider the model (109) with a general K(|ϕ|) and
Here, s is a real parameter such that s > 1/2. The case s = 1 was considered in Ref. [38] .
The standard case is obtained for K(|ϕ|) = H(|ϕ|, N ) = s = 1 and s = 1. We use Eqs. (110) and (111) for the above function to get the effective potential
The constraints in Eqs. (112) become
The solution of the above equations leads to the potential
where v is a parameter that breaks the symmetry and K(|ϕ|) is a function that leads to symmetry breaking of the potential. As in the previous scenarios, the above potential was taken because the standard model is straightforwardly obtained for K(|ϕ|) = H(|ϕ|, N ) =
The equations to be solved for the potential (117) with a general K(|ϕ|) and A 0 (r) = N (r)
are the first-order ones from Eqs. (102) g = ag r , and a = −er
As stated before, since we have four fields but only three first order equations, the use of one of the equations of motion (93) is required to solve the problem. In particular, we can
In this case, to calculate the energy analitycally, we can use Eq. (104) to get
Considering that W (0, v) = 0, we have E = 2π|n|v 2 . As in the previous cases, this is a consequence of the potential taken in Eq. (117). Other energies may be obtained for different solutions of the constraint (116).
It is straightforward to show that this result is also valid for the standard case, H(|ϕ|, N ) = 1, K(|ϕ|) = 1 and s = 1, in which we have W (a, g) = a(g 2 − v 2 ). Another model that falls into the class of systems that we have just obtained was studied numerically in [38] , but it does not lead to compact solutions.
V. COMMENTS AND CONCLUSIONS
In this work, we studied generalized Maxwell-Higgs, Chern-Simons-Higgs and MaxwellChern-Simons-Higgs models, which support vortex configurations. We investigated the existence of a first order formalism for the most general class of models that is possible in each one of the scenarios. As shown above, each of the three distinct cases must satisfy specific constraints. We have also introduced a method to calculate the energy without knowing the explicit solutions for any generalized model that satisfies the constraints.
In the Maxwell-Higgs scenario, there are two equations of motion, since the Gauss' law is an identity for uncharged vortex solutions. In this case, it is possible to obtain two first order equations, which appears motivated by rescaling arguments in the stress tensor.
Nevertheless, we have shown that not every Lagrangian density supports stressless solutions.
The class of models that do the job is restricted by a constraint that is very complicated.
Then, we have introduced a path to construct the models analytically and calculated the auxiliar function W = W (a, g) that allows to evaluate the energy without knowing the explicit form of the solutions.
The Chern-Simons framework presents a slight difference: the Chern-Simons term in the Lagrangian density cannot be generalized because it is not gauge invariant. For the class of models that we studied, we have three equations of motion but only two first order equations to produce stressless solutions. For this reason, we used the Gauss' law as a third first order equation. Similarly as in the Maxwell-Higgs case, it was also possible to unveil a path to construct the Lagrangian density analytically and to calculate the auxiliary function W = W (a, g) that allows to evaluate the energy of the stressless solutions. For MaxwellChern-Simons-Higgs models, the formalism is trickier; the addition of a neutral scalar field in the Lagrangian density is needed in order to get a first order formalism. In this case,
we have four equations of motion, all of them of second order, and only three first order equations that appear from the stressless condition. Therefore, there is no other first order equation to completely solve the problem. Due to that, we have used the Gauss' law as our fourth differential equation. In order to construct the Lagrangian density analytically, we noticed that it is possible to follow the same steps we have implemented in the previous scenarios, but now with two constraints. The existence of an auxiliary function W = W (a, g) to calculate the energy was also shown in this case.
It is important to emphasize here that in all the three systems, in the Maxwell-Higgs, in the Chern-Simons-Higgs and in the Maxwell-Chern-Simons-Higgs cases, the equations of motion and the constraints that appear in order for the systems to obey first order equations also lead to the construction of the auxiliary function W = W (a, g), from which one can calculate the energy of the field configurations exactly, without the need of the explicit form of the solutions themselves. As far as we can see, these results were not present in the vortex literature until now.
The main results unveiled interesting ways to construct generalized models that satisfy specific constraints that allow the calculation of the energy without knowing the stressless solutions themselves. In particular, the results on compact solutions in Maxwell-Higgs and in
Chern-Simons-Higgs models are of current interest, and further study in the Maxwell-ChernSimons-Higgs system has to be implemented to find compact solutions. Other perspectives include the extension of the present formalism to the case of Abelian non-topological vortices, non-Abelian vortices and monopoles. One may also try to develop a similar procedure for models with the symmetry enlarged to U (1) × U (1), which is of interest in the study of superconducting strings [57] and also, to describe the inclusion of the so-called hidden sector [58] [59] [60] . Another line of investigation that would enlarge the scope of the current work should consider possible extensions of the models to the supersymmetric context, following the lines of Refs. [61, 62] . These problems are currently under consideration, and we hope to report on them in the near future.
