Abstract-The two-user multiple-input multiple-output (MIMO) fast-fading interference channel (IC) with an arbitrary number of antennas at each of the four terminals is studied under the settings of Shannon feedback and output feedback, wherein channel matrices and outputs, or just the channel outputs, respectively, are available to the transmitters with a delay. While for most numbers of antennas at the four terminals, the degree-of-freedom (DoF) regions with Shannon feedback are equal to that with just delayed channel state information (CSIT), it is shown that for the rest of the MIMO ICs, the DoF region with Shannon feedback is strictly larger than the DoF region with just delayed CSIT. To realize these DoF gains with Shannon feedback, a new interference alignment scheme is obtained wherein transmitter cooperation made possible by output feedback (in addition to delayed CSIT) is employed to effect a more efficient form of interference alignment than is feasible with previously known schemes that use just delayed CSIT. The DoF region for output-only feedback is also obtained for all but a class of MIMO ICs that satisfy one of two inequalities involving the numbers of antennas. Moreover, the DoF region for Shannon feedback is shown to be applicable to two limited Shannon feedback settings where the transmitters have knowledge only of certain channel matrices and certain outputs with delay.
I. INTRODUCTION
T HE characterization of the capacity of channels with feedback, where the channel outputs are known to the transmitter(s) with a finite delay, is a classical problem in information theory. For example, it is well known that feedback cannot increase the capacity of a memoryless point-to-point channel [1] . Interestingly, multiuser channels exhibit a different behavior. In particular, feedback can enhance the capacity of the memoryless multiple-access channel (MAC) [2] , [3] although this improvement is bounded for the Gaussian MAC [3] . There has also been much interest in characterizing the capacity region of other memoryless networks with feedback such as the broadcast channel (BC) [4] . However, due to the apparent intractability of such problems for more complex topologies, capacity approximations have been sought. For example, in [5] , the feedback capacity region is characterized to within a constant gap of 2 bits for the single-antenna (or SISO) interference channel (IC). Of the approximate capacity metrics, the degrees-of-freedom (DoF) region has received considerable attention. The DoF region denotes the rate of growth of the capacity region with respect to the logarithm of the signal-to-noise ratio (SNR) in the limit of asymptotically high SNR. It is well known that feedback fails to improve the DoF regions of the Gaussian multiple-input multiple-output (MIMO) MAC and the Gaussian MIMO BC. Moreover, for a fairly broad class of networks (which includes SISO X networks, interference networks, with relays, etc.), it has been shown in [6] that feedback does not help improve DoF when there is instantaneous channel state information at the transmitters (CSIT). The results/techniques of [6] can also be extended to MIMO settings, as done to some extent in [7] . There are thus currently no known examples of networks with instantaneous CSIT over which output feedback enhances the DoF region.
While the DoF of networks under the idealized CSIT assumption has been well studied for numerous networks, the much more conservative setting of no CSIT has recently been extensively studied as well [8] - [15] . Networks without CSIT but with (output) feedback have also been considered from which it is known that in the absence of CSIT, feedback can enhance the DoF regions of the -user BC [16] - [18] , the two-user SISO X channel [19] , and three-user SISO IC [11] , [19] . Thus, unlike the instantaneous CSIT case, feedback can be beneficial even from the DoF perspective when there is no CSIT. This suggests that the benefit of feedback depends critically on the availability of CSIT since it is vastly different at the two extremes of having instantaneous CSIT and having no CSIT whatsoever.
Moving beyond models that are either too idealized on the one extreme, or too conservative on the other, we consider here the delayed CSIT model wherein the channel state varies independently across time and the transmitters know perfectly the past channel states (cf., [16] , [17] , and [19] ). For such a setting, we investigate the question of whether output feedback can improve the DoF region. Clearly, this question can be definitively answered only for networks for which nontrivial upper bounds or the exact DoF with (just) delayed CSIT are known, of which there are but few. Of all networks for which the DoF are known except for the MIMO IC, this question has so far been answered in the negative. In particular, it is known that with delayed CSIT, 0018-9448/$31.00 © 2013 IEEE output feedback cannot increase 1) the sum-DoF of the -user MISO BC with at least transmit antennas [16] , 2) the DoF region of the two-user MIMO BC [17] , 3) the sum-DoF of the three-user MIMO BC with antennas at all three receivers and at most antennas at the transmitter [18] , and 4) the 2 2 2 interference network [20] .
We therefore focus on the two-user MIMO IC in this paper, for which the delayed-CSIT DoF region was determined recently by the authors in [21] . By obtaining the complete DoF region of the general two-user MIMO IC with delayed CSIT and output feedback (i.e., under Shannon feedback), and showing that for some cases there is a strict enhancement of the DoF region over that with just delayed CSIT, we answer the question of whether output feedback can enhance the DoF region of a network with delayed CSIT for the first time in the affirmative.
In particular, it is shown here that if and , respectively, denote the number of antennas at the th transmitter and the th receiver of a two-user MIMO IC, then the DoF region with Shannon feedback is strictly bigger than the corresponding delayed-CSIT DoF region, if and only if one of the two inequalities, namely or its symmetric counterpart (obtained by switching the user indices), holds. For MIMO ICs for which neither of these two inequalities holds, output feedback does not improve the delayed CSIT DoF region.
To derive this result, we first obtain an outer bound to the DoF region with Shannon feedback. This outer bound is then shown to be achievable for all but the above described class of MIMO ICs using just delayed CSIT. For the class where the DoF region is strictly larger than that with delayed CSIT, we develop a new retrospective interference alignment (IA) scheme in which each transmitter-using the side information available to it-reconstructs and transmits the previously transmitted signal of the other transmitter to provide an opportunity to its paired receiver to cancel the interference it encountered at a previous time instant, while simultaneously delivering new useful linear combinations (LCs) to the unpaired receiver. Consequently, Shannon feedback permits a new form of transmitter cooperation which is key to realizing the DoF gains attainable with it over that with just delayed CSIT.
Moreover, it is seen that to achieve this more efficient IA, all of the channel matrices and outputs are not needed at both transmitters. In particular, two limited Shannon feedback settings are described that are sufficient to achieve the DoF region with Shannon feedback. We note here that simultaneously with the publication of a conference version of this work in [22] , the DoF region for a limited Shannon feedback setting was also independently reported in [23] .
It is also shown in this paper that with just output feedback and without any CSIT, the DoF region is the same as that for delayed CSIT with the exception of a class of MIMO ICs characterized by one of two inequalities involving the numbers of antennas at the four terminals. For this class, the DoF region remains an open problem at this time.
The rest of this paper is organized as follows. Section II describes preliminaries including the model of MIMO IC under various assumptions about feedback including Shannon feedback and output-only feedback, and a result that states that the DoF region with instantaneous CSIT does not improve with output feedback. In Section III, the main result of this paper, namely, the complete DoF characterization of the general MIMO IC under Shannon feedback, is stated. Moreover, the DoF region of a large class of MIMO ICs is also established for output-only feedback. Following that, generalizations of the DoF region under Shannon feedback are obtained under two limited feedback settings. Section III also contains an example that illustrates how Shannon feedback can be used to obtain a more efficient IA scheme than is possible with delayed CSIT alone. The proof of DoF region under Shannon feedback including the outer bound and achievability is provided in Sections IV and V, respectively, and the proofs of the generalizations to the limited Shannon feedback settings are relegated to Appendix B.
II. PRELIMINARIES
In this section, the MIMO IC model with Shannon feedback is described in detail in Section II-A. In Section II-B, the output-only feedback, the delayed CSIT, and the instantaneous CSIT with and without output feedback models are defined. In Section II-C, it is shown that when there is instantaneous feedback, the additional feedback of the (delayed) outputs does not enhance the DoF region.
A. MIMO IC With Shannon Feedback
The MIMO IC consists of two transmitters, denoted as T1 and T2, and their corresponding receiver, labeled R1 and R2, respectively, as in Fig. 1 . The MIMO IC is defined via the input-output relationships (1) (2) where, at time , is the signal received by the th receiver; is the signal transmitted by the th transmitter;
is the channel matrix between the th receiver and the th transmitter; is the additive white Gaussian noise at the th receiver; and there is a power constraint of on the transmit signals, i.e.,
, . For simplicity, we study here the case of additive white Gaussian noise, i.e., all entries of , , 2, are independent and identically distributed (i.i.d.) according to the complex normal distribution with zero-mean and unit-variance (denoted, henceforth, as ). Further, we assume that the channel matrices are i.i.d. Rayleigh faded, i.e., all elements of all channel matrices are i.i.d. according to distribution (denoted as i.i.d.
). Next, it is assumed that the realizations of additive noises and channel matrices are i.i.d. across time and that they are mutually independent of each other.
Throughout this paper, both receivers are taken to know all channel matrices perfectly. Since there is no delay constraint on decoding, it is assumed, without loss of generality, that CSI is available instantaneously to the receivers. Further, all terminals are assumed to know the distribution of the channel matrices. We start by defining the Shannon feedback setting (cf., [19] ) which is of primary concern in this paper. Here, the two transmitters are assumed to know the channel matrices and the channel outputs perfectly with a finite delay. This delay is taken to be of 1 symbol time without loss of generality. In particular, the channel matrices and the channel outputs and are taken to be known perfectly to both transmitters at time . Notation: For , if and if . Similarly, for each , if and if . Let and be two independent messages to be sent by T1 and T2, respectively, over a block length of , where the message is intended for the th receiver. It is assumed that is distributed uniformly over a set of cardinality , , when there is a power constraint of at the transmitters. A coding scheme for blocklength consists of two encoding functions , , 2, such that and two decoding functions such that A rate tuple is said to be achievable if there exists a sequence (over ) of coding schemes such that probability of or tends to zero as . The capacity region is defined to be the set of all achievable rate tuples when the power constraint at the transmitters is . The DoF region with Shannon feedback is defined as the equation shown at the bottom of the page where denotes the set of pairs of nonnegative real numbers, and stands for the limit superior [24] as . It can be easily proved that the DoF region is closed [24] and convex [1] .
B. Output Feedback and Other Related Settings
Under the output (only) feedback assumption, both transmitters in the MIMO IC know the channel outputs and at time but they have no knowledge of channel matrices. The MIMO IC under three other related settings are defined as follows. Under delayed CSIT [21] , the channel matrices are known to the transmitters at time . Furthermore, the instantaneous CSIT setting is one in which all channel matrices are known to the transmitters instantaneously (i.e., at time ) and that of instantaneous CSIT with output feedback is the one in which the channel matrices and the channel outputs and are known to the transmitters at time . The DoF regions corresponding to the above assumptions can be defined analogously to the Shannon feedback case, and are denoted, respectively, as , , , and . Since Shannon feedback is stronger than delayed CSIT or output-only feedback, contains each of and . Moreover, . In what follows, we state for easy reference the DoF region of the MIMO IC under delayed CSIT that was recently found by the authors in [21] . We first need the following definition.
Definition 1: For a given , Condition is said to hold whenever the inequality holds for with . Clearly, the two conditions are symmetric counterparts of each other (i.e., one can be obtained from the other by switching user indices 1 and 2). Moreover, the two conditions cannot be true simultaneously. In particular, Condition cannot hold if . The DoF region is shown as (3) at the bottom of the next page [21, Th. 2]: Note that the first two bounds on and have been denoted as and , respectively, while the last five bounds on the weighted sums of and are denoted, respectively, by , , , , and .
C. DoF Region
In this section, we show that so that in the presence of instantaneous CSIT, output feedback cannot improve the DoF region.
Lemma 1: For the MIMO IC with i.i.d. Rayleigh fading, the DoF region with instantaneous CSIT and output feedback is given by (4) , shown at the bottom of the page Moreover, . Proof: The region in (4) is achievable with just instantaneous CSIT [7] . Thus, it is sufficient to prove that the region in (4) is an outer bound to the DoF region of the MIMO IC with instantaneous CSIT and output feedback. Toward this end, recall that the DoF achievable over the point-to-point fast-fading MIMO channel cannot exceed the minimum of the number of transmit and receive antennas [25] (this is referred as the "single-user" bound). This implies that for each . Consider now the bound on . Even if both transmitters and both receivers are assumed to cooperate, the total sum-DoF are limited by and due to the single-user bound. Therefore, . Now, due to symmetry, it is sufficient to show that . The proof of this claim, which makes use of techniques developed in [7] , is provided in Appendix A.
III. MAIN RESULTS, GENERALIZATIONS, AND IA WITH SHANNON FEEDBACK
In this section, we begin in Section III-A with our main results which include the complete specification of the DoF region under the Shannon feedback setting and the DoF region for output-only feedback for a large class of MIMO ICs. We then generalize our key result for Shannon feedback in Section III-B to two limited Shannon feedback settings. In Section III-C, we provide an example illustrating the achievability scheme with Shannon feedback.
A. DoF Region Under Shannon Feedback
Definition 2: The region is defined as (5) shown at the bottom of the page Note that the bounds that define , namely , , , , , also arise in the specification of in (3) but the latter region is smaller in general due to the additional bounds and in . are symmetric counterparts of each other (i.e., one can be obtained from the other by changing the user ordering). Hence, it is sufficient to prove that holds. Toward this end, we first note from [21] that is an outer bound under just delayed CSIT. It turns out that the outer bounding techniques developed in [21] for the delayed-CSIT setting can be easily adapted to prove that is an outer bound, even under the stronger Shannon-feedback setting. Hence, we omit the detailed proof of being an outer bound and present an outline instead in Section IV.
It is now sufficient to prove that the region is achievable with Shannon feedback. We assume without loss of generality that (note, under this assumption, that Condition 2 cannot hold).
Suppose The basic idea behind the IA-based achievability scheme developed in Section V to prove Theorem 1 is illustrated via an example in Section III-C. Insights derived from this example are summarized in the following remark, which explains why Shannon feedback can outperform delayed CSIT.
Remark 2: By virtue of Shannon feedback, each transmitter can evaluate the past transmit signal of the other transmitter, which introduces partial cooperation between them. This form of cooperation cannot be induced by delayed CSIT alone, and indeed, it is this transmitter cooperation that manifests itself in the form of a DoF improvement. From another perspective, when there is just delayed CSIT, a transmitter can evaluate the past interference encountered by its unpaired receiver only; but with Shannon feedback, it can compute that seen by its paired receiver as well. Hence, more efficient IA schemes can be developed with Shannon feedback to realize the associated DoF gains.
Remark 3: While Lemma 1 asserts that output feedback cannot enhance the DoF region when there is instantaneous CSIT, Theorem 1 shows that output feedback results in an expansion of the DoF region when there is just delayed CSIT.
We next consider the case of output-only feedback in which there is no feedback of the channel matrices. , and prove that the region is achievable with only output feedback, whenever the inequality does not hold (note, with , the second inequality in the statement of the corollary can never be true).
In what follows, by no side-information at the transmitters, we mean the setting where the transmitters have no knowledge whatsoever of the channel states and the channel outputs, and denote the corresponding DoF region by which is known from the literature [10] - [12] , [14] . Fig. 2 . The limited Shannon feedback settings may be regarded as practically more significant than the Shannon feedback setting at least from the DoF perspective since the same DoF performance as in the Shannon feedback case can be achieved with less feedback. As mentioned previously, the DoF region for a limited Shannon feedback setting (of Type 2) was also obtained independently of the conference version of this work [22] in [23] .
C. IA With Shannon Feedback: An Example
Consider the (6, 1, 4, 2) MIMO IC shown in Fig. 3 . We will prove here that the DoF pair (3, 1) is achievable with Shannon feedback. Note that this pair is not achievable with delayed CSIT, and hence, this example proves that Shannon feedback can outperform delayed CSIT.
We will code over two time slots and achieve 6 and 2 DoFs for T1-R1 and T2-R2 pairs, respectively, which would prove the achievability of the desired DoF pair. At time , T1 sends six data symbols (DSs) to be decoded by R1, whereas T2 sends a DS intended for R2. See also Fig. 3 .
Henceforth, while dealing with the achievability schemes, we shall ignore, without loss of generality, the additive noise.
Decoding cannot be successful at either receiver at time . But we claim that if R1 knows and , it can decode all six desired DSs. To this end, note that R1, upon knowing and , can compute which yields R1 six LCs of six desired DSs. Clearly, by the fullrank property of Rayleigh-faded channel matrices, these LCs are linearly independent with probability 1, and hence, decoding would be successful at R1. Thus, it is sufficient to communicate and to R1 at time . Of these, is already observed by R2, and therefore, it is neither useful nor harmful to it, while is certainly desired at R2. Hence, we will have T1 transmit and at . To that end, T1 knows at time due to Shannon feedback. More interestingly, at , it can also evaluate , after subtracting the contribution due to its own signal from . Specifically, T1 can determine using Shannon feedback at time . Since the entries of are nonzero with probability 1, T1 can compute . Therefore, at time , T1 transmits and over three of its antennas (while the others are silent), while T2 sends a fresh DS.
The decoding at the receivers is described next. At time , exactly four transmit antennas are active. Hence, the full-rank property of Rayleigh-faded channel matrices suggests that R1 can evaluate , , and at time . Then, as per the arguments earlier, R1 can decode the desired DSs.
To prove that decoding is successful at R2, note that it knows . Hence, it can subtract the contribution due to from the signal it receives at time to effectively observe two LCs of and . These LCs can be shown to be linearly independent with probability 1, and thus, R2 can decode the desired DSs. To illustrate in more detail, suppose T1 sends over its last two antennas, as shown in Fig. 3 . If denotes the channel matrix at time from the last two antennas of T1 to R2, then R2 can evaluate where is the full-rank channel matrix at time from the fourth antenna of T1 and the only antenna of T2 to R2; and hence, by inverting , R2 can decode and . Here, making T1 transmit the past received signal of R2 and the past transmit signal of T2 achieves IA, because using this technique, useful information is delivered to both receivers without creating any additional interference at any of the receivers.
IV. OUTLINE OF THE PROOF OF BEING AN OUTER BOUND
We will show that the bound must hold at any . We first apply Fano's inequality to upper bound the rates achievable for the two users starting below with (6) (7) (8) (9) (10) where as ; the inequality (9) holds since conditioning reduces entropy [1] ; and the equality in (10) follows by noting that random variables are independent of . We next use Fano's inequality at R1 assuming that it knows the received signal instantaneously and also the message to obtain the following equation shown at the bottom of the next page where various steps follow because of the following reasons: the equality in (11) holds due to the independence of the two messages; equality (12) holds because of the definition of the mutual information and the chain rule for the differential entropy; equality (13) follows by noting that the transmit signal is a deterministic function of , , , and
; (14) holds since all the involved random variables are independent of ; (15) [21, Lemma 1] , the key to proving Lemma 2 is to establish the property of statistical equivalence of channel outputs, which is that the signals received at any two antennas are statistically equivalent when conditioned on the past received signals, the present signals received at some other antennas, the past and present channel matrices, the message of the second transmitter, and the past and present transmit signals of the second transmitter. This property can be easily established using the techniques developed in the proof of [21, Lemma 1] . We omit the details here for the sake of brevity.
Combining the bounds in (10), (16) , and the one in Lemma 2, we get where the last inequality holds since the DoF of the point-topoint MIMO channel is equal to the minimum of the number of transmit and receive antennas. Since as , we now have as was to be proved.
V. PROOF OF THEOREM 1
As mentioned previously, it is sufficient to prove that the outer bound is achievable when Condition 1 holds. Throughout this section, it is assumed that Condition 1 holds. Here, bound can be easily shown to be redundant (it is implied by ), and thus can be ignored. Further, in the present case, bounds and are given by where . The typical shape of the outer bound is shown in Fig. 4 , where is the point of intersection of the line and the one corresponding to bound . Similarly , and are the points of intersection of lines corresponding to bounds and . Moreover
Depending on whether the -coordinate of is less than or not, we have to consider two cases separately. 1 1) Here, bound is redundant.
Moreover, from Fig. 4 , one may observe that if , then . Hence, it is sufficient to prove that .
2)
Here, bounds and are both active. From Fig. 4 , we see that it is sufficient to prove that , .
Next, we propose a generic retrospective IA scheme, which is used later to prove that under Case A and under Case B. This scheme is specified in terms of the parameters (17) and Design Criteria 1-5, which are stated later. This scheme is developed such that if, for a given a DoF pair and the given MIMO IC, the parameters in (17) 1 In the nomenclature of Table I of [21] , in which the results on the delayed-CSIT DoF region of the MIMO IC are summarized, Condition 1 holds only for MIMO ICs that fall under Case B.III defined therein. Hence, cases A and B considered in this proof are hence subcases of Case B.III in Table I of [21] . , where , such that The scheme developed here is a generalization of the example presented in Section III-C. Important structural details of this scheme are given below; the detailed description is given subsequently.
1) The scheme operates over time slots and achieves and DoF for pairs T1-R1 and T2-R2, respectively (see Design Criterion 2). The duration of time slots is divided into two phases (see Design Criterion 1). Phase 1 occupies the initial time slots, while Phase 2 takes the last time slots. Note that in the simple example of Section III-C, and both phases take exactly one time slot each.
2) At time , T1 transmits DSs intended for R1. Since , T1 does not transmit any new DS over Phase 2 (see Design Criterion 3). Moreover, all DSs required to be sent by T1 are sent over Phase 1 and all these DSs are i.i.d. Note that in the example of Section III-C, T1 sends all six DSs at time . 3) At time , T2 sends DSs to be decoded by R2. T2's sole task in the entire scheme is to just transmit appropriate number of DSs intended for R2. In this sense, it does not play any active role in achieving IA. Note that in the example of Section III-C, T2 sends one DS over each slot. 4) All desired DSs become decodable at the respective receivers at the end of Phase 2. Toward this end, T1, using Shannon feedback, signals over Phase 2 such that IA is effected at both receivers. In the example of Section III-C, T1 signals appropriately over so as to align interferences at both receivers. 5) At the beginning of Phase 2, T1 knows signals received by R2 over Phase 1. In addition, it will be shown that it can compute the signals transmitted by T2 over Phase 1. Over Phase 2, T1 transmits (a part of) the signal received by R2 over Phase 1 and that transmitted by T1 such that successful decoding is possible at both receivers at the end of Phase 2. In the example of Section III-C, T1 transmits and at time . We next provide a detailed description of the scheme.
Phase 1: At time , T1 transmits DSs, denoted by , where . These symbols are transmitted in symbol-per-antenna fashion, i.e., one symbol is sent from each of the first antennas of T1, while nothing is sent over the remaining antennas. T2 similarly transmits DSs, denoted by , where . All DSs of both receivers are i.i.d.
Consider how decoding can occur at R1. Let us focus on time slot of Phase 1. Suppose R1 knows DSs sent by T2 at this time and also the signals received by R2 at its first antennas. More specifically, suppose R1 knows Then, R1 can subtract the contribution due to from the received signals and to determine LCs of its desired DSs (see the arguments developed in the example of Section III-C and also note that ). These LCs can be shown to be linearly independent with probability 1, which proves that R1 can decode the desired DSs sent at time , provided it knows and . Hence, it is now sufficient to deliver to R1 over Phase 2. Here, the set contains all DSs sent by T2 over Phase 1. It is thus sufficient for R2 to learn elements of , while it knows all elements of by the end of Phase 1.
Elements of the above two sets are sent by T1 over Phase 2. To this end, at the beginning of Phase 2, note that T1 clearly knows all elements of due to Shannon feedback. We claim that it also knows all elements of . To show this, consider the time slot of Phase 1. T1 can subtract the contribution due to from to evaluate . Since , it can use the pseudoinverse of to determine (see also the example of Section III-C). Hence, it knows the set at the beginning of Phase 2.
Thus, it is possible that T1 transmits elements from and over Phase 2. With the motivation of constructing T1's transmit signal over Phase 2, consider the following lemma.
Lemma 3: If Design Criteria 1-5 hold, then there exists a fixed, deterministic partition of set into disjoint subsets , , such that each resulting subset satisfies two properties that it does not contain more than 1) elements of and 2) elements of . Proof: The proof follows from the techniques used in the proof of Lemma 8 of [21] . Hence, the details are omitted.
T1 transmits one subset resulting from the above partitioning over each time slot of Phase 2.
Phase 2: At time , T1 transmits elements of subset on a symbol-per-antenna basis. T2, on the other hand, sends DSs, namely, with . It is not difficult to observe that at any time of this phase, not more than transmit antennas are active. Moreover, not more than symbols that are unknown to R2 are transmitted at any time. Consider the following decoding procedure. Since at most transmit antennas are active, R1 can decode all transmitted symbols. More specifically, at the end of this phase, it knows all elements of set , which implies that decoding is successful at R1. Consider R2 next. It knows elements of . Hence, it can subtract the contributions due to the elements of from the signal it has received over this phase. After this operation, for R2, it is as if at most transmit antennas are active at any time during this phase. Hence, it can compute the transmitted symbols. In particular, it can decode all DSs sent by T2 over this phase and, in addition, it can also know the elements of . Hence, decoding is successful at this receiver as well. This concludes the description of the scheme.
We will now use the above scheme to prove that under Case A and , under Case B in the following three sections.
A. Proof of Under Case A
Recall that under Case A, Condition 1 holds and and . We use the generic retrospective IA scheme with the parameters chosen as follows:
It is easy to verify that this choice satisfies Design Criteria 1 and 2. 
VI. CONCLUSION
In this paper, the fast-fading MIMO IC is studied under the Shannon feedback setting in which the transmitters are assumed to have perfect knowledge of the channel matrices and the channel outputs, both with a finite delay. Under such a setting, the DoF region is determined with the proof involving in part the demonstration of a key achievability result that in some cases output feedback can improve the DoF region in presence of delayed CSIT. To realize the DoF gains attainable with Shannon feedback, this new achievability scheme not only employs all IA techniques that are feasible with just delayed CSIT, but in addition also exploits the additional transmitter cooperation that output feedback can induce. This result is further strengthened by identifying scenarios of limited Shannon feedback in which the entire Shannon-feedback DoF region is achievable even under the knowledge of some of the channel matrices and channel outputs at the transmitters. For example, the three DoF regions under just delayed CSIT, just output feedback, and Shannon feedback are proved to be identical for a large class of MIMO ICs. Moreover, while this study also obtains the DoF region under output-only feedback for a large class of MIMO ICs, its complete characterization and its relationship to the delayed CSIT and Shannon feedback DoF regions remains an open problem that merits further investigation. Proof: The proof of this lemma is based on the techniques developed in [7] . This lemma cannot however be immediately deduced from [7, Th. 9] , because 1) the model of IC with cooperation studied in [7, Sec . IV] does not include the case of output feedback considered here and 2) in the IC considered in [7] , the channel matrices are time-invariant and deterministic (not fading) and 3) the IC is known to be not separable in general [26] , [27] . See Appendix A-A for the complete proof.
Thus, as per the above lemma, the required inequality holds when . When , as argued in [7] and [28] , we may add antennas at R2 (which cannot reduce the DoF region), and then apply the above lemma to prove that if . Taken together with Lemma 4, this proves that , as desired. Let and . Then, we have the following corollary, which is stated using the notation of Section II.
Corollary 2 ([7, Lemma 8]):
The following is true:
where denotes the fact that is a deterministic function of .
Proof: Can be proved via induction. We now apply Fano's inequality assuming that R1 knows the message , and signals and to obtain where the first equality holds since . Now, following the analysis in, [7, Proof of Theorem 9], we get where is constant with . These bounds give
Now Fano's inequality applied at R2 yields
The desired bound can now be derived by adding inequalities in (18) and (19) , and subsequently applying the single-user bound (cf., [7 When Condition 1 holds, the region is shown to be achievable with Shannon feedback of both types by developing a coding scheme in Section V. It can be verified that this coding scheme works even under limited Shannon feedback of both types.
Hence, when taken together, the two results above prove that is achievable under limited Shannon feedback of Type 1 or Type 2.
