Abstract-Empirical Mode Decomposition (EMD) is a datadriven technique for extraction of oscillatory components from data. Although it has been introduced over 15 years ago, its mathematical foundations are still missing which also implies lack of objective metrics for decomposed set evaluation. Most common technique for assessing results of EMD is their visual inspection, which is very subjective. This article provides objective measures for assessing EMD results based on the original definition of oscillatory components.
I. INTRODUCTION
E MPIRICAL mode decomposition (EMD) has been proposed recently by Huang et al. [1] . Over past 15 years the method has gained worldwide recognition as a data-driven method for extraction of physically meaningful oscillatory components [2] , [3] , [4] .
In the original paper on EMD [1] authors noted that small perturbations to the input signal result in different outputs. Due to the empirical definition of the EMD it is impossible to compare two sets of intrinsic mode functions (IMFs) -the output of the EMD -and objectively determine which one is better. Nevertheless, researchers usually can make, and do, assessments based on their knowledge and experience. Few authors ( [1] , [5] , [6] ) have made attempts to formulate rules based on which sets of IMFs should be chosen. All of them, however, are based on the assumption that IMFs belong to Hilbert's L 2 function space, which is not necessarily true. As stated in [1] obtained orthogonality (in Hilbert sense) is purely by coincidence and should not be expected from the method.
The most popular validation method is based on a visual inspection of the results [5] , [7] , [8] . This introduces the artefact of subjective opinion into the process. Conclusions from their research cannot be generalised, since they have looked at different, often single, features of output. The method for decomposing a signal into IMFs remains empirical due to the lack of mathematical background.
In this article objective methods for validating the decomposed sets are introduced. The proposals are based on the features that IMF are expected to possess. Each variant focuses on a different characteristics of the data.
II. EMPIRICAL MODE DECOMPOSITION
Empirical mode decomposition (EMD) is a data-driven method for decomposing data into components called intrinsic to be an IMF (component c n (t) := h i (t)) and start again from step 1 with updated set of components. Otherwise, assigned residue as r i+1 (t) := h i (t) and repeat from step 2.
As a result EMD decomposes signal S(t) into a set of N oscillatory c j (t) components (IMFs) and a trend r(t) function. Procedure to perform EMD is not uniquely defined. It depends on interpolation technique used for spanning envelopes, definition of extrema, stopping criteria, etc. Different combinations of those settings can produce different outputs even for same input data. This leads to obvious question: which set of settings produces the most significant results?
In the EMD original article [1] , it has been suggested to apply the Hilbert transform (HT) to the obtained set of IMFs. The HT converts a real-valued signal S(t) into an analytical form A(t), which then can be decomposed into amplitude and phase modulation parts [9] . Mathematically it can be presented as
where functions a(t) and φ(t) are amplitude and phase, respectively. Taking derivative of phase over time (φ) allows to extract component's instantaneous frequency. With this terms average frequency can be defined aṡ
where T is the length of time over which the signal is observed. A combination of EMD and HT on all components is called Hilbert-Huang transformation.
III. PROPOSED VALIDATING METHODS
The methods proposed in this paper avoid the problem of subjective judgement. They achieve this by relying on intrinsic features, which IMFs were claimed to posses, or those that would help further analysis [1] . These characteristics are: inverse relationship between IMF average frequency and its extraction index, distinct instantaneous frequency and disjoint amplitude and phase spectra supports.
Although all proposed metrics refer to continuous functions, discretizing them is a straightforward operation. It is performed by exchanging integration operator with a sum and the integration time T with a number of data points P . The IMFs are in polar representations, i.e. IMF j (t) = f (t) = a j (t) cos (φ j (t)).
A. Validating method I
It has been empirically confirmed that the first extracted IMF has the highest average frequency. With an increase of IMF's ordinal number its average frequency decreases. Proposed measure highlights the fact that each component's instantaneous frequency is distinct, i.e. it does not overlap with others. Penalties are introduced when instantaneous frequency of an IMF with lower number (high average frequency) is smaller than instantaneous frequency of any IMF with higher number. Value of penalty is given by a formula
where k, j are IMFs' indices. Summing over all pairs of IMFs allows us to assess results for particular EMD. Metric value for whole set is given as
According to this measure, the best set is the one, for which M I = 0, i.e. there are no crossing-over parts in instantaneous frequency domain.
B. Validating method II
Another validating measure is based on the Bedrosian theorem [10] . This theorem refers to conditions necessary for signal's amplitude (a(t)) and phase (φ(t)) to be exactly recoverable from the signal using Hilbert transform. These conditions, for signal, s(t) = a(t) cos (φ(t)), are to have not overlapping support in Fourier frequency domain. In other words, if f (t) = a(t) and g(t) = cos (φ(t)), then
where F is a Fourier transform and ·, · denotes dot product.
Although choice of the normed space does not make a difference, for simplicity it is assumed that all following norms are in L 2 normed space. Let F a j = |F (a j (t))| and F φ j = |F (cos (φ j (t)))| be absolute values of Fourier transforms of a j and cos(φ j ) respectively for j IMF. Their normalised measure of overlapping spectrum is given as
where f = f, f is a norm of a function f . Assumptions of Bedrosian's theorem are completely fulfilled when spectra are not overlapping, thus minimum value of m II j is zero. This leads to two different definitions of a metric for the whole IMF set. First is based on a maximum overlap m j over the decomposition, i.e.
and the second on the total overlap over the decomposition set, i.e.
where in both cases N is the number of extracted IMFs. Zero for both metrics implies no amplitude phase overlap in any of IMFs.
IV. EXPERIMENT
Proposed measures in section III quantify characteristics of well behaved IMFs. The smaller those metrics are, the better the decomposed set of IMFs represents the desired properties of the EMD based decomposition. One could also extend the EMD method into an optimisation problem for any parameter, where cost is defined by M i measures. In the following example, optimisation was performed to choose the best value of parameter FIXE H, which indicates when to stop sifting procedure. More precisely, FIXE H is the number of times consecutive iterations sifting residue fulfils definition of an IMF.
Experiment was conducted as follows:
1) Generate test signal.
2) Set value range of parameter -FIXE H spanned from 0 to 20. Test signal was generated with the following formula
where values for the amplitude (A j ), the frequency (f j ) and the phase shift (φ j ) are included in Table I . Moreover, in equation (9) N (m, v) denotes noise constructed with a normal distribution of m mean and v variance. Generated signal is visualised in Fig. 1 . 
V. RESULTS
The signal was decomposed 20 times with the EMD under different stopping criteria conditions, i.e. FIXE H ranged from 1 to 20. All validating metrics, computed for each decomposition, are presented in Table II . Decomposition sets are assessed based on sum total of all metric values for a parameter. The best set is the one with the smallest sum, likewise the worst is one with the largest value.
For the provided signal, the best parameter is FIXE H = 15, and the corresponding decomposition is presented in Fig. 2 . Likewise, the worst decomposition set is obtained for FIXE H = 18 (Fig. 3) . Although those results may seem similar there are few differences between obtain sets. Main difference is the number of components -set with higher value of metric M has one additional IMF. Moreover, comparing first IMFs of each set, it that there is difference in amplitude modulation. Worst set (Fig. 3) smaller maximum value and sporadic big jumps in amplitude.
VI. CONCLUSION
By referring to idealised characteristics of the EMD and its outputs, the proposed validation metrics provide an objective assessment of the IMFs decomposition set. A visual inspection of the results (section V) confirms that there is less variability in the amplitude modulation, meaning that information is conveyed mostly by the frequency modulation. The winning decomposition set also contains fewer IMFs than the worst one, which means that it can be explained with lower number of oscillators, i.e. having smaller complexity.
Nevertheless, until there is a mathematical foundation of the EMD, it is impossible to create a single metric capturing all required features. Thus, proposed measures should be considered as an assistance for an inexperienced user, providing him with additional arguments for used parameters choices.
