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We elaborate on the recent proposal that intersection numbers of certain cohomology classes on the
moduli space of genus-zero Riemann surfaces with n punctures, M0,n, compute tree-level scattering
amplitudes in quantum field theories with a finite spectrum of particles. The relevant cohomology
groups are twisted by representations of the fundamental group pi1(M0,n) that describes how punctures
braid around each other on the Riemann surface. Such a structure can be used to link the space of
Riemann surfaces with the space of kinematic invariants. Intersection numbers of said cohomology
classes—whose representatives we call twisted forms—can be shown to fully localize on the boundaries
of M0,n, which are in one-to-one map with Feynman diagrams. In this work we develop systematic
approaches towards accessing such boundary information. We prove that when twisted forms are
logarithmic, their intersection numbers have a simple expansion in terms of trivalent Feynman diagrams
weighted by residues, allowing only for massless propagators on the internal and external lines. It is
also known that in the massless limit intersection numbers have a different localization formula on the
support of so-called scattering equations. Nevertheless, for physical applications one also needs to study
non-logarithmic forms as they are responsible for propagation of massive states. We utilize the natural
fibre bundle structure of M0,n—which allows for a direct access to the boundaries—to introduce
recursion relations for intersection numbers that “integrate out” puncture-by-puncture. The resulting
recursion involves only linear algebra of certain matrices describing braiding properties of M0,n and
evaluating one-dimensional residues, thus paving a way for explicit analytic computations of scattering
amplitudes. Together with the previous reformulation of the tree-level S-matrix of string theory in
terms of twisted forms, the results of this work complete a unified geometric framework for studying
scattering amplitudes from genus-zero Riemann surfaces. We show that a web of dualities between
different homology and cohomology groups allows for deriving a host of identities among various types
of amplitudes computed from the moduli space, which in this setup become a consequence of linear
algebra. Throughout this work we emphasize that algebraic computations can be supplemented—or
indeed replaced—by combinatorial, geometric, and topological ones.
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Section 1
Introduction
It has long been known that moduli spaces of Riemann surfaces with marked points play an
important role in theoretical physics. For instance, interpreting a Riemann surface physically as a real
manifold, observables in two-dimensional quantum gravity are computed in terms of the intersection
theory on such moduli spaces [1–3], see also [4–6]. More specifically, intersection numbers—given by
integrals of certain cohomology classes over compactified moduli spaces—have a physical interpretation
as computing correlation functions in this theory. It is natural to ask whether observables in other
theories can admit a similar description. Clearly, if this were to be the case, one needs to endow moduli
spaces with an additional structure that enhances the purely topological character of intersection
theory.
The natural candidate for such a structure is the so-called local system, which allows for a connection
between the space of Riemann surfaces and the space of kinematic invariants. This turns out to be
rigid enough to allow for essentially only two ways of constructing intersection theory of cohomology
classes “twisted” by a local system, at least at genus zero. The first of them is known to compute
tree-level scattering amplitudes in string theory [7], while the second—previously missed—way appears
to give rise to amplitudes for point-particle scattering [8]. In this work we elaborate upon this proposal.
A local system is a representation of the fundamental group of a given space, which packages
together the information about its monodromy properties. In order to define integration on such spaces
(as opposed to their covering) one needs to introduce the notion of homology and cohomology groups
with coefficients in a local system. The study of such objects is an old and rich topic of research dating
back to the 1930s [9–13], though most results of our interest are considerably more recent [14–23].
Since our goal is to find practical applications of this theory, we will often simplify its exposition, in
the process of which we hope not to lose sight of the inherent beauty of the subject.
Throughout this work we focus on the moduli space M0,n of genus-zero Riemann surfaces with n
punctures. The fundamental group pi1(M0,n) is its only non-trivial homotopy group. It is generated
by the loops 	ij in which a puncture zj encircles another zi and goes back to its original position.
Equivalently pi1(M0,n) can be described as a braid group of n strands out of which three are fixed due
to the SL(2,C) redundancy on the Riemann sphere Σ. In order to construct a local system on M0,n
we introduce the following one-form:
ω =
1
Λ2
∑
1≤i<j≤n
2pi·pj d log(zi − zj), (1.1)
where zi’s denote inhomogeneous coordinates on each Σ ∼= CP1. To each zi we associate an ingoing
momentum pµi and impose momentum conservation
∑
i p
µ
i = 0 in an arbitrary-dimensional Minkowski
space. In order to keep ω dimensionless it is normalized by a mass-scale parameter Λ. One can check
that the requirement of the absence of spurious poles at infinity implies a quantization condition on
the masses of each particle, m2i = −p2i , given by m2i ∈ Λ2Z/2. The above one-form gives rise to one of
the simplest local systems, which associates a non-zero complex number exp
∫
γ
ω to a given path γ.
For example, each loop 	ij is represented by a coefficient exp(4piipi·pj/Λ2).
Let us focus on the question how the above topological properties of M0,n affect the algebraic
structure of differential forms. One can talk about differential forms with coefficients in a local system.
For our purposes, however, it is sufficient to work with their infinitesimal version, which is governed by
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the Knizhnik–Zamolodchikov-like connections:
∇±ω = d± ω∧, (1.2)
labelled by a ± sign. Because ω is a closed one-form, both ∇±ω are integrable connections, meaning
that they square to zero. This naturally gives rise to the notion of twisted forms ϕ±, which are
differential forms that are ∇±ω-closed modulo the ∇±ω-exact ones. They belong to the cohomology
classes:
ϕ± ∈ ∇±ω-closed forms∇±ω-exact forms . (1.3)
This is nothing but a version of the standard de Rham cohomology twisted by the one-form ω. It
is known that ϕ± belonging to the above cohomology classes can only be (n−3)-forms [14], which
coincides with the complex dimension of M0,n. From now on we will take both ϕ± to be holomorphic.
The requirement of SL(2,C)-invariance imposes certain transformation properties on the twisted
forms. To be concrete, one finds that ϕ± need to transform with Mo¨bius weights ±2m2i /Λ2 in each
puncture zi. Thus their choice is constrained by the masses mi of the external particles. For instance,
when all masses are equal to mi = Λ examples of allowed twisted forms are:
ϕ− = dµn, ϕ+ =
dµn
(z12z23 · · · zn1)2 , (1.4)
where zij = zi−zj and the measure equals to dµn = zjkzj`zk`
∧
i 6=j,k,` dzi, where (zj , zk, z`) are three
arbitrary punctures fixed using the action of the SL(2,C) redundancy.
The most natural proposal for extracting observables from twisted forms is to integrate them over
the moduli space as follows: ∫
M0,n
ϕ− ∧ ϕ+. (1.5)
Since the wedge product ϕ− ∧ ϕ+ vanishes for two holomorphic forms, it is clear that the integral
receives no contributions from the bulk of M0,n. However, as written above the integral is actually not
well-defined near the boundaries ∂M0,n, where ϕ± could diverge (it is a consequence of the fact that
M0,n is non-compact). This issue gives rise to a “0/0 problem” near ∂M0,n. It can be remedied by
making the integrand compactly-supported, for example by constructing a form ϕc+ which vanishes in
the neighbourhood of ∂M0,n. In order for the integral to remain a bilinear between the two cohomology
classes, ϕc+ needs to be cohomologous to ϕ+, i.e., ϕ
c
+ = ϕ+ +∇ωξ for some ξ (such a choice always
exists). At the same time as regulating the integration, ξ contains non-holomorphic contributions,
which make the integral non-zero, while ∇ω gives it dependence on kinematics. This defines the
intersection number 〈ϕ−|ϕ+〉ω of twisted forms ϕ±:
〈ϕ−|ϕ+〉ω =
1
(−2piiΛ2)n−3
∫
M0,n
ϕ− ∧ ϕc+, (1.6)
which we normalized for later convenience. By the above arguments, intersection numbers necessarily
localize near the boundary ∂M0,n of the moduli space.
Recall that codimension-one boundaries of the moduli space M0,n correspond to configurations
in which two or more punctures coalesce on the Riemann sphere. Equivalently, one can think of the
surface stretching into an infinitely-long tube with a subset of punctures on one side of the throat and
the complementary set on the other. The target-space interpretation of the throat is a propagator
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stretching between the two sets of particles associated to each puncture. Higher-codimension boundaries
are obtained by developing more throats, and in particular the maximal-codimension ones (vertices of
∂M0,n) correspond to trivalent trees with the total of n−3 propagators, e.g.,
z1
z2
z3
z4
z6
z5
1
(p1+p2)2+ZΛ2
1
(p3+p4)2+ZΛ2
1
(p5+p6)2+ZΛ2
(1.7)
In the limit when the throat becomes infinitely-long, one can also think of the Riemann surface as
bubbling into many spheres touching each other through emergent punctures [24], which have the
interpretation of particles propagating between the individual spheres.
One can show that the intersection numbers (1.6) are always rational functions of kinematic
invariants with simple poles of the form (pi+pj+ . . .)
2 + ZΛ2, which leads us to propose that they
compute tree-level scattering amplitudes in quantum field theories. For example, using the pair of
twisted forms from (1.4) we find:〈
dµn
∣∣∣∣ dµn(z12z23 · · · zn1)2
〉
ω
=
∑
trivalent
planar treesT
∏
internal
edges e∈T
1
p2e + Λ
2
, (1.8)
where pµe is the momentum flowing through the edge e. These are planar amplitudes in the massive
Tr(φ3) theory. Of course, amplitudes in the standard φ3 theory can be obtained by symmetrizing the
twisted form ϕ+ from (1.4).
More generally, kinematic singularities of intersection numbers are governed by the behaviour of the
twisted forms near the boundaries of the moduli space. For example, a pole in the (pi+pj+ . . .)
2-channel
can only appear if ϕ± combined have a double pole on the corresponding boundary of M0,n (when
punctures zi, zj , . . . coalesce). Higher-degree poles in ϕ+ shift the kinematic poles towards higher-mass
exchanges, and likewise increasing the poles of ϕ− gives rise to more-tachyonic states. We give examples
of intersection numbers that illustrate these rules throughout the paper.
Given the special role of logarithmic forms in the theory of complex manifolds [25], it is natural
to look for simplifications of intersection numbers in those cases. Indeed, we show that logarithmic
twisted forms ϕ± can only give rise to scattering amplitudes with massless internal and external
states. We make this statement precise by proving that in the logarithmic cases 〈ϕ−|ϕ+〉ω evaluates to
(Theorem 2.1):
〈ϕ−|ϕ+〉ω =
∑
v∈∂M0,n
Resv(ϕ−) Resv(ϕ+)∏
e∈T p2e
, (1.9)
where the sum goes over all (2n−5)!! vertices of the boundary ∂M0,n, which are in one-to-one map
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with trivalent trees T with inverse propagators p2e. Each numerator in the sum factors into two
residues around the corresponding vertex, which can be evaluated by a change of variables from zi’s
into SL(2,C)-invariant cross-ratios [26, 27]. What is more, the above formula shows that intersection
numbers become Λ-independent. This fact can be used to prove that in the logarithmic cases they
compute the strict low-energy limit of open- and closed-string amplitudes (Theorem 2.2). In the
non-logarithmic cases one finds a weaker result that the low-energy limits of string amplitudes and
intersection numbers coincide.
As a matter of fact, a lot of the physical intuition about intersection numbers an be obtained
by studying their relations to string theory. Moreover, string theory correlation functions can be
treated as a factory of twisted forms, which after plugging into intersection numbers compute scattering
amplitudes in field theory. For example, we can use the textbook form of the correlation function of
massless gauge bosons (modulo the plane-wave contractions) [28] and treat it as a twisted form,
ϕgauge±,n = dµn
∫ n∏
i=1
dθidθ˜i
θkθ`
zk−z` exp
−∑
i 6=j
θiθjpi·pj + θ˜iθ˜jεi·εj + 2(θi−θj)θ˜iεi·pj
zi−zj ∓ Λ2θiθj
 . (1.10)
Here εµi is the polarization vector of the i-th boson. The expression is written as an integral over
Grassmann variables θi, θ˜i and is independent of the specific choice of the special labels k, `. The
dependence on the mass scale Λ is auxiliary and drops out from the final expression. One can show
that after plugging (1.10) into the intersection pairing〈
Tr(T c1T c2 · · ·T cn) dµn
z12 z23 · · · zn1 + · · ·
∣∣∣∣ϕgauge+,n 〉
ω
= AYMn , (1.11)
we obtain tree-level scattering amplitudes of gluons in the Yang–Mills theory. As the other twisted
form we used a cyclic combination of the poles 1/(zi−zi+1) weighted by a U(N) colour trace, where ci
denotes a colour of the i-th particle. The ellipsis stands for a sum over all inequivalent permutations
of the labels. Similarly, we find that using another copy of (1.10) one obtains amplitudes in Einstein
gravity: 〈
ϕ˜gauge−,n
∣∣∣ϕgauge+,n 〉
ω
= AGRn . (1.12)
We stress that even though the computations are performed on a worldsheet, they result in field-theory
scattering amplitudes without any stringy corrections!
Let us also comment on the massless limit, Λ→ 0, of intersection numbers of more general twisted
forms. Since ω behaves as ∼Λ−1, we have ∇±ω → ±ω∧ and hence the two cohomology classes (1.3)
for holomorphic forms ϕ± degenerate into a single one,
ϕ± ∈ {holomorphic (n−3)-forms on M0,n}
ω ∧ {holomorphic (n−4)-forms on M0,n} . (1.13)
The numerator simplifies since all holomorphic (n−3)-forms are ω∧-closed. The space (1.13) is therefore
the space of (n−3)-forms on the support of the constraint ω = 0, often referred to as the scattering
equations [29]. This suggests that there should exist an alternative formula for intersection numbers
localizing on ω = 0 (a finite number of points in the bulk of M0,n) instead of the boundary ∂M0,n. In
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fact, using Morse theory one can prove that 〈ϕ−|ϕ+〉ω in the massless limit Λ→ 0 takes a simple form
[8]:
lim
Λ→0
〈ϕ−|ϕ+〉ω = Resω=0
(
limΛ→0 ϕ− ϕ̂+∏
i 6=j,k,` ωi
)
, (1.14)
where ω =
∑
i6=j,k,` ωidzi and ϕ̂+ is ϕ+ stripped from the differential
∧
i 6=j,k,` dzi. The result coincides
with a localization formula discovered by Cachazo, He, and Yuan [30] and is known to compute
scattering amplitudes in various massless quantum field theories. For instance, sending Λ→ 0 in (1.10)
gives a scattering equations representation of Yang–Mills and gravity amplitudes in terms of a Pfaffian
of a certain matrix. The right-hand side of the formula (1.14) has a worldsheet interpretation as a
correlation function of string theory in the ambitwistor space [31]. We show that the localization on
ω = 0 happens only in the massless case. Nevertheless, it does not facilitate explicit computations,
since by the Abel’s impossibility theorem algebraic solutions of the constraints ω = 0 do not exist for
n > 5.
The advantage of working in the cohomological formulation is that it allows us to understand many
aspects of scattering amplitudes geometrically and topologically. For instance, once can ask about the
dimensions of the twisted cohomology groups (1.3), or equivalently how many linearly-independent
twisted forms exist for a given n. Since only (n−3)-forms can be twisted forms (meaning that all other
twisted cohomology groups vanish [14]), this question is easily answered by (−1)n−3χ(M0,n), where
χ(M0,n) is the Euler characteristic of the moduli space.
Let us illustrate how to perform a computation of χ(M0,n) in the simplest way. We consider the
following fibration of the moduli space M0,n, which splits into a “product” of n−3 one-dimensional
spaces:
z1
z2
z3
Σ4 Σ5 Σn
z1
z2
z3
z4
z1
z2
z3
z4
zn−1
zn−2
M0,n ∼=
(1.15)
Here we used the SL(2,C) redundancy to fix (z1, z2, z3) in some arbitrary positions. The first integrated
puncture z4 lives on Σ4 ∼= CP1\{z1, z2, z3}. For each point on Σ4 we have another punctured Riemann
sphere Σ5 ∼= CP1\{z1, z2, z3, z4} on which z5 is defined. The procedure is repeated until we reach
the space of zn, Σn ∼= CP1\{z1, z2, . . . , zn−1}. The order in which particles are being “peeled out” is
arbitrary and will only affect intermediate steps of our computations, but not the final result.
The Euler characteristic of each surface Σp is equal to that of a sphere (two) minus one for each
removed puncture, i.e., χ(Σp) = 3−p. Since the Euler characteristic of the whole space is a product of
those of each fibre, we find
χ(M0,n) = χ(Σ4)χ(Σ5) · · ·χ(Σn) = (−1)n−3(n−3)!, (1.16)
and hence there are (n−3)! linearly-independent twisted forms [16], as first shown by Aomoto.1
1The results of Aomoto regarding the basis of twisted homology and cohomology groups [14–17] were not widely
known in the physics literature at the time and many of their consequences were later found independently by various
authors, see, e.g., [32–37].
– 7 –
Notice that the above fibration also gives a direct access to the boundaries of the moduli space,
which are now simply neighbourhoods of the removed points. Let us make use of this simplification.
First notice that by forgetting about the Riemann spheres one-by-one from the right in (1.15) we
obtain the sequence of lower-puncture moduli spaces:
M0,n → M0,n−1 → . . . → M0,4 → M0,3, (1.17)
which stops at M0,3 equal to a single point. Following this idea we can “integrate out” puncture-by-
puncture and obtain a local system on each M0,p starting from that on M0,n. A new feature is the
appearance of higher-rank local systems, i.e., those defined by matrix-valued one-forms on M0,p,
ωp =
1
Λ2
∑
1≤i<j≤p
Ωijp d log(zi − zj). (1.18)
Here each ωp is an (n−3)!/(p−3)!×(n−3)!/(p−3)! matrix. They give rise to representations of pi1(M0,p)
given by path-ordered exponentials exp
∫
γ
ωp for any γ. The matrices Ω
ij
p contain all the information
about how different fibres of M0,p braid around each other, and hence we call them braid matrices.
We show that all the cases can be mapped to those with massless external particles, which allows us to
focus on the problem with p2i = 0.
Integrability of the connections constructed out of each ωp imposes some conditions on the braid
matrices, such as the infinitesimal form of the Yang–Baxter relations [38]. They are however not
enough fix the form of Ωijp completely. We exploit this freedom to make some simplifying choices of
bases on each fibre and show that all Ωijp−1 can be determined recursively from Ω
k`
p starting with the
initial condition Ωijn = (pi+pj)
2 (Lemma 3.3). We find that each braid matrix is a polynomial in the
kinematic invariants and their eigenvalues coincide with allowed factorization channels. Therefore they
can be thought of as coarse-grained versions of (pi+pj)
2.
Our idea for computing intersection numbers is to take care of one puncture at a time, such that
starting with twisted forms ϕ±n = ϕ± on M0,n we follow the sequence:
ϕ±n 7→ ϕ±n−1 7→ . . . 7→ ϕ±4 7→ ϕ±3 . (1.19)
Here each ϕ±p is a vector-valued (p−3)-form on M0,p of length (n−3)!/(p−3)!. In particular, ϕ±3 are
vectors of functions of length (n−3)! that by SL(2,C)-invariance have to be rational functions of only
physical data with all punctures integrated out. We make the above mapping concrete by giving its
explicit form:
ϕ±p−1 =
p−1∑
q=1
Reszp=zq

M±pq3ϕ
±
p
M±pq4ϕ
±
p
...
M±pq,p−1ϕ
±
p
 , (1.20)
where the matrices M±pqr have closed-form expression in terms of the braid matrices Ω
ij
p (Lemmata 3.5–
3.6). Each M±pqr describes the effect of the puncture zp approaching zq on the r-th entry (indexed
by r = 3, 4, . . . , p−1) of the vector ϕ±p−1. Notice that only a few leading orders in the expansion
around zp=zr are needed, depending on the degree of the pole of ϕ
±
p , as the result enters a residue
computation.
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Finally, we show that intersection numbers can be computed simply by a scalar product of the
vectors ϕ±3 (Theorem 3.1):
〈ϕ−|ϕ+〉ω = ϕ−3 ·ϕ+3 . (1.21)
Together with the map (1.20) this gives recursion relations for intersection numbers on the fibred
moduli space. Thus the evaluation of intersection numbers requires only matrix algebra and computing
one-dimensional residues. Moreover, we design the above recursion relations such that for planar
amplitudes only 1 out of the (n−3)! entries of ϕ±3 contributes to the final result (1.21). They become
our main computational tool.
The interpretation of physical observables as pairings between vectors spaces extends beyond
the intersection numbers 〈ϕ−|ϕ+〉ω. It was recently understood that also scattering amplitudes in
string theory can be written as bilinears of different homology and cohomology groups on the moduli
space [7]. This allows us to trivialize the problem of finding relations between scattering amplitudes
and other objects defined on M0,n, which can now be understood as a consequence of dualities
(existence of pairings) between various isomorphic vector spaces (Proposition 2.1). For example, the
Kawai–Lewellen–Tye relations [39] or basis expansion identities become linear algebra statements [7, 8].
Aspects of homology with coefficients in the local system are reviewed in Appendix A.
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Outline. In Section 2 we introduce the main objects of this work and study their properties. We
start by reviewing basic aspects of the moduli space M0,n in Section 2.1. In Section 2.2 we introduce
the notions of local systems and twisted differential forms, followed by the definition of intersection
numbers in Section 2.3. After giving a few simple examples we proceed by studying the relations
to other objects, such as string theory integrals in Section 2.4. In Section 2.5 we turn our focus to
logarithmic forms and prove a simple formula for their intersection numbers. We close by commenting
on certain shift relations between local systems, which allow us to map computations between massive
and massless external states in Section 2.6.
In Section 3 we discuss recursion relations, starting with a review of the fibre bundle structure
of M0,n in Section 3.1. We give the first version of recursion relations in Section 3.2, before entirely
solving for twisted cohomology groups on all fibres in Section 3.3 by introducing a natural set of
orthonormal bases on each fibre. This allows us to present the final form of recursion relations of
twisted forms in Section 3.4.
In Section 4 we give further examples of intersection numbers. We begin with a discussion of gauge
and gravity scattering amplitudes in Section 4.1. In Section 4.2 we exemplify the use of recursion
relations by computing intersection numbers of Kac–Moody correlators, which can serve as building
blocks for more complicated twisted forms.
We conclude the main body of the paper in Section 5, where we summarize the results and comment
on outstanding issues.
To this paper we attach an extensive Appendix A, in which we give a pedagogical review of various
aspects of homology with local coefficients and their applications in string theory. We start with the
more familiar case of compact Riemann surfaces in Appendix A.1, before discussing non-compact
surfaces obtained by adding punctures and in particular the case M0,4 in Appendix A.2. We finish
with a brief summary of results for higher-n moduli spaces in Appendix A.3.
Acknowledgements. We thank N. Arkani-Hamed, F. Cachazo, S. Caron-Huot, E. Casali, E. Delabaere,
N. Early, H. Frellesvig, D. Fuchs, F. Gasparotto, A. Guevara, S. He, C.J. Howls, S. Laporta, A. Mal-
oney, M.K. Mandal, P. Mastrolia, L. Mattiazzi, I. Pesando, A. Pokraka, O. Schlotterer, A. Schwarz,
P. Tourkine, and E. Witten for useful discussions at various stages of this work. This research was
supported in part by Perimeter Institute for Theoretical Physics. Research at Perimeter Institute is
supported by the Government of Canada through the Department of Innovation, Science and Economic
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Section 2
Intersection Numbers of Twisted Differential Forms
In this section we give the definition of intersection numbers of twisted differential forms and study
their general properties. In order to emphasize how much about these objects can be learned by general
arguments, we postpone the bulk of explicit computations until later sections, and here focus mostly
on the relations to geometry and string theory amplitudes. Before doing so, we start by reviewing
topological aspects of moduli spaces on which these twisted differential forms live.2
2.1 Basics of Moduli Spaces of Punctured Spheres
Let us consider the configuration space of n ≥ 3 punctures (marked points) on a genus-zero Riemann
surface Σ ∼= CP1,
M0,n := Confn(CP1)/SL(2,C), (2.1)
where the action of the automorphism group SL(2,C) allows us to fix positions of three punctures,
by convention (z1, zn−1, zn), where zi denotes the position of the i-th puncture. Hence the complex
dimension of M0,n is n−3. More explicitly we can write M0,n as
M0,n = {(z2, z3, . . . , zn−2) ∈ (CP1)n−3 | zi 6= zj for all i 6= j}. (2.2)
We will refer to it as the moduli space of n-punctured Riemann spheres. From now on we identify
zi’s with inhomogeneous coordinates on each CP1. One can show that M0,n is path-connected and
aspherical (also called the Eilenberg–MacLane space of type K(pi, 1)), i.e., the fundamental group
pi1(M0,n) is the only non-trivial homotopy group of M0,n.
The fundamental group is generated by the loops 	ij given by the j-th puncture going around
the i-th puncture in the counter-clockwise direction and returning to its original position without
encircling any other puncture. Clearly they are symmetric, 	ij=	ji, and the inverse of each element
	−1ij corresponds to a loop in the clockwise direction. We define 	ii to be the identity element. In
addition, since any 	ij can be deformed into a composition of n−1 other loops 	−1kj for k 6=i and j
fixed, the dimension of pi1(M0,n) is n(n−3)/2. Equivalently pi1(M0,n) can be described as the braid
group of n distinguishable strands out of which three are held fixed. For example
zi
zj
zk
Σ ΣΣ
zk
zj
zi
(2.3)
represents a braid corresponding to 	ij ◦ 	ik, obtained by composing 	ij in the first step with 	ik in
the second.3
2Note that in several instances we will depart from the notational conventions used in [7, 8].
3The fundamental group of Confn−1(C) is called the pure braid group [40] (sometimes also colored or dyed braid
group depending on a translation from Russian [41]). Using the SL(2,C) quotient to fix three punctures to (0, 1,∞) we
can treatM0,n as the configuration space Confn−3(C\{0, 1}) and use the result on braid groups—such as [41, 42]—with
minimal modifications, cf. [43].
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One of the main tools in studying topological properties of spaces are homology and cohomology
groups. For example, the abelianization of the fundamental group pi1(M0,n) is the 1-st singular
homology group H1(M0,n,Z). The cohomology ring of M0,n with integer coefficients, H∗(M0,n,Z),
was essentially studied in the seminal work of Arnold [41], who showed that it is generated by the
symmetric elements λij , which are the analogues of 	ij , modulo the relations
λijλjk + λjkλki + λkiλij = 0. (2.4)
An explicit realization as differential forms is given by:
λij := d log(zi − zj), (2.5)
where the multiplication is given by the exterior product ∧. Here it is understood that for the fixed
punctures we have dz1=dzn−1=dzn=0. The Poincare´ polynomial of M0,n is given by
P (t) :=
2n−6∑
k=0
tk dimHk(M0,n,Z) =
n−3∏
m=1
(
1 + (m+1)t
)
. (2.6)
In particular, we can read off the dimension of the 1-st cohomology group,
dimH1(M0,n,Z) = 1
2
n(n− 3), (2.7)
which is in agreement with the previous counting for the fundamental group, and by extension also
H1(M0,n,Z).
In the sequel we will be mostly interested in the (n−3)-forms that have correct covariance properties
under the Mo¨bius group transformations. Recall that the action of SL(2,C) on each zi is given by
zi 7→ Azi + B
Czi + D
with AD− BC = 1. (2.8)
Hence (2.5) transform as λij 7→ λij − d log(Czi + D)− d log(Czj + D). Let us introduce the following
SL(2,C)-invariant measure:
dµn :=
∧n
i=1 dzi
vol SL(2,C)
= (z1−zn−1)(zn−1−zn)(z1−zn)
n−2∧
i=2
dzi, (2.9)
where vol SL(2,C) is the conventional notation used to denote a quotient by the action of SL(2,C),
which we stated explicitly in the gauge where (z1, zn−1, zn) are fixed. It transforms as
dµn 7→ dµn
n∏
i=1
(Czi + D)
−2. (2.10)
The simplest SL(2,C)-invariant differential (n−3)-form one can write down is the so-called Parke–Taylor
form [44]:
PT(α) :=
dµn∏n
i=1
(
zα(i) − zα(i+1)
) , (2.11)
where α is a permutation of n labels and we use the cyclic identification α(n+1) = α(1). After taking
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into account reflections, there are (n−1)!/2 distinct Parke–Taylor forms that can be written down.
However, according to (2.6) the dimension of the (n−3)-rd cohomology group with integer coefficients
is
dimHn−3(M0,n,Z) = (n− 2)!, (2.12)
which means that over Z there are exactly (n−2)! linearly-independent (n−3)-forms. A basis of them
can be formed by using (n−2)! Parke–Taylor forms (2.11). The dimension of the cohomology ring
H∗(M0,n,Z) is P (1) = (n−1)!/2. Note that the same results are valid over C.
The moduli space has a natural fibration obtained by forgetting one puncture, M0,n →M0,n−1,
with the fibre being an (n−1)-punctured Riemann sphere, as already hinted at by (2.6). This recursive
nature will be exploited later on for explicit computations and hence we postpone further discussion of
fibre bundles until Section 3.1.
The boundary divisor ∂M0,n :=M0,n\M0,n corresponds to nested configurations in which two
or more particles collide with each other on the Riemann surface. However, these degenerations
are obscured by the coordinate representation (2.2), whose divisor has non-normally-crossing compo-
nents (for example when z1=z2=z3). This problem is alleviated by the use of the Deligne–Mumford
compactification M0,n [24]. We will discuss its specific realization in Section 2.5.
2.2 From Local Systems to Twisted Forms
Let us introduce an additional structure on M0,n given by a representation—for now Abelian—of
its fundamental group,
Lω : pi1(M0,n) → C×. (2.13)
It is called a local system (or a locally-constant sheaf ) [11]. For every path γ ∈ pi1(M0,n) the local system
Lω assigns a non-zero complex number by integrating a closed one-form ω over γ and exponentiating
the result:
γ 7→ exp
∫
γ
ω. (2.14)
Since ω is a closed form, its value depends only on the homotopy class of γ. Let us confirm that the
representation (2.14) has the correct group properties. For every pair of paths γ1, γ2 we have
exp
∫
γ1◦γ2
ω =
(
exp
∫
γ2
ω
)(
exp
∫
γ1
ω
)
, (2.15)
and hence concatenation of paths γ1 ◦ γ2 corresponds to multiplication of the C× coefficients. In
particular, any path contractible to a point has a coefficient 1. Similarly, the coefficient of a path γ−1
is the inverse of that associated to γ.
In this work we consider a particular class of local systems, associated to representations of the
fundamental group pi1(M0,n), given by [7, 8]
ω :=
1
Λ2
∑
1≤i<j≤n
2pi·pj d log(zi − zj). (2.16)
Here to each puncture we associate a Lorentz vector pµi in an arbitrary space-time dimension, contracted
with Minkowski metric in the mostly-plus signature, pi·pj := pµi pνj ηµν (we use Einstein notation for
the contraction of indices). They satisfy momentum conservation
∑n
i=1 p
µ
i = 0. In order to make the
one-form ω dimensionless, we normalized it with a mass scale Λ2 (it might be possible to introduce
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multiple mass scales into the problem, which give rise to different local systems, but for simplicity we
do not consider them here). Unless specified otherwise, we use generic (or non-singular) kinematics,
i.e., one for which the kinematic invariants pi·pj do not satisfy any extra linear relations beyond those
implied by momentum conservation. In particular we allow the momenta to be embedded in four
space-time dimensions, as it only requires that every 5×5 minor of the Gram matrix [pi·pj ] vanishes.
Since in a generic gauge-fixing infinity is not a special point on M0,n, the loop 	∞i where the i-th
puncture goes around infinity is contractible to a point, which implies the condition:
1 = exp
∫
	∞i
ω = exp
(
−4piim
2
i
Λ2
)
, (2.17)
where we used the fact that
∑
j 6=i pi·pj = −p2i =: m2i is the mass squared of the i-th particle. This
requirement imposes the quantization condition on the masses, m2i ∈ Λ2Z/2 for every i. Under these
conditions, there are exactly n(n−3)/2 linearly-independent kinematic invariants 2pi·pj modulo Λ2Z
and hence the Abelian representation of pi1(M0,n) given by (2.14) with (2.16) is faithful. In our
applications we will mostly focus on the cases where all the external particles are massless, mi = 0, or
have the same mass, mi = Λ.
Let us consider a generalization of differential forms to forms with coefficients in the local system Lω
(also called local coefficients). For a differential k-form ϕ ∈ Ωk(M0,n) and a coefficient exp
∫
γ
ω ∈ Lω
we write it as
ϕ⊗ exp ∫
γ
ω ∈ Ωk(M0,n)⊗ Lω, (2.18)
where Ωk(M0,n) denotes the space of smooth k-forms onM0,n, and γ ∈ pi1(M0,n) is an arbitrary path
connecting a fixed point p to the coordinate of ϕ, such that exp
∫
γ
ω is a holomorphic and multi-valued
function on M0,n, while ϕ is single-valued.
In fact, correlation functions of vertex operators in string theory have the form (2.18) before
integrating over the puncture coordinates, see, e.g., [28]. The meaning of (2.18) is that such correlators
are not globally defined, but rather depend on the history of punctures travelling around each other
on the Riemann surface, called the monodromy. For example, the effect of two punctures zi and zj
participating in the loop 	ij is multiplying the correlator by the phase exp
(
4piipi·pj/Λ2
)
. The local
system is a way of encapsulating monodromy properties of such correlation functions. Of course, one
can also define them on the covering space of M0,n, but the local-system description will prove to be
more advantageous for explicit computations.
For the form with local coefficients (2.18) to be well-defined we impose that any ϕ⊗ exp ∫
γ
ω is
SL(2,C)-invariant. Since, using momentum conservation, ω has the transformation property
ω 7→ ω − 2
Λ2
n∑
i=1
m2i d log(Czi + D), (2.19)
it means that ϕ needs to transform in a covariant way:
ϕ 7→ ϕ
n∏
i=1
(Czi + D)
2m2i /Λ
2
. (2.20)
A form ϕ with the above property is said to carry a Mo¨bius weight 2m2i /Λ
2 ∈ Z in the coordinate zi.
One can define k-th cohomology with coefficients in the local system, Hk(M0,n,Lω) [11], which is
the space of closed forms with coefficients in Lω modulo the exact ones (strictly speaking one should
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also impose SL(2,C)-invariance, but we leave it implicit from now on),
Hk(M0,n,Lω) :=
{ϕ⊗ exp ∫
γ
ω ∈ Ωk(M0,n)⊗ Lω | d(ϕ⊗ exp
∫
γ
ω) = 0}
d (Ωk−1(M0,n)⊗ Lω) . (2.21)
However, for our practical purposes we would like to construct a de Rham analogue of this cohomology
group, so that all computations can be done purely on differential forms. Since the definition (2.21)
only depends on the way the differential d acts on forms and Lω, let us analyze this action more closely.
We start by noticing that d acts on a form ξ ∈ Ωk−1(M0,n) with a local coefficient in a γ-independent
way:
d
(
ξ ⊗ exp ∫
γ
ω
)
= dξ ⊗ exp ∫
γ
ω + (−1)k−1ξ ⊗ ω ∧ exp ∫
γ
ω
=
(
dξ + ω ∧ ξ
)
⊗ exp ∫
γ
ω. (2.22)
Thus it is natural to define the Gauss–Manin connection ∇ω := d+ ω∧, which acts just on the forms.
Since ω is closed, it is straightforward to check that the connection is integrable (flat), i.e., ∇2ω = 0.
Hence the quotient in (2.21) translates to a quotient of ϕ by terms of the form ∇ωξ. Repeating the
same exercise for the numerator of (2.21) we find that ϕ should satisfy ∇ωϕ = 0.
Therefore matching the kernels and images of ∇ω we can identify cohomology groups Hk(M0,n,∇ω)
isomorphic to Hk(M0,n,Lω), explicitly given by
Hk(M0,n,∇ω) := {ϕ ∈ Ω
k(M0,n) | ∇ωϕ = 0}
∇ωΩk−1(M0,n) . (2.23)
In other words, it is the space of ∇ω-closed k-forms on M0,n modulo those which are ∇ω-exact. This
space is called the k-th twisted cohomology. Its isomorphism to cohomology with coefficients in the
local system Lω follows essentially from the twisted version of Grothendieck’s comparison theorem [45]
proven by Deligne [25].
Under some non-resonance assumptions—which in our cases translate to generic kinematics—
Aomoto showed that twisted cohomology is concentrated in the middle dimension, i.e., onlyHk(M0,n,∇ω)
for k = dimCM0,n is non-vanishing [14]. In other words, k-forms ϕ satisfying the conditions from
(2.23) do not exist unless k = n−3. This allows us to compute the dimension of the twisted cohomology
purely topologically, since the Euler characteristic of M0,n is related to twisted Betti numbers through
χ(M0,n) =
2n−6∑
k=0
(−1)k dimHk(M0,n,∇ω) = (−1)n−3 dimHn−3(M0,n,∇ω). (2.24)
Here we used the fact that the twisted and topological Euler characteristics coincide, χ(M0,n,Lω) =
χ(M0,n), since Lω is a flat line bundle. The Euler characteristic can be easily obtained from the
Poincare´ polynomial in (2.6) evaluated at t = −1, which gives
χ(M0,n) = (−1)n−3(n− 3)! (2.25)
and therefore we conclude
dimHn−3(M0,n,∇ω) = (n− 3)!. (2.26)
To our knowledge this statement was first stated explicitly in [16]. We will give another derivation in
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Section 3.1.
The elements [ϕ] ∈ Hn−3(M0,n,∇ω) are called twisted cocycles. Throughout this work we will
abuse the notation by writing ϕ ∈ Hn−3(M0,n,∇ω) for any representative of the cohomology class [ϕ],
and refer to ϕ as a twisted differential form, or simply twisted form. Two twisted forms in the same
cohomology class are said to be cohomologous.
In order to constructs invariants between twisted forms one needs a dual space. A natural dual
is given by the cohomology associated to the local system L−ω obtained by sending ω → −ω, since
L−ω ⊗Lω is trivial (monodromy-invariant).4 The duality induces a pairing between twisted forms of
the two types, which will be discussed in the next subsection.
For the sake of clarity let us introduce short-hand notation for the two cohomologies:
Hn−3ω := H
n−3(M0,n,∇ω), Hn−3−ω := Hn−3(M0,n,∇−ω). (2.27)
For twisted forms to be well-defined we also need that they transform with Mo¨bius weights ±2m2i /Λ2
for each zi. Since the twisted cohomologies are concentrated in the middle dimension n−3, it is natural
to take both of them to be holomorphic top forms, i.e., proportional to dµn. Note that in those cases
the ∇±ω-closedness condition is always satisfied. For physical applications we will consider twisted
forms with poles only on the boundary divisor ∂M0,n, i.e., those of the form 1/(zi−zj), as well as poles
at the infinities I. The latter type of poles, happening when zi →∞, are spurious meaning that they
will not contribute to the final result of our computations. The space of rational holomorphic forms
with such properties is called Ωn−3,0(∗∂M0,n∪I). We will denote generic elements of Hn−3±ω which are
also in Ωn−3,0(∗∂M0,n∪I) by ϕ+ and ϕ−. Finally, it is reasonable to impose that ϕ± themselves do
not have kinematic poles involving pi·pj , so that all singularities arise geometrically from the local
system.
At this stage it is instructive to give examples of twisted forms. For instance, when all external
masses are equal, m2i = MΛ
2 for M ∈ Z, we have the following generalization of the Parke–Taylor
forms from (2.11),
dµn∏1±M
m=1
∏n
i=1
(
zαm(i) − zαm(i+1)
) ∈ Hn−3±ω , (2.28)
where each αm is a permutation of n elements. Except for the degenerate case ±M = −1, (n−3)! of
such twisted forms give a basis of their respective cohomology groups. For ±M = −1 a basis has to be
constructed out of twisted forms obtained by a product of SL(2,C)-invariant cross-ratios times dµn.
It is straightforward to verify that the above massive Parke–Taylor forms have the correct Mo¨bius
weights. Notice that for M = 0 the same twisted forms can belong to the two cohomologies Hn−3±ω , even
though they represent distinct cohomology classes.
At this stage let us mention that a lot of the structure of twisted cohomologies on M0,n can be
understood purely combinatorially through the theory of hyperplane arrangements, see, e.g., [46–50].
For instance, by sending one puncture to infinity we can apply the result that the number of bounded
chambers (regions with finite volume) in M0,n(R) equals to the dimension of Hn−3ω [14]. Indeed,
explicit counting gives (n−3)! chambers, cf. [51, 52].5 Based on the combinatorics of the arrangement
4The alternative choice is a pairing between Lω and Lω, which gives rise to integrals in closed string theory, see
Section 2.4.2.
5To be more specific, the characteristic polynomial χA(t) of the Selberg arrangement A defined by the pole locus
of ω (with zn set to infinity) evaluated at t= −1 gives the total number of chambers in M0,n(R) up to a sign,
|χA(−1)| = (n−1)!/2, while |χA(1)| = (n−3)! is the number of bounded chambers, see, e.g., [50] for examples. The
characteristic polynomial is related to the Poincare´ polynomial (2.6) by P (t) = (−t)n−3χA(−1/t) [53].
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of hyperplanes {zi−zj = 0} one can also consistently construct bases of twisted cohomologies known as
the βnbc bases [54].
2.3 Definition and Properties of Intersection Numbers
With the above definitions in place we can finally turn to the main object of our study. Given
two middle-dimensional forms, their most natural pairing is given by the integral∫
M0,n
ϕ− ∧ ϕ+ (2.29)
over the whole moduli spaceM0,n. However, this integral is not well-defined sinceM0,n is not compact
(in particular it does not contain all its limit points and hence is not closed). Moreover, away from the
boundaries ∂M0,n the integrand vanishes, as it is given by a wedge product of two holomorphic forms.
It means that—one way or another—the appropriate regularization of (2.29) will necessarily localize on
∂M0,n. Following [21] we give the natural definition of the intersection pairing between ϕ− and ϕ+ [8].
Definition 2.1. The intersection number of two twisted forms ϕ± ∈ Hn−3(M0,n,∇±ω) is given by
〈ϕ−|ϕ+〉ω :=
1
(−2piiΛ2)n−3
∫
M0,n
ϕ− ∧ ιω(ϕ+), (2.30)
where ιω(ϕ+) ∈ Hn−3c (M0,n,∇ω) denotes a form cohomologous to ϕ+ but with compact support.
Here Hn−3c (M0,n,∇ω) has the same definition as Hn−3(M0,n,∇ω), but with Ωkc (M0,n), the space
of k-forms on M0,n with compact support (that is, those that vanish in the small neighbourhood of
∂M0,n). We will show explicit ways of constructing the map
ιω : H
n−3(M0,n,∇ω) → Hn−3c (M0,n,∇ω) (2.31)
throughout this work. Notice that compactly-supported forms cannot be holomorphic, and hence the
map ιω will have to introduce non-holomorphic contributions near ∂M0,n. These are precisely the
terms that will make the intersection numbers non-vanishing. Of course, (2.30) can be also defined by
imposing compact support on the form ϕ− instead (or at the same time), which yields the same answer.
It is not implausible that a similar result can be obtained by compactifying the moduli space M0,n,
but we will not attempt it here, as the above implementation appears easier to execute technically.
Due to the opposite Mo¨bius weights of ϕ+ and ϕ−, the intersection number is independent of the
SL(2,C) fixing. By definition it is linear in both arguments and satisfies the cohomology relations
〈ϕ−+∇−ωξ |ϕ+〉ω = 〈ϕ−|ϕ++∇ωξ〉ω = 〈ϕ−|ϕ+〉ω (2.32)
for any (n−4)-form ξ. The overall normalization 1/(−2piiΛ2)n−3 is introduced to make the result
non-transcendental (in particular not contain factors of pi) and gives it non-trivial mass dimension.
From the definition (2.30), we have the following symmetry:
〈ϕ−|ϕ+〉ω = 〈ϕ+|ϕ−〉−ω , (2.33)
where on the right-hand side the intersection number is evaluated using −ω instead of ω. Note that
this includes a change of the overall sign by (−1)n−3 due to Λ-dependent normalization in (2.30).
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Let us understand the reason why (2.30) provides an invariant associated to the two twisted
cohomologies. Modding out by ∇−ω-exact terms in ϕ− gives us the equality:
0 =
∫
M0,n
∇−ωξ ∧ ιω(ϕ+)
= (−1)n−3
∫
M0,n
ξ ∧∇ωιω(ϕ+), (2.34)
where the second line is obtained by expanding ∇−ωξ = dξ − ω ∧ ξ followed by integration by parts
and commuting ω through ξ. Boundary terms do not contribute since the integrand has compact
support. The final result implies that ∇ωιω(ϕ+) and hence also ∇ωϕ+ vanish on the level of the
twisted cohomology. This is nothing but the ∇ω-closedness condition on ϕ+. Similar computation
shows that quotient of ϕ+ by ∇ω-exactness implies ∇−ω-closedness of ϕ−. This is precisely the sense
in which the two cohomology groups Hn−3±ω are dual to each other.
One can show that result of (2.30) is a rational function of kinematic invariants pi·pj , external
masses m2i , the mass scale Λ
2, and other physical quantities (such as polarization vectors and colours)
that may enter through ϕ±. It therefore has the correct ingredients to compute tree-level scattering
amplitudes in quantum field theories.
In order to gain intuition about the type of manipulations involved in the evaluation of intersection
numbers let us consider the simplest case for n = 4. In the standard SL(2,C) fixing the moduli space
M0,4 can be written as M0,4 = {z2 ∈ CP1 | z2 6= z1, z3, z4} and has the boundary divisor consisting of
three points, ∂M0,4 = {z1, z3, z4}. For a given ϕ+ ∈ Ω1,0(∗{z1, z3, z4,∞}), its compactly supported
cousin ιω(ϕ+) needs to vanish in a small neighbourhood of each of the three removed points. We
construct this form explicitly as follows:
ιω(ϕ+) = ϕ+ −∇ω
( ∑
i=1,3,4
Θ(ε2 − |z2−zi|2)∇−1ω ϕ+
)
, (2.35)
where Θ(x) is the Heaviside step function equal to 1 for x ≥ 0 and 0 otherwise. Therefore each term
inside the sum has support only on the infinitesimal disk around z2 = zi with radius ε. Notice that
the step function is non-holomorphic. The function ψ := ∇−1ω ϕ+ involves a formal inverse of ∇ω,
which is understood as a solution of the equation ∇ωψ = ϕ+. Since the result is multiplied by a step
function, it is enough to know ψ as a holomorphic expansion around near each z2 = zi, which is given
uniquely by ψi =
∑
k ψi,k(z2−zi)k. By construction, the compactly-supported form ιω(ϕ+) in (2.35) is
cohomologous to ϕ+. Evaluating the action of ∇ω on the terms in the brackets we find
ιω(ϕ+) =
(
1−
∑
i=1,3,4
Θ(ε2 − |z2−zi|2)
)
ϕ+ −
∑
i=1,3,4
δ(ε2 − |z2−zi|2)∇−1ω ϕ+. (2.36)
The first term is obtained by ∇ω acting on ∇−1ω ϕ+ for each term in the sum in (2.35). It is simply a
regularization of ϕ+ which vanishes in an infinitesimal neighbourhood of each component of ∂M0,4
and equal to ϕ+ otherwise. The second term involves a sum over ∇−1ω ϕ+ weighted by Dirac delta
functions localizing the result on the circle around each z2 = zi with radius ε. Therefore the resulting
one-form ιω(ϕ+) has compact support, as required.
After plugging into the Definition 2.1, the terms proportional to ϕ+ in (2.36) vanish, since they
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are wedged with ϕ−. Only the terms involving delta functions survive and hence we find:
〈ϕ−|ϕ+〉ω =
1
2piiΛ2
∑
i=1,3,4
∫
M0,4
δ(ε2 − |z2−zi|2)ϕ−∇−1ω ϕ+
=
1
Λ2
∑
i=1,3,4
Resz2=zi
(
ϕ−∇−1ω ϕ+
)
. (2.37)
As expected, the intersection number localizes as a sum over residues around the boundary components
of ∂M0,4.
The above result means that in order to compute 〈ϕ−|ϕ+〉ω one needs to first find ∇−1ω ϕ+ locally
near each z2 = zi and then evaluate residues around these points. It is precisely due to the ∇−1ω ϕ+
factor that intersection numbers feature combinations of the kinematic invariants (pi+pj)
2+ZΛ2 in
denominators. The evaluation of higher-n intersection numbers is conceptually similar, though the
boundary structure of M0,n becomes more involved and likewise the form of ιω(ϕ+) increases in
complexity. In Section 3 we will exploit the simplicity of the result (2.37) to construct recursion
relations for intersection numbers on a fibration of M0,n into n−3 one-dimensional spaces.
In order to illustrate general properties of intersection numbers let us give the result of computing
(2.37) for a few examples. We start with the case of massless external kinematics and the Parke–Taylor
form ϕ+ = PT(1234). Evaluating ∇−1ω ϕ+ around z2 = z1 we find the expansion:
∇−1ω PT(1234) =
Λ2
(p1+p2)2
+
Λ2(p1+p3)
2
(p1+p2)2 ((p1+p2)2 + Λ2)
(z2−z1)(z3−z4)
(z1−z3)(z1−z4) (2.38)
+
Λ2(p1+p3)
2(z2−z1)2(z3−z4)
(
(z1−z4)
(
(p1+p3)
2−Λ2)+(z1−z3) ((p2+p3)2−Λ2))
(p1+p2)2 ((p1+p2)2 + Λ2) ((p1+p2)2 + 2Λ2) (z1−z3)2(z1−z4)2 + . . . .
Here the leading order has a simple pole in (p1+p2)
2 corresponding to a propagation of a massless
state, while the first subleading term has propagators with mass 0 and Λ, the second subleading has 0,
Λ,
√
2Λ, etc. By symmetry, around z2 = z3 the expansion takes a similar form, but with poles in the
(p2+p3)
2-channel,
∇−1ω PT(1234) = −
Λ2
(p2+p3)2
+
Λ2(p1+p3)
2
(p2+p3)2((p2+p3)2 + Λ2)
(z2−z3)(z1−z4)
(z1−z3)(z3−z4) + . . . , (2.39)
while around z2 = z4 we have:
∇−1ω PT(1234) = −
Λ2
(p1+p3)2 + Λ2
(z2−z4)(z1−z3)
(z1−z4)(z4−z3) + . . . . (2.40)
This time the expansion starts at the subleading order as a consequence of PT(1234) not having a
pole at z2 = z4. Correspondingly, the massless pole in the kinematic variable (p2+p4)
2 = (p1+p3)
2 is
absent.
Plugging the above expansions into (2.37), say with ϕ− equal to the same Parke–Taylor form we
find: 〈
dµ4
z12z23z34z41
∣∣∣∣ dµ4z12z23z34z41
〉
ω
=
1
(p1+p2)2
+
1
(p2+p3)2
. (2.41)
Here we used the notation zij := zi−zj . This result exemplifies a general feature of intersection
numbers: they organize themselves into Feynman diagrams with simple poles in the kinematic variables.
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Consider another example obtained by changing ϕ−:〈
dµ4
z12z24z43z31
∣∣∣∣ dµ4z12z23z34z41
〉
ω
= − 1
(p1+p2)2
, (2.42)
which suggests that kinematic poles can appear in the intersection number when the two twisted forms
share poles in the moduli space. This is already clear from (2.37) and the above solutions of ∇−1ω ϕ+:
since ∇−1ω decreases the degree of the pole by one, each residue can be non-zero only if the degrees of
the poles of ϕ± add up to at least two. Notice that in the above example there are two poles which
are shared: in z1−z2 and z3−z4. These are however the same singularities from the point of view of
M0,n and correspond to the Riemann surface becoming an infinitely long tube with punctures z1, z2
on one side of the throat and z3, z4 on the other. In our SL(2,C) fixing, we manifested the fact that
there are only three types of possible singularities coming from degeneration when z2 approaches one
of {z1, z3, z4}. Thus we find only one Feynman diagram contributing to the intersection number.
Let us consider an example with double poles in the twisted form ϕ−:〈
dµ4
z213z
2
24
∣∣∣∣ dµ4z12z23z34z41
〉
ω
=
1
(p1+p3)2 + Λ2
. (2.43)
Here the presence of a double pole induced a propagation of a massive state in the (p1+p3)
2-channel
with mass Λ coming from (2.40). By the relation (2.33) exchanging ϕ− and ϕ+ would produce tachyonic
poles. Let us see another example with double poles in ϕ+:〈
dµ4
z12z23z34z41
∣∣∣∣ dµ4z212z234
〉
ω
=
(p1+p3)
2
(p1+p2)2 ((p1+p2)2 − Λ2) . (2.44)
This time we find not only a massless state, but also a tachyon with mass iΛ, being exchanged in
the (p1+p3)
2-channel. A general rule of thumb is that introducing higher-degree poles to ϕ− allows
for a propagation of more-massive states, while higher-degree poles in ϕ+ produces more-tachyonic
propagators.
When all four external states have mass Λ the simplest intersection number reads〈
dµ4
∣∣∣∣ dµ4(z12z23z34z41)2
〉
ω
=
1
(p1+p2)2 + Λ2
+
1
(p2+p3)2 + Λ2
. (2.45)
In this case ϕ− does not have any poles other than the spurious ones at infinity, while ϕ+ has all
consecutive double poles of the form zi−zi+1. The resulting intersection number has massive states
propagating in both planar channels. One the level of the local system the singularities are actually
of the same type as in (2.44): 2p1·p2 − Λ2, however now p21 = p22 = −Λ2, and as a consequence the
physical interpretation of this pole changes.
The above examples are by no means exhaustive and were merely supposed to give an intuition
about the objects under study. Further examples of intersection numbers of more general twisted forms
will be given in Section 4.
2.4 Relations to Other Objects
One can learn a great deal about properties of intersection numbers from studying their relations
to other objects, most notably scattering amplitudes in string theory and the Cachazo–He–Yuan (CHY)
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formulation, which is what we consider in this subsection. As our main focus rests on intersection
numbers, the exposition will be brief and more details are left until the Appendix A.
We will make repeated use of the following result, which is elementary but has many important
consequences.
Proposition 2.1. Let U ∼= V ∼= W ∼= X be four isomorphic complex vector spaces, whose non-
degenerate bilinear pairings are normalized such that for every w ∈W there exists η(w) ∈ U for which
〈η(w)|v〉 = 〈w|v〉 and 〈η(w)|x〉 = 〈w|x〉 for all v ∈ V , x ∈ X. Then the bilinears between basis vectors
{ua}dimUa=1 ∈U , {vb}dimVb=1 ∈V , {wc}dimWc=1 ∈W , {xd}dimXd=1 ∈X are related by
〈ua|xd〉 =
dimU∑
b=1
〈ua|vb〉〈w∨b |xd〉, (2.46)
for orthonormal bases {v∨b }dimVb=1 ∈V , {w∨c }dimWc=1 ∈W such that 〈w∨c |vb〉 = 〈wc|v∨b 〉 = δcb. Alternatively,
this result can be states as
〈ua|xd〉 =
dimU∑
b,c=1
〈ua|vb〉Sbc 〈wc|xd〉, (2.47)
where S is a (dimU)×(dimU) matrix with entries Scb := 〈w∨c |v∨b 〉, while its inverse S−1 has entries
S−1cb := 〈wc|vb〉.
Proof. Since U ∼= W we can express any ua ∈ U in terms of a basis {η(wc)}dimUc=1 ∈ U as
ua =
dimU∑
c=1
αac η(wc) (2.48)
for some coefficients αac ∈ C. Projecting with 〈 • |vb〉 and solving for αac we find
αac =
dimU∑
b=1
〈ua|vb〉Sbc. (2.49)
Plugging back into (2.48) and projecting with 〈 • |xd〉 gives the required result (2.47). Applying this
result to U = W , X = V with orthonormal sets of bases we obtain
〈w∨c |v∨b 〉 =
dimU∑
a,e=1
〈w∨c |va〉Sae〈we|v∨b 〉 = Scb. (2.50)
Finally, using (2.47) with wc ↔ w∨c gives Sbc = δbc and hence (2.46).
In our applications the vector spaces will be various twisted homology and cohomology groups,
whose dualities will imply a web of relations between different physical objects, such as intersection
numbers, string theory amplitudes, etc. One can think of the Proposition 2.1 as describing different
ways of inserting identity operators, 〈ua|xd〉 = 〈ua|I|xd〉 [8], for instance with
I =
dimU∑
b,c=1
|vb〉Sbc 〈wc|. (2.51)
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The assumption about consistent normalization is only important for the overall constant multiplying
the right-hand side to be one. It is satisfied for all the pairings we will consider, except for the
intersection number (2.30) itself, which we normalized by an additional factor of 1/(−2piiΛ2)n−3 for
other reasons. It can be easily accounted for by inserting overall factors of (−2piiΛ2)n−3 wherever
necessary.
2.4.1 Open-String Amplitudes
Genus-zero scattering amplitudes in open string theory can be understood in the language of
local systems as follows [7]. We introduce the (n−3)-rd homology with coefficients in the local system
(or twisted homology), Hn−3(M0,n,Lω). Its elements are given by the topological middle-dimensional
cycles, e.g., those corresponding to insertions of punctures on the circle RP1 ⊂ CP1 with an ordering α.
For simplicity of notation we can fix zn to infinity and α(n)=n to write such integration cycles ∆(α) as
∆(α) := {(z2, z3, . . . , zn−2) ∈ Rn−3 | zα(1) < zα(2) < · · · < zα(n−1)}. (2.52)
In order to construct elements of the twisted homology one also needs to specify local coefficients
exp
∫
γ
ω. For example, we can pick a continuous family of γ’s that connect an arbitrary point p with
to points in ∆(α). The choice of p only affects the overall phase of the local coefficient and we fix it be
the so-called Koba–Nielsen factor [26, 55]:
∆(α)⊗KN := ∆(α)⊗ eipiφ(α)
∏
1≤i<j≤n
(zi − zj)2α′pi·pj (2.53)
Here the phase φ(α) is chosen such that the local coefficient is real-valued everywhere on ∆(α), or in
other words, equal to
∏
i<j |zi−zj |2α
′pi·pj , where the vertical lines denote the absolute value. Notice
that we identified the mass scale 1/Λ2 with inverse string tension parameter α′, which is conventional
in string theory. The twisted cycle given in (2.53) is technically an element of the locally-finite twisted
homology Hωn−3 := H
lf
n−3(M0,n,Lω) since it is non-compact. More details on homology with coefficients
in the local system are given in the Appendix A.
The above twisted homology is Poincare´ dual to the twisted cohomology Hn−3ω by the following
pairing:
〈∆(α)⊗KN |ϕ+〉 :=
∫
∆(α)
KN ϕ+. (2.54)
This is the open string amplitude. Here the Koba–Nielsen factor arises as the plane-wave part of
the correlation function of vertex operators, while the remainder of the correlator (together with the
integration measure) is called ϕ+. The above integral is only defined formally, as it does not generically
converge for physical scattering processes. This is a major challenge for explicit computations of
open-string integrals (2.54), in particular because kinematic limits cannot be commuted with the
integration. Aspects of analytic continuation of (2.54) are discussed in the Appendix A.
The number of linearly-independent integrals of the type (2.54) is exactly ((n−3)!)2, given that
dimensions of both Hωn−3 and H
n−3
ω are (n−3)! [16]. In order to put this fact to use we apply
Proposition 2.1 with U=Hωn−3, V=X=H
n−3
ω , and W=H
n−3
−ω , giving a decomposition formula expressing
the integral (2.54) in terms of an arbitrary basis of integrals over twisted forms ϕ+,a:
∫
∆(α)
KN ϕ+ =
(n−3)!∑
a=1
〈Φ∨−,a |ϕ+〉ω
∫
∆(α)
KN Φ+,a. (2.55)
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One can make use of it in efficient computations of open-string amplitudes. In particular, specializing
to the massless case and choosing the basis {Φ+,a}(n−3)!a=1 ∈ Hn−3ω on the right-hand side to consists of
Parke–Taylor forms, there exist algorithmic methods of expanding the corresponding integral around
the low-energy limit [56, 57]. In this case the dual basis {Φ∨−,a}(n−3)!a=1 ∈ Hn−3−ω is given by [35, 36]:
PT(α)∨ :=
dµn
(zα(1)−zα(n−1))(zα(n−1)−zα(n))(zα(1)−zα(n))
n−2∏
i=2
i−1∑
j=1
(pα(i)+pα(j))
2
zα(i)−zα(j)
zα(j)−zα(n)
zα(i)−zα(n) . (2.56)
The two bases are orthonormal in the sense that for (n−3)! permutations α̂, β̂ of the labels (2, 3, . . . , n−2)
they satisfy
〈PT(1, α̂, n−1, n)∨ |PT(1, β̂, n−1, n)〉ω = δα̂β̂ , (2.57)
which will be confirmed later on by direct computation. Note that the orthonormality might not
hold for other choices of permutations. We will construct alternative pairs of orthonormal bases in
Section 3.3. There exists a natural homological counterpart of the decomposition (2.55), which allows
for expanding open-string integrals in a basis of twisted cycles [7].6
For completeness and later reference, let us mention an alternative way of decomposing the integral
(2.54) which follows from Proposition 2.1,
∫
∆(α)
KNϕ+ =
(n−3)!∑
a,b=1
(∫
∆(α)
KN Φ+,a
)
Cab 〈Φ−,b |ϕ+〉ω, (2.58)
where Cab := 〈Φ∨−,a |Φ∨+,b〉ω or alternatively C−1ab = 〈Φ−,a |Φ+,b〉ω. In the special case when the
kinematics is massless and all Φ−,a, Φ+,b are Parke–Taylor forms, the intersection matrix C is often
referred to as the field-theory KLT matrix [60, 61]. Various closed-form expressions and recursions were
obtained in [60–64] by other means. In such cases, Mafra, Schlotterer, and Stieberger found that when
the left-hand side of (2.58) is a superstring amplitude, 〈Φ−,b |ϕ+〉ω on the right-hand side coincides
with super Yang–Mills amplitudes without any α′ corrections [35], see also [36, 37, 65].
Using the definitions given in (2.30) and (2.54) one can prove directly that the low-energy limits,
α′ → 0 (or equivalently Λ→∞, in which massive modes decouple), of intersection numbers and open
string amplitudes coincide. Note that whenever we talk about low-energy limit we specialize to massless
external states. As a shortcut, let use the result of [36], who showed that
lim
α′→0
〈∆(1, α̂, n−1, n)⊗KN |PT(1, β̂, n−1, n)∨〉 = 1
(α′)n−3
δα̂β̂ , (2.59)
up to a sign. After plugging it into the right-hand side of (2.55) and taking the low-energy limit we
obtain the anticipated relation
lim
α′→0
(α′)n−3
∫
∆(α)
KNϕ+ = lim
α′→0
〈PT(α) |ϕ+〉. (2.60)
We will improve upon this result in Section 2.5.
6In fact, the above consideration can be applied to a wide variety of integrals, such as Feynman multi-loop integrals.
Recent explorations into this topic were given in [58, 59].
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2.4.2 Closed-String Amplitudes
In a similar fashion, scattering amplitudes of closed strings admit a natural interpretation in terms
of the twisted theory [7]. One can introduce the antiholomorphic counterpart of twisted cohomology,
denoted by Hn−3ω := H
n−3(M0,n,∇ω), whose generic element we will call ϑ+. It is isomorphic to
Hn−3ω by the pairing
〈ϑ+|ϕ+〉 :=
∫
M0,n
|KN|2 ϕ+ ∧ ϑ+, (2.61)
where |KN|2 the modulus squared of the Koba–Nielsen factor, |KN|2 := ∏i<j(|zi−zj |2)2α′pi·pj , which
is single-valued on the whole moduli space. Here we made use of the fact that closed string correlator
factorizes holomorphically into left- and right-moving contributions, ϕ+ and ϑ+ respectively. As
with the case of open string amplitudes, the integral (2.61) is defined only formally and needs to be
regularized before its evaluation. Analytic continuation of (2.61) and more details behind the definition
of Hn−3ω are given in the Appendix A.
Naturally, there are only ((n−3)!)2 linearly-independent pairings of the form (2.61). We can
put this statement to use by applying the Proposition 2.1 twice: first with U=Hn−3ω , V=X=H
n−3
ω ,
W=Hn−3−ω , and then with U=W=H
n−3
ω , V=H
n−3
−ω (with the obvious definition), X=H
n−3
ω , to obtain
the decomposition formula:
∫
M0,n
|KN|2 ϕ+ ∧ ϑ+ =
(n−3)!∑
a,b=1
〈ϑ+|Θ∨−,a〉ω 〈Φ∨−,b|ϕ+〉ω
∫
M0,n
|KN|2 Φ+,b ∧Θ+,a (2.62)
in terms of arbitrary bases {Θ+,a}(n−3)!a=1 ∈ Hn−3ω and {Φ+,b}(n−3)!b=1 ∈ Hn−3ω of twisted forms. Recall that
the orthonormality condition means 〈Θ+,a|Θ∨−,b〉ω = 〈Φ∨−,a|Φ+,b〉ω = δab. Here the antiholomorphic
intersection numbers have a definition analogous to that in (2.30). Since for real kinematics we have
L±ω ∼= L∓ω, they can be expressed in terms of the holomorphic ones as follows:
〈ϑ+|ϑ−〉ω = 〈ϑ−|ϑ+〉ω. (2.63)
Note the exchange of ϑ+ and ϑ− on the right-hand side. Let us mention that (2.62) can be alternatively
expressed in terms of the intersection matrices (and/or their inverses) in a way analogous to (2.58).
Closed-string amplitudes can be also homologically split using the Proposition 2.1 with U=Hn−3ω ,
V=Hωn−3, W=H
ω
n−3, X=H
n−3
ω , in terms of two copies of open-string integrals and intersection numbers
of twisted cycles.7 One of the most important applications of homological splitting are the KLT relations
[39], which are obtained as follows. Specializing to the case of integration cycles ∆(α) we obtain∫
M0,n
|KN|2 ϕ+ ∧ ϑ+ =
∑
α,β
(∫
∆(α)
KN ϑ+
)
Hαβ
(∫
∆(β)
KN ϕ+
)
, (2.64)
where the sum goes over two sets of (n−3)! permutations of n labels. The (homological) intersection
matrix, often called the string-theory KLT matrix, and its inverse are given by
Hαβ = 〈∆(α)∨ ⊗KN |∆(β)∨ ⊗KN〉, H−1αβ = 〈∆(α)⊗KN |∆(β)⊗KN〉. (2.65)
7Let us remark that homological splitting is a rather generic property of two-dimensional conformal field theories, see,
e.g., [17, 66–70]. Another example is the partition function of SL(2,C) Chern–Simons theory which can be written as a
quadratic combination of the SU(2) Chern–Simons contributions weighted by intersection numbers [71].
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Further discussion and explicit examples can be found in [7] and the Appendix A.
As in the open-string case, the field-theory limit of closed string amplitudes is governed by
intersection numbers of twisted forms. One way to make it apparent is to use the results of [36], which
imply
lim
α′→0
〈PT(1, α̂, n−1, n) |PT(1, β̂, n−1, n)∨〉 =
(−2pii
α′
)n−3
δα̂β̂ , (2.66)
up to a sign. Plugging it on the right-hand side of (2.62) and taking the low-energy limit we find
lim
α′→0
(−α′
2pii
)n−3∫
M0,n
|KN|2 ϕ+ ∧ ϑ+ = lim
α′→0
∑
α̂
〈PT(1, α̂, n−1, n) |ϕ+〉ω 〈PT(1, α̂, n−1, n)∨ |ϑ+〉ω,
(2.67)
where we also applied (2.63). Note that the sum does not generically simplify under Proposition 2.1
since the Parke–Taylor forms and their duals are both on the left-hand side of the intersection pairings.8
This result will be reconsidered in Section 2.5.
2.4.3 Scattering Equations
Building up on the work on twistor string theory by Witten and others [72–76], Cachazo, He, and
Yuan proposed formulae for scattering amplitudes of massless quantum field theories in arbitrary
space-time dimension [30, 77]. They take the form of localization integrals on M0,n supported on a
finite set of solution of the so-called scattering equations [29]:
n∑
j=1
j 6=i
2pi·pj
zi − zj = 0 (2.69)
for i = 1, 2, . . . , n (by SL(2,C)-invariance only n−3 of them are linearly independent). Here we consider
only massless kinematics, i.e., m2i = 0 for all i. Scattering equations appeared before in the context of
string theory in [78–82]. They have the following interpretation.
Let us consider the moduli space M0,n furnished with a “height function” given by <
∫
ω, or
explicitly
<∫ ω = <( ∑
1≤i<j≤n
2pi·pj log(zi−zj)
)
, (2.70)
which associates a real number to each point in M0,n. It is called a Morse function, see Figure 2.1 for
an example. Notice that it is single-valued, and hence globally defined, when the kinematics is real.
Denoting coordinates on the space M0,n×R by (z2, z3, . . . , zn−2, τ), we can consider the following pair
of symplectic forms labelled by a sign:
$± = i gjk dz
j ∧ dzk ± d (=∫ ω) ∧ dτ, (2.71)
8An alternative way of computing the low-energy limit of closed string integrals is by using
lim
α′→0
(−α′
2pii
)n−3∫
M0,n
ιω(ϕ+) ∧ ϑ+, (2.68)
where ιω(ϕ+) has compact support, which allows us to send |KN|2 → 1 inside the integrand. Notice that in contrast with
the intersection numbers, the integrand involves both holomorphic and antiholomorphic forms, and hence its singularity
structure is different before taking the α′ → 0 limit.
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Figure 2.1. Example Morse function for n=4. Here we fixed (z1, z3, z4) = (0, 1, 2) and used massless kinematics
with p2·p1 < 0 and p2·p3, p2·p4 > 0. The paths of steepest descent J1 and ascent K1 (indicated in white) extend
from the only critical point located at z∗2 = 2p2·p1/p2·(2p1+p3).
where the first term is the Ka¨hler form associated to the complete positive-definite metric ds2 =
gjk(dz
j ⊗ dzk + dzk ⊗ dzj) on M0,n. By varying $± with respect to dzj and dzk we obtain the
Hamiltonian flow equations:
dzk
dτ
= ±gjk ∂ <
∫
ω
∂zj
,
dzj
dτ
= ±gjk ∂ <
∫
ω
∂zk
(2.72)
with the conserved Hamiltonian =∫ ω obtained by varying with respect to dτ . Here we used ∂=∫ ω/∂zj =
−i ∂<∫ ω/∂zj and ∂=∫ ω/∂zk = i ∂<∫ ω/∂zk. In addition, along any trajectory of the vector field
defined by (2.72) we have:
d<∫ ω
dτ
=
n−2∑
j=2
∂ <∫ ω
∂zj
dzj
dτ
+
n−2∑
k=2
∂ <∫ ω
∂zk
dzk
dτ
= ±2gjk ∂ <
∫
ω
∂zj
∂ <∫ ω
∂zk
. (2.73)
The right-hand side has a definite sign. Therefore the value of the Morse function <∫ ω is always
increasing (decreasing) along any non-constant flow in the + (−) case. In particular, the flow reaches
its minimum (maximum) when the right-hand side vanishes, i.e., when ω = 0, or equivalently (2.69).
Note that by Cauchy–Riemann equations the critical points of
∫
ω and its real part (2.70) are the same.
Let us assume that each such critical point is isolated and non-degenerate. Since
∫
ω is holomorphic,
a complex version of the Morse lemma implies that there exist local coordinates (w2, w3, . . . , wn−2)
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around each critical point in which it has the expansion
∫
ω =
∫
ω
∣∣
wi=0
+
n−2∑
i=2
w2i + . . . . (2.74)
Taking its real part and treating M0,n as a real manifold with coordinates wj = xj + iyj we find
<∫ ω = <∫ ω ∣∣
wi=0
+
n−2∑
i=2
x2i −
n−2∑
i=2
y2i + . . . , (2.75)
which means that the Morse function has a shape of a saddle near the critical point, i.e., it has exactly
n−3 independent directions in which it decreases and n−3 in which it increases. One says that it has a
Morse index n−3. Denoting the number of critical points with a Morse index λ by Mλ we have the
following equality [83]:
χ(M0,n) =
2n−6∑
λ=0
(−1)λ Mλ = (−1)n−3 Mn−3, (2.76)
where we used the fact that all Mλ for λ 6= n−3 vanish. Using the value of the Euler characteristic
computed before we find that there are exactly (n−3)! critical points. In fact, this argument was first
given by Aomoto to prove the dimension of twisted cohomology groups and construct their bases in
[14, 16]. The counting was also obtained in [29, 84] by direct computation.
One may wonder what happens upon the inclusion of external masses, m2i 6= 0. In this case the
Morse function (2.70) is not generic near the infinites of M0,n and thus the above arguments do not
apply (more specifically one should require that the pole locus of ω coincides with the divisor ofM0,n).
In the massive case (2.70) is in fact not even well-defined on M0,n since it is not SL(2,C)-invariant.
These issues can be alleviated by fixing one of the punctures to infinity. At any rate, we will see shortly
that localization of intersection numbers on the critical points will require taking the massless limit.9
The middle-dimensional submanifold of M0,n generated by the downward (upward) flow and
passing through the a-th critical point is called the path of steepest descent Ja (steepest ascent Ka).
Examples of these paths and further discussion of Morse theory is given in Appendix A. For more
general background on Morse (or Picard–Lefschetz) theory see, e.g., [23, 71, 83].
Using the above construction one can prove that CHY formulae are special cases of intersection
numbers in the limit where the internal and external kinematics becomes massless, Λ2 → 0 (recall that
it also implies m2i → 0 for all i) [8]. We start by applying Proposition 2.1 with U=Hn−3−ω , V=H−ωn−3,
W=Hωn−3, X=H
n−3
ω to write:
〈ϕ−|ϕ+〉ω = 1
(2piiΛ2)n−3
(n−3)!∑
a=1
(∫
Ka
KN−1ϕ−
)(∫
Ja
KNϕ+
)
. (2.77)
Here we used the fact that {Ja}(n−3)!a=1 and {Ka}(n−3)!a=1 provide natural orthonormal bases of twisted
homologies, namely
〈Ja ⊗KN | Kb ⊗KN−1〉 = δab, (2.78)
since for a = b they intersect at the a-th critical point and for a 6= b they do not intersect at all. The
9In certain restricted cases that exploit planarity one can also treat massive momenta as massless ones in higher
space-time dimension, which allows for the use of scattering equations [85–88], cf. the discussion in Section 2.6.
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orientations and branches of KN = exp
∫
γ
ω and KN−1 = exp−∫
γ
ω are arbitrary as long as they cancel
at the critical points. Note that the precise shape of Ja and Ka will not be needed in our derivation.
Crucially, the choice of steepest descent and ascent paths means that the right-hand side of (2.77)
always converges, and hence we can study the asymptotic behaviour as Λ→ 0 (or equivalently α′ →∞).
Note that the role of Ja and Ka switches between Hωn−3 and H−ωn−3. The leading order comes from the
saddle point approximation, see, e.g., [89], which up to an overall sign is given by
lim
Λ→0
〈ϕ−|ϕ+〉ω = 1
(2piiΛ2)n−3
(n−3)!∑
a=1
(√
(2pi)n−3
det
[
∂2
∫
ω/∂zi∂zj
]KN−1 lim
Λ→0
ϕ̂−
)
zi=z
(a)
i
×
(√
(2pi)n−3
det
[−∂2∫ ω/∂zi∂zj]KN limΛ→0 ϕ̂+
)
zi=z
(a)
i
. (2.79)
Here each integral localizes on a saddle point, whose position is denoted by (z
(a)
2 , z
(a)
3 , . . . , z
(a)
n−2). Recall
the notation ϕ̂±dn−3z := ϕ±. Since on the saddle point we have KN×KN−1 = 1 and the Hessians
combine, we can rewrite this limit more concisely as
lim
Λ→0
〈ϕ−|ϕ+〉ω = 1
(−Λ2)n−3
(n−3)!∑
a=1
1
det
[
∂2
∫
ω/∂zi∂zj
] lim
Λ→0
ϕ̂− ϕ̂+
=
1
(−Λ2)n−3 Resω=0
(
limΛ→0 ϕ− ϕ̂+∏n−2
i=2 ωi
)
, (2.80)
up to a sign. In the second line we rewrote it as the CHY formula localizing on the solutions of
the scattering equations [30], where ω =:
∑n−2
i=2 ωidzi. To emphasize the massless limit, Λ → 0, we
explicitly kept it acting on the twisted forms, though in practice they usually have homogeneous scaling
in Λ. We will additionally see in Section 2.5 that when the twisted forms are logarithmic, the relation
between their intersection number and CHY formula becomes exact.
We warn the reader that for twisted forms ϕ± with non-simple poles the CHY formula generally
produces unphysical (non-unitary) kinematic poles, which are not present in intersection numbers, as
is already clear from the Λ→ 0 limit of (2.44).
One can restate the above formulae by defining the massless limit, Λ→ 0, of the twisted cohomolo-
gies Hn−3±ω ∩ Ωn−3,0(∗∂M0,n), which both degenerate to
Hn−3,0(M0,n, ω∧) := Ω
n−3,0(∗∂M0,n)
ω ∧ Ωn−4,0(∗∂M0,n) . (2.81)
Self-duality of this cohomology group is given by the CHY integral (2.80), understood as a limit of
the intersection number from (2.30). Cohomology groups of this type are important in the study of
combinatorial and algebraic properties of hyperplane arrangements and braid groups [47, 49, 53, 90].
One can also construct other proofs of the localization on the support of scattering equations. For
instance, at n = 4 we can use the residue formula for intersection numbers (2.37) together with the
fact that ∇−1ω ϕ+ → ϕ̂+/ω2 in the massless limit to find:
lim
Λ→0
〈ϕ−|ϕ+〉ω = 1
Λ2
∑
i=1,3,4
Resz2=zi
(
limΛ→0 ϕ− ϕ̂+
ω2
)
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= − 1
Λ2
Resω=0
(
limΛ→0 ϕ− ϕ̂+
ω2
)
, (2.82)
where in the second line we used the fact that ϕ± have only poles on ∂M0,n, which allowed us to
enclose the remaining pole at ω2 = 0 by the residue theorem. Similar derivations can be repeated at
higher-n, though the details become considerably more complicated, cf. [85], which is why the proof
using Morse theory is the preferred one.
Tempting as it might be, computation of intersection numbers by expanding the right-hand side
of (2.77) around the saddle points does not seem practical, especially given limited understanding of
the asymptotic methods for higher-dimensional integrals at subleading orders [91–94]. In fact, already
the localization formula (2.80) is not practical for direct computations beyond n ≤ 5, since by the
Abel–Ruffini theorem positions of the saddle points cannot be determined analytically. There has
been considerable progress in solving the scattering equations numerically [29, 51, 95–104], as well as
evaluating the CHY formula without solving them explicitly [85, 96, 105–127]. In Section 3 we will
present recursion relations for intersection numbers which—in the massless limit—allow to evaluate
CHY formulae analytically.
2.5 Logarithmic Forms, Boundaries, and Dihedral Coordinates
Ever since the work of Deligne [25] it has been appreciated that differential forms with logarithmic
singularities play a special role in the theory of complex manifolds (see also [128]), and those relevant
for scattering amplitudes are certainly no exception.10
Recall that a form on M0,n is called logarithmic if it has at most simple poles along the boundary
divisor ∂M0,n. The standard way of constructing such logarithmic forms is to consider a wedge of
n−3 building blocks λij = d log(zi − zj) such that the set of edges connecting the labels i, j forms a
tree, see, e.g., [16, 131]. Note that having simple poles in zi−zj is a necessary but not a sufficient
condition for logarithmicity. However, neither the degree nor the position of poles are preserved under
cohomology relations. In fact, any (massless) twisted form can be brought into a logarithmic form by
the basis decomposition formula (2.55), at a cost of introducing possible explicit dependence on 2pi·pj
and Λ2. For instance, twisted forms in bosonic string theory are non-logarithmic, but are cohomologous
to logarithmic forms with kinematic poles of the type (pi+pj)
2−Λ2, thus signalling propagation of a
tachyon.
As discussed in Section 2.2, SL(2,C)-invariance implies that logarithmic twisted forms are only
allowed when the external states are massless, which is the case we will focus on in this subsection. We
will see explicitly that this special class of forms also corresponds to all internal states being massless.
Since logarithmic forms are defined by their behaviour near ∂M0,n, we first need to study the
boundary structure of the moduli space. The standard way of understanding it is through the Deligne–
Mumford compactification M0,n [24], which includes nodal surfaces as the limiting configurations in
which two or more punctures coalesce on the Riemann surface. Beyond n=4 this cannot be achieved
in a global set of coordinates—such as (z2, z3, . . . , zn−2) used so far—and one needs to find local
coordinates suitable for studying each degeneration. This procedure is known as an (iterated) blow-up.
Here we follow the construction of Brown [27], who introduced an open covering of the compactified
moduli space with certain subspaces Mδ0,n ⊂M0,n we will describe now.
For the sake of simplicity let us first consider the case when δ is the canonical permutation of n
10This statement extends to scattering amplitudes computed on spaces other than Mg,n, see, e.g., [129, 130].
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labels, δ = (12 · · ·n), and introduce the SL(2,C)-invariant cross-ratios:
uij :=
(zi − zj+1)(zi+1 − zj)
(zi − zj)(zi+1 − zj+1) . (2.83)
These are in fact the variables in which the original Koba–Nielsen integrals were defined [26]. Let us
consider the set χδ of all possible chords of an n-gon with vertices ordered according to δ. There are
n(n−3)/2 of them. To each chord {i, j} ∈ χδ extending from the i-th to j-th vertex we associate the
cross-ratio uij . One can show that all identities between such variables are given by constraints of the
form: ∏
p≤i<q
r≤j<s
uij +
∏
q≤k<r
s≤`<p
uk` = 1, (2.84)
for any choice of distinct labels p, q, r, s. Note that the inequalities above are defined in the cyclic
sense. The identities (2.84) reduce the number of independent cross-ratios to n−3 and define the
space Mδ0,n [27]. Note that there are multiple ways of choosing the independent variables. They can
be classified by Cn−2 = 1n−1
(
2(n−2)
n−2
)
triangulations of an n-gon with n−3 chords, where Ck is the
k-th Catalan number. The set of uij ’s corresponding to such a choice defines dihedral coordinates
on the moduli space, and the hypersurfaces {uij = 0} correspond to its codimension-one boundaries.
Higher-codimension boundaries are obtained by intersection of these hypersurfaces and in particular
the maximal-codimension boundaries (Cn−2 vertices of ∂Mδ0,n) are given by⋂
{i,j}∈Tn
{uij = 0}, (2.85)
each labelled by a triangulation Tn of the n-gon. The whole boundary divisor ∂M0,n is obtained by
stitching together ∂Mδ0,n for (n−1)!/2 inequivalent permutations δ (modulo the dihedral group). Note
that the definition of uij and constraints (2.84) need to be changed for each different choice of ordering
δ. There is certain redundancy in covering of M0,n with copies of Mδ0,n: for example each of the
(2n− 5)!! vertices is covered 2n−3 times. We refer the reader to [27] for more details on the dihedral
extension of the moduli space (see also [36, 132–134] for other relevant literature).
In order to understand physical significance of the dihedral coordinates, let us compute the form of
the local system Lω in these variables. For a given choice of δ we have:
ω =
1
Λ2
∑
{i,j}∈χδ
(pi+1+pi+2+ . . .+pj)
2 d log uij , (2.86)
where the momentum variable could also be written as (pj+1+pj+2+ . . .+pi)
2 by momentum conserva-
tion and hence it does not depend on the orientation of the chord, similarly to uij = uji (all labels are
modulo n). Here we have written the form on the n(n−3)/2-dimensional space spanned by all uij ’s,
which can be projected down to Mδ0,n after imposing (2.84). Note that since (2.84) are in general
non-linear, this might complicate the form of ω, but preserves its singularity properties.
The local system in those variables has a simple meaning in terms of kinematic poles it can produce.
To each chord {i, j} of an n-gon it associates a kinematic pole in (pi+1+pi+2+ . . .+pj)2. One can repeat
this procedure by adding chords that do not cross the previous ones until one obtains a triangulation
of the n-gon with n−3 non-crossing chords. The resulting kinematic pole is that of the corresponding
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trivalent graph:
1
2
3
4 5
6
7
8
 
p1
p2
p3 p4
p5
p6
p7
p8
(2.87)
Let us make the above statements precise by evaluating intersection numbers of logarithmic twisted
forms, which will result in an expression summing over residues around each vertex belonging to ∂M0,n,
or equivalently all trivalent trees.11 Our derivation follows the method of Cho and Matsumoto [21, 22].
Theorem 2.1. When both twisted forms ϕ± are logarithmic, their intersection number evaluates to
〈ϕ−|ϕ+〉ω =
∑
v∈∂M0,n
Resv(ϕ−) Resv(ϕ+)∏n−3
a=1 p
2
Iva
, (2.88)
where the sum goes over all vertices v in the boundary divisor ∂M0,n. For each v, {p2Iva}
n−3
a=1 denotes
the set of factorization channels associated to this vertex.
Proof. The proof proceeds by explicitly constructing the form ιω(ϕ+) ∈ Hn−3c (M0,n,∇ω) cohomologous
to ϕ+ and with compact support along all components of the boundary divisor ∂M0,n. As a consequence,
the integral of ϕ− ∧ ιω(ϕ+) over M0,n will localize on the maximal-codimension components (vertices)
of ∂M0,n. We start with the cases n = 4, 5, from which the general pattern will be clear.
Since M0,4 is one-dimensional, it only has zero-dimensional boundaries, v ∈ ∂M0,4. For the v-th
boundary component we construct the regulating function hv, which equals to 1 in the infinitesimal
neighbourhood Vv of this boundary, equals to 0 on the outside of another infinitesimal neighbourhood
Uv ) Vv, and smoothly interpolates between the two values in Uv\Vv with a topology of an annulus.
We then write:
ιω(ϕ+) = ϕ+ −∇ω
(∑
v
hvψv
)
, (2.89)
which by construction is cohomologous to ϕ+. Here ψv denotes the unique holomorphic solution of
∇ωψv = ϕ+ in the small neighbourhood Uv of the v-th boundary. After acting with ∇ω on the terms
in the bracket we find:
ιω(ϕ+) =
(
1−
∑
v
hv
)
ϕ+ −
∑
v
dhvψv. (2.90)
Clearly both terms vanish in neighbourhoods Vv for every v and hence the form ιω(ϕ+) has compact
support. Let us evaluate ψv for a logarithmic form ϕ+. Denoting the local coordinate around the v-th
11Recall that the residue around v =
⋂
{i,j}∈Tn{uij = 0} is given by an integral over the tubular contour
∧
{i,j}∈Tn
{|uij | = ε}/(2pii), which in our case can be obtained by n−3 consecutive one-dimensional residues, see, e.g., [135].
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boundary by uI , the differential equation ∇ωψv = ϕ+ becomes to leading order:
dψv +
1
Λ2
(
p2I
duI
uI
+ . . .
)
∧ ψv = Resv (ϕ+) duI
uI
+ . . . , (2.91)
where the ellipsis denotes terms subleading in uI , and the residue is around uI = 0. Hence we find:
ψv = Λ
2 Resv (ϕ+)
p2I
+ . . . (2.92)
with subleading terms of order O(uI). Let us plug in (2.90) into the Definition 2.1:
〈ϕ−|ϕ+〉ω = −
1
2piiΛ2
∫
M0,4
ϕ− ∧
((
1−
∑
v
hv
)
ϕ+ −
∑
v
dhvψv
)
(2.93)
The first term vanishes since it is a wedge of two holomorphic forms, while the second term has only
support on the annuli Uv\Vv, which yields:
〈ϕ−|ϕ+〉ω = −
1
2piiΛ2
∑
v
∫
Uv\Vv
d
(
ϕ− ∧ hvψv
)
, (2.94)
where we wrote it as a total differential since dϕ− = dψv = 0. Hence we can use Stokes’ theorem to
localize on ∂(Uv\Vv) = ∂Uv−∂Vv, out of which only the component ∂Vv contributes since hv(∂Vv) = 1,
while hv(∂Uv) = 0. Given that ϕ− is logarithmic we find:
〈ϕ−|ϕ+〉ω =
∑
v
(
1
2pii
∮
∂Vv
ϕ−
)
Resv (ϕ+)
p2I
, (2.95)
which, after writing the term in the brackets as Resv (ϕ−), is the required result for n = 4.
In the case of M0,5, we have one-dimensional boundaries s ∈ ∂M0,5, as well as zero-dimensional
ones v ∈ ∂M0,5, which can be written as v = s ∩ s˜ subject to the compatibility conditions described
above. For each s we introduce the regulating functions hs with a similar definition to those used in
the n=4 case, where now Us, Vs are two-complex-dimensional neighbourhoods of s. We construct the
following two-form cohomologous to ϕ+:
ιω(ϕ+) = ϕ+ −∇ω
(∑
s˜
hs˜
(∑
s≺s˜
dhs ψss˜ +
∏
s≺s˜
(1− hs)ψs˜
))
, (2.96)
where ψs denotes the holomorphic one-form obtained by solving ∇ωψs = ϕ+ in the small neighbourhood
Us (and similarly for ψs˜), while ψss˜ denotes the holomorphic function given by the solution of
∇ωψss˜ = ψs − ψs˜ on Us ∩ Us˜. Here we made use of some auxiliary ordering of the hypersurfaces,
written as s ≺ s˜, in order to make the above expression more concise. Let us confirm that (2.96) has
compact support by first evaluating it on every Us˜\ ∪s6=s˜ Us, where hs = dhs = 0 and hence:
ιω(ϕ+) = (1− hs˜)ϕ+ − dhs˜ ∧ ψs˜, (2.97)
which indeed vanishes on Vs˜ \ ∪s6=s˜Us. Moreover, (2.97) does not contribute to the intersection number
due to the presence of the holomorphic forms ϕ+ and ψs˜ which vanish after wedging with ϕ− in the
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Definition 2.1. Since a similar thing happens for M0,5\ ∪s Us, where ιω(ϕ+) = ϕ+, it remains to check
the regions Us ∩ Us˜ for s 6= s˜. There (2.96) reduces to
ιω(ϕ+) = (1− hs)(1− hs˜)ϕ+ − (1− hs˜)dhs ∧ ψs − (1− hs)dhs˜ ∧ ψs˜ + dhs ∧ dhs˜ ψss˜. (2.98)
On Vs ∩ Vs˜ all terms vanish and therefore the form (2.96) has compact support. The final term in
(2.98) is the only one not containing holomorphic contributions, and hence the intersection number
localizes on the product of annuli (Us\Vs) ∧ (Us˜\Vs˜) around each vertex v = s ∩ s˜ ∈ ∂M0,5. Therefore
we need to evaluate ψs, ψs˜, and ψss˜. As before, using local coordinates uI and uI˜ around s and s˜
respectively, we obtain:
ψs = Λ
2 Ress (ϕ+)
p2I
+ . . . , ψs˜ = Λ
2 Ress˜ (ϕ+)
p2
I˜
+ . . . . (2.99)
Note that they are both one-forms, say in duI˜ and duI respectively. In order to solve ∇ωψss˜ = ψs−ψs˜
we expand both sides around (uI , uI˜) = (0, 0), giving
dψss˜ +
1
Λ2
(
p2I
duI
uI
+ p2
I˜
duI˜
uI˜
+ . . .
)
∧ ψss˜ = Λ2 Resv (ϕ+)
p2
I˜
duI
uI
+ Λ2
Resv (ϕ+)
p2I
duI˜
uI˜
+ . . . , (2.100)
where the residue Resv(ϕ+) denotes Ress˜(Ress(ϕ+)) = −Ress(Ress˜(ϕ+)) in the Leray sense. Thus,
we obtain the solution
ψss˜ = Λ
4 Resv(ϕ+)
p2I p
2
I˜
. (2.101)
Recall that the compatibility condition for s ∩ s˜ to be a vertex is that the labels in I and I˜ are
either disjoint or one is contained within the other. Finally, we can plug all the ingredients into the
Definition 2.1,
〈ϕ−|ϕ+〉ω =
1
(2piiΛ2)2
∑
v=s∩s˜
∫
(Us\Vs)∧(Us˜\Vs˜)
ϕ− ∧ dhs ∧ dhs˜ ψss˜
=
∑
v=s∩s˜
(
1
(2pii)2
∮
∂Vs˜
∮
∂Vs
ϕ−
)
Resv(ϕ+)
p2I p
2
I˜
, (2.102)
where we used the same arguments as in the n=4 case to rewrite the first line as a total derivative and
localize on ∂Vs˜ ∧ ∂Vs after using Stokes’ theorem twice. The term in the brackets equals to Resv(ϕ−)
and hence we obtain the required result for n=5.
The proof strategy in the general-n case is entirely analogous. One starts by constructing the form
ιω(ϕ+) cohomologous to ϕ+, but has compact support near all components of the boundary divisor
∂M0,n. The explicit expression for ιω(ϕ+) can be found in [21] and we will not repeat it here. It suffices
to extract its non-holomorphic component, which, as before, has support only near the vertices v =
H1∩H2∩· · ·∩Hn−3 ∈ ∂M0,n, given by the (n−3)-annuli (UH1\VH1)∧(UH2\VH2)∧· · ·∧(UHn−3\VHn−3),
where Ha denote the hypersurfaces of ∂M0,n. We find
ιω(ϕ+) = dhH1 ∧ dhH2 ∧ · · · ∧ dhHn−3 ψH1H2···Hn−3 + . . . , (2.103)
where the ellipsis denotes holomorphic contributions. In dihedral coordinates (uIv1 , uIv2 , . . . , uIvn−3)
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around v the function ψH1H2···Hn−3 becomes to leading order
ψH1H2···Hn−3 = Λ
2(n−3) Resv(ϕ+)∏n−3
a=1 p
2
Iva
+ . . . . (2.104)
Recall that a compatibility condition requires that all pairs of labels in {Iva}n−3a=1 are either disjoint or
one is contained within the other. After using the Definition 2.1, the result localizes on the (n−3)-tori
around each vertex v ∈ ∂M0,n:
〈ϕ−|ϕ+〉ω =
∑
v=H1∩H2∩···∩Hn−3
(
1
(2pii)n−3
∮
∂VHn−3
· · ·
∮
∂VH2
∮
∂VH1
ϕ−
)
Resv(ϕ+)∏n−3
a=1 p
2
Iva
. (2.105)
This is the formula (2.88).
It is expected that a similar derivation can be made for intersection numbers of non-logarithmic
forms, though more care is required in ensuring that the Laurent expansion of ∇−1ω ϕ+ near each Ha is
valid everywhere along this hypersurface, see, e.g., [59] for some examples.
Notice that for n = 4 as a consequence of ϕ± not having poles in places other than ∂M0,4 =
{z1, z3, z4} in the standard SL(2,C) fixing, the residues in the numerators of (2.88) corresponding to
the (p1+p2)
2-, (p2+p3)
2-, and (p2+p4)
2-channels add up to zero:
Resz2=z1(ϕ±) + Resz2=z3(ϕ±) + Resz2=z4(ϕ±) = 0. (2.106)
This is the moduli space interpretation of the relations found by Bern, Carrasco, and Johansson (BCJ)
called the kinematic Jacobi relations [32]. It would be interesting to investigate the interplay between
the formula (2.88) and BCJ relations further.
There are two important features of the intersection numbers (2.88): they are symmetric under
the exchange ϕ− ↔ ϕ+, and are independent of Λ (assuming ϕ± are). This straight away gives us the
following result.
Theorem 2.2. For logarithmic twisted forms ϕ+ and ϑ+ the low-energy theory limit of open-string
amplitudes is given by
lim
α′→0
(α′)n−3
∫
∆(α)
KNϕ+ = 〈PT(α)|ϕ+〉ω, (2.107)
while the low-energy limit of closed-string amplitudes is given by
lim
α′→0
(−α′
2pii
)n−3∫
M0,n
|KN|2 ϕ+ ∧ ϑ+ = 〈ϑ+|ϕ+〉ω, (2.108)
up to overall signs. Intersection numbers of such twisted forms coincide with the Cachazo–He–Yuan
formula,
(−α′)n−3 Resω=0
(
ϑ+ ϕ̂+∏n−2
i=2 ωi
)
= 〈ϑ+|ϕ+〉ω (2.109)
assuming that ϕ+ and ϑ+ have homogeneous scaling in α
′.
Proof. We identify α′ = 1/Λ2. Around each codimension-one boundary of M0,n the integrals on the
left-hand sides of (2.107) and (2.108) behave as ∼ 1/α′, and hence to leading order in α′ → 0 the
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integrals diverge as ∼ 1/(α′)n−3, which after normalizing by (α′)n−3 is the same scaling as that of
the intersection number of twisted forms. Therefore (2.60) implies (2.107), since PT(α) is logarithmic.
Using (2.67), the symmetry of the intersection pairing, and the fact that PT(α)∨ is logarithmic we
have:
lim
α′→0
(−α′
2pii
)n−3∫
M0,n
|KN|2 ϕ+ ∧ ϑ+ =
∑
α̂
〈ϑ+|PT(1, α̂, n−1, n)∨〉ω 〈PT(1, α̂, n−1, n) |ϕ+〉ω, (2.110)
which after using the Proposition 2.1 with U=W=Hn−3−ω and V=X=H
n−3
ω implies (2.108). Finally,
(2.109) follows from (2.80) and the α′-independence property.
One can also give proofs of the above statements by direct computation of string theory integrals
in the α′ → 0 limit along the lines of those given in the Appendix A.2.12
The results of Theorem 2.2 imply that in logarithmic cases the low-energy behaviour of string
amplitudes is governed by the critical points of the Morse function. It should not be confused with
the high-energy limit, which also localizes on the critical points but is exponentially suppressed and
depends on the direction in which such limit is taken [81, 82].
The above results by no means imply that the low-energy and massless limits only agree in the
logarithmic cases. In fact, in Section 4.1 we will discuss examples of twisted forms that despite being
non-logarithmic give rise to intersection numbers homogeneous in α′, thus extending the result of the
above theorem. As is already clear from dimensional analysis, when intersection numbers become
non-homogeneous in α′ the relationship between low-energy limit of strings amplitudes and the CHY
formalism breaks down. However, following the discussion at the beginning of this section one can
always express twisted forms in terms of logarithmic ones first and then apply the above theorem after
stripping away non-homogeneous terms.
According to the explicit formula (2.88), intersection numbers of logarithmic forms have a simple
geometric interpretation as a sum over trivalent graphs represented as vertices in the moduli space. In
the special case when ϕ± have unit residues (up to a sign), the intersection number can be determined
purely combinatorially. For instance, as is evident from their definition, the massless Parke–Taylor
forms PT(α) have ±1 residues only on the vertices of ∂M0,n corresponding to planar diagrams with
respect to the same permutation α (see, e.g., [7, 136] for their explicit logarithmic representation).
This fact immediately implies that
〈PT(α)|PT(β)〉ω = (−1)w(α|β)+1
∑
T ∈G(α)∩G(β)
1∏
e∈T p2e
, (2.111)
where G(α) is the set of all trivalent trees planar with respect to α and the product in the denominator
goes over kinematic variables {p2e}e∈T associated to each edge e of the tree T . The overall sign can be
fixed by a more careful computations and it turns out to depend on the relative winding number w(α|β)
12An alternative—but equivalent—proof of the equality between the low-energy limit of closed-string amplitudes, the
CHY formalism, and the intersection numbers in the logarithmic case was given in [8] and can be summarized as follows.
Consider the homologically-split form of the closed-string amplitudes from (2.64) with logarithmic forms ϕ+ and ϑ+.
Notice that exchanging KNϑ+ for KN
−1ϑ+ in the open-string integrals only affects the global sign of the leading order
O((α′)3−n) by (−1)n−3, but not its value (it can, and does affect the subleading orders). Since monodromies of Lω are
also that of L−ω for real-valued kinematics, the intersection matrix Hαβ remains unchanged. The result is simply the
homologically-split form of the intersection number 〈ϑ+|ϕ+〉ω, which by the α′-independence property proves (2.108)
and by extension also (2.109).
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between the two permutations [77, 137]. The intersection numbers (2.111) compute colour-ordered
amplitudes in the so-called bi-adjoint scalar theory [77].
In order to illustrate how to use the formula (2.88) in practice, let us finish this subsection by
proving that PT(1, α, n−1, n) and PT(1, β, n−1, n)∨ are orthonormal with respect to the intersection
pairing at low multiplicity.
Example 2.1. For n = 4 we consider the twisted forms:
PT(1234) =
dµ4
z12z23z34z41
, PT(1234)∨ = − (p1+p2)
2 dµ4
z13z34z42z21
. (2.112)
Their orthonormality already follows from (2.42). However, let us perform this computation using the
prescription from (2.88) instead. Given that PT(1234) is planar, it is sufficient to consider δ = (1234)
with χ(1234) = {{1, 3}, {2, 4}}. The corresponding cross-ratios are:
u13 =
z14z23
z13z24
, u24 =
z21z34
z24z31
, (2.113)
which are responsible for the two planar channels: (p2+p3)
2 and (p1+p2)
2 respectively since
ω =
1
Λ2
(
(p2+p3)
2d log u13 + (p1+p2)
2d log u24
)
. (2.114)
Using (2.84) with (p, q, r, s) = (1, 2, 3, 4) they satisfy the constraint u13 + u24 = 1. We can express
PT(1234) in two ways in terms of these dihedral coordinates:
PT(1234) = −d log u13
u13−1 = d log
u24
u24−1 , (2.115)
where we also used the fact that dµ4 = z13z34z14 dz2. Similarly for PT(1234)
∨ we have:
PT(1234)∨ = (p1+p2)2 d log(u13−1) = (p1+p2)2d log u24. (2.116)
Therefore the only place where the two forms have non-vanishing residue at the same time is u24 = 0
(recall that we ignored the non-planar channel with respect to the ordering δ = (1234) since PT(1234)
has a zero residue there):
Resu24=0
(
PT(1234)
)
= 1, Resu24=0
(
PT(1234)∨
)
= (p1+p2)
2. (2.117)
Hence out of the three terms in the sum (2.88) only one contributes and we find:
〈PT(1234)∨|PT(1234)〉ω =
(p1+p2)
2
(p1+p2)2
= 1. (2.118)
Therefore the two twisted forms create orthonormal bases of H1±ω.
Example 2.2. For n = 5 the twisted cohomology groups are two-dimensional and we consider the
following basis of H2ω:
PT(12345) =
dµ5
z12z23z34z45z51
, PT(13245) =
dµ5
z13z32z24z45z51
, (2.119)
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as well as the dual basis of H2−ω, which using the notation sij := (pi+pj)
2 is given by:
PT(12345)∨ =
s12 dµ5
z14z45z52z21
(
s13
z15
z13z35
+ s23
z25
z23z35
)
, (2.120)
PT(13245)∨ =
s13 dµ5
z14z45z53z31
(
s12
z15
z12z25
+ s23
z35
z32z25
)
. (2.121)
Let us exploit the fact that (2.119) are planar with respect to two different orderings, as well as
their symmetry under the exchange 2 ↔ 3. We start by computing the two intersection numbers
〈PT(1α̂45)∨|PT(12345)〉ω with α̂ ∈ {(23), (32)} using δ = (12345), which has the set of chords χ(12345) =
{{1, 3}, {1, 4}, {2, 4}, {2, 5}, {3, 5}}. The cross-ratios uij are subject to relations u13 + u24u25 = 1 and
its cyclic relabellings. The local system is defined by the one-form:
ω =
1
Λ2
(
s23 d log u13 + s51 d log u14 + s34 d log u24 + s12 d log u25 + s45 d log u35
)
, (2.122)
where we used momentum conservation. There are five triangulations of a pentagon with non-crossing
pairs of chords from χ(12345), which are in one-to-one map with pairs of compatible factorization
channels. Let us start by considering the two sets of dihedral coordinates (u13, u35) and (u25, u35), in
terms of which we have:
PT(12345) = −d log u13
u13−1 ∧ d log
u35
u35−1 = d log
u25
u25−1 ∧ d log
u35
u35−1 , (2.123)
while for the dual basis:
PT(12345)∨ = −s12
(
s23 d log
u13
u13−1 + s13 d log
u13u35−1
u13−1
)
∧ d log u35
= s12
(
s23 d log
u25
u25−1 + s13 d log u25
)
∧ d log u35 (2.124)
and
PT(13245)∨ = −s13
(
s12 d log
u13u35−1
u13−1 + s23 d log
u13u35−1
u13
)
∧ d log u35
= s13
(
s12 d log u25 + s23 d log(u25−1)
)
∧ d log u35. (2.125)
Evaluating residues around the origin of (u13, u35) we obtain:
Resu13=0 Resu35=0
(
PT(12345)
)
= −1, (2.126)
Resu13=0 Resu35=0
(
PT(12345)∨
)
= −s12s23, Resu13=0 Resu35=0
(
PT(13245)∨
)
= s13s23.
Similarly, around the other vertex parametrized by (u25, u35) we find
Resu25=0 Resu35=0
(
PT(12345)
)
= 1, (2.127)
Resu25=0 Resu35=0
(
PT(12345)∨
)
= s12(s13+s23), Resu25=0 Resu35=0
(
PT(13245)∨
)
= s12s13.
Repeating similar exercises for the remaining vertices reveals that for each of them the product of two
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residues is always zero. Thus there are only two non-zero contributions to the sum in (2.88) giving
〈PT(12345)∨|PT(12345)〉ω = s12s23
s23s45
+
s12(s13+s23)
s12s45
= 1, (2.128)
〈PT(13245)∨|PT(12345)〉ω = −s13s23
s23s45
+
s12s13
s12s45
= 0, (2.129)
where in the first line we used that s12+s13+s23 = s45 by momentum conservation. Exchanging 2↔ 3
gives us the remaining two intersection numbers. This leads to the final result:〈(
PT(12345)∨
PT(13245)∨
) ∣∣∣∣∣
(
PT(12345)
PT(13245)
)ᵀ 〉
ω
=
(
1 0
0 1
)
, (2.130)
which shows that the two bases of H2±ω are orthonormal.
2.6 Comment on Shift Relations for Local Systems
Up until now, intersection numbers corresponding to different external masses were considered
separately, as they are computed with distinct local systems. We close this section by commenting
on shift relations between different local systems that allow us to relate them to each other. Let us
consider a local system Lω′ defined by the following one-form:
ω′ := ω +
∑
1≤i<j≤n
nij d log(zi − zj) (2.131)
for any nij = nji ∈ Z. Setting nii = 0 we have n(n−1)/2 such integers. We can introduce shifted
differential forms:
ϕ′± := ϕ±
∏
1≤i<j≤n
(zi − zj)∓nij , (2.132)
which remain single-valued on M0,n and hence are elements of Hn−3±ω′ . With these assignments the
intersection number of the primed and unprimed twisted forms coincide:
〈ϕ−|ϕ+〉ω = 〈ϕ′−|ϕ′+〉ω′ , (2.133)
as is straightforward to show, for example from the representation (2.77).
We can interpret the local system Lω′ as that corresponding to shifted kinematics, i.e., 2p′i·p′j =
2pi·pj + Λ2nij .13 From here it follows that masses m′i2 := −p′i2 of the primed momentum vectors are
given by
m′i
2 = m2i +
Λ2
2
∑
j 6=i
nij . (2.134)
Thus by choosing nij ’s appropriately we can map computations with different external masses to each
other. A particularly useful application is to map all computations of intersection numbers to the
massless case, as it allows to exploit simplifications entailed by logarithmicity of differential forms.
For instance, let us illustrate how to evaluate 〈dµn|PT(α|β)〉ω when all external masses are equal
to mi = Λ using the result of the previous subsection. We can map this problem into the massless one,
m′i
2 = 0 by choosing nij = −1 when i and j are adjacent, say in the cyclic ordering α, and nij = 0
13We thank F. Cachazo for this observation.
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otherwise. With this assignments we find that every propagator appearing in the planar ordering α
gets shifted from massive in ω to massless in ω′:(
pα(i) + pα(i+1) + · · ·+ pα(j)
)2
+ Λ2 =
(
p′α(i) + p
′
α(i+1) + · · ·+ p′α(j)
)2
. (2.135)
Notice that according to (2.132), ϕ− = dµn becomes ϕ′− = PT(α), while ϕ+ = PT(α|β) becomes
ϕ′+ = PT(β) in the massless case. Therefore we can use the shift relation (2.133) and the result of
(2.111) to obtain
〈dµn|PT(α|β)〉ω = 〈PT(α)|PT(β)〉ω′ = (−1)w(α|β)+1
∑
T ∈G(α)∩G(β)
1∏
e∈T (p2e + Λ2)
, (2.136)
which are colour-ordered amplitudes in the massive bi-adjoint scalar theory. We stress that the choice
of nij was auxiliary and the same result can be obtained by other means.
As another example, let us consider setting α = β and symmetrizing over all (n−1)!/2 cyclically-
inequivalent permutations α:〈
dµn
∣∣∣∣ ∑
α
PT(α|α)
〉
ω
= 2n−3
∑
T
1∏
e∈T (p2e + Λ2)
, (2.137)
where the right-hand side, obtained from (2.136) and linearity of the intersection pairing, involves a
sum over all trivalent trees T . The result is the scattering amplitude in the massive cubic scalar theory.
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Section 3
Recursion Relations from Braid Matrices
In this section we introduce recursion relations for intersection numbers. We start by explaining the
fibre bundle structure of moduli spaces and how twisted cohomologies decompose on their fibres in
a recursive way. This leads to a simple way of computing intersection numbers by “integrating out”
puncture by puncture, which will become our main computational tool.
Since using the shift relations discussed in Section 2.6 one can map any calculation to the one with
all external masses vanishing, mi=0, in this section we only consider this case.
3.1 Fibred Moduli Spaces and Twisted Cohomologies
Moduli spaces of Riemann surfaces with punctures have natural fibration structure. For M0,n it is
obtained by the forgetful map
pi : M0,n →M0,n−1, (3.1)
which acts by removing one of the punctures, say zn. For clarity of notation in this section we use the
SL(2,C) quotient to fix the positions of (z1, z2, z3). For a generic point b ∈ M0,n−1 the fibre pi−1(b)
becomes
pi−1(b) = {zn ∈ CP1 | zn 6= z1, z2, . . . , zn−1}, (3.2)
that is a Riemann sphere with n−1 punctures removed. Its Euler characteristic equals to χ(CP1)−
(n−1) = 3− n. Since Euler characteristics on a fibre bundle multiply, we obtain the recursion relation
χ(M0,n) = (3− n)χ(M0,n−1), (3.3)
which, using the fact that M0,3 is a single point with χ(M0,3) = 1, gives the well-known result
χ(M0,n) = (−1)n−3(n− 3)!, cf. [138, 139].
It is of course not the only fibration of M0,n available. For example, one can consider maps
M0,n →M0,n−k that forget k ≤ n−4 points at the same time. In fact, as will become clear shortly,
for our purposes it is the most convenient to consider the case k = n−4, in which the base space is
one-dimensional,
pi4 : M0,n → Σ4 := {z4 ∈ CP1 | z4 6= z1, z2, z3} (3.4)
with the fibre pi−14 (z4), which is the configuration space of of n−4 points (z5, z6, . . . , zn) on a Riemann
sphere with four points removed, CP1\{z1, z2, z3, z4}. We will denote it by pi−14 (z4) =: Fn,4.
Let us turn our attention to the structure of cohomologies with local coefficients on this fibre
bundle, which can be studied using spectral sequences, see, e.g., [140, 141].14 Specifically, we can
understand Hn−3(M0,n,Lω) on the total space as a cohomology group on the base space Σ4 with a
new local system Hω,
Hn−3(M0,n,Lω) ∼= H1(Σ4,Hω). (3.5)
Here Hω is of higher rank, meaning that it is a higher-dimensional representation of the fundamental
group of the base pi1(Σ4) acting on a fibre cohomology. We can write
Hω ∼=
⋃
z4∈Σ4
Hn−4(Fn,4, Lı∗4ω), (3.6)
14We thank D. Fuchs, A. Schwarz, and E. Witten for suggesting this to us.
– 40 –
where ı∗4ω is the pullback of ω by the inclusion map ı4 : Fn,4 ↪→M0,n. In other words, the right-hand
side of (3.5) is a cohomology on Σ4 with coefficients in cohomologies on each fibre Fn,4, which in
turn have coefficients in the local system Lı∗4ω inherited from the original Lω. One can show that
both cohomologies are concentrated in the dimension of Σ4 and Fn,4, i.e., 1 and n−4 respectively.
Repeating the arguments that led to (3.3) we find χ(Fn,4) = (−1)n−4(n− 3)! and hence the dimension
of Hn−4(Fn,4, Lı∗4ω) is (n− 3)!.
In order to understand practical implications of the above result, let us turn to twisted differential
forms. The above decomposition means that ϕ⊗ exp ∫
γ
ω ∈ Hn−3(M0,n,Lω) can be written as the
expansion
ϕ⊗ exp ∫
γ
ω =
(n−3)!∑
a=1
σa ∧
(
fa ⊗ exp
∫
γ
ω
)
, (3.7)
where σa ∈ Ω1(Σ4) are one-forms on Σ4 that do not depend on variables (z5, z6, . . . , zn), while
fa ∈ Ωn−4(Fn,4) with local coefficients exp
∫
γ
ω form a basis of the fibre cohomology and can depend
on z4. The sum goes over the full basis and the path γ ∈ pi1(M0,n) is arbitrary.
Following the steps from (2.22) let us see how differentials acts on ξ⊗exp ∫
γ
ω with ξ ∈ Ωn−4(M0,n).
We first consider the derivative in the direction of the fibre, dF :=
∑n
i=5 dzi ∂/∂zi:
dF
(
ξ ⊗ exp ∫
γ
ω
)
= dF
( (n−3)!∑
a=1
σa ∧
(
ga ⊗ exp
∫
γ
ω
))
=
(n−3)!∑
a=1
σa ∧
(
dga + ı
∗
4ω ∧ ga
)⊗ exp ∫
γ
ω, (3.8)
where ga ∈ Ωn−5(Fn,4). We used dFσa=0, dFga=dga, and the fact that dF
∫
γ
ω = ı∗4ω selects only the
components projected on Fn,4. Thus, recognizing the term in the final bracket as a twisted differential
acting on ga, we find according to our expectations that the cohomology with local coefficients on the
fibre can be understood as a twisted cohomology Hn−4(Fn,4,∇ı∗4ω) with the connection∇ı∗4ω := d+ı∗4ω∧.
It is of exactly the same type as the one on the total space M0,n.
Let us turn to the derivative acting in the direction on the base space, dΣ4 := dz4 ∂/∂z4:
dΣ4
(
ξ ⊗ exp ∫
γ
ω
)
= dΣ4
( (n−3)!∑
a=1
τa ∧
(
fa ⊗ exp
∫
γ
ω
))
=
(n−3)!∑
a=1
(
dτa ∧ fa ⊗ exp
∫
γ
ω + τa ∧ dΣ4
(
fa ⊗ exp
∫
γ
ω
))
, (3.9)
where τa ∈ O(Σ4) is a function on Σ4 and we used dΣ4τa = dτa. In contrast with (3.8), the second
term in (3.9) fails to factorize cleanly into base space and fibre contributions for two reasons: the term
dΣ4fa does not necessarily vanish, and the one-form dΣ4
∫
γ
ω can still depend on the coordinates on
Fn,4. Both of these issues encode the fact that the fibre bundle is non-trivial and describe how Σ4
and Fn,4 are braided together. Nevertheless, since {fa}(n−3)!a=1 forms a basis, there always exists an
expansion of the form:
dΣ4
(
fa ⊗ exp
∫
γ
ω
)
=
(n−3)!∑
b=1
(ω+4 )ab ∧ fb ⊗ exp
∫
γ
ω (3.10)
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for a (n−3)!×(n−3)! matrix-valued one-form ω+4 on Σ4. We will construct it explicitly in the following
subsections, and for the time being it suffices to know that it exists. Plugging (3.10) into (3.9) we find
the factorized expression:
dΣ4
(
ξ ⊗ exp ∫
γ
ω
)
=
(n−3)!∑
a=1
(
dτa +
(n−3)!∑
b=1
τb ∧ (ω+4 )ba
)
∧ fa ⊗ exp
∫
γ
ω. (3.11)
Thus we can define ∇+4 τa := dτa +
∑
b τb ∧ (ω+4 )ba. It is a Gauss–Manin connection of rank (n−3)!.
Note that ω+4 acts from the right and its form depends on the choice of the basis {fa}(n−3)!a=1 on the
fibre. Hence we should think of the twisted cohomology on Σ4 as the space of vector-valued one-forms
which are closed but not exact with respect to the connection ∇+4 . This gives us the base space twisted
cohomology H1(Σ4,∇+4 ).
We can also consider the dual cohomology group Hn−3(M0,n,L−ω) and decompose it in an
analogous manner. This gives Hn−4(Fn,4,∇−ı∗4ω) on the fibre, as well as H1(Σ4,∇−4 ) on the base.
However, the connection ∇−4 is in general not related to ∇+4 by a sign flip. By choosing orthonormal
bases on the fibre we will show in the Lemma 3.2 that the dual connection∇−4 τa := dτa−
∑
b τb∧(ω−4 )ba
is obtained by matrix transpose ω−4 = (ω
+
4 )
ᵀ, a feature invisible at the level of rank-one twisted
cohomologies.
We can carry on by considering a sequence of fibrations in which one strips away puncture-by-
puncture until the whole moduli space in decomposed into a “product” of n−3 one-dimensional spaces,
cf. (1.15). We can summarize it on the diagram:
M0,n Fn,4 Fn,5 · · · Fn,n−1 Fn,n
Σ4 Σ5 Σ6 · · · Σn
pi4
ı4
pi5 pi6
ı5 ı6
pin
ın−1 ın
(3.12)
Notice a dependence on an auxiliary ordering in which particles are being peeled off, which affects
intermediate steps of calculations but not the final result (in fact, considering different orderings allows
for strong consistency checks). Here each Σp is the Riemann sphere on which zp lives,
Σp := {zp ∈ CP1 | zp 6= z1, z2, . . . , zp−1}, (3.13)
while Fn,p denotes the configuration space of the remaining n−p points on CP1\{z1, z2, . . . , zp}:
Fn,p := {(zp+1, zp+2, . . . , zn) ∈ (CP1)n−p | zi 6= z1, z2, . . . , zp, zj for all i 6= j}. (3.14)
In the edge cases Fn,3 =M0,n and Fn,n is a single point. Since the Euler characteristic of Σp is given
by χ(Σp) = 3− p, by previous arguments we find:
χ(Fn,p) =
n∏
q=p+1
χ(Σq) = (−1)n−p (n− 3)!
(p− 3)! . (3.15)
Given that the twisted cohomology on Fn,p is concentrated in the dimension n−p and its dimension
is equal to the rank of the local system on Σp, we find that ∇+p is of rank (n − 3)!/(p − 3)!. For
conciseness let us introduce the notation κn,p := (n− 3)!/(p− 3)!. Therefore the twisted cohomology
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on the each Σp is given by
H1(Σp,∇±p ) :=
{ϕ±p ∈ Ω1(Σp)⊗ Cκn,p |∇±p ϕ±p = 0}
∇±p O(Σp)⊗ Cκn,p
(3.16)
for p = 4, 5, . . . , n. That is, it is the space of ∇±p -closed vector-valued one-forms ϕ±p modulo the
∇±p -exact forms. As before, we only consider twisted forms that have a Mo¨bius weight 0 in the variable
zp. We will discuss how to construct the connections ∇±p using relations analogous to (3.10) in the
following subsections. On each fibre we have rank-one twisted cohomologies Hn−p(Fn,p,∇±ωp), where
ωp is simply the projection of the original form ω:
ωp := ı
∗
p · · · ı∗5ı∗4ω = ω
∣∣
dz4=dz5=···=dzp=0. (3.17)
Hence they behave in a similar way to Hn−3±ω except for the fact that a subset of punctures are locked
into some fixed positions.
The reason for considering the sequence of fibrations (3.12) is the following. We will follow a
strategy of “integrating out” punctures one-by-one, starting with zn and ending with z4. Thus, twisted
forms on M0,n will be projected onto forms on M0,n−1, then on M0,n−2, etc., until the trivial space
M0,3 is reached. The result of this procedure will be functions that are independent of the puncture
coordinates zi, which will in turn enter the computation of intersection numbers. In the sequel we
construct recursion relations that allow for a concrete implementation of this idea.
For previous discussion of fibrations of twisted cohomologies in the context of their intersection
theory see [142–144].15
3.2 Recursion Relations
Even before knowing the exact description of twisted cohomologies on all fibres, it is instructive to
derive the simplest form of recursion relations for intersection numbers. It will not only teach us about
their general structure, but also give an idea of what further aspects of fibred cohomologies will be
needed.
Let us consider the fibre Fn,p−1 and twisted forms ϕ± ∈ Hn−p+1(Fn,p−1,∇±ωp−1). We wish to
express intersection numbers 〈ϕ−|ϕ+〉ωp−1 , given as in Definition 2.1, recursively in terms of intersection
numbers on Fn,p. Let us start by writing the general fibre bundle decomposition of ϕ±:
ϕ− =
κn,p∑
a=1
σ−,a ∧ f∨−,a, ϕ+ =
κn,p∑
a=1
σ+,a ∧ f+,a, (3.18)
in terms of bases f∨−,a and f+,a of H
n−p(Fn,p,∇±ωp). There always exists a choice of such bases
which is orthonormal in the sense 〈f∨−,a|f+,b〉ωp = δab. Coefficients of the expansion are twisted forms
σ±,a ∈ H1(Σp,∇±p ), which are vector-valued one-forms with a = 1, 2, . . . , κn,p. We can find them
15It is known that one can construct a rank-(n−2)! Gauss–Manin connection in an auxiliary variable z0 ∈ CP1\{0, 1,∞},
whose horizontal sections compute certain finite open-string integrals for n punctures in the asymptotic limit z0→0,
and for n+1 punctures at z0→1 [56, 131]. The two limits are connected by an associator [145, 146], thus providing a
recursion for these integrals in n. Using this setup Terasoma proved that coefficients of the Taylor expansion of such
open-string integrals around α′=0 are Q-linear combinations of multiple zeta values (MZVs) [131]. The conjecture [147]
that coefficients of closed-string integrals fall into a special class of single-valued MZVs [148] was recently proven by
Brown and Dupont [134], see also [70, 149].
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simply by projecting both sides of (3.18) with 〈 • |f+,b〉ωp and 〈f∨−,b| • 〉ωp respectively:
〈ϕ−|f+,b〉ωp = σ−,b, 〈f∨−,b|ϕ+〉ωp = σ+,b, (3.19)
where we used the orthonormality condition and the fact that σ±,a are constants from the perspective
of Fn,p. Although the left-hand sides of (3.19) are one-forms on Σp, we will abuse the terminology and
still refer to them as intersection numbers.
We can now use the Definition 2.1 applied to Fn,p−1 in order write out the intersection number
〈ϕ−|ϕ+〉ωp−1 decomposed into the base space and fibre contributions:
〈ϕ−|ϕ+〉ωp−1 =
1
(−2piiΛ2)n−p+1
κn,p∑
a,b=1
∫
Σp
(
σ−,a ∧ ιω+p (σ+,b)
∫
Fn,p
f∨−,a ∧ ιωp(f+,b)
)
, (3.20)
where ιω+p and ιωp are maps that turn twisted forms into compactly-supported forms in their respective
cohomology classes. Recognizing that the second integral is nothing other than 〈f∨−,a|f+,b〉ωp weighted
by powers of −2piiΛ2 and plugging in the expression of σ±,a from (3.19) we find:
〈ϕ−|ϕ+〉ωp−1 = −
1
2piiΛ2
κn,p∑
a=1
∫
Σp
〈ϕ−|f+,a〉ωp ∧ ιω+p
(
〈f∨−,a|ϕ+〉ωp
)
. (3.21)
This expression simplifies further as a localization formula on each of the p−1 points in the boundary
divisor ∂Σp of Σp.
Lemma 3.1. The intersection number 〈ϕ−|ϕ+〉ωp−1 evaluates to
〈ϕ−|ϕ+〉ωp−1 =
1
Λ2
p−1∑
r=1
κn,p∑
a=1
Reszp=zr
(
〈ϕ−|f+,a〉ωp ψr+,a
)
, (3.22)
where ψr+,a is the unique κn,p-vector of holomorphic functions solving ∇+p ψr+,a = 〈f∨−,a|ϕ+〉ωp around
zp = zr.
Proof. We use a generalization of the proof of Theorem 2.1 in the n = 4 case. The starting point is
an explicit construction of the form ιω+p (σ+,a) with compact support around ∂Σp = {z1, z2, . . . , zp−1},
which reads
ιω+p (σ+,a) = σ+,a −∇+p
(
p−1∑
r=1
hr ψ
r
+,a
)
. (3.23)
By construction it is cohomologous to σ+,a. The regulator function hr is equal to one in the infinitesimal
disk around zr, say Vr = {|zp−zr| < ε}, it is zero outside of the disk Ur = {|zp−zr| < ε˜} for
0 < ε < ε˜ 1, and interpolates smoothly between the two values on Ur\Vr. The vector of functions
ψr+,a is the unique holomorphic solution of
∇+p ψr+,a = dψr+,a +
κn,p∑
b=1
ψr+,b ∧ (ω+p )ba = σ+,a (3.24)
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around zp = zr (in this step one assumes that the kinematics is generic). Therefore (3.23) becomes
ιω+p (σ+,a) =
(
1−
p−1∑
r=1
hr
)
σ+,a −
p−1∑
r=1
dhr ψ
r
+,a, (3.25)
which vanishes on each Vq since there we have hq=1, hr 6=q=dhr=0. Hence ιω+p (σ+,a) has compact
support. Plugging it into the expression for intersection numbers we find
〈ϕ−|ϕ+〉ωp−1 =
1
2piiΛ2
p−1∑
r=1
κn,p∑
a=1
∫
Ur\Vr
σ−,a ∧ dhr ψr+,a, (3.26)
given that the first term in (3.25) vanishes once contracted with the holomorphic forms σ−,a. We
also used the fact that the integrand has support only on the annuli Ur\Vr where dhr are non-zero.
Rewriting the integrand as −d(σ−,ahr ψr+,a) we can use Stokes’ theorem to localize the integral on
∂(Ur\Vr) = ∂Ur − ∂Vr. Due to the fact that hr=0 on ∂Ur, while hr=1 on ∂Vr, the result can be
written as a sum of contour integrals around all components of ∂Σp:
〈ϕ−|ϕ+〉ωp−1 =
1
Λ2
p−1∑
r=1
κn,p∑
a=1
1
2pii
∮
|zp−zr|=ε
σ−,a ψr+,a. (3.27)
After substituting the expressions for σ±,a it gives the required result.
Since the right-hand side of (3.22) is expressed entirely in terms of resides of quantities computed
on Fn,p, this result provides the earliest example of a recursion relation for intersection numbers.
It is clear that in order to make explicit computations we need the connections ∇+p , which will be
constructed in Section 3.3.1. Although not necessary, the choice of orthonormal bases of twisted forms
greatly simplifies the recursion and thus we build them in Section 3.3.2. The final simplification will be
given in Section 3.4, which will result in a streamlined version of the recursion relations.
Due to the fact that ψr+,a are evaluated in the neighbourhood of each zr by taking residues, only a
few leading terms of their Laurent expansion around zp = zr are actually needed. Thus the differential
equation ∇+p ψr+,a = σ+,a can be solved by holomorphic expansion around zp = zr. By counting powers
of (zp−zr) it is straightforward to check that the residue can be non-zero only if
ordzp=zr (σ−,a) + ordzp=zr (σ+,a) ≤ −2, (3.28)
where ordzp=zr denotes the order of a zero at zp = zr, taken as the minimum of orders for each
element in a vector. Therefore ψr+,a needs to be expanded only up to order (zp−zr)k for k =
− ordzp=zr (σ−,a)− 1. Moreover, since ω+p are logarithmic, the expansion starts at the order (zp−zr)m
for m = ordzp=zr (σ+,a) + 1.
For completeness and later convenience let us also give an alternative formula for the recursion,
which can be obtained by imposing compact support on the forms σ−,a instead of σ+,a. In addition, it
tells us the relation between the two connections ∇+p and ∇−p .
Lemma 3.2. The intersection number 〈ϕ−|ϕ+〉ωp−1 evaluates to
〈ϕ−|ϕ+〉ωp−1 = −
1
Λ2
p−1∑
r=1
κn,p∑
a=1
Reszp=zr
(
ψr−,a 〈f∨−,a|ϕ+〉ωp
)
, (3.29)
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where ψr−,a is the unique κn,p-vector of holomorphic functions solving
∇−p ψr−,a := dψr−,a −
κn,p∑
b=1
ψr−,b ∧ (ω−p )ba = 〈ϕ−|f+,a〉ωp (3.30)
around zp = zr. Provided that 〈f∨−,a|f+,b〉ωp = δab the Gauss–Manin connection ∇−p is related to ∇+p
by (ω−p )ba = (ω
+
p )ab.
Proof. The formula (3.29) is proven in the same way as that in Lemma 3.1. To prove the second part
of the lemma we use the fact that 〈f∨−,a|f+,b〉ωp is independent of the variables on the base space Σp to
write
0 = dΣp〈f∨−,a|f+,b〉ωp , (3.31)
where dΣp denotes the differential on Σp. By bilinearity of the intersection pairing we obtain
0 =
κn,p∑
c=1
(ω−p )ac 〈f∨−,c|f+,b〉ωp +
κn,p∑
c=1
(ω+p )bc 〈f∨−,a|f+,c〉ωp . (3.32)
Using the orthonormality condition 〈f∨−,a|f+,b〉ωp = δab we find (ω−p )ab = (ω+p )ba.
Finally, let us comment on the fact that even though we are considering the case of moduli spaces
M0,n, analogous recursion relations can be written down for intersection numbers defined on any other
space admitting a fibration.16
3.3 Solving for Twisted Cohomologies on All Fibres
Before being able to perform explicit computations with the above recursion relations we need
to construct the connections ∇±p as well as orthonormal sets of bases on each fibre Fn,p. We address
these two problems in turn.
3.3.1 Braid Matrices
Since by Lemma 3.2 the one-forms ω−p are related to ω
+
p by a transpose for appropriate choices of
bases, in order to specify ∇±p it is enough to find ω+p , which is what we focus on now.
In fact, given the natural embedding Σp ⊂ M0,p in the moduli space of p ≥ 3 punctures on a
Riemann sphere, it is more intuitive to do computations on the full space M0,p first and then project
down to Σp at the end the computation by simply setting dz4 = · · · = dzp−1 = 0. The one-form ω˜+p on
M0,p takes the general form
ω˜+p :=
1
Λ2
∑
1≤i<j≤p
Ωijp d log(zi − zj), (3.33)
which will serve as an ansatz for the following computations. Here Ωijp are κn,p×κn,p matrices for each
i, j, p. We set Ωijp = Ω
ji
p and Ω
ii
p = 0. Additionally, imposing that ω˜
+
p does not have poles at infinity
gives:
p∑
j=1
Ωijp = 0 (3.34)
16In the cases when orthonormal bases are not known, i.e., 〈f∨−,a|f+,b〉ωp =: Cab 6= δab, following the above steps
gives σ−,a =
∑
b〈ϕ−|f+,b〉ωpC−1ba , σ+,a =
∑
b C
−1
ab 〈f∨−,b|ϕ+〉ωp , and (ω+p )ab =
∑
c C
−1
bc 〈f∨−,c|(dΣp+ωp−1∧)f+,a〉ωp ,
(ω−p )ab = −
∑
c〈(dΣp−ωp−1∧)f∨−,a|f+,c〉ωpC−1cb . The recursion relations keep their form; the functions ψr±,a are
solutions of ∇±p ψr±,a = σ±,a with σ±,a and ω±p given above.
– 46 –
for each i. In the edge case p=n we have Ωijn = (pi+pj)
2 by matching with (2.16) for massless
kinematics. In a certain sense Ωijp for p<n provide a generalization of these kinematic invariants.
The matrix ω˜+p can be understood as providing a higher-dimension representation of the fundamental
group on M0,p,
pi1(M0,p) → GL(κn,p,C) (3.35)
given by the path-ordered exponential exp
∫
γ
ω˜+p for each γ ∈ pi1(M0,p). Any path contractible to a
point is represented as the identity matrix I, and for every pair of paths γ1 and γ2 we have the relation:
exp
∫
γ1◦γ2˜
ω+p =
(
exp
∫
γ2
ω˜+p
)(
exp
∫
γ1
ω˜+p
)
, (3.36)
where the product on the right-hand side is given by matrix multiplication. It follows that the matrices
Ωijp describe how the punctures zi and zj braid around each other on M0,p and hence we will call
them braid matrices.
Flatness condition on the local system (3.35) can be stated more conveniently as integrability of
the connection, (∇+p )2 = 0. Since ω˜+p is a closed one-form, the only non-trivial constraint it imposes
on braid matrices is ω˜+p ∧ ω˜+p = 0, which in its expanded forms reads:∑
1≤i<j≤p
1≤k<`≤p
Ωijp Ω
k`
p d log(zi − zj) ∧ d log(zk − z`) = 0. (3.37)
Identities between quadratic combinations of λij = d log(zi − zj) are generated by the Arnold relations
(2.4) and yield the following conditions on the commutators of braid matrices:[
Ωijp , Ω
k`
p
]
= 0,
[
Ωijp + Ω
jk
p , Ω
ik
p
]
= 0 (3.38)
for distinct i, j, k, `. The first set of constraints means that two loops 	ij and 	k` involving four
distinct punctures do not affect each other, while the second is an infinitesimal form of the Yang–
Baxter relations.17 Together, the constraints (3.38) are known as the infinitesimal pure braid relations
[38, 151, 152].
The above general properties of braid matrices are not enough to fix their explicit expressions
needed for computations of intersection numbers. As remarked before, ω˜+p depends on the choice of
bases of twisted forms through the relation (3.10). Let us make a particular choice of such a basis. We
start by introducing the following basis of (n−3)! twisted forms on Hn−3ω called the fibration basis:
FB(ρ) :=
n∧
i=4
d log
(
zi − zρ(i)
zi − z1
)
(3.41)
for a word ρ of length n−3 (indexing starts with i=4) and ρ(i) = 3, 4, . . . , i−1. Recall that
dz1=dz2=dz3=0. By construction the forms FB(ρ) are SL(2,C) invariant.
17Defining rij :=
∫
Ωijp d log(zi−zj) it is straightforward to check that (3.38) and (2.4) imply
[rij , rik] + [rij , rjk] + [rik, rjk] = 0, (3.39)
which are the classical Yang–Baxter relations, see, e.g., [150]. They can be understood as the linearized version of the
quantum Yang–Baxter relations
RijRikRjk = RjkRikRij (3.40)
for Rij := I+ α′rij + . . . in the limit α′ → 0.
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In fact, this gives a natural indexing scheme we will use in the remainder of this section: for a
collection of κn,p length-(n−p) words Q indexing objects on Fn,p, we construct κn,p−1 = (p− 3)κn,p
length-(n−p+1) words qQ with q = 3, 4, . . . , p−1 that index objects on Fn,p−1. To make this more
clear, let us introduce vectors of twisted forms called F+p for 3 ≤ p ≤ n defined by the recursion:
(F+p−1)q :=
(
dzp
zp − zq −
dzp
zp − z1
)
∧ F+p , (3.42)
where the q-th entry of the vector F+p−1 of length κn,p−1 is defined in terms of the length-κn,p vector
F+p . This gives us F
+
3 that consists of (n−3)! twisted forms given in (3.41) ordered lexicographically.
The boundary condition for the recursion is F+n = 1.
The fibration basis owes its name to the fact that by the recursion (3.42) it provides bases for all
the fibre cohomologies. Note that in (3.42) we wrote out the d log form explicitly in order to avoid
ambiguities in the way its is extended from Σp to M0,p.
We can translate from twisted forms to forms with local coefficients by simply modifying the initial
condition to F+n = 1⊗ exp
∫
γ
ω, which does not affect the form of the recursion (3.42). We use this
setup until the end of this subsection, as it matches the form of the constraint (3.10), which now
becomes:
dF+p = ω˜
+
p ∧ F+p . (3.43)
The rows and columns of the matrices ω˜+p are indexed using our new convention. For n=p we find
simply ω˜+n = ω according to our expectations. The idea is to use both (3.42) and (3.43) in order to
find Ωijp and hence ω˜
+
p recursively in p. We have the following result (recall that we are not interested
in the cases when both i, j ≤ 3).
Lemma 3.3. The entries (Ωijp−1)qr of the braid matrix Ω
ij
p−1 for q, r = 3, 4, . . . , p−1 are determined
recursively in terms of higher-p matrices Ωk`p as follows:
(Ωijp−1)qr =

Ωijp if q = r, q 6= i, j,
Ωpjp + Ω
qj
p if q = r = i, j 6= 1, 2,
Ωpjp + Ω
qj
p + Ω
pq
p if q = r = i, j = 1, 2,
Ωipp + Ω
iq
p if q = r = j,
−Ωpjp if q = i, r = j,
−Ωipp if q = j, r = i,
Ωipp if j = 1, r = i, q 6= i,
Ωprp if j = 2, q = i, r 6= i,
0 otherwise,
(3.44)
for i = 4, 5, . . . , p−1, j = 1, 2, . . . , p−1, and i 6= j.
Proof. The proof proceeds by solving the differential equation dF+p−1 = ω˜
+
p−1 ∧ F+p−1 assuming that
ω˜+p is already determined through dF
+
p = ω˜
+
p ∧ F+p . We use the general form of ω˜+p from (3.33) and
the recursion for the fibration basis (3.42). We start with the case i = 4, 5, . . . , p−1, i 6= q, for which
the differential equation for the q-th element of F+p−1 reads:
∂(F+p−1)q
∂zi
=
(
1
zp−zq −
1
zp−z1
)
∂F+p
∂zi
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=
1
Λ2
(
1
zp−zq −
1
zp−z1
)( p−1∑
j=1
j 6=i,q
Ωijp F
+
p
zi − zj +
Ωiqp F
+
p
zi − zq +
Ωipp F
+
p
zi − zp
)
, (3.45)
where we used the differential equation for F+p . The first two terms in the sum already have the
required form. On the last one we use the following partial fraction identity:(
1
zp−zq −
1
zp−z1
)
1
zi−zp =
(
1
zp−zq −
1
zp−z1
)
1
zi−zq −
(
1
zp−zi −
1
zp−z1
)(
1
zi−zq +
1
zi−z1
)
.
(3.46)
After substituting it back into (3.45) and using the definition (3.42) to express the right-hand side in
terms of F+p−1 we obtain:
∂(F+p−1)q
∂zi
=
1
Λ2
(
p−1∑
j=1
j 6=q
Ωijp (F
+
p−1)q
zi − zj +
(
Ωipp + Ω
iq
p
)
(F+p−1)q
zi − zq −
Ωipp (F
+
p−1)i
zi − zq +
Ωipp (F
+
p−1)i
zi − z1
)
. (3.47)
The right-hand side is expressed in terms of elements of F+p−1. In the remaining case when i = q we
have the differential equation:
∂(F+p−1)q
∂zq
=
(F+p−1)q
(zp − zq)2 +
(
1
zp−zq −
1
zp−z1
)
∂F+p
∂zq
=
(F+p−1)q
(zp − zq)2 +
1
Λ2
(
1
zp−zq −
1
zp−z1
)( p−1∑
j=1
j 6=q
Ωqjp F
+
p
zq − zj +
Ωqpp F
+
p
zq − zp
)
. (3.48)
On the last term we use the identity:(
1
zp−zq −
1
zp−z1
)
1
zq−zp =
(
1
zp−zq −
1
zp−z1
)
1
zq−z1 −
1
(zp−zq)2 , (3.49)
which gives
∂(F+p−1)q
∂zq
=
1
Λ2
(
p−1∑
j=1
j 6=q
Ωqjp (F
+
p−1)q
zq − zj +
Ωqpp (F
+
p−1)q
zq − z1 +
(
Λ2 I−Ωqpp
)
F+p
(zp − zq)2
)
, (3.50)
where all the terms except for the last one are in the required form. We have the following cohomology
relation on Σp:
0 =
[(
I
∂
∂zp
+
1
Λ2
p−1∑
j=1
Ωpjp
zp − zj
)
Λ2
zp − zq
]
F+p = −
(
Λ2 I−Ωqpp
)
F+p
(zp − zq)2 +
1
zp − zq
p−1∑
j=1
j 6=q
Ωpjp F
+
p
zp − zj . (3.51)
Let us use the partial fraction identity on the final term:
1
(zp−zq)(zp−zj) =
[(
1
zp−zq −
1
zp−z1
)
−
(
1
zp−zj −
1
zp−z1
)]
1
zq−zj . (3.52)
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Therefore (3.51) gives the identity:(
Λ2 I−Ωqpp
)
F+p
(zp − zq)2 =
p−1∑
j=1
j 6=q
Ωpjp (F
+
p−1)q
zq − zj −
p−1∑
j=3
j 6=q
Ωpjp (F
+
p−1)j
zq − zj −
(
1
zp−z2 −
1
zp−z1
)
Ωp2p F
+
p
zq − z2 . (3.53)
In order to resolve the final term we use the following cohomology relation on Σp:
0 =
[(
I
∂
∂zp
+
1
Λ2
p−1∑
r=1
Ωprp
zp − zr
)
Λ2
zq − z2
]
F+p =
(
Ωp1p
zp − z1 +
Ωp2p
zp − z2 +
p−1∑
r=3
Ωprp
zp − zr
)
F+p
zq − z2
=
(
1
zp−z2 −
1
zp−z1
)
Ωp2p F
+
p
zq − z2 +
p−1∑
r=3
Ωprp (F
+
p−1)r
zq − z2 , (3.54)
where in the final transition we used the fact that
Ωp1p = −
p−1∑
r=2
Ωprp . (3.55)
Plugging everything back into (3.50) we obtain the final result:
∂(F+p−1)q
∂zq
=
1
Λ2
(
p−1∑
j=3
j 6=q
(
Ωpjp + Ω
qj
p
)
(F+p−1)q
zq − zj −
p−1∑
j=3
j 6=q
Ωpjp (F
+
p−1)j
zq − zj +
p−1∑
r=3
r 6=q
Ωprp (F
+
p−1)r
zq − z2
+
(
Ωp1p + Ω
q1
p + Ω
pq
p
)
(F+p−1)q
zq − z1 +
(
Ωp2p + Ω
q2
p + Ω
pq
p
)
(F+p−1)q
zq − z2
)
. (3.56)
Reading off entries of the matrices Ωijp−1 from (3.47) and (3.56) gives the required recursion relations.
Note that even though the label n is not displayed explicitly, the braid matrices depend on the
total number of particles through the boundary condition Ωijn = (pi+pj)
2. Introducing the notation
si1i2···ik = (pi1+pi2+ . . .+pik)
2 let us give several examples of braid matrices at low multiplicity.
Example 3.1. For n=5 we have Ωij5 = sij , while the non-vanishing braid matrices at p=4 are:
Ω414 =
(
s14 s45
0 s145
)
, Ω424 =
(
s24 0
s35 s245
)
, Ω434 =
(
s34+s45 −s45
−s35 s34+s35
)
, (3.57)
where we used momentum conservation to simplify the entries. Their eigenvalues are eig(Ω4j4 ) =
{sj4, sj45}.
Example 3.2. For n=6 apart from Ωij6 = sij , at p=5 we have the following non-zero matrices:
Ω415 =
 s14 s46 00 s146 0
0 s46 s14
 , Ω425 =
 s24 0 0s36 s246 s56
0 0 s24
 , Ω435 =
 s34+s46 −s46 0−s36 s34+s36 0
0 0 s34
 ,
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Ω455 = Ω
54
5 =
 s45 0 00 s45+s56 −s56
0 −s46 s45+s46
 , Ω515 =
 s15 0 s560 s15 s56
0 0 s156
 , (3.58)
Ω525 =
 s25 0 00 s25 0
s36 s46 s256
 , Ω535 =
 s35+s56 0 −s560 s35 0
−s36 0 s35+s36
 .
Their eigenvalues are eig(Ωij5 ) = {sij , sij , sij6}. For p=4 we have only three non-zero braid matrices:
Ω414 =

s14 s46 0 s45 0 0
0 s146 0 0 s45+s56 −s56
0 s46 s14 0 −s46 s45+s46
0 0 0 s145 s46 s56
0 0 0 0 s1456 0
0 0 0 0 0 s1456

, Ω424 =

s24 0 0 0 0 0
s36 s246 s56 0 0 0
0 0 s24 0 0 0
s35+s56 0 −s56 s245 0 0
0 s35 0 s36 s2456 0
−s36 0 s35+s36 s36 0 s2456

,
Ω434 =

s34+s45+s46 −s46 0 −s45 0 0
−s36 s34+s36+s45+s56 −s56 0 −s45−s56 s56
0 −s46 s34+s45+s46 0 s46 −s45−s46
−s35−s56 0 s56 s34+s35+s46+s56 −s46 −s56
0 −s35 0 −s36 s34+s35+s36 0
s36 0 −s35−s36 −s36 0 s34+s35+s36

.
(3.59)
Eigenvalues of these matrices are eig(Ω4j4 ) = {sj4, sj4, sj45, sj46, sj456, sj456}.
Notice the factors sij on the diagonal of each Ω
ij
p . As a matter fact, departure from the purely
diagonal matrix sijI is what measures non-triviality of the fibre bundle. Based on explicit computations
for n ≤ 10 we conjecture that eigenvalues of braid matrices always correspond to physical factorization
channels of the form si1i2···ik .
Projected onto the subspace Σp the one-form (3.33) becomes:
ω+p =
1
Λ2
p−1∑
i=1
Ωipp
dzp
zp − zi , (3.60)
which is the one entering the definitions of ∇±p . Note that only Ωipp = Ωpip appear in this expression.
However, the other braid matrices are still needed in order to compute Ωk`p−1 recursively. It was in fact
one of the main reasons to perform computations on the full moduli space M0,p in the first place.
3.3.2 Fibration Bases
Let us complete the description of bases of twisted forms on each Fn,p by giving a definition of
dual bases. Following the recursive structure of F+p from (3.42) we introduce:
(F−p−1)q :=
(
dzp
zp − zq −
dzp
zp − z2
)
(Ωpqp )
ᵀ ∧ F−p , (3.61)
which we call the dual fibration bases. Note the transpose on the braid matrix. Once again, boundary
conditions are F−n = 1 for twisted forms and F
−
n = 1⊗ exp
∫
γ
−ω for forms with local coefficients. In
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order to complete the description of bases needed in our recursion relations we prove the following
result.
Lemma 3.4. The fibration bases F±p are orthonormal with respect to the intersection pairing, i.e.,
〈F−p |(F+p )ᵀ〉ωp = I.
Proof. We use recursion in p starting with the trivial case p = n, for which 〈1|1〉ωn = 1. Assuming that
the lemma is true for p, we evaluate 〈(F−p−1)q|(F+p−1)ᵀs 〉ωp−1 for each q, s using the result of Lemma 3.1,
〈(F−p−1)q|(F+p−1)ᵀs 〉ωp−1 =
1
Λ2
p−1∑
r=1
Reszp=zr
(
〈(F−p−1)q|(F+p )ᵀ〉ωp(Ψ
r)s
)
. (3.62)
For each r and s, (Ψr)s is a κn,p×κn,p matrix-valued holomorphic function satisfying ∇+p (Ψr)ᵀs =
〈F−p |(F+p−1)ᵀs 〉ωp around zp = zr. Notice that (Ψ
r)s is transposed here as ω
+
p acts on the same index
as the one contracted in (3.62). Using the definition of F±p−1 and the inductive assumption we have:
〈(F−p−1)q|(F+p )ᵀ〉ωp =
(
dzp
zp − zq −
dzp
zp − z2
)
(Ωpqp )
ᵀ, (3.63)
as well as
〈F−p |(F+p−1)ᵀs 〉ωp =
(
dzp
zp − zs −
dzp
zp − z1
)
I. (3.64)
The equation (3.63) tells us that it is enough to solve for (Ψr)ᵀs up to the order (zp−zr)0 for any r.
Expanding the differential equation for (Ψr)ᵀs we find:
∂(Ψr)ᵀs
∂zp
+ (Ψr)ᵀs
1
Λ2
p−1∑
j=1
Ωpjp
zp − zj =
(
1
zp − zs −
1
zp − z1
)
I. (3.65)
Therefore to leading order we have:
(Ψr)ᵀs = Λ
2 (Ωprp )
−1(δrs − δr1) + . . . , (3.66)
where the ellipsis denotes terms of order O(zp−zr). Note that braid matrices themselves are independent
of the coordinates zi. Plugging (3.63) and (3.66) back into (3.62) gives:
〈(F−p−1)q|(F+p−1)ᵀs 〉ωp−1 =
p−1∑
r=1
Reszp=zr
((
dzp
zp − zq −
dzp
zp − z2
)
(Ωpqp )
ᵀ((Ωprp )
ᵀ)−1(δrs − δr1) + . . .
)
.
(3.67)
Recalling that q, s ≥ 3, the only non-zero residue comes from q=r=s, giving
〈(F−p−1)q|(F+p−1)ᵀs 〉ωp−1 = Reszp=zq
(
dzp
zp − zq (Ω
pq
p )
ᵀ((Ωpqp )
ᵀ)−1δqs + . . .
)
= δqsI, (3.68)
which proves the required result.
The above lemma shows that (3.61) defines an orthonormal dual basis FB(ρ)∨ of Hn−3−ω , for words
ρ of length n−3 and ρ(i) = 3, 4, . . . , i−1, analogous to that in (3.41). The orthonormality can be stated
as 〈FB(ρ)∨|FB(σ)〉ω = δρσ,
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Note that while orthonormality on M0,n can be always achieved for any set of (n−3)! twisted
forms by an appropriate rotation of bases, the above result shows that fibration bases have a much
stronger property: orthonormality on all the fibres at once, which greatly simplifies the form of the
recursion relations. By contrast, bases of PT(α) and PT(α)∨ we used before do not have this property.
The choice of fibration bases is however not unique: for example we made a choice of special punctures
z1 and z2 in the definition of F
+
p and F
−
p respectively. Changing this choice together with the range of
q yields other sets of orthonormal bases on each Fn,p.
We close this subsection by giving a translation between the fibration bases and Parke–Taylor
bases. The specific choice of the definition (3.41) was made such that the final element of the fibration
basis FB(ρ) coincides with the Parke–Taylor form with the canonical ordering, i.e.,
FB(34 · · ·n−1) = PT(12 · · ·n). (3.69)
In fact, all the elements of the fibration basis are already written in a form that makes them linear
combinations of PT(α) algebraically (in other words, on the level of Hn−3(M0,n,Z)). We can write
this relation using a rotation matrix T,
FB(ρ) =
∑
α̂
Tρα̂ PT(3α̂12), FB(ρ)
∨ =
∑
α̂
(Tᵀ)−1ρα̂ PT(3α̂12)
∨, (3.70)
where we used orthonormality of the fibration and Parke–Taylor bases to arrive at the second equation,
which relates the dual bases to each other. The sums go over (n−3)! permutations α̂ of labels
{4, 5, . . . , n}. Here the choice of fixed labels {1, 2, 3} reflects the SL(2,C) fixing employed in this section.
It yields the specific orderings of PT(α)∨, which (unlike PT(3α̂12) = PT(123α̂)) are not cyclic-invariant.
Let us give explicit expressions for the rotation matrix T and its inverse at low multiplicity, which are
found to have entries consisting of only 0,±1.
Example 3.3. For n=5 we find that the two sets of bases are related by(
FB(33)
FB(34)
)
=
(
1 1
1 0
)(
PT(12345)
PT(12354)
)
, (3.71)
while their duals obey (
FB(33)∨
FB(34)∨
)
=
(
0 1
1 −1
)(
PT(34512)∨
PT(35412)∨
)
. (3.72)
Example 3.4. For n=6 the rotation matrix translates between the two bases as follows,
FB(333)
FB(334)
FB(335)
FB(343)
FB(344)
FB(345)

=

1 1 1 1 1 1
1 1 1 0 0 0
1 0 1 1 0 0
1 1 0 0 1 0
1 1 0 0 0 0
1 0 0 0 0 0


PT(123456)
PT(123465)
PT(123546)
PT(123564)
PT(123645)
PT(123654)

, (3.73)
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and similarly using the second equation in (3.70) we find
FB(333)∨
FB(334)∨
FB(335)∨
FB(343)∨
FB(344)∨
FB(345)∨

=

0 0 0 0 0 1
0 0 1 −1 0 0
0 0 0 1 0 −1
0 0 0 0 1 −1
0 1 −1 1 −1 0
1 −1 0 −1 0 1


PT(345612)∨
PT(346512)∨
PT(354612)∨
PT(356412)∨
PT(364512)∨
PT(365412)∨

. (3.74)
We notice that even though in going from the left to the right equation in (3.70) we used
orthonormality with respect to the intersection pairing, in the above examples the equalities hold
algebraically, that is, without using any cohomology relations.
3.4 Recursion Relations (Reprise)
We finish this section by giving a streamlined version of the recursion relations for intersection
numbers. The first step is using Proposition 2.1 with U=W=Hn−3−ω and V=X=H
n−3
ω and fibration
bases to write out 〈ϕ−|ϕ+〉ω for a pair of twisted forms ϕ± ∈ Hn−3±ω as:
〈ϕ−|ϕ+〉ω = 〈ϕ−|F+3 〉
ᵀ
ω 〈F−3 |ϕ+〉ω . (3.75)
Recall that both F±3 are length-(n−3)! vectors of twisted forms. We define the vectors:
ϕ−3 := 〈ϕ−|F+3 〉ω , ϕ+3 := 〈F−3 |ϕ+〉ω , (3.76)
such that the intersection number is given by their contraction (ϕ−3 )
ᵀϕ+3 . At first sight this might not
seem like an efficient representation, but since the recursion relations already depend on (n−3)!-vectors
of twisted forms in the intermediate steps, no efficiency is actually sacrificed. Moreover, it lets us treat
both forms entering the intersection number separately.
Given that ϕ± provides the input of our computation and ϕ±3 is the output, our idea is to construct
intermediate vectors of twisted forms ϕ±p which interpolate between the two ends:
ϕ±n → ϕ±n−1 → · · · → ϕ±4 → ϕ±3 , (3.77)
where ϕ±n := ϕ±. Each ϕ
±
p is a length-κn,p vector of twisted forms onM0,p, given by a straightforward
generalization of (3.76): ϕ−p := 〈ϕ−|F+p 〉ωp and ϕ+p := 〈F−p |ϕ+〉ωp . The explicit recursion relation
realizing (3.77) takes the form
(ϕ±p−1)r =
p−1∑
q=1
Reszp=zq
(
M±pqr ϕ
±
p
)
. (3.78)
The matrices M±pqr encode how the behaviour of the puncture zp ∈ Σp around each boundary component
zq ∈ ∂Σp affects the r-th entry of ϕ±p−1. We follow by giving their definition in terms of braid matrices
Ωpjp .
Let us start by comparing the recursion for ϕ−p−1 from (3.78) with Lemma 3.1 by sending ϕ+ →
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(F+p−1)r. Equating the two formulae gives us
∇+p M−pqr =
1
Λ2
〈F−p |(F+p−1)r〉ωp =
1
Λ2
(
dzp
zp − zr −
dzp
zp − z1
)
I. (3.79)
Similarly, the ϕ+p−1 case can be compared with Lemma 3.2 upon the change ϕ− → (F−p−1)r, which
gives the condition
∇−p M+pqr = −
1
Λ2
〈(F−p−1)r|F+p 〉ωp = −
1
Λ2
(
dzp
zp − zr −
dzp
zp − z2
)
(Ωprp )
ᵀ. (3.80)
Therefore finding M±pqr amounts to solving these differential equations. Note that they only involve
quantities known ahead of time (in particular they are independent of ϕ±) and hence the most
computationally involved part of the calculation needs to be performed only once.
Since the matrices M±pqr enter a residue computation, we only need their expansion around each
zp = zq. Hence we proceed by writing the holomorphic expansion:
M±pqr =
∞∑
k=0
kM±pqr (zp − zq)k, (3.81)
which starts at the constant term since the right-hand sides of (3.79) and (3.80) are logarithmic. Recall
that the ranges of indices are p = 4, 5, . . . , n, q = 1, 2, . . . , p−1, r = 3, 4, . . . , p−1. We obtain the
following solutions.
Lemma 3.5. The leading matrix 0M−pqr is given by:
0M−pqr =

− (Ωp1p )−1 if q = 1,(
Ωprp
)−1
if q = r,
0 otherwise.
(3.82)
The subleading matrices kM−pqr for k > 0 are given by the recursion:
kM−pqr =
(
(−1)k−1
(
δq 6=r
(zq−zr)k −
δq 6=1
(zq−z1)k
)
I−
p−1∑
j=1
j 6=q
k−1∑
i=0
iM−pqr(−1)k−i−1
(zq−zj)k−i Ω
pj
p
)(
Ωpqp + kΛ
2I
)−1
,
(3.83)
where the matrices Ωpjp are given in Lemma 3.3.
Proof. Expanding the differential equation (3.79) around zp = zq we obtain:
∞∑
k=1
kM−pqr k (zp−zq)k−1 +
1
Λ2
∞∑
k=0
kM−pqr (zp−zq)k−1 Ωpqp
+
1
Λ2
p−1∑
j=1
j 6=q
∞∑
i=0
∞∑
`=1
iM−pqr(−1)`−1(zp−zq)i+`−1
(zq−zr)` Ω
pj
p (3.84)
=
1
Λ2
(
δqr
zp−zr −
δq1
zp−z1
)
I+
1
Λ2
∞∑
k=1
(zq−zp)k−1
(
δq 6=r
(zq−zr)k −
δq 6=1
(zq−z1)k
)
I,
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where we used the fact that (zp−zj)−1 =
∑∞
i=1(zq−zp)i−1(zq−zj)−i. At order (zp−zq)−1 we find
0M−pqr Ω
pq
p = (δqr − δq1) I, (3.85)
which gives (3.82). At order (zp−zq)k−1 for k > 0 after rearranging terms we obtain
kM−pqr
(
kΛ2I+ Ωpqp
)
+
p−1∑
j=1
j 6=q
k−1∑
i=0
iM−pqr(−1)k−i−1
(zq−zj)k−i Ω
pj
p = (−1)k−1
(
δq 6=r
(zq−zr)k −
δq 6=1
(zq−z1)k
)
I, (3.86)
from which (3.83) follows.
Lemma 3.6. The leading matrix 0M+pqr is given by:
0M+pqr =

−(Ωprp )ᵀ
(
(Ωp2p )
ᵀ)−1 if q = 2,
I if q = r,
0 otherwise.
(3.87)
The subleading matrices kM+pqr for k > 0 are given by the recursion:
kM+pqr=
(
(−1)k−1
(
δq 6=r
(zq−zr)k−
δq 6=2
(zq−z2)k
)
(Ωprp )
ᵀ−
p−1∑
j=1
j 6=q
k−1∑
i=0
iM+pqr(−1)k−i−1
(zq−zj)k−i (Ω
pj
p )
ᵀ
)(
(Ωpqp )
ᵀ−kΛ2I)−1,
(3.88)
where the matrices Ωpjp are given in Lemma 3.3.
Proof. Expanding the differential equation (3.80) around zp = zq we obtain:
∞∑
k=1
kM+pqr k (zp−zq)k−1 −
1
Λ2
∞∑
k=0
kM+pqr (zp−zq)k−1(Ωpqp )ᵀ
− 1
Λ2
p−1∑
j=1
j 6=q
∞∑
i=0
∞∑
`=1
iM+pqr (−1)`−1(zp−zq)i+`−1
(zq−zr)` (Ω
pj
p )
ᵀ (3.89)
= − 1
Λ2
(
δqr
zp−zr −
δq2
zp−z2
)
(Ωprp )
ᵀ − 1
Λ2
∞∑
k=1
(zq−zp)k−1
(
δq 6=r
(zq−zr)k −
δq 6=2
(zq−z2)k
)
(Ωprp )
ᵀ,
where we used the fact that (ω−p )
ᵀ = ω+p . At the leading order (zp−zq)−1 we have
0M+pqr(Ω
pq
p )
ᵀ = (δqr − δq2) (Ωprp )ᵀ, (3.90)
which gives (3.87). At order (zp−zq)k−1 for k > 0 after rearranging terms we obtain
kM+pqr
(
kΛ2I− (Ωpqp )ᵀ
)− p−1∑
j=1
j 6=q
k−1∑
i=0
iM+pqr (−1)k−i−1
(zq−zj)k−i (Ω
pj
p )
ᵀ = (−1)k
(
δq 6=r
(zq−zr)k −
δq 6=2
(zq−z2)k
)
(Ωprp )
ᵀ,
(3.91)
from which (3.88) follows.
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One of the consequences of the above expressions is that kinematic singularities of the intersection
numbers can only occur when (Ωpqp ∓ kΛ2I)−1 diverges, or in other words when one of the eigenvalues
of Ωprp approaches ∓kΛ2. Assuming that all of the eigenvalues take the form of kinematic invariants
si1i2···im , we find that 〈ϕ−|ϕ+〉ω involves a propagation of a particle with mass
√
kΛ whenever ϕ−p has
pole of order k+1 or higher, and likewise a tachyon with mass i
√
kΛ propagates when ϕ+p has a pole of
order k+1 or higher (one should of course allow for a possibility of cancellations between poles). In
particular, when all the poles are logarithmic there are only massless internal states in agreement with
Theorem 2.1.
The above derivations prove the main result of the section.
Theorem 3.1. Recursion relations for intersection numbers 〈ϕ−|ϕ+〉ω = (ϕ−3 )ᵀϕ+3 of twisted forms
ϕ± ∈ Hn−3±ω are given by
(ϕ±p−1)r =
p−1∑
q=1
Reszp=zq
(
M±pqr ϕ
±
p
)
, (3.92)
where r = 3, 4, . . . , p−1 and ϕ±p ∈ Ωp−3,0(M0,p) ⊗ Cκn,p for 3 ≤ p ≤ n. The initial conditions are
given by ϕ±n = ϕ± and the matrices M
±
pqr are specified in Lemmata 3.5–3.6.
Let us remark on the fact that just like Ωijp , the matrices M
±
pqr depend on the choice of bases of
twisted forms on the fibres. Hence it is not unlikely that the above recursion can be further simplified
by other choices of bases. Since the main computational bottleneck in the above definitions of M±pqr
comes from the necessity of inverting braid matrices, it is also worthwhile to seek recursions for the
inverse matrices (Ωijp )
−1 themselves. Some computational efficiency can be gained by sending one of
the fixed punctures to infinity, which we did not do here to keep the formulae more symmetric. Note
that the above recursions were designed no to be ±-symmetric, which is clear from (3.75) and the
explicit form of the matrices M±pqr. A symmetric form can be obtained with minor modifications, for
example by starting with the representation
〈ϕ−|ϕ+〉ω = 〈ϕ−|F−3 〉
ᵀ
ω 〈F+3 |(F+3 )ᵀ〉ω 〈F−3 |ϕ+〉ω (3.93)
instead of (3.75). The resulting recursion becomes symmetric, at a cost of introducing the intersection
matrix 〈F+3 |(F+3 )ᵀ〉ω that can be evaluated explicitly in terms of trivalent diagrams. In applications to
basis expansion, as in (2.55) and (2.62), onto the fibration basis FB(ρ) it is only needed to compute
one side of the recursion corresponding to ϕ+p .
We finish by giving examples of the matrices M±pqr at low multiplicity.
Example 3.5. For n = 4, using the notation s = s12, t = s23, u = s13 with s+ t+ u = 0, expansions
of the one-by-one matrices M−pqr around zp = zq are given by:
M−413 = −
1
t
+
u
t (t+Λ2)
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . ,
M−423 = 0−
1
u+Λ2
(z4−z2)(z3−z1)
(z1−z2)(z2−z3) + . . . , (3.94)
M−433 =
1
s
+
u
s(s+Λ2)
(z4−z3)(z1−z2)
(z1−z3)(z2−z3) + . . . ,
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while the M+pqr matrices are to leading orders:
M+413 = 0−
s
t−Λ2
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . ,
M+423 = −
s
u
+
st
u(u−Λ2)
(z4−z2)(z3−z1)
(z1−z2)(z2−z3) + . . . , (3.95)
M+433 = 1−
t
s−Λ2
(z4−z3)(z1−z2)
(z1−z3)(z2−z3) + . . . .
Example 3.6. For n = 5 the one-by-one matrices M−5qr to leading order have the expansion:
M−513 = −
1
s15
+
1
s15(s15+Λ2)
(
s25
z1−z2 +
s15+s35
z1−z3 +
s45
z1−z4
)
(z5−z1) + . . . ,
M−523 = 0−
1
s25+Λ2
(
1
z2−z1 −
1
z2−z3
)
(z5−z2) + . . . ,
M−533 =
1
s35
− 1
s35(s35+Λ2)
(
s15+s35
z3−z1 +
s25
z3−z2 +
s45
z3−z4
)
(z5−z3) + . . . , (3.96)
M−543 = 0−
1
s45+Λ2
(
1
z4−z1 −
1
z4−z3
)
(z5−z4) + . . . ,
while the M+5qr matrices are:
M+513 = 0−
s35
s15−Λ2
(
1
z1−z2 −
1
z1−z3
)
(z5−z1) + . . . ,
M+523 = −
s35
s25
+
s35
s25(s25−Λ2)
(
s15
z2−z1 +
s25+s35
z2−z3 +
s45
z2−z4
)
(z5−z2) + . . . ,
M+533 = 1−
1
s35−Λ2
(
s15
z3−z1 +
s25+s35
z3−z2 +
s45
z3−z4
)
(z5−z3) + . . . , (3.97)
M+543 = 0−
s35
s45−Λ2
(
1
z4−z2 −
1
z4−z3
)
(z5−z4) + . . . .
The p = 5 matrices M−4qr are two-by-two (with columns and rows labelled by 3, 4). The entries of
M−413 have the expansion:
(M−413)33 = −
1
s14
+
s23s24−s35s45
s14s23 (s14+Λ2)
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . ,
(M−413)34 =
s45
s14s23
− s45
(
s23s24−s35s45+s13(s14+Λ2)
)
s14s23 (s14+Λ2) (s23+Λ2)
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . ,
(M−413)43 = 0 +
s35
s23 (s14+Λ2)
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . , (3.98)
(M−413)44 = −
1
s23
+
(s24+s25)
(
s14+Λ
2
)
+s45
(
s14−s35+Λ2
)
s23 (s14+Λ2) (s23+Λ2)
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . .
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The entries of M−423 are given by:
(M−423)33 = 0−
1
s24+Λ2
(z4−z2)(z3−z1)
(z1−z2)(z2−z3) + . . . ,
(M−423)34 = 0 + . . . ,
(M−423)43 = 0 +
s35
(s13+Λ2) (s24+Λ2)
(z4−z2)(z3−z1)
(z1−z2)(z2−z3) + . . . , (3.99)
(M−423)44 = 0−
1
s13+Λ2
(z4−z2)(z3−z1)
(z1−z2)(z2−z3) + . . . ,
and finally for M−433 we find:
(M−433)33 =
s34+s35
s12s34
+
s24(s34+s35)(s34+Λ
2)+s35
(
s12s24+s45(s12+s25+Λ
2)
)
s12s34 (s12+Λ2) (s34+Λ2)
(z4−z3)(z1−z2)
(z1−z3)(z2−z3)+ . . . ,
(M−433)34 =
s45
s12s34
+
s45
(
s13(s34+Λ
2)−s45s51+s12s24
)
s12s34 (s12+Λ2) (s34+Λ2)
(z4−z3)(z1−z2)
(z1−z3)(z2−z3) + . . . ,
(M−433)43 =
s35
s12s34
−s35
(
s14
(
s12+s34+Λ
2
)
+ (s12+s15) (s34+s45)
)
s12s34 (s12+Λ2) (s34+Λ2)
(z4−z3)(z1−z2)
(z1−z3)(z2−z3) + . . . , (3.100)
(M−433)44 =
s34+s45
s12s34
+
s13 (s34+s45)
(
s34+s45+Λ
2
)−s14s35s45
s12s34 (s12+Λ2) (s34+Λ2)
(z4−z3)(z1−z2)
(z1−z3)(z2−z3) + . . . .
Similarly we list the expansions of the entries for each M+4qr, starting with M
+
413,
(M+413)33 = 0−
s35s45+(s34+s45)(s23−Λ2)
(s14−Λ2)(s23−Λ2)
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . ,
(M+413)34 = 0 +
s35
s23−Λ2
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . ,
(M+413)43 = 0−
s45
(
s13+Λ
2
)
(s14−Λ2) (s23−Λ2)
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . , (3.101)
(M+413)44 = 0−
s34+s35
s23−Λ2
(z4−z1)(z2−z3)
(z1−z2)(z1−z3) + . . . .
For M+423 we find:
(M+423)33 = −
s34+s45
s24
+
s14 (s35s45+s13 (s34+s45))
s13s24 (s24−Λ2)
(z4−z2)(z3−z1)
(z1−z2)(z2−z3) + . . . ,
(M+423)34 = −
s14s35
s13s24
+
s14s35
(
s12s34−s23
(
s14+Λ
2
))
s13s24 (s13−Λ2) (s24−Λ2)
(z4−z2)(z3−z1)
(z1−z2)(z2−z3) + . . . ,
(M+423)43 =
s45
s24
+
(s14s23−s12s34) s45
s13s24 (s24−Λ2)
(z4−z2)(z3−z1)
(z1−z2)(z2−z3) + . . . , (3.102)
(M+423)44 = −
s24 (s34+s35) +s35s45
s13s24
+
(
s23 (s24 (s34+s35) +s35s45)
s13s24 (s13−Λ2)
− s35s45 (s24 (s34+s35) +s35s45−s13s14)
s13s24 (s13−Λ2) (s24−Λ2)
)
(z4−z2)(z3−z1)
(z1−z2)(z2−z3) + . . . .
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Finally, evaluating M+433 yields:
(M+433)33 = 1−
s14
(
s12−s45−Λ2
)
(s12−Λ2) (s34−Λ2)
(z4−z3)(z1−z2)
(z1−z3)(z2−z3) + . . . ,
(M+433)34 = 0−
s14s35
(s12−Λ2) (s34−Λ2)
(z4−z3)(z1−z2)
(z1−z3)(z2−z3) + . . . ,
(M+433)43 = 0 +
s45
(
s13+Λ
2
)
(s12−Λ2) (s34−Λ2)
(z4−z3)(z1−z2)
(z1−z3)(z2−z3) + . . . , (3.103)
(M+433)44 = 1−
s23
(
s34−Λ2
)
+ (s23+s35) s45
(s12−Λ2) (s34−Λ2)
(z4−z3)(z1−z2)
(z1−z3)(z2−z3) + . . . .
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Section 4
Further Examples of Intersection Numbers
In this section we give several instructive examples of evaluating intersection numbers using the
newly-introduced recursion relations, starting with a discussion of the Yang–Mills and gravity scattering
amplitudes, whose twisted forms are inherited from string theory. We then move on to computing
intersection numbers of Kac–Moody correlators that can serve as building blocks for more complicated
twisted forms. Throughout this section we use the notation sij := (pi+pj)
2.
It is not presently known what is the full space of scattering amplitudes admitting an intersection
number representation. In the massless case there has been considerable interest in constructing
S-matrices of various quantum field theories within the scattering equations formalism with much
success, see, e.g., [30, 31, 77, 84, 86, 87, 153–175]. This suggests that the space of quantum field
theories whose amplitudes have an interpretation in terms of intersection numbers should be even
richer, especially given their direct link to string theory.
4.1 Gauge and Gravity Scattering Amplitudes
Since the low-energy limits of open-string integrals and intersection numbers coincide according
to (2.60), it means that the leading α′-order of the intersection numbers of the form 〈PT(α)|ϕgauge+,n 〉ω
computes Yang–Mills amplitudes. Here ϕgauge+,n is a twisted form coming from a correlation function
of massless gauge boson vertex operators, either in the bosonic or superstring case, modulo the
Koba–Nielsen factor, see [28, 176] for details.
This result can be strengthened even further. The decomposition formula (2.58) together with the
results of [35] imply that in the superstring case the intersection number is independent of α′ and thus
it computes exclusively the low-energy limit of string amplitudes:〈
PT(α)
∣∣ϕgauge+,n 〉ω = AYM(α), (4.1)
which are colour-ordered amplitudes in the pure U(N) Yang–Mills theory with the ordering α. Full tree-
level amplitudes can be obtained by decorating PT(α) with the colour trace Tr(T cα(1)T cα(2) · · ·T cα(n)),
where T ci ∈ U(N) are the Chan–Paton factors associated to each puncture [177], and symmetrizing
over all permutations α. For simplicity here we only consider colour-ordered amplitudes and ignore the
overall coupling constant.
There are many ways of representing correlation functions, as they are unique only up to cohomology
relations. Let us consider the textbook form of the correlator in the Ramond–Neveu–Schwarz (RNS)
formulation [28, 176], which after stripping away the Koba–Nielsen factor
∏
i<j |zi−zj |2pi·pj/Λ
2
in our
normalization reads:
ϕgauge±,n = dµn
∫ n∏
i=1
dθidθ˜i
θkθ`
zk−z` exp
−∑
i 6=j
θiθjpi·pj + θ˜iθ˜jεi·εj + 2(θi−θj)θ˜iεi·pj
zi−zj ∓ Λ2θiθj
 . (4.2)
It is written as an integral over Grassmann variables θi, θ˜i for each puncture zi.
18 In full string
18Recall that Grassmann variables are mutually anticommuting and the integral
∫
dθi(α + βθi) = β for bosonic
α, β extracts the linear part in θi. Since exp(βθi) = 1 + βθi we have
∫
dθi exp(βθi) = β. See, e.g., [178] for
a reference. Pfaffian Pf A of an antisymmetric 2m×2m matrix A with entries Aij is defined through Pf A :=∫ ∏2m
i=1 dθi exp(− 12
∑
i 6=j θiAijθj). The Pfaffian is equal up to a sign to the square root of det A.
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theory (zi|θi) ∈ CP1|1 are coordinates on a super Riemann surface, but in our setup they lose this
interpretation and together with θ˜i, θi serve as auxiliary variables. The factor θkθ`/(zk−z`) arises from
a pair of vertex operators in the −1 picture. The choice of the labels k, ` is auxiliary, meaning that
ϕgauge±,n with different choices of k, ` are cohomologous to each other. For simplicity we set (k, `) = (1, 2)
in the following manipulations. Since each appearance of the polarization vector εµi is accompanied by
θ˜i and the Grassmann integration extracts only linear terms in θ˜i, the twisted form is also multi-linear
in polarization vectors. Recall that for massless gauge bosons we have the conditions p2i = εi·pi = 0.
In addition, gauge invariance of the RNS correlator implies that upon the replacement εi → pi for any
i the twisted form (4.2) becomes cohomologous to zero. For later purposes we introduced two types of
twisted forms in (4.2), labelled by a ± sign, depending on the factor of ∓Λ2 in the denominators. Note
that even though the twisted forms (4.2) come from a superstring computation, they give rise to pure
Yang–Mills amplitudes without any supersymmetry (though inclusion of supersymmetry is certainly
possible).
In order to get a handle on the combinatorics involved in integrating out Grassmann variables in
(4.2) let us start by symmetrizing its exponent, after which its argument reads
−
∑
i6=j
(
(θipi+θ˜iεi)·(θjpj+θ˜jεj) + θiθ˜iεi·pj − θj θ˜jεj ·pi
zi−zj ± Λ
2 εi·εjθiθj θ˜iθ˜j
(zi−zj)2
)
. (4.3)
Here we also used the fact that
1
zi−zj ∓ Λ2θiθj =
1
zi−zj ± Λ
2 θiθj
(zi−zj)2 , (4.4)
where the second term gives non-zero contributions only for summands proportional to εi·εj since all
the others contain at least one factor of θi. We find that in (4.3) the first fraction is Gaussian in the
Grassmann variables and the second gives a quartic perturbation. Hence it is convenient to rewrite the
twisted form as
ϕgauge±,n = dµn
∫ n∏
i=1
dθidθ˜i
θ1θ2
z1−z2 exp
−1
2
∑
i 6=j
((
θi
θ˜i
)ᵀ(
Aij −Cji
Cij Bij
)(
θj
θ˜j
)
± Λ2 2εi·εj
(zi−zj)2 θiθj θ˜iθ˜j
) .
(4.5)
Here Aij , Bij , and Cij are elements of n×n matrices given by
Aij :=

0 if i = j,
2pi·pj
zi−zj otherwise,
Bij :=

0 if i = j,
2εi·εj
zi−zj otherwise,
Cij :=

−
∑
k 6=i
2εi·pk
zi−zk if i = j,
2εi·pj
zi−zj otherwise.
(4.6)
Let us introduce a 2n×2n antisymmetric matrix Ψ constructed from the above blocks:
Ψ :=
(
A −Cᵀ
C B
)
. (4.7)
We can now consider performing the Grassmann integrals as an expansion in terms of the variable
Λ2, in which the leading term is the Pfaffian of the matrix Ψ with columns and rows 1, 2 removed,
while the subleading ones involve Pfaffians of the same matrix with more of its entries removed. To be
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precise, we have up to an overall sign:
ϕgauge±,n =
dµn
z1−z2
n/2−1∑
q=0
(∓Λ2)q
∑
distinct
pairs
{ik,jk}
(
q∏
k=1
2εik ·εjk
(zik−zjk)2
)
Pf Ψ
i1j1i2j2···iqjq
12 . (4.8)
The second sum goes over all q distinct unordered pairs {i1, j1}, {i2, j2}, . . . , {iq, jq} of labels from
the set {3, 4, . . . , n}. We used the notation Ψi1j1···iqjq12 to denote the matrix Ψ with columns and
rows {1, 2, i1, j1, . . . , iq, jq, n+i1, n+j1, . . . , n+iq, n+jq} removed, such that it becomes a 2(n−2q−1)×
2(n−2q−1) matrix. Each term in the resulting expansion has the same mass dimension and is multi-
linear in polarization vectors. In order to demystify the notation let us spell out a few leading
terms:
ϕgauge±,n =
dµn
z1−z2
(
Pf Ψ12 ∓ Λ2
∑
3≤i1<j1≤n
2εi1 ·εj1
(zi1−zj1)2
Pf Ψi1j112 (4.9)
+Λ4
( ∑
3≤i1<j1<i2<j2≤n
+
∑
3≤i1<i2<j1<j2≤n
)
2εi1 ·εj1
(zi1−zj1)2
2εi2 ·εj2
(zi2−zj2)2
Pf Ψi1j1i2j212 + · · ·
)
.
In a similar spirit we can consider the low-energy limit of closed-string amplitudes, whose correlator
splits into ϕgauge+,n ∧ ϕ˜gauge+,n , where the antiholomorphic part involves polarization vectors ε˜µi in the place
of εµi . Noticing that in such cases the right-hand side of (2.67) involves only intersection numbers
independent of α′, we can perform the same manipulations as in the proof of Theorem 2.2 to arrive at19〈
ϕ˜gauge−,n
∣∣ϕgauge+,n 〉ω = AGRn , (4.10)
which coincides with the low-energy limit associated to the above closed-string correlator: Einstein
gravity amplitude. To be a bit more precise, it is the amplitude of “N = 0 supergravity” involving the
graviton hµν , Kalb–Ramond field Bµν , and the dilaton φ. Amplitudes of gravitons only are obtained
by using the symmetrized version of he polarization vectors, εµνi := ε
(µ
i ε˜
ν)
i .
At this stage it is instructive to compute n = 4 amplitudes in the above theories. Fixing α = (1234)
and using recursion relations from Theorem 3.1 it is enough to compute the two functions ϕ±3 and
multiply them together. For the Parke–Taylor form we find:
ϕ−3 [PT(1234)] =
1
s12
+
1
s23
, (4.11)
which can be obtained using the definition (3.76), the equality PT(1234) = FB(3), and the formula in
terms of trivalent graphs from (2.111), or by direct computation. The above notation indicates that we
are referring to ϕ−3 computed with the boundary condition ϕ− = PT(1234). In order to have a better
understanding of how the final result arises, let us split the computation of ϕ+3 [ϕ
gauge
+,4 ] into two pieces:
these proportional to Λ0 and Λ2. For the first term we find:
ϕ+3 [ϕ
gauge
+,4 |Λ0 ] =− 4s12s23
(
ε1·ε2 ε3·ε4
s12 − Λ2 +
ε2·ε3 ε1·ε4
s23
+
ε1·ε3 ε2·ε4
s13
)
(4.12)
19The only non-trivial step is realizing that 〈PT(1, α̂, n−1, n)∨|ϕ˜gauge+,n 〉ω = 〈ϕ˜gauge−,n |PT(1, α̂, n−1, n)∨〉ω , where ϕ˜gauge−,n
involves a sign change Λ2 → −Λ2 compared to ϕ˜gauge+,n as in (4.2).
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− 8
s13
(
s12(ε1·ε4 ε2·p4 ε3·p1 + ε2·ε4 ε1·p4 ε3·p2 + ε1·ε3 ε2·p3 ε4·p1 + ε2·ε3 ε1·p3 ε4·p2)
+ s23(ε2·ε4 ε1·p2 ε3·p4 + ε3·ε4 ε1·p3 ε2·p4 + ε2·ε1 ε3·p1 ε4·p2 + ε3·ε1 ε2·p1 ε4·p3)
+ s13(ε1·ε4 ε2·p1 ε3·p4 + ε3·ε4 ε1·p4 ε2·p3 + ε1·ε2 ε3·p2 ε4·p1 + ε3·ε2 ε1·p2 ε4·p3)
)
.
Notice that as a consequence of double poles in ϕgauge+,4 |Λ0 the above computation resulted in a spurious
tachyon pole in the s12-channel, which ought to disappear in the final expression. The contributions
proportional to Λ2 give:
ϕ+3 [ϕ
gauge
+,4 |Λ2 ] = 4Λ2s23
ε1·ε2 ε3·ε4
s12 − Λ2 , (4.13)
which are precisely the terms needed to cancel out the spurious pole. The amplitude is computed by
putting the above partial results together. This gives:
AYM(1234) = ϕ−3 [PT(1234)]
(
ϕ+3 [ϕ
gauge
+,4 |Λ0 ] +ϕ+3 [ϕgauge+,4 |Λ2 ]
)
= − 16
s12s23
t8,µ1ν1µ2ν2µ3ν3µ4ν4 p
µ1
1 ε
ν1
1 p
µ2
2 ε
ν2
2 p
µ3
3 ε
ν3
3 p
µ4
4 ε
ν4
4 , (4.14)
where for conciseness we introduced the t8 tensor antisymmetric under the exchange of any pair of
indices (µi, νi)↔ (µj , νj) and under µi ↔ νi, whose explicit form can be found in [179]. Note that the
result is independent of Λ in our normalization.
Let us move on to evaluating the n = 4 gravity amplitude, which can be done in several ways. One
of them is to evaluate ϕ−3 [ϕ˜
gauge
−,4 ], which is almost identical to the previous computation and yields:
ϕ−3 [ϕ˜
gauge
−,4 ] = −
16
s12s23
t8,µ1ν1µ2ν2µ3ν3µ4ν4 p
µ1
1 ε˜
ν1
1 p
µ2
2 ε˜
ν2
2 p
µ3
3 ε˜
ν3
3 p
µ4
4 ε˜
ν4
4 . (4.15)
Note that it is not of the same form as ϕ+3 [ϕ
gauge
+,4 ] since the recursion relations are not ±-symmetric.
It gives us the gravity amplitude:
AGR4 = ϕ−3 [ϕ˜gauge−,4 ]
(
ϕ+3 [ϕ
gauge
+,4 |Λ0 ] +ϕ+3 [ϕgauge+,4 |Λ2 ]
)
= −s12s23
s13
A˜YM(1234)AYM(1234), (4.16)
where the tilde indicates a replacement εµi → ε˜µi (as remarked before, the result should be appropriately
symmetrized to extract pure graviton contributions). The gravity amplitude is a quadratic combination
of Yang–Mills amplitudes, which can be made manifest by inserting a resolution of identity into the
intersection number 〈ϕ˜gauge−,4 |ϕgauge+,4 〉ω as a special case of Proposition 2.1:
AGR4 =
〈
ϕ˜gauge−,4
∣∣PT(1234)〉
ω
〈PT(1234)∨ |PT(1234)∨〉ω
〈
PT(1234)
∣∣ϕgauge+,4 〉ω . (4.17)
Here the first and third intersection numbers compute gauge theory amplitudes, A˜YM(1234) and
AYM(1234) respectively, while the second one is easily evaluated to −s12s23/s13, giving the required
KLT relation from (4.16).
The above computations can be repeated at higher-n using computer algebra software. Since this
would not illustrate any new principle other than using recursion relations, we will not print the results
here. In the following subsection we will consider intersection numbers of Kac–Moody correlators,
which can be thought of as building blocks for more general twisted forms, to demonstrate the use of
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recursion relations.
The above computations already exemplify a general feature of ϕgauge±,n : even though the twisted
form itself depends on Λ, this mass scale decouples after evaluating intersection numbers. Since each
order in Λ is non-logarithmic, it produces tachyonic (massive) poles in the + (−) case, which conspire
to cancel out after summing over all terms. It remains an open question whether there exists a more
efficient representation of ϕgauge±,n that makes this fact manifest.
20 Perhaps the answer will come from
formulating intersection theory of twisted forms on supermoduli spaces.
Let us briefly comment on the relation to the scattering equations formalism implied by (2.80).
Since in the cases of our interest the left-hand side of (2.80) is independent of Λ, also its right-
hand side computes Yang–Mills and gravity amplitude exactly. Inside the residue we need to use
limΛ→0 ϕ
gauge
±,n = dµn Pf Ψ12/(z1−z2), which is indeed the factor proposed by Cachazo, He, and Yuan
[30, 77]. An alternative proof of the fact that this formula computes tree-level amplitudes in Yang–Mills
theory was given earlier by Dolan and Goddard [85].
In the case of bosonic strings one can also make use of a twisted form inherited from string theory
[28], which can be written concisely as:
ϕbosonic+,n = Λ
n−2 dµn
∫ n∏
i=1
dθidθ˜i exp
∑
i 6=j
(
1
Λ
2θj θ˜jpi·εj
zi−zj +
θiθ˜iθj θ˜jεi·εj
(zi−zj)2
) , (4.18)
using a pair of auxiliary Grassmann variables θi, θ˜i for each puncture (the form ϕ
bosonic
−,n is obtained
by replacing Λ → iΛ). Unlike in the case of ϕgauge±,n , intersection numbers computed with ϕbosonic±,n
are no longer independent of Λ. As mentioned before, the low-energy limit, α′ → 0 (or equivalently
Λ → ∞), of 〈PT(α)|ϕbosonic+,n 〉ω, 〈ϕ˜gauge−,n |ϕbosonic+,n 〉ω, and 〈ϕ˜bosonic−,n |ϕbosonic+,n 〉ω coincide with gauge and
gravity amplitudes. On the other hand, the massless limit, Λ→ 0, leads to scattering amplitudes in
certain non-unitary theories, such as conformal gravity [74, 168, 180]. For instance, we have
〈
PT(1234)
∣∣ϕbosonic+,n 〉ω = AYM(1234)− 4s13( (s12 ε1·ε2−2p1·ε2 p2·ε1)(s12 ε3·ε4−2p3·ε4 p4·ε3)s212(s12−Λ2)
+
(s13 ε1·ε3−2p1·ε3 p3·ε1)(s13 ε4·ε2−2p4·ε2 p2·ε4)
s213(s13−Λ2)
+
(s23 ε1·ε4−2p1·ε4 p4·ε1)(s23 ε2·ε3−2p2·ε3 p3·ε2)
s223(s23−Λ2)
(4.19)
+
4(p4·ε1 s12−p2·ε1 s23)(p1·ε2 s23−p3·ε2 s12)(p2·ε3 s12−p4·ε3 s23)(p3·ε4 s23−p1·ε4 s12)
Λ2 s212 s
2
13 s
2
23
)
,
in agreement with [37]. Surprisingly, even at finite Λ some of the aforementioned intersection numbers
compute amplitudes in quantum field theories recently identified by Azevedo et al. [65].
20For practical application it is of course sufficient to use AYM(α) = limΛ→0〈PT(α)| dµn Pf Ψ12/(z1−z2)〉ω and a
similar expression for gravity, however this does not qualify as a satisfactory answer to the above question.
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4.2 Intersection Numbers of Kac–Moody Correlators
Let us consider correlation functions of Kac–Moody currents, see, e.g., [181, 182].21 We
will be interested in coefficients of each trace structure Tr(T cα1(1)T cα1(2) · · · )Tr(T cα2(1)T cα2(2) · · · ) · · ·
Tr(T cαT(1)T cαT(2) · · · ), which regarded as a twisted form in Hn−3±ω read, up to an overall constant,
PT(α1|α2| · · · |αT) := dµn∏T
m=1
∏|αm|
i=1
(
zαm(i) − zαm(i+1)
) . (4.21)
The set {α1, α2, . . . , αT} is a partition of n labels into T orderings {αm}Tm=1 with at least two labels
each. The resulting multi-trace Parke–Taylor factors (4.21) are SL(2,C)-invariant and can serve as
building blocks for more complicated twisted forms. In the sequel we consider their intersection
numbers.
Following the notation used in the previous subsection we use ϕ±p [ϕ±] to denote partial results of
the recursion relations from Theorem 3.1 associated to the boundary conditions ϕ±n = ϕ±. The choice
of fibration bases was designed to simplify computation of planar amplitudes: using (3.69) and the
definition (3.76) we find:
ϕ+3 [PT(12 · · ·n)] = (0, 0, . . . , 0, 1)ᵀ , (4.22)
which becomes a vector of (n−3)!−1 zeros and a single one in the final entry. This can be exploited
when computing 〈ϕ−|PT(12 · · ·n)〉ω as only the final entry of ϕ−3 [ϕ−] needs to be computed in such
cases.
We close this section by giving examples of intersection numbers for n = 4, 5, 6. Computations of
the results printed below typically take a fraction of a second using modern symbolic manipulation
software.
Example 4.1. For n = 4 computing ϕ−3 for all inequivalent Parke–Taylor forms gives:
ϕ−3 [
(
PT(1234),PT(1243),PT(1423),PT(12|34),PT(13|24),PT(14|23))]
=
(
1
s
+
1
t
− 1
s
− 1
t
u
s (s+Λ2)
1
u+Λ2
u
t (t+Λ2)
)
, (4.23)
where we used s := s12, t := s23, and u := s13. Similarly, for ϕ
+
3 we obtain:
ϕ+3 [
(
PT(1234),PT(1324),PT(1342),PT(12|34),PT(13|24),PT(14|23))]
=
(
1
t
u
s
u
− t
s−Λ2 −
st
u (u−Λ2) −
s
t−Λ2
)
. (4.24)
21To be more precise, we are referring to the correlators 〈J c1(z1)J c2(z2) · · · J cn(zn)〉 of the Kac–Moody currents
J ci (zi) with the operator product expansion
〈J a(zi)J b(zj)〉 = k δ
ab
(zi−zj)2
+
fabc J c(zj)
zi−zj
+ . . . , (4.20)
where fabc are structure constants of a compact simple Lie algebra and k is the central extension.
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Computing all combinations of intersection numbers amounts to taking (4.23)
ᵀ
(4.24), which gives:
1
s+
1
t − 1s − 1t us(s−Λ2) 1u−Λ2 ut(t−Λ2)
− 1s 1s+ 1u − 1u ts(s−Λ2) tu(u−Λ2) 1t−Λ2
− 1t − 1u 1t+ 1u 1s−Λ2 su(u−Λ2) st(t−Λ2)
u
s(s+Λ2)
t
s(s+Λ2)
1
s+Λ2 − tus(s−Λ2)(s+Λ2) − t(s+Λ2)(u−Λ2) − u(s+Λ2)(t−Λ2)
1
u+Λ2
t
u(u+Λ2)
s
u(u+Λ2) − t(s−Λ2)(u+Λ2) − stu(u−Λ2)(u+Λ2) − s(t−Λ2)(u+Λ2)
u
t(t+Λ2)
1
t+Λ2
s
t(t+Λ2) − u(s−Λ2)(t+Λ2) − s(t+Λ2)(u−Λ2) − sut(t−Λ2)(t+Λ2)

. (4.25)
Example 4.2. For n = 5 we start by considering all 12 inequivalent single-trace contributions. In the
first step of the recursion for ϕ−p with p=4 we find:
ϕ−4 [
(
PT(12345),PT(12354),PT(12435),PT(12453),PT(12534),PT(12543)
PT(14235),PT(14253),PT(14523),PT(15234),PT(15243),PT(15423)
)
]
=
 z13s15z14z43 z13s35z14z43 (s35+s15) z23s35s15z24z34 z23s35z24z43 z31s35z14z43 0(s45+s15) z13
s45s15z14z43
z31
s45z14z43
z32
s15z24z43
z32
s45z24z43
0
z23
s45z24z43
(s35+s15) z12
s35s15z14z24
z12
s35z14z42
0
z31
s15z14z43
z23
s15z24z43
z12
s15z14z42
z21
s15z14z42
0
z21
s45z14z42
z31
s15z14z43
z23
s15z24z43
(s45+s15) z12
s45s15z14z42
 dz4, (4.26)
which in the second step, p=3, gives:
ϕ−3 [
(
PT(12345),PT(12354),PT(12435),PT(12453),PT(12534),PT(12543)
PT(14235),PT(14253),PT(14523),PT(15234),PT(15243),PT(15423)
)
]
=
 1s34 + 1s23s15 + 1s12s34 1s35 + 1s23s14 + 1s12s35 − 1s35 + 1s34s12 − 1s34s15 1s12s35 − 1s35 + 1s34s12 − 1s14s35 1s12s34
1
s45
+ 1s34
s12
+
1
s15
+ 1s45
s23
+ 1s34s15 −
1
s23
+ 1s12
s45
−
1
s15
+ 1s12
s34
− 1s12s45 − 1s12s34
1
s45
+ 1s34
s12
−
s23
s35
+1
s14
+ 1s15
s23
1
s14s35
1
s14s23
−
1
s34
+ 1s23
s15
− 1s14s23 1s34s15 1s23s15
− 1s23s15 0 − 1s23s45 −
1
s34
+ 1s23
s15
1
s34s15
1
s15
+ 1s45
s23
 . (4.27)
Similarly, for ϕ+p and p=4 we obtain:
ϕ+4 [
(
PT(12345),PT(12354),PT(12435),PT(12453),PT(12534),PT(12543)
PT(14235),PT(14253),PT(14523),PT(15234),PT(15243),PT(15423)
)
]
=
 0 z13z14z43 z32z24z43 z23z24z43 (s25+s35) z13s25z14z34 s35z23s25z24z43z13
z14z43
z31
z14z43
0
z32
z24z43
s45z31
s25z14z43
(s25+s45) z23
s25z24z43
z21
z14z42
(s25+s35) z12
s25z14z42
s35z21
s25z14z42
s35z13
s25z14z43
s35z32
s25z24z43
0
0
s45z12
s25z14z42
(s25+s45) z21
s25z14z42
s45z13
s25z14z43
s45z32
s25z24z43
z12
z14z42
 dz4, (4.28)
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which in the final step, p=3, gives rise to
ϕ+3 [
(
PT(12345),PT(12354),PT(12435),PT(12453),PT(12534),PT(12543)
PT(14235),PT(14253),PT(14523),PT(15234),PT(15243),PT(15423)
)
]
=
(
0 1 s14s24 −
s14(s13+s35)
s24s13
− s35s25−1 − s14s35s13s25
1 −1 s45s24 s15s45−s12s24s13s24 −1 − s45s25 s12s25−s14s45s25s13 +1
(4.29)
− s14s24−1
s14(s24+s25)(s13+s35)
s13s24
−s23
s25
s35(s12+s15)
s13s25
s35
s25
s14(s24+s25)s35
s13s24s25
− s14s35s13s24
− s45s24
(
s13+s14
s25
− s15s24
)
s45
s13
s12s25−(s13+s14)s45
s13s25
s45
s25
(s14s24−(s13+s15)s25)s45
s13s24s25
(s13+s23)s24−s35s45
s13s24
.
Considering all 10 double-trace contributions, in the first step, p=4, for ϕ−p we obtain:
ϕ−4 [
(
PT(12|345),PT(13|245),PT(14|235),PT(15|234),PT(23|145)
PT(24|135),PT(25|134),PT(34|125),PT(35|124),PT(45|123))]
=

z13z32
s35z12z234
0
z12z13
s35z214z23
s45
z41
+ s35+s15z42 +
s25
z43
s15 (s15+Λ2)
z12z13
s15z214z23
z13z23
s45z12z234
z12z23
s45z13z224
0
s45+s15
z41
+ s35z42 +
s25
z43
s15 (s15+Λ2)
(s45+s15) z12z13
s45s15z214z23
(4.30)
(s35+s15) z12z23
s35s15z13z224
z13
z14z43 (s25+Λ2)
z13z23
s15z12z234
s45z14z23−s25z12z34
s35z14z42z43 (s35+Λ2)
z31
z41z34(s45+Λ2)
z12z23
s15z13z224
z23
z24z43 (s25+Λ2)
z13z23
s15z12z234
z23
z24z43 (s35+Λ2)
s45+s15
z41
+ s25z42 +
s35+2s45
z43
s45 (s45+Λ2)
 dz4,
which in the second step, p=3, gives:
ϕ−3 [
(
PT(12|345),PT(13|245),PT(14|235),PT(15|234),PT(23|145)
PT(24|135),PT(25|134),PT(34|125),PT(35|124),PT(45|123))]
=
(
s34(s45−s13)+(s12−s45)s25
s12s34s35(s12+Λ2)
0 s23s24−s35s45s14s23s35(s14+Λ2)
s23s25−s34s45
s23s34s15(s15+Λ2)
s14s24−s25s15
s14s23s15(s23+Λ2)
s45(s25−s34)+s13s34
s12s34s45(s12+Λ2)
1
s45(s13+Λ2)
1
s23(s14+Λ2)
s23(s25−s34)+s34s14
s23s34s15(s15+Λ2)
(s23−s14)s24+s25s15
s23s45s15(s23+Λ2)
s35+s15
s35s15(s24+Λ2)
s14+s34
s14s34(s25+Λ2)
s12s24−s45s15
s12s34s15(s34+Λ2)
s12s25−s14s45
s12s14s35(s35+Λ2)
− s12+s23s12s23(s45+Λ2)
1
s15(s24+Λ2)
1
s34(s25+Λ2)
s12s24−(s34+s45)s15
s12s34s15(s34+Λ2)
1
s12(s35+Λ2)
s12s14−s23(s34+s45)
s12s23s45(s45+Λ2)
)
. (4.31)
Finally, in the case of ϕ+p for p=4 we find:
ϕ+4 [
(
PT(12|345),PT(13|245),PT(14|235),PT(15|234),PT(23|145)
PT(24|135),PT(25|134),PT(34|125),PT(35|124),PT(45|123))]
=

z13z32
z12z234
s35z12z23
s25z13z224
(s45+s15) z21z13
s25z214z23
s35z23
z24z34 (s15−Λ2) 0
z13z23
z12z234
(s35+s15) z12z23
s25z31z224
s45z12z13
s25z214z23
s45z13
z14z34 (s15−Λ2)
z12z13
z214z23
(4.32)
z12z23
z13z224
s35 (s15z13z24+s45z12z34)
s25z14z42z43 (s25−Λ2)
s35z13z32
s25z12z234
s45z13z24+s15z12z34
z14z42z43 (s35−Λ2)
s35z23
z24z34 (s45−Λ2)
0
s45 (s15z14z23−s35z12z34)
s25z14z42z43 (s25−Λ2)
s45z13z32
s25z12z234
s45z31
z14z34 (s35−Λ2)
s15z12z34+s35z23z41
z14z24z34 (s45−Λ2)
 dz4,
– 68 –
and consequently
ϕ+3 [
(
PT(12|345),PT(13|245),PT(14|235),PT(15|234),PT(23|145)
PT(24|135),PT(25|134),PT(34|125),PT(35|124),PT(45|123))]
=
(
s14
s12−Λ2
s14s35(s12(s23+s34)+s23s15)
s13s24s25(s13−Λ2)
s12s45+(s34+s45)s15
s25(s14−Λ2)
s14s35
s24(s15−Λ2)
s35
s23−Λ2
s12+s13
s12−Λ2
s23(s13+s23)(s13−s25)s25+(s14(s12+s23)+(s23−s12)s25)s34s45
s13s24s25(s13−Λ2) −
s45(s12+s15)
s25(s14−Λ2)
(s12+s14)s45
s24(s15−Λ2)
s45−s12
s23−Λ2
s14(s12s34+s23(s34+s45))
s13s24(s24−Λ2)
s35(s23s15+s12(s45+s15))
s13s25(s25−Λ2)
s14s35
s25(s34−Λ2)
s23s45+s34(s45+s15)
s24(s35−Λ2)
s14s35
s13(s45−Λ2)
(s12s34−s14s23)s45
s13s24(s24−Λ2)
s45(s23s15−s12s35)
s13s25(s25−Λ2)
(s23+s35)s45
s25(s34−Λ2) −
(s23+s34)s45
s24(s35−Λ2)
s34s15−s14s35
s13(s45−Λ2)
)
. (4.33)
Intersection numbers are obtained simply by contracting columns of the relevant ϕ±3 . For instance, we
can compute 〈PT(12|345)|PT(12345)〉ω using (4.29) and (4.31):
ϕ−3 [PT(12|345)]ᵀϕ+3 [PT(12345)] =
s25
s34
+ s13s45 − 1
s12 (s12+Λ2)
. (4.34)
Example 4.3. For n = 6 the number of inequivalent trace structures proliferates rapidly and hence
we only print three examples. For a single trace Parke–Taylor PT(135642) we find:
ϕ−5 [PT(135642)] =

0
− z23
s46z24z35z45
z23
s56z24z35z45
 dz4 ∧ dz5 (4.35)
in the first step of the recursion, while in the following two we have:
ϕ−4 [PT(135642)] =

z23
s35s124z24z34
− z23
s35s46z24z34
(s35+s56) z23
s35s56s124z24z34
0
z23
s46s123z24z34
− z23
s56s123z24z34

dz4, ϕ
−
3 [PT(135642)] =

− 1
s12s35s124
1
s12s35s46
− s35+s56
s12s35s56s124
0
− 1
s12s46s123
1
s12s56s123

. (4.36)
For a double-trace PT(13|5642) the first step, p=5, the recursion gives:
ϕ−5 [PT(13|5642)] =

0
− z12z23
s46z13z24z25z45
z12z23
s56z13z24z25z45
 dz4 ∧ dz5, (4.37)
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and in the two following steps we find:
ϕ−4 [PT(13|5642)] =

0
0
0
0
z12z23
s46s123z13z224
− z12z23
s56s123z13z224

dz4, ϕ
−
3 [PT(13|5642)] =

0
0
0
0
1
s46s123 (s13+Λ2)
− 1
s56s123 (s13+Λ2)

. (4.38)
Finally, for an example triple-trace PT(13|56|42) one has:
ϕ−5 [PT(13|56|42)] =

z12z23
z15z224z35 (s56+Λ
2)
z12z14z23
z13z15z224z45 (s56+Λ
2)
z12z23
(
s26
z52
+ s16+s56z51 +
s36
z53
+ s46z54
)
s56z13z224 (s56+Λ
2)
 dz4 ∧ dz5 (4.39)
in the first step, while the second one gives:
ϕ−4 [PT(13|56|42)] =

− (s124+s234) z12z23
s124s234z13z224 (s56+Λ
2)
− z12z23
s234z13z224 (s56+Λ
2)
(s15s124+ (s36−s124) s234) z12z23
s56s124s234z13z224 (s56+Λ
2)
− z12z23
s234z13z224 (s56+Λ
2)
− (s123+s234) z12z23
s123s234z13z224 (s56+Λ
2)
(s15s123+ (s46−s123) s234) z12z23
s56s123s234z13z224 (s56+Λ
2)

dz4, (4.40)
and in the third one we find:
ϕ−3 [PT(13|56|42)] =

− s124+s234
s124s234 (s24+Λ2) (s56+Λ2)
− 1
s234 (s24+Λ2) (s56+Λ2)
s15s124+ (s36−s124) s234
s56s124s234 (s24+Λ2) (s56+Λ2)
− 1
s234 (s24+Λ2) (s56+Λ2)
−s234
(
s24+Λ
2
)
+s123
(
s13 + s234+Λ
2
)
s123s234 (s13+Λ2) (s24+Λ2) (s56+Λ2)
s15s123
(
s13+Λ
2
)
+s234
(
s46
(
s24+Λ
2
)−s123 (s13+s24−s246+Λ2))
s56s123s234 (s13+Λ2) (s24+Λ2) (s56+Λ2)

. (4.41)
Using the result of the recursion ϕ+3 [PT(123456)] from (4.22) we find easily that the intersection
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number 〈PT(13|56|42)|PT(123456)〉ω is given by
ϕ−3 [PT(13|56|42)]ᵀϕ+3 [PT(123456)] =
s26+s46
(s13+Λ2)(s24+Λ2)
+ s46s123(s13+Λ2) +
s15
s234(s24+Λ2)
− 1s24+Λ2
s56 (s56+Λ2)
.
(4.42)
It remains an open question whether there exists a quantum field theory whose colour-ordered
amplitudes are computed by intersection numbers of Kac–Moody correlators. In the cases 〈PT(12 · · ·n)|
PT(α1|α2| · · · |αT)〉ω a Lagrangian for such a theory was proposed in [65].
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Section 5
Conclusion
In this work we studied a formulation of the quantum field theory S-matrix at tree-level, introduced
in [8], in terms of intersection theory of twisted forms on the moduli space M0,n. These developments
not only challenge our basic understanding of where scattering amplitudes come from, but also allow
for their explicit computations using the newly-introduced recursion relations. Together with the earlier
reformulation of the string theory S-matrix in terms of pairings of twisted homology and cohomology
groups [7], it completes a unified geometric framework for computation of scattering amplitudes from
genus-zero Riemann surfaces. Let us summarize these findings on the following diagram:
ϕ−∈Hn−3−ω ϕ+∈Hn−3ω ϑ+∈Hn−3ω ϑ−∈Hn−3−ω
∆−∈H−ωn−3 ∆+∈Hωn−3 Γ+∈Hωn−3 Γ−∈H−ωn−3
〈ϕ−|ϕ+〉ω
∫ ∆ −
K
N
−
1
ϕ
−
∫
M0,n|KN|
2 ϕ+∧ϑ+ 〈ϑ+|ϑ−〉ω
∫
Γ−
K
N
−
1
ϑ
−
〈∆+⊗KN|∆−⊗KN−1〉
∫ ∆ +
K
N
ϕ
+
〈∆+⊗KN|Γ+⊗KN〉
∫
Γ
+
K
N
ϑ
+
〈Γ−⊗KN−1|Γ+⊗KN〉
The bottom and top rows feature homology and cohomology groups with different twistings. Each
arrow represents a duality between two groups by a pairing: the top ones are intersection numbers of
twisted forms, as well as closed-string integrals; the vertical arrows correspond to different types of
open-string integrals; while the ones at the bottom are homological intersection numbers. As special
cases of the Proposition 2.1, each quadruple of such vector spaces (with possible duplicates) induces
linear algebra relations between their pairings. For example, the square in the middle of the above
diagram manifests the KLT relations [7, 39].
The key outstanding problem remains to find a worldsheet model reproducing intersection numbers.
It is known that in the massless case the CHY formula (2.80) has an interpretation as coming from
a string theory in the ambitwistor space [31, 183, 184], which suggests that its generalization to
intersection numbers might exist.22 Such a model would have to involve two left-moving (holomorphic)
modes, most likely in the formulation with local coefficients (2.18), in which the correlation function
of vertex operators would involve plane wave contributions
∏
i<j |zi−zj |±2α
′pi·pj cancelling between
the ± forms. Despite some progress made in similar directions [188–194], consistent formulation of
a worldsheet action giving rise to intersection numbers remains an open problem. We leave it as a
challenge for the reader.
Since in this work we focused primarily on general properties of intersection numbers and ways of
evaluating them, we barely scratched the surface of the space of quantum field theories whose amplitudes
admit an intersection number interpretation. We hope that the computational techniques introduced
in this work will enable further exploration of this space. In particular, it would be interesting to
formulate a purely four-dimensional version of intersection numbers along the lines of [72, 73].
Finally, it is natural to wonder about generalizations of twisted geometries to supermoduli spaces
and higher genera. These aspects will be discussed elsewhere.
22Worldsheet models with a finite spectrum of fields were previously constructed by Ademollo et al. in the context of
N = 2 string [185–187].
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Appendix A
Primer on Homology with Coefficients in a Local System
In this appendix we informally introduce relevant aspects of homologies with coefficients in a local
system (for textbook treatment see [23]). In particular, we focus on their application to moduli spaces of
punctured Riemann spheres, which allows us to study geometric and topological properties of integrals
appearing in scattering amplitudes of string theory [7], such as their singularity structure, analytic
continuation, and behaviour in different kinematic limits.
Many of these results depend on constructing relations between string theory amplitudes, which
can be thought of as a generalization of the famous Riemann bilinear relations [195] to the twisted
case. For this reason we start by reviewing homology with constant coefficients on compact Riemann
surfaces.
A.1 Compact Riemann Surfaces
Originally written down in 1857 [195], bilinear relations of Riemann give an identity between
period integrals on compact Riemann surfaces. Here we present their more modern formulation in
terms of homology theory. Consider a compact Riemann surface Σg of genus g:
Σg
A1 A2 Ag
B1 B2 Bg
(A.1)
On this surface, we indicated a canonical basis of cycles, called Ai and Bi for i = 1, 2, . . . , g. They are
elements of the 1-st singular homology group H1(Σg,Z) := ker ∂/ im ∂ with integer coefficients:
A1, A2, . . . , Ag, B1, B2, . . . , Bg ∈ H1(Σg,Z), (A.2)
for the boundary operator ∂. Similarly, we have the 1-st de Rham cohomology group, H1(Σg,Z) :=
ker d/ im d, with the differential d, whose canonical basis consists of
dz, zdz, . . . , zg−1dz, dz, zdz, . . . , zg−1dz ∈ H1(Σg,Z). (A.3)
Element of this group are called cocycles. It admits a Hodge decomposition H1(Σg,Z) = H1,0(Σg,Z)⊕
H0,1(Σg,Z) into spaces of (1, 0)- and (0, 1)-forms. There are also other non-vanishing homology and
cohomology groups, but they will not play a role here.
We can construct three types of pairings between elements of the above spaces. For instance,
pairing a cycle C and a cocycle ϕ yields the contour integral:
〈C|ϕ〉 :=
∮
C
ϕ. (A.4)
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Similarly, a pairing of two cocycles ϕ, ϕ˜ is given by the integral over the whole surface,23
〈ϕ˜|ϕ〉 :=
∫
Σg
ϕ˜ ∧ ϕ. (A.5)
If both forms are (anti)holomorphic then it vanishes identically. Lastly, a pairing between two cycles
C, C˜ is the so-called intersection number,
〈C|C˜〉 :=
∑
p∈C ∩ C˜
±1. (A.6)
It is an integer computed as a sum over all intersection points p ∈ C ∩ C˜, where each point is weighted
with a sign depending on the relative orientation of the two cycles at the intersection point:
C
C˜ p
+ 1,
C˜C
p − 1.  (A.7)
Before using the above formula one ought to deform the cycles such that there is a finite number of
transverse intersection points. It is straightforward to check that intersection numbers are topological
invariants. They are antisymmetric in C and C˜, as are the other bilinears.
As a consequence of the Poincare´ duality between the homology and cohomology groups,
H1(Σg,Z) ∼= H1(Σg,Z), (A.8)
the above pairings are not mutually independent. Other than allowing for the integration (A.4), it
means that for each cycle C ∈ H1(Σg,Z) there exists a cocycle η(C) ∈ H1(Σg,Z) with support along C
such that, in our conventions,
〈C|ϕ〉 = 〈η(C)|ϕ〉, 〈C|C˜〉 = 〈η(C)|C˜〉 (A.9)
for every ϕ and C˜. Therefore, for a cocycle basis {ϕj}2gj=1 we can write
ϕj =
2g∑
k=1
αjk η(C˜k) (A.10)
in terms of a cycle basis {C˜k}2gk=1 with some coefficients αjk. We can fix them by pairing up both sides
with a basis of cycles, 〈C`| • 〉, which gives,
〈C`|ϕj〉 =
2g∑
k=1
αjk 〈C`|C˜k〉, (A.11)
23Note that this is not an inner product of ϕ˜ and ϕ on L2(Σg), which in this notation would be 〈ϕ˜|?ϕ〉 for a Hodge
star operator ?.
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for ` = 1, 2, . . . , 2g. It allows us to solve for αi`, which involves inverse of the intersection matrix
J`k := 〈C`|C˜k〉. We find
ϕj =
2g∑
k,`=1
η(C˜k) J−1k` 〈C`|ϕ˜j〉. (A.12)
Finally, pairing up with a cocycle basis, 〈ϕ˜i| • 〉 yields
〈ϕ˜i|ϕj〉 =
2g∑
k,`=1
〈ϕ˜i|C˜k〉J−1k` 〈C`|ϕj〉, (A.13)
for every i, j = 1, 2, . . . , 2g. Hence we obtained relations that homologically split the complex integral
into a quadratic combination of middle-dimensional integrals weighted by intersection numbers.
It is straightforward to evaluate the intersection matrix directly by specializing to the canonical
homology basis,
Ci = C˜i =
{
Ai if i = 1, 2, . . . , g,
Bi−g if i = g+1, g+2, . . . , 2g.
(A.14)
Clearly, cycles of the same type never intersect and hence we have:
〈Ai|Aj〉 = 0, 〈Bi|Bj〉 = 0. (A.15)
In order to evaluate the self-intersection numbers 〈Ai|Ai〉 = 〈Bi|Bi〉 = 0 it is sufficient to deform one
copy of the cycle such that they do not overlap. For the remaining cycles we have:
〈Ai|Bj〉 = δij , 〈Bi|Aj〉 = −δij , (A.16)
since only the cycles associated to the same hole intersect. Note different signs coming from orientations
of the cycles. Hence the intersection matrix reads:
J =
(
0 I
−I 0
)
, (A.17)
where I is the g×g identity matrix. Therefore the relation (A.13) in this basis becomes∫
Σg
ϕ˜i ∧ ϕj =
g∑
k=1
(∮
Ak
ϕ˜i
∮
Bk
ϕj −
∮
Bk
ϕ˜i
∮
Ak
ϕj
)
. (A.18)
Here we used antisymmetry 〈ϕ˜i|C˜k〉 = −〈C˜k|ϕ˜i〉. There are two special cases originally considered by
Riemann: when both ϕ˜i and ϕj are holomorphic and hence the left-hand side vanishes, as well as when
ϕj = ?ϕ˜i and hence the left-hand side is always non-negative. These two identities are called Riemann
bilinear relations [195].
Another useful identity is obtained by contracting (A.12) with 〈C| • 〉 for some fixed C, giving:
〈C|ϕj〉 =
2g∑
k,`=1
〈C|C˜k〉J−1k` 〈C`|ϕj〉, (A.19)
which expresses a single middle-dimensional integral in terms of a basis of 2g periods. This boils down
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to a counting problem, as one only needs to compute intersection numbers. Choosing the canonical
homology basis yields ∮
C
ϕj =
g∑
k=1
(
〈C|Bk〉
∮
Ak
ϕj − 〈C|Ak〉
∮
Bk
ϕj
)
. (A.20)
Note that this is simply a relation between cycles, so the pairing with ϕj is not strictly necessary. For
completeness, let us mention that there exists an analogous formula for expressing an arbitrary cocycle
in a cohomology basis. The above relations are special cases of Proposition 2.1.
For more background on compact Riemann surfaces see, e.g., [196, 197].
A.2 Adding Punctures
In order to compute scattering amplitudes in string theory, one needs Riemann surfaces with
punctures (removed marked points), which correspond to insertions of vertex operators. Here we
consider the simplest case at genus zero, in which three points have been fixed, by convention to 0, 1,∞,
using the SL(2,C) redundancy and the fourth one lives on the surface Σ0,3 with three punctures,
Σ0,3 := CP1 \ {0, 1,∞}. (A.21)
We endow Σ0,3 with an additional structure, which will allow us to describe its global properties using
local data. It is called a local system (or a locally-constant sheaf) L. In the simplest case it is a
one-dimensional Abelian representation of the fundamental group pi1(Σ0,3), which associates a non-zero
complex number to every path,
L : pi1(Σ0,3) → C×. (A.22)
If two paths γ1 and γ2 are homotopic then their local coefficients are equal, L(γ1) = L(γ2). Another
property is that for every pair of paths γ1 and γ2, their local coefficients multiply to that of the
composite path γ1◦γ2, i.e.,
L(γ2)L(γ1) = L(γ1◦γ2). (A.23)
Hence paths contractible to a point have a unit local coefficient.
It is convenient to describe a local system in terms of a one-form ω, such that local coefficients are
assigned via the integral
Lω : γ 7→ exp
∫
γ
ω. (A.24)
Here exponentiation removes the zero complex number and gives the required multiplication property
(A.23). To be more concrete, on Σ0,3 we construct a form with logarithmic singularities at the positions
of the punctures,
ω := s d log z + t d log(1−z), (A.25)
where s, t /∈ Z are constants. Notice that it also has a pole at infinity with residue u := −s−t. Therefore
to every positively-oriented loop 	p around p ∈ {0, 1,∞} the local system Lω associates the following
numbers
Lω (	0,	1,	∞) =
(
e2piis, e2piit, e2piiu
)
(A.26)
called monodromies (or holonomies). For example, the fact that the three monodromies multiply to
one, e2pii(s+t+u) = 1, is the same as saying that the sum of the three loops, 	0 + 	1 + 	∞= 0, can be
deformed to a point.
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In practical terms one can introduce the following picture, in which with dashed lines we denote
branch cuts, crossing which corresponds to multiplying by a given monodromy,
1
∞
0
Σ0,3
r
e2piis
e2piiu
e2piit
(A.27)
Here the position of the point r is arbitrary and it can in principle coincide with one of 0, 1,∞. The
above branch cuts be thought of as those associated to the multi-valued function
u(z) := zs(1− z)t, (A.28)
and in fact an oriented path (p, q) connecting two points p and q will have a local coefficient exp
∫ q
p
ω =
u(q)/u(p), which is a phase of u(z).24 We can talk about paths (chains) with coefficients in the local
system Lω, denoted by
(p, q)⊗ u(z), (A.29)
which to every point z along the path associate a coefficient u(z). Notice that this coefficient changes
as one crosses a branch cut. The advantage of assigning local coefficients to paths is that one can work
directly in the space Σ0,3, as opposed to its universal cover.
We can define a natural boundary operator, which here acts as
∂ω
(
(p, q)⊗ u(z)
)
= −p⊗ u(p) + q ⊗ u(q). (A.30)
It satisfies ∂2ω = 0 and hence defines homology groups with coefficients in the local system Lω, or
simply twisted homologies, Hk(Σ0,3,Lω) := ker ∂ω/ im ∂ω. Its elements are called twisted cycles. For
example, p=0,1,∞ are not twisted cycles, since their boundary is non-zero (the phases of u(z) at the
beginning and the end of the loop are not the same, since a branch cut is crossed). Let us illustrate
the topological part of three examples of twisted cycles below:
1
∞
0
Σ0,3
∆1
∆2
∆3 (A.31)
These cycles are non-compact, since they have endpoints on the ramification points. We specify their
24Equivalently one can describe the local system Lω in the following way. Consider a (locally-finite) open cover
Σ0,3 =
⋃
i Ui. The space of horizontal sections of ∇−ω := d− ω∧, i.e., functions ui(z) satisfying ∇−ωui(z) = 0 on Ui,
such that ui(z) and uj(z) agree on each intersection Ui ∩ Uj is called a rank-one locally-constant sheaf Lω .
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local coefficients by selecting an arbitrary phase of u(z), referred to as the loading, as follows
C1 := ∆1 ⊗ u(z), C2 := ∆2 ⊗ e−piitu(z), C3 := ∆3 ⊗ epiisu(z). (A.32)
Here the choice is made such that the loading is real-valued along each ∆i if it lies on the real axis, i.e.,
we have e−piitu(z) = zs(z−1)t ∈ R on (1,∞) and epiisu(z) = (−z)s(1−z)t ∈ R on (−∞, 0). Since the
points 0, 1,∞ are not in Σ0,3, the cycles have zero boundary and hence belong to the 1-st locally-finite
twisted homology, H lf1 (Σ0,3,Lω), isomorphic to H1(Σ0,3,Lω). Here the qualifier locally-finite refers to
the fact that its elements are non-compact.
It remains to find out what is the dimension of H lf1 (Σ0,3,Lω). Using the result that the twisted
homology is concentrated in the middle dimension, i.e., H lfk (Σ0,3,Lω) vanishes for k 6= 1 [14], we have:
χ(Σ0,3) =
2∑
k=0
(−1)k dimH lfk (Σ0,3,Lω) = −dimH lf1 (Σ0,3,Lω) (A.33)
for the Euler characteristic χ(Σ0,3). It can be computed, for instance, by considering a surface of a
tetrahedron with three points removed. As a CW complex it has one 0-cell, six 1-cells, and four 2-cells
and hence the Euler characteristic is χ(Σ0,3) = 1− 6 + 4 = −1.
Another, more pedestrian, way of finding out that there is only one independent twisted cycle is
by considering the following two cycles homologous to zero (deformable to a point):
1
∞
0
Σ0,3
1
∞
0
Σ0,3
and (A.34)
They give two explicit linear relations between the twisted cycles of our interest,
0 = (∆1 + ∆2 + ∆3)⊗ u(z) = C1 + epiit C2 + e−piis C3, (A.35)
0 = (∆1 + e
−2piit∆2 + e2piis∆3)⊗ u(z) = C1 + e−piit C2 + epiis C3, (A.36)
which confirms that dimH lf1 (Σ0,3,Lω) = 1, as one can solve the above system for one twisted cycle.
Here we used the fact that for a constant complex number c we can freely move it as c∆⊗u∆ = ∆⊗cu∆.
It is natural to ask about the cohomological analogue of the above construction. We first introduce
the connection ∇ω := d+ω∧ twisted by the one-form ω. Since ω is closed, the connection is integrable,
i.e., ∇2ω = 0, and hence we can define twisted cohomology groups Hk(Σ0,3,∇ω) := ker∇ω/ im∇ω. Its
elements, called twisted cocycles, are simply equivalence classes of ∇ω-closed differential forms on Σ0,3
modulo ∇ω-exact terms. We will sometimes refer to the specific representative of this cohomology class
as a twisted form.
Twisted cohomology groups are isomorphic to their homology counterparts (and hence also
concentrated in the middle dimension, k=1) by the following pairing. For ∆⊗ u∆ ∈ H lf1 (Σ0,3,Lω) and
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ϕ ∈ H1(Σ0,3,∇ω) we have
〈∆⊗ u∆ |ϕ〉 :=
∫
∆⊗u∆
ϕ =
∫
∆
u∆ ϕ, (A.37)
which is simply an integral of ϕ along ∆ weighted by the local coefficients. Upon identification of s, t
with Mandelstam invariants for massless kinematics, s = (p1+p2)
2, t = (p2+p3)
2, this pairing gives
rise to four-point scattering amplitudes of open strings, which can be written formally as, e.g.,〈
(0, 1)⊗ u(z)
∣∣∣∣ d log zz−1
〉
=
∫ 1
0
zs−1(1− z)t−1 dz = Γ(s)Γ(t)
Γ(s+ t)
, (A.38)
which is the famous Veneziano amplitude [198]. For the purposes of this appendix we specialize to
massless external momenta, p2i = 0, though it is not strictly necessary. The above integral is formal,
because it does not converge in the physical kinematic region. We will address this issue shortly.
To make further progress we specialize to s, t ∈ R and introduce antiholomorphic versions of the
above structures, namely H lfk (Σ0,3,Lω) and Hk(Σ0,3,∇ω), where ∇ω := d+ ω∧. The corresponding
local system is defined by ω and hence the monodromies are inverses of those in Lω. For example,
going around a positively-oriented loop 	0 has a monodromy e2piis = e−2piis in Lω. One can show that
all of the above groups are isomorphic, see, e.g., [23],
H lfk (Σ0,3,Lω) ∼= Hk(Σ0,3,∇ω) ∼= H lfk (Σ0,3,Lω) ∼= Hk(Σ0,3,∇ω). (A.39)
We will often refer to the antiholomorphic versions as dual twisted homologies and cohomologies.
There is a natural counterpart of (A.37), written as 〈ϕ˜|∆˜⊗ u∆˜〉 for ∆˜ ⊗ u∆˜ ∈ H lf1 (Σ0,3,Lω) and
ϕ˜ ∈ H1(Σ0,3,∇ω).
The isomorphisms (A.39) also give a way of defining bilinears of the holomorphic and antiholomor-
phic objects. The pairing between ϕ and ϕ˜, is the integral over the whole surface Σ0,3 weighted by the
monodromy-invariant function |u(z)|2,
〈ϕ˜|ϕ〉 :=
∫
Σ0,3
|u(z)|2 ϕ ∧ ϕ˜. (A.40)
Formally it gives rise to four-point scattering amplitudes of closed strings, e.g.,〈
d log
z
z−1
∣∣∣∣ d log zz−1
〉
=
∫
C\{0,1}
|z|2s−2|1−z|2t−2 dz ∧ dz = −2pii Γ(s)Γ(t)Γ(1+u)
Γ(1−s)Γ(1−t)Γ(−u) (A.41)
is the Virasoro–Shapiro amplitude [199, 200].
In a similar spirit, one can define intersection numbers of two types of twisted cycles, ∆⊗ u∆ and
∆˜⊗ u∆˜ via the following expression [20, 201]:〈
∆⊗ u∆
∣∣∣ ∆˜⊗ u∆˜〉 := ∑
p∈∆∩∆˜
± u∆(p)u∆˜(p)|u(p)|2 . (A.42)
Here the sum goes over all intersection points p, each contributing an orientation-dependent sign, as in
(A.7), weighted by local coefficients. This definition agrees with (A.6) in the special case when all the
intersection points lie on the same branch, but in general is a rational function of the monodromies. For
the sake of clarity, whenever the loading of a twisted cycle is exactly u(z) or u(z) in the holomorphic
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and antiholomorphic case respectively, we will omit it from the notation. For example, (A.38) will be
written as 〈(0, 1)|d log z/(z−1)〉, which should not be confused with (A.4).
There is an important caveat in that Σ0,3 is non-compact. Therefore the above pairings are only
well-defined if at least one of the objects involved is compact (in the case of cycles) or has compact
support (in the case of cocycles). We discuss this topic next.
A.2.1 Regularization of Integrals
Let us illustrate how to compactify a given (locally-finite) twisted cycle, ∆⊗ u∆, near one of its
endpoints denoted by p. This can be achieved by attaching an infinitesimal, positively-oriented loop
	p around p, starting and ending at some point pε, as follows:
p −→
∆ 	p ∆ε
e2piiα
pε (A.43)
Here we also illustrated the monodromy around p, equal to, say, e2piiα. The resulting twisted cycle is
	p ⊗u	p + ∆ε ⊗ u∆, (A.44)
where ∆ε is a version of ∆ with an endpoint moved from p to pε. The loading of 	p ⊗u	p can be
determined simply by imposing that (A.44) is a twisted cycle, and in particular has no boundary, i.e.,
0 = ∂ω
(
	p ⊗u	p + ∆ε ⊗ u∆
)
= pε ⊗
(−u	p + e2piiαu	p − u∆) . (A.45)
The first two contributions are due to the beginning and end of the loop 	p respectively, while the
third one comes from an endpoint of ∆ε (there are no other boundaries since ∆⊗ u∆ was a twisted
cycle to begin with). Solving for u	p we find
u	p =
1
e2piiα − 1u∆. (A.46)
Applying this procedure for all endpoints of a locally-finite twisted cycle gives a map called a
regularization:
reg : H lf1 (Σ0,3,Lω) → H1(Σ0,3,Lω). (A.47)
For example, we have
reg ((0, 1)⊗ u(z)) = 	0
e2piis − 1 ⊗ u(z) + (ε, 1−ε)⊗ u(z)−
	1
e2piit − 1 ⊗ u(z). (A.48)
Here 	0 and 	1 are small loops around 0, 1 joining with the endpoints of the interval (ε, 1−ε). Note
that the coefficient of the loop 	1 comes with a minus sign because the orientation of (0, 1) is opposite
at 0 and 1. The only singularities that this contour can support are at s, t ∈ Z and come from the
small neighbourhoods of the ramification points. The above twisted cycle is in fact equivalent to the
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Pochhammer contour [202].25
Similarly, we can impose compact support on a given twisted cocycle ϕ near each point p, i.e.,
impose that it vanishes in a small neighbourhood of this point. To be specific, we construct:
ϕ−∇ω
(
hp∇−1ω ϕ
)
, (A.50)
where hp := Θ(ε
2 − |z−p|2) is the Heaviside step function having support on the small circle of radius
ε around z = p and ψp := ∇−1ω ϕ denotes the unique holomorphic solution of the equation ∇ωψp = ϕ
near the point p. The resulting one-form is in the same cohomology class as ϕ, since they differ by a
∇ω-exact term. It evaluates to:
(1− hp)ϕ− dhp∇−1ω ϕ. (A.51)
Since 1−hp = dhp = 0 in the small neighbourhood of the point p, the above form has compact support
near p. In particular, the second term only has support on the loop 	p. Applying this procedure to all
points removed from Σ0,3 gives a map from the twisted cohomology to the twisted cohomology with
compact support,
ιω : H
1(Σ0,3,∇ω)→ H1c (Σ0,3,∇ω). (A.52)
For instance, when ϕ = d log z/(z−1), we have:
ιω
(
d log
z
z−1
)
=
(
1− h0 − h1 − h∞
)
d log
z
z−1 − dh0
(
1
s
+
s+t
s(s+1)
z +O(z2)
)
− dh1
(
−1
t
+
s+t
t(t+1)
(z−1) +O((z−1)2)
)
− dh∞
(
1
u+1
1
z
+O(1/z2)
)
. (A.53)
Here we expanded ∇−1ω ϕ explicitly near each p = 0, 1,∞. Note that all the poles in s, t ∈ Z≤0 and
u ∈ Z<0 (whose exact positions depend on the choice of ϕ) have support on the loops 	p around their
respective points.
Using the above compactification procedures one obtains well-defined integrals (A.38) and (A.40),
as well as the intersection number (A.42). The former essentially corresponds to the “finite part” of an
integral in the sense of Hadamard [203]. We can make use of these tools to study analytic properties of
string integrals. For example, using (A.48) let us check the residues in the s-channel of the open-string
amplitude 〈(0, 1)|ϕ〉, which only receive contributions from 	0:
Ress=−n
∫ 1
0
zs(1−z)t ϕ = Ress=−n
(
1
e2piis − 1
∮
	0
zs(1−z)t ϕ
)
= Resz=0
(
z−n(1−z)t ϕ) (A.54)
for n ∈ Z and hence the lowest resonance happens at s = −1− ordz=0(ϕ), where ordz=p(ϕ) denotes the
order of the zero of ϕ at z=p. Applying this formula to the case with ϕ = d log z/(z−1) reproduces
25Let us clarify that in our conventions (A.48) is not the same as( 	0
e2piis − 1 + (ε, 1−ε)−
	1
e2piit − 1
)
⊗ u(z), (A.49)
which is not a twisted cycle itself. For example, the left endpoint of (ε, 1−ε) is loaded with e2piisu(z) in (A.49), as
opposed to just u(z) in (A.48).
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the classic result [28]
Ress=−n
∫ 1
0
zs−1(1−z)t−1dz =

0 if n < 0,
1
n!
n∏
k=1
(k − t) if n ≥ 0. (A.55)
Analogous computation for closed strings will be described briefly, after we learn how to homologically
split such integrals.
On top of manifesting their singularity structure in s, t, u, another useful application is in studying
the low-energy limit of string theory integrals, given by the leading order as α′ → 0 after rescaling
(s, t, u)→ α′(s, t, u).26 For example, the integral 〈(0, 1)|ϕ〉 behaves as
lim
α′→0
∫ 1
0
zα
′s(1−z)α′t ϕ = 1
2piiα′s
∮
	0
lim
α′→0
u(z)ϕ− 1
2piiα′t
∮
	1
lim
α′→0
u(z)ϕ
=
1
α′s
Resz=0
(
lim
α′→0
ϕ
)
− 1
α′t
Resz=1
(
lim
α′→0
ϕ
)
. (A.56)
In the first line we regularized the contour as in (A.48), which also allowed us to commute the limit
with the integration. Since u(z)→ 1, the result localizes as a sum of residues around 0 and 1 of the
form ϕ.
As another example, we can consider the complex integral 〈ϕ|d log z/(z−1)〉, which at the leading
order equals
lim
α′→0
∫
C\{0,1}
|z|2α′s|1−z|2α′t d log z
z−1 ∧ ϕ =
∫
C\{0,1}
lim
α′→0
|u(z)|2
(
−dh0 1
α′s
+ dh1
1
α′t
)
ϕ
= −2pii
(
1
α′s
Resz=0
(
lim
α′→0
ϕ
)
− 1
α′t
Resz=1
(
lim
α′→0
ϕ
))
.
(A.57)
In the first equality we imposed compact support on the twisted form d log z/(z−1) according to (A.53),
which allowed us to commute the limit with the integration. Since |u(z)|2 → 1, the right-hand side
then becomes a total differential, which localizes on the two loops 	0 and 	1,27∫
C\{0,1}
d
(
lim
α′→0
(
− h0
α′s
+
h1
α′t
)
ϕ
)
=
1
α′s
∮
	0
lim
α′→0
ϕ− 1
α′t
∮
	1
lim
α′→0
ϕ, (A.59)
which can be written as a residue. To obtain the final result we also used the fact that
Resz=p
(
lim
α′→0
ϕ
)
= −Resz=p
(
lim
α′→0
ϕ
)
. (A.60)
26Strictly speaking here we extract the leading 1/α′ behaviour of string amplitudes. In cases when this order vanishes,
low-energy limit is governed by subleading terms which can be extracted using an analogous method.
27The sign on the right-hand side can be confirmed by writing a smooth version of hp such that it is equal to one
inside the loop 	p, to zero outside of a larger, but still infinitesimal, loop 	˜p and interpolates between the two values on
the annulus Dp bounded by 	p and 	˜p. Then a two-form dhp ∧ ϕ has support only on Dp and hence∫
Dp
dhp ∧ ϕ =
∫
Dp
d (hp ϕ) =
∫
∂Dp
hp ϕ = −
∫
	p
ϕ, (A.58)
where we used Stokes’ theorem and the fact that ∂Dp = 	˜p− 	p.
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It agrees with (A.56) up to the factor of −2pii.
A.2.2 Analytic Continuation of Open-String Amplitudes
Compactifications discussed up to now provide a way of making string theory integrals well-
defined, though they might not be the most convenient ones to use in practice as they involve an
infinitesimal procedure. Let us consider a more conventional way of performing analytic continuation
of integrals, which uses Morse (or Picard–Lefschetz) theory, see, e.g., [71, 83].
We start by defining the so-called Morse function on Σ0,3, given by
<(log u(z)) = <(s log z + t log(1−z)). (A.61)
It is single-valued if s, t ∈ R. This Morse function has a unique non-degenerate critical point, given by
ω = 0, at the position
z∗ :=
s
s+t
, (A.62)
which has index one, i.e., the Morse function has a shape of a saddle near z∗. Therefore we can define
two flows from z∗ parametrized by a “time” variable τ : a downward (−) and an upward (+) one, which
satisfy
dz
dτ
= ∓1
2
∂log u(z)
∂z
,
dz
dτ
= ∓1
2
∂ log u(z)
∂z
. (A.63)
It is straightforward to show that d=(log u(z))/dτ = 0, which is the stationary phase condition along
the flow. In addition we have
d<(log u(z))
dτ
=
∂<(log u(z))
∂z
dz
dτ
+
∂<(log u(z))
∂z
dz
dτ
= ∓2
∣∣∣∣d<(log u(z))dz
∣∣∣∣2, (A.64)
which confirms that the Morse function is strictly decreasing (increasing) along the flow in the − (+)
sign case. Solutions to these equations can be found by evolving them directly such that z = z∗ at
τ = ±∞.
In the specific case (A.61), the flows can be found uniquely (up to homotopy) without solving the
gradient flow equations. Without loss of generality let us focus on the case of physical kinematics for
massless external states, s < 0 and t, u > 0, for which 1 < z∗ <∞. In addition, in the neighbourhood
of z = 0 the Morse function approaches +∞, while in the neighbourhoods of z = 1,∞, it goes to −∞.
Therefore, aside from passing through z∗, the path of steepest descent J has to have endpoints on
z = 1,∞, while the path of steepest ascent K has both endpoints on z = 0:
1
∞
0
Σ0,3
z∗
K
J
(A.65)
cf. Figure 2.1. The orientations and loading of contours can be chosen arbitrarily. For example, we
construct
J ⊗ u(z) ∈ H lf1 (Σ0,3,Lω), K ⊗ u(z) ∈ H lf1 (Σ0,3,Lω). (A.66)
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Since they intersect only once at the critical point z∗, their loading cancels and we have the intersection
number
〈J |K〉 = 1. (A.67)
Analytic continuation of an integral over a given twisted cycle ∆⊗ u(z) boils down to expressing it in
terms of J ⊗ u(z). Given (A.67) we have simply
∆⊗ u(z) = 〈∆|K〉 J ⊗ u(z). (A.68)
For instance, let us consider ∆ = (0, 1) and compute the required intersection number. Regularizing
(0, 1)⊗ u(z) near z = 0 we have:
1
∞
0
Σ0,3
K
∆ (A.69)
There are two intersection points in the neighbourhood of z = 0, which give:
〈(0, 1)|K〉 =
〈
	0
e2piis − 1
∣∣∣∣K〉
= − e
2piis
e2piis − 1 +
e−2piit
e2piis − 1 , (A.70)
where the denominators come from the normalization of the loop 	0 and the numerators are obtained
by keeping track of the branch cuts that each contour crosses before arriving at the intersection points.
Simplifying this result and plugging back into (A.68) we find that an open-string integral can be
analytically continued as ∫ 1
0
zs(1−z)t ϕ = e−piit sin(piu)
sin(pis)
∫
J
zs(1−z)t ϕ (A.71)
in the kinematic region of our interest.28 Notice that the denominator sin(pis) reintroduces the s-channel
poles that are absent from the integral over J , while the numerator sin(piu) cancels the u-channel poles
that are not present in the original integral over (0, 1).
The result of analytic continuation (A.71), and in particular convergence of the right-hand side,
28Strictly speaking, the right-hand side of (A.71) converges only when <(t) > −1− ordz=1(ϕ) and <(u) >
−1− ordz=∞(ϕ). In order to further extend this region to <(t),<(u) > 0 one can express the right-hand side of
(A.71) in terms of an integral of d log(z−1) using intersection numbers of twisted forms, as discussed in Section 2.4.1.
Explicitly we have: ∫ 1
0
zs(1−z)t ϕ = e−piit sin(piu)
sin(pis)
〈u d log z|ϕ〉ω
∫
J
zs(1−z)t d log(z−1). (A.72)
Since we want to focus our discussion on the homological aspects, we will ignore this issue in the remainder of the
appendix.
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allows us to study the high-energy limit α′ →∞ using a saddle-point expansion. We find
lim
α′→∞
∫ 1
0
zα
′s(1−z)α′t ϕ =
√
−2pist
α′u3
sin(piα′u)
sin(piα′s)
eα
′(s log(−s)+t log t+u log u) lim
α′→∞
ϕ̂(z∗), (A.73)
where ϕ̂dz := ϕ is evaluated at the critical point z∗. String theory amplitudes have an interesting
high-energy limit [81, 82] with Stokes lines (places where J and K change discontinuously) when either
of <(s),<(t),<(u) changes sign, similar to those of the gamma function [204].
Similar computations are certainly possible on the covering space of Σ0,3, though they involve
an infinite number of saddles that resum to give the sine factors in front of (A.73). The advantage
of working with cycles with coefficients in a local system is that sines are automatically taken into
account and the asymptotics is governed by a single saddle point.
Before discussing analytic continuation of complex integrals of the type (A.40) we need to introduce
a way of homologically splitting such integrals.
A.2.3 Homological Splitting
Originally introduced in 1985, Kawai–Lewellen–Tye (KLT) relations [39] give identities between
open and closed string theory amplitudes. Similar relations were found independently by Fateev and
Dotsenko [66, 67] in the context of conformal field theory, as well as Aomoto [17] for Selberg integrals.
Here we review their modern generalization in terms of twisted homology theory [7, 21, 137]. Their
derivation is entirely analogous to the one given in Appendix A.1.
We start by using the twisted Poincare´ duality and isomorphism between the two homology groups
with local systems Lω and Lω,
H1(Σ0,3,∇ω) ∼= H lf1 (Σ0,3,Lω) ∼= H lf1 (Σ0,3,Lω), (A.74)
which allows use to construct η(C˜) ∈ H1(Σ0,3,∇ω) for every C˜ ∈ H lf1 (Σ0,3,Lω) such that
〈ϕ˜|C˜〉 = 〈ϕ˜|η(C˜)〉 , 〈C|C˜〉 = 〈C|η(C˜)〉 . (A.75)
Similar expressions are valid for other pairings, but they will not be needed here. We write a given
twisted cocycle ϕ in terms of a basis of a dual twisted cycle C˜ as ϕ = αη(C˜). Contracting both sides
with 〈C| • 〉 and solving for α we have ϕ = η(C˜) 〈C|ϕ〉 / 〈C|C˜〉. Finally evaluating 〈ϕ˜| • 〉 we find the
identity:
〈ϕ˜|ϕ〉 = 〈ϕ˜|C˜〉 〈C|ϕ〉〈C|C˜〉 . (A.76)
This is one of the simplest examples of the so-called twisted period relations [21], which generalize the
Riemann bilinear relations (A.13) to the twisted case.
For example, let us apply the formula (A.76) with C = (0, 1) ⊗ u(z) and C˜ = (0, 1) ⊗ u(z) by
evaluating the required intersection number 〈C|C˜〉. Regularizing the first twisted cycle and deforming
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the second one into a sine-like curve we find three intersection points:
1
∞
0
Σ0,3
(A.77)
Since all of them lie on the same branch of u(z), after taking into account orientations we have simply:
〈(0, 1)|(0, 1)〉 = − 1
e2piis − 1 − 1−
1
e2piit − 1 . (A.78)
Simplifying and plugging back into the relation we find the identity∫
C\{0,1}
|z|2s|1−z|2t ϕ ∧ ϕ˜ = 2i sin(pis) sin(pit)
sin(piu)
(∫ 1
0
zs(1−z)t ϕ
)(∫ 1
0
zs(1−z)t ϕ˜
)
. (A.79)
This is a relation between a four-point scattering amplitudes of closed and open strings. We can use
this representation to study factorization of the closed string amplitude. For example, in the s-channel
both integrals receive only contributions from the loop 	0 and we find:
Ress=−n
∫
C\{0,1}
|z|2s|1−z|2t ϕ ∧ ϕ˜ = Ress=−n
(
2i
sin(pit)
sin(piu)
sin(pis)
(e2piis−1)(e−2piis−1)
∮
	0
zs(1−z)tϕ
∮
	0
zs(1−z)tϕ˜
)
= −2piiResz=0
(
z−n(1−z)tϕ)Resz=0 (z−n(1−z)tϕ˜) (A.80)
for n ∈ Z. In fact, this result is a consequence of a KLT relation between three-points amplitudes and
(A.54).
Let us illustrate an alternative way of setting up the problem. We use C = (0, 1) ⊗ u(z) and
C˜ = (1,∞)⊗ epiitu(z), as well as construct a pair of (quasi-)orthonormal twisted cycles, such that
〈C|C˜∨〉 = 1, 〈C∨|C˜〉 = −1. (A.81)
In this way we have 〈C|C˜〉−1 = −〈C∨|C˜∨〉 and the relation (A.76) becomes a polynomial. Finding
orthonormal cycles is straightforward:
1
∞
0
Σ0,3
C
C˜∨
1
∞
0
Σ0,3
C∨
C˜
1
∞
0
Σ0,3
C∨
C˜∨
(A.82)
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Here C∨ and C˜∨ are loaded with e−piitu(z) and u(z) respectively, so that (A.81) is satisfied. As indicated
above, these two twisted cycles intersect at exactly two points, and hence we have
〈C∨|C˜∨〉 = e−piit − epiit. (A.83)
The first contribution is simply the relative phase e−piit between the two loadings, while the second is
additionally multiplied by e2piit since C˜∨ crosses a branch cut in the clockwise direction before reaching
the second intersection point. This leads to the KLT relation∫
C\{0,1}
|z|2s|1−z|2t ϕ ∧ ϕ˜ = 2i sin(pit)
(∫ 1
0
zs(1−z)t ϕ
)(∫ ∞
1
zs(z−1)t ϕ˜
)
. (A.84)
The difference to (A.79) is in the poles that need to be cancelled on the right-hand side: here both
open string integrals have poles in the t-channel, which are compensated by the zeros of sin(pit), while
in (A.79) both integrals have s- and t-channel poles, which requires the numerator of sin(pis) sin(pit),
as well as denominator sin(piu) to reintroduce the u-channel resonances.
Similar computations on the covering space of Σ0,3 were considered before in [205, 206].
A.2.4 Analytic Continuation of Closed-String Amplitudes
Having learned how to homologically split complex integrals, analytic continuation of the four-point
closed string amplitude becomes straightforward. Utilizing the steepest descent and ascent twisted
cycles from (A.66) we can write
〈ϕ˜|ϕ〉 = −〈ϕ˜|J 〉 〈K|K〉 〈J |ϕ〉 , (A.85)
where the minus comes about because of the orthonormality conditions 〈J |K〉 = −〈K|J 〉 = 1. It
remains to evaluate the intersection number 〈K|K〉. To do so, we regularize K ⊗ u(z) as
reg (K ⊗ u(z)) = − e
2piit − 1
e2piis − 1 	0 ⊗u(z) +Kε ⊗ u(z), (A.86)
where 	0 is an infinitesimal loop around z = 0 starting and ending at the point ε, while Kε is a small
deformation of K which starts at ε, loops around z = 1 and goes back to the point ε. The coefficient in
front of 	0 can be obtained in the same way as that in (A.44) by requiring that the result is a twisted
cycle. Hence we have
1
∞
0
Σ0,3
(A.87)
The two cycles intersect at two points near z = 0, giving
〈K|K〉 =
〈
− e
2piit − 1
e2piis − 1 	0
∣∣∣∣K〉 = − e2piit − 1e2piis − 1 (−e2piis + e−2piit) . (A.88)
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Note that the phase factors come with different signs in the exponents because of the way K ⊗ u(z)
and K ⊗ u(z) cross branch cuts before arriving at the intersection points. This computation gives us
the analytic continuation of a closed-string amplitude:∫
C\{0,1}
|z|2s|1−z|2t ϕ ∧ ϕ˜ = 2i sin(pit) sin(piu)
sin(pis)
(∫
J
zs(1−z)t ϕ
)(∫
J
zs(1−z)t ϕ˜
)
. (A.89)
Since the integrals on the right-hand side converge in the kinematic region of our interest, we can
take the high-energy limit, which gives:
lim
α′→∞
∫
C\{0,1}
|z|2α′s|1−z|2α′t ϕ∧ϕ˜ = −4piist
α′u3
sin(piα′t) sin(piα′u)
sin(piα′s)
e2α
′(s log(−s)+t log t+u log u) lim
α′→∞
ϕ̂(z∗)
̂˜ϕ(z∗),
(A.90)
where the forms on the right-hand side are evaluated at the critical point z∗ = s/(s+t).
A.3 Generalization to Moduli Spaces of Punctured Spheres
The space Σ0,3 we have been working with is an example of a moduli space of genus-zero Riemann
surfaces with punctures,
M0,n := Confn(CP1)/SL(2,C). (A.91)
Using the SL(2,C) redundancy to fix positions of three punctures (z1, zn−1, zn) we can write it as
M0,n = {(z2, z3, . . . , zn−2) ∈ (CP1)n−3 | zi 6= zj for i 6= j}, (A.92)
where we will use the same notation zi to denote inhomogeneous coordinates on each Riemann sphere
CP1. In the simplest cases M0,3 is a point, while in the next-simplest one we have M0,4 ∼= Σ0,3. Most
of the results discussed in the previous subsections generalize in a natural way; we briefly outline some
of them here. We start by endowing the moduli space with a rank-one local system Lω,
Lω : pi1(M0,n) → C×, (A.93)
which associates a non-zero complex number exp
∫
γ
ω to every path γ ∈ pi1(M0,n). The one-form ω is
given by:
ω := α′
∑
1≤i<j≤n
2pi·pj d log(zi − zj), (A.94)
where we attached a momentum pµi to each puncture zi. We assume the momentum conservation
condition
∑n
i=1 p
µ
i = 0.
The fundamental group pi1(M0,n) is generated by the loops 	ij in which the puncture zj goes
around zi in the positive direction and comes back to its original position. To each of them the above
local system associates the number exp(4piiα′pi·pj). Since in generic SL(2,C)-fixing infinity is not a
special place, the loop 	∞i where the puncture zi goes around infinity can be contracted to a point
and hence should be represented by the coefficient 1. This gives a constraint on the possible masses
m2i := −p2i of external states:
1 = exp
∫
	∞i
ω = exp(−4piiα′m2i ), (A.95)
which implies that only m2i ∈ Z/(2α′) are allowed.
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Twisted homology and cohomology groups, Hk(M0,n,Lω) and Hk(M0,n,∇ω), as well as their
locally-finite, compactly-supported, and complex-conjugated versions can be defined in the straightfor-
ward way. It can be shown that they are all isomorphic and concentrated in the middle dimension
k = n−3 [14].
Let us start the discussion with the case of homology. Organizing each puncture along the circle
RP1 ⊂ CP1 on the Riemann surface in a given cyclic ordering α we obtain the topological cycles:
∆(α) := {(z2, z3, . . . , zn−2) ∈ Rn−3 | zα(1) < zα(2) < · · · < zα(n−1)}, (A.96)
where without loss of generality we fixed zn=∞ and α(n)=n for simplicity of notation. Twisted cycles
are obtained by loading each ∆(α) with a local coefficient exp
∫
γ
ω, where γ starts at an arbitrary point
p and ends at the coordinate (z2, z3, . . . , zn−2). Since the choice of p amounts to an overall phase, we
can write twisted cycles as:
∆(α)⊗KN := ∆(α)⊗ eipiφ(α)
∏
1≤i<j≤n
(zi − zj)2α′pi·pj , (A.97)
where for physical applications we choose φ(α) such that the coefficient is real-valued on ∆(α), i.e.,
equal to the Koba–Nielsen factor
∏
i<j |zi−zj |2α
′pi·pj with absolute values. By considering a single
fibre of M0,n, say in the variable z2 ∈ Σ0,n−1, while the remaining punctures are held fixed, we find
two twisted cycles homologous to zero:
Σ0,n−1
and
z1 z3 zn−2zn−1
zn· · ·
Σ0,n−1
z1 z3 zn−2zn−1
zn· · ·
(A.98)
since they can be deformed into a point near the north and south pole respectively. Dashed lines
correspond to phases e4piiα
′p2·pj obtained when z2 passes above zj . Taking into account loading of each
twisted cycle gives us two relations:
0 =
(
∆(1234 · · ·n) + e±2piiα′p2·p3∆(1324 · · ·n) + e±2piiα′p2·(p3+p4)∆(1342 · · ·n)
+ . . .+ e±2piiα
′p2·
∑n
j=3 pj∆(134 · · ·n2)
)
⊗KN (A.99)
involving n−1 terms each, where the signs ± are always the same in each exponent. Aomoto showed
that similar identities for other fibres generate all relations between twisted cycles and the dimension of
twisted homology group H lfn−3(M0,n,Lω) becomes (n−3)! [15–17], see also [207]. The relations (A.99)
can be given some physical interpretation: for example their leading α′-order is the photon decoupling
identity in the field-theory limit [33, 34].
Alternatively, one can compute the dimension of the twisted homology and cohomology groups
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topologically, since we have
χ(M0,n) = (−1)n−3 dimH lfn−3(M0,n,Lω). (A.100)
The Euler characteristic χ(M0,n) can be determined by considering a fibrationM0,n →M0,n−1 with a
fibre being a Riemann sphere with n−1 points removed, Σ0,n−1. Given that the Euler characteristic of
Σ0,n−1 is equal to that of a sphere, χ(CP1) = 2, minus one for each removed point, i.e., χ(Σ0,n−1) = 3−n,
we find the recursion
χ(M0,n) = (3−n)χ(M0,n−1), (A.101)
since the Euler characteristics on a fibre bundle multiply. Together with the boundary condition
χ(M0,3) = 1, it gives us the required answer, χ(M0,n) = (−1)n−3(n−3)!.
Let us consider pairings between twisted homology and cohomology groups on M0,n. As a natural
extension of the ones used in the previous subsections, we have the middle-dimensional integrals:
〈∆⊗KN|ϕ〉 :=
∫
∆
KNϕ, 〈ϕ˜|∆˜⊗KN〉 :=
∫
∆˜
KN ϕ˜, (A.102)
where ∆⊗KN ∈ H lfn−3(M0,n,Lω) and ϕ ∈ Hn−3(M0,n,∇ω), while the tilded versions belong to the
antiholomorphic counterparts. These are open-string integrals (after embedding M0,n↪→CPn(n−3)/2 it
is sometimes convenient to think of them as Mellin transforms from the extended moduli space to the
kinematic space). Similarly, a bilinear between the two twisted cohomology groups is given by
〈ϕ˜|ϕ〉 :=
∫
M0,n
|KN|2 ϕ ∧ ϕ˜, (A.103)
which is a closed-string integral, involving a single-valued combination |KN|2 = ∏i<j(|zi−zj |2)2α′pi·pj .
One can make sense of these formal integrals by regularizing them in a manner similar to that discussed
in Appendix A.2.1, namely by constructing compact cycles or forms with compact support (see also
[134, 208] for recent related approaches). Note that a new problem arising for n>4 is the existence of
exceptional divisors, i.e., boundaries of M0,n corresponding to a collision of three or more punctures.
One can deal with this issue either using local blow-ups [24, 27], or a fibration of the moduli space.
Intersection numbers of twisted cycles have a definition analogous to (A.42), as a sum over all
intersection points weighted by signs and phase factors,
〈
∆⊗KN∆
∣∣∣ ∆˜⊗KN∆˜〉 := ∑
p∈∆∩∆˜
± KN∆(p) KN∆˜(p)|KN(p)|2 , (A.104)
where we indicated explicitly loading by branches of the Koba–Nielsen to avoid ambiguities. In
evaluation of such intersection numbers one can exploit the fact that the calculation localizes on points
p∈∆∩∆˜. In an infinitesimal neighbourhood of each p one can treat M0,n as a product space of n−3
one-dimensional spaces. The contribution from around p becomes a product of intersection numbers
on each of these one-dimensional spaces computed in the same way as in the previous subsections.
This problem was addressed systematically in [7]. In particular, intersection numbers associated to
∆(α) from (A.96) have a simple combinatorial structure in terms of Feynman-like diagrams [137]. For
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instance, the diagonal entries are known to take the form:
〈
∆(α)⊗KN ∣∣∆(α)⊗KN〉 = ( i
2
)n−3∑
T
∏
v∈T C(|v|−3)/2∏
e∈T tan(piα′p2e)
, (A.105)
where the sum goes over all trees T with odd-valent vertices, which are planar with respect to the
ordering α. For each tree the denominator involves “propagators” of the form 1/ tan(piαp2e), where
pµe is the momentum flowing through the edge e ∈ T , while the numerator is a product of Catalan
numbers C(|v|−3)/2 for each internal vertex v ∈ T of valency |v| [7, 137]. Other intersection numbers
have similar combinatorial expansions that can be computed to high multiplicity using the computer
code attached to [137].
Other than analytic continuation, intersection numbers find applications in basis expansion of
integrals and KLT relations. For example, using the Proposition 2.1 the latter can be written as29∫
M0,n
|KN|2 ϕ ∧ ϕ˜ =
∑
α,β
(∫
∆(α)
KN ϕ˜
)
Hαβ
(∫
∆(β)
KN ϕ
)
, (A.107)
where the sum goes over two (n−3)! bases of twisted homologies, which we chose to consist of twisted
cycles of the form (A.96), and the intersection matrix is given by
Hαβ = 〈∆(α)∨ ⊗KN |∆(β)∨ ⊗KN〉, H−1αβ = 〈∆(α)⊗KN |∆(β)⊗KN〉. (A.108)
Here {∆(α)∨⊗KN} denote twisted cycles orthonormal to {∆(β)⊗KN} with respect to the intersection
pairing and similarly for the other basis.30 The above KLT formula is nothing but a generalization of
the Riemann bilinear relations to the twisted case.
Finally, let us comment on a correspondence between twisted forms and twisted cycles. The real
section of the moduli space, M0,n(R), is decomposed into (n−1)!/2 chambers, equal to ∆(α) for all
cyclically-inequivalent permutations α. Their compactification can be described combinatorially as a
polytope called the associahedron [209, 210]. One can construct a differential form with logarithmic
singularities along the boundaries of ∆(α), called the Parke–Taylor form:
PT(α) :=
dµn∏n
i=1
(
zα(i) − zα(i+1)
) , (A.109)
where dµn := (z1−zn−1)(zn−1−zn)(z1−zn)
∧n−2
i=2 dzi is a measure making the resulting form SL(2,C)-
invariant. Such forms can be treated as elements of Hn−3(M0,n,∇ω). They satisfy cohomology
29A more symmetric version of KLT relations was given in [17, 39], which in our language can be stated as the following
resolution of identity:
I =
∑
α,β
eipiF (α|β) |∆(β)⊗KN〉 〈∆(α)⊗KN|. (A.106)
The sum goes over all (n−1)!/2 inequivalent permutations α, β (such that, say, {1, n−1, n} appear in the same cyclic order
in all α, β). Fixing α(n)=β(n)=n, the phase F (α|β) is the sum of 2α′pi·pj for all pairs {i, j} in which i, j ∈ {1, 2, . . . , n−1}
appear in different order in (α(1), α(2), . . . , α(n−1)) than in (β(1), β(2), . . . , β(n−1)).
30For instance, a natural choice of such orthonormal bases is given by paths of steepest descent Jα and ascent
Kβ . Using the positive kinematics { pi·pj > 0 | i, j = 1, 2, . . . , n−1, {i, j} 6= {1, n−1}} and the SL(2,C) fixing
(z1, zn−1, zn) = (0, 1,∞), the paths of steepest descent Jα coincide with ∆(1, α, n−1, n) for (n−3)! permutations α [51].
Loading each Jα and Kβ with the same branch of the Koba–Nielsen factor we have 〈Jα ⊗KN|Kβ ⊗KN〉 = δαβ .
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relations similar to (A.99):
0 = p2·p3 PT(1324 · · ·n) + p2·(p3+p4) PT(1342 · · ·n) + . . .+ p2·
(∑n
j=3 pj
)
PT(134 · · ·n2), (A.110)
since for massless kinematics the right-hand side is proportional to ∇ωPT(134 · · ·n) and thus cohomol-
ogous to zero.
The chambers ∆(α) and twisted forms PT(α) are natural counterparts, in the sense that the leading
α′-order of all their possible pairings coincides (up to an overall normalization) with the intersection
number of twisted forms 〈PT(α)|PT(β)〉ω studied in the main text of this paper, namely:
lim
α′→0
(α′)n−3 〈∆(α)⊗KN |PT(β)〉 = lim
α′→0
(−2piiα′)n−3 〈∆(α)⊗KN ∣∣∆(β)⊗KN〉
= lim
α′→0
(−α′
2pii
)n−3
〈PT(α) |PT(β)〉 (A.111)
= 〈PT(α) |PT(β)〉ω .
For more discussion on homological aspects of string-theory integrals at genus zero, see, e.g., [7, 134].
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