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ABSTRACT
DEVELOPMENT AND APPLICATIONS OF ADJOINT-BASED AERODYNAMIC AND
AEROACOUSTIC MULTIDISCIPLINARY OPTIMIZATION FOR ROTORCRAFT
Ramiz Omur Icke
Old Dominion University, 2021
Director: Oktay Baysal

Urban Air Mobility (UAM) is one of the most popular proposed solutions for alleviating
traffic problems in populated areas. In this context, the proposed types of vehicles mainly
consist of rotors and propellers powered by electric motors. However, those rotary-wing
components can contribute excessively to noise generation. Therefore, a significant noise
concern emerges due to urban air vehicles in or around residential areas. Reducing noise emitted
by air vehicles is critically important to improve public acceptance of such vehicles for
operations in densely populated areas.
Two main objectives of the present dissertation are: (1) to expand the multidisciplinary
optimization to utilize adjoint-based aeroacoustic and aerodynamic sensitivities; (2) to optimize
the shape of proprotor blades to improve the overall performance of selected rotorcraft from both
aerodynamic and aeroacoustic perspectives.
This dissertation reports on the development and application of an unsteady discrete
adjoint solver for aerodynamic and aeroacoustic coupling to obtain an improved design for
quieter rotorcraft. The optimization framework developed through this dissertation can be
utilized for multiple flight conditions, multiple receivers, and multiple optimization objectives
within the same design process. SU2-based code development involves the implementation of
aeroacoustic analysis, adjoint computations, and integrations into a multidisciplinary rotorcraft
optimization suite. A computational aeroacoustics tool is embedded into the SU2-suite to predict

the propagation of the emitted noise from the moving sources with high fidelity. Capabilities of
the developed computational aeroacoustics tool are demonstrated for a range of rotor, propeller,
and proprotor applications, and they are verified by comparing with wind tunnel data whenever it
is available. The aeroacoustic tool also computes sensitivities with respect to the conserved
variables and grid coordinates by employing the algorithmic differentiation method. Integration
of an acoustic solver into the discrete adjoint solver and related modifications enable the code to
compute aeroacoustic sensitivities with respect to the design variables.
Applying the developed optimization framework for a proprotor aims to reduce the noise
radiation without sacrificing the required aerodynamic performance value. As an outcome of the
optimization during forward-flight and hover, the reshaped blade design emits and propagates
lower noise levels as perceived by multiple observers.
The major contributions are: (1) a multidisciplinary optimization framework that presents
an optimized rotorcraft design for better aeroacoustics and aerodynamics; (2) a novel adjointbased formulation for aeroacoustic sensitivities with respect to design variables; (3) single
acoustic objective function including multiple flight conditions and multiple microphone
positions; (4) implementation of Farassat 1A formulation into opensource software, SU2, to
compute noise propagation emitted from moving sources.
In summary, this dissertation provides the results with high fidelity, a well-integrated and
rapidly converging optimization tool to improve the rotorcraft's aeroacoustic performance while
retaining or improving the aerodynamic performance. Among the conclusions are the following:
(1) Computational fluid dynamics analyses (SU2-CFD) can produce accurate results for various
rotorcraft applications. (2) The developed aeroacoustic code predicts noise propagation emitted
from propellers, rotors, and proprotors with high-fidelity. (3) The acoustic interaction between

propeller and wing components can be assessed by employing the aeroacoustic solver. (4) The
multidisciplinary optimization framework successively reduces noise level emitted by a
proprotor in multiple flight configurations. (5) The optimized design improves emitted noise
radiation while satisfying the given aerodynamic constraint(s).
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CHAPTER 1
Chapter 1

INTRODUCTION

Development of the engineering design, which provides feasible performance parameters,
is essential for manufacturing viable products. In addition, to increase the profitability and
performance of the product, the possibility of additional enhancements is constantly being
questioned. Those queries demonstrate the need for systematic optimization studies.
If the optimization system consists of only physical assessments, the process may
produce numerous prototypes that result from trial-and-error studies. That approach causes huge
costs without assuring optimum design. On the other hand, building an optimization system in
the computer environment benefits the designer by reducing overall development costs.
Moreover, the generated rich data points enable the researcher to deliver an optimum design
point before the manufacturing phase. However, it is challenging to develop those computerbased optimization systems.
The first challenging part is developing or using high-fidelity analysis tools to procure
performance parameters of the design. The analysis methods should represent real-world
physics and be verified. The second part is to combine all those computational engineering tools
in the same platform and run them automatically. Another point is the number of iterations to
reach the optimized design. The utilized optimization technique plays a vital role in achieving
optimization with less computation time. It is possible to succeed in all those challenging parts
for a specified engineering problem by developing code schemes. Herein, it is appropriate to
define the engineering problem discussed in the dissertation: noise generation and propagation
by a rotorcraft utilized for air mobility and its optimization.
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Urban Air Mobility (UAM) is one of the most popular proposed solutions for alleviating
traffic problems in populated areas. In this context, the proposed types of vehicles mainly consist
of rotors or propellers powered by electric motors. Those rotary-wing components can contribute
excessively to noise generation. Therefore, a significant noise concern emerges due to urban air
vehicles in or around residential areas.
Herein, the aeroacoustic performance of the propeller/rotor needs to be considered
rigorously without any deviation in aerodynamic performance. Therefore, evaluation of the flow
solution around the rotorcraft has high importance. Computational Fluid Dynamics (CFD)
provides comprehensive data for that requirement. Lots of researchers contribute to the
development of the numerical method utilized in CFD tools across the world. As of today, CFD
tools have high-fidelity features that are very attractive for the engineer for their developments.
For flow analysis, open-source codes have become popular tools in recent years. Those
who need them reach the source code freely and add their patch or modifications as they desire.
Stanford University Unstructured (SU2) is one of the trending open source-based software
released and developed by the contributions of many researchers all around the world.
Comprehensive capabilities of SU2 are demonstrated in Ref. [1] for various disciplines. This
dissertation aims to extend those capabilities.
In recent years, numerous publications have been realized by the utilization of the SU2.
In that research, SU2-based studies involve a broad spectrum of computation types for flow
fields. It has a substantial portfolio, including fluid-structure interface, low and high Mach
number flow, multiphysics, optimization, sensitivity, turbulent flow, dynamic mesh problems.
With regards to optimization, SU2 is a very competitive tool for discrete and continuous adjointbased optimization.
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However, SU2 does not feature an aeroacoustic computation that complies with the
sound pressure level calculation induced by flow around rotorcraft. By developing a
computational aeroacoustics (CAA) tool within the SU2, it is possible to utilize state-of-the-art
features of SU2 software for the developed CAA code. Some of the built-in tools, such as
Algorithmic Differentiation (AD), Message Passing Interface (MPI), and python scripts,
contribute to developing the CAA tool in parallel with the dissertation objectives. Besides, by
embedding the CAA tool in the SU2 suite, aerodynamic sensitivities, aeroacoustic sensitivities,
and optimization can be computed in the same platform.
The objectives of the present dissertation are:
1. to develop a CAA analysis tool embedded into the SU2 platform,
2. to verify CFD and CAA codes by comparing their prediction with wind tunnel data
and benchmark tools,
3. to expand the multidisciplinary optimization to utilize adjoint-based aeroacoustic and
aerodynamic sensitivities,
4. to apply the developed methodology to selected rotorcraft, and
5. to optimize the shape of proprotor blades to improve the overall performance of
selected rotorcraft from both aerodynamic and aeroacoustic perspectives.

1.1 Problem Definition
The fast-increasing population and its consequences, such as excessive carbon emissions,
traffic jams, and crowded cities, created a necessity for fast and clean transportation. One of the
most popular and convenient solutions is UAM. In UAM concepts, Electric vertical take-off and
landing (eVTOL) vehicles are one of the most promising options to meet the demands of rapid,
practical, cheap, and accessible transportation.
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The architecture of the electric air vehicle consists of lots of small propellers instead of
one or two large propellers. That configuration is also called “distributed electric propulsion.”
As shown in Figure 1, an experimental aircraft, X-57, driven by NASA, is designed to have 14
propellers [2-5]. Since the electric motors deliver maximum shaft power for a large spectrum of
the shaft speed, it is allowable to increase the power usage in low RPM levels [2]. Therefore,
utilizing the distributed electric propulsion concept enables us to reduce tip speed of the
propeller. The reducing tip speed automatically reduces the overall noise level. However, the
shape of the blades needs to be changed to supply enough thrust. That situation requires a novel
form of propeller providing required aerodynamic performance and minimum noise emission.

Figure 1: NASA's X-57 Maxwell aircraft [5].

An eVTOL vehicle works in various flight conditions. The thrusters need to give
sufficient thrust force while the aircraft is taking off, cruising, landing. The transition between
those flight configurations can be accomplished with different concepts of solution. For
example, tilt-wing concepts (Fig. 2) are designed to bend the wing installed with rotors [6, 7].
Also, as seen in Figure 3, only rotors and their nacelles tilt instead of tilting the wing. In both

5
concepts, the utilized blades work in both forward flight and hover conditions. Therefore, the
developed blade shape should comply with different flow regimes.
NASA delivered a market study for UAM in 2018 [8]. In that document, eVTOL induced
noise is indicated as a problem to be regulated by NASA and FAA. Federal agency and
university studies establish a regulation involving UAM. By the possible regulative restrictions,
noise level propagated from air vehicles needs to be assessed in detail. The definition of the
main problem can be described as producing an eVTOL generating sufficient thrust force and
noise under the regulative limits for every condition. The presented dissertation addresses the
solutions for that problem by developing a tool.

Figure 2: Tilt wing concept, Langley Aerodrome No. 8, (a) forward flight mode and (b)
hovering mode [6].
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Figure 3: Tilt-rotor concept: (a) VTOL configuration; (b) cruise configuration [9].

1.2 Literature Survey
The literature review is classified according to topics. First, formulations for noise
propagation from moving objects are presented. Second, studies for adjoint-based optimizations
are cited. Third, the capabilities of the SU2 suite in flowfield analyses and optimization are
reviewed.
1.2.1 Acoustic Prediction Methods for Rotorcraft
In the literature, there are a number of numerical approaches to compute noise levels. For
example, Lim et al. [10] utilized Linear Euler Equations (LEE) for acoustic prediction for a highspeed propeller, SR-7A. The LEE method extends the CFD solutions to the mid-field. CFD
resolves the near-field region, and the LEE method solves mid-field propagation. From the
computational cost point of view, it has advantages according to only CFD-based solution
techniques. However, using this method for the propagation at the far-field points is not
appropriate as shown in Ref [11].
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Additionally, the acoustic predictions are performed by utilizing integral methods. Most
acoustic research employs these types of methods. The classification can be done by evaluating
these methods in two groups: volume integral and surface integral.
Lighthill’s analogy [12] propounded the first volume integral approach. The rearranged
Navier-Stokes equations constitute Lighthill’s equation. Moreover, Curle’s modifications [13]
extended Lighthill’s analogy to include solid boundaries in the equations. However, the acoustic
analogy is not in a compact form that makes the equation challenging to compute. Ffowcs
Williams and Hawkings [14] proposed a new equation called Ffowcs Williams-Hawkings
(FWH), the extended version of acoustic analogy that includes arbitrarily moving surfaces. The
equation expresses a quadrupole, turbulent originated, term with volume integral, and monopole
and dipole terms with surface integral.
George and Lyrintzis [15] introduced “Kirchhoff Method” terminology into the literature.
To evaluate Blade-Vortex Interaction (BVI) originated rotor noise, they expressed an equation
consisting of surface integral. The different types of motion and applications have been reviewed
by Lyrintzis[11, 16] for the Kirchhoff Method. Farassat and Succi [17] first published the
Farassat 1A formulation for propeller noise prediction. Brentner [18] used that formulation by
neglecting quadrupole terms and established rotor noise prediction code, WOPWOP. Kuntz [19]
performed a study involving comparisons and applications of Kirchoff, Farassat, and LEE
methods for rotor noise predictions. The obtained data were compared with the wind tunnel
experiments performed for the UH-1H rotor. According to the results, it was stated that the
Kirchhoff method found more accurate results than the Farassat methods. Farassat formulations
were not able to predict High-Speed Impulsive (HSI) noise terms. On the other hand, it was
found as the most efficient methodology but for low-speed applications. Later, Brentner [20]
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presented the far-field quadrupole noise formulation by reducing FWH’s volume integral into an
integral surface form. The new formulation, Farassat Q1A, was implemented in WOPWOP+
acoustic code that was able to resolve HSI. Farassat and Casper [21] introduced Farassat 2B
formulation strictly for broadband noise prediction. The new formulation requires well-resolved
turbulence data that is proposedly coupled with LES simulation. Additionally, Najafi-Yazdi et
al. [22] demonstrated rearrangement of Farassat 1A formulation for wind tunnel configuration
and named it Farassat 1C formulation. Through modification of the radiation vectors in the
surface integrals, they obtained the new formulation that is computationally more efficient for
non-moving parts in the wind tunnel configuration.
Another critical parameter is the definition of FWH surfaces. It can be defined as
permeable (porous) or impermeable (solid) surface approaches. Yin et al. [23] compared results
of the acoustic predictions utilizing different types of surface definition for a pusher propeller. It
was indicated that permeable surface-based predictions find acoustic pressure slightly higher
than impermeable surface-based predictions. Also, they mentioned blade-wake impingement
that may cause a large gradient on porous surfaces, hence, incorrect acoustic predictions.
1.2.2 Adjoint-based Optimization
An aircraft design process that includes optimization to minimize noise typically involves
many design variables while adhering to aerodynamic performance constraints. The adjoint
method enables gradient-based optimization of such problems, where the number of design
variables far exceeds the number of design objectives. The computational cost of evaluating the
adjoint-based sensitivities is independent of the number of design variables, as shown in Refs.
[24-26]. To date, significant progress has already been achieved by adjoint-based aerodynamic
shape optimization for both steady and unsteady problems [26-33].
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Adjoint-based computation can be classified into two groups, continuous and discrete
approaches. The continuous adjoint method employs control theory for shape optimization and
the flow equations jointly. Many researchers have applied the continuous approach in their work
for the optimization studies in Refs. [24-26, 34-37]. In this approach, the governing equation is
linearized to procure adjoint equations, and then it is discretized.
Another method, the discrete approach, obtains the adjoint equations by linearization of
previously discretized governing equations. Similarly, another group of researchers pursued that
approach for their work related to optimization in fluid dynamics in Refs. [28, 29, 38-44].
Discrete Adjoint (DA) and Continuous Adjoint (CA) have some advantages and disadvantages
over each other. Giles and Pierce [45] and Biave et al. [46] compared the DA and CA methods
by showing pros and cons. The two methods obtain the adjoint governing equations in different
ways, as depicted in Figure 4.

Figure 4: Flowchart of computation of adjoint governing equations by Continuous Adjoint
(CA) and Discrete Adjoint (DA) methods.
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The differentiation, which is utilized to derive adjoints, can be performed by several
methods: hand differentiation, brute force, and algorithmic (a.k.a automatic) differentiation
methods. Baysal et al. [47] applied the finite difference method for the optimization studies.
Baysal and Ghayour [26] implemented hand differentiation techniques to compute continuous
adjoint sensitivities. However, those methods are not efficient to use for DA methods. The
complicated structures of the Reynolds-Averaged Navier Stokes (RANS) equations make it
difficult to compute the derivative for adjoint computations. The last method, algorithmic
differentiation (AD), is the most convenient solution to resolve that problem. AD methods have
been utilized to differentiate complete code in Refs. [48, 49] or compute partial derivatives in
adjoint computation in Refs. [50-52]. AD method is implemented in many programming
languages such as FORTRAN90 and C++ as a differentiation operator. In the present study,
both the aerodynamic and aeroacoustic gradients are derived by the adjoint approach, then
implemented in the algorithmic differentiation utility, CoDiPack [53].
Wang et al. [43, 54] performed a multidisciplinary adjoint-based optimization for a
rotorcraft. Both CFD and comprehensive analysis compose multi-objective functions.
Evaluations include both flow and structural analysis. Unsteady case, helicopter rotor, UH-60A,
has been investigated in two different flow conditions: forward flight and hover. Therefore, the
optimization framework has multipoint optimization features. The desired output from work is
to employ the optimized shape in two different flight conditions and improve performance at
both conditions. The optimization problem has been defined in detail in the mathematical
formulations section, including grid movement, flow, and structural equations. The authors used
a Lagrangian formulation to generate sensitivity equations that constitute adjoint-based
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optimization. Consequently, both thrust and propulsion coefficients have been improved in two
different design points successfully.
Rumpfkeil and Zingg [29] demonstrated a gradient-based optimization for aerodynamic
noise reduction of an airfoil geometry. The gradient is determined by the solution of the adjoint
equations obtained from a Lagrangian formulation. The authors employed Curle’s extension of
Lighthill’s theory. By utilizing the second-order backward difference method, optimization is
conducted with unsteady analyses. The optimized airfoil reduced the noise up to 94 percent, as
indicated in that paper.
Enrico Fabiano et al. [55, 56] conducted several studies about aeroacoustic optimization
for the rotors. A permeable surface has been utilized to gather acoustic pressure and compute
acoustic propagation at the far-field observer points. FWH equations have been employed to
calculate noise propagation. As a model, a well-known rotor, HART2, exists in the studies. The
rotor was evaluated in the forward flight condition. The objective of the work was to optimize
the aeroacoustic performance of the HART2 rotor utilizing adjoint-based shape optimization.
Adjoint sensitivities have been verified by using complex differentiation. In optimization cycles,
monitoring aerodynamic performance values has been taking account after one full revolution.
As indicated in the paper, after 17 design cycles, overall improvement is 3.4 dB by keeping
thrust and torque values at the same level.
1.2.3 Capabilities of SU2 in Design Optimization and Aeroacoustics
Palacious et al. [57, 58] demonstrated numerous capabilities of SU2 code for different
applications. Economon et al. [30, 59] showed the continuous adjoint methodology and its
implementation into the SU2-suite for stationary and moving objects. Albring et al. [60] first
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expanded the SU2 capabilities by implementing discrete adjoint methods. Later, Economon et
al. [61] revised the SU2 code involving DA and CA methods.
Albring et al. [44] conducted a detailed description of the discrete adjoint solver
embedded into SU2 code. Theoretically, the definition of the optimization problem and its
linearization place in the paper. The developed code enables solving the adjoint system with the
approximate Jacobian approach by utilizing the iterative solver. Besides, to compute gradients,
Algorithmic Differentiation (AD) methods are adopted into the solver.
Burghardt et al. [62] expanded the adjoint methods for multizonal configurations. The
paper also shows the revised AD flags in the SU2 involving multiphysics environments. The
authors presented the results regarding conjugate heat transfer and fluid-structure interaction
problems by conducting studies executed only in the SU2 environment.
Zhou et al. [63] demonstrated a discrete adjoint optimization framework involving
aerodynamic and aeroacoustic evaluations utilizing the SU2 suite. This paper is the first
implementation of the FWH solver into SU2. A simplified version of the Farassat 1A
formulation is attempted to be embedded. The acoustic surface is defined as a porous surface
located in the flow domain. However, the implementation cannot compute the observer and
source time definitions correctly. Additionally, the solver is only valid for non-moving sources
and observers. The authors also published a similar framework utilizing frequency-based FWH
formulation in Ref. [64]. In another publication [65], they conducted an optimization study to
minimize rod-airfoil interaction noise. The presented papers demonstrated that the framework
included only flow adjoint, while the grid adjoint was not accounted for.
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1.3 Dissertation Layout
Presented in Chapter 2 are the governing equations and numerical schemes that are used
in CFD simulations. Chapter 3 provides the details of the employed governing equations for
CAA analyses. Chapter 4 contains the framework of optimization, derivation of adjoint
components, and methodologies for aeroacoustic objective functions. Chapter 5 explains the
implementation of all ideas and equations into the SU2 code. Chapters 6 and 7 present the
results for the application of aeroacoustic code and design optimization, respectively. Finally,
Chapter 8 concludes the dissertation, provides an overview, conclusions, and some suggestions
for future work.
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CHAPTER 2
Chapter 2

COMPUTATIONAL FLUID DYNAMICS

In fluid mechanics, the physics of fluid flow and its impact on objects are examined. The
aerodynamic performance of the vehicle is determined by employing the laws of flow physics.
Modeling the fluid flow in a continuum enables resolution of flow problems. That can be done
by nonlinear partial differential equations (PDEs).
PDEs govern the fluid flow, and those governing equations are solved by utilizing
various numerical methods to predict the aerodynamic performance of the vehicles. CFD
consists of combinations of those numerical methods for numerous kinds of flow problems. This
chapter is dedicated to discussing the governing equations for compressible and unsteady flow,
turbulence modeling, and rotating frame. Lastly, numerical schemes already implemented in
SU2 and utilized in the dissertation are discussed in this chapter.

2.1 Governing Equations for Compressible and Unsteady Flow
As given in [30, 58], compressible, time-accurate, and viscous flow are governed by
Navier-Stokes equations in SU2. The equations rule conversation for mass, momentum, and
energy in the fluid. It is possible to express the conservation equation in arbitrary Lagrangian
Eulerian (ALE) [66] differential form as
ℛ(𝑈) =

𝜕𝑈
𝑐
+ ∇ ∙ 𝐹𝑎𝑙𝑒
− ∇ ∙ 𝐹𝑣 − 𝑄 = 0
𝜕𝑡

𝑣=𝑢
⃗Ω
𝜕𝑛 𝑇 = 0
{ (𝑊)+ = 𝑊∞

𝑖𝑛 Ω

𝑡>0

𝑜𝑛 𝑆
𝑜𝑛 𝑆
𝑜𝑛 Γ∞

(2.1)

where 𝑆 and Γ∞ represent surface boundary and far-field boundary of the flow domain, Ω,
respectively. ℛ(𝑈) = 0 is the residual function of conservative variables as given by
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𝜌
𝑈 = { 𝜌𝑣 },
𝜌𝐸

(2.2)

𝑐
and 𝐹𝑎𝑙𝑒
, 𝐹 𝑣 , and 𝑄 are convective fluxes, viscous fluxes, and generic source term respectively,

and they are given as

𝑐
𝐹𝑎𝑙𝑒

𝜌(𝑣 − 𝑢
⃗ Ω)
0
𝑣
𝜏̿
̿
= {𝜌𝑣 ⊗ (𝑣 − 𝑢
},
⃗ Ω ) + 𝐼𝑝 } , 𝐹 = {
∗
𝜏̿
∙
𝑣
+
𝜇
(𝑐
∇𝑇)
𝑝
𝑡𝑜𝑡
𝜌𝐸(𝑣 − 𝑢
⃗ Ω ) + 𝑝𝑣
(2.3)

𝑞𝑝
𝑄 = {𝑞𝜌𝑣⃗ },
𝑞𝜌𝐸

Here 𝜌 is the fluid density, 𝑣 is the 3-dimensional vector for flow speed, 𝑢
⃗ Ω is the velocity of a
moving domain, 𝐸 is the total energy, 𝑝 is the static pressure, 𝐼 ̿ is the tensor for Kronecker delta,
𝑇 is the temperature and 𝑐𝑝 is the specific heat at constant pressure. Additionally, 𝜏̿ is the viscous
stress tensor that can be defined as
2
𝜏̿ = 𝜇𝑡𝑜𝑡 (∇𝑣 + ∇𝑣 𝑇 − 𝐼 (̿ ∇ ∙ 𝑣)),
3

(2.4)

where 𝜇𝑡𝑜𝑡 indicates total viscosity driven by
𝜇𝑡𝑜𝑡 = 𝜇𝑑𝑦𝑛 + 𝜇𝑡𝑢𝑟 ,

∗
𝜇𝑡𝑜𝑡
=

𝜇𝑑𝑦𝑛 𝜇𝑡𝑢𝑟
+
.
𝑃𝑟𝑑
𝑃𝑟𝑡

(2.5)

In these formulas, 𝜇𝑑𝑦𝑛 and 𝜇𝑡𝑢𝑟 represent dynamic viscosity and turbulent viscosity,
∗
respectively. 𝜇𝑡𝑜𝑡
is the effective thermal conductivity that includes the dynamic and turbulent

Prandtl numbers shown as 𝑃𝑟𝑑 and 𝑃𝑟𝑡 , consequently. The dynamic viscosity, 𝜇𝑑𝑦𝑛 , is calculated
by Sutherland’s law [67]. Lastly, turbulent viscosity, 𝜇𝑡𝑢𝑟 , is computed utilizing turbulence
modeling.
By the assumption of an ideal gas, temperature, 𝑇, is obtained by
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𝑝
,
𝑅𝜌

(2.6)

𝑐𝑝 (𝛾 − 1)
,
𝛾𝑅

(2.7)

𝑇=
where the gas constant, 𝑅, is equal to
𝑅=

𝛾 is a gas constant and taken as 1.4 in the dissertation.
The unsteady Reynolds-averaged Navier-Stokes (URANS) equations need to be
compounded with turbulence modeling and boundary conditions to solve the flow problem.
Modeling for the turbulence-related terms is to be discussed in the following section. Regarding
the boundary conditions, the isothermal no-slip boundary condition is utilized for the surfaces.
As previously mentioned, moving surfaces, such as the propeller and rotor, are the main subject
of this dissertation. Those parts move together with the domain surrounding surfaces. Boundary
conditions for those parts include movement velocity, 𝑢
⃗ Ω . Lastly, the far-field boundary
condition is utilized for the external boundaries. In SU2, the turbulence can be modeled by
Spalart-Allmaras and the Menter shear stress transport when the URANS solver is used. In the
present dissertation, the one-equation Spalart Allmaras [68] turbulence model, a more costeffective option, is used to compute turbulent viscosity. Details of the turbulence model can be
found in the appendix.

2.2 Rotating Reference Frame
To use transport equations for problems dealing with rotating flow domain, the so-called
rotating reference frame, previously defined governing equations need to be posed with
formulas. That enables the governing equations to solve the flow around the rotating body such
as turbomachinery, propeller, and rotor.
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To attain the required equation for the rotating reference frame, we need to define the
velocity of the domain and the required source term representing the motion of rotation in SU2
[58]. in equation (2.1), source term, 𝑄 and domain velocity, 𝑢
⃗ Ω , become
0
𝑄 = {−𝜌(𝜔
⃗ × 𝑟 )} ,
0

𝑢
⃗Ω =𝜔
⃗ × 𝑟,

(2.8)

where 𝜔
⃗ and 𝑟 are the three-dimensional angular velocity and the position vectors, respectively.

2.3 Numerical Schemes
The software SU2 solves the Unsteady Reynolds-averaged Navier-Stokes (URANS)
equations to analyze compressible, turbulent flows commonly found in aerospace engineering
problems. Throughout the simulations, in-house developed code based on SU2-v7.1.1 is
utilized. The governing equations are spatially discretized using a finite volume method on
unstructured meshes. The time marching of the semi-discretized URANS equations is performed
by a dual time-stepping method. The Spalart-Allmaras (SA) turbulence model [68] is employed.
For the multizonal simulation, the interface, called sliding mesh, transmits the conserved
variables of the flow from one zone to the other by conservative interpolation methods. For the
discretization of the flow equation, the Jameson-Schmidt-Turkel (JST) [69] scheme is utilized
with 0.5 and 0.02 second and fourth-order dissipation, respectively, without any limiter. These
configurations are based on the best practices reported in Ref. [31]. The Green-Gauss method is
employed for the spatial gradients. The resulting linear systems are solved using the Flexible
Generalized Minimum Residual (FGMRES) method and the Krylov preconditioner [70] with an
error tolerance of 1E-6.
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CHAPTER 3
Chapter 3

COMPUTATIONAL AEROACOUSTICS

In this chapter, governing equations for the aeroacoustic computation are presented. The
well-known acoustic formulation, FWH, and its derivation, Farassat-1A formulation, are
demonstrated in this section.

3.1 Ffowcs Williams and Hawking Equation
The FWH equation (Eq. (3.1)) is an alternative form of conservation laws [14]. It
includes monopole, dipole, and quadrupole terms with each corresponding to a different source
of aerodynamic noise:
□2 𝑝 ′ =

𝜕
𝜕
𝜕2
[𝜌0 𝑣𝑛 𝛿(𝑓)] −
[𝑝𝑛𝑖 𝛿(𝑓)] +
[𝐻(𝑓)𝑇𝑖𝑗 ],
𝜕𝑡
𝜕𝑥𝑖
𝜕𝑥𝑖 𝜕𝑥𝑗

(3.1)

where 𝑝′ is acoustic pressure, □2 is the D’Alembertian operator and 𝑓(𝑥, 𝑡) = 0 represents a
moving control surface where 𝑛𝑖 is the unit outward normal. 𝐻(𝑓) and 𝛿(𝑓) are the Heaviside
and Dirac delta functions, respectively. Lastly, 𝜌0 , 𝑣𝑛 , 𝑝, and 𝑇𝑖𝑗 are defined as freestream
density, surface velocity dotted with the surface normal vector, the static pressure, and Lighthill
stress tensor, respectively.

3.2 Farassat 1A Formulation
Farassat derived a family of more practical formulations [71] of the FWH equation. In
the F1A formulation, the quadrupole term is neglected, and pressure fluctuation is equal to the
sum of thickness noise and loading noise [72],
𝑝′ (𝒙, 𝑡) = 𝑝𝑇′ (𝒙, 𝑡) + 𝑝𝐿′ (𝒙, 𝑡),

(3.2)
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where 𝑝𝑇′ and 𝑝𝐿′ terms are the contributions of the thickness noise and the loading noise,
respectively. These terms consist of integral equations as shown in Eqs. (3.3) and (3.4):

𝑝𝑇′ (𝐱, t) =

𝜌0 (𝑈̇𝑖 𝑛𝑖 + 𝑈𝑖 𝑛̇ 𝑖 )
1
1
𝜌0 𝑈𝑖 𝑛𝑖 𝐾
∫[
]
𝑑𝑆
+
∫
[
] 𝑑𝑆,
4𝜋 𝑆
𝑟(1 − 𝑀𝑟 )2 𝑟𝑒𝑡
4𝜋 𝑆 𝑟 2 (1 − 𝑀𝑟 )3 𝑟𝑒𝑡

𝑝𝐿′ (𝐱, t) =

(3.3)

1 1
𝐹𝑖̇ 𝑟̂𝑖
1
𝐹𝑖 𝑟̂𝑖 − 𝐹𝑖 𝑀𝑖
∫[
] 𝑑𝑆 +
∫[ 2
] 𝑑𝑆
2
4𝜋 𝑐 𝑆 𝑟(1 − 𝑀𝑟 ) 𝑟𝑒𝑡
4𝜋 𝑆 𝑟 (1 − 𝑀𝑟 )2 𝑟𝑒𝑡
(3.4)
+

1 1
𝐹𝑖 𝑟̂𝑖 𝐾
∫[ 2
] 𝑑𝑆,
4𝜋 𝑐 𝑆 𝑟 (1 − 𝑀𝑟 )3 𝑟𝑒𝑡

where, for an impermeable surface,
𝑈𝑖 = 𝑣𝑖

(3.5)

𝐹𝑖 = 𝐿𝑖𝑗 𝑛𝑗

(3.6)

𝐿𝑖𝑗 = 𝑃𝑖𝑗′ = (𝑝 − 𝑝∞ )𝛿𝑖𝑗

(3.7)

𝐾 = 𝑀̇𝑖 𝑟̂𝑖 𝑟 + 𝑀𝑟 𝑐 − 𝑀2 𝑐

(3.8)

𝑀𝑟 =

𝑣𝑖
𝑟̂ .
𝑐 𝑖

(3.9)

Here, 𝑟 is the radiation vector or distance between observer and source points. Similarly,
𝑟̂𝑖 represents the unit radiation vector. 𝑀̇𝑖 is the time derivative of local Mach number, 𝑀,
depending on the speed of sound, 𝑐, and local velocity, 𝑣𝑖 . In addition, 𝑑𝑆, 𝛿𝑖𝑗 and 𝑝∞ are the
local panel area, the Kronecker delta and the freestream pressure, respectively.
In the present development, the author follows the impermeable surface approach again
with the time domain implementation as shown in Eqs. (3.5)-(3.7).
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Computations represent a wind tunnel configuration; that is, a stationary observer is
placed in a moving medium. This is equivalent to a moving-observer situation with the observer
⃗ 0 , in a stationary medium.
moving at negative freestream velocity, −𝑈
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CHAPTER 4
Chapter 4

OPTIMIZATION

This chapter is included to provide the content of the optimization setup. Derivations of
the equations used for adjoint-based aeroacoustic optimization and utilization in the optimization
framework are discussed in this chapter. In addition, definitions of aeroacoustic functions
address the objective function of optimization.

4.1 Optimization Framework
Before summarizing the steps of each of the modules, the overall methodology is
presented graphically as a flowchart (Fig. Figure 5). First, the aerodynamic and aeroacoustic
analyses determine the values of the objective (or cost) function and the constraints on the
baseline grid by using shape design variables, 𝛂. The optimizer, Scipy-SLSQP [73], a gradientbased optimization tool, requires gradients for the projection. However, if existing gradients are
sufficient to proceed with the line searching, the optimizer does not need the gradients. The next
step is the checkpoint to evaluate that condition. If gradients are required, the process solves the
adjoint equations. Afterward, the tools acquire the derivatives of the objective function and the
constraints with respect to the conserved variables. The system utilizes the derivatives and
computes sensitivities with respect to the design variable.
After, the optimization cycle continues with the evaluation step that involves the
objective function, the constraints, the side constraints, the gradients, and the design vector.
Then, another checkpoint controls the condition of convergence by computing the residual of the
objective function. If the error is lower than the threshold value, the optimizer computes the new
design variable vector, 𝛂𝐧𝐞𝐰 . Otherwise, the optimization cycle ends. Next, the system sends the
new variable vector to the section performing mesh deformation for surface and volume grids.
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Finally, the updated grid is utilized for the computations at the following design steps, and the
loop repeats.

Figure 5: The gradient-based optimization cycle.

4.2 Sensitivities of Gradient-Based Optimization
A powerful feature of SU2 is the availability of algorithmic-differentiation (AD) rendered
sensitivities by the tool CoDiPack [53]. By successive applications of the chain-rule
differentiation through the SU2 code, both the flow analysis output and its derivative with
respect to prescribed design variables are computed simultaneously. A remarkable feature of
AD, owing to its construction, is that it does not incur any truncation errors, rendering
derivatives that are at machine accuracy.
At the start, an optimization problem is defined. The objective function, 𝐽, is chosen as
the sound pressure level, which is a function of the state variable vector, 𝑼, and the grid
coordinates, 𝑿, which are in turn functions of the vector, 𝜶, of design variables. The discretized
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residual of the flow and acoustic equations, 𝑅, is introduced as a constraint function, which also
is in turn a function of vectors, 𝑼 and 𝑿:
minimize
𝛼

𝐽(𝑈(𝛼), 𝑋(𝛼)),

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜

(4.1)

𝑅(𝑈(𝛼), 𝑋(𝛼)) = 0 .

(4.2)

Next, this definition needs to be extended to be utilized for a problem with moving
surfaces. It must comply with the unsteady simulations, grid motions, and CFD-CAA coupling.
Previously, Zhou et al. [63, 64] applied the adjoint-based discrete optimization for stationary
surfaces, where they utilized dual time stepping. Albring et al. [44] showed how to implement
the grid motion into the optimization problem. By compounding these two steps and extending
for the problem at hand, a new optimization problem definition is introduced as follows:
minimize
𝛼

𝐽(𝑈 𝑛 , 𝑋 𝑛 , 𝛼),

(4.3)

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑈 𝑛 = 𝐺 𝑛 (𝑈 𝑛 , 𝑈 𝑛−1 , 𝑈 𝑛−2 , 𝑋 𝑛 , 𝑋 𝑛−1 , 𝑋 𝑛−2 , 𝛼),
𝑋 𝑛 = 𝑀𝑛 (𝛼)

𝑛 = 1, … , 𝑁,

(4.4)
(4.5)

where 𝑀𝑛 denotes the mesh deformation equation and 𝐺 𝑛 is an iteration of pseudo time
stepping. The symbol 𝑛 represents the time iteration index and the objective function, 𝐽, is
evaluated for all n up to 𝑁. Next, the problem is recast as a Lagrangian (or penalty) function as
follows:
̅ 𝑛 , 𝑋̅ 𝑛 )
𝐿(𝛼, 𝑈 𝑛 , 𝑋 𝑛 , 𝑈
𝑁

̅𝑛]
= 𝐽(𝑈 𝑛 , 𝑋 𝑛 , 𝛼) + ∑[(𝐺 𝑛 (𝑈 𝑛 , 𝑈 𝑛−1 , 𝑈 𝑛−2 , 𝛼) − 𝑈 𝑛 )𝑇 𝑈
𝑛=1
𝑁

+ ∑[(𝑀𝑛 (𝛼) − 𝑋 𝑛 )𝑇 𝑋̅ 𝑛 ].
𝑛=1

(4.6)
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̅ 𝑛 , and 𝑋̅ 𝑛 , the first-order
By differentiating the Lagrangian function with respect to 𝛼, 𝑈
optimality conditions are obtained:
𝑑𝐿
𝜕𝐽
𝜕𝐺 𝑛 𝑛 𝜕𝐺 𝑛−1 𝑛−1 𝜕𝐺 𝑛−2 𝑛−2
𝑛
̅
̅ +
̅
̅ ,
=0=
−𝑈 +
𝑈
𝑈
+
𝑈
𝑑𝑈 𝑛
𝜕𝑈 𝑛
𝜕𝑈 𝑛
𝜕𝑈 𝑛
𝜕𝑈 𝑛

(4.7)

𝑑𝐿
𝜕𝐽
𝜕𝐺 𝑛 𝑛 𝜕𝐺 𝑛−1 𝑛−1 𝜕𝐺 𝑛−2 𝑛−2
̅ +
̅
̅
=
0
=
+
𝑈
𝑈
+
𝑈
− 𝑋̅ 𝑛 ,
𝑑𝑋 𝑛
𝜕𝑋 𝑛 𝜕𝑋 𝑛
𝜕𝑋 𝑛
𝜕𝑋 𝑛

(4.8)

𝑁

𝑁

𝑑𝐿 𝜕𝐽
𝜕𝐺 𝑛 𝑇 𝑛
𝜕𝑀𝑛 𝑇 𝑛
̅ ] + ∑ [(
) 𝑈
) 𝑋̅ ] .
=
+ ∑ [(
𝑑𝛼 𝜕𝛼
𝜕𝛼
𝜕𝛼
𝑛=1

(4.9)

𝑛=1

After rearranging Eqs. (4.7) and (4.8), the adjoints of the CFD and the grid equations
become,
̅𝑛 =
𝑈

𝜕𝐽
𝜕𝐺 𝑛 𝑛 𝜕𝐺 𝑛−1 𝑛−1 𝜕𝐺 𝑛−2 𝑛−2
̅ +
̅
̅ ,
+
𝑈
𝑈
+
𝑈
𝜕𝑈 𝑛 𝜕𝑈 𝑛
𝜕𝑈 𝑛
𝜕𝑈 𝑛

(4.10)

𝜕𝐽
𝜕𝐺 𝑛 𝑛 𝜕𝐺 𝑛−1 𝑛−1 𝜕𝐺 𝑛−2 𝑛−2
̅ +
̅
̅ ,
+
𝑈
𝑈
+
𝑈
𝜕𝑋 𝑛 𝜕𝑋 𝑛
𝜕𝑋 𝑛
𝜕𝑋 𝑛

(4.11)

𝑋̅ 𝑛 =

and the general form of the sensitivity derivatives of the objective function Eq. (4.9) becomes,
𝑁

𝑁

𝑑𝐽
1
𝜕𝐺 𝑛
1
𝜕𝑀𝑛
𝑛 ]𝑇
𝑛 ]𝑇
̅
̅
= ∑ [[𝑈
[
]] + ∑ [[𝑋
[
]].
𝑑𝛼 𝑁
𝜕𝛼
𝑁
𝜕𝛼
𝑛=1

(4.12)

𝑛=1

These equations are solved as presented in the flowchart below (Figure 6). Briefly, the
CFD solver outputs the state variables that are fed into the CAA solver and the adjoint
computations. Subsequently, the CAA solver obtains the fluctuating component of pressure, 𝑝′,
and the objective function, 𝐽, and its derivatives with respect to the grid and the state variables
for the surfaces. Next, the adjoint CFD solver computes the flow adjoints used as input to
compute mesh adjoints. Finally, the algorithmic differentiator calculates the sensitivities with
respect to the design variable vector, 𝜶.
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Figure 6: Flowchart of adjoint sensitivities for coupled aerodynamics and aeroacoustics.

The described flowchart can solve optimization problems depending on both flow and
geometric variables. In the content of the dissertation, one more approach is utilized for
optimization studies. If there is no flow variable, such as angle of attack, rotation rate,
freestream Mach number, etc., the formulation mentioned above can be simplified for a simpler
computation. By this approach, the flow equation, 𝐺, does not depend on 𝜶. Therefore, the
Lagrangian equation (4.6) reformed as
̅ 𝑛 , 𝑋̅ 𝑛 )
𝐿(𝛼, 𝑈 𝑛 , 𝑋 𝑛 , 𝑈
𝑁

̅𝑛]
= 𝐽(𝑈 , 𝑋 , 𝛼) + ∑[(𝐺 𝑛 (𝑈 𝑛 , 𝑈 𝑛−1 , 𝑈 𝑛−2 ) − 𝑈 𝑛 )𝑇 𝑈
𝑛

𝑛

𝑛=1

(4.13)

𝑁

+ ∑[(𝑀𝑛 (𝛼) − 𝑋 𝑛 )𝑇 𝑋̅ 𝑛 ].
𝑛=1

Based on this equation, the content of the flow chart changes accordingly, as seen in
Figure 7. Similarly, outputs from the CFD solver and F1A formulation enter into adjoint CFD
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̅ 𝑛 , are utilized in only the computation for the adjoint grid. At
and grid solver, but flow adjoints, 𝑈
the last bullet, the system computes sensitivities by using grid adjoints and mesh sensitivities
d
d𝛼

𝑀𝑇 (𝛼).

Figure 7: Flowchart of adjoint sensitivities for coupled aerodynamics and aeroacoustics,
including only shape variables.

4.3 Objective Functions
When defining the optimization problem, a critical point is how to compute the objective
function. Since the work involves multiple observer points and multiple flow regimes, the
objective function needs to include all those aspects. Herein, three methodologies are described
to represent the objective function.
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4.3.1 Method-1
The first method is a more trivial way to create the objective function. Pressure
fluctuation, 𝑝′, is used as an input that provides root-mean-square calculations as follows:

𝑝𝑟𝑚𝑠

=√

′2
∑𝑁
𝑛=1 𝑝
,
𝑁

(4.14)

where 𝑁 is the sample size of time domain-based acoustic pressure history. This single number
can be used to declare noise output only for one observer. To include all observer points, another
simple averaging process is presented:
𝑁𝑂

𝑇𝑜𝑡𝑎𝑙
𝑝𝑟𝑚𝑠

1
𝑖
=
∑ 𝑝𝑟𝑚𝑠
,
𝑁𝑂

(4.15)

𝑖=1

𝑖
Here 𝑖 is the individual observer points and 𝑝𝑟𝑚𝑠
represents a root-mean-square value

corresponding to a particular observer point. For the total number of microphone points, 𝑁𝑂, we
𝑇𝑜𝑡𝑎𝑙
define the objective function as 𝑝𝑟𝑚𝑠
. Considering for multipoint optimization, two different

acoustic computations are held in the optimization cycle. The results obtained from the
calculation need to be combined. A simple summation does that combination. For example, if we
𝑇𝑜𝑡𝑎𝑙
look at the forward flight condition, objective function, 𝐹𝐹𝐹 , equals 𝑝𝑟𝑚𝑠
. The same equilibrium

is applied for the function of hover, 𝐹𝐻 . Finally, the objective function is given by
𝐹 = 𝐹𝐹𝐹 + 𝐹𝐻 .

(4.16)

4.3.2 Method-2
As anticipated, indicating the noise level by 𝑝𝑟𝑚𝑠 may not be practical. In industry,
academia, or the public, the noise level unit is decibel [dB] for common usage. Therefore, the
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values of the output which are 𝑝𝑟𝑚𝑠 are converted into sound pressure level (SPL) that is in dB
units. A logarithmic function quite simply performs the conversion as given below.
2
𝑝𝑟𝑚𝑠
𝑆𝑃𝐿 = 10 log10 ( 2 ),
𝑝𝑟𝑒𝑓

(4.17)

where 𝑝𝑟𝑒𝑓 represents reference sound pressure level obtained for human ear noise perceptions
[74]. In the dissertation, that value is set at 2 × 10−5 Pascals for all aeroacoustic computation.
Again, the resulting objective function is driven from SPL values for the multiple observers and
multiple flight regimes as similar as the formulation depicted in equations (4.15) and (4.16).
Applying those formulations for the objective function can seem trivial and easy to
implement. However, the main drawback of using those formulations is that they are not
sensitive to the position of the observers and noise propagation at particular frequencies, such as
tonal frequencies and harmonics, sufficiently. Therefore, method-3 may be more convenient to
respond to that requirement.
4.3.3 Method-3
The defined methods above do not present discrete values based on the specific
frequency. For example, noise generated from a rotor consists of tonal noise or harmonic noise
and broadband noise [75]. Also, the obtained pressure fluctuation history may include some
numerical artifacts. For those reasons, filtering the acoustic signal becomes a necessity.
The code performs shifting from the time domain to the frequency domain Fourier
transform tool in the current implementation. It computes Discrete Fourier Transform (DFT).
The details of the implementation will be discussed in Chapter 5. Herein, we will discuss
obtaining an objective function based on the sound pressure level corresponding to the bladepassing frequency (BPF). First, the definition of the BPF is given by,
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𝐵𝑃𝐹 =

𝑅𝑃𝑀 × (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑙𝑎𝑑𝑒𝑠)
.
60

(4.18)

Sound power deals with acoustic intensity over an area defined by spherical coordinates.
2𝜋 𝜋

𝑝𝑟𝑚𝑠
𝑝𝑟𝑚𝑠 2
𝑊 = ∫ 𝐼𝑑𝐴 = ∫
𝑑𝐴 = ∫ ∫
𝑟 sin 𝜃 𝑑𝜃𝑑𝜑,
𝜌𝑐
𝜌𝑐
0

(4.19)

0

where 𝑊and 𝐼 represent acoustic power and intensity, respectively. The rotor geometry has a
symmetric shape around the rotation axis that provides constant 𝜑 angles.
𝜋

2
𝑝𝑟𝑚𝑠
𝑊 = 2𝜋 ∫
𝑟 2 sin 𝜃 𝑑𝜃 .
𝜌𝑐

(4.20)

0

Figure 8: Sample demonstration of the coordinate system of microphone position.

Additionally, in this dissertation, microphone position is distributed at the constant
distance in 𝑦 and 𝑧 direction. Thus, we introduce a new variable ℎ as
ℎ = √𝑦 2 + 𝑧 2 and ℎ = 𝑟 sin 𝜃.
Then, equation (4.20) becomes

(4.21)
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𝜋

𝜋

2
2
𝑝𝑟𝑚𝑠
ℎ2
2𝜋ℎ2 𝑝𝑟𝑚𝑠
𝑊 = 2𝜋 ∫
𝑑𝜃 =
∫
𝑑𝜃.
𝜌𝑐 sin 𝜃
𝜌𝑐
sin 𝜃
0

(4.22)

0

If the scanning in 𝜃 angles contains problem-related inputs, the bounds of the integral restricted
with 𝜃𝑙 and 𝜃ℎ which are the lowest and highest angles correspondingly. Thus, equation (4.22)
becomes
𝜃ℎ

2
2𝜋ℎ2
𝑝𝑟𝑚𝑠
𝑊=
∫
𝑑𝜃.
𝜌𝑐
sin 𝜃

(4.23)

𝜃𝑙

Utilizing DFT, the time history data turns into frequency domain as
𝑝(𝑓) = 𝐷𝐹𝑇(𝑝(𝑡)).

(4.24)

The obtained frequency-based data is used for the root-mean-square computation for frequencybased RMS. Additionally, we introduce a new weighting function as in Ref. [76]. Thus, the Aweighted function is found by using an A-weighting function, 𝑊𝐴 as follows.
2
2
𝑝𝑓,𝑟𝑚𝑠,𝐴
= 𝑝𝑓,𝑟𝑚𝑠
∙ 𝑊𝐴 .

(4.25)

Function evaluation for 𝑊𝐴 is the same as in Ref. [74]. Then, we calculate overall sound pressure
level over each frequency as
𝑓𝑚𝑎𝑥
2
𝑝𝑟𝑚𝑠,𝐴

2
= ∑ 𝑝𝑓,𝑟𝑚𝑠,𝐴
.

(4.26)

𝑓𝑚𝑖𝑛

Finally, if we combine equations (4.17), (4.23), and (4.26) into one equation, we find
𝜃ℎ

2
2
𝑝𝑟𝑒𝑓
2𝜋ℎ2
𝑝𝑟𝑚𝑠,𝐴
(
)
𝐹 = 10 log10
∫
𝑑𝜃 − 10 log10 (
).
𝜌𝑐
sin 𝜃
𝜌𝑐

(4.27)

𝜃𝑙

Here the 𝐹 is the objective function for a generic application. Also, we need to include hover and
forward flight conditions in the objective function. That description is shown with 𝐹𝐹 and 𝐻
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abbreviation representing forward flight and hover conditions. Thus, the objective function
becomes
𝐹 = 𝐹𝐹𝐹 + 𝐹𝐻 ,

(4.28)

and
𝜃ℎ,𝐹𝐹

𝜃ℎ,𝐻

2
2
𝑝𝑟𝑚𝑠,𝐴,𝐹𝐹
𝑝𝑟𝑚𝑠,𝐴,𝐻
𝐹 = 10 log10 ( ∫
𝑑𝜃) + 10 log10 ( ∫
𝑑𝜃)
sin 𝜃
sin 𝜃
𝜃𝑙,𝐹𝐹

𝜃𝑙,𝐻

(4.29)

2
𝑝𝑟𝑒𝑓
− 20 log10 (
).
2𝜋ℎ2

The obtained equation includes multiple flight regimes and observers. Although it seems more
complicated than Method-1 and Method-2, it provides quite a good alignment with overall
acoustic power.
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CHAPTER 5
Chapter 5

NUMERICAL IMPLEMENTATIONS

This chapter discusses the numerical implementation of the mathematical model and its
required submodules inside the code. Herein, the required numerical operations are classified
into three groups: F1A implementation, sensitivities, and SU2 integration.

5.1 F1A Implementation
5.1.1 Discretization
For the numerical implementation, Farassat 1A equations (3.3) and (3.4) need to be
written in a discretized form. There are a couple of assumptions that we need to mention. The
first is about the area of the panel used in the formulation. The surface moving through timeaccurate simulation does not change its shape. Presumably, a rigid body has a constant surface
area throughout the simulation. That makes finite areas, d𝑆, constant. Also, the formulation can
be shown in simplified form with four essential terms, 𝑇1 , 𝑇2 , 𝑇3 , and 𝑇4 . By those adjustments,
the formulation becomes
𝑝′ (𝐱, t) =

∆𝑆
[𝑇 + 𝑇2 + 𝑇3 + 𝑇4 ].
4𝜋 1

(5.1)

Also, we introduce four more coefficients for a segmented formulation as follows.
𝐴0 =

𝜌0
,
𝑟(1 − 𝑀𝑟 )2

(5.2)

𝐵0 =

𝜌0
,
𝑟 2 (1 − 𝑀𝑟 )3

(5.3)

1
,
𝑐𝑟 2 (1 − 𝑀𝑟 )2

(5.4)

𝐶0 =
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and
𝐷0 =

𝑐𝑟 2 (1

1
.
− 𝑀𝑟 )3

(5.5)

By using 𝐴0 term in the equation (3.3), 𝑇1 term becomes
𝑛𝐷𝑖𝑚

𝜌0 (𝑈̇𝑖 𝑛𝑖 + 𝑈𝑖 𝑛̇ 𝑖 )
𝑇1 =
= 𝐴0 ∑ 𝑈̇𝑖 𝑛𝑖 + 𝑈𝑖 𝑛̇ 𝑖
𝑟(1 − 𝑀𝑟 )2
𝑖=0

(5.6)
𝑛𝐷𝑖𝑚

= 𝐴0 ∑
𝑖=0

𝑈𝑖𝑡+1 − 𝑈𝑖𝑡−1 𝑡
𝑛𝑖𝑡+1 − 𝑛𝑖𝑡−1
𝑛𝑖 + 𝑈𝑖𝑡
,
2∆𝑡
2∆𝑡

where the time derivative of the velocity is found by central difference formulation as the same as
normal derivatives. Here, we can introduce a new coefficient, 𝐴1 . Then the 𝑇1 term becomes
𝑇1 = 𝐴0 𝐴1 .

(5.7)

Similarly, 𝑇2 term can be shown as a series function as given by
𝑛𝐷𝑖𝑚

𝜌0 𝑈𝑖 𝑛𝑖 𝐾
𝑇2 = 2
= 𝐵0 𝐾 ∑ 𝑈𝑖𝑡 𝑛𝑖𝑡 .
𝑟 (1 − 𝑀𝑟 )3

(5.8)

𝑖=0

Again, we introduce a new coefficient, 𝐵1, and equation (5.8) becomes
𝑇2 = 𝐵0 𝐾𝐵1 .

(5.9)

If we apply the same strategy for 𝑇3 and 𝑇4 , we find the following equations.
𝑛𝐷𝑖𝑚

𝑛𝐷𝑖𝑚

𝑛𝐷𝑖𝑚

𝐹𝑖̇ 𝑟̂𝑖 𝑟 + 𝐹𝑖 𝑟̂𝑖 − 𝐹𝑖 𝑀𝑖
𝑇3 =
= 𝐶0 [ ∑ 𝐹𝑖̇ 𝑟̂𝑖 𝑟 + ∑ 𝐹𝑖 𝑟̂𝑖 − ∑ 𝐹𝑖 𝑀𝑖 ],
𝑐𝑟 2 (1 − 𝑀𝑟 )2
𝑖=0

𝑖=0

𝑖=0

(5.10)
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𝑛𝐷𝑖𝑚 𝑛𝐷𝑖𝑚

𝑇3 = 𝐶0 [ ∑ [ ∑
𝑖=0

𝑗=0

𝑃𝑖𝑗𝑡+1 𝑛𝑗𝑡+1 𝛿𝑖𝑗 − 𝑃𝑖𝑗𝑡−1 𝑛𝑗𝑡−1 𝛿𝑖𝑗 𝑡 𝑡
] 𝑟̂𝑖 𝑟
2∆𝑡
(5.11)

𝑛𝐷𝑖𝑚 𝑛𝐷𝑖𝑚

𝑛𝐷𝑖𝑚 𝑛𝐷𝑖𝑚

+ ∑ [ ∑ 𝑃𝑖𝑗𝑡 𝑛𝑗𝑡 𝛿𝑖𝑗 ] 𝑟̂𝑖𝑡 − ∑ [ ∑ 𝑃𝑖𝑗𝑡 𝑛𝑗𝑡 𝛿𝑖𝑗 ] 𝑀𝑖𝑡 ],
𝑖=0

𝑗=0

𝑖=0

𝑗=0

and
𝑛𝐷𝑖𝑚 𝑛𝐷𝑖𝑚

𝐹𝑖 𝑟̂𝑖 𝐾
𝑇4 = 2
= 𝐷0 𝐾 ∑ [ ∑ 𝑃𝑖𝑗𝑡 𝑛𝑗𝑡 𝛿𝑖𝑗 ] 𝑟̂𝑖𝑡 .
𝑐𝑟 (1 − 𝑀𝑟 )3
𝑖=1

(5.12)

𝑗=0

For 𝑇3 and 𝑇4 terms, by introducing 𝐶1 and 𝐷1 , we obtain the equation as follows.
𝑇3 = 𝐶0 𝐶1 ,

(5.13)

𝑇4 = 𝐷0 𝐾𝐷1 .

(5.14)

and

Thus, the equation (5.1) also equals to
𝑝′ (𝐱, t) =

∆𝑆
[𝐴 𝐴 + 𝐵0 𝐾𝐵1 + 𝐶0 𝐶1 + 𝐷0 𝐾𝐷1 ] ,
4𝜋 0 1

(5.15)

where the coefficient 𝐾 is given by
𝑛𝐷𝑖𝑚

𝑈𝑖𝑡+1 − 𝑈𝑖𝑡−1 𝑡 𝑡
𝐾= ∑
𝑟̂𝑖 𝑟 + 𝑀𝑟 𝑐 + 𝑀2 𝑐 .
2∆𝑡𝑐

(5.16)

𝑖=0

Also, some of the terms need to be computed to make the equation a closure problem. Therefore,
here 𝑀𝑟 , 𝑟̂𝑖 , 𝑟, and 𝑀 terms are respectively given by
𝑛𝐷𝑖𝑚

𝑈𝑖𝑡 𝑟̂𝑖𝑡
𝑀𝑟 = ∑
,
𝑐
𝑖=0

(5.17)
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𝑟𝑖
𝑟̂𝑖 = ,
𝑟

𝑛𝐷𝑖𝑚

𝑟 = √ ∑ 𝑟𝑖2 ,

(5.18)

𝑖=0

and
𝑛𝐷𝑖𝑚

2

𝑈𝑖𝑡
√
𝑀= ∑ ( ) .
𝑐

(5.19)

𝑖=0

Overall, utilizing those equations, acoustic propagation is possible to be computed.
However, some terms need specific calculations. Those particular terms are radiation vector,
observer time, source time, normal vectors, and velocity vectors. The following sections discuss
the detail of computation for those unknowns.
5.1.2 Normal and Area Computation
In the implementation and scope of the dissertation, the word “panel” is utilized. It is a
combination of a node and one-third of the neighbor triangular elements or one-fourth of
neighbor quads. In SU2, all calculations proceed with this approach, also known as the nodebased solver. A sample element is shown in Figure 9 to show the orientation of the element. In
the figure, also some of the definitions that calculations use are demonstrated. SU2 puts the
nodes on the surface element in order of the clockwise direction. Here, the face identification is
𝐹𝑎𝑐𝑒𝑖 , and similarly the panel is 𝑃𝑎𝑛𝑒𝑙𝑖
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Figure 9: Sample demonstration of a surface grid element with definitions.

There are a couple of definitions to be introduced, as shown in Figure 10. 𝐶𝐺𝐹𝑎𝑐𝑒𝑖 and
𝐶𝐺𝑒𝑑𝑔𝑒𝑖−𝑗 are two central points of 𝐹𝑎𝑐𝑒𝑖 and 𝑒𝑑𝑔𝑒𝑖−𝑗 , respectively. One third area of the 𝐹𝑎𝑐𝑒𝑖
neighbor to 𝑃𝑎𝑛𝑒𝑙𝑖 is named 𝐴𝑖 .

Figure 10: Area of a panel and related definitions.
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After the definition, we can move on to compute normal and area. The normal vector is
given by,
⃗⃗⃗
𝑁𝑖 = |𝐶𝐺𝐹𝑎𝑐𝑒𝑖 − 𝑛𝑖 | × |𝐶𝐺𝑒𝑑𝑔𝑒𝑖−𝑗 − 𝑛𝑖 |,

(5.20)

where ⃗⃗⃗
𝑁𝑖 is the normal vector derived from the vectoral multiplication of two vectors depicted in
the figure. The area, 𝐴𝑖 , equals the magnitude of that vector as follows:
⃗⃗⃗𝑖 | = 𝐴𝑏𝑠 [|𝐶𝐺𝐹𝑎𝑐𝑒 − 𝑛𝑖 | × |𝐶𝐺𝑒𝑑𝑔𝑒 − 𝑛𝑖 |].
𝐴𝑖 = |𝑁
𝑖
𝑖−𝑗

(5.21)

Now, it is possible to define the total area of 𝑃𝑎𝑛𝑒𝑙𝑖 and unit vector.
𝑁𝐵

⃗⃗⃗𝑖 |,
𝑆𝑃𝑎𝑛𝑒𝑙𝑖 = ∑|𝑁

(5.22)

𝑖=1

where 𝑆𝑝𝑎𝑛𝑒𝑙𝑖 is the area of the panel, and 𝑁𝐵 is the number of neighbor cells. The normal unit
vector can be found by
⃗ 𝑃𝑎𝑛𝑒𝑙 =
𝑁
𝑖

1
𝑆𝑃𝑎𝑛𝑒𝑙𝑖

𝑁𝐵

∑ ⃗⃗⃗
𝑁𝑖 .

(5.23)

𝑖=1

While the calculated area is assigned in the global variable once, the computation of the
normal vector continues through time-accurate simulations. The required inputs, coordinates of
the nodes, are supplied by the CFD output file for each time step.
5.1.3 Velocity Computation
Velocity values utilized in the F1A formulation need to be obtained from the node
coordinates. Output coming from CFD simulations contains only node coordinates and pressure
data. By using the position change of the node in the defined time interval, velocity can be found.
Herein, we use the 2nd order central difference method. The equation for the velocity of the node
is given by
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𝑈𝑖𝑛

𝑋𝑖𝑛+1 − 2𝑋𝑖𝑛 + 𝑋𝑖𝑛−1
=
.
2∆𝑡

(5.24)

where 𝑈𝑖𝑛 is velocity value for 𝑖th dimension and 𝑛th time step. Similarly, 𝑋𝑖𝑛 is the coordinate
of the node for 𝑖th dimension and 𝑛th time step.
5.1.4 Computation of Radiation Vector and Observer Time
One of the most challenging parts of the F1A formulation is the computation of observer
time. After the acoustic source emits the noise, it takes some time for the observer to hear that
noise. The time of that journey changes according to the distance between the observer and the
source.
The observer point receives the signal from each source panel at different times based on
the distance. Therefore, the elapsed time between noise generation and reception needs to be
computed. Besides, as mentioned before, due to the wind tunnel configuration, radiation vectors
depend on the time difference. For the moving observer and source, radiation distance can be
written as
𝑁

𝑅 = √∑(𝑥𝑖 − 𝑈0 𝑡 − 𝑦𝑖 − 𝑈0 𝜏)2 ,

(5.25)

𝑖=1

where, 𝜏 and 𝑡 are source and observer time, respectively. 𝑁 is the dimension of the radiation
vector, and radiation distance, R, represents the distance between observer 𝐱 and source 𝐲 points.
Moreover, the time difference can be found by utilizing the following equation:
𝑡 − 𝜏 = 𝑅/𝑐 .

(5.26)
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The solution for 𝑡 can be found by iterative solution by using equations (5.25) and (5.26).
Consequently, 𝑅, 𝑟𝑖 and 𝑟̂𝑖 terms are found from the solution of 𝑡.
For the sake of the memory load, the code employs a source-time-dominant algorithm.
Brentner and Farassat [77] briefly explained the advantages of the source-time-dominant
algorithm over the observer-time-dominant algorithm. Basically, the acoustic signal reaches the
observer at different times, but they must be gathered in order. Using the source-time-dominant
algorithm, first, acoustic propagation is computed based on the noise source. After, according to
preferred observer time, the interpolation operator calculates the noise propagation at the
observer point. That type of computation enables the aeroacoustic analysis with less memory
usage and computation independent of the number of samples.
𝑝′ (𝐱, 𝑡 ∗ ) = 𝐼(𝑝′ (𝐱, t), 𝑡 ∗ ) ,

(5.27)

where 𝐼(… , 𝑡 ∗ ) is an interpolation operator and 𝑡 ∗ is the desired observer time. In computations,
the code employs, preferably, the 2nd order Taylor expansion for the polynomial interpolation as
in the following equation.
𝑝

′ (𝐱, ∗ )

𝑡

=

𝑝𝑖′

+

(𝑡 ∗

′
′
′
′
(𝑡 ∗ − 𝑡)2 𝑝𝑖+1
𝑝𝑖+1
− 𝑝𝑖−1
− 2𝑝𝑖′ + 𝑝𝑖−1
− 𝑡)
+
.
(∆𝑡)2
2∆𝑡
2

(5.28)

5.1.5 Fourier Transform
SU2-CAA code includes a subfunction to compute Fourier transformation. Employing
Slow Fourier Transform (SFT), also called discrete Fourier transform (DFT), acoustic pressure
time histories are converted into frequency-based data. Basically, calculations find the spectral
power discretely summing of multiplication of exponential function and acoustic pressure as
given by
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𝑁−1

1
2𝜋𝑖𝑚𝑘
) ,
𝐴𝑚 = ∑ 𝑝′(𝑡𝑘 ) exp (−
𝑁
𝑁

𝑚 = 0,1,2, … , 𝑁 − 1 ,

(5.29)

𝑘=0

where, 𝐴𝑚 is a complex coefficient in the frequency domain. 𝑁 represents the number of
samples utilized in the calculations. Now, it is possible to find acoustic power by multiplying the
magnitude of 𝐴𝑚 and period of acoustic pressure time history as follows:
𝐺𝑝𝑝 𝑚 = |𝐴𝑚 |2 𝑇 ,
𝐺𝑝𝑝 𝑚 = 2|𝐴𝑚 |2 𝑇 ,

𝑚 = 0,
𝑚 = 1, … ,

𝑁
− 1,
2

(5.30)
(5.31)

where, 𝐺𝑝𝑝 𝑚 is power spectral density [76] and 𝑇 is the period of acoustic pressure time history.
Then, it can be used to find the objective function described in the previous chapter. the mean
square pressure per discrete band, between 𝑓𝑖 and 𝑓𝑖+1, is given in the following equation.
2
𝑝𝑓,𝑟𝑚𝑠
=∫

𝑓𝑖+1

𝑓𝑖

𝐺𝑝𝑝 𝑚 (𝑓)d𝑓 ,

𝑖 = 1, … , 𝑀 − 1.

(5.32)

5.1.6 Flow Chart of F1A Solver
In this section, the flow chart of the algorithm used for the F1A solver is discussed. The
implementation principally applies the source time dominant approach described in Ref. [77-79].
Figure 11 demonstrates the details of the algorithm from start point to endpoint that we use to
obtain acoustic pressure time history for all observer points.
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Figure 11: Flowchart of F1A solver.
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At the start point, the solver allocates the arrays for pressure, coordinate, velocity,
radiation, time, and normal vectors to contain the required operation in C++-based functions that
complied with the number of time steps and observers. In the formulation, the time derivative of
the velocity needs the velocity data from three-time steps. Moreover, there is velocity data in the
CFD output, and the velocity values are obtained from time-accurate node coordinates.
Therefore, the sample size of the allocated matrix should be five. The code reads surface flow
data containing coordinates and pressure and assigns them into the relevant arrays based on that
information. After, normal calculation computes normal vectors for all panels using node
positions. The solver also uses the node position to compute velocity values. Then, observer
time computation is completed. the time passing between noise propagation and receiving from
the observer point is found. That enables the code to find radiation vectors as well. Those
processes loop until the end of five consecutive local time steps. Then, 𝑝′ is computed for the
first three time steps and all observers and panels.
The desired time, 𝑡 ∗ , is derived by equally dividing the time interval between the
maximum and minimum time that the observer perceives the signals. The minimum time
corresponds to the latest signal in the first group of the propagated signals from the panels. The
maximum time is equal to the first signal in the latest group of the propagated signals.
After the preprocessing section, 𝑝′ is computed for all time steps, panels, and observers.
Here, the solver finds the 𝑡 ∗ according to source times 𝑡 𝑛−1 , 𝑡 𝑛 , and 𝑡 𝑛+1. Based on those values
and obtained interpolation coefficients, we find 𝑝′(𝑥, 𝑡 ∗ ). Then, the code computes the
summation as given by,
𝑛𝑃𝑎𝑛𝑒𝑙
′ ( ∗)

𝑝 𝑡

=

∑
𝑖𝑃𝑎𝑛𝑒𝑙=0

𝑝′ (𝑖𝑃𝑎𝑛𝑒𝑙, 𝑡 ∗ ),

(5.33)
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and that process repeats for each observer point. After, the code assigns the variables at the
current time into one step lower time indices. Next, the algorithm computes 𝑝′ for the following
sample. Similarly, at the next steps, the required values for the F1A solver are computed, such as
radiation, normal, and velocity vectors. This calculation continues until the cycle reaches the
maximum sample size.
In the end, the solver finds acoustic pressure time history for every observer point.
Furthermore, if it is a parallel computation, the MPI operator works and finds combined acoustic
pressures. Then, DFT and SPL computations follow, and the code extracts required outputs to
assess aeroacoustic results. Also, for post-processing, code can generate the data, including
acoustic pressure and its breakdowns, in .vtk format.
5.1.7 Parallel Computation
SU2 software requires an interface to perform parallel computations. The OpenMPI,
communicating the multiple processors, is embedded into the SU2 suite. Message Passing
Interface (MPI) manages the communication between processors [80]. It has many protocols and
functions to combine, distribute and operate the data.
Those functions are fully functional and used in both SU2-CFD and SU2-CAA tools. In
addition, the call functions, such as Reduce, Allreduce, Gather, and Allgather (details can be
found in Ref. [80]), are employed in various sections of the code. Besides, the domain
decomposition is performed by the Parmetis algorithm [81] in SU2. The decomposition
algorithm splits the domain into the prescribed number of parts in the most cost-effective ways.
The decomposed domain shares the cell called the halo layer, as seen in Figure 12. The edge
points composing the halo layer are named edge points. In each processor, information about the
halo layer is missing at the beginning. Therefore, it should be calculated by communicating each
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edge point. In that way, we can compute the normal vectors and the area so the acoustic pressure
can be predicted in parallel.

Figure 12: Demonstration of the halo layer and edge points.

Before the essential computation, the code computes connectivity and node-to-face
matrices. Additionally, it establishes the arrays allocating halo faces, edge points, and neighbor
processors. After obtaining all the required information, the normal and area computations are
performed by accounting for the contribution of the halo layer. In the end, SU2-CAA solver can
compute acoustic pressure in parallel mode with the same accuracy level. The performance
analysis of the computation with parallel processing will be discussed in the application sections.
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5.2 Sensitivities
Gradient values with respect to a specific variable, for example the design parameters,
can be efficiently calculated by solving the adjoint equation. In the present study, both the
aerodynamic and aeroacoustic gradients are derived by the adjoint approach and are then
implemented in the algorithmic differentiation utility, CoDiPack [53].
The CoDiPack utility has previously been implemented in SU2 as a built-in function that
can be called through the computational processes. First, the developed CAA code includes the
adjoints stored for each variable within the panel on the surface and the sample loop. Through
the acoustic computations, the recording of the dependencies continues until the determination of
the objective function. Once the objective function is introduced, the algorithmic differentiation
(AD) tool computes adjoints. the precision of the AD-based partial derivatives needs to be
declared. To verify the accuracy of the gradients obtained by algorithmic differentiation, they are
compared with gradients computed by complex differentiation (CD) [82, 83].
5.2.1 Algorithmic Differentiation in F1A Solver
Acoustic sensitivities with respect to conserved variables need to be computed in the
SU2-CAA solver. The protocol standard is defined in Ref. [44]. Utilizing the same procedure,
the partial derivatives are derived. The conserved variables are introduced as dependent variables
using the syntax shown in Figure 13. The registration subroutine is embedded into the F1A
solver, as depicted in Figure 14. The computed variables, velocity, coordinates, and pressure,
enter the subroutine and obtain conserved variables. Then, the obtained conserved variables are
introduced as dependent variables.
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Figure 13: Registration flags for dependent variables.

In the solver, the dedicated subroutine, “RegisterVariables,” performs the required
computation steps as mentioned above. Next, velocity, coordinates, and pressure are calculated
back and fed into the system. Then, the F1A solver proceeds through all panels, samples, and
observers. After, the objective function is found, and partial derivatives are computed by using
the built-in function, “AD::ComputeAdjoint().” Figure 15 demonstrates a flow chart of the highlevel approach for the computation of acoustic adjoints embedded in SU2_CAA.cpp. At the final
point, partial derivatives are pulled and devoted to variables. Then, 𝜕𝐽/𝜕𝑈 and 𝜕𝐽/𝜕𝑋 extracted
to be utilized in adjoint solver.
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Figure 14: Flowchart of F1A solver for variable registration.
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Figure 15: Flowchart of CAA solver for acoustic adjoints.

5.2.2 Complex Differentiation in F1A Solver
For the verification processes, Complex Differentiation (CD)-based results are compared
with AD-based results. CD uses the effects of small perturbation in a variable on the objective
function. The perturbation is introduced as a complex number and added to the conserved
variable. In the end, the imaginary part of the objective function divided by step value gives
partial derivatives as follows [83]:
𝐹 ′ (𝑥0 ) ≈

𝐼𝑚(𝐹(𝑥0 + 𝑖ℎ))
,
ℎ

(5.34)

where the step value, ℎ, is set to 10−50 for the perturbation. The reason for preferring that small
number is to increase the accuracy of derivatives. The implemented method includes
computation for only one node and one sample. Using the applied perturbation on the node, it is
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possible to find partial derivatives. utilizing both CD and AD, comparisons of acoustic Adjoint
are discussed in Chapter 6, while the results for applications are being evaluated.

5.3 SU2 integration
The developed code should be integrated into the SU2 suite practically. For example, in
the standard configuration file, the aeroacoustic functions need to be callable. Also, the addition
of the CAA solver must work collaboratively with other SU2 functions. Aligned with those
requirements, functions for the aeroacoustic computation are placed in a separate folder called
“SU2-CAA,” as in Figure 16. The SU2-CAA folder and its child scripts handle the aeroacoustic
operation fully functional and well-integrated with SU2 v7.1.1. For now, SU2-CAA uses only
the F1A solver, whereas, in future work, it will be possible to embed a new acoustic solver into
the system.
In addition, to employ SU2-CAA in the primal or Adjoint solution process, the contents
of some of the libraries differ. The modified libraries are demonstrated in Figure 16 as framed
blue. The modifications in those libraries are discussed in the following section.

50

Figure 16: Placement of SU2-CAA in SU2 suite.

5.3.1 Modifications on SU2 libraries
In addition to the SU2-CAA folder, many folders include modifications made during the
adjoint-based CAA solver implementation into SU2. The modified child C++ and python files
are shown in Figure 17 & Figure 18. First, to use a standard configuration file to handle both
CFD, CAA, and optimization runs, the CConfig.cpp file is modified. Besides, part of the adjointbased sensitivities for the acoustic objective is managed in the CPhysicalGeometry.cpp file. For
setting twist angle as a variable for propeller cases, required changes are performed in
CSurfaceMovement.cpp. In the SU2_CFD folder, major changes include coupling of flow and
acoustic adjoints. The implementation of Lagrangian-driven adjoint formulations exists in that
folder.
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Figure 17: Modifications on SU2_CFD and Common folders.

Figure 18: Modifications on SU2_DOT and SU2_PY folders.
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The SU2_DOT folder manages sensitivities and gradient outputs with respect to the
design variables. In the scope of the dissertation, the acoustics objective function is implemented
with some new flow variables that are not covered in the original SU2 suite. Moreover, the
Python library, SU2_PY, manages the optimization process. The implemented code schemes are
convenient to use multipoint and multidisciplinary optimization, including the developed CAA
solvers. Briefly, the modified python library conducts direct simulations for aerodynamics and
aeroacoustics. Then, it performs adjoint simulations and obtains sensitivities by projections. In
the end, by repeating those processes and evolving design, it optimizes the shape or flow
variables of the defined problem. Further details of the code modifications are not delivered in
the presented dissertation but may be reachable in Github Sharepoint in the future.
5.3.2 Extensions in SU2 Configuration File for the Developed Features
All implementation covered in previous sections must be manageable by the user. In
SU2, all simulations are managed by a single configuration file. The extension, including the
flags managing the developed feature, is implemented into the SU2 config file in parallel with
that approach. The following flags manage the inputs for the developed features.
First, Figure 19 demonstrates the user inputs for aeroacoustic definitions. If the objective
function is defined as “NOISE,” the aeroacoustic solver runs and computes required outputs.
Herein, iteration details such as first, last, and interval iterations are given. Moreover, the
MARKER_CAA flag includes the acoustic boundaries that the noise emitted. The code reads
the locations of the observer from a file given in the ACOUSTIC_OBSERVER_FILENAME
flag. Additionally, there are a couple of inputs to describe sensitivity calculations. Those are the
switches for types of differentiation, objective function, and output for post-processor.
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Figure 19: Configurations for aeroacoustic definition.

In addition, the content of the optimization definition is extended by additional input
types, as seen in Figure 20. The multipoint optimization needs inputs for each flight condition,
so the definitions of individual inputs are defined here. Moreover, the new objective flag,
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MULTIPOINT_NOISE, is introduced in the configuration file. In this work, three main
variables, FFD_CONTROL_POINT, FFD_TWIST, and OMEGA, are utilized. FFD_TWIST and
OMEGA are the new definitions obtained from the developments.

Figure 20: Configurations for optimal design definition.
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CHAPTER 6
Chapter 6

AEROACOUSTICS APPLICATIONS

In this chapter, the results obtained from the application of the developed code are
discussed. Various kinds of applications test the code from different points of view. First, a unit
sphere is selected as an object to develop the early phase of the code. The investigations for the
sphere geometry include two types of noise source definition: stationary and rotating surfaces in
the wind tunnel. Secondly, a simple rotor geometry, the Caradonna-Tung rotor, is utilized to
demonstrate the rotor application. Thirdly, the propeller geometry of the XV-15 tiltrotor is
investigated. The results of the CAA analyses are compared with ANOPP2 software. Next, the
simulations for NASA’s three-bladed helically twisted proprotor are conducted. Finally, WIPP
geometry and four-bladed ideally twisted rotors are used to show the multizone capabilities of
the presented code.

6.1 Flow Past Sphere in Wind Tunnel
A stationary unit sphere is subjected to the flowfield in a wind tunnel configuration. The
rationale behind this choice is the simplicity of the geometry, which allows code debugging in
significantly less time to generate a mesh and run the case on a computer. The flow disturbances
generate the noise as they negotiate the curvature of the sphere. Shown in Figure 21 are the
computed pressure field on the sphere surface (Figure 21(a)) and its wake (Figure 21(b)) for flow
at Mach 0.5. Also, to observe the effect of changing the freestream Mach number on the wake
flow, the computations are also repeated for Mach 0.1 and Reynolds number 1.14 × 106 [84].
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Figure 21: (a) Computed pressure coefficient distribution on a unit sphere and (b) its
wake.

The pressure fluctuations on the sphere surface, obtained from CFD, are handed over as
input to the presently developed CAA routines of the SU2 code. Presented Figure 22-Figure 25
are the pressure fluctuations propagated to observers at ten diameters and 14 diameters above the
sphere center for Mach numbers 0.5 and 0.1. The propagation is predicted in two different ways,
then compared, first by the present CFD method, then by the F1A formulation (Figure 22Figure
25). For these low Mach number flows, the CFD results reasonably match those obtained by
F1A. It should be noted that the F1A formulation neglects the quadrupole noise terms, which
would represent the noise component due to viscous effects and turbulence. It is expected that
with a denser mesh resolution at the observer location, the comparison should improve but only
until the acoustic signals succumb to the numerical dispersion error of this second-order CFD
method.
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Figure 22: Comparison of F1A computed pressure propagation with CFD results. 𝑴∞ =0.5
and the observer at ten diameters away.

Figure 23: Comparison of F1A computed pressure propagation with CFD results. 𝑴∞ =
0.5 and the observer at 14 diameters away.
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Figure 24: Comparison of F1A computed pressure propagation with CFD results. 𝑴∞ =
𝟎. 𝟏 and the observer at ten diameters away.

Figure 25: Comparison of F1A computed pressure propagation with CFD results. 𝑴∞ =
𝟎. 𝟏 and the observer at 14 diameters away.
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6.1.1 Rotating Sphere
The previously described sphere is again considered, but now it is rotating. The rotation
is computationally accounted for by rotating the entire CFD mesh as a rigid body. That is, there
is no mesh deformation, and cells do not move relative to the sphere. For developing the code
for a rigid body motion, this case appears to be very relevant due to the simplicity of its
geometry and its motion. The rotation rate is 85 rad/s in the flow direction. The freestream flow
parameters remain the same as in the stationary sphere example.
As in the stationary sphere case, comparisons are made for the fluctuating term computed
at the observer location, which is ten diameters away from the sphere center. Here, the rotating
and the freestream Mach numbers are 0.12 and 0.5, respectively. In the CAA analysis, the
observer point is considered fixed, e.g., the coordinates are [0.0, 0.0, 10.0]. However, the virtual
pressure probe, recording the computed CFD values, is rotating with the sphere’s rigid body
motion. Therefore, the probe coordinates are not at the same distance from the source.
Consequently, the values gathered from the probe show an oscillatory behavior. This is
displayed in Figure 26, where pressure fluctuations computed from CFD demonstrate
jaggedness, while CAA produces a rather smooth distribution.
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Figure 26: Comparison of F1A-computed pressure propagation with CFD results for a
rotating unit sphere.

6.2 Caradonna-Tung Rotor
The first rotorcraft example, the Caradonna-Tung rotor, is introduced here. It is a 2bladed rotor constituted constant NACA0012 airfoil along the blade. Chord length and pitch
angle are also constant in the span direction. There are several configurations with different
collective pitch angles, as described in Ref. [85]. The preferred configuration consists of the
rotation rate and collective pitch angle equal to 1250RPM and 8-degree, respectively, as
demonstrated in Figure 27.
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Figure 27: CFD simulations of Caradonna-Tung rotor: Mach distribution over blades and
isosurfaces for tip vorticities.

The pressure coefficient distribution along the airfoil at some radial stations of the blade
is demonstrated in the reference study for the considered configuration. The first comparisons
between experimental data and CFD results are shown in Figs. Figure 28 and Figure 29,
indicating the radial station at 𝑟 equal to 0.96𝑅 and 0.89𝑅, respectively. CFD-based results
align with the reference study for the pressure coefficient distributions.
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Figure 28: Comparison of SU2 and experiment [85] for pressure coefficient distribution
along the airfoil at 𝒓 = 𝟎. 𝟗𝟔𝑹.

Figure 29: Comparison of SU2 and experiment [85] for pressure coefficient distribution
along the airfoil at 𝒓 = 𝟎. 𝟖𝟗𝑹.

Aeroacoustic simulations are conducted after the flow simulation acquires a regime
constituting periodicity in terms of drag and lift coefficient histories. The simulation proceeds to
extract the required outputs for CAA simulations for a while. Then, the aeroacoustic simulations
are performed. To measure the precision and accuracy of acoustic calculations, a benchmark
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study is conducted. As a benchmark tool, NASA’s well-known prediction tool, ANOPP2 [86,
87], is utilized. the input data, the node coordinates, and pressures on the nodes are shared with
ANOPP2. That provides consistency and assists in finding discrepancies resulting from acoustic
solver-only errors. Both ANOPP2 and SU2-CAA conduct simulations and get acoustic pressure
time history for the specified observer locations. For this geometry, an acoustic pressure time
history data for a far-field observer and directivity of root mean square of acoustic pressure are
presented in this dissertation. Firstly, Figure 30 shows the comparison of the aeroacoustic
predictions attained from SU2-CAA and ANOPP2 for an observer point 100-diameters away in
the in-plane direction.

Figure 30: Comparison of SU2-CAA and ANOPP2 predictions for the observer location at
100-diameter away in-plane direction.

Secondly, a conducted directivity analysis demonstrates the comparisons for various
microphone positions in Figure 31. The positions of the observers are in polar coordinates. Due
to the assumption of symmetrical propagation in the rotation axis, the results are demonstrated
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with only one angle and radial distance. As a final comment, The SU2-based results match with
the benchmark tool successfully.

Figure 31: Directivity comparisons of root means squared acoustic pressure values for the
observers.

Additionally, a comparison of the breakdown terms can show the precision of
benchmarking. The developed code can also extract output that is usable in Paraview for postprocessing. The output geometry consists of both actual and sigma surfaces. The sigma surface
represents the shape of noise sources that the observer receives with the noise signal at the exact
moment. we compare the ANOPP2 outputs in Tecplot and SU2-CAA outputs in Paraview in
Figure 32. The distributions of the first term of the dipole component over sigma surfaces
appear identical.
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Figure 32: Distribution of acoustic dipole term over instantaneous sigma surface obtained
from (a) SU2-CAA and (b) ANOPP2.

6.2.1 Computational Cost Analysis of SU2-CAA Code
Computation time cost and memory usage are critical parameters for code development
and, therefore need to be evaluated in detail. Aeroacoustic simulations are executed on Wahab
Cluster in High-Performance Computer (HPC) at Old Dominion University. The performance of
the computing listed here depends on the computer power at the cluster.
In computations, the effects of the increasing number of observers, samples, and
Computer Power Units (CPUs) on computation time and memory are investigated. In further
computations, including numerous observers, nodes, and time steps, memory usage must be
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constant and independent of those parameters. Besides, the wall clock time and CPU time
should be at a reasonable level. Figure 33 shows the number of observers used in the
computation versus wall clock time in seconds. In parallel with the expectations, an increasing
number of observers increases wall clock time for both cases. Utilizing a larger number of CPUs
for parallel computing reduces the time cost but not proportional to increment in CPU usage.
Another outcome is that when the total time step in the computation increases two times, wall
clock time increments at the same rate as expected.

Figure 33: Number of observers versus wall clock time for different CPUs and time steps.

The most crucial performance criterion is memory usage that must be constant despite the
increasing number of observer and time steps. Otherwise, when a larger number of time steps or
microphones is required, the computation may fail. Figure 34 demonstrates memory usage
during the computations for a different number of observers. While the number of microphones
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increases, the allocated memory remains constant in every computation. Also, increments in the
sample size do not affect memory usage. That situation prevents any memory leak and excessive
usage in more complex and refined computations. Considering these demonstrations, the code
works efficiently.

Figure 34: Number of observers versus memory usage for different CPUs and time steps.

6.3 XV-15 Tiltrotor
For further code development, the aerodynamic and the aeroacoustic fields of a propeller
are considered. The XV-15 proprotor is a relatively simple yet acceptably good representative
geometry, for which data are publicly available (Figure 35(a)). Although the geometric details of
XV-15 rotor blades are available in the literature [88-90], the rest of the assembly, that is, the
hub and the pylon components, are not available. After making a few assumptions to make up
for the missing information, the CAD model and the CFD mesh were generated (Figure 35(b)).
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Figure 35: (a) Photo of XV-15 rotorcraft; (b) CAD model of XV-15 Rotor.

The propulsive efficiency and the thrust coefficient predicted by the SU2-URANS solver
match the experimental data [89] reasonably well (Table 1). As can be observed in Figure 36,
the blade-vortex interaction (BVI) does not exist since this case is in forward flight mode.
Hence, the noise generation mechanisms do not include BVI [91]. The CAA computations for
the XV-15 in forward flight are observed at the microphone positions shown in Figure 37(a) and
Figure 37(b). The time history of the acoustic pressure signals at these microphone locations is
observed, as shown in Figs. Figure 38 and Figure 39.

Table 1: Comparison of CFD and experimental data for XV-15 rotor.
Experiment [89]

SU2-CFD

Efficiency, 𝜂

0.9319

0.8456

𝐶𝑇 /𝜎

0.0372

0.0367
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Figure 36: Instantaneous vorticity isosurfaces (Q-criterion=2 𝒔−𝟐 ) in the XV-15 rotor
wake.

Figure 37: Rotor-oriented microphone positions, both one rotor diameter away from the
tiltrotor center: (a) Mic 1 located 45 degrees above the rotor plane, and (b) Mic 2 in-plane.
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Figure 38: Comparison of CAA and CFD results for microphone 1 (45 degrees above the
rotor plane).

Figure 39: Comparison of CAA and CFD results for microphone 2 (in-plane position).

Comparisons of pressure fluctuations are deemed satisfactory for the tiltrotor case in
forward flight. Moreover, the results demonstrate similar characteristics of a propeller described
in Ref. [75]. In addition to CAA vs. CFD comparisons, benchmark studies are accomplished
using ANOPP2 [86]. As seen in Figs. Figure 40-Figure 42, the acoustic pressures obtained from
two different software suites (SU2-CAA vs. ANOPP2) demonstrate excellent matches. In this
study, SU2-CFD produces flow data in ANOPP2-readable format and transfers it to both SU2-
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CAA and ANOPP2 codes. Note that to make the symbols in Figs. Figure 40-Figure 42 easier to
view, only every 4th data point is plotted.

Figure 40: Acoustic pressure comparison of SU2 and ANOPP2 for the microphone located
at 100 diameters away at 45 degrees above the rotor plane.

Figure 41: Acoustic pressure comparison of SU2 and ANOPP2 for the microphone located
at 100 diameters away in rotor plane.
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Figure 42: Acoustic pressure comparison of SU2 and ANOPP2 for the microphone located
at 100 diameters away at 45 degrees below the rotor plane.

6.4 Three-bladed Helically Twisted Proprotor
The three-bladed helically twisted proprotor (3BHTP) employs an exponential function
of blade twist as a function of radius to achieve uniform inflow in hover. The 3BHTP in this
study is a small-sized proprotor having three blades, a hub, and a nacelle, as seen in Figure 43.
The blade has a constant NACA 0012 airfoil profile from hub to tip, and it is twisted by utilizing
the same chord length at each station. The chord length and the diameter of the proprotor are 1.5
in and 24 in, respectively. The distribution of the twist angle is given by,
𝑟
𝑃
𝜙 ( ) = atan
𝑟 ,
𝑅
𝜋𝐷 ∙ 𝑅

(6.1)

where 𝜙 is the twist angle function of nondimensional radius, 𝑟/𝑅, and 𝑃 is propeller pitch,
equal to 16 in.
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Figure 43: Three-bladed, helically twisted propeller (3BHTP): (a) CAD model and (b)
wind tunnel model in LSAWT.

6.4.1 Aerodynamic Results
In the present work, the proprotor is investigated under two different flight conditions.
The first is hover in a rotor configuration, where the freestream velocity equals zero. The
rotational speed of the proprotor is 7,200 RPM, yielding a tip Mach number of 0.666. When it is
investigated in propeller configuration, that is, for the forward flight condition, the Mach number
for the freestream velocity is 0.111. The rotational speed and the tip Mach number are also
slightly different; they are 7,157 RPM and 0.668, respectively. Those flow conditions are based
on the data collected from NASA's Low-Speed Aeroacoustic Wind Tunnel (LSAWT).
Comparisons between the thrust and torque values predicted by SU2 and those measured in
LSAWT are shown in Table 2. Considering the error values, the numerical results show high
fidelity for the forward flight condition.
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Figure 44 shows the instantaneous vorticity isosurfaces around blades for (a) propeller
configuration (forward flight condition) and (b) rotor configuration (hover condition). Also, the
skin friction distribution over the blades demonstrates qualitatively the pressure gradients on the
surfaces. These visuals attest to the complexity of the flow in the wakes of the blades. Hover
conditions involve complex flow regimes, including flow separations. While the skin friction
around the tip region for the forward flight appears smoothly distributed (Figure 44(a)), hover
flight causes sharp skin friction gradients on the blade surfaces (Figure 44(b)). Therefore, the
error margin between the wind tunnel and CFD may be higher for the hovering proprotor (Table
2). Overall, these predictions from SU2 show satisfactory results to be utilized later in the
optimization framework.

Table 2: Comparison of CFD and wind tunnel results for three-bladed helically twisted
proprotor (3BHTP).
Forward Flight

Thrust [N]
Torque [Nm]

Hover

LSAWT

SU2-CFD

Error%

LSAWT

SU2-CFD

Error%

115.95

113.07

2.48

262.47

269.63

2.73

8.16

8.14

0.36

16.55

14.86

10.24
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Figure 44: Instantaneous vorticity isosurfaces around proprotor and skin friction
distribution over the blades: (a) propeller configuration with Q-criterion=150 𝒔−𝟐 ; (b)
rotor configuration with Q-criterion=800 𝒔−𝟐 .

6.4.2 Aeroacoustic Results
As shown above in the flowcharts, after receiving data from the flow analysis, the CAA
solver computes the acoustic propagation at prescribed observer locations. In Figure 45, the
coordinate system is shown based on the origin point of the proprotor for the microphone
position. 𝑅/𝐷, 𝜃, and 𝜑 represent the coordinates of the observer in 3-D space.
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Figure 45: Coordinate system for microphone position.

As the first demonstration, an acoustic simulation is conducted for the proprotor in the
forward flight case. Figure 46 and Figure 47 show the time history of acoustic pressure attained
from SU2-CAA and LSAWT for a randomly selected pair of observers. Here, one observer is
placed 10.5 proprotor diameters away with described 𝜃 and φ angles, which are set as 114.6 and
40, respectively. For the second observer, those numbers are 9.5, 94.6, and 40, respectively.
The obtained data show the noise propagation generated only by the proprotor blades and hub.
The predicted results and the wind tunnel results show reasonable agreement. Although not
shown here, comparisons were made for many other observers, and the selected figures here are
indicative of those comparisons.
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Figure 46: Time history of acoustic pressure for an observer, located at R/D=10.5,
θ=114.6°, and φ=40° (observer-14).

Figure 47: Time history of acoustic pressure for an observer, located at R/D=9.5, θ=94.6°,
and φ=40° (observer-10).

The present CAA tool can convert acoustic pressure data from the time domain to the
frequency domain by utilizing a discrete Fourier transform. Thus, the sound pressure level (SPL)
versus frequency data are obtained as described in Ref. [76]. For the SPL calculations, the
reference pressure is taken as 2 × 10−5 Pa. The highest SPL value corresponds to the
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fundamental blade passage frequency (BPF), which is 360 Hz. In addition to the time domain
comparison, the spectral comparison is performed to show the fidelity of predictions, as seen in
Figure 48. The data in both the time and the frequency domains confirm that the simulations are
close to the experimental data, and it is reasonable to continue this work with SU2-CAA
predictions.

Figure 48: Spectral comparison of SU2-CAA predictions and LSAWT data for: (a)
observer-10 and (b) observer-14.
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The verification studies continue with investigating another comparison showing the
sound pressure level (SPL) values perceived by a described microphone pattern. In this research,
27 microphones were positioned from upstream to the downstream region by keeping a constant
distance in the 𝑦 and 𝑧 direction according to the proprotor origin. Both in the CAA and wind
tunnel tests, the same microphone patterns were utilized.
The design evaluation must involve a complete assessment of the aeroacoustic
performance of the propeller and the rotor by using multiple observer points. Figure 49(a) and
Figure 49(b) show SPL values for different 𝜃 angles for forward flight and hover conditions,
respectively. In the plots, SPLs corresponding to 3 different blade passage frequencies (BPF) are
compared. The marked curves represent wind tunnel results, and the straight lines come from
the CAA analyses. The results are quite satisfactory for both forward flight and hover for
fundamental frequency (1xBPF). However, the graphs indicate that the prediction-based data
have lower SPLs for the harmonics (2x and 3x BPF), particularly for the microphone located
near the in-plane direction, the angles between 75° and 105°. That discrepancy may be the result
of limitations in geometric accuracy, numerical methods, and the identified flow conditions.
Overall, the CAA tool is verified by the wind tunnel test, and it has a high confidence level to be
utilized in the optimization process.
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Figure 49: Sound pressure values corresponding to fundamental blade passage frequency
versus observer locations at different 𝜽 angles (with constant 𝒙/𝑫𝒑𝒓𝒐𝒑 = 3.73 and
𝒚/𝑫𝒑𝒓𝒐𝒑 =4.45) for: (a) forward flight, and (b) hover conditions.
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6.5 Workshop for Integrated Propeller Prediction (WIPP)
The Workshop for Integrated Propeller Prediction (WIPP) produced an aerodynamic
reference study in 2019 [92] to provide more guidance to researchers and developers studying
propeller geometries. Targets of the workshop were: (1) presenting publicly available
experimental data for verification studies, (2) demonstrating a detailed wake profile for a
propeller, and (3) producing data based on propeller-wing interactions. The experiments were
held in the Lockheed Martin Low-Speed Wind Tunnel.
The WIPP assembly consists of a propeller, a nacelle, and a wing. The propeller is a 10%
scale of C-130, and its diameter is 16.2 inches. The propeller and nacelle assembly are mounted
to the wingtip. The wing is a 40.5%- scaled semi-span model of the X-57 experimental NASA
aircraft. The aspect ratio and the taper ratio of the wing are 6.7 and 0.7, respectively. The WIPP
model is mounted vertically to the wind tunnel floor, and it stands vertically, as seen in Figure
50(a). The distance between the tunnel floor and the wing tip is 67.065 inches (which is the
wingspan). The propeller has four blades and a cone-shaped hub. The thickness and the pitch
angle of the blade sections decrease from hub to tip leading to a significant sharp edge at the
trailing edge.
By utilizing various flow conditions, the aerodynamic performance of the model is
investigated. For different flow regimes, the rotational speed of the propeller is altered. Mach
numbers are 0.04, 0.08, and 0.11, and the thrust coefficient varies between 0.0 and 0.4. The
angle of attack is also a switchable parameter throughout the tests.
As the output, a number of surveys are provided in Ref. [92]. From the pressure surveys
on the wing and in the wake of the propeller, a significant amount of data is available to compare
computational models with the wind tunnel measurements.
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Figure 50: (a) Wind tunnel model from WIPP; (b) CAD/CFD model.

To develop a computational model, some assumptions have been made whenever
geometrical information is not found in the Workshop documents. Also, some modifications are
needed, such as to close the small gaps between the components. Finally, the pedestal that the
wing sits on has been neglected for simplicity.
One of the challenges is to develop a computational mesh that accommodates the rotation
of the propeller and the hub near the non-rotating surfaces of the wing and nacelle. This relative
motion is represented by the developed multizonal domain decomposition (Figure 51). Zone-0
mesh rotates with the rotating parts, which are the blades and the hub. Zone-1 is the stationary
domain which includes the nacelle and the wing. The information transfer across the zonal
interfaces is made by a conservative sliding mesh algorithm [93]. The diameter of Zone-0 is 1.5
times the propeller diameter. The computational domain's length, width, and height are 20, 20,
and 10 times the propeller diameter, respectively.
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Figure 51: (a) Moving (relative to the stationary) mesh for the rotating hub and the
propeller and (b) Computational domain; dimensions normalized by propeller diameter
(D).

6.5.1 Aerodynamic Results
To verify the propeller aerodynamics results, they are compared with the experimental
data from Ref. [92, 94, 95]. Basically, the WIPP model is a scaled C-130 propeller, and it has a
4-bladed propeller, each with its hub and nacelle mounted on a wingtip. The experiments
conducted in a wind tunnel produced a significant amount of data. Reported in Ref. [92], the
experimental data and the CFD results were submitted by a few of the workshop attendees.
Different teams have used different CFD solvers to check their codes.
The configuration, which has a thrust coefficient of 0.4 at zero angle of attack when
subjected to flow at Mach number 0.11, is chosen for the comparisons. Presented in Figure 52 is
the entire assembly used in the WIPP testing. It shows pressure coefficient distributions (a) and
the time history of the drag coefficient (b). It is noted that the simulations converged to the limit
cycle.
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Figure 52: (a) Pressure coefficient distribution over wing mounted propeller, WIPP, and
(b) drag coefficient time history of CFD analysis.

In CFD, the mesh density affects the accuracy of the result obtained from the simulations.
Therefore, showing the effect of increasing the mesh nodes provides information about the
solution's precision and accuracy. Presented in Table 3 are comparisons with three different
mesh resolutions of the WIPP assembly and data, and a case of an isolated propeller. As
expected, the highest density grid, G3, provides relatively the best results. Also, modeling the
full assembly with all its components produces higher fidelity results in comparison to the
isolated propeller case.

Table 3: Number of nodes and percentage of thrust error of the CFD simulations with
different grid densities.
Number of Nodes

%Error in Thrust

Isolated Propeller

4.52M

11.63

Full Assembly – Grid-1

4.97M

5.42

Full Assembly – Grid-2

5.51M

4.83

Full Assembly – Grid-3

6.37M

4.15
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The present computational results capture the characteristics of the wake region.
Deployed in the experiments are probes that measure the magnitude of the velocities at different
stations along the wake. Some of the probe locations are shown in Figure 53. There are four
different probe locations chosen in the wake region by varying the x coordinate (flow direction)
and the z coordinate.

Figure 53: Probe line locations corresponding to WIPP geometry: (a) x=1.5 in; (b) x=5in;
(c) x=13in; and (d) x=21 in.

The wake surveys measure the axial velocity distribution along the probe line for both the
full assembly and the isolated propeller cases. In Figure 54, plots provide the comparison of the
wind tunnel data and the present CFD simulation in terms of nondimensional axial velocity along
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the radial direction. The simulation with full assembly on Grid-3 provides the best-predicted
values.

Figure 54: Nondimensional axial velocity, 𝑼/𝒂∞ , distributions along the wake line on
successively finer grids located at: (a) x=1.5 in., (b) x=5 in., (c) x=13 in., and (d) x=21 in.

Presented in Figure 55 are the swirl velocity distributions. The simulation on Grid-3
provides the best predictions. Therefore, aeroacoustic computations (shown later) use the CFD
results from the simulation on Grid-3.
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Figure 55: Nondimensional swirl velocity, 𝑾/𝒂∞ , distributions along the wake located at
(a) x=1.5 in., (b) x=5 in., (c) x=13 in., and (d) x=21 in., on successively finer grids.

6.5.2 Aeroacoustic Results
After receiving data for the flow analysis, the present CAA solver computes the acoustic
propagation to the prescribed observer locations. In Figure 56, the coordinate system is shown
based on the origin point of the propeller for the microphone position. 𝑅/𝐷, 𝜃 and 𝜑 represent
the coordinates of the observer in 3-D space.
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Figure 56: Coordinate system for microphone position.

First, acoustic simulations are conducted for the WIPP cases with a single observer
placed at 100 diameters away in the in-plane direction, and the obtained time history is presented
in Figure 57. Also superimposed are the isolated propeller case, the noise contribution from Grid
Zone-0 (the propeller and the hub), and the noise contribution from Grid Zone-1 (the wing and
the nacelle).

Figure 57: Time history of acoustic pressure for an observer, x: R/D=100, θ=90° and
φ=180°.

89
Observed in Figure 57, the acoustic pressure from the isolated propeller (blue) and the
rotating parts, that is, the propeller and the hub (black), are close to each other. Thus, it can be
discerned that for the specified observer point in this case the presence of the wing geometry
does not significantly affect the noise emitted from the propeller.
The non-rotating parts, that is the wing and the nacelle (orange), generate more noise than
the rotating parts (propeller and hub in black). The noise level of the full assembly configuration
is higher in comparison with the isolated propeller.
However, when the observer moves to a different location (Figure 58), a different
outcome is observed. Again, the isolated propeller propagated noise (blue) and the propeller and
the hub case (black) show similar trends. In contrast, propeller and hub sourced propagation
(black) obtained from a full assembly configuration has a higher acoustic pressure magnitude
than the isolated propeller (blue). This outcome may be explained by the effects of wing and
nacelle geometry on the propeller-based noise propagation.
A remarkable point is that the overall noise level obtained from the full assembly (red) is
less than the isolated propeller-generated noise (blue). The reason for that occurrence may be the
phase difference between the acoustic signals emitted from the wing and propeller. The time
domain-based graphs support this distinctly.
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Figure 58 : Time history of acoustic pressure for an observer, x (R/D=100, θ=90° and
φ=0°).

The developed SU2-CAA code can extract needed information from the SU2-CFD output
which is readable by the postprocessor used here (ParaView). Both sigma surfaces and the
actual surfaces can be utilized to show the acoustic pressure distribution. The propeller's wake
creates pressure waves on these surfaces (Figure 59). It can be concluded that the wing tip region
is impacted the most by the wake. That also affects the noise emitted from the wing itself.
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Figure 59: (a) 𝑝′ distribution over sigma surface of propeller blades and nacelle, (b)
Acoustic footprints on full-body WIPP geometry.

To show the interaction between the propeller and the wing, two different microphone
array patterns are utilized. One of the patterns is located 100 diameters away from the bottom
side of the assembly, and the other pattern is 100 diameters away from the top side. In total, 19
microphones (observers) are located between the theta angles of -45 deg and -135 deg (Figure
60(a)) and +45 to +135 deg (Figure 60(b)). There is a 5-degree gap between the microphones.
Shown in Figure 61 are the SPL values for the blade-passing frequency (BPF) at different
𝜃 angles. The 𝜃 angle varies between -45-deg and -135-deg with keeping the distance in the zdirection constant. That is, the sweeping occurs from upstream to downstream with the same 𝜃
increment. The noise emitted from the propeller and the hub (blue) is close to the SPL values
from the isolated propeller (orange). Although the isolated propeller curve shows slightly
different characteristics through the upstream region, almost the same SPL values are predicted
after -80-deg.
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Figure 60: Demonstration of the microphone (observer) positions relative to center of the
propeller at 100-diameter away in (a) negative and (b) positive z-direction with different
𝒙/𝑫 distances.

The computations for the full assembly, including all the components, have the highest
SPL values along the in-plane direction (black). It is partially due to the contributions of the
wing and the nacelle (red). After -120-deg and through downstream, the overall noise level is
even lower than the propeller-only and wing-only emitted noise. This may suggest that the
interaction between the parts may also reduce the overall noise.
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Figure 61: Theta vs. BPF SPL for full body and isolated propeller configurations for the
observer points located between (-45)-(-135) degrees at the 100-diameter away in the
negative z-direction.

The next set of results are from the computations for the microphones shown in Figure
60(b). As in the previous set of results, BPF SPL values obtained from different noise sources
are presented in Figure 62. In this section, 𝜃 angle takes the value between 45-deg and 135-deg
at 5 deg intervals. Unlike with the microphone array shown in Figure 60(a), the isolated
propeller case (orange) has lower values than the assembly including only the rotating parts
(blue). This may be explained by the inclusion of the non-rotating components.
A remarkable observation is that the full assembly, including every component (black),
has the lowest noise level at 75-deg. While the rotating and non-rotating components emit noise
levels larger than 65 dB, the overall noise level is 60.6 dB. Between 45-deg and 95-deg, the
overall noise level is lower than partial contributions coming from the individual components.
However, after 115 deg, the overall noise level increases in the downstream region.
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Figure 62: Theta vs BPF SPL for full body and isolated propeller configurations for the
observer points located between 45-135 degrees at the 100-diameter away in positive zdirection.

6.6 Four-bladed Ideally Twisted Rotor/Propeller
In this section, the flow and the acoustic analyses are conducted for a four-bladed rotor
geometry called “four-bladed ideally twisted rotor (4BITR),” which is described in Ref. [96].
Pettingill et al. [96] report on a wind tunnel setup for the aeroacoustic measurements of this fourbladed rotor (4BITR). The present computations are for the same geometry and the flow
conditions to predict the tonal noise.
Zawodny et al. [97] demonstrate aeroacoustic measurements for the wing-stowed
propeller. The performed wind tunnel measurements involve various positions of the wing
relative to the propeller. Additionally, different angles of attack and their impacts are studied.
The results (plots of theta angle versus blade-passing-frequency-based sound pressure levels)
show the impact of the wing position on the overall sound pressure level. It is stated that the
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distance between propeller and wing affects the sound pressure level drastically at some
microphone positions.
The objective of conducting simulations for 4BITR is to report on the extension of the
SU2 adjoint framework to compute on multizonal and dynamic meshes. This capability enables
the analysis and sensitivity of the aeroacoustics associated with the installed rotors. The zone
that is fixed on the rotor moves with the blades relative to a stationary global mesh, which is for
the stationary components of the vehicle or tunnel test stand.
4BITR employs an exponential function of blade twist as a function of radius to achieve
uniform inflow in hover. The 4BITR in this study is a small-sized rotor having four blades, a
hub, and a sting. The blade has a constant NACA 0012 airfoil from hub to tip, and it is twisted
by utilizing the same chord length at each station. The chord length and the diameter of the rotor
are 1.25 in. and 12.5 in., respectively.
In this dissertation, the rotor is in hover; therefore, the freestream velocity equals zero.
The rotational speed of the rotor is 5,500 RPM, the tip Mach number is 0.27. Figure 63 shows
(a) the instantaneous pressure distribution over the wing-rotor and (b) the time history of the drag
coefficient. It should be noted that the simulations are converged to the limit cycle for the given
geometry and the flow conditions.
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Figure 63: (a) Instantaneous pressure distribution over wing and ideally-twisted-rotor,
4BITR, and (b) drag coefficient time history of CFD analysis.

6.6.1 Aeroacoustic Results
After receiving data from the flow analysis, the CAA solver computes the acoustic
propagation at prescribed observer locations. Shown in Figure 64 are the Cartesian coordinates
for the microphone, which has its origin at the rotor center. The observer location in 3-D space
is defined by the spherical coordinates 𝑅/𝐷, 𝜃, and 𝜑.
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Figure 64: Coordinate system for microphone position.

As the first demonstration, an acoustic simulation is conducted for an isolated rotor case.
In Figure 65, the time history of acoustic pressure is shown. Here, the observer is placed at 10
diameters away in the plane of the rotor. The data obtained show the noise propagation
generated only by the rotor blades.
A complete assessment of the aeroacoustic performance of the rotor must be evaluated by
using multiple observer points. Figure 66 shows SPL values for different 𝜃 angles but keeping
the distance in z-direction constant. For the SPL calculations, reference pressure is taken as
2 × 10−5 Pa. The highest SPL value corresponds to the fundamental blade passage frequency
(BPF) and equals 367 Hz. BPF-SPL values differ from 40 dB to 53 dB, from upstream to
downstream. results in the figure are for the isolated propeller only.
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Figure 65: Time history of acoustic pressure for an observer, x (R/D=10, θ=90° and
φ=90°).

Figure 66: Sound pressure values corresponding to fundamental blade passage frequency
vs. observer locations at different 𝜽 angles (with constant 𝒚/𝑫𝒑𝒓𝒐𝒑 = 10 and 𝝋 = 𝟗𝟎°).

In addition to the isolated propeller, the simulations are conducted for the configuration,
including wing, sting, and propeller. The wing is located above and behind the propeller,
relatively. Due to the wake flow of the propeller, the wing is exposed to an excitation. In parallel
with the conventional flow interactions, propeller and wing affect each other actively. Figure 67
demonstrates how propeller wake impacts the acoustic pressure distribution over the wing
surface.
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Figure 67: Instantaneous pressure fluctuation on the wing surface due to the excitation by
propeller wake flow.

Quantitative demonstrations can enlighten the interactions between the components. The
effects of the relative locations of wing-propeller on noise propagation are evaluated at this point
by changing the wing position. Figure 68 shows three different geometric configurations
representing the different wing positions in the x-axis relative to the propeller. The illustrated
wings are at the same relative height, dz/R, and it is equal to 0.5.

Figure 68: Different positions of the wing relative to the propeller with constant height
(dy/R=0.5).
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The noise propagations emitted by the propeller in the configurations considering
different wing positions are evaluated and demonstrated in Figure 69. Again, sound pressure
levels corresponding to fundamental blade passage frequency are computed for different
microphone locations where the spectrum of 𝜃 angle is between 45-deg and 135-deg. The
isolated propeller (orange) and the full-body configuration, when dx/R is 0.5 (black), show
similar characteristics. However, when the wing moves forward and backward, it is observed
that noise reduction occurs at some microphones. The observer point at 115-deg perceives the
noise signal low, even less than 25dB, for the configuration corresponding to dx/R=0.25.
Besides, the wing position, placed at dx/R=1.0, causes noise reduction as well.

Figure 69: Noise emitted from the propeller for different wing-propeller configurations at
different microphone locations.

In conclusion, the relative position of the wing or propeller has a high impact factor for
aeroacoustic performance wing-propeller assembly. It is not in the content of this dissertation,
but the optimum wing placement might be an excellent topic to be investigated in further studies.
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CHAPTER 7
Chapter 7

APPLICATIONS OF DESIGN OPTIMIZATION

This chapter addresses the applications of the developed optimization framework for a
proprotor, 3BHTP. To deliver an optimized design, some crucial steps must be evaluated. The
first step, sensitivities, constitutes the foundation of the optimization cycle. The utilized method,
algorithmic differentiation, derives adjoints, and the adjoint-based optimization finds optimum
design much faster, as mentioned in the previous sections. The sensitivities section involves
verification studies for acoustic adjoints and sensitivities for design variables. The second step is
parameterization that demonstrates how shape deformation variables are parameterized. Also,
objective function, constraint(s), and side constraints (a.k.a. upper and lower bounds) are
described in that section. Finally, the results obtained from optimization runs are demonstrated
by including aerodynamic and aeroacoustic performances and shape changes.

7.1 Sensitivities
The implemented method includes computation for only one node on the blade surface.
By the applied perturbation on the node, it is possible to find partial derivatives.
The location of the node should be around the tip region that is more sensitive to noise
propagation. For an illustrative purpose, let the function of the acoustic objective be shown as 𝐽
that equals sound pressure level. The calculations, AD and CD, derive partial derivatives with
respect to the conservative variables, as shown in Table 4. The results in Table 4 indicate
relative errors in the order of 10−12 or smaller; hence, a successful verification has been
achieved. (In the table below, the first nonmatching digits are printed in red.)
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Table 4: Sensitivity verification of 3BHTP.
Sensitivities with respect to grid coordinates

Complex
Algorithmic
Relative
Error

𝜕𝐽
𝜕𝑥

𝜕𝐽
𝜕y

𝜕𝐽
𝜕z

3.08076498355256E-06
3.08076498355797E-06

4.34231946052742E-06
4.34231946052224E-06

-4.69514172868562E-06
-4.69514172868941E-06

1.76E-12

1.19E-12

8.07E-13

Sensitivities with respect to conserved state variables

Complex
Algorithmic
Relative
Error

𝜕𝐽

𝜕𝐽
𝜕𝜌

𝜕𝐽
𝜕(𝜌𝑢𝑥 )

𝜕(𝜌𝑢𝑦 )

5.56754302938544E-05
5.56754302938265E-05

8.14390936251084E-07
8.14390936251096E-07

-1.57902880043867E-07
-1.57902880043919E-07

5.01E-13

1.47E-14

3.29E-13

𝜕𝐽
𝜕(𝜌𝑢𝑧 )

𝜕𝐽
𝜕(𝜌𝐸)

-1.44517576643667E-07 -3.24143151177512E-10
Complex
Algorithmic -1.44517576643658E-07 -3.24143151177473E-10
Relative
6.23E-14
1.20E-13
Error

Additionally, sensitivities with respect to the grid coordinates are demonstrated in Figure
70. On a single blade surface, the distribution of the instantaneous partial derivates gives an idea
about sensitivities. As seen in that figure, the most sensitive nodes are in the near-tip region. That
situation gives an idea of how to set up the design variables in an optimization process. Briefly,
the effective way to improve aeroacoustic performance is to modify the tip region.
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Figure 70: Sensitivities with respect to the grid coordinates; (a) 𝝏𝑱/𝝏𝒙; (b) 𝝏𝑱/𝝏𝒚; and (c)
𝝏𝑱/𝝏𝒛 on the blade surface framed with red dashed line.

Table 5: Finite difference validation of the sensitivity for a design variable (movement of
the tip inward direction).
Forward Flight
Sound Pressure Level

Thrust

Finite Difference

1.2294903020E-02

-8.4799762120E-06

Adjoint

1.2883194023E-02

-8.4798234176E-06

4.57E-02

1.80E-05

Error

Hover
Finite Difference

3.6245346334E-02

-6.3438192941E-06

Adjoint

3.6441611124E-02

-6.3358191756E-06

5.39E-03

1.26E-03

Error
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Another verification study is conducted for the adjoints obtained for a particular variable.
The variable controlling the blade tip deformation in the inward direction is preferred for that
study. Gradients obtained from the adjoint operation are mainly compared with the gradients
attained from the finite difference method, as seen in Table 5. According to the error values, it
can be stated that the gradients are similar. On the other hand, the adjoint has superior
advantages in computational cost. Therefore, utilizing adjoint for the optimization is preferable
to the finite difference method.

7.2 Parameterization
The scope of the present optimization study is the shape optimization of proprotor blades.
In the optimization loop, the blade shape needs to be updated before the next set of
computations. SU2 has its own grid deformation tool, SU2-DEF, that moves grid points while
keeping the same connectivity. That enables the user to morph the grid but within a limited
range to avoid negative volume structure. The grid deformation process employs the free form
deformation (FFD) boxes. The control points at the box's corners manage the movement of the
surface grid that the FFD box encloses.
The reconstruction of the FFD boxes for the 3BHTP is performed (Figure 71). Roughly,
FFD boxes wrap 80% of the span of each blade. The individual FFD box defined for each blade
moves simultaneously. As depicted in Figure 72, the control points move and rotate in the
direction shown with colored arrows. To prevent sharp changes on the surface, the control points
at the near-hub station are set to be fixed.
The control points near trailing and leading edges move in the direction of red arrows to
parameterize chord length. Moreover, middle control points move in the direction of the blue
arrow to assess the cambered airfoil effects on the performance. Additionally, the tip region
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inward movement is controlled as shown with green arrows. That deformation changes the blade
span and tip speed. Lastly, planes at each radial station manage the twist angle of airfoils by the
given rotation inputs. Overall, optimization studies consist of 55 design variables using the
Bezier-Bernstein polynomials for the deformations.

Figure 71: FFD boxes wrapping three blades of the proprotor.

Figure 72: FFD boxes wrapping the blade and parameterization of control points.
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A multipoint optimization combines disparate flow regimes in one platform. To
accomplish that, one objective function that rules all flow regions needs to be defined. an
objective function corresponding to multiple observers and the multipoint-based optimization
problem is described as follows:
𝐹 = 10 log10 (∫

𝜃𝑚𝑎𝑥,𝑓𝑓 〈𝑝 2 〉

𝜃𝑚𝑖𝑛,𝑓𝑓

𝐴,𝑓𝑓

sin 𝜃

d𝜃) + 10 log10 (∫

𝜃𝑚𝑎𝑥,ℎ 〈𝑝 2 〉

𝜃𝑚𝑖𝑛,ℎ

𝐴,ℎ

sin 𝜃

d𝜃)
(7.1)

− 20

2
𝑝𝑟𝑒𝑓
log10 (
),
2𝜋ℎ2

where 𝐹 is the objective function and 𝜃 is the angle between the observer/microphone and the
longitudinal axis of the proprotor according to the center of the rotor. 〈𝑝2 〉𝐴,𝑓𝑓 and 〈𝑝2 〉𝐴,ℎ are Aweighted summations of all frequency data for the forward flight and hover conditions,
respectively.
Furthermore, the constraint function also needs to be defined to include multipoint
optimization. According to the scope of the optimization, various constraint functions can be
utilized. An improvement in the noise propagation likely worsens the aerodynamic performance
of the proprotor. The first and essential aerodynamic performance parameter is thrust value. The
thrust output is preferred as a constraint in every optimization study presented in the dissertation.
Moreover, the power consumption is a crucial parameter for the optimization, including omega
as a design variable. Therefore, it is assigned as a constraint function for some optimization
runs. The multipoint constraint functions for the thrust and power are the summation of the
output derived from the CFD analysis for the hover and forward flight cases.

107

7.3 Results
7.3.1 Optimization-I
The results obtained from the optimization are discussed in this section. First, a
comparison of the optimum and baseline blade shapes is shown in Figure 73. The dashed black
line and solid red line represent optimized and baseline surfaces, respectively. The optimized
surface improves the aeroacoustic performance of the proprotor in both forward flight and
hovering while maintaining the thrust value. According to the comparison of airfoils at the
different radial stations, chord length becomes shorter at the blade tip with a cambered profile.
While the twist angle increases around the tip region, the middle sections have reduced twist
angles.
In addition, deformations at the tip include morphing in the radial direction. The
optimization results indicate that the leading edge of the tip section moves inward, as seen in
Figure 74. On the other hand, the trailing edge moves outward. That situation is due to the
multidisciplinary objective where decreasing the blade radius increases the thickness noise;
however, it reduces the thrust value. Therefore, the overall blade radius could not change.
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Figure 73: Radial sections of baseline and optimized blade geometries.
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Figure 74: Blade deformation at the tip region.

The performance comparison of the blade shapes is evaluated from the aeroacoustic point
of view. In Figure 75, SPL data corresponding to the blade passing frequency demonstrate the
improvements in the noise levels for all observer points. The green lines represent the acoustic
computation obtained from the optimized surface, and black lines are derived from the baseline
surface. It is observed that the enhancements increase in the downstream region in comparison
with the upstream region. As a result, the optimized surface offers quite satisfactory aeroacoustic
performance for both hover and forward flight scenarios for all microphone positions.
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Figure 75: Comparison for SPL of baseline and optimized proprotor for the forward flight
and hover cases.

Figure 76 demonstrates the comparison of baseline and optimized surfaces for the second
and third harmonics. The results for the forward flight configuration (Figure 76(a)) are slightly
different for all microphone positions. However, optimized design impacts the second and third
harmonics considerably in hover configuration (Figure 76(b)).
The aeroacoustic performance comparisons are also made for individual observer points.
Figure 77 andFigure 78 show comparisons of the optimized and baseline results for 𝜃 angle
equal to 94.6° and 114.6°, respectively. The time histories of acoustic pressure in Figs. Figure
77(a) and Figure 78(a) clearly demonstrate the improvements in the results derived by optimized
surfaces. Improvement also can be seen on spectral data shown in Figs. Figure 77(b) and Figure
78(b). The performance difference between the two proprotors primarily appear in the blade
passing frequency, which is 360 Hz.
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Figure 76: Comparison for SPL corresponding to the second and third harmonics of
baseline and optimized proprotor for: (a) the forward flight, (b) hover configurations.

112

Figure 77: Comparison of the baseline and optimized surface for observer-10 (𝜽 = 𝟗𝟒. 𝟔°)
in (a) time domain and (b) frequency domain.

113

Figure 78: Comparison of the baseline and optimized surface for observer-14 (𝜽 =
𝟏𝟏𝟒. 𝟔°) in (a) time domain and (b) frequency domain.

Displaying the components of the acoustic pressure, which are thickness noise and
loading noise, demonstrates which noise source is dominant or improved (Figure 79).
Comparing the optimized and the baseline surfaces helps us understand the improvements.
Figure 79(a) and Figure 79(b) indicate that the improvements originate from loading. On the
other hand, thickness noise components are almost the same for both surfaces. Thickness noise
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is proportional to the tip speed. Therefore, the thickness noise is not expected to change much
since the optimized blade is about the same span length as the baseline surface.

Figure 79: Thickness noise and loading noise components of the acoustic pressure emitted
from baseline and optimized surfaces for: (a) observer-10, (b) observer-14.
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7.3.2 Optimization-II
Another optimization study is conducted with revised FFD boxes and fewer design
variables, as depicted in Figure 80. The new boxes are oriented according to individual airfoils
at the radial stations. Also, camber airfoil is not assigned as a design variable. That
combinations enable to keep airfoil profile the same. In addition to the previous optimization,
the bounds are extended to be able to do large deformation. The preferred design variables are
chord length (red arrows), blade radius (green arrows), and twist angles (yellow arrows). Chord
length is not considered for the tip section to avoid negative volume and mesh intersections due
to the limitations of the mesh deformation tool at the sharp edges.

Figure 80: Revised FFD boxes and parameterization of control points.

The objective function for the noise propagation is the same as the previous optimization.
Similarly, it is a multipoint optimization that includes forward flight and hover configurations.
The constraint function consists of the thrust value obtained from multipoint CFD simulations.
The acquired optimized (green) and baseline (gray) surfaces are shown in Figure 81. The
view of the pressure side (Figure 81(a)) of the blade shows that the optimized shape has reduced
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blade radius. It can be anticipated from Figs. Figure 81(a) and Figure 81(b) that the tip section
has negative twist angles, and the middle sections of the blade are twisted in the positive
direction. Also, for the optimized surface, the chord lengths around the middle sections seem
larger than the baseline surface.

Figure 81: (a) Pressure and (b) suction side of optimized (green) and baseline (gray)
surfaces.

The detailed comparison is performed by visualizing some of the radial stations along the
blade surface (Figure 82). The airfoil profiles are demonstrated in green lines for the optimized
surfaces and red lines for baseline surfaces. From hub to the section at r/R equal to 0.80 of the
optimized surfaces, chord length of the airfoils is larger than baseline surface. Also, for the same
region, the optimized surface is twisted in the positive direction. On the other hand, twist angles
increase at the tip region with decreasing chord length. As a reminder, chord length does not
change at the tip station due to the definitions for FFD boxes.
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Figure 82: Radial sections of baseline and optimized blade geometries.

The aeroacoustic results based on the second optimization study are presented by
showing SPL values corresponding to the fundamental frequency (Figure 83) and second and
third harmonics (Figs. Figure 84 and Figure 85). The optimized surface minimizes the radiated
noise for both hover and forward flight configurations in fundamental frequency. Especially for
the downstream region after 110-deg, noise reduction soars for hover configuration (Figure 83).
While SPLs in fundamental frequencies decline not as much as the first optimized surface
outputs, the second and third harmonics improvements become more evident for the second
optimized surface (Figs. Figure 84 and Figure 85). Overall, the optimized surface demonstrates
much better performance for hover configuration.
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Figure 83: BPF SPL of the second optimized proprotor in hover and forward flight
configurations.

Figure 84: Second and third harmonics SPLs of the second optimized proprotor in
forward flight configuration.
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Figure 85: Second and third harmonics SPLs of the second optimized proprotor in hover
configuration.

In addition to aeroacoustic assessments, comparisons of optimized and baseline surfaces
are performed from an aerodynamic evaluation perspective. The reduced blade radius affects
thrust value in a worsening way. However, the increasing twist angles and chord lengths at the
midsection of the blade compensate for that impact. The thrust value is set as a constraint
function. Besides, the power of the proprotor remains the same for optimized surface together
with thrust value. The assessments also involve skin friction coefficient distribution over blade
surfaces. Figure 86 compares the optimized and baseline surfaces in terms of skin friction
coefficient for forward flight. Qualitatively, the distribution of the coefficient on the optimized
surface has smoother gradients. Besides, it seems that the tip region of the optimized blade has
lower skin friction. In Figure 87, similar comparisons are made for hover configuration. Again,
sharp gradients and the area of skin friction becomes minimized on the optimized surface.
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Figure 86: Skin friction coefficient distribution over Baseline and Optimized surfaces in
forward flight configuration.

Figure 87: Skin friction coefficient distribution over Baseline and Optimized surfaces in
hover configuration.
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7.3.3 Optimization-III
The last optimization study is conducted to involve the rotation rate of the proprotor as a
design variable. That extension allows optimization to reduce the tip speed of blades. Thus,
lower tip speed directly reduces the noise propagations significantly. In addition to thrust
constraint, the power of the proprotor is assigned as a constraint. In this result section, three
developed FFD functions, FFD_Scale, FFD_Translate, and FFD_Twist, perform surface
deformations. The deformations cover sectional chord lengths, blade radius, and sectional twist
angles of the blade. Figure 88 shows the FFD boxes and the identification of planar sections.
Instead of using independent control points, FFD functions move a control point together with
other points on its sectional plane in this optimization study. FFD_Translate moves Plane 0
inward or outward according to input. Chord lengths at the radial stations, Planes 1-5, are
assigned as design variables by employing the FFD_Scale. Moreover, design variables include
twist angles at Planes 0-6. In summary, the objective function is noise propagation; constraints
are aerodynamic thrust and power values; and design variables are blade radius, twist angles,
chord lengths, and rotation rate.
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Figure 88: Revised parameterization and identification of the radial planar sections of
FFD boxes.

As a result of the optimization process, the new optimized design provides the
aerodynamic performance output depicted in Table 6. Even though the rotation speed of the
proprotor decreases, the thrust value slightly increases, and aerodynamic power decreases for
both flight configurations. Before aeroacoustic assessments, it can be indicated that the new
design provides slightly high thrust values with less power consumption.

Table 6: Comparisons for Aerodynamic performance outputs of baseline and optimized
design for two flight configurations
Forward Flight

Rotation Rate [RPM]
Thrust [N]
Power [kW]

Hover

Baseline

Optimized

Baseline

Optimized

7200

6703

7200

6703

111.48

111.51

258.00

258.90

6.10

6.01

9.97

9.67
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Like the previous optimization, the optimized blade has a reduced radius compared to the
baseline surface, as seen in Figure 89. The radius of the new blade shape is 0.30008 m, while the
baseline radius is 0.30580 m. The changes for twist angles also can be observed from the figure.
The optimized surface has lower twist angles around the tip region and higher twist angles
between the hub and mid-blade section.

Figure 89: (a) Pressure and (b) suction side of optimized (green) and baseline (gray)
surfaces.

Figure 90 demonstrates the radial stations along the proprotor blade. From hub to tip,
optimized and baseline airfoils are shown in green and red lines. Between the station, r/R=0.8,
and the blade tip, twist angles decrease. On the other hand, from the hub to the section, r/R is
equal to 0.7, larger twist angles are utilized together with larger chord lengths. In that way, the
optimized surface could gain aerodynamic thrust from the section from hub to mid-blade while
losing due to lower rotation rate, blade radius, and deformations at the blade tips. Again, to avoid
the poor mesh structure and negative volume mesh that turns out divergence problems in CFD
simulation, chord length at the tip section is not assigned as a design variable, as mentioned
before.
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Aeroacoustic performance of the new optimized design is evaluated first by SPL values
at the different observer locations for BPF, as seen in Figure 91. Like the previous assessments,
the optimized and baseline designs are compared for two flight conditions. The optimized
design reduces the SPL value all around the observer points by 2-3 dB for forward flight
configuration. In hover configuration, the improvements exceed 10 dB at some 𝜃 angles. The
new optimized design delivers the best aeroacoustic results in comparison with the previous two
optimization studies. Covering the rotation speed of the proprotor in design parameters swells
reductions in noise propagation.

Figure 90: Radial sections of baseline and optimized blade geometries obtained from the
optimization when power and omega are included.
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Figure 91: BPF SPL of the third optimized design in hover and forward flight
configurations.

The aeroacoustic improvements also can be observed on the second and third harmonics
(Figure 92 and Figure 93). In comparison with the previous optimization, the new optimized
design propagates quite lower noise at the second and third harmonics. For forward flight
configuration (Figure 92), 5 dB and more improvements are obtained for each observer point.
Regarding the hover configuration, again optimized design has better aeroacoustic performance
except for the observers between 150-155 degrees (second harmonics) and between 125-140
degrees (third harmonics). In summary, the optimized design provides lower noise for the first,
second, and third harmonics. Besides, there is no deviation for thrust performance while power
consumption of the proprotor decreases for both flight configurations.
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Figure 92: Second and third harmonics SPLs of the third optimized design in forward
flight configuration.

Figure 93: Second and third harmonics SPLs of the third optimized design in hover
configuration.
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The optimization process takes a long time to find the optimized surface. To show the
time that is spent through optimization study, each of the computational steps must be examined.
Breakdowns of the processing time at each analysis step are demonstrated in Table 7. The wall
clock time data for the analyses for the multiple flight configurations are almost the same.
Therefore, the analysis times for both flight configurations are assumed the same in the table.
The adjoint solution for the acoustics takes slightly more time than flow adjoint solvers. The
overall process time is more than 12 days. That computation performance is good enough for an
optimization process consisting of gradient-based optimization, unsteady simulations, multiple
flight configurations, multiple observers, and multiple constraints. Some modifications may
improve that computation time in the code, such as combining two flow constraints in the same
computation or modifying the optimizer module in the python library in future work.

Table 7: Wall clock time breakdowns for the optimization process.
Wall Clock Time
CFD analysis

4.1 hours

CAA analysis

17 mins

CAA adjoint analysis

4.4 hours

CFD adjoint analysis for Thrust Constraint

4.3 hours

CFD adjoint analysis for Power Constraint

4.3 hours

One optimization iteration w/ adjoint computations

8.7 hours

One optimization iteration w/o adjoint computations

34.8 hours

Total optimization process (17 iterations)

12.7 days
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CHAPTER 8
Chapter 8

CONCLUSIONS AND FUTURE DIRECTIONS

The present dissertation provides many aspects of aeroacoustic, aerodynamic, and
optimization assessments for various rotorcraft applications. A computer code is developed to
predict noise propagation for multiple observer positions and to conduct multidisciplinary
(aerodynamic and aeroacoustic) design optimization for rotorcraft.
The code development is performed on the open-source software, SU2 suite, utilizing
C++ and Python programming languages. The SU2-CAA library is embedded in public version
SU2 v7.1.1 and is fully functional with other solvers. The code was verified with benchmark and
wind tunnel tests by comparing the computed radiated noises. For the nonce, it uses the Farassat
1A formulation to predict thickness and loading noise.
Secondly, considering multiple flight conditions, the developed multipoint optimization
framework reduces the radiated noise while attaining the aerodynamic performance parameters
assigned as constraints. Coupled aerodynamic and aeroacoustic adjoint solvers compute
sensitivities and reached the optimum solution rapidly. When the developed framework is
applied for a proprotor, it successfully obtains a new blade design that improves the aeroacoustic
performance of the proprotor and does not sacrifice the thrust. The same geometry is utilized by
another research group in NASA Glenn Research Center to design a low-noise propeller, as
shown in [98]. The presented results and design parameters in the reference study show similar
features.
The main contributions of the dissertation are the detailed derivation, implementation,
and application of a new unsteady discrete adjoint solver for aeroacoustic and aerodynamic
coupled design optimization of rotorcraft. The developed solver accepts a multidisciplinary
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objective, multiple flight conditions, and multiple observers. Besides, enriching the public
domain by the open-source code constitutes a valuable contribution to further assessments
performed by other researchers. In conclusion,
1. CFD simulations acquire satisfactory results for various rotorcraft applications.
2. The developed CAA code evaluates noise propagation emitted from propellers,
rotors, and proprotors accurately and precisely.
3. Aeroacoustic assessments for the wing installed propeller give detailed information
about acoustic interactions.
4. The multidisciplinary optimization framework successively reduces noise levels
emitted by a proprotor in multiple flight configurations.
5. The optimized design improves emitted noise radiation while satisfying the given
aerodynamic constraints.
limitations that can be addressed in future work are classified into three groups: extensive
grid deformation, acoustic formulations, and a multizonal approach. Figure 94 demonstrates a
sample deformation performed by SU2-DEF resulting negative volume mesh structure at the
trailing edge of the blade tip. A possible solution is presented in Ref. [99]. Implementing a
third-party grid generator into the optimization cycle may help deform the grid freely while
keeping the same grid quality. That enables the user to open the side constraints, resulting in a
larger design space. Thus, the optimization tool will be able to achieve more aggressive shape
reformations and more enhancements.
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Figure 94: A sample demonstration of an unsuccessful mesh deformation when an
extensive deformation is requested.

In addition, the utilized acoustic formulation and implementation do not provide noise
prediction for broadband noise (BBN) and quadrupole acoustic terms. Extending the acoustic
module with proper formulations can help to resolve those missing parts. Together with the new
acoustic implementation, the CFD parts also play an essential role. The fluid domain needs to be
resolved with the solver such as LES, DDES, or DES. Additionally, by utilizing machine
learning methods, turbulence models in URANS solvers can be improved to resolve fluid domain
in terms of turbulence, as shown in Ref. [100]. Also, if applied for the flow field, Farassat Q1A
and 2B formulations may gain the code to compute quadrupole terms in compact form.
Finally, although the present optimization results are obtained on single-zone grids that
rotate together with the whole domain, it will be valuable to conduct an optimization study
including a multizonal grid. By that implementation, wing-proprotor or proprotor-proprotor
combination and interaction can be evaluated and improved in noise emission via placement
optimization studies.

131
APPENDIX

Spalart Allmaras Turbulence Model [68]
The turbulent viscosity is derived by
𝜇𝑡𝑢𝑟 = 𝜌𝜈̃𝑓𝑣1 ,

𝑓𝑣1 =

𝜒3
3 ,
𝜒 3 + 𝑐𝑣1

𝜒=

𝜈̃
,
𝜈

(A.1)

where the variable 𝜈̃ is computed by the transport equation below.
𝐷𝜈̃
1
𝜈̃ 2
2
̃
= 𝑐𝑏1𝑆𝜈̃ + [∇ ∙ ((𝜈 + 𝜈̃)∇𝜈̃) + 𝑐𝑏2 (∇𝜈̃) ] − 𝑐𝑤1 𝑓𝑤 [ ] .
𝐷𝑡
𝜎
𝑑

(A.2)

The production term, 𝑆̃, is equal to
𝑆̃ = |𝜔
⃗ |+

𝜈̃
𝑓 , 𝜔
⃗ = ∇ × 𝑣,
𝜅 2 𝑑 𝑣2

(A.3)

where 𝜔
⃗ is the fluid vorticity, 𝑑 is the distance to nearest wall and 𝑓𝑣2 is defined as 𝑓𝑣2 = 1 −
𝜒
1+𝜒𝑓𝑣1

. As indicated in Ref. [68], a satisfactory condition is provided by using the following

equilibrium for 𝑓𝑤 .
1/6

6
1 + 𝑐𝑤3
𝑓𝑤 (𝑟) = 𝑔 [ 6
6 ]
𝑔 + 𝑐𝑤3

,

𝑔 = 𝑟 + 𝑐𝑤2 (𝑟 6 − 𝑟),

𝑟=

𝜈̃
.
𝑆̃𝜅 2 𝑑 2

(A.4)

Lastly, to make it closure problem, we have a couple of constants as below.
𝜎=

2
𝑐𝑏1 1 + 𝑐𝑏2
, 𝑐𝑏1 = 0.1355, 𝑐𝑏2 = 0.622, 𝜅 = 0.41, 𝑐𝑤1 = 2 +
,
3
𝜅
𝜎
𝑐𝑤2 = 0.3, 𝑐𝑤3 = 2, 𝑐𝑣1 = 7.1.

(A.5)
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