This paper presents a novel approach to solve the Multi-Area unit commitment problem using particle swarm optimization technique. The objective of the multi-area unit commitment problem is to determine the optimal or a near optimal commitment strategy for generating the units. And it is located in multiple areas that are interconnected via tie lines and joint operation of generation resources can result in significant operational cost savings. The dynamic programming method is applied to solve Multi-Area Unit Commitment problem and particle swarm optimization technique is embedded for computing the generation assigned to each area and the power allocated to all committed unit. Particle Swarm Optimization technique is developed to derive its Pareto-optimal solutions. The tie-line transfer limits are considered as a set of constraints during the optimization process to ensure the system security and reliability. Case study of four areas each containing 26 units connected via tie lines has been taken for analysis. Numerical results are shown comparing the cost solutions and computation time obtained by using the Particle Swarm Optimization method is efficient than the conventional Dynamic Programming and Evolutionary Programming Method.
Introduction
In an interconnected system, the objective is to achieve the most economical generation that could satisfy the local demand without violating tie-line capacity constraints. Due to inter-area transmission constraints, multiarea unit commitment problems (MAUC) are very complicated when compared with single-area unit commitment problems. Research explores that the application of these existing single-area unit commitment to multi-area unit commitment problem is required [1] [2] [3] [4] .
Furthermore, unit commitment is treated, as separately from the economic dispatch, the linear fuel cost curve may be an expensive operation schedule or a violation of spinning reserve requirements. In multi-area systems, local generations are not equal to local load demands. Areas with lower fuel cost units may generate more power than their demand and export the excessive energy to the deficient areas; likewise, areas with higher fuel cost units will generate less power than their demand and import the additional energy from other areas with surplus capacity. So, the unit commitment of an area should comply with the local generation as well as the local load demand. References [5] [6] [7] [8] [9] [10] [11] provide comprehensive study on multi-area scheduling by relating unit commitment and economic dispatch with tie-line constraints. The following paragraph discusses some of the method, which is adopted in the multi-area unit commitment problem and their implications.
There are some drawbacks in implementing the simple priority list method for unit commitment. Although the technique was fast, the results are far from optimal, especially when there are massive on/off transitions. Another difficulty is in which did not deal with topological k connections in a multi-area system as it considered export/import limitations, which would cause infeasible solutions in many applications. Another approach [6] overcame the previous difficulties. It considered the topological constraints and enhanced unit commitment with economic dispatch .The λ iteration method takes excessive time in finding the optimal solution in large-scale power systems and the speed of the algorithm required some improvement. In the iterative procedure between unit commitment and economic dispatch, there is a need to adjust the unit commitment according to the required area generation. If we use Dynamic Programming Sequential Combination (DP-SC) for unit commitment in a power pool, the search for an optimal solution is very time consuming. If we adopt the priority list method, there may be a solution gap between the resultant schedule and the actual economic operation schedule. If we repeat the process, we may reduce the operation cost, but it will demand a longer execution time. The DP-SC method is used for unit-commitment problem in an interconnected area and particle swarm optimization technique is embedded for assigning generation to each area and modifying the economic dispatch schedule.
In this paper, we propose a more efficient approach to the multi-area generation dispatch problem. The proposed technique is used to improve the speed and reliability of the optimal search process. Instead of using λ iteration method in assigning power generation to each area, we used particle swarm optimization to find the optimal allocation of power generation in each area and entire system. Using particle swarm optimization techniques in each area and entire system, we can save time in performing the economic dispatch and operating cost.
The meta-heuristic methods [12] [13] [14] [15] [16] [17] [18] [19] are iterative techniques that can search not only local optimal solutions but also a global optimal solution depending on the problem domain and time limit. In the meta-heuristic methods, the techniques frequently applied to the UC problem are genetic algorithm (GA), tabu search (TS), evolutionary programming (EP), simulated annealing (SA), particle swarm optimization (PSO), etc. They are general-purpose search techniques based on the principles inspired from the genetic and evolution mechanisms observed in natural systems and populations of living beings. These methods have the advantage of searching the solution space more thoroughly. The main difficulty is their sensitivity to the choice of parameters.
In this paper, section one introduces that the mathematical model of the multi-area unit commitment problem. In the problem formulation, DP method is used for committing the unit in each area and λ iteration method is used for importing and exporting power to other area and minimizes the operating cost. Furthermore, tie-line transfer capacities and area spinning reserve requirements are also incorporated in order to ensure system security and reliability. The Reserve-sharing scheme is used to enable the area without enough capacity to meet its reserve demand. The objective of MAUC, constraints and conditions of optimal solution are also discussed in this section. Section 3 and 4 explains the EP and PSO algorithm adopted for importing and exporting power to other area. Section 5 gives the results of a case study each one based on a four-area system. A four-area IEEE test power system [6] is then used as an application example to verify the effectiveness of the proposed method through numerical simulations. A comparative study is also made here to illustrate the different solutions obtained based on conventional, EP and PSO methods. Conclusions are presented in the last section.
Problem Formulation
The cost curve of each thermal unit is in quadratic form
The incremental production cost is therefore
The start up cost of thermal unit is an exponential function of the time that the unit has been off
Multi-Area Unit Commitment
The objective function for the multi-area unit commitment is to minimize the entire power pool generation cost as follows:
and the following constraints are to be met for optimization 1) System power balance constraints
3) Generation limits of each unit
m a x m a x 4) Minimum Up and Down time constraints
To decompose the problem in Equation (5), it is rewritten as
where
subject to the constraints of Equation (6) and (8) and following constraints. 5) Export/Import constraints
6) Area generation limits
Each for is represented in the form of schedule tables, which is the solution of the mixed variables optimisation problem
Subject to constraints of Equation (7), (9-10) and initial on/off condition of each unit.
The multi-area unit commitment problem is solved by Dynamic Programming Sequential Combination (DP-SC) method to form the optimal generation scheduling approach. Among the available generating units in the interconnected multi-area system and the proposed method sequentially identifies, via a procedure that resembles bidding, the most advantageous units to commit until the multi-area system obligations are fulfilled and this method has been explained [13] .
Multi-Area Economic Dispatch
The objective of Multi-area Economic Dispatch (MAED) is to determine the allocation of generation of each unit in the system and power exchange between areas so as to minimize the total production cost. The lamda-iteration method is implemented in the MAED to include area import and export constraints and tie-line constraints [15] The objective is to select sys  every hour to minimize the operation cost.
Since the local demand k j D is determined in accordance with the economic dispatch within the pool , changes of k g j P will cause the spinning reserve constraint of Equation (7) to change accordingly and redefine Equation(18).
In this study, the iterative equal incremental cost method (  method) was used to solve Equation (11) and serve as a coordinator between unit commitments in various areas. With the  iteration, the system would operate at an optimal point if  for each unit is equal to a system incremental cost sys  .Units may operate in one of the following modes when commitment schedule and unit generation limits are encountered: 1) Coordinate mode: The output of unit i is determined by the system incremental cost max, min,
2) Minimum mode: Unit i generation is at its minimum level. Besides limitations on individual unit generations, in a multi-area system, the tie-line constraints in Equation (9), (10) and (14) are to be preserved. The operation of each area could be generalized into one of three modes as follows:
Area coordinate mode
a. Limited export mode When the generating cost in one area is lower than the cost in the remaining areas of the system, that area may generate its upper limit according to Equation (13) or (16), therefore,
 is the optimal equal incremental cost which satisfies the generation requirement in each area k. b. Limited import mode An area may reach its lower generation limit according to Equation (14) or (17), because of the higher generation costs.
The proper generation schedule in multi-area will result by satisfying tie-line constraints and minimizing the system generation cost.
Tie-Line Flow of Four Areas
An economically efficient area may generate more power than the local demand, the excess power will be exported to the other areas through the tie-lines. As shown in Fig.  1 , assume area 1 has excess power, the line flows would have directions from area 1 to other areas, and the maximum power generation for area 1 would be the local demand in area 1 plus the sum of all the tie-line capacities connected to area 1. If we fix the area 1 generation at its maximum level, then the maximum power generation in area 2 could be calculated in a similar way to area 1.
Since tie-line imports power at its maximum capacity, this amount should be subtracted from the generation limit of area 2. According to the system power balance equation some areas must have a power generation deficiency, and require generation imports. The minimum generation level of these areas is the local demand, minus all the connected tie-line capacities. If any of these tie lines is connected to an area with higher deficiencies, then the flow directions should be reversed. The tie-line flow details of four area and directional matrix were presented in [9] .
Directional matrix: It indicates power flow direction from one area to another area. 
Evolutionary Programming Method

Introduction
EP is a mutation-based evolutionary algorithm applied to discrete search spaces. D. Fogel (Fogel, 1988) ] extended the initial work of his father L. Fogel (Fogel, 1962) [15] [16] [17] [18] for applications involving real-parameter optimization problems. Real-parameter EP is similar in prin ciple to evolution strategy (ES), in that normally distributed mutations are performed in both algorithms. Both algorithms encode mutation strength (or variance of the normal distribution) for each decision variable and a self-adapting rule is used to update the mutation strengths. Several variants of EP have been suggested (Fogel, 1992 ).
Evolutionary Programming Algorithm
The original Evolutionary Programming involved evolving populations of extending algorithms to develop artificial intelligence [17] . In this technique a strong behavioral link is sought between each parent and its offspring, at the level of the species. Fig.1 shows e general scheme of the EP algorithm.
Implementation of Evolutionary Algorithm for Multi-Area Unit Commitment Problem
Step (3) 
2) To calculate the fuel cost for each population using Equation (1) 
3) To calculate the start up cost for each population using Equation (4) 4) To calculate the production cost Production
To calculate the fitness function for each parent of population
The values of the penalty factor is chosen such that if there are any constraints violations then the fitness function value corresponding to that parent will be ineffective.
Step (4) 
where  is scaling factor, F pi i is the value of fitness function corresponding to I and is the maximum fitness function value among parent population max F 2) To compute the fitness value corresponding to each offspring using Equation (31) Step (5): (competition and selection). The 2I individuals compete with each other for selection using Equation (6) . A weight value is assigned to each individual as follows:
where t f is the fitness of the i th competitor randomly selected from 2I individuals and u is a uniform random number ranging over [0, 1] .While computing the weight for each individual, it is ensured that each individual is selected only once from the combined population. Even though relative fitness values are used during the process of mutation, competition and selection, it leads to slow convergence. This is because the ratio /( )
f f f  is always around 0.5 without uniform distribution between 0 and 1.Hence, the following strategy is followed in this paper to assign weights:
{0, W o t h e r w i s t  e
This weight assignment is found to yield proper selection and good convergence. When all the 2I individuals obtain their weights, they are ranked in descending order and the first I individuals are selected as parents along with their fitness values for next generation.
Steps (4) and Steps (5) are repeated until there is no appreciable improvement in the minimum fitness value.
Step (6): Optimum generation schedule is obtained for four areas using minimum fitness value. Check area generation with local demand
Step (7): Areas with lower fuel cost may export the excessive generation to other areas with higher fuel cost (deficiency areas) with tie line limit.
Particle Swarm Optimization
Particle swarm optimization (PSO) is inspired from the collective behavior exhibited in swarms of social insects [19] . It has turned out to be an effective optimizer in dealing with a broad variety of engineering design problems. In PSO, a swarm is made up of many particles, and each particle represents a potential solution (i.e., individual). A particle has its own position and flight velocity, which are adjusted during the optimization process based on the following rules:
where 1 V t is the updated particle velocity in the next iteration,V is the particle velocity in the current iteration, t  is the inertia dampener which indicates the im-pact of the particle's own experience on its next movement, represents a uniformly distributed number within the interval [0, c1], which reflects how the neighbours of the particle affects its flight,
is the neighbourhood best position, P i V is the current position of the particle and represents a uniformly distributed number within the interval [0, c2], which indicates how the particle trusts the global best position, 2 
C rand 
KP gi P is the global best position, and is the updated position of the particle. Under the guidance of these two updating rules, the particles will be attracted to move towards the best position found thus far. That is, the optimal solutions can be sought out due to this driving force.
The major steps involved in Particle Swarm Optimization approach are discussed below:
1) Initialization The initial particles are selected randomly and the velocities of each particle are also selected randomly. The size of the swarm will be (Np x n), where Np is the total number of particles in the swarm and 'n' is the number of stages.
2) Updating the Velocity The velocity is updated by considering the current velocity of the particles, the best fitness function value among the particles in the swarm. The velocity of each particle is modified by using Equation (28) The value of the weighting factor  is modified by following Equation (40) to enable quick convergence.
The term  < 1 is known as the "inertia weight" and it is a friction factor chosen between 0 and 1 in order to determine to what extent the particle remains along its original course unaffected by the pull of the other two terms. It is very important to prevent oscillations around the optimal value.
3) Updating the Position The position of each particle is updated by adding the updated velocity with current position of the individual in the swarm
Algorithm of Particle Swarm Optimization
The step by step procedure to compute the global optimal solution is followed.
Step (1): Initialize a population of particles with random positions and velocities on d dimensions in the problem space.
Step (2): For each particle, evaluate the desired optimization fitness function in the variables.
Step (3): compare particles fitness evolution with particles . If current value is better then , then set value equal to the current value, and the location equal to the current location in the dimensional space.
Pbest Pbest
Pbest st Pbe
Step (4): Compare fitness evaluation with the populations overall previous . If current value is better than Pbest gbest [( , then reset to the current particles array index and value.
Step (5): Change the velocity and position of the particle according to Equations (38) and (39) respectively.
Step (6): Loop to step 2 until a criterion is met, usually a sufficiently good fitness or a maximum number of iterations.
Implementation of Particle Swarm Optimization Algorithm for Multi-Area Unit Commitment
The various steps of the PSO algorithm are given below for solving multi area unit commitment problem:
Step (1): Read in unit data, tie-line data, load demand profile.
Step (2): Perform the dynamic programming to get the initial commitment schedule for each area.
Step (3): Initialization of particle .The initial particle of size Np is generated randomly for committed unit in each area : 1) Calculate the initial particle population ..... ); 1, 2, 3, 4 :
2) Calculate the fuel cost for each particle using Equation (1) 2 ) ( ) ); 1, 2, 3, 4; 1, 2...
3) Calculate start up cost of each particle using Equation (4) 4) Calculate the production cost Production
5) Calculate the fitness function for each particle of population Step (4): Updating the Velocity The velocity is updated by considering the current velocity of the particles, the best fitness function value among the particles in the swarm using following Equation (45).
where  is weight factor, The weight  is computed using Equation (40) Step (5): Updating the particle position The position of each particle is updated by adding the updated velocity with current position of the individual in the swarm.
The steps described in sub Sections 3 to 5 are repeated until a criterion is met, usually a sufficiently good fitness the maximum generation count is reached.
Step (6): Optimum generation schedule is obtained for four area using gbest particle. Check area generation with local demand.
Step (7): Areas with lower fuel cost may export the excessive generation to areas with higher fuel cost (deficiency areas) with tie line limit
Test System and Simulation Results
The proposed MAUC algorithm has been implemented in C++ environment and tested extensively. Test results of a multi-area system are presented in this section. All simulations are performed in a PC with Intel processor (1.953 GHz) and 1012 MB of RAM.
As shown in Figure 2 , a sample multi-area system with four areas, IEEE reliability test system, 1996 data in [9] , are used to test the speed of solving the multi-area UC and ED for a large-scale system with import/export capability and tie line capacity constraints. In the sample multi-area system, each area consists of 26 units. The total number of units tested is 104, and their characteristics are presented in [9] . There are some identical thermal units also located in each area. The system contains five tie lines four area interconnections as shown in Figure 4 , and area one is the reference area. Figure 3 shows the modified same load demand profile forecast used in all four areas. The assumptions described in tie line capacity constraint are applied to the simulations.
The four areas have the same load demand profiles. As the 1oad demand is same in these four areas, the economical area will generate more power than expensive areas. Figure 3 gives the changes in area 1 power generation, committed unit capacities, unit commitment pattern of hour 7am and spinning reserve requirement of area 1 is 400MW, because the available unit capacities are not more than the power generation plus the spinning reserve. This phenomenon proves that the available capacity should comply with the area power generation instead of the local load demand.
The systems 1oad demand is 6800 MW, so area 1 generation increases steadily while that of area 2, 3 decreases. The incremental cost of area 2, 3 is higher than that of the other two areas since the tie flows to area 2, 3 are at their maximum capacities. This manifests that the proposed method considers tie-line limits effectively. Table I shows that parameter used in EP and PSO method. Table 2, 3, 4 and Table V shows comparison result of DP and EP, PSO. Figure 4 and 5 shows the convergence characteristics for multi-area obtained using proposed methodology. Table 2 shows that the total production cost is obta- ined by using conventional method. Table 3 and 4 shows that the total production cost is obtained for ten iterations by using EP and PSO method. Figure 4 gives the plot of EP average performance from 500 runs. Figure 5 gives the plot of number of iteration versus the time taken to complete those iterations and the maximum production cost obtained under each iteration using PSO method.
As we indicated in the paper, the PSO algorithm has also proved to be an efficient tool for solving the multi -area unit commitment with economic dispatch problem. There is no obvious limitation on the size of the problem that must be addressed, for its data structure is such that the search space is reduced to a minimum; no "relaxation of constraints" is required; instead, populations of feasible solutions are produced at each generation and throughout the evolution process. The main advantages of the proposed algorithm are speed.
The proposed PSO approach was compared to the related methods in the references indented to serve this purpose, such as the DP with a zoom feature, and the EP approaches. In addition, with the use of PSO method, the status is improved by avoiding the entrapment in local minima. By means of stochastically searching multiple points at one time and considering trial solutions of suc cessive generations, the PSO approach gives global minima instead of entrapping in local optimum solutions. The PSO method obviously displays a satisfactory performance with respect to the quality of its evolved solutions and to its computational requirements.
The final result of PSO would save 0.12% $2865.4 is compared with the solution obtained by the conventional method but it would require 33 seconds to complete the computation .So, the EP method is reduced the operating cost by 0.08 % than the conventional method but it requires 36 seconds to complete this computation .From these results, the PSO method had less total cost and consumed also less CPU time compared to other method.
Conclusions
Application of PSO is a novel approach in solving the MAUC problem. Results demonstrate that PSO is a very competent method to solve the MAUC problem. PSO Table 2 . Operating cost of DP method.
generates better solutions than the other methods, mainly because of its intrinsic nature of updates of positions and velocities. The reason is due to the hourly basis solution. This is somehow similar to the "divide and conquer" strategy of solving a problem. Owning to this hourly solution, the complexity of the search is greatly reduced. The total objective function is the sum of objectives and constraints, which are fuel cost, start-up cost, spinning reserve, power demand, tie-line limit, and import and export constraints. For a better solution, generated powers by N unit of generators and K areas, tie -line limits are constantly checked so that feasible particles can meet the power demand .This reduces the pressure of the constraint violation of the total objective function. Finally, the result obtained from the simulation is most encouraging in comparison to the best-known solution so far. In the future work, the power flow in each area can be considered to further increase the system security.
Other issues such as transmission losses, transmission costs, call and put options policies between and bilateral contract areas can also be considered to reflect more realistic situations in MAUC problems.
