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Two notions of continuity of multifunctions are introduced which take into 
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semicontinuity if the multifunction is a real-valued function. We apply these notions 
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1. INm00ucTI0~ 
In [28] we studied the behaviour of the value and solution set of the 
multicriteria parametrized optimization problem 
maxf(w, xl, XEF(W), (1) 
where w E W is a parameter in some topological space, F(w) is a variable 
feasible set in some topological space A’, f is a mapping from Wx X into 
a topological space Y, and maximization is taken with respect o a transitive 
relation P on the value space Y. Our main effort was put there to an 
investigation of some properties of the marginal and solution multifunc- 
tions of the above problem, such as lower continuity, upper continuity, and 
closedness [2, 9-l 1, 13-16, 221. We generalized some well-known results 
due to Berge [2], Hogan [21], and Tanino and Sawaragi [29], but we did 
not encompass the real case completely because both lower continuity as 
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well as upper continuity for multifunctions reduce to continuity in the 
usual sense if a multifunction appears to be actually a function. In this 
paper we tackle the problem of semicontinuity of the marginal multifunc- 
tion in such a way that our results reduce to the classical ones in the scalar 
case. For this purpose we introduce continuity properties of multifunctions 
which take into account the order of the target space Y. 
The results in [28] appear to be quite different whether a closed relation 
or an open relation P is considered. Moreover we have shown there that, 
in general, maximality up to indifference [4,6, 171 does not yield as 
natural results as ones for maximality in the sense of [6, 9, 18, 23, 30, 311. 
However, it will be shown in the present paper, as far as order continuity 
is concerned, that we do not generally need so strong assumptions on the 
relation P, and the results are the same for both concepts of maximality. 
In connection with preferences in economic theory (see, for instance, 
[S, 19, 303) we consider a value space Y endowed with an arbitrary rela- 
tion P. However, we refer frequently to the classical case, meaning that Y 
is a topological vector space (or even a Euclidean space) with the order 
given by a convex cone C (i.e., tC = C for t > 0, C is a convex subset of Y, 
andypzmeansz-yECfory,zEY) [4-7, 17, 20, 23, 24, 311. 
Throughout this paper we keep the same notations as in [28]: R denotes 
the space of real numbers, Iw: = {( y, , . . . . y,) E R”: yi 3 0, i = 1, . . . . n}, and 
if B is a subset of a topological space Y then its closure is B. 
2. PRELIMINARIES 
Let P be an arbitrary binary relation on a topological space Y. For a 
subset A c Y we define 
P(A)={~EY:~uEA,uP~}, 
P-‘(A)= {ye Y:3a~A,yPu}, 
and we write P(u), P-‘(u) instead of P( {u}) and P-‘({a}), respectively. 
Instead of yPz for y, z E Y we shall write frequently y cp z. Moreover by 
P= we denote the relation on Y defined by yP,z if and only if yPz or y = z 
for y, z E Y. 
Following [26,28] we define semicontinuity with respect o a relation P 
for mappings with values in a topological space Y, which reduces to the 
standard concept of semicontinuity of functions in the case Y = R! with its 
usual order. Let X denote a topological space. 
DEFINITION 2.1. A mappingS: X+ Y is said to be lower semicontinuous 
(I.s.c.) at x0 E X if for any neighbourhood V of f(xe) in Y, there exists a 
neighbourhood U of x0 in X with f( U) c PC ( V) = P( V) u V. 
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When Y is a topological vector space ordered by a closed cone C the 
above inclusion means f(U) c V+ C. The mapping f is said to be 1.s.c. on 
a subset X,, of X if it is 1.s.c. at every point of X,,. 
Similar definitions can be given for upper semicontinuity, replacing P 
by P-‘. 
Observe that enlarging P to P= in Definition 2.1 ensures that continuous 
mappings are semicontinuous. Conversely, if Y is a topological vector 
space ordered by a normal cone, upper and lower semicontinuous 
mappings are continuous [26, Proposition 1.51. 
Let us recall that an element e of a subset B of Y is said to be maximal 
(or nondominated or efficient) in B if {b E B: ePb, b # e} = @ [ 18, 23, 28, 
303, and we write eEe,(B). 
An element e of a subset B of Y is said to be maximal up to indifference 
(or in short i-maximal) in B if, when ePb holds for some b E B, then bPe 
[l&28] (for P given by a cone see [4, 6, 17]), and we write eEe’,(B). 
Both definitions coincide when P is assumed to be antisymmetric; when 
P is induced by a cone C, this means that C is pointed (i.e., 
Cn(-C)c (0)). 
Moreover if eEe,(B) or eEe’,(B) we shall call e a supremal point or 
i-supremal point in B, respectively. 
Thus, when considering the optimization problem (l), i.e., 
maxf( w, x) subject o x E F(w), 
we take maximization in B(w) =f( { w } x F(w)) or in B(w) as above. Thus 
we introduce and study the multifunctions 
W~)=e~Ul{w~xI;(w))) 
M,(w) = eAf({w> x F(w))) 
for w E W and similarly M’(w), M’(w) for i-maximality, and we call them 
the marginal multifunctions. 
If Y=iR with its usual order then by m: W+Ru{-co, +co> we 
denote the marginal function, i.e., m(w) = sup{f(w, x): x E F(w)} for 
w E W. Observe that in this case M(w) = {m(w)} provided that the 
marginal function is finite at w. 
Let us recall [Z, 9-13,223 that a multifunction F: W- X is said to be 
lower continuous (l.c.) at (w,,, x0) E W x X if for any neighbourhood I’ of x0 
there exists a neighbourhood U of w0 such that F(U) n V# 0 for each 
u E U. Equivalently F is l.c. at (w,, x0) if every net (wJic, with limit w. in 
W has a subnet (w~)~,~ such that there exist xi E F(w,) for in J with (xj)ieJ 
tending to x0. Moreover we say that F is l.c. at w. if F is l.c. at each 
two, x0) with x0 E F(w,). 
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A multifunction F: W --h X is said to be upper continuous (u.c.) at w0 E W 
if for each open set V in X containing F(w,), there exists a neighbourhood 
U of w,, with F(U) c V for each UE U [9, 11-161. 
Observe that for single-valued multifunctions F with F(w) # $3, lower 
continuity at w0 as well as upper continuity at w0 is equivalent to con- 
tinuity at w0 of F as a function; note that our terminology and the defini- 
tion of upper continuity differ sometimes from the ones given in [Z, 21, 22, 
291. We do not assume that U.C. multifunctions must be compact-valued 
[2] or even closed-valued [22]. 
Observe that if P(Y) is open whenever V is open a mapping f: X + Y is 
1.s.c. at x0 E X if and only if the multifunction P: ’ of: X -+ Y, given by 
P;‘of(x)=P:‘(f(x)) for XGX, is l.c. at (x,,f(x,)). 
The lower and upper continuity of the marginal multifunctions M, MS 
were studied in [28,29]. 
In this paper instead of looking for lower continuity and upper 
continuity properties of M and M, which in the scalar case are akin to 
continuity of the marginal function, we take into account the order of Y to 
weaken the continuity requirement (see [28] as well) and to encompass 
the real-valued case for which an extensive literature exists [l, 2, 8, lCL-16, 
251. 
DEFINITION 2.2. A multifunction H: W -+ Y is said to be 
(i) inf-lower continuous (i.1.c.) at (wO, yO) if for each neighbourhood 
V of y, there exists a neighbourhood U of w0 such that for each w E U with 
H(w)#@ one has H(w)nP=(V)#@; 
(ii) sup-upper continuous (s.u.c.) at w0 if for each open set V including 
H(w,) there exists a neighbourhood U of w,, such that H(w) c P:‘(V) for 
each w E U. 
The multifunction H is said to be i.1.c. at w0 with H(w,) # @ if it is i.1.c. 
at each (w,, y,) with y. E H(w,). 
Observe that H is i.1.c. at (w,, vo) if and only if P:’ 0 H is l.c., on the 
domain of H, at (w,, y,), as the relation H(w) n P=(V) # $3 for H(w) # 0 
is equivalent to P: ‘( H(w)) n Vf 0 for H(w) # 0. In particular H is i.1.c. 
at (wo, yo) (resp. S.U.C. at wo) whenever His l.c. at (wo, yo) (resp. U.C. at wo). 
Moreover if H is single-valued, then His i.1.c. (resp. s.u.c.) at w. if and only 
if H is 1s.~. (resp. u.s.c.) at w. as a mapping. When Y is a topological vector 
space ordered by a closed cone C then H(w) n P=(V) # @ means 
H(w)n(V+C)#fa and H(w)cP:‘(V) means H(w)c V-C. 
We keep the terminology sup-lower continuity (s.1.c.) for the dual notion 
to i&lower continuity obtained by replacing P by P-’ in Definition 2.2(i). 
Although both definitions, i.e., sup-upper continuity and sup-lower con- 
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tin&y, generalize upper semicontinuity of mappings, only the first one 
extends well-known scalar results for multicriteria optimization problems 
(see Section 3). 
The following simple example shows that a 2-dimensional analogue to 
Berge’s theorem [2, p. 1161 is not true for the above notion of sup-lower 
continuity. 
EXAMPLE 2.1. Let F: ]-GO, 0] + R2 be the U.C. and compact-valued 
multifunction defined as follows: F(0) = { t( - 1, 1): t E [0, l] } and F(W) = 
((w, 0)) for w # 0. Let lR2 be ordered by !R: and let the objective function 
f be the second projection on R *. Then the marginal multifunction M, 
which is equal to F in this case, is not s.1.c. at 0. 
3. SUP-UPPER CONTINUITY OF THE MARGINAL MULTIFUNCTIONS 
The following results generalize Berge’s theorem [2. p. 1161; see also 
[l, Sect. 4.2; 10-12; 14-16; 21; 253. 
Let us consider first the case when the objective function f is independent 
of the parameter W. 
THEOREM 3.1. Under the following assumptions the marginal multi- 
function M is s.u.c. at wO: 
(a) f: X-+ Y is a mapping which is U.S.C. on F(w,); 
(b) F is U.C. at w,; 
(cl f(F(w,)) = P%W%d; 
(d) for each open set V in Y, P-‘(V) is open; 
(e) for each open set V containing M(w,) there exists an open set Q 
containing M( wO) with P I ’ (Q) c P l ‘( V). 
Proof. Let V be an open set containing M(w,). By (e) we can take an 
open set Q containing M(w,) such that p=‘(e) c P:‘( V). As f (F(w,)) c 
P:‘(M(w,)) c P:‘(Q), P:‘(Q) is open by (d) and f is U.S.C. on F(w,) we 
get that f ~ ‘(P 1 ‘(Q)) is a neighbourhood of F( w,,). Assumption (b) implies 
that there exists a neighbourhood U of w,, such that F(U) c f -l(P, l(Q)). 
Then for each u E U we have 
M(u)cf(F(z+PI’(e,cP~‘(V), 
so that M is S.U.C. at wO. 1 
An analogous result holds for M’; for M, and Mi assumption (e) does 
not have to be made. The following extension follows immediately from 
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Theorem 3.1 by replacing X by 2 = W x X and F by I? W -+ 2 given by 
F(w) = (w} x F(w) for w E W. 
PROPOSITION 3.1. Under the following assumptions the marginal multi- 
function M is S.U.C. at wO: 
(a) the objective mapping f: W x X+ Y is U.S.C. on { wO} x F(w,); 
(b) the multifunction f: W --D Wx X defined by f(w) x F(w) for 
w ~5 W is u.c. at w,; 
(~1 f({w&F(w&CPzl(M(wo)); 
(d) for each open set V in y, P-‘(V) is open; 
(e) for each open set V containing M(w,) there exists an open set Q 
containing M(w,) with Pr’(e) c Py ‘( V). 
In fact under assumptions (c), (d), (e) of Proposition 3.1, M is S.U.C. at 
w. if G =fof is S.U.C. at wO, and assumptions (a) and (b) ensure this 
property. 
Remark 3.1. Condition (b) of Proposition 3.1 has been called in [25, 
271 the graphical upper semicontinuity of F at wO. For a characterization 
see [25, Proposition 1.111. This condition is obviously satisfied if F is U.C. 
at w. and F(wo) is compact. On the other hand, when f does not depend 
on the parameter w, mere upper continuity of Fat w. suffices as shown by 
Theorem 3.1. 
Assumption (d) of Theorem 3.1 and Proposition 3.1 is satisfied in any 
topological vector space ordered by a cone C. If moreover M(w,) is 
assumed to be compact and 0 E C then condition (e) of Theorem 3.1 and 
Proposition 3.1 is fulfilled too. Indeed, for any open set V of Y containing 
M( wo) we can find a neighbourhood N of 0 in Y with M( wo) + N + N c V. 
Then P-‘(M(w,))+N=M(w,)+N-CcM(w,)+N+N-CcV-C= 
P-‘(V). This assumption is also satisfied if Y is a locally compact 
Hausdorff space when M(w,) is compact and the graph of P is closed or, 
more generally, when the graph of P is closed and M(w,) has a basis of 
neighbourhoods which are compact. 
Conditions ensuring that assumption (c) of Theorem 3.1 and of 
Proposition 3.1 is satisfied are given in [ 3, 5, 6, 17, 18, 20, 24, 311. 
For Y= R with its usual order one recovers the fact [2] that the 
marginal function m is U.S.C. at w. whenever f is U.S.C. and F is U.C. at w. 
with F(w,) compact, since the assumptions of Proposition 3.1 imposed on 
M and P are automatically satisfied with M(w) = {m(w)} n R. When 
m(wo) = + GO the result is obvious. 
Observe that M, may be S.U.C. at w. for a continuous mapping A yet 
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M is not S.U.C. at wO; thereby we point out that assumption (e) of 
Proposition 3.1 is essential while considering sup-upper continuity of M. 
EXAMPLE 3.1. Let W= R! and let X= Y = R2 be ordered by the cone 
PI x w+\ PI. c onsider the upper continuous at 0 multifunction E R --o R2 
defined by F(w) = ((O,O)} f or w#O and F(O)={(O,O)}u{(x,y):xy<1, 
y> O}. Let us take for f the second projection, i.e., f(w, x)=x for 
(w, X)E WxX Then M(O)= {(x, y): xy= 1, y>O} and M(w) = {(O,O)> 
for w # 0. Hence A4 is not S.U.C. at 0, while M, is S.U.C. at 0. Observe that 
F is graphically upper semicontinuous at 0 as well. 
Let us recall that a multifunction F: W + X is (i) compact at w0 [27] 
if for each net ((wi, x~))~~, in the graph of F with (w~)~~, tending to wO, 
there exists a converging subnet of (xi)ipl in X or (ii) closed at w0 if for 
each net ((wi, x~))~~, in the graph of F converging to (wO, x,,) one has 
xo E I;(wo). 
The next corollary generalizes Theorem 5 in [21]. 
COROLLARY 3.1. Suppose that assumptions (a), (c), (d), (e) of Proposi- 
tion 3.1 hold true, while (b) is replaced by (b,) F(w,) is compact and F is 
closed at wo, (b,) the multifunction p: W -+ X defined by F(w) = 
F(w)\F(w,) is compact at wo. Then A4 is S.U.C. at wo. 
Proof: Conditions (b, ) and (b2) imply that F is compact at w. hence 
[25, Proposition 1 .l 1 ] that F is graphically upper semicontinuous at wo. 
Indeed, if P were not U.C. at w. we could find an open subset Q of W x X 
containing &w,) = {wo} x F(w,), a net (w~)~~,+ w. such that &w,) is not 
contained in Q for any i E Z. Let xi E F(wi) be such that ( wi xi) 4 Q for i E Z 
and let (xj)jeJ be a subnet of (x~)~.[ with a limit x. The existence of a 
convergent subnet is ensured by the compactness of F(w,) and the 
compactness of F Using (b,) we get that XE F(w,), hence (w,, X)E Q, a 
contradiction with the fact that Q is open and (w,, x~),,~ converges to 
two, x0). I 
If f does not depend on the parameter w, the assumption F(w,) is 
compact, need not be made, as when F is closed at wo, and F is compact 
at w. then F is U.C. at wo, which is sufficient for M to be S.U.C. at w. by 
Theorem 3.1. 
COROLLARY 3.2 [25]. If Y= R! with its usual order, F is graphically 
upper semicontinuous and if f is U.S.C. on { wo} x F( wo) then the marginal 
function m is u.s.c. at wo. 
It is known [14] that for Y = R with its usual order the next two 
statements are equivalent: 
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(i) F: W --= X is u.c. at WO; 
(ii) the marginal function m is U.S.C. at wO, whenever the function 
f: X-+ [w is U.S.C. 
One can easily recover the above fact using the following proposition; its 
assumptions are satisfied, for instance, for Y = R” ordered by a nonsym- 
metric closed cone. 
PROPOSITION 3.2. Let Y be a T, space which is locally compact or an 
ordered topological vector space. Suppose that the graph of P= is closed and 
P-‘(V) is open for each open set V in Y. Moreover assume that (*) there 
exist y,, y2e Y with y,Py, but not y,Py,. Then the following conditions are 
equivalent: 
(i) F is U.C. at w,; 
(ii) for every u.s.c. mapping f: X + Y satisfying assumptions (c), (e) of 
Theorem 3.1 the associated marginal multifunction M: W --D Y is SAC. at wO. 
Prooj In view of Theorem 3.1 we have only to show that (ii) implies 
(i). Let y,, y, E Y be such that y, Py2 and not y, Py,. Suppose that F is not 
U.C. at wO. Then we can find a closed set K and a net (w~)~~, converging to 
wO, so that KnF(w,)=@ and KnF(w,)#@ for each iEZ. The mapping 
f: X-, Y defined by f(x) = y, for XE K and f(x) = y, for x$K is U.S.C. 
everywhere. As Y is T, we get that M(w,) = {y,} and M(wi) = { y2} for 
iEZ. The conditions (c) and (e) of Theorem 3.1 hold true, as P= has a 
closed graph and Y is locally compact or Y is an ordered topological 
vector space. Thus M is S.U.C. at w,, and for every neighbourhood Q of y, 
we have ( y2} = M(wi) c P:‘(Q) for i> iO. Hence there exists a net (zj)jEJ 
converging to y, with y, PC z, for each j E J. As PC has a closed graph we 
obtain y,P, y,, which is a contradiction. 1 
The same proposition holds for M’. 
To see that Proposition 3.2 can fail if (*) does not hold consider the 
following. 
EXAMPLE 3.2. Let Y = [ - 1, + 1 ] x R be considered as a subspace of 
lR* ordered by the cone R x (0). Then Y and P satisfy all the assumptions 
imposed on them in Proposition 3.2 except (*). Let W= X= R and 
F: W + X be defined by F(0) = [0, l[ and F(w) = [0, l] for w # 0. If 
f: X-+ Y is an arbitrary U.S.C. mapping we can prove that M(w) c M(0) 
for each w E W. Thus M is S.U.C. at 0 (even U.C. at 0) for every U.S.C. map- 
ping f although F is not U.C. at 0. Indeed, let us show that M(w) c M(0) 
for each w E W. First we observe that f= ( fi, f2) is U.S.C. if and only 
if fi is continuous. Now let y,= (y;, yi) E M(w). As there is no 
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Y ~f(F(o)) n P(vo) cf(F(w)) n P(yo) with Y Zyo we have Y, E M(O) 
provided yoef(F(0)). As yo~f( [0, 11) we can write yo=lim,E,f(x,) for 
some sequence (x,), E N of [0, 11. We can suppose that (xJncN has a limit 
x in W, 11. If hJnEN has a subsequence in [0, 1[ we have y, ~f( [0, 1 [); 
thus we may assume that x, = 1 for n large enough and y, =f( 1). Let us 
show that f( 1) l f( [0, 1 [) by verifying that for each sequence (s,), E N in 
[0, l[ with limit 1 we have f( 1) = lim,., f(s,). As fi is continuous, we 
have f2( 1) = lim,., f&,). As fi(s,) E [ - 1, 11, for each infinite subset L of 
N there exists an infinite subset K of L such that fi(sk)kpK has a limit v. 
Then (u, f2(1))=limkE, f (Sk) Ef ([0, 1 [) c f ([0, 1 I). As y, is efficient in 
f([O, 11) and f,(l)=yt we get that (v, f*(l))=y,, hence v=yA=fi(l). 
Thusf(l)=limkGKf(s,);as L is arbitrary we have f (1) = lim,, N f (s,) and 
Yo=f(l)Ef(CO, ICI. 
Let us give a variant of the preceding result dealing with continuous 
mappings f instead of U.S.C. mappings. 
PROPOSITION 3.3. Let Y be a T, topological space containing the image 
of a continuous mapping y: [0, l] + Y as a closed subset. Suppose that 
P,(y(l)) is closed, y(t)$P(y(l)) for te [0, l[. Moreover assume that X is 
a normal topological space and F is a multifunction with F(w,) nonempty and 
closed. If for all continuous mappings f: X + Y, the multtfunction M is SAC. 
at wo, then F is U.C. at wo. 
Proof Suppose that F is not U.C. at wo. Then we can choose a closed 
set Kc X and a net (wJic, converging to w. so that Kn F(w,) = @ and 
Kn F(wi) # @ for each i E I. As X is normal there exists a continuous func- 
tion h: X+ [0, 1 ] such that h(x) = 1 for x E K and h(x) = 0 for x E F(w,). 
Let f(x) = y(h(x)) for XE X. Then f: X + Y is a continuous mapping with 
Wwo) = {Y(O)) as Y is TI and yam for iEZ as f(X)cy([O, 11) 
and y(t) $ P(y( 1)) for t E [0, l[. Since M is S.U.C. at w. we have that 
y( 1) E P;‘(Q) for each neighbourhood Q of y(0). Hence there exists a net 
(yj)jEJ converging to y(0) with yip;’ for ~E.Z. As P,(y(l)) is 
closed we get that y(0) E P= (y( 1 )), which is a contradiction. 
An analogous proposition holds for M’. 
Remark 3.2. Assumptions imposed on Y in Proposition 3.3 are fulfilled 
for every T, topological vector space Y ordered by a closed (not necessarily 
convex) cone C, which is not symmetric. Indeed, if c E C and -c $ C then 
y: [O,l] + Y defined by y(t) = tc for t E [0, 1] is a continuous mapping 
satisfying the assumptions of Proposition 3.3. Moreover for M, and Mb, 
Y may not fulfill any separation axiom. 
Let X be a class of U.S.C. (resp. 1.s.c.) mappings from X to Y. Following 
10 PENOT ANDSTERNA-KARWAT 
[ 143 we say that a multifunction F: W + X preserves at w0 the upper 
(resp. lower) semicontinuity of X if for every fe X the appropriate 
marginal multifunction M is S.U.C. at w0 (resp. i.1.c. at wO). 
Hence if Y is a T, topological vector space ordered by a closed cone, 
which is not symmetric, we get by Proposition 3.2 that if F preserves at w0 
the upper semicontinuity of all U.S.C. mappings then F must be U.C. at w,, . 
Moreover, if Y = R with its usual order we obtain by Theorem 3.1 and 
Proposition 3.2 that F preserves at w0 the upper semicontinuity of all 
U.S.C. functions if and only if F is U.C. at wO. Example 3.1 shows that this 
equivalence fails to be true in higher dimensional topological vector 
spaces. Another example can be given by ; letting W= R + , X= Y = R2 
with order given by IR:, F(w)= (0) x {HER: tw< l} for w>O, and 
F(0) = (0) x R + u { (LO)} and f being the identity mapping on IF!*. Then 
M is not S.U.C. at 0. Observe that assumption (c) of Theorem 3.1 does not 
hold this time. 
If we assume that F(w,) is nonempty and closed, then by Proposition 3.3 
it is suffkient for F to preserve at w0 the upper semicontinuity of all con- 
tinuous mappings in order to be U.C. at wO, whenever Y is a T, topological 
vector space ordered by a closed cone which is not symmetric and X is 
normal. Hence using Poposition 3.3 one can recover the following scalar 
case. 
COROLLARY 3.3 [14, Proposition 71. Let X be a normal space. If a 
closed-valued multtfunction F: W + X preserves at w,, the upper semicon- 
tinuity of all continuous functions f: X + [w then F is U.C. at wO. 
4. INF-LOWER CONTINUITY OF THE MARGINAL MULTIFUNCTIONS 
Now we turn our attention to inf-lower continuity of the marginal multi- 
functions. The results of this section generalize Berge’s theorem [2]; see 
also [l, Sect. 4.2; l&12; 14-16; 21; 253. 
PROPOSITION 4.1. Under the following assumptions the marginal multi- 
function A4 is i.1.c. at wO: 
(a) f is 1.s.c. at {w,,} x F(w,); 
(b) F is l.c. at w,; 
(c) there exists a neighbourhood W, of w0 such that for each w E W, 
with M(w)#@ one hasf({w}xF(w))~P~‘(M(w)). 
Proof Let y, E M( wO) and let V be a neighbourhood of yO. As 
y, E f ({ w,,} x F(wO)), there exists x0 E F(w,,) with f (w,, x,,) E V. Let W, , X, 
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be neighbourhoods of w0 and x0, respectively, such that 
f(w,x)eP=(V)=P(V)u Vfor each (w,x)~W,xX,. As Fis l.c. at w,, we 
have a neighbourhood W, of w0 with F(w) n X, # 0 for each w E W,. 
Take U = W,, n W, n W,. Then by (c), for each w E U with M(w) # 0 
there exists x E F(w) n X, and y E M(w) with f( w, x) cp y. This means that 
~EP(V)U V, thus M(w)nP=(V)#@ for each wEUwith M(w)#@. 1 
Analogous propositions hold for M,, M’, Mi. 
In fact, under assumption (c) of Proposition 4.1, M is i.1.c. at (w,, y,) if 
G =fop is i.1.c. at (w,, y,,) and assumptions (a) and (b) ensure this 
property, where P is the multifunction defined in Proposition 3.1. 
For Y= R with its usual order one recovers the fact [2, p. 115; 21, 
Theorem 63 that the marginal function m is 1.s.c. whenfis 1.s.c. and F is l.c. 
since the assumption on M is automatically satisfied with M(w) = 
{m(w)> n R. 
Conditions ensuring that assumption (c) is satisfied are given in [3, 5, 6, 
17, 18, 20, 24, 311. 
EXAMPLE 4.1. Let W= R,, X= Y = R* with order given by rW: . 
Define F: W -i> Y by F(w)={O}x R+u{(l,O)} for w>O and 
F(0) = { 0} x [0, 1 ] u { (1, 0)). Then for f the identity mapping on R*, we 
have M(w)=((l,O)} f or w>O and M(O)={(O, l),(l,O)}. Hence M is 
not i.1.c. at 0 although F is l.c. at 0. Observe that assumption (c) of 
Proposition 4.1 does not hold here. 
PROPOSITION 4.2. Let Y be a T, topological space. Suppose that there 
exist y,, y2~ Y with y,~P(y,), y,$P:‘(y,) and P:‘(y,) is closed. Then 
the following conditions are equivalent: 
(i) F is l.c. at w,; 
(ii) for every mapping j X+ Y 1.s.c. on F(w,) and satisfying assump- 
tion (c) of Proposition 4.1 the associated marginal multifunction M: W * Y 
is i.1.c. at wO. 
Proof: In view of Proposition 4.1 we have only to show that (ii) implies 
(i). Let y,, y, E Y b&such that y,Py, and not y,P,y,. Suppose that Fis not 
l.c. at wO. Then there exist q, E F(w,) and some open neighbourhood Q of 
x0 such that Q n F(wi) = 0 for each in Z, where (w~)~~, is a net converging 
to w,,. The mapping f: X+ Y defined by f(x) = y, for x E Q and f(x) = y, 
if x & Q is 1.s.c. everywhere. As Y is T, we get that M(w,) = { y2}, 
M(wi)= {Yl> f or ie 1, and condition (c) of Proposition 4. is also fulfilled. 
Thus M is i.1.c. at w0 and for every neighbourhood N of y, we have 
y, E P=(N), hence there exists a net (z)/~~ converging to y, with zjP= y, 
for each ~EJ. As P:‘(y,) is closed we obtain that y,P, y,, which is a 
contradiction. 1 
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Hence, by Proposition 4.2, in any T, topological vector space Y ordered 
by a closed cone which is not symmetric, if F preserves at w0 the lower 
semicontinuity of all 1.~. mappings then F must be l.c. at w,,. If Y = R with 
its usual order then F is l.c. at w,, if and only if F preserves at w0 the lower 
semicontinuity of all 1.~. functions. The equivalence is not valid for higher 
dimensional topological vector spaces Y. 
In analogy with Proposition 3.3 we can prove 
PROPOSITION 4.3. Let Y be a T, topological space containing the image 
of a continuous mapping y: [0, l] + Y as a closed subset. Suppose that 
P:‘(y(O)) is closedandy(t)$P=(y(l))for tE [0, l[. Moreover assume that 
X is T,., (completely regular). If for all continuous f: X --+ Y the marginal 
multtfunction A? is i.1.c. at w0 then F is l.c. at wO. 
Proof Suppose that F is not l.c. at w,,. Then there exist x0 E F(w,) and 
some neighbourhood Q of x0 such that Q n F(w,) = @ for some net (w~)~~, 
converging to w,, and i E I. As X is a completely regular space there exists 
a continuous function h: X-t [0, l] such that h(x,) = 1 and h(x) = 0 for 
x # Q. Let f(x) = y(h(x)) for x E X. Then f: X+ Y is a continuous mapping 
with y( 1) E M( we) and M( w,) = {y(O)} for in I. Since M is i.1.c. at w0 we 
have that ye P=(N) for each neighbourhood N of y(1). As P,‘(y(O)) is 
closed one gets that y(0) E P= (y( 1)) which is a contradiction. i 
An analogous proposition holds for M’. Moreover for M, and Mk, Y 
may not fulfill any separation axiom. 
Using Remark 3.2, Proposition 4.3 can be formulated as follows: if Y is 
a T, topological vector space ordered by a closed cone, which is not sym- 
metric, and X is T,., then if F preserves at w0 the lower semicontinuity of 
all continuous mappings then F must be l.c. at w,,. 
5. LOWER CONTINUITY OF THE MARGINAL MULTIFLTNCTIONS 
Now we shall deal with a topological vector space ordered by a convex 
closed normal cone C. Let us recall one of equivalent characterizations of 
a normal cone, namely, C is a normal cone in Y if and only if Y has a 
neighbourhood basis of zero formed by sets N satisfying N = (N + C) n 
(N-C). 
LEMMA 5.1. Let K be a compact subset of Y and let y, E K be such that 
Kn (y, + C) = { yO}. Let V, E “Y, the family of neighbourhoods of 0 in Y. 
Then there exist VE v and an open subset Q of Y such that Q - C = Q, 
KcQ, Qn(y,+ V+C)cy,+ Vo. 
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Proof: As C is normal we may suppose without loss of generality that 
V, = ( V0 + C) n (V,, - C). Let us show that we can find V1 E V” such that 
Kn (yO+ V, + C) cy,+ V,,. If this is not possible there exists a net (yi)iel 
in K, yi$yo+ V, with yi=yo+vi+ci, cioC, for ieZ and the net (ui)ipl 
converges to 0. As K is compact (yi)ic, has a convergent subnet (yj)jEJ. Its 
limit y is in K and in y, + C, hence y = y,. This is a contradiction with 
yi#yo+ V. for iEZ. 
Let Vz E V be such that V, + V, c I/, and let V= V, n V,. Let 
Q,=y,+V,-C and Q2=Y\(yo+V2+C). Then Q2 is open and 
Q, - C= Q2 since C is convex. Put Q = Q1 u Q2. Let y E Q n (y, + V+ C). 
If ~EQ, then y-y,E(V,-C)n(V,+C)cV,. If ~EQ~ and y~y~+ 
I’+ C then y - yoe V2 + C but y - y,$ Vz + C, an impossibility. As 
yo+V2+C~yo+VZ+C+V2~yo+VI+CwehaveKcQ,uQ,,sinceif 
yEKn(y,+ V,+C) then yEKn(y,+ V,+C)cyo+ V. and yeQ2 if 
Y#(Yo+ V2+C). I 
PROPOSITION 5.1. Suppose Y is a topological vector space ordered by a 
closed, convex, normal cone C. Suppose 
(a) f is continuous on { w. > x F( w,); 
(b) E is U.C. at w. and F is l.c. at w,; 
(c) there exists a neighbourhood W, of w. such that for each w E W, 
one hasf({w)xF(w))cM(w)-C; 
(d) M(w,) is compact; 
where, as in Proposition 3.1, E is defined by p(w) = {w} x F(w) for w E W. 
Then M is IL at wo. 
Prooj As (d) holds, assumption (e) of Proposition 3.1 is satisfied as are 
its other assumptions. Thus M is S.U.C. at wo. Now the assumptions of 
Proposition 4.1 are satisfied too, so that M is i.1.c. at wo. Moreover the 
domain of M is a neighbourhood of w. containing W. by (b) and (c). Let 
I’, E Y and y, E M( wo). Let VE Y and Q be as in Lemma 5.1. Then we can 
choose a neighbourhood U of w. in W, such that M(w) c Q = Q - C for 
each w E U and M(w) n (y. + V+ C) # 0 for each w E U. Thus M(w) n 
(yo+Vo)#12/foreach wEUandMisl.c.atw,. 1 
PROPOSITION 5.2. Suppose that Y is a Tz topological vector space 
ordered by a closed, convex, normal cone C. Suppose that F(w,) is compact 
and 
(a) f is continuous on {wo} x F(w,); 
(b) F is continuous at w. (i.e., F is l.c. at w. and U.C. at w,); 
409/144/l-2 
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(c) there exists a neighbourhood W, of wO such that for each w E W, 
one hasf({w} xF(w))cM(w)-C. 
Then M is IL. at wO. In particular if M(w) is a singleton for WE W,, M is 
continuous at wO. 
Proof: We observe first that assumption (e) of Proposition 3.1 is 
fulfilled. As f ({ wO} x F(w,)) IS compact we get that M(w,) c f ( { wO> x 
F(w,)) c M(w,) - C. Let V be an open set containing M(w,); then V- C 
is an open set which contains the compact set M(w,). Hence there is an 
open set Q including M(w,) with Q - Cc V- C- C= V- C and therefore 
(e) holds. Moreover let us note that for every y, E M(w,)M(w,) n 
(v. + C= bo>. And now proceeding as in the proof of the previous 
proposition we get that M is l.c. at wO. 
The last assumption of Proposition 5.2 is obviously satisfied if Y = R 
with its usual order, so that we recover a famous result of Berge [2,21]. 
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