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1. Введение
Рассмотрим X0, . . . , Xl — независимые стандартные гауссовские векторы в Rd.
Гауссовским симплексом (или гауссовским политопом) будем называть выпуклую обо-
лочку векторов X0, . . . , Xl (см., например, [3]).
Нас будет интересовать взвешенный гауссовский симплекс — выпуклая оболочка
векторов σ0X0, . . . , σlXl для некоторого l = 1, . . . , d, где σ0, . . . , σl — положительные
вещественные числа.
Одной из целей данной работы является изучение распределения объема взвешен-
ного гауссовского симплекса.
Пусть χ1, . . . , χd ∈ R1 — независимые случайные величины, такие, что для каждого
k = 1, . . . , d величина χk имеет хи-распределение с k степенями свободы (то есть
распределение длины стандартного гауссовского вектора в Rk).
Одним из основных результатов работы является явный вид распределения объема
взвешенного гауссовского симплекса.
Теорема 1.1. Зафиксируем некоторое l = 1, . . . , d. Рассмотрим X0, . . . , Xl — незави-
симые стандартные гауссовские векторы. Тогда для любых весов σ0, . . . , σl > 0
|conv(σ0X0, . . . , σlXl)| d=
1
l!




+ . . .+
1
σ2l
χd−l+1 . . . χd. (1.1)
В случае, когда σ0 = . . . = σl = 1, данный результат был получен в [2]. Отметим,







где Γ(t) — гамма-функция.
Поэтому в качестве следствия (1.1) можно вычислить моменты объема взвешен-
ного гауссовского симплекса:
E|conv(σ0X0, . . . , σlXl)|p =
[













Формула (1.3) была получена Жульеном Рандон-Фурлингом и Дмитрием Запо-
рожцем в [5].
Другой целью работы является изучение связи между некоторыми случайными
величинами, связанными с фиксированным выпуклым телом.
Пусть M – выпуклое тело в Rd с объемом ∥M∥ и площадью поверхности |M |.













где AxM = {P1, P2 | ρ (P1, P2) < x} – множество пар точек (P1, P2), таких, что расстояние
между ними меньше x, а dPi (i = 1, 2) – d-мерная мера Лебега.
Пусть κd обозначает объем d-мерного единичного шара, ωd = dκd — площадь по-
верхности (d−1)-мерной единичной сферы в Rd, а Ad,k – множество всех k-мерных аф-
финных подпространств E в Rd с заданной на нем инвариантной относительно движе-
ний мерой Хаара µd,k, нормированной таким образом, что мера подпространств, пере-
секающих d-мерный единичный шар Bd, равна κd−k (см., например, [7, Theorem 13.2.12]):
µd,k(
{
E ∈ Ad,k | E ∩Bd ̸= ∅
}
) = κd−k.
Важным для нас частным случем является пространство прямых Ad,1, которые,
во избежание путаницы, мы будем обозначать символом g. Для g ∈ Ad,1 обозначим









где ByM = {g ∈ Ad,1 | g ∩M ̸= ∅ и |χ(g)| < y} и |χ(g)| обозначает длину хорды χ(g).














Еще одним основным результатом данной работы является усиление (1.4): мы по-
лучим следующую явную формулу, выражающую F (ρ)M через FM , а в качестве след-
ствия выведем из нее (1.4) (данный результат был опубликован, см. [9]).























Дифференцируя по x, мы незамедлительно получаем формулу для плотности f (ρ)M
функции распределения расстояния ρ (P1, P2).
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Формулы (1.5) и (1.6) в размерности 2 были получены Арютюнян и Оганяном в [1].
Работа организована следующим образом. Следующая глава посвящена доказа-
тельству теоремы 1.1. В главе 3 приводятся некоторые необходимые нам факты из
интегральной геометрии (раздел 3.1), доказательство Теоремы 1.2 (раздел 3.2), и (в
заключительном разделе) вывод формулы Кингмана (1.4) из Теоремы 1.2.
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2. Распределение объема взвешенного гауссовского
симплекса
2.1. Вспомогательные утверждения
Следующие утверждения хорошо известны, но для удобства читателя мы приво-
дим их с подробными доказательствами.
Лемма 2.1. Пусть Y1, . . . , Yl — независимые стандартные гауссовские векторы в
Rd, l ∈ {1, . . . , d}. Тогда
|conv(0, Y1, . . . , Yl)| d=
1
l!
χd−l+1 . . . χd,
где χi — независимые случайные величины, χk имеет χ-распределение c k степенями
свободы.
Доказательство. Обозначим за Uk линейную оболочку векторов Yk, . . . , Yl. Симплекс
conv(0, Yk, . . . , Yl) обозначим за Sk. Тогда объем Sk мы можем вычислить по формуле
« 1
dim(Sk)
× высота × площадь основания». Получаем следующее:
|conv(0, Y1, . . . , Yl)| = |S1| =
1
l
dist(Y1, U2) · |S2| =
=
1
l · (l − 1)





dist(Yk, Uk+1) · |Yl|.
Заметим, что так как Yk не зависит от всех последующих, а распределение Yk
сферически инвариантно,
dist(Yk, Uk+1) d= dist(Yk, L),
где L — фиксированное подпространство размерности l − k.
Отметим, что dist(Yk, L) = |PrL⊥Yk|, где PrL⊥ — ортогональный проектор на под-
пространство L⊥ размерности d−l+k. Но проекция стандартного гауссовского вектора
на подпространство размерности d− l+ k имеет в этом подпространстве стандартное
гауссовское распределение, а значит, длина этой проекции имеет распределение χ-
распределение с d− l + k степенями свободы.
Получаем, что
∏l−1
k=1 dist(Yk, Uk+1) · |Yl|
d
= χd−l+1 . . . χd, где χi — независимы.
Таким образом,





dist(Yk, Uk+1) · |Yl| d=
1
l!
χd−l+1 . . . χd.
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Лемма 2.2. Пусть η1, η2, θ1, θ2, ξ1, ξ2 – положительные с вероятностью 1 случайные
величины, такие, что
η1 · θ1 = ξ1,
η2 · θ2 = ξ2,




Доказательство. Прологарифмируем равенства из условия и получим следующее:
log η1 + log θ1 = log ξ1,
log η2 + log θ2 = log ξ2.
Величины в левой части каждого из равенств независимы, поэтому характеричти-
ческая функция их суммы есть произведение характеристических функций. Получа-
ем, что
ϕlog η1(t) · ϕlog θ1(t) = ϕlog ξ1(t) = ϕlog ξ2(t) = ϕlog η2(t) · ϕlog θ2(t),
где во вотором равенстве мы воспользовались тем, что ξ1 d= ξ2. Пользуясь тем, что
θ1
d
= θ2, получаем, что ϕlog η1(t) = ϕlog η1(t), откуда следует требуемое утверждение.
2.2. Доказательство теоремы 1.1
В первую очередь рассмотрим случай l = d.
Параллельно перенесем наш симплекс на вектор −σ0X0 и получим, что
|conv(σ0X0, . . . , σdXd)| = |conv(0, σ1X1 − σ0X0, . . . , σdXd − σ0X0)|.
Объем полученного симплекса мы считать умеем: нужно посчитать объем паралле-
лепипеда, натянутого на векторы σ1X1 − σ0X0, . . . , σdXd − σ0X0 (то есть вычислить
определелить соответственной матрицы) и разделить его на d!.
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Таким образом,























































где в последнем равенстве мы воспользовались тем, что определитель матрицы не
меняется при транспонировании.
Заметим, что столбцы полученной матрицы — независимые гауссовские векторы.
Действительно, все Xk между собой независимы, и координаты каждого из векторов
независимы. Зафиксируем k от 1 до d и рассмотрим k-й столбец, обозначим его Yk.
EYk = 0. Поймем, как выглядит ковариационная матрица Yk.













− σiσ0 cov(X(k)i , X
(k)
0 )︸ ︷︷ ︸
=0
−σjσ0 cov(X(k)0 , X
(k)







= σiσjcov(X(k)i , X
(k)
j ) + σ
2
0 = σiσjδij + σ
2
0,
где δij — символ Кронекера.
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Заметим, что ковариационная матрица Yk не зависит от k, обозначим эту матри-
цу M . Тогда мы можем сказать, что Yk = AXk, где Xk – независимые стандартные
гауссовские векторы, а матрица A такова, что AAT = M .
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Получаем, что
|conv(σ0X0, . . . , σdXd)| =
1
d!
det[AX1, . . . , AXd] =
1
d!
detA det[X1, . . . , Xd]. (2.1)
Сперва вычислим определитель A. Ввиду того, что AAT = M , получаем, что




σ21 . . . 0
... . . . ...
0 . . . σ2d
+ σ20 · I
 =





















+ . . .+ 1
σ2d
.
Осталось понять, как распределен det[X1, . . . , Xd], то есть объем параллелепипеда,
натянутого на векторы X1, . . . , Xd, обозначим его за P .
|P | = d! · |conv(0, X1, . . . , Xd)|.
В силу Леммы 2.1, |conv(0, X1, . . . , Xd)| d= 1d!χ1 . . . χd, следовательно
det[X1, . . . , Xd] d= χ1 . . . χd.
Подставляя полученный результат в (2.1), получаем, что
|conv(σ0X0, . . . , σdXd)| d=
1
d!




+ . . .+
1
σ2d
χ1 . . . χd, (2.2)
где величины χ1, . . . , χd — независимы.
Перейдем к рассмотрению случая l < d.
Рассмотрим пространство
Vl = aff(σ0X0, . . . , σlXl).
С вероятностью, равной 1, Vl — пространство размерности l. Обозначим за OVl орто-
гональную проекцию начала координат на Vl. Рассмотрим пространство
Wl = Vl −OVl .
В силу сфереческой инвариантности Xi и их независимости, линейное пространство
Wl будет равномерно распределено на линейном l-мерном Грассманиане относительно
заданной на нем меры Хаара. Заметим также, чтоWl не зависит от |conv(σ0X0, . . . , σlXl)|.
Рассмотрим проекцию на первые l координат — Pl, пусть PWl — ее ограничение на
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Wl. Тогда
|conv(σ0PlX0, . . . , σlPlXl)| = |conv(σ0PlX0 − PlOVl , . . . , σlPlXl − PlOVl)| =
= |conv(PWl (σ0X0 −OVl), . . . , PWl (σ0X0 −OVl)| =
= |conv(σ0X0 −OVl , . . . , σlXl −OVl)| · |det(PWl )| = (2.3)
= |conv(σ0X0, . . . , σlXl)| · |det(PWl )|.
Здесь в третьем равенстве мы воспользовались известным утверждением о том, как
меняется объем при линейных преобразованиях (см., например, [8], теорема 1.1.4).
Как отмечалось в разделе 3.1, ортогональная проекция стандартного гауссовского
вектора на подпространство размерности l имееет в этом пространстве стандартное
гауссовское распределение, отсюда, используя (2.2), получаем следующее:
|conv(σ0PlX0, . . . , σlPlXl)| d=
1
l!




+ · · ·+ 1
σ2l
χ1 . . . χl, (2.4)
где χ1, . . . , χl — независимые случайные величины, и для каждого i = 1, . . . , l величина
χi имеет χ-распределение с i степенями свободы.
Таким образом,









+ · · ·+ 1
σ2l
χ1 . . . χl, (2.5)
причем величины |conv(σ0X0, . . . , σlXl)| и |det(PWl )| независимы.
Рассмотрим пространство W = lin(0, Y1, . . . , Yl), где Yi — независимые стандарт-
ные гауссовские векторы в Rd. С вероятностью, равной 1, W — l-мерное линейное
пространтсво. В силу независимости и сферической инвариантности Yi, W будет рав-
номерно распределенное на линейном l-мерном Грассманиане.
Тогда
|conv(0, Y1, . . . , Yl) · |det(PWl )| = |conv(0, PlY1, . . . , PlYl)|,
где |det(PWl )| не зависит от |conv(0, Y1, . . . , Yl)|.
В силу Леммы 2.1,
|conv(0, Y1, . . . , Yl)| d=
1
l!
χd−l+1 . . . χd,
где величины χi независимы.
Аналогично, пользуясь тем, что PlYi — независимые стандартные гауссовские век-
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торы в Rl, получаем, что
|conv(0, PlY1, . . . , PlYl)| d=
1
l!
χ1 . . . χl.
Комбинируя последние три равенства, имеем:
1
l!





χ1 . . . χl. (2.6)




+ · · ·+ 1
σ2l








+ · · ·+ 1
σ2l









+ · · ·+ 1
σ2l
χ1 . . . χl.
(2.7)
Применяя Лемму 2.2 к равенствам (2.4) и (2.7), получим, что
|conv(σ0X0, . . . , σlXl)| d=
1
l!




+ . . .+
1
σ2l
χd−l+1 . . . χd.
Теорема 1.1 доказана.
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3. Случайные сечения выпуклых тел
3.1. Предварительные сведения
В данной главе мы будем пользоваться следующим известным результатом (см. [7,
Theorem 7.2.7]):
Утверждение 3.1 (Аффинная формула Бляшке-Петканчина). Пусть
k ∈ {1, ..., d} и f : (Rd)k+1 → R – неотрицательная измеримая функция. Тогда∫
(Rd)k+1






f(x0, . . . , xk)|conv(x0, . . . , xk)|d−kλE(dx0) . . . λE(dxk)µd,k(dE),
где bd,k = ωd−k+1···ωdω1···ωk и λE обозначает меру Лебега в подпространстве E.
Следующее утверждение хорошо известно (см., например, [6]), одноко в связи с
тем, что оно является почти прямым следствием формулы Бляшке–Петканчина, мы
приводим его с доказательством.






Доказательство. Применив формулу Бляшке-Петканчина в случае

































3.2. Доказательство Теоремы 1.2
Легко понять, что F (ρ)M (x) = 0 при x < 0 и F
(ρ)
M (x) = 1 при x ⩾ D. Поэтому дальше
мы будем работать с x ∈ [0, D].
Вместо требуемого нам интеграла
∫
ρ(P1,P2)<x
dP1dP2 мы будем работать с интегра-
лом
∫
ρ(P1,P2)⩾x dP1dP2, то есть рассмотрим






Воспользуемся Утверждением 3.1 и перейдем от переменных (P1, P2) к новым пе-
ременным (g, t1, t2), где g – элемент Ad,1 – прямая, проходящая через P1 и P2, a t1 и t2
























































































Чтобы найти значения I1 и I2, воспользуемся следующей леммой (см. [1]):
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∥M∥2 − κd−1|M |
dκd


































∥M∥2 − κd−1|M |
dκd




















































































3.3. Моменты расстояния между точками в области
Благодаря формуле (1.6), мы можем посчитать k-й момент расстояния между 2
точками, равномерно и независимо выбранными внутри выпуклого тела. Для этого




















































(1− FM(t)) dt, воспользуемся (3.4), подставив x = D














t d (1− FM(t))
= −κd−1|M |
dκd
d (1− FM(D))− D∫
0
(1− FM(t)) dt


























xk+d (1− FM(x)) dx. (3.8)
Заметим, что равентство (3.8) позволяет понять, как соотносятся моменты рассто-
яния между точками и длины случайной хорды.


















 = k D∫
0
xk−1 (1− FM(x)) dx. (3.9)
Подставляя (3.9) в (3.8), получаем
Mρk =
κd−1|M |
(k + d)(k + d+ 1)∥M∥2
Mk+d+1. (3.10)


















Для вычисления интеграла Jk докажем следующую лемму, аналогичную Лем-
ме 3.2:
Лемма. Пусть H(x) : [0, D] → R – непрерывная на [0, D] функция. Тогда для любого
x ∈ [0, D] выполнено
∫
ρ(P1,P2)<x























для некоторого θ ∈ [x, x+∆x]. Устремим ∆x к 0. Тогда, так как H непрерывна, а F ρM
– почти всюду дифференцируема, получаем
dG(x) = ∥M∥2H(x)dF ρM(x).
Тогда, так как G(0) = 0, получаем G(x) = ∥M∥2
∫ x
0





ρk(P1, P2)dP1dP2 = ∥M∥2
D∫
0
xkdF ρM(x) = ∥M∥
2Mkρ . (3.12)
Подставляя (3.3) и (3.12) в (3.10), получаем
Jk =
dκd
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