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EXTREMAL TRIGONOMETRIC POLYNOMIALS AND THE
PROBLEM OF OPTIMAL STABILIZATION OF CHAOS
D.V. DMITRISHIN AND A.D. KHAMITOVA
Abstract. For a pair of conjugate trigonometric polynomials C(t) =
n∑
j=1
aj cos jt,
S(t) =
n∑
j=1
aj sin jt normalized by the condition
n∑
j=1
aj = 1 the extremal prob-
lem
sup
a1,...,an
min
t
{C(t) : S(t) = 0} = − tan2
pi
2(n+ 1)
is solved. The solution is given by a unique non-negative extremal Fejer polyno-
mial. An application of this result in the control theory for nonlinear descrete
systems is shown. This paper is an extended version of [2]
As we know, the problem of optimal impact on chaotic regimes is one of the most
fundamental in nonlinear dynamics [1]. For a multiparameter families of discrete
systems this problem can be reduced to the choice of a direction that provides
maximum stability in one-parameter space. When we change this parameter we can
explore the sequence of bifurcations that leads to occurrence of a chaotic attractor.
The first bifurcation values of the parameter correspond to the loss of stable
equilibrium position in the system. These values are related to the area of Schur’s
stability of family of polynomials,
(1)

f(λ) = λn + k (a1λn−1 + · · ·+ an) ,
n∑
j=1
aj = 1


in the space of parameters k. All polynomials of the family (1) are stable for k = 0.
Because of continuous dependence of the zeros of polynomials on their coefficients
there exist two positive constants k1, k2, which depend on the coefficients a1, . . . , an,
such that for k ∈ (−k1, k2) the family (1) is still stable and the stability fails if
k = k2 + ε or k = −k1 − ε for positive ε small enough.
We need to maximize the length of robust stability segment i.e. the function
(2) Φ (a1, . . . , an) = k1 (a1, . . . , an) + k2 (a1, . . . , an) .
The function (2) has simple geometrical meaning. Since
f
(
eit
)
k · eint =
1
k
+
n∑
j=1
aj cos jt− i ·
n∑
j=1
aj sin jt,
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the points of intersection of the curve
{
x =
n∑
j=1
aj cos jt, y = −
n∑
j=1
aj sin jt
}
on
the OXY plane with OX axis correspond to those values of parameter k, for which
the polynomial of the family (1) has zeros on the unit circle. The length of the
longest segment which is defined by these points of intersection is 1
k1
+ 1
k2
.
Since
n∑
j=1
aj = 1, then f(1) = 1 + k, therefore max
a1,...,an
{k1 (a1, . . . , an)} ≤ 1. Let
I = sup
a1,...,an
min
t

C(t) : S(t) = 0,
n∑
j=1
aj = 1

 ,
where C(t) =
n∑
j=1
aj cos jt, S(t) =
n∑
j=1
sin jt. Then max
a1,...,an
{k2 (a1, . . . , an)} ≤ −1/I.
Hence,
max
a1,...,an
Φ (a1, . . . , an) ≤ 1− 1/I.
Note, that the value of I is negative as it follows from the Lemma 1.
The main result of this article is Theorem 1, which states that
I = − tan2 π
2(n+ 1)
.
Therefore,
(3) max
a1,...,an
{k2 (a1, . . . , an)} = cot2 π
2(n+ 1)
.
Theorem 1 implies that the extremal coefficients a01, . . . , a
0
n in the problem (3) are
positive. Hence
k1
(
a01, . . . , a
0
n
)
= 1.
Finally,
max
a1,...,an
Φ (a1, . . . , an) = 1 + cot
2 π
2(n+ 1)
=
1
sin2 π2(n+1)
.
In order to find the value of I, we need an auxiliary results that are included in
the following five lemmas and several corollaries.
Let
(4) ρ = min
t

C(t) : S(t) = 0,
n∑
j=1
aj = 1

 .
Since the polynomials C(t) and S(t) are periodic, it is enough to consider the
minimum in (4) on the segment [0, π].
Lemma 1. The value of ρ is negative.
Proof. Let F (z) =
∑n
j=1 ajz
j, where z is a complex variable. It is clear that z0 = 0
is a zero of F (z). Because of continuous dependence of polynomial zeros on the
coefficients the function
Fǫ(z) = ǫ+
n∑
j=1
ajz
j
has a zero zǫ of the module less then one for small enough ǫ.
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Now, let ρ ≥ 0. Then for any positive ǫ the graph of the function x+ iy = Fǫ(eit)
does not intersect the negative part of the real axis in (x, y) plane, i.e. does not
surround the origin for t ∈ [0, 2π]. By the argument principe the function Fǫ(z) does
not have zeros inside the unit disc which is false. By the contrapositive argument
Lemma 1 is proved.

Lemma 2. Let S (t1) = 0, t1 ∈ (0, π). Then trigonometric polynomials S(t) and
C(t) can be written in a unique way as
S(t) = (cos t− cos t1)·
n−1∑
j=1
a
(1)
j sin jt, C(t) = −
a
(1)
1
2
+(cos t− cos t1)·
n−1∑
j=1
a
(1)
j cos jt.
Proof. If the coefficients a1 . . . , an and a
(1)
1 , . . . , a
(1)
n−1 are connected by the relations
(5)


a1 = − cos t1 · a(1)1 + 12a
(1)
2 ,
a2 =
1
2a
(1)
1 − cos t1 · a(1)2 + 12a
(1)
3 ,
. . .
an−2 = 12a
(1)
n−3 − cos t1 · a(1)n−2 + 12a
(1)
n−1,
an−1 = 12a
(1)
n−2 − cos t1 · a(1)n−1,
an =
1
2a
(1)
n−1,
then
S(t) =
n∑
j=1
aj sin jt =
(
− cos t1 · a(1)1 +
1
2
a
(1)
2
)
sin t+ · · ·+
+
(
1
2
a
(1)
n−3 − cos t1 · a(1)n−2 +
1
2
a
(1)
n−1
)
sin(n− 2)t+
+
(
1
2
a
(1)
n−2 − cos t1 · a(1)n−1
)
· sin(n− 1)t+ 1
2
a
(1)
n−1 sinnt =
=
1
2
n−1∑
j=1
a
(1)
j sin(j + 1)t− cos t1 ·
n−1∑
j=1
a
(1)
j sin jt+
1
2
n−1∑
j=2
a
(1)
j sin(j − 1)t =
=
1
2
n−1∑
j=1
a
(1)
j (sin(j + 1)t+ sin(j − 1)t)− cos t1 ·
n−1∑
j=1
a
(1)
j sin jt =
= (cos t− cos t1) ·
n−1∑
j=1
a
(1)
j sin jt.
The determinant of the system of the last n−1 equations is equal to 21−n, there-
fore the coefficients a
(1)
1 , . . . , a
(1)
n−1 can be expressed in a unique way through the
coefficients a2, . . . , an, and the representation S(t) = (cos t− cos t1) ·
n−1∑
j=1
a
(1)
j sin jt
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is unique. Similarly, the system (5) implies
C(t) =
n∑
j=1
aj cos jt =
(
− cos t1 · a(1)1 +
1
2
a
(1)
2
)
cos t+ · · ·+
(
1
2
a
(1)
n−3 − cos t1 · a(1)n−2 +
1
2
a
(1)
n−1
)
cos(n− 2)t+(
1
2
a
(1)
n−2 − cos t1 · a(1)n−1
)
· cos(n− 1)t+ 1
2
a
(1)
n−1 cosnt =
1
2
n−1∑
j=1
a
(1)
j cos(j + 1)t− cos t1 ·
n−1∑
j=1
a
(1)
j cos jt+
1
2
n−1∑
j=2
a
(1)
j cos(j − 1)t =
1
2
n−1∑
j=1
a
(1)
j (cos(j + 1)t+ cos(j − 1)t)− cos t1 ·
n−1∑
j=1
a
(1)
j cos jt =
−a
(1)
1
2
+ (cos t− cos t1) ·
n−1∑
j=1
a
(1)
j cos jt.
Conversely, the equations S(t) = (cos t− cos t1) ·
n−1∑
j=1
a
(1)
j sin jt and C(t) =
−a
(1)
1
2 + (cos t− cos t1) ·
n−1∑
j=1
a
(1)
j cos jt imply (5). 
Remark 1. Let the trigonometric polynomial S(t) be represented in the form
S(t) = (cos t− (−1)q) ·
n−1∑
j=1
a
(1)
j sin jt,
where q is an integer. Then t1 = πq is a multiple root for the polynomial S(t).
Corollary 1. If S (t1) = 0 and t1 ∈ (0, π), then C (t1) = −a
(1)
1
2 , where a
(1)
1 is
determined in a unique way through the coefficients a2, . . . , an from the system (5).
Corollary 2. If S (t1) = 0 and t1 ∈ (0, π), then C(π) = −a
(1)
1
2 − (1 + cos t1) ·
n−1∑
j=1
(−1)j · a(1)j .
Lemma 3. Let S (t1) = · · · = S (tm) = 0, tj ∈ (0, π), j = 1, . . . ,m (m < n). Then
the trigonometric polynomial S(t) is presented uniquely by
S(t) =
m∏
j=1
(cos t− cos tj) ·
n−m∑
j=1
a
(m)
j sin jt.
Proof. By Lemma 2,
S(t) = (cos t− cos t1) ·
n−1∑
j=1
a
(1)
j sin jt =
=
2∏
j=1
(cos t− cos tj) ·
n−2∑
j=1
a
(2)
j sin jt = · · · =
m∏
j=1
(cos t− cos tj) ·
n−m∑
j=1
a
(m)
j sin jt.
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The desired representation is will be obtained if the coefficients a1, . . . , an and
a
(m)
1 , . . . , a
(m)
n−m are related via the collection of m systems of equations consisting
of the system (5) and the following m− 1 systems
(6)


a
(j−1)
1 = − cos tj · a(j)1 + 12a(j)2 ,
a
(j−1)
2 =
1
2a
(j)
1 − cos tj · a(j)2 + 12a
(j)
3 ,
. . .
a
(j−1)
n−j−1 =
1
2a
(j)
n−j−2 − cos tj · a(j)n−j−1 + 12a
(j)
n−j ,
a
(j−1)
n−j =
1
2a
(j)
n−j−1 − cos tj · a(j)n−j ,
a
(j−1)
n−j+1 =
1
2a
(j)
n−j ,
j = 2, . . . ,m. The coefficients a
(1)
1 , . . . , a
(1)
n−1 are uniquely determined by the co-
efficients a2, . . . , an from the system (5). Moreover, the coefficients a
(j)
1 , . . . , a
(j)
n−j,
j = 2, . . . ,m are uniquely determined by the coefficients a
(j−1)
2 , . . . , a
(j−1)
n−j+1 of the
j-th system from the collection (6).

Lemma 4. Let
(7) S (t1) = · · · = S (tm) = 0, C (t1) = · · · = C (tm) , m < n,
where t1, . . . , tm are pairwise distinct and belong to the interval (0, π). Then C(t)
is uniquely represented by
(8) C(t) = −a
(m)
m
2m
+
m∏
j=1
(cos t− cos tj) ·
n−m∑
j=m
a
(m)
j cos jt.
Proof. First, notice that n ≥ 2m. Since tj ∈ (0, π), j = 1, . . . ,m, then identities (7)
are equivalent of the existence of 2m roots for the algebraic polynomial f(z) =
a0 +
n∑
j=1
aj · zj on the unit circles eitj , e−itj , j = 1, . . . ,m. Therefore, 2m ≤ n.
We prove (8) by induction. Lemma 2 implies the expression form = 1. Applying
Lemma 2 twice, we get
C(t) = −a
(1)
1
2
+ (cos t− cos t1) ·

−a(2)1
2
+ (cos t− cos t2)
n−2∑
j=1
a
(2)
j cos jt

 =
= −a
(1)
1
2
− a
(2)
1
2
(cos t− cos t1) + (cos t− cos t1) · (cos t− cos t2) ·
n−2∑
j=1
a
(2)
j cos jt.
Since C (t1) = C (t2) and cos t1 6= cos t2, then a(2)1 = 0. Having in mind the first
equation of the first system from the collection (6) we get
C(t) = −1
2
(
− cos t2 · a(2)1 +
1
2
a
(2)
1
)
+(cos− cos t1)·(cos t− cos t2)·
n−2∑
j=2
a
(2)
j cos jt =
= −1
4
a
(2)
2 + (cos t− cos t1) · (cos t− cos t2) ·
n−2∑
j=2
a
(2)
j cos jt.
Hence, (8) is valid for m = 2.
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Assuming that (8) is valid m− 1 let check it for m:
C(t) = −a
(m−1)
m−1
2m−1
+
m−1∏
j=1
(cos− cos tj) ·
n−m+1∑
j=m−1
a
(m−1)
j cos jt =
= −a
(m−1)
m−1
2m−1
+
m−1∏
j=1
(cos t− cos tj) ·

−a(m)1
2
+ (cos t− cos tm) ·
n−m∑
j=1
a
(m)
j cos jt

 .
Since C (t1) = C (tm) and cos tm 6= cos t1, . . . , cos tm 6= cos tm−1, then a(m)1 = 0.
Let consider the last system from the collection (6) and recall that a
(m−1)
1 = · · · =
a
(m−1)
m−2 = 0. Then the first equation implies that a
(m)
2 = 0, and subsequently
the second, the third and all the others equations implies a
(m)
3 = 0, . . . , a
(m)
m−1 =
0. Therefore, taking into account the first equation of the last system from the
collection (6) we obtain:
C(t) = − 1
2m−1
·
(
1
2
a
(m)
m−2 − cos tm · a(m)m−1 +
1
2
a(m)m
)
+
+
m−1∏
j=1
(cos t− cos tj) ·

−a(m)1
2
+ (cos t− cos tm) ·
n−m∑
j=1
a
(m)
j cos jt

 =
= −a
(m)
m
2m
+
m∏
j=1
(cos t− cos tj) ·
n−m∑
j=m
a
(m)
j cos jt.

Corollary 3. If (7) holds then
C (t1) = · · · = C (tm) = −a
(m)
m
2m
,
where a
(m)
m are uniquely determined via the coefficients a2, . . . , an from the collection
of the systems of equations (5), (6).
Corollary 4. If (7) holds then
C (π) = −a
(m)
m
2m
−
m∏
j=1
(1 + cos tj) ·
n−m∑
j=m
(−1)ja(m)j .
Lemma 5. Let
S(t) =
m∏
j=1
(cos t− cos tj) ·
n−m∑
j=m
a
(m)
j sin jt,
where t1, . . . , tm are pairwise distinct and belong to the interval (0, π) while 2 ≤
m ≤ n2 . Then C (t1) = · · · = C (tm).
Proof. From the numbers t1, . . . , tm let chose any, say t1. Then by Lemma 2,
S(t) = (cos t− cos t1) ·
n−1∑
j=1
a
(m)
j sin jt. Since a
(m)
1 = · · · = a(m)m−1 = 0, then from
the systems (6) subsequently find a
(m−1)
1 = · · · = a(m−1)m−2 = 0, a(m−1)m−1 = a
(m)
m
2 ,
a
(m−2)
1 = · · · = a(m−2)m−3 = 0, a(m−2)m−2 =
a
(m−1)
m−1
2 , . . . , a
(1)
1 =
a
(2)
2
2 . From here a
(1)
1 =
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a(m)m
2m−1 . By Lemma 2, C (t1) = −
a
(1)
1
2 = −a
(m)
m
2m . The coefficient a
(m)
m is independent
on t1, . . . , tm, therefore C (tj) = −a
(m)
m
2m , j = 1, . . . ,m. 
Theorem 1. Let C(t) and S(t) be a pair of conjugated trigonometric polynomials
C(t) =
n∑
j=1
aj cos jt, S(t) =
n∑
j=1
aj sin jt,
normalized by the conditions
n∑
j=1
aj = 1.
Let I be a solution to the extremal problem sup
a1,...,an
min
t
{C(t) : S(t) = 0}. Then
I = − tan2 π
2(n+ 1)
.
Proof. The function S(t) is zero at t = π for any coefficients a1, . . . , an. The value
of sup {ρ (a1, . . . , an)} will be found searching over the set
AR =

(a1, . . . , an) :
n∑
j=1
= 1,
n∑
j=1
|aj | ≤ R

 .
The function ρ (a1, . . . , an) is continuous on the setAR, except the points (a1, . . . , an),
for which minimal value C(t) achieves at those zeros of S(t) where it does not
change sign. A lower limit of the function ρ (a1, . . . , an) is equal the value of the
function at the points of discontinuity which means that the function ρ (a1, . . . , an)
is semi-continuous from below.
Together with the function ρ (a1, . . . , an) we will consider the function
ρ1 (a1, . . . , an) = min
t∈[0,π]
{C(t) : t ∈ T ∪ {π}} ,
where T is a set inside the interval (0, π), where the function S(t) changes sign.
The set T ∪ {π} is a subset of all zeros of S(t), therefore ρ ≤ ρ1, where ρ ≤
sup
(a1,...,an)∈AR
{ρ (a1, . . . , an)} and ρ1 ≤ sup
(a1,...,an)∈AR
{ρ1 (a1, . . . , an)}.
The function ρ1 (a1, . . . , an) is upper semi-continuous therefore it achieves the
maximum value on the set AR i.e. ρ1 = max
(a1,...,an)∈AR
{ρ1 (a1, . . . , an)}. Lemma 1
implies that ρ1 < 0.
The pair of the trigonometric polynomials
{
C0(t), S0(t)
}
, on which the maxi-
mum is achieved will be called the optimal pair.
Let for the optimal polynomial S0(t) the set T = {t1, . . . , tq}, 0 ≤ q ≤ n− 1 be
nonempty. Let
min
{
C0 (t1) , . . . , C
0 (tq)
}
= C0 (t1) ,
assuming additionally that C0 (t1) = C
0 (tj), j = 1, . . . ,m (1 ≤ m ≤ q), C0 (t1) <
C0 (tj), j = m+ 1, . . . , q.
Then two cases are possible: either C0 (t1) < C
0(π) or C0(π) ≤ C0 (t1).
Case 1. By Lemmas 3, 4, the trigonometrical polynomials S0(t), C0(t) have
form
S0(t) =
m∏
j=1
(cos t− cos tj) ·
n−m∑
j=m
a
(m)
j sin jt,
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C0(t) = −a
(m)
m
2m
+
m∏
j=1
(cos t− cos tj) ·
n−m∑
j=m
a
(m)
j cos jt.
Since C0 (t1) = −a
(m)
m
2m and ρ1 < 0, by Lemma 1 we have a
(m)
m > 0. Moreover,
C0(0) = 1, therefore
−a
(m)
m
2m
+
m∏
j=1
(1− cos tj) ·
n−m∑
j=m
a
(m)
j = 1,
n−m∑
j=m
a
(m)
j =
1 +
a(m)m
2m
m∏
j=1
(1− cos tj)
> 0.
Let us build the following auxiliary polynomials
S (θ1, . . . , θm; t) = N (θ1, . . . θm) ·
m∏
j=1
(cos t− cos θj)
n−m∑
j=m
a
(m)
j sin jt,
C (θ1, . . . , θm; t) = N (θ1, . . . θm) ·

−a(m)m
2m
+
m∏
j=1
(cos t− cos θj)
n−m∑
j=m
a
(m)
j cos jt

 ,
where the normalizing factor N (θ1, . . . , θm) guaranties that the total sums of the
coefficients S (θ1, . . . , θm; t) and C (θ1, . . . , θm; t) is equal to one. For the polynomial
S (θ1, . . . , θm; t) the set of sign changes will be Tθ = {θ1, . . . , θm, tm+1, . . . , tq}. It
is clear that S (t1, . . . , tm; t) ≡ S0(t) and C (t1, . . . , tm; t) ≡ C0(t). The factor
N (θ1, . . . , θm) is determined by the condition C (θ1, . . . , θm; 0) = 1, i.e.
N (θ1, . . . , θm) =
1
−a(m)m2m +
m∏
j=1
(1− cos θj)
n−m∑
j=m
a
(m)
j
.
Finally, the polynomials S (θ1, . . . , θm; t) and C (θ1, . . . , θm; t) could be defined by
the expressions
S (θ1, . . . , θm; t) =
m∏
j=1
(cos t− cos θj)
n−m∑
j=m
a
(m)
j sin jt
−a(m)m2m +
m∏
j=1
(1− cos θj)
n−m∑
j=m
a
(m)
j
,
C (θ1, . . . , θm; t) =
−a(m)m2m +
m∏
j=1
(cos t− cos θj)
n−m∑
j=m
a
(m)
j cos jt
−a(m)m2m +
m∏
j=1
(1− cos θj)
n−m∑
j=m
a
(m)
j
.
Let us show that the value of ρ1 for the pair {S (θ1, . . . , θm; t) , C (θ1, . . . , θm; t)}
is bigger then for the pair
{
S0(t), C0(t)
}
, i.e. the pair
{
S0(t), C0(t)
}
cannot be
optimal.
By the Corollary 3 we get
C (θ1, . . . , θm; θ1) = · · · = C (θ1, . . . , θm; θm) = −
a(m)m
2m
−a(m)m2m +
m∏
j=1
(1− cos θj)
n−m∑
j=m
a
(m)
j
.
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Since a
(m)
m > 0 and
n−m∑
j=m
a
(m)
j > 0 , then all C (θ1, . . . , θm; θj), j = 1, . . . ,m, are
increasing functions of the parameters θ1, . . . , θm.
From the continuity of trigonometric polynomials on t and an all coefficients fol-
lows that for a small enough ε there is δ, such that the conditions 0 < θj−tj < δ, j =
1, . . . ,m, imply C (θ1, . . . , θm; θj) > C
0 (tj), j = 1, . . . ,m,
∣∣C (θ1, . . . , θm; tj)− C0 (θj)∣∣ <
ε, j = m + 1, . . . , q,
∣∣C (θ1, . . . , θm;π)− C0(π)∣∣ < ε. The above inequalities mean
that the value of
min {C (θ1, . . . , θm; θ1) , . . . , C (θ1, . . . , θm; θm) , C (θ1, . . . , θm; tm+1) , . . . ,
C (θ1, . . . , θm; tq) , C (θ1, . . . , θm;π)}
is larger then min
{
C0 (t1) , . . . , C
0 (tq) , C
0(π)
}
at least for small enough positive
θj − tj , j = 1, . . . ,m, i.e. the pair
{
S0(t), C0(t)
}
is not optimal one.
Case 2. By Corollary 4,
C0(π) = −a
(m)
m
2m
−
m∏
j=1
(1 + cos tj)
n−m∑
j=m
(−1)ja(m)j ,
C (θ1, . . . , θm;π) = −
a(m)m
2m +
m∏
j=1
(1 + cos θj)
n−m∑
j=m
(−1)ja(m)j
−a(m)m2m +
m∏
j=1
(1− cos θj)
n−m∑
j=m
a
(m)
j
,
and
C (t1, . . . , tm;π) = C
0(π).
Since we assume that C0(π) ≤ −a(m)m2m , then
n−m∑
j=m
(−1)ja(m)j ≥ 0, and the quan-
tity
a(m)m
2m +
m∏
j=1
(1 + cos θj)
n−m∑
j=m
(−1)ja(m)j is decreasing with respect to each pa-
rameter θ1, . . . , θm. For small increments of θj − tj , j = 1, . . . ,m the quantity
−a(m)m2m +
m∏
j=1
(1− cos θj)
n−m∑
j=m
a
(m)
j is close to 1 and is increasing with respect to
each parameter θ1, . . . , θm. Therefore C (θ1, . . . , θm;π) is increasing with respect to
each parameters θ1, . . . , θm. At the same time by Lemma 5, C (θ1, . . . , θm; θj), j =
1, . . . ,m, are equal and are increasing with respect to each parameters θ1, . . . , θm.
Therefore in this case as well the pair
{
S0(t), C0(t)
}
cannot be an optimal one.
Hence, it is shown that the set T is empty, i.e. for the optimal pair
{
S0(t), C0(t)
}
we have S0(t) ≥ 0, t ∈ [0, π].
The trigonometric polynomial S0(t) can be written as
S0(t) = sin t · (γ1 + 2γ2 cos t+ · · ·+ 2γn cos(n− 1)t) ,
where γs =
∑
s≤j≤n aj , and the summation runs on indexes j of same parity with
s, s = 1, . . . , n.
There is a bijection between a1, . . . , an and γ1, . . . , γn. The normalization con-
dition
n∑
j=1
aj = 1 is equivalent to γ1 + γ2 = 1.
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Since T = ∅, then
ρ1 = max
(a1,...,an)∈AR
{C(π)} = max
(a1,...,an)∈AR


n∑
j=1
(−1)jaj

 .
Note that
n∑
j=1
(−1)jaj = −γ1 + γ2.
The polynomial S
0(t)
sin t is non-negative and the well-known Fejer inequality for
non-negative polynomials [3] (see also [4, 6.7, Problem 52]) implies that
|γ2| ≤ cos π
n+ 1
· |γ1| .
Then
ρ1 ≤ ρ2 = max
γ1,γ2
{
−γ1 + γ2 : γ1 + γ2 = 1, |γ2| ≤ cos π
n+ 1
· |γ1|
}
.
The conditional maximum is achieved for
γ01 =
1
1 + cos π
n+1
, γ02 =
cos π
n+1
1 + cos π
n+1
,
and is equal to
ρ2 = −
1− cos π
n+1
1 + cos π
n+1
= − tan2 π
2(n+ 1)
.
Since γ01 and γ
0
2 change the Fejer inequality to the equality then there exist a
(unique) nonnegative polynomial with the the zero and first coefficients γ01 and γ
0
2
correspondently. Therefore ρ1 = ρ2.
Therefore, in the polynomial
S0(t)
sin t
= γ01 + 2γ
0
2 cos t+ · · ·+ 2γ0n cos(n− 1)t
all its coefficients are determined in a unique way, thus the coefficients a01, . . . , a
0
n
are determined in a unique way as well: a01 = γ
0
1−γ03 , a02 = γ02−γ04 , a03 = γ03−γ05 , . . . ,
a0n−2 = γ
0
n−2 − γ0n, a0n−1 = γ0n−1, a0n = γ0n.
Since the a0j are positive
n∑
j=1
∣∣a0j ∣∣ =
n∑
j=1
a0j = 1
and the sum is independent on R. This means that for all a1, . . . , an, such that
n∑
j=1
|aj | = 1 the following inequality is valid:
ρ1 (a1, . . . , an) ≤ ρ1, ρ (a1, . . . , an) ≤ ρ ≤ ρ1.
To show that for the function ρ (a1, . . . , an) the upper bound is equal to ρ1, let
us consider a one-parameter family of trigonometric polynomials
Sε(t) =
a01 + ε
1 + ε
sin t+
a02
1 + ε
sin 2t+ · · ·+ a
0
n
1 + ε
sinnt.
TRIGONOMETRIC POLYNOMIAL AND STABILIZATION OF CHAOS 11
It is clear that
a01+ε
1+ε +
a02
1+ε + · · · + a
0
n
1+ε = 1 and S
ε(t) = S
0(t)
1+ε +
ε
1+ε sin t, C
ε(t) =
C0(t)
1+ε +
ε
1+ε cos t.
Now, for all t ∈ (0, π) and ε > 0 we have Sε(t) > 0. Since Cε(π) = 11+ερ1− ε1+ε ,
then Cε(π) < ρ1 and C
ε(π)→ ρ1 when ε→ 0.
The above conditions and independance of the coefficients on R means that
I = ρ = ρ1 = sup
a1,...,an
{ρ (a1, . . . , an)} = − tan2 π
2(n+ 1)
.

Corollary 5. Let a pair of conjugate trigonometric polynomials
C(t) =
n∑
j=1
aj cos jt, S(t) =
n∑
j=1
aj sin jt,
be normalized by the condition
n∑
j=1
aj = 1.
Let I be a solution of extremal problem
max
a1,...,an
min
t
{C(t) : T ∪ {π}},
where T is a set of sign changes for the function S(t) on(0, π).
Then there exists a unique pair of polynomials
C0(t) =
n∑
j=1
a0j cos jt, S
0(t) =
n∑
j=1
a0j sin jt,
where a0j = 2 · tan π2(n+1) ·
(
1− j
n+1
)
· sin πj
n+1 , j = 1, . . . , n which produces the
solution. Moreover, I = − tan2 π2(n+1) .
Proof. To prove the corollary it is sufficient to find the coefficients a01, . . . , a
0
n. The
polynomial S
0(t)
sin t is proportional to the Fejer polynomial
S0(t)
sin t
=
1
1 + cos π
n+1
+
2 cos π
n+1
1 + cos π
n+1
cos t+ . . .
=
1− cos π
n+1
n+ 1
· 2 cos
2 n+1
2 t(
cos t− cos π
n+1
)2 = γ01 + 2γ02 cos t+ · · ·+ 2γ0n cos(n− 1)t.
From there the coefficients γ01 , . . . , γ
0
n are defined by the following rules (see [5])
γ0j =
1
2(n+ 1) sin π
n+1 ·
(
1 + cos π
n+1
) ·((n− j + 3) sin πj
n+ 1
− (n− j + 1) sin π(j − 2)
n+ 1
)
.
Therefore,
(9) a0j = γ
0
j − γ0j+2 = 2 · tan
π
2(n+ 1)
·
(
1− j
n+ 1
)
· sin πj
n+ 1
, j = 1, . . . , n
where γ0n+1 = γ
0
n+2 = 0. 
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The obtained above results can be applied for the development of the methods
of optimal control of chaos for the families of discrete autonomous systems with the
delayed feedback control (DFC - methods) [6].
Let us consider non-closed scalar nonlinear discrete system of the following type
(10) xn+1 = f (xn) , xn ∈ R1, n = 1, 2, . . . ,
which does have an unstable equilibrium x∗. Moreover let us assume that the dif-
ferentiable function f depends on finite number of parameters and that for each
admissible set of those parameters the function is defined on a some bounded in-
terval and maps it into itself. In this case the equilibrium x∗ and the multiplier
µ = f ′ (x∗) are dependent on those parameters. Assume now that µ ∈ (−µ∗,−1),
µ∗ > 1. It is needed to stabilize the equilibrium by the control of the following type
(11) u =
N∑
j=1
εjf (xn−j+1) ,
N∑
j=1
εj = 0, |εj | < 1, j = 1, . . . , N,
in a such way that the depth of the used prehistory with the delayed feedback
N∗ = N − 1 is minimal.
Theorem 2. Let the system (10) have non-stable equilibrium with multiplier µ ∈
(−µ∗,−1), µ∗ > 1. Then there exists a control of the type (11), that stabilizes the
equilibrium that is optimal relative to the minimum depth of prehistory with delayed
feedback. Moreover,
N∗ =
[
π
2 · arccot√µ∗
]
− 1.
Proof. The system (10), closed by the control (11), can be represented in the form
(12) xn+1 = (1 + ε1) f (xn) +
N∑
j=2
εjf (xn−j+1) .
The equilibrium x∗ of the non-closed system (10) is still an equilibrium for the
unclosed system (12) as well. The multipliers of the system (12) satisfy the char-
acteristic equation
(13) λN + |µ| ((1 + ε1)λN−1 + ε2λN−2 + · · ·+ εN) = 0,
where (1 + ε1) + ε2 + · · ·+ εN = 1.
Once again, on a unit circle
1 + |µ| ((1 + ε1) e−it + ε2e−2it + · · ·+ εNe−iNt) = 0,
or
|µ|ℜ ((1 + ε1) e−it + ε2e−2it + · · ·+ εNe−iNt) = −1,
while
ℑ ((1 + ε1) e−it + ε2e−2it + · · ·+ εNe−iNt) = 0.
Now, if
|µ| min
t∈[0,π]
ℜ ((1 + ε1) e−it + ε2e−2it + · · ·+ εNe−iNt) > −1,
then for the given choice of εi there are no roots on the unit circle for the given
value |µ| as well as for any smaller one. Therefore all the roots are inside the unit
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disc which guaranties the stability.
So, if
|µ| sup
a1+···+aN
(
min
t∈[0,π]
ℜ ((1 + ε1) e−it + ε2e−2it + · · ·+ εNe−iNt)
)
> −1,
there there exits a choice of εi which guaranties the stability.
The above statement can be written in the form |µ|I > −1 or
|µ||I| < 1.
Since |µ| < µ∗ ≤ cot2 π2(N+1) the choice N > −1+ π2·arccot√µ∗ implies |µ||I| < 1 and
we get the stability with the depth of the used prehistory N∗ =
[
π
2·arccot√µ∗
]
− 1.
The coefficients of the strengthening ε1, . . . , εN for the optimal control are be
determined by the equalities 1+ ε01 = α
0
1, ε
0
2 = α
0
2, . . . , ε
0
N = α
0
N , where α
0
1, . . . , α
0
N
are given by (9). Since 0 < α0j < 1, j = 1, . . . , N , then −1 < ε01 < 0, 0 < ε0j < 1,
j = 2, . . . , N . 
Remark 2. The quantity
N∑
j=1
|εj | = 2
(
1− α01
)
< 2, and so is bounded by a constant
independent of µ∗ and N .
Example 1. For an one-parametric logistic map we have
f(x) = h · x · (1− x), 0 ≤ h ≤ 4,
f : [0, 1] → [0, 1]. For h ∈ (3, 4] the equilibrium x∗ = 1 − 1
h
is not stable and
µ ∈ [−2,−1).
Then π
2·arccot
√
2
≈ 2, 55, therefore the depth of prehistory with the delayed feed-
back is N∗ = 1; the optimal coefficients of the strength ε01 = − 13 , ε02 = 13 , and the
desire control is u = − 13f (xn) + 13f (xn−1).
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