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Abstract. Supporting queries over dispersed data stored in large-scale 
distributed systems, such as peer-to-peer networks, naturally calls for ranked 
retrieval in order to effectively focus on the most relevant (i.e., top-k) results.  
While top-k retrieval has been actively studied lately, existing algorithms are 
too restrictive due to their assumptions about how the data is partitioned 
amongst the various data sources.  Unlike existing approaches that assume a 
single type of data partitioning, we generalize the application scenario to 
include peer-to-peer networks of a potentially large number of peers in which 
the data might be partitioned in various ways.  More specifically, we develop a 
novel unified top-k query processing framework supporting various types of 
data partitioning.  In order to support top-k queries in our unified framework, 
we have developed very efficient wavelet-based data synopses and algorithms 
that approximate the top-k results with most operations occurring in the wavelet 
coefficient domain.  Our simulation and experimental results show that our 
framework yields low bandwidth consumption, high accuracy, and low latency 
for top-k retrieval in peer-to-peer networks. 
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1   Introduction 
Peer-to-peer systems are becoming a common architecture for sharing large amounts 
of data.  Applications running on top of peer-to-peer architectures range from data 
management systems [7,8] to live media streaming [9,10].  Due to the popularity of 
peer-to-peer systems and the wide range of potential applications built on top of them, 
it would be useful to support intelligent data retrieval techniques, which help users 
identify the most relevant results to their query without suffering from information 
overload due to searching through large amounts of data manually. 
As a key mechanism to reduce information overload, ranked retrieval has been 
actively studied [1,2,3,4].  Ranked retrieval, which orders retrieval results according 
to relevance, helps users focus on the top few results and safely ignore the less 
relevant results.  A top-k query, or ranked query, selects the k most relevant answers 
among a database of n objects.  Objects are ranked according to some scoring 
function F computed from the objects' attribute values. 
In distributed scenarios, such as peer-to-peer networks, the database can be 
partitioned among several nodes rather than being stored at a single server.  We 
present a framework supporting top-k queries over such large-scale distributed 
databases with an emphasis on peer-to-peer networks. 
Previous distributed top-k query processing algorithms have restrictive 
assumptions about how the data is partitioned among the peers in the system 
[11,12,13].  Those algorithms assume only one of the following data decompositions: 
(1) each peer stores all of the attribute values for a different set of objects (i.e., 
different rows from the underlying logical relation), or (2) each peer stores different 
attributes for the same set of objects (i.e., different columns from the underlying 
logical relation).  None of the existing approaches are flexible enough to support 
arbitrary data decompositions among peers. 
Given that existing approaches depend on assumptions about a particular 
partitioning of the data, the challenge to develop a flexible top-k query processing 
framework oblivious to the underlying data partitioning without sacrificing efficiency 
presents itself.  Therefore, we propose the first unified top-k query processing 
framework supporting arbitrary peer data decompositions (i.e., our algorithm works 
correctly regardless of the underlying data partitioning).  To highlight, our main 
contributions are listed below: 
 
− Unified top-k query processing framework: We develop a unified 
framework over a wide range of peer-to-peer retrieval scenarios.  In 
particular, in contrast to existing work focusing on a single type of data 
decomposition, we develop a unified solution for all cases, which is the first 
to the best of our knowledge. 
− Wavelet-based data synopses and score computation: To enable efficient 
top-k retrieval in our unified framework, we develop wavelet-based data 
synopses that compactly represent the data stored at each peer.  We also 
demonstrate that most operations to compute the scoring function F can be 
done in the wavelet coefficient domain, which avoids the computational 
overhead caused by unnecessary inverse wavelet transformations. 
 
In the next section, we discuss the details of our unified top-k query processing 
framework.  In Section 3, we evaluate the performance of our framework through 
simulation and experiments on a network testbed.  We place our work in context by 
reviewing related work in Section 4.  Finally, Section 5 concludes our work. 
2   Unified Framework 
In our unified framework for top-k query processing in peer-to-peer networks, we 
propose algorithms that operate on wavelet-based data synopses in the wavelet 
coefficient domain to approximate the top-k query results for various types of data 
partitioning. 
Due to the inherent fuzzy semantics of top-k queries, ranked queries are more 
pertinent to approximation compared to relational database queries that require exact 
semantics.  To illustrate, consider the first page of ranked results from a search 
engine.  In this case, users typically tolerate some false negatives (e.g., results not 
clicked) and/or some false positives (e.g., relevant results retrieved on subsequent 
pages).  However, users are strict regarding their online response time requirements.  
Therefore, our framework supports approximate top-k query processing with a 
tunable accuracy parameter α (described later in Section 2.4.3) as an effective solution 
to this tradeoff between response time and accuracy. 
Before discussing our proposed algorithms, it is important to cover some 
preliminary background information concerning the following: data model, query 
model, and peer-to-peer network model.  After presenting these preliminaries, we 
then present the data structures and algorithms used in our framework. 
2.1   Data Model  
As mentioned in our introduction, our unified framework supports several types of 
data decompositions unlike existing work in top-k query processing.  More formally, 
suppose we have some relation R with a set of attributes A and a set of database 
objects D on which values for those attributes are defined.  In the following 
definitions, we identify three possible decompositions of a relation R into different 
peer data sources. 
 
1. vertical decomposition: each peer stores values from A' on data objects from 
D where A' ⊆  A 
2. horizontal decomposition: each peer stores values from A on data objects 
from D' where D' ⊆ D 
3. mixed decomposition: each peer stores values from A' on data objects from 
D' where A' ⊆  A and D' ⊆ D 
 
Figure 1 illustrates our data model for an example application scenario to which we 
will refer throughout the remainder of this paper.  In this application, a network of 
peers archive daily average temperature data collected from various weather stations 
throughout the United States.  Using the daily average temperature at various weather 
stations, we can build a logical relation temp_data that stores one column for the date, 
which is the unique key for the relation, and additional columns containing the 
corresponding average daily temperature for each city considered, which comprise the 
relation's attributes.  The different regions in Figure 1 correspond to different data 
decompositions among four peers P1,…,P4 (all temperatures are in ˚F).1 
 
 
                                                        
1
 Although each peer in Figure 1 happens to store the same number of attribute values, this is 
not a requirement in our framework. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Different types of data decomposition 
 
In our data model, we do not restrict system designers to a particular type of data 
partitioning.  Rather than focusing on how to choose the best data partitioning 
scheme, the goal of our work is to support effective top-k query processing given any 
arbitrary data decomposition amongst the various peers.  Unlike previous approaches, 
our unified framework gives system designers the flexibility to choose their preferred 
type of partitioning. 
2.2   Query Model  
Our query model assumes that some relation R has its data partitioned across several 
different peers in the network.  Conceptually, a user will define fuzzy predicates 
pred1,…,predx to apply to the various attributes attr1,…,attrm to obtain a score from 
each object for each predicate.  In Example 1, we use the first two columns from the 
logical relation depicted in Figure 1. Assuming MAXTEMP is 122 ˚F, pt is a fuzzy 
predicate defined over daily average temperature values that quantifies the user's 
notion of her preferred temperature (e.g., this user might be a meteorologist). 
To obtain an overall score for each database object obj, the user defines a scoring 
function F, which is applied to the various partial scores for that object derived from 
the predicates.  To avoid information overload, each user can also specify the 
(b) horizontal data decomposition 
Date N.Y. S.F. Chicago Minn. 
01-Feb 31.4 49.7 20.4 7.5 
02-Feb 35.6 49.4 10.3 1.5 
03-Feb 31.2 47.2 6.9 -4.1 
04-Feb 24.9 50.7 -2.8 -9.0 
 
P1 
P2 
P3 
P4 
Date N.Y. S.F. Chicago Minn. 
01-Feb 31.4 49.7 20.4 7.5 
02-Feb 35.6 49.4 10.3 1.5 
03-Feb 31.2 47.2 6.9 -4.1 
04-Feb 24.9 50.7 -2.8 -9.0 
 (a) vertical data decomposition 
P1 P2 P3 P4 
(c) mixed data decomposition 
Date N.Y. S.F. Chicago Minn. 
01-Feb 31.4 49.7 20.4 7.5 
02-Feb 35.6 49.4 10.3 1.5 
03-Feb 31.2 47.2 6.9 -4.1 
04-Feb 24.9 50.7 -2.8 -9.0 
 
P1 
P2 P4 P3 
maximum number of results to retrieve (i.e., k) with the objects returned in order 
starting with the highest scoring objects according to F. 
In Example 1, our query is expressed in SQL-like syntax as Query Q1 using 
average as the scoring function.  In Q1, the user wants to retrieve the top-5 days with 
temperatures closest to 75 ˚F for both New York and San Francisco.  As with 
traditional databases, top-k queries expressed in declarative languages like SQL must 
be translated into execution plans.  Executing top-k queries in peer-to-peer networks 
using our framework is discussed in Section 2.4. 
 
Example 1 
pt(temp) = 1 − 
MAXTEMP
|  F 57| °−temp
 
(Fuzzy Predicate pt) 
select date from temp_data td 
order by AVG( pt(td.NY), pt(td.SF) ) 
stop after 5 
(Query Q1) 
 
Besides the average scoring function used in Q1, our framework supports a class of 
arbitrary weighted average functions, such that users can weigh predicates of varying 
importance accordingly.  Yu et al. report from user studies that this class of function 
was highly effective in formulating user-specific information needs as top-k queries 
[17].  Unlike much top-k work that focuses on supporting arbitrary monotonic scoring 
functions, the class of functions supported by our framework also supports non-
monotone aggregation with negative weights (for predicates with a negative notion). 
2.3   Peer-to-Peer Network Model  
Our algorithms assume that the underlying peer-to-peer network either maintains 
persistent tree structures, similar to those in [6], or supports the construction of trees 
on-demand, as in [5].  The query initiator will be at the root of the top-k query tree 
and will disseminate queries down through the interior nodes to the leaf nodes. 
Although an interesting problem, we do not consider the effect of churn on top-k 
queries in peer-to-peer networks, which is beyond the scope of this paper.  The goal 
of this paper is to present the first unified framework for efficient top-k query 
processing given any type of data decomposition among the peers. 
2.4   Top-k with Arbitrary Partitioning (TAP) 
We now complete the explanation of our unified framework by proposing wavelet-
based data synopses and associated algorithms for top-k query processing in peer-to-
peer networks with vertical, horizontal, or mixed data partitioning.  We refer to our 
framework as TAP (Top-k with Arbitrary Partitioning).  A high-level overview of TAP 
appears in Figure 2 with some query initiator I.  In Figure 2, assume that each peer 
has already created data synopses for attribute values stored locally. 
The following subsections discuss the details of TAP.  We first discuss our wavelet-
based data synopses.  Next, we discuss operations that can be performed in the 
wavelet coefficient domain to combine data synopses and compute approximate top-k 
scores for candidate objects.  Finally, we put everything together to describe top-k 
retrieval in peer-to-peer networks using our data synopses and algorithms. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. High-level overview of TAP 
2.4.1   Creating Data Synopses 
For large distributed databases, prohibitive bandwidth and storage costs make it 
impractical to exhaustively retrieve every attribute value for every object to compute 
the results of a top-k query at the query initiator. 
To increase efficiency, in our framework, each peer computes a one-dimensional 
wavelet for each attribute column stored at that peer.  Viewing each column as a 
vector of attribute values, the wavelet transform turns the values into a vector of 
wavelet coefficients with most of the information concentrated in a relatively small 
number of wavelet coefficients with most other coefficients tending to be very small 
in magnitude and adding relatively less detail [22].  This characteristic of wavelets 
allows us to treat coefficients with smaller magnitudes (i.e., absolute values closer to 
zero) as zeroes to achieve lossy compression.  In our wavelet-based data synopses, we 
control the compression ratio by setting the number of coefficients m that we will 
keep corresponding to the m coefficients with the largest magnitudes.  Compressed 
vectors of wavelet coefficients allow us to compactly represent values for various 
attributes at the cost of a slight penalty in accuracy that we investigate in Section 3.2. 
(b) Send wavelet-based data 
synopses to query initiator 
  
    
I 
Aggregation 
Compute 
approximate top-k 
results in wavelet 
domain 
(a) Propagate request for 
wavelet-based data synopses 
  
    
I 
Initiate top-k query 
by requesting data 
synopses 
(d) Send objects to query 
initiator 
 
    
I Deliver objects in 
approximate top-k 
result set 
(c) Retrieve objects 
 
 
I Request objects in 
approximate top-k 
result set 
We must first describe the wavelet transform before we discuss in detail how we 
create our data synopses from columns of attribute values.  Although many wavelet 
transforms could be plugged into our framework, we will describe the Haar wavelet 
transform, which we implemented for our performance evaluation [22]. 
 
Haar wavelet transform: 
 
1. Assume that we have an input array A[0,…,n-1] where n is a power of 2. 2 
2. Compute 
2
n
 pairwise averages avgs for each adjacent pair of values in A. 
3. Compute 
2
n
 detail coefficients dcoefs by taking the difference between the 
average for each adjacent pair in A and the second value in the pair. 
4. Replace A[0,…,
2
n
-1] with avgs and A[
2
n
,…,n-1] with dcoefs. 
5. If 
2
n
-1 > 0, then recursively repeat these steps for input array A[0,…, 
2
n
-1]. 
 
An example transformation appears below. 
 
1.0    4.0    8.0    7.0   | (original input) 
2.5    7.5 |  -1.5   0.5   (two averages followed by two detail coefficients) 
5.0 | -2.5    -1.5   0.5 (final overall average followed by three detail coefficients) 
 
Using the description of the Haar wavelet transform described above, notice that it 
is possible to compute the inverse (as we have done for our implementation), but we 
omit the specific steps due to space limitations.  To create a data synopsis V, each 
peer takes the following steps: 
 
1. For each attribute column present in a peer, create a vector v of length equal to 
the number of database objects in the underlying logical relation initialized to 
zeroes (i.e., each wavelet will have the same length).  Add v to set V.  
Assuming that the unique keys of the relation can be sorted in some canonical 
order (e.g., ordering dates chronologically), the ith entry in v corresponds to the 
ith key in this canonical order. 
2. For each attribute value corresponding to an object stored at a peer, place that 
attribute value into the corresponding position of the corresponding vector 
from V for that particular attribute.  All objects not stored at that peer will have 
a zero in their position. 
3. Compute the forward Haar wavelet  transform for all vectors in V. 
                                                        
2
 We assume that the number of database objects n is a power of 2 to simplify our explanations 
of the algorithms used.  However, in general, any n can be supported with some slight 
modifications to our explanations. 
4. Perform lossy compression by keeping the m wavelet coefficients with the 
highest absolute values along with their positions in the uncompressed vector 
uv and replace uv with the new compressed vector cv. 
 
Each compressed vector in V has m wavelet coefficients along with their original 
positions in the uncompressed vector.  Thus, if a peer has q attribute values in an 
attribute column, the compression ratio achieved will be q : m.  The data synopsis 
creation steps for some peer p are shown in Figure 3 with the assumption that we 
will keep the two most significant coefficients to achieve a compression ratio 3:2. 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Creating a data synopsis at a peer p 
2.4.2   Aggregating Data Synopses 
Since a logical relation is partitioned among many different peers, we need some way 
to aggregate data synopses in the wavelet coefficient domain in order to efficiently 
send data synopses up the top-k query tree to the query initiator as shown in Figure 2. 
Suppose that we want to combine the data synopsis V1 for some peer p1 and the 
data synopsis V2 for some peer p2 to create some new aggregated data synopsis V3: 
 
1. For each pair of wavelet coefficient vectors v and v' summarizing the same 
attribute type where v ∈  V1 and v' ∈  V2, perform vector addition on the two 
vectors to create a new vector v''.  Set V3 = V3 ∪  {v''}.  Addition of 
compressed vectors is achieved by adding together coefficients with 
corresponding indices and keeping the m coefficients with largest magnitudes. 
                                                        
3
 This figure is only for the purposes of illustrating the creation of data synopses.  In a real 
application scenario, the vectors of wavelet coefficients would likely be generated from 
many more attribute values and the compression ratio would be much higher. 
vCHI vMN 
0 0 
0 0 
0 0 
0 0 
 (c) Step 1: 
Vector 
Initialization 
vCHI vMN 
0 0 
10.3 1.5 
6.9 -4.1 
-2.8 -9.0 
 (d) Step 2: 
Data 
Copying 
vCHI' vMN' 
3.6 -2.9 
1.6 3.6 
-5.2 -0.8 
4.8 2.4 
 (e) Step 3: 
Wavelet 
Transformation 
vCHI' vMN' 
-5.2 (2) -2.9 (0) 
4.8 (3) 3.6 (1) 
m = 2 (coefficients) 
 
(f) Step 4: 
Lossy 
Compression 
Date CHI MN 
02-Feb 10.3 1.5 
03-Feb 6.9 -4.1 
04-Feb -2.8 -9.0 
 (b) Mixed decomposition 
at peer p 
Date NY SF CHI MN 
01-Feb 31.4 49.7 20.4 7.5 
02-Feb 35.6 49.4 10.3 1.5 
03-Feb 31.2 47.2 6.9 -4.1 
04-Feb 24.9 50.7 -2.8 -9.0 
 (a) Logical relation 
2. For each wavelet coefficient vector v ∈  V1 without a corresponding wavelet 
coefficient vector v' of the same attribute type in V2, set V3 = V3 ∪  {v}. 
3. For each wavelet coefficient vector v ∈  V2 without a corresponding wavelet 
coefficient vector v' of the same attribute type in V1, set V3 = V3 ∪  {v}. 
 
Using the two rightmost attribute columns from the logical relation depicted in 
Figure 3(a), Figure 4 illustrates the aggregation of four example data synopses.  For 
clarity, we do not include compression in this example. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Aggregating data synopses from four different peers 
 
As shown in Figure 4(g), the original attribute values from Figure 4(a) can be 
completely recovered by applying the inverse transform to the combined data 
synopses since no lossy compression occurred.  If lossy compression had been used, 
then Figure 4(g) would contain an approximation of the original attribute values. 
Santini and Gupta show that the addition of two vectors A and B is equivalent to 
applying the inverse transform to the addition of the two vectors A and B transformed 
into the wavelet coefficient domain [25].  Of course, this assumes no compression 
(i.e., setting some wavelet coefficients to zero).  For a given m, lossy compression by 
taking the m highest coefficients (in terms of absolute value) will compute the best 
approximation by minimizing the square of the L2 error [22].  In summary, assuming 
the wavelet transform wt and its inverse transform inv, the following is true. 
 
CHI MN 
20.4 7.5 
10.3 1.5 
6.9 -4.1 
-2.8 -9.0 
 (a) Original attribute columns 
CHI1 
20.4 
10.3 
 
MN4 
-4.1 
-9.0 
 
CHI2 
6.9 
-2.8 
 
MN3 
7.5 
1.5 
 (b) Data decomposition at four peers p1, …, p4 
vCHI1 
7.7 
7.7 
5.0 
0.0 
 
vMN4 
-.3.3 
3.3 
0.0 
2.4 
 
vCHI2 
1.0 
-1.0 
0.0 
4.8 
 
vMN3 
2.2 
2.2 
3.0 
0.0 
 (c) Wavelet-based data synopses created at four peers p1, …, p4 
vCHI 
8.7 
6.6 
5.0 
4.8 
 (d) Aggregation of 
vCHI1 and vCHI2 
vMN 
-1.0 
5.5 
3.0 
2.4 
 (e) Aggregation of 
vMN3 and vMN4 
vCHI vMN 
8.7 -1.0 
6.6 5.5 
5.0 3.0 
4.8 2.4 
 (f) Aggregation of 
vCHI and vMN 
invCHI invMN 
20.4 7.5 
10.3 1.5 
6.9 -4.1 
-2.8 -9.0 
 (g) Inverse of 
vCHI and vMN 
A + B ≡ inv ( wt(A) + wt(B) ) without lossy compression 
A + B ≈ inv ( wt(A) + wt(B) ) with lossy compression 
2.4.3   Estimating Scores 
Since the inverse wavelet transform is considered to be an expensive operation, one 
goal of our algorithm is to perform as few inverse transforms as possible [22].  
Therefore, it would be desirable if we could compute the approximate relevance score 
of objects from the wavelet coefficient vectors in the overall data synopsis at the 
query initiator built from aggregating data synopses from peers responding to the 
query.  Fortunately, scoring functions based on weighted averages (which involve 
only addition and scalar multiplication) can be computed in the wavelet coefficient 
domain without introducing any additional error [25].  As mentioned earlier, weighted 
average happens to be quite useful for expressing the user's scoring function [17]. 
To compute top-k scores in the wavelet coefficient domain for the class of 
weighted average scoring functions, we simply do the following: 
 
1. Assuming n database objects, perform decompression by initializing an empty 
vector ev to hold n zeroes and place the m wavelet coefficients from the 
compressed vector cv into their respective positions in ev. 
2. Apply the scoring function to the ith element of each wavelet coefficient vector 
to produce the ith element of some vector x for i = 0 to n-1. 
3. Apply the inverse transform to the vector x to get the vector y containing the 
approximate relevance scores for all n database objects. 
 
Note that the inverse wavelet transform only has to be applied once in the above 
algorithm.  Alternatively, a more expensive approach would apply the inverse wavelet 
transform to each individual wavelet coefficient vector in the data synopsis and then 
apply the scoring function to the recovered attribute values.  Once we obtain 
approximate scores for all of the database objects, we can retrieve the database 
objects corresponding to the top-k overall scores. 
Figure 5 shows an example of applying a scoring function F in the wavelet 
coefficient domain where F = 0.5 · CHI + 0.5 · MN. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Example of scoring function computation where F = 0.5 · CHI + 0.5 · MN 
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5.9 
1.4 
-5.9 
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transformation of 
F(vCHI,vMN) 
 Since lossy compression is used in TAP, our approximate top-k results might not 
actually contain the true top-k result set.  Therefore, we retrieve the top-αk results 
where α is a tunable parameter that controls the accuracy of our query results.  A 
larger value of α means that the likelihood of retrieving more objects from the true 
top-k result set increases (i.e., improved accuracy) at the cost of more candidate 
objects being retrieved (i.e., higher bandwidth consumption).  We explore this 
tradeoff in our performance evaluation. 
2.4.4   Tree-based Retrieval 
Since flooding queries to every peer in the network might be too expensive in terms 
of bandwidth consumption and using routing tables with global membership to 
unicast the query to each individual node might be too expensive in terms of storage, 
our framework utilizes an underlying tree topology with the query initiator as the root 
as explained in Section 2.3. 
At a high-level, our algorithm consists of two phases: data synopses retrieval and 
top-αk result set retrieval.  The algorithm is described below and depicted in Figure 2. 
 
1. Retrieve data synopses 
a. Query initiator propagates request for data synopses all the way down to 
the bottom level of the tree with itself as the root 
b. Starting at the leaf nodes and moving up all the way to the root, each 
peer sends a data synopsis to its parent (if it has one), which contains its 
own data synopsis aggregated with its children's data synopses (if it has 
any children) using the algorithm described in Section 2.4.2. 
c. Each interior node peer will also piggyback a membership summary 
(i.e., Bloom filter) of all database object keys that have at least one 
attribute value stored in its subtree.  We explain how we take advantage 
of this information later in this section. 
d. Query initiator computes an approximation of a list containing the top-
αk results from the overall data synopsis using the algorithm described 
in Section 2.4.3.  This list is denoted as L. 
2. Retrieve attribute values for all objects in the approximate top-αk set 
a. Query initiator will then propagate the list L containing keys for the top-
αk result set down to the relevant parts of the tree. 
b. Any peer with relevant attribute values for objects in the list will send 
attribute values for these objects up to the root of the tree, which 
corresponds to the query initiator. 
c. Query initiator now contains all the attribute values for objects in the 
approximate top-αk result set (i.e., tuples for the top-αk objects). 
 
Tree Pruning Using Bloom Filters.  The second phase of our protocol presents an 
opportunity for additional bandwidth reduction.  When the query initiator propagates 
the list L of objects that it wants to retrieve during the second phase, notice that some 
subtrees may be irrelevant if none of the nodes in that subtree store values for any 
elements in L.  Therefore, nodes in these subtrees do not need to be contacted during 
the second phase.  By having each interior node create a Bloom filter representing all 
object identifiers in its particular subtree during the first phase, we can avoid subtrees 
that do not contain at least one element in L in the second phase. 
A Bloom filter is a compact representation of set membership [15].  Bloom filters 
consist of x bits initially set to 0 with y hash functions that hash inputs into the range 
[0,x-1].  To insert an element e into the Bloom filter, we set each bit indexed by hash 
function hashi(e) for i = 1,…,y to the value 1.  An element e is considered to be a 
member of a Bloom filter if each bit indexed by hashi(e) for i = 1,…,y is equal to 1.  
The possibility of false positives exists in Bloom filters, but false negatives are 
impossible.  Specifically, a Bloom filter with x bits and y hash functions storing z 
elements has a false positive probability of (1 – eyz/x)y during a membership test 
[15,16].  In order to combine two Bloom filters, we can take their bitwise OR. 
During the first phase (i.e., data synopses retrieval), each interior node will 
construct an aggregated Bloom filter representing all objects stored at its local node 
combined with all objects stored in nodes in its subtree.  During the second phase 
(i.e., result set retrieval), the list L will only be propagated from a peer p to some child 
c of p if c's Bloom filter's membership tests indicate at least one object from L has 
values stored in its subtree.4  Our results in Section 3.4 indicate that tree pruning was 
effective. 
3   Performance Evaluation 
To evaluate our unified framework through both simulation and experiments, we used 
a dataset containing over ten years of archived daily average temperature data for 
eight cities: Atlanta, Chicago, Detroit, Minneapolis, New York, San Francisco, 
Seattle, and Washington, DC [23].  Each day is the unique key and the daily average 
temperatures for the various cities comprise the attribute values.  This data set 
contained over 4000 tuples.  The schema for the logical relation is shown below. 
 
temp_data(date, ATL, CHI, DET, MN, NY, SF, SEA, DC) 
 
The top-k query used throughout our evaluation was one peer retrieving the top-k 
dates with the highest scores according to a simple predicate pr and our scoring 
function F.  Our predicate pr was the daily average temperature for a city and our 
scoring function F was the weighted average temperature of the eight cities with the 
weights determined by the proportion of each city's population to the total population 
of all eight cities.  Our query retrieves the hottest days overall for the eight cities.  
Each city's weight is denoted by wCITY.  Our specific top-k query was the following: 
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 Note that a false positive in the Bloom filter membership test only leads to the list L being 
propagated to irrelevant portions of the top-k query tree, but it does not adversely affect our 
accuracy since false negatives are impossible. 
select date from temp_data td 
order by F(td.ATL, td.CHI, td.DET, td.MN, td.NY, td.SF, td.SEA, td.DC) 
stop after k 
 
where pr(temp) = temp 
 
and F = wATL · pr(td.ATL) + wCHI · pr(td.CHI) + wDET · pr(td.DET) 
+ wMN · pr(td.MN) + wNY · pr(td.NY) + wSF · pr(td.SF) 
+ wSEA · pr(td.SEA) + wDC · pr(td.DC) 
3.1   Bandwidth Consumption 
To place our results in context, we implemented a simulation of Three-Phase Uniform 
Threshold (TPUT), which is a well-known top-k query algorithm designed for 
distributed systems including peer-to-peer networks [11].5  TPUT is a top-k retrieval 
algorithm that operates in three phases over vertical data decompositions only.  The 
first phase establishes a lower bound threshold τ on the top-k result set.  The second 
phase prunes away ineligible objects whose scores cannot possibly exceed τ.  In the 
final phase, the lower bound τ is refined and unknown partial scores for all remaining 
candidates are retrieved to compute the top-k objects. 
Figure 6 compares the bandwidth consumption of our simulations of TAP with 
TPUT.  Since TPUT only supports vertical data partitioning with the query initiator 
contacting each node directly, we also partitioned our data vertically among eight 
nodes with a top-k query tree having depth equal to one (i.e., query initiator as the 
root and all of the other nodes as its direct children) to enable a fair comparison. 
Bandwidth consumption was measured in the number of attribute values retrieved.  
Both TPUT and TAP retrieve attribute values along with their corresponding object 
keys.  However, in addition to retrieving attribute values during the object retrieval 
phase, TAP first retrieves data synopses containing compressed wavelet coefficient 
vectors as described in Section 2.4.1.  Since both attribute values and wavelet 
coefficients in this evaluation scenario are real numbers, we assign the same cost to 
the retrieval of a wavelet coefficient that we do to an attribute value.  For our 
comparison with TPUT, we set tunable parameter α = 10 and compression ratio c = 
10:1. 
 
                                                        
5
 TPUT was the most suitable for comparison.  The performance of a particular query using the 
algorithm proposed by Balke et al. relies on index development over time and thus depends 
on the number of queries previously processed in the system [13].  KLEE, on the other hand, 
was not easily extended to handle the same class of functions (i.e., weighted averages) [12]. 
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Fig. 6. TAP vs. TPUT 
 
As shown in Figure 6, TAP consumes between 55% and 85% of the bandwidth that 
TPUT consumes for several values of k.  In addition to consuming less bandwidth, 
our algorithm also supports several types of data partitioning while TPUT only 
supports vertical decomposition. 
For the purposes of ensuring a fair comparison with TPUT, we used only eight 
nodes and vertical partitioning in this particular simulation.  However, our remaining 
simulations use many more nodes with other types of data decompositions (e.g., 
horizontal and mixed). 
3.2   Accuracy 
Since our algorithm relies on lossy compression of the data synopses to save 
bandwidth, the top-k scores that we compute from the data synopses are an 
approximation to the actual top-k scores.  Therefore, the accuracy of our top-k query 
results depend on both our compression ratio c and our tunable parameter α, which is 
used in the object retrieval phase to retrieve the top-αk candidates for the top-k result 
set.  Using the same data set and query from Section 3.1, we evaluate the accuracy of 
our algorithms by measuring the percentage of true top-k results that appear in the 
top-αk results that we retrieved during our simulations as we vary both c and α.  For 
these simulations, k = 50 and 1111 nodes were organized into a full, balanced 10-ary 
tree.  We evaluated our accuracy for all types of data partitioning (i.e., horizontal, 
vertical, and mixed) and the results were identical as we would expect since accuracy 
only depends on c and α rather than the type of data partitioning.  In Figure 7(a), c 
was always equal to 10:1.  In Figure 7(b), α was always equal to 10. 
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(a) Effect of varying tunable parameter α while compression ratio c = 10:1 
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(b) Effect of varying compression ratio c while tunable parameter α = 10 
 
 
Fig. 7. Accuracy with different α and c 
 
As shown in Figure 7, we have high accuracy for many values of α and c.  In our 
comparison to TPUT in Figure 6 with α = 10 and c = 10:1, we had an accuracy of 
98% for k = 50.  Although increasing the tunable parameter α or decreasing the 
compression ratio c leads to better accuracy, these improvements come at the cost of 
increased bandwidth consumption in our framework as shown by the equation below 
where c is the compression ratio, N is the total number of tuples in the logical relation, 
α is our tunable parameter, and k is the desired size of the query result set. 
 
Bandwidth consumption of TAP = 
c
1
N + αk 
 
In addition to evaluating our ability to retrieve the true top-k results, we also want 
to consider how close our approximate orderings are to the true top-k order.  To 
evaluate our ability to retrieve results in the correct ranking order, we compute the 
normalized Kendall tau distance with a slight modification that takes into account the 
different sizes of our approximate top-αk result set and the true top-k result set [24].  
This distance gives us a measure of how many of the elements from the true top-k set 
are out of order in the approximate top-αk result set that we retrieve.  A normalized 
Kendall tau distance closer to 0 indicates more agreement between the two orderings 
while a distance closer to 1 indicates less agreement.  Our results for different 
compression ratios appears in Figure 8. 6 
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Fig. 8. Kendall tau distance with different compression ratios c 
 
As expected, our normalized Kendall tau distance decreases as we decrease the 
compression ratio c (i.e., the order of our approximate top-k results is closer to the 
true ordering as we use more bandwidth). 
3.3   Pruning 
To evaluate the benefits of tree pruning as described in Section 2.4.4, we ran 
simulations on two types of peer-to-peer network configurations and two types of data 
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 Note that changing tunable parameter α has no effect on the ordering. 
decompositions using the same dataset and query from Section 3.1.  All of our Bloom 
filters used three hash functions and 128 bits.  The first network was a full, balanced 
5-ary tree with 781 nodes.  The other network was a full, balanced 10-ary tree with 
1111 nodes.  For each network, we used both horizontal and mixed partitioning. 7  For 
each network and data decomposition, we measured the percentage of peers Pctpeers 
that had to be contacted during the object retrieval phase when pruning was used 
(100% of all peers must be contacted when pruning is not used).  Our results appear 
below in Table 1. 
Table 1.  Reducing number of peers contacted by top-k query tree pruning.  
Num. of 
nodes 
Tree 
Fanout 
 
Decomp. 
 
Pctpeers 
781 5 horizontal 69.0% 
781 5 mixed 32.9% 
1111 10 horizontal 41.7% 
1111 10 mixed 29.1% 
 
As shown by Table 1, pruning offers a significant advantage for both types of 
networks and data decompositions.  It allows us to identify peers that do not contain 
any attribute values for relevant candidate objects in the top- αk results that we 
approximate. 
3.4   PlanetLab Results 
In order to obtain some real-world latency measurements, we developed a full 
implementation of our framework and deployed it on the PlanetLab network testbed 
for experiments [14].  Our experiment involved 21 PlanetLab nodes acting as peers 
organized as into a full, balanced 4-ary tree.  We used the same dataset and query 
from Section 3.1, which contains over 4000 tuples and eight attributes.  We initiated a 
top-k query (with k = 50) from the root and measured the latency between the time the 
first message requesting data synopses is sent (shown in Figure 2(a)) and the time that 
the root receives the final results (shown in Figure 2(d)).  The underlying data 
partitioning was mixed and every node had to be contacted during the object retrieval 
phase (i.e., second phase).  We repeated this query 25 times over the course of one 
hour.  The 21 PlanetLab nodes were divided equally between three continents (7 in 
North America, 7 in Europe, and 7 in Asia).  Our latency measurements appear in 
Figure 9. 
As shown in Figure 9, our results indicate that the top-k query response time of 
TAP is quite good (less than four seconds on average) even in a wide area network 
with distributed nodes placed throughout the world.8 
                                                        
7
 Note that strict vertical partitioning, where each peer is responsible for exactly one attribute 
type for all database objects in the system, would not benefit from pruning. 
8
 No other distributed top-k retrieval approaches reported latency measurements for a wide-area 
network setting [11,12,13]. 
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Fig. 9. PlanetLab latency measurements 
4   Related Work 
PIER and Piazza are two well-known data management systems running on top of 
peer-to-peer architectures.  PIER is a general-purpose relational query processor 
designed to scale to millions of participating nodes on the Internet [7].  Piazza 
addresses many of the challenges associated with data sharing among many peering 
data providers [8].  Neither PIER nor Piazza describes explicit support for top-k query 
processing.  Therefore, our TAP framework is complementary to previous work done 
on PIER and Piazza. 
Wavelets have been studied extensively in image processing and other areas of 
signal processing [22,25].  More recently, wavelets have been used as statistical data 
synopses for relational query processing in centralized scenarios concerned with 
saving storage rather than bandwidth.  Some previous work has used wavelets for 
estimating selectivity [18,19], while other work has applied wavelets to the problem 
of approximate query processing [20,21].  Our work on top-k query processing in 
peer-to-peer networks differs from previous work using wavelets.  Our wavelet-based 
data synopses and associated algorithms (e.g., aggregating synopses at interior tree 
nodes and computing top-k scoring functions in wavelet coefficient domain) are 
designed specifically for top-k queries over distributed data sources applying fuzzy 
predicates combined by some scoring function.  Previous work on using wavelets for 
approximate query processing has been limited to traditional relational queries 
applying Boolean operators over centralized databases. 
Much work has been previously done on top-k query processing in centralized data 
management environments where issues related to network bandwidth and delays 
were not explicitly considered.  Fagin's algorithm (FA) and the threshold algorithm 
(TA) were two of the earliest top-k middleware algorithms [1,2].  One of the 
scenarios that initially motivated such top-k algorithms were multimedia database 
systems consisting of several subsystems that store different attributes of the database 
objects.  For example, an image database might have the following two subsystems: 
color and texture.  Unfortunately, both FA and TA would be prohibitively expensive 
in distributed scenarios since they require object retrievals at each step and the 
number of steps is not bounded by a constant.  Therefore, the number of message 
rounds where each message round corresponds to one step could also be potentially 
high, which leads to large network delays. 
Top-k algorithms have also been proposed for scenarios involving the retrieval of 
the most relevant objects from Web-accessible databases and evaluating top-k queries 
with expensive predicates [3,4].  Both of these algorithms are very suitable for Web 
search scenarios where accessing attributes might be restricted by some external Web 
interface.  Unfortunately, neither of these algorithms explicitly considers peer-to-peer 
networks. 
Finally, many top-k query processing algorithms suitable for peer-to-peer 
environments have been recently proposed in the literature.  TPUT is a threshold-
based algorithm suitable for distributed environments [11].  As shown in Figure 6, we 
use less bandwidth than TPUT at the cost of a slight penalty in accuracy.  KLEE 
presents a family of approximate top-k algorithms using a histogram-based, rather 
than wavelet-based, data synopsis [12].  Unfortunately, like TPUT, KLEE only 
considers vertical data decompositions.  Balke et al. present one of the few top-k 
retrieval algorithms that explicitly consider the underlying peer-to-peer network 
topology [13].  Unfortunately, only horizontal data decompositions are considered in 
[13]. 
5   Conclusion 
Our unified framework, TAP, can flexibly and efficiently calculate approximate top-k 
query results in peer-to-peer networks.  Unlike previous restrictive approaches, our 
framework includes algorithms for handling different types of data decompositions, 
which gives system designers the flexibility to choose their preferred data partitioning 
scheme.  To execute top-k queries effectively, we use wavelet-based data synopses 
and compute the approximate top-k query results almost entirely in the wavelet 
coefficient domain.  Our simulation results and experiments on a full implementation 
deployed on the PlanetLab testbed indicate that our framework exhibits good 
performance in terms of low bandwith consumed, high accuracy, and low latency. 
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