Quantum chemistry is increasingly performed using large cluster computers consisting of multiple interconnected nodes. For a fixed molecular problem, the efficiency of a calculation usually decreases as more nodes are used, due to the cost of communication between the nodes. This paper empirically investigates the parallel scalability of Hartree-Fock calculations. The construction of the Fock matrix and the density matrix calculation are analyzed separately. For the former, we use a parallelization of Fock matrix construction based on a static partitioning of work followed by a work stealing phase. For the latter, we use density matrix purification from the linear scaling methods literature, but without using sparsity. When using large numbers of nodes for moderately-sized problems, density matrix computations are networkbandwidth bound, making purification methods potentially faster than eigendecomposition methods.
I. INTRODUCTION
Quantum chemistry codes must make efficient use of parallel computing resources in order to reduce execution time. This is true for simulating both large and small molecular systems, as parallel hardware is now unavoidable. This paper studies the scalability of Hartree-Fock (HF) self-consistent field (SCF) iterations on distributed memory commodity clusters, i.e., computers consisting of multiple interconnected compute nodes. Scalability refers to the ability of an algorithm and/or its implementation to continue to reduce execution time on a fixed problem as the amount of parallel computing resources is increased. In practice, codes are not perfectly scalable due to the portion of execution time that is spent performing communication. As the number of nodes is increased, execution time may no longer decrease or may even increase if communication dominates the total time.
In this paper, we focus on the HF method and moderately sized problems, from about 100 to 1000 atoms. Larger problems are better handled by linear scaling methods 1 . We also limit the problem size because smaller problems are more challenging to parallelize efficiently, and also give us a better idea of the impact of future computers with even more parallelism relative to the problem size. We note that at these problem sizes, the Fock and density matrices are treated as dense matrices, i.e., unlike in linear scaling methods, any sparsity is not exploited.
The HF method is a useful prototype for parallel scalability studies. Besides playing a fundamental role in electronic structure theory, being the starting point for most methods total amount of work in this stage is very small compared to the amount of work in the Fock matrix construction stage. However, diagonalization has much less parallelism than Fock matrix construction. Thus it is possible for the density matrix computation to limit performance on large numbers of nodes.
The contribution of this paper is to show empirically how Fock matrix construction and density matrix calculation affect the overall scalability of a HF-SCF algorithm. Since the relative scalability of these two components depends on problem size, we measure the performance of the components of an efficient implementation of HF-SCF for different problem sizes, and on different numbers of nodes. A significant amount of research has been dedicated to parallelizing Fock matrix construction (e.g., Refs 3-11) and density matrix calculation (e.g., but, to the best of our knowledge, the relative contribution of these two components to scalability and overall execution time of HF-SCF has not been studied.
In Section II, we describe the parallelization challenges of Fock matrix construction and specify an efficient implementation that we use for parallel scalability measurements. In Section III, we describe the use of purification for computing the density matrix. Developed in the O(N) methods literature, purification uses sparsity to obtain linear scaling. In our work on HF for moderately sized problems, we treat the Fock and density matrices as dense.
We show that even in this case, purification has performance advantages over diagonalization in the case of highly parallel computations. Results of parallel scalability studies are presented in Section IV. For a small problem (122 atoms) on large numbers of nodes, the execution time for density matrix calculation can exceed that for Fock matrix construction.
For larger problems (up to 1205 atoms), the execution time for Fock matrix construction dominates. In a sense that will be made precise later, Fock matrix construction and density matrix calculation impact overall scalability approximately equally. Section V concludes this paper.
II. FOCK MATRIX COMPUTATION
Whether or not the Fock and density matrices should be replicated or distributed across nodes depends on the the size of the matrices, the number of nodes, and the available memory per node. For large matrices, distributing the data may be necessary. Distribution of the data may also be more efficient than replication for computations with large numbers of nodes, in order to avoid needing to synchronize copies of the data across all the nodes.
In this paper, we focus on the distributed case, and assign a rectangular block of matrix elements to each node.
The Fock matrix, F , is computed as
where H core is the core-Hamiltonian, D is a density matrix, and (ij|kl) denotes an element ALGORITHM 1. Distributed Fock matrix construction. The input to the algorithm is a set of atoms and their positions, a basis set, and a density matrix, D. The output is the Fock matrix, F . 
and τ is a screening threshold. The two-dimensional quantity σ can be precomputed and stored. This type of screening, often called Schwarz screening 15 , is essential for reducing the computational cost of HF, but also forces the computational data access pattern to be irregular and the parallelization to be more complicated.
We can now write the generic algorithm for distributed Fock matrix construction, shown as Algorithm 1. The algorithm is based on shell quartet computations, in order to efficiently exploit symmetries and screening of the ERI tensor. In the algorithm, quantities such as F M N and D P Q denote submatrices of the Fock matrix F and density matrix D, respectively.
Each of these submatrices reside on one of the nodes according to the partitioning of F and
D.
There are two basic options for distributed parallelization of this algorithm. The first option is to "statically" partition the set of shell quartets such that the computation load across the nodes is balanced and such that the communication of the D and F submatrices is minimized. The second option is to "dynamically" schedule tasks onto nodes, where a task is a subset of all the shell quartets. The tasks are defined such that there are many more tasks than nodes, so that when a node completes a task, it retrieves a new task from a global queue of tasks. This procedure is naturally load balanced as long as the granularity of the tasks is fine enough.
A good static partition is hard to achieve and thus many codes, 
III. DENSITY MATRIX COMPUTATION

A. Purification
The density matrix in the HF-SCF method is
where C occ is the matrix formed by the lowest energy eigenvectors of the Fock matrix corresponding to occupied orbitals, or those eigenvectors corresponding to eigenvalues smaller than the chemical potential. The density matrix is therefore a "spectral projector" of the Although this common method works well for small numbers of nodes, its performance is poor for large numbers of nodes, due to limited parallelism in the eigendecomposition.
In the divide-and-conquer algorithm for computing the eigendecomposition, which is known to be preferable over the QR algorithm for large problems when eigenvectors are desired, complicated tree-like data structures are used in the parallelization 20 . Instead of speeding up, the code may "slow down" when the number of nodes increases beyond a point. In these cases, to avoid slowing down, it is advantageous to map the eigendecomposition to a smaller subset of nodes. However, the scalability still suffers because many nodes would be idle.
An alternative to eigendecomposition is to use any of a large number of "diagonalization- 
until it is determined that the iterates have converged. As is evident, the algorithm is based on matrix multiplication, and thus has much more parallelism and is easier to parallelize than methods based on eigendecomposition. It is thus potentially useful as an alternative to eigendecomposition when a large number of nodes is used.
Assuming We use an extension of McWeeny purification that computes the density matrix knowing only the number of occupied orbitals, rather than the chemical potential. Several such extensions exist, the first being canonical purification 23 . Here, the trace of the iterates D k , which corresponds to the number of occupied orbitals, is preserved from step to step. In trace-correcting purification 24 the trace converges to the desired value, but it is allowed to change from step to step in order to accelerate convergence, especially in cases where the fraction of occupied orbitals is very low or very high. In trace-resetting purification 25 (see also Ref. 26) , the trace constraint is only enforced on certain steps. Convergence can also be accelerated by using nonmonotonic polynomial mappings, if the eigenvalues around the chemical potential are known or can be bounded 27 .
In this paper, we use canonical purification as described in Ref. 23 trace. This is accomplished by shifting and scaling F as
where n is the number of basis functions, n e is the number of occupied orbitals, and where
We use Gershgorin's theorem 28 to cheaply provide outer bounds F min and F max on the smallest and largest eigenvalues of F , respectively. The Lanczos algorithm 29 can alternatively be used to estimate the extremal eigenvalues.
Results of tests comparing the distributed parallel performance of canonical purification to that of eigendecomposition will be shown in Section IV. We note that trace-correcting purification may have lower computational cost than canonical purification, particularly for very low or very high partial occupancies 24, 30 .
B. Parallel matrix multiplication
The purification algorithm spends most of its execution time performing two matrix multiplications, computing the square and cube of D k . Many algorithms exist for distributed parallel matrix multiplication, and most can be categorized as 2D algorithms [31] [32] [33] [34] or 3D ALGORITHM 2. Canonical purification.
Set D 0 using Eq. (3) which is also implemented as the PDGEMM function in ScaLAPACK. We also implemented a 3D algorithm, following Ref. 37 . We refer to these as the 2D and 3D algorithms in the remainder of this paper. These algorithms were implemented so that we could separately measure the time for computation and communication. We have verified that the timings for our 2D algorithm are very similar to the timings for PDGEMM. Note that matrix symmetry is very difficult to exploit efficiently in distributed dense matrix multiplication; we found that the PDSYMM function in ScaLAPACK (which allows one matrix in a matrix multiplication to be symmetric) generally performed worse than PDGEMM. We have not attempted to exploit symmetry in our implementations, however, any efficient matrix multiplication code for symmetric matrices could be applied and would benefit density matrix purification.
Finally, we note that the Fock matrix, which is scaled and shifted to form D 0 , is initially partitioned in 2D fashion (see Section II). Thus there is an additional communication cost in the 3D case over the 2D case to map D 0 into the required 3D data distribution. This cost, however, can be amortized over the many matrix multiplies that are used in the purification procedure. For a fixed number of processors p and a fixed dimension n of the matrices, the matrix blocks have dimension n/p 1/2 in the 2D case and n/p 1/3 in the 3D case. Note that the blocks are larger in the 3D case. This means that the local matrix multiplications may be more efficient (up to a certain size depending on the hardware) in the 3D case because these multiplications involve larger submatrices. This effect can be observed for the smaller problem in Figure 1(a) . Here, the dgemm timings are similar in both 2D and 3D algorithms for small numbers of nodes, but are lower for the 3D case for larger numbers of nodes. This is due to lower efficiency of the dgemm function for smaller sizes.
Note that communication requires a large majority of the execution time on large numbers of nodes. In these cases, faster dgemm operations would not significantly improve the overall performance. Due to better performance of the 3D algorithm, we use the 3D algorithm for purification in the remainder of this paper.
IV. COMPUTATIONAL SCALING RESULTS
In this section, we first demonstrate the performance of the optimized implementations for Fock matrix construction and density matrix purification described in the previous two sections. We refer to this code as GTFock. We then use GTFock to understand the relative importance of the scalability of these two components to the overall scalability of HF-SCF. 39 . We generated a set of test systems (Table II) by only including residues with any atom within a certain distance from any atom in the ligand. For a system named 1hsg 28, the distance is 2.8Å. Peptide bonds cut during this procedure were capped by a hydrogen placed in the vector of the N-C peptide bond with a bond distance of 1.02Å for N-H bonds and 1.10Å for C-H bonds. All test molecular systems used the cc-pVDZ basis set 40 . A screening tolerance of τ = 10 −10 was used for Schwarz screening of ERIs; see Eq. (2). HF calculations were performed for the spin-restricted case (RHF). For the SCF iterations, an initial guess for the density matrix was constructed using superposition of atomic densities (SAD). The iterations were accelerated by using direct inversion of the iterative subspace (DIIS) 41 . For the four molecular systems, between 16 and 18 SCF iterations were required for convergence. We note that the systems are insulators and thus the convergence of purification, which depends on the HOMO-LUMO gap, is rapid. For the first density matrix calculation, canonical purification required between 34 and 36 iterations, and for the last density matrix calculation, purification required between 30 and 32 iterations for convergence for the four problems. Convergence will be much slower for small gapped systems, but the parallel scalability of purification remains the same. 
A. Comparison to NWChem
We first compare the performance of GTFock to the performance of NWChem 16 . Figure   2 shows timings for Fock matrix construction and density matrix calculation for the two codes for the test system 1hsg 38. For GTFock, density matrix calculation used purification with the 3D matrix multiplication algorithm. For NWChem, density matrix calculation used the QR algorithm for eigendecomposition as implemented in the pdsyev function in ScaLAPACK.
For NWChem, the results show that Fock matrix construction scales up to about 144
nodes, but execution time increases with more nodes. Eigendecomposition, which requires only a small fraction of the execution time, scales poorly, and its execution time increases after 36 nodes. These results show that eigendecomposition never dominates the total time in NWChem for any number of nodes for this problem. Overall, the maximum speedup is 36 at 144 nodes. In general, better scalability would be observed for larger problems.
In comparison, GTFock has better scalability than NWChem. Fock matrix construction scales up to 1024 nodes, which was the largest machine configuration we could test.
Purification timings also decrease monotonically. (We note that in GTFock, Fock matrix construction used a square number of nodes, but purification was performed using a number of nodes that is the largest cube not exceeding that square.)
Fock matrix construction in NWChem is always at least a fixed factor slower than that in GTFock. This is because GTFock uses a slightly faster code for computing ERIs; this will be described in a future paper.
B. Different problem sizes
The overall scalability of HF-SCF is complex because it depends on two components, each with its own scalability characteristics, and the proportion of the computation spent The O(n 3 ) scaling of density matrix calculation assumes compute-bound computation.
Although the scaling of communication is typically less than O(n 3 ), the absolute cost of communication is higher than the absolute cost of computation when the method is network bandwidth bound. For arbitrarily large problems, however, density matrix calculations will not be network bandwidth bound (given finite computer resources) and the calculations will scale as O(n 3 ). As before, Fock matrix construction in GTFock shows good scaling for all problem sizes.
Eigendecomposition and purification show poor scaling, with eigendecomposition scaling worse than purification. The eigendecomposition curve crosses the Fock matrix construction curve at 225 nodes for 1159 basis functions, and at 1024 nodes at 3555 basis functions. For larger problems, the intersection appears to be at a larger number of nodes. Thus we have the conclusion that the scalability of the eigendecomposition is more of a concern for small problems than for large problems. A similar conclusion can be drawn for purification, where it can be observed that the gap between Fock matrix time and purification time grows when going from 1159 to 5065 basis functions.
To analyze this further, note that the proportion of the time spent in eigendecomposition relative to Fock matrix construction is about 2 percent, with almost no growth for larger problem sizes, as measured by single node timings. For purification, this proportion is also almost constant, at 1 percent. For more nodes, these proportions are larger because of poorer scaling of density matrix calculations relative to Fock matrix construction. However, these calculations also scale better for larger matrices, which explains why density matrix calculation is more of a bottleneck for smaller problems rather than larger problems. The proportion of the time spent on density matrix calculation does not increase fast enough as problem sizes are increased for the bottleneck to appear at larger problem sizes. In general,
for the same number of nodes greater than 1, as problem sizes are increased, the density matrix calculation time is smaller relative to Fock matrix construction time.
C. Strong scalability results
We now compare achieved performance to ideal performance. Figure 4 shows the speedup of Fock matrix construction and purification combined, as a function of the number of nodes. The actual speedup (Actual) improves for larger problem sizes, which is typical behavior, attaining approximately 80 percent efficiency for the largest problem size on 1024 nodes. What accounts more for this loss in parallel efficiency -Fock matrix construction or purification? Although the scalability of purification is poorer than for Fock matrix construction, the total time spent in purification is much less (see Figure 3) . To answer the above question, Figure 4 also plots the total speedup using the actual Fock matrix construction timings but assuming purification is perfectly parallel (Fock+perfect), and total speedup using actual purification timings assuming Fock matrix construction is perfectly parallel (Purif+perfect). These two plots help identify the impact of each of the components on total scalability. As can be seen, especially for the largest problem size, the impact on total scalability by the two components is about the same. Thus one cannot say that scalability is impacted more by Fock matrix construction or by purification; both impact the overall scalability by about the same amount, due to the smaller amount of time spent in the less scalable density matrix calculation. scalability is relative to 9 nodes since this large problem could not be run on a single node.
D. Scaling with number of basis functions
For n basis functions, the number of non-screened ERIs that must be computed is O(n 2−3 ), which is expected to be similar to the scaling of Fock matrix construction. Eigendecomposition using the divide and conquer algorithm nominally scales as O(n 3 ), but may scale slightly better due to "deflation" in the algorithm. In purification, the matrix multiplication with dense matrices scales as O(n 3 ). Table III shows the scaling exponents (slopes) for the curves shown in Figure 5 , computed using 1159 and 3555 basis functions. For 1 node, eigendecomposition has a higher scaling exponent than Fock matrix construction. However, the reverse is true at 529 nodes. Both eigendecomposition and purification scaling exponents decrease significantly for 529 nodes, due to high communication cost relative to computation cost. We note also that the dgemm scaling exponent also degrades at 529 nodes; this is because of poorer efficiency of dgemm due to the use of small submatrices at this level of parallelism. 
which gives a formula for computing h N . The projected timings are then computed as
where s is the acceleration factor, which is 10 in our case. is smaller by a factor of 10 for small numbers of nodes, but at around 225 nodes, the communication overhead starts to dominate so that the time stops scaling. The projected Fock matrix construction time is small enough that the purification time starts to dominate at around 100 nodes, but Fock matrix construction time may start to dominate again for large node counts due to its lack of scalability. For larger matrices, the point at which the projected Fock timings flatten out would occur at a larger number of nodes. Similarly, loss of scalability would begin at a smaller number of nodes if the acceleration factor s is larger. The graph gives an interesting perspective of a potential future scenario where ERI calculations can be accelerated, but communication, whose costs are more difficult to reduce, stays the same.
V. CONCLUSIONS
Should code developers focus on optimizing Fock matrix construction because it requires the largest portion of the compute time, or should developers focus on the density matrix calculation because it scales poorly and may dominate the total time for large numbers of nodes? In this paper, we have addressed the parallel efficiency of both Fock matrix construction and density matrix calculations. The results show that there is not just one impediment to better scalability-both components of HF-SCF are important and almost equally impact overall scalability.
The more difficult challenge, however, lies in the efficient parallelization of density matrix calculations for small problems. (For large problems, a higher ratio of computation to communication improves scalability.) We have suggested using density matrix purification techniques as a potentially more scalable approach than eigendecomposition approaches for HF-SCF. Purification is already well established for linear scaling methods, but its applicability to highly parallel HF computations does not seem to be appreciated. Purification with dense matrices will require more arithmetic operations than eigendecomposition, but on modern computer architectures, data movement and parallelism are more important.
Although we expect the general trends shown in this paper to hold, specific conclusions will differ for different computers and as algorithm and implementation improvements are made to codes such as parallel eigendecomposition. In particular, recent eigensolvers such as ELPA 14 are demonstrating better performance than the pdsyevd ScaLAPACK routine we used for comparisons. ELPA also uses the divide and conquer algorithm like pdsyevd, but can use a two-step procedure for tridiagonalization. Results from ELPA-2 14 (compare Figure 3(a) of the reference to Figure 3 (c) of this paper) show comparable performance to purification for 1000 cores, but fails to scale beyond that. ELPA is much faster, however, at low levels of parallelism, which can be expected.
Software based on the ideas of this paper has been released in open-source form as the GTFock framework for distributed Fock matrix computation. We are currently integrating this software into the Psi4 quantum chemistry package.
44
Because of the similarity between Hartree-Fock theory and Kohn-Sham density functional theory (DFT), the work presented here can be readily extended to DFT. Moreover, additional quantum mechanical methods may be formulated in terms of (generalized) Coulomb and exchange matrices, meaning that GTFock may form the core of future massively parallel codes for methods including MP2 and CCSD(T), symmetry-adapted perturbation theory (SAPT), configuration interaction singles (CIS) and RPA for excited electronic states, coupled-perturbed Hartree-Fock or DFT for analytical energy gradients, and others.
