Facial neuromuscular dysfunction severely impacts adaptive and expressive behavior and emotional health. Appropriate treatment is aided by quantitative and efficient assessment of facial motion impairment. We validated a newly developed method of quantifying facial motion, automated face analysis (AFA), by comparing it with an established manual marking method, the Maximal Static Response Assay (MSRA). In the AFA, motion of facial features is tracked automatically by computer vision without the need for placement of physical markers or restrictions of rigid head motion. Nine patients (seven women and two men) with a mean age of 39.3 years and various facial nerve disorders (five with Bell's palsy, three with trauma, and one with tumor resection) participated. The patients were videotaped while performing voluntary facial action tasks (brow raise, eye closure, and smile). For comparison with MSRA, physical markers were placed on facial landmarks. Image sequences were digitized into 640 ϫ 480 ϫ 24-bit pixel arrays at 30 frames per second (1 pixel Х0.3 mm). As defined for the MSRA, the coordinates of the center of each marker were manually recorded in the initial and final digitized frames, which correspond to repose and maximal response. For the AFA, these points were tracked automatically in the image sequence. Pearson correlation coefficients were used to evaluate consistency of measurement between manual (the MSRA) and automated (the AFA) tracking methods, and paired t tests were used to assess the mean difference between methods for feature tracking. Feature measures were highly consistent between methods, Pearson's r ϭ 0.96 or higher, p Ͻ 0.001 for each of the action tasks. The mean differences between the methods were small; the mean error between methods was comparable to the error within the manual method (less than 1 pixel). The AFA demonstrated strong concurrent validity with the MSRA for pixel-wise displacement. Tracking was fully automated and provided motion vectors, which may be useful in guiding surgical and rehabilitative approaches to restoring facial function in patients with facial neuromuscular disorders. (Plast. Reconstr. Surg. 107: 1124, 2001 Facial neuromuscular dysfunction severely impacts adaptive and expressive behavior and emotional well-being. The patient with a facial neuromuscular disorder often has difficulty performing basic daily functions such as eating, drinking, and swallowing, and communicating his or her feelings and intentions to other persons. The risk for moderate to serious levels of depression and anxiety is heightened in this person. 
Facial neuromuscular dysfunction severely impacts adaptive and expressive behavior and emotional well-being. The patient with a facial neuromuscular disorder often has difficulty performing basic daily functions such as eating, drinking, and swallowing, and communicating his or her feelings and intentions to other persons. The risk for moderate to serious levels of depression and anxiety is heightened in this person. 1 The treatment of facial nerve disorders requires an accurate assessment of impairment [2] [3] [4] and dysfunction 5 to determine indications and to plan for interventions for recovery of normal facial motion. 6 Rating scales of facial neuromotor impairment have been the primary clinical tool for assessing and describing outcomes of facial nerve disorders. [7] [8] [9] [10] Although useful, clinical ratings are inherently subjective, subject to drift among raters, and susceptible to bias, and they lack precise description of facial impairment. They provide an efficient but necessarily crude measure of severity and progression of impairment and recovery. standard set of facial motions. Image sequences are then digitized for the purpose of analysis. The methods differ in whether they require artificial enhancement of facial features and strict control of rigid head motion and in their level of analysis and extent of automated processing.
The Maximal Static Response Assay (MSRA) 16 is a static assay in which the operator selects one frame of maximal facial excursion from a video sequence of standard facial expressions. Subjects wear physical markers on selected facial landmarks, arranged in a standardized configuration (Fig. 1) . The center of the markers is manually detected in frames corresponding to repose and maximal facial response. The linear x,y displacement of each marker between repose and maximal response provides a quantitative measure of feature motion. Among the successful uses of this assay have been the study of synkinetic motion of the face, [17] [18] [19] the incidence of depression in the patient with a facial nerve disorder, 1 and the specific effect of an impaired smile on the patient with a facial impairment of movement. 20 The MSRA approach has several limitations. Manual placement of marking dots and identification of markers' positions in multiple frames of the video sequence increases the opportunity for error in measurement and is a recognized limitation of the assay. 16 The method is labor intensive and time consuming for the operator and the patient. Information from a single camera limits motion information to two-dimensional feature extraction and representation. The use of physical markers may inhibit spontaneous facial motion and limits analysis to preselected features (i.e., facial landmarks). Because no information is given regarding motion of the face between repose and maximal excursion, nonlinear motion is ignored and there is no representation of the actual path of motion of the facial landmarks.
Neely and colleagues 9,10,21 developed a single-camera, two-dimensional method that requires no artificial enhancement or facial markers. Differences in gray-scale intensities are calculated between adjacent frames of a video sequence. Composite scores based on gray-scale differences correlate well with the House-Brackmann rating scale. 10 Although an important advance in quantitative measurement of facial motion, this level of image processing fails to provide information about the direction and magnitude of facial motion. To extract this information and track facial features, more advanced computer vision methods may be needed.
Other groups have concentrated on threedimensional feature extraction and representation and increased automation. Frey et al. 12 use the VICON system (VICON Motion Systems, Lake Forest, Calif.), while Trotman et al. 11, 13, 14 use a Motion Analysis system. These commercial methods require the use of reflective markers, special lighting, and calibration of multiple cameras to achieve automated, three-dimensional feature extraction and representation. Analysis with these methods is time-consuming. Although three-dimensional tracking may provide enhanced information about facial motion, the requirements and cost may reduce the utility of these methods for clinical assessment. The use of reflective markers particularly limits the application of the three-dimensional tracking methods for assessing spontaneous facial motion and facial features that have not been preselected for analysis. 
AUTOMATED FACE ANALYSIS
A new method, automated face analysis (AFA), originally developed to detect, extract, and recognize emotion and paralinguistic expressions, 22, 23 uses several computer vision approaches to extract and quantify information about facial motion. These include dense flow extraction, facial feature tracking, and highgradient component detection.
Dense flow extraction is a means for detecting motion of the overlying skin produced by muscle contractions. Using optical flow, the magnitude and direction of this motion can be detected. Wu et al. 24 developed a method to compute dense flow using a coarse-to-fine CaiWang 25 wavelet representation. The Cai-Wang wavelet-based dense flows are sensitive to small motion and are stable in a smoothly textured region. Figure 2 shows examples of dense flow extraction for six different expressions using this method.
Feature-based tracking has been the focus in MSRA and other methods of assessing facial neuromuscular dysfunction in digitized image sequences. In AFA, facial feature tracking is used for this purpose. The method requires no artificial marking. Features are manually marked with a computer mouse in the first digitized frame of the image sequence and then tracked automatically using the LucasKanade 26 algorithm. Although the original idea of the algorithm assumes a small displacement between images, large feature motion (such as sudden head movements or mouth opening) may be accurately tracked.
The two images on the right in Figure 3 show an example of facial feature tracking results. The subject's face changes from neutral to brow raise, eye widening, and jaw drop, which is characteristic of surprise. The feature points are precisely tracked across the image sequence. Lines trailing from the feature points represent changes in their location during the image sequence. As the facial action units become more extreme, the feature point trajectory becomes longer.
The edge-and furrow-detection mode of the AFA relies on the fact that facial motion produces transient wrinkles and furrows perpendicular to the motion direction of the activated muscle. Contraction of the corrugator muscle, for instance, produces vertical furrows between the brows, while contraction of the medial portion of the frontalis muscle causes horizontal wrinkling in the center of the forehead. Some of these wrinkles and furrows may become permanent with age. Permanent "crow's feet" wrinkles around the outside corners of the eyes are common in adults but not in infants. 27 When lines and furrows become permanent facial features, contraction of the corresponding muscles produces changes in their appearance, such as deepening or lengthening.
Automated face analysis uses high-gradient component detection to detect wrinkles and furrow features. Figure 4 shows an example of wrinkle and furrow detection. 28 The row above is from the original image sequence. The row below shows the processed results. Note that baseline features, such as occlusion by the subject's hair, are removed by adjusting the threshold for edge detection.
The geometric normalization component of the AFA is a means of accommodating to head movement that often co-occurs with expressive changes in the face. People raise their head in surprise 29 or turn toward a friend while beginning to smile. 30 Expression may also vary as a result of individual differences in facial proportions. 31 Completely removing the effects of head movement from the input image sequence or extracted facial features would be very difficult; it may even require a complicated transformation that is dependent on the knowledge of the exact shape of the individual face. When, however, out-of-plane motion of the head is within about 5 degrees of rotation, either an affine or a perspective transformation of images can align images so that face position, size, and orientation are kept relatively constant across subjects, and these factors do not interfere with feature extraction. The affine transformation is computationally faster, but the perspective transformation gives more accurate warping for a higher degree of out-ofplane rotation. Both types of transformation are implemented in AFA. Details are described in Lien et al. 23 Thus, patients are free to move their heads while facial neuromotor function is assessed.
PATIENTS AND METHODS
The purpose of this study was to validate the automatic facial feature tracking module of AFA 22 with the manual tracking of the MSRA. 16 This study was conducted at the Facial Nerve Center at the University of Pittsburgh Medical Center. Image analysis was conducted at the Department of Psychology at the University of Pittsburgh.
Participants were adult outpatients of the Facial Nerve Center. In this study, videotapes of the performance of facial action tasks of nine subjects (seven women and two men) were studied; the mean age was 39.3 years [standard deviation (SD), 12.3 years; range, 22 to 60 years]. Subjects had a history of a variety of facial neuromuscular disorders including five with Bell's palsy, three with trauma, and one with tumor resection. The videotapes of facial action tasks were recorded as a part of the routine assessment of patients in the Facial Nerve Center, to which the patient had agreed as a part of the clinical evaluation. Five of the nine patients also provided informed consent for the use of their videotaped images in presentations and publications.
IMAGE ACQUISITION
For purposes of the MSRA, physical markers were affixed to the subjects' face in a standard configuration (Fig. 1 ). Patients were videotaped while performing a series of voluntary facial action tasks; the specific facial action tasks selected for this study were smile, brow raise, and eye closure. Patients were instructed by the videographer to move to maximal motion from a reposed face, maintain the motion at maximal displacement, and then relax the face to repose. Video recording was frontal with no head-restraining devices, using an S-VHS camera (Panasonic WV3230) at 30 frames/second. Rigid head motion was minimal. The same video footage was used in the administration of both facial motion assay methods.
IMAGE PROCESSING AND ANALYSIS
The target images were selected using the MSRA criterion of manual advancement through frames with the video recorder deck (Panasonic AG-DS850). Once the initial and final images for the selected motion were located, the entire sequence of video was digitized at 30 frames/second (Matrox Meteor II digitizer board, MeteorCapture II software) into 640 ϫ 480 pixel arrays with 24-bit precision for color values. Image sequences averaged 75 images in duration. These were saved with no-loss compression in TIF or bitmap format. The image sequences to analyze facial motion were obtained using either the AFA software 22, 32, 33 or manually, as described for the MSRA below. Eighteen features have been used customarily in clinical administration of the MSRA (Fig.  1) . Nine are located with physical markers (5-mm blue paper marking dots), and seven are anatomic landmarks. Two additional features, marked with marking dots, are used to scale the image from pixels to centimeters with a 2-cm ruler taped to the nose of the subject. The uppermost border of the philtrum (i.e., points 1 and 2 in Fig. 1 ) was marked with a computer mouse in the initial frame. The calibration marks on the nose and the uppermost border of the philtrum were omitted from the analyses.
MANUAL TRACKING
For the MSRA, the approximate centers of physical markers and facial landmarks were marked manually in the repose image and in the image of maximal motion. We then computed the horizontal and vertical displacement of each feature between the two images. 
To obtain accurate tracking of large feature motion, an image pyramid approach is used. 34 Each image is decomposed into five levels, from level 0 (the original, finest resolution image) to level 4 (the coarsest resolution image). In our current implementation, a 5 ϫ 5 Gaussian filter is used to smooth out noise and to enhance computation convergence. A 13 ϫ 13 feature region is used for all levels of the image pyramid. Rapid and large displacements of up to 100 pixels can be tracked robustly while maintaining sensitivity to subpixel motion. On a 300-MHz Pentium II computer, tracking 16 features requires less than 1 second per frame pair. (For further details, see Cohn et al. 22 and Lien et al. 23 )
DATA ANALYSIS
A Pearson product moment correlation was used to determine test-retest reliability of manual feature marking for the MSRA on two different occasions. Concurrent validity was deter- mined by comparing the horizontal and vertical displacement for facial features as determined by the manual (MSRA) and automated (AFA) tracking methods. The concurrent validity of the AFA, by comparison to the established MSRA quantification of facial feature motion, was defined in two ways: (1) assessment of mean differences in measures as determined by each of the methods using paired t tests, and (2) using Pearson product moment correlation coefficients to evaluate the consistency of the measures. Significance of the findings was determined at an alpha of p Ͻ 0.05, with no correction for multiple testing of means.
RESULTS
To assess retest reliability of MSRA, the first author (G.S.W.) manually marked features in the repose images on two occasions, approximately 1 month apart. The mean difference between time 1 and time 2 was Ϫ0.81 pixels (SD, 1.01) and 0.53 pixels (SD, 0.61) in the horizontal and vertical displacement dimensions, respectively (Table I) As evident from the mean differences and standard deviations between methods for each feature (Table II) , differences between MSRA and AFA were comparable to the retest reliability of the MSRA alone. In the brow condition, the mean difference between the MSRA and AFA was Ϫ0.73 (SD, 0.96) and 0.66 (SD, 1.09) pixels in the horizontal and vertical axes, respectively (Table II) ; this corresponded to differences of approximately Ϫ0.21 and 0.20 mm. In the eye closure condition, the mean difference between the MSRA and AFA was Ϫ0.72 (SD, 1.44) and 0.68 (SD, 1.27) pixels in the horizontal and vertical axes (Table III) ; this corresponded to approximate differences of Ϫ0.22 and 0.20 mm in the horizontal and vertical axes. In the smile condition, mean difference between the MSRA and AFA was Ϫ1.15 (SD, 1.11) and 0.15 (SD, 0.86) pixels in the horizontal and vertical axes (Table IV) ; this corresponded to differences of Ϫ0.35 and 0.05 mm. Similarly, measures of feature point location by the MSRA and AFA methods were highly consistent, with mean Pearson correlation coefficients in the range of 0.96 to 0.99 (Table V) . 
Pixel Size in Millimeters
The scaling points from the 2-cm nasal tip mounted ruler were used to determine the approximate correspondence between pixel measurement in the image and physical measurement of the patient's face. The average of three separate measurements from multiple image sequences found 1 pixel to be approximately 0.3 mm in length. This measurement approach has been used by the MSRA for the past several years, and has served well enough as an approximation, despite possible errors in magnitude of the ruler measure due to head tilt. If the patient's head is tilted at any angle other than perpendicular with the lens of the video camera, a degree of error will be present. Thus, the 0.3 mm per pixel is to be taken as an approximation only. The mean differences between the MSRA and AFA measurements were generally in the range of 0.2 to 0.3 mm for each facial action task.
Utility: Examples of Automated Face Analysis of Smile
Automated face analysis was used to track facial movement during a smile for a person with a unilateral left facial paresis. In Figure 5 , the face is shown at repose and at several points through the movement in the upper sequence. The asymmetry of facial movement characteristic of a person with a facial neuromuscular disorder is accurately represented by AFA. An additional benefit of the AFA technique is a continuous plot of the motion of user specified landmark points on the face. Using the AFA, the examiner is afforded a map of the exact track of the motion of each feature instead of only linear displacement and direction (Fig. 6) . DISCUSSION We present a new, computer-based approach for quantifying facial motion, and evaluate its concurrent validity and utility with a previously developed manual method. Excellent concurrent validity between facial feature tracking in AFA and the MSRA was observed. The MSRA and AFA have nearly identical abilities to locate the facial features. The mean difference between the two measuring systems was approximately 1 pixel on a 640 ϫ 480 pixel image for all image sequences measured. These results are in agreement with published results of automated facial feature tracking. 22, 23, 32, 33 The two systems were highly consistent, with average correlation of r ϭ 0.95 or higher between systems.
While the differences between methods were small (less than 1 pixel on average), the differences that did occur were systematic. For all but two data pairs, the values for MSRA were larger by about 1 pixel or less on average. The source of this bias in measurement is not clear, but the likelihood is that the bias is introduced by the human-observer-based MSRA. When the exact location of a feature point is ambiguous, the human observer may follow heuristics. What these heuristics are or whether they represent only systematic error is not known but warrants further study. When extrapolating results from one system to the other, investigators should bear in mind this small but consistent difference. This consistent difference may be the reason for the statistically significant results in some of the comparisons of feature point location, despite the excellent Pearson correlations (average correlation between systems, r ϭ 0.95 or higher for all facial actions studied). Using the AFA, a level of feature point measurement for facial actions comparable to the time-intensive manual measurement using the MSRA was achieved automatically, requiring less than 1 second per frame pair for tracking.
The AFA, in addition to locating facial feature points, automatically extracts and represents nonlinear motion across the image sequence. The MSRA, on the other hand, estimates linear motion only between the first and target frame. This path of facial movement information can better inform diagnosis and treatment planning.
Facial motion can result from both rigid head motion and changes in facial expression. In the current study, head motion was negligible. In many applications, rigid motion of the head will occur, and procedures are needed to statistically separate these two sources of motion. The MSRA uses an affine transformation, which is appropriate for motion within the image plane (i.e., translation in the horizontal and vertical axes and change in scaling). Because the affine transformation omits parameters for out-of-plane motion, it fails when such motion occurs. The AFA affords a perspective transformation, which includes parameters for all six degrees of image motion: (1) the position in the camera plane (i.e., horizontal and vertical translation); (2) the position in the plane orthogonal to the camera (i.e., scale); and (3) the rotation in the three spatial axes (i.e., pitch, yaw, and roll). Therefore, in comparison to the MSRA, a larger range of head motion can be tolerated using the AFA.
To reduce manual processing, the MSRA typically uses the same repose image to calculate feature displacement for each condition. This practice is acceptable only if rigid head motion fails to occur between tasks. In reality, a patient will move his or her head between tasks. When this occurs, rigid head motion and nonrigid head motion are confounded. This type of error is a recognized limitation of the MSRA. 16 With a switch to AFA, the reuse of repose images is no longer necessary.
Gross et al. 13 demonstrated the difference in magnitude between two-dimensional and three-dimensional measuring systems, and proposed the need for the latter. We concur with this recommendation and are beginning to work on a three-dimensional implementation of AFA. Our collaborators on a related project 35 have created a system for threedimensional image digitization using a dense array of up to 50 cameras (four-dimensional when the time dimension is included). The use of multiple cameras, however, may reduce the feasibility of automated facial motion assessment clinically. For this reason, we plan comparison studies between two-dimensional and three-dimensional implementations.
Preliminary studies mapping the actual course of tracked facial features have demon- strated heretofore unsuspected patterns of motion to be presented in future reports. Feature points on the paretic side of the face may move in complex curvilinear tracks that cannot be fully appreciated by the naked eye in real time.
With the AFA, a new technique with great quantitative and qualitative power for assessing the consequences of facial paralysis for each patient and the results of treatment is presented.
The components of the AFA provide a range of methods for exploring facial motion with varying capacity for recognizing aspects of facial motion and actions. Dense flow extraction, while sensitive to small motion and stable in a smoothly textured region, is computationally intensive and may include information that is not of interest to the clinician. Facial feature tracking may be more useful or appropriate for clinicians interested in tracking the motion of localized features, such as the lips, eyes, and brows during usual facial functions. The path information of the feature across the full range of movement provides motion vectors, which can represent nonlinear motion. These vector paths may enhance understanding of the mechanics underlying facial movement. Wrinkles and furrows such as the nasolabial fold of the cheek may be best detected by edge and furrow detection. Gradient filters (first-order derivative) of different orientations are used for edge and furrow detection. Before applying these gradient filters, a Gaussian filter is used to smooth the image data. On a 300-MHz Pentium PC, the processing time is approximately four frames per second. The same video can be analyzed by each of the methods depending on the facial motion information of interest.
CONCLUSIONS
In summary, we evaluated the concurrent validity and utility of a new, quantitative method for automatic tracking of facial motion. Automated face analysis demonstrated high concurrent validity with an established manual marking method, the MSRA. Automated face analysis was more efficient, provided automated tracking of facial motion, and produced motion vectors, which can represent nonlinear facial motion. The method was easy to use, fast, and accurate, and it showed promising potential for clinical applications. In future work, we will implement AFA in aspects of diagnosis, treatment, and therapeutic rehabilitation of persons with facial neuromuscular dysfunction. It is hoped that further work with this method will establish the role of AFA in the clinician's repertoire for assessment and treatment of individuals with facial neuromuscular dysfunction. Automated Face Analysis has the potential to yield information useful in understanding mechanisms of facial movement and expression, and in improving effectiveness of facial reanimation and rehabilitation.
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