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RECHERCHES SUR L A COURBURE 
DES SURFACES DANS DES ESPACES A n DIMENSIONS 
A COURBURE CONSTANTE. III. 
3. Préliminaires concernant une représentation de l'espace Kr 
sur l'espace euclidien réel à 2 r dimensions. 
12. Dans la suite nous désignons par S2r l'espace euclidien réel 
à 2 r dimensions. Nous supposons que, les coordonnées homogènes de 
l'hyperplan à l'infini de l'espace S2 r sont toutes nulles sauf la première 
qui est différente de zéro et que, la forme quadratique fondamentale de 
l'espace S2r est (x
1)2 + . . . + [xîrf. 
Faisons la représentation habituelle de l'espace Kr sur l'espace S2 r 
de manière que, l'image d'un point A (vecteur a) quelconque de l'espace Kr, 
aux coordonnéses non-homogènes Al = Al - j - i A i ) . . A
r = A2r~l-\-iAir 
(aux composantes a1 = a1 -\- ia2,..., ar = a2*—1 -j- ia2r), les A, a étant 
réels, soit dans l'espace S2r le point (le vecteur) dont les coordonnées 
non-homogènes (composantes) sont A1, ..., Air (a1,. . . , a2r). 
Nous allons indiquer quelques propriétés de la représentation en 
question. Pour cela nous la désignerons par 91 et nous introduisons les 
deux espaces linéaires à r — 1 dimensions, complexes conjugués et situés 
sur la quadrique absolue de 1' espace S2 r 
x1 -j- ix2 = 0, xl — ix2 = 0, 
(3) (3) 
qui se présenterons en relation avec 91. Nous appellerons ces deux espaces 
espaces absolus de la représentation 91. 
La représentation 91 définit une correspondance biunivoque entre 
les points des deux espaces et aussi une correspondance biunivoque entre 
les vecteurs des deux espaces. L'image d'un système linéaire de vecteurs 
à un paramètre la(l= i l2) est un système linéaire de vecteurs à 
deux paramètres réels klt X2






2k~1, h = 1,..., r. On voit que, ce système à deux paramètres est 
le système linéaire de vecteurs ayant pour base les images, dans la re-
présentation 91, des deux vecteurs a, ia. Les images en question sont 
linéairement indépendantes. H en résulte que, l'image, dans la représen-
tation 91, d'un point à l'infini de l'espace Kr est une droite à l'infini 
de l'espace S2r- On vérifie facilement qu'une telle droite, prolongée dans 
le domaine complexe, coupe les deux espaces absolus 3, 9 de la représen-
tation 91 et inversement, si une droite à l'infini de l'espace prolongée 
1* 
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dans le domaine complexe, coupe les deux espaces en question, elle est 
l'image, dans la représentation 91, précisément d'un point à l'infini de 
l'espace ~Kr. L'espace de points à l'infini de l'espace Kr se trouve donc 
représenté, par 91, biunivoquement, à la congruence de droites de l'espace 
S2r, lesquelles, prolongées dans le domaine complexe, coupent les deux 
espaces absolus de la représentation 91 [congruence absolue). H est facile 
de voir que, par tout point à l'infini de l'espace S2r il passe précisément 
une droite de la congruence absolue. 
13. Soient ak, h = 1, . . . , m, des vecteurs de l'espace Kr, linéairement 
indépendants. On voit facilement que, les 2 m vecteurs de l'espace S2r, 
qui correspondent, dans la représentation 91, aux vecteurs ak et iak sont 
linéairement indépendants. Il en résulte que, aux m points à l'infini de 
l'espace Kr, déterminés par les vecteurs akf correspondent, dans la re-
présentation 91, m droites de la congruence absolue indépendantes c'est 
à dire appartenent à un espace linéaire m_t h 2 m — 1 dimensions. 
Désignons par 3im—i l'espace linéaire à m — 1 dimensions contenant les m 
points à l'infini* en question de l'espace Kr. A tout point à l'infini situé 
dans l'espace 3im-x correspond, dans la représentation 9Î, une droite de 
la congruence absolue, située dans l'espace S^m-j. En effet, tout point 
à l'infini situé dans l'espace <&m—x peut être déterminé par un vecteur tel que 
b = V ax -{-... -f ï
m am. 
Posons, pour j, Te = 1,..., m, bk = p*k~l -f- i/?2*, ak = a/*- 1 + «a/*, 
lk = A . 2 4 - 1 - j - il2k, les a, /?, X étant réels. La formule précédente entraîne 
02 * - l = Il a i i - 1 _ a2k _j_ m _ _|_ 12 m-l aJ * - l _ tfm aJ tf 
P»k = ll axik -f- À 3 ax2*-i + ' . . . + Pm~l am2k + l*m am\k~K 
On en voit que, les deux vecteurs de l'espace S.ir qui sont les images, 
dans la représentation 9î, des vecteurs b, ib sont des combinaisons liné-
aires des vecteurs-images de a} et iaj et cela suffit pour la démonstration. 
On constante aussi facilement que, par tout point de l'espace S 2 m - i il 
passe précisément une droite de la congruence absolue située dans l'espace 
&-2m—i et cette droite correspond, dans la représentation 91 à un point 
à l'infini de l'espace Kr, situé dans l'espace x . Au sujet de l'espace 
S2m—i nous disons qu'il est l'image, dans la représentation 91, de l'espace 
<fom—i- Remarquons que, inversement, si un espace linéaire S2»«—î à 2 m — 1 
dimensions, situé dans l'hyperplan à l'infini de l'espace /S2r> jouit de la 
propriété que, par tout son point il passe précisément une droite de la 
congruence absolue située dans l'espace S 2 «,_i, cet espace est l'image, 
dans la représentation 91, d'un espace linéaire 3im^x à m dimensions 
situé dans l'hyperplan à l'infini de l'espace Kr. 
Soit A un point quelconque dans l'espace Kr et considérons un 
espace linéaire Km à m dimensions (1 <̂  m < r) passant par A. Cet espace 
5 
coupe l'hyperplan à l'infini dans un espace linéaire km— 1 dimen-
sions. Soit #2,» l'espace linéaire à 2 m dimensions contenant l'image A 
du point A et l'espace linéaire S2»»-i qui est l'image, dans la représen-
tation 91, de l'espace <&m j . En reprenant la notation de tout à l'heure 
on voit qu'à tout point B de l'espace Km correspond, dans la représen-






B'k Aik + lla^k -f- A 2 a , 2 * - 1 - f . • • + l*»-1^»* + k*»aj*-lt 
(Je =• 1, . . ., r). 
Ces formules montrent que, les deux espaces Km et S2m se correspondent, 
en ce qui concerne les points, biunivoquement. En ce qui concerne les 
points à l'infini de l'espace Km, ces points à l'infini correspondent, natu-
rellement, d'une manière biunivoque, aux droites de la congruence absolue 
situées dans l'espace S2 m. Au sujet de l'espace S2 m nous disons qu'il est 
l'image, dans la représentation 91, de l'espace Km. Remarquons que, 
inversement, si un espace linéaire S2 m à 2 m dimensions plongé dans 
l'espace S2r et passant par un point A, jouit de la propriété que, par 
toute droite passant par A et contenue dans l'espace S2 m il passe préci-
sément un plan situé dans l'espace S2m et contenant une droite de la 
congruence absolue, cet espace est l'image, dans la représentation 9v, 
d'un espace linéaire Km à m dimensions. 
14. Terminons ces préliminaires par les remarques suivantes. La 
représentation 9i est isométrique. Les deux espaces absolus de la repré-
sentation 91 n'ont pas été définis intrinsèquement du point de vue de la 
géométrie euclidienne réelle. Ils représentent plutôt, de ce point de vue, 
deux espaces linéaires à r dimensions complexes conjugués et situés sur 
la quadrique absolue de l'espace S2r quelconques. Autrement dit, étant 
donné deux espaces linéaires à r dimensions complexes conjugués et situés 
sur la quadrique absolue de l'espace S2 r, il existe une substitution ortho-
gonale réelle qui fait déplacer les deux espaces aux deux espaces absolus 
de la représentation 91. Remarquons aussi que, le groupe à (r -)- l ) 3 — 1 
paramètres de déplacements euclidiens dans $2r> qui est associé, par la 
représentation 31, au groupe total de déplacements de l'espace Kn est 
le sousgroupe du groupe total de l'espace S2r k r(2r-\- 1) paramètres, 
caractérisé par la propriété de conserver les deux espaces absolus. 
4. Surfaces caractéristiques des courbes analytiques. 
15. 11 s'agit, dans la suite, des surfaces de l'espace S2 r (c'est à dire 
des surfaces plongées dans l'espace S2r et appartenant à cet espace) 
qui jouissent de la propriété locale que toutes les indicatrices de courbure 
normale sont des circonférences centrées au point correspondant de la surface. 
Considérons une (pièce d'une) surface de l'espace S2 r jouissant de 
2 
6 
cette propriété. Soit M un point quelconque de la surface et désignons 
par R1 R% Rk ( > 0), Je = 1, . . r — 1, les rayons des différentes indi-
catrices de courbure normale au point M. D'après les formules 7) I ; (49), 
(50) on peut faire correspondre au point M un repère formé de 2 r 
vecteurs unitaires rectangulaires eif..., e2 r dont les composantes vérifient 
les équations différentielles de la forme suivante 
dM = \ («! — iœ2) (ex -f- i c 2 ) + *<*>2) (ex — iea); 
d (e2)t-i -\-ie2k) = — Rk-j_ {(ox - j - ico2) (e2k_3 - j - ie2k-2) — 
—i co2 k_lt 8* (e* *_i + * e2 ») + -R* (<»i — * o)2) (e21+1 - f i ea k+2), (40) 
d(e2k i — ie2k) = — Rk-t {iot — iœ2) (e2k-s — ie2k-2) -\-
+ 2k (e2k-t — ie2k) -J- Rk (a^ - j - iœ2) (e2k+1 — ie2k+2), 
(le = 1 , . . . , » * ; RQ = JRr = 0), 
les w étant des formes pfaffiennes en deux variables indépendantes. 
D'après les formules I ; (4), (51) ces formes vérifient les relations quadra-
tiques suivantes 
(wj + i co2y = ±_ i [(«! +_ i CD2) ol2\ ; 
oj'zk-i, 2k = i(Rï2— Rk2-0 [(«i + ib)d K — «O] ; 
[(»! + ÎC02) — * » 1 2 + « 2 * - l , 2k — 2fc+2)l = 0 ; £ 4 j ^ 
[(<»i — i(o2) (-jï^- + * w i 2 + °>2k-i, 2k — »2*+i, a*-|-a)l = °> 
(& = 1 , . . . , r ; R0 = Rr = 0), 
les formules qui résultent des deux dernières relations pour Jc = r étant 
à supprimer. Remarquons que, tout repère de cette sorte est tel que, le 
plan (M; eik—v, e2k) coïncide, pour k=l, avec le plan tangent et pour 
Je > 1 avec le Je — 1-ième plan principal de la surface au point M* 
L'espace linéaire à 2j dimensions (M; elt.. ',e2j) coïncide avec l'espace 
osculateur d'ordre j de la surface au point M, j = 1 , . . .,r. Pour la com-
modité du language nous appelons, dans la suite, le plan tangent d'une 
surface quelconque, en un point M de la surface, le 0-ième espace 
principal de la surface au point M. 
E n comparant les formules (41) avec (17) on voit que, pour toute 
surface de l'espace S2r jouissant de la propriété considérée, on peut 
choisir les variables indépendantes x, y suivant les formules 
COt = (Rf-tR/-* ...Rr j) r { r + l) d x -
a2 = ( i ? / -
1 R2
r~2... J ? r _ 0
_ dy ; 
7) V. la remarque 2). 
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W 12 + W 34 4" ' * ' -T w 2f—l,»r = 0; 
« 1 2 + « 2 f c - l , 2 f c — «2*+l ,3*+3 = g y ÏX~
 V ' ^ > 
(& = 1, . . . ,r — 1). 
Avec ce choix des variables indépendantes les fonctions Rk satisfont 
au système d'équations différentielles partielles (34). 
16. Nous aurons à considérer, dans la suite, des relations d'incidence 
entre des espaces linéaires réels et des espaces linéaires complexes. Etant 
donné d'une part un espace linéaire réel S, plongé dans l'espace S2r, 
défini par exemple par une formule telle que 
X = M+xle1 -f- . . . -\-x
me, 
les xk étant des variables réelles indépendantes, et d'autre part un espace 
linéaire complexe 7, nous disons que, les deux espaces S et I se coupent 
si, l'espace S, prolongé dans le domaine complexe par des valeurs com-
plexes des variables xk et l'espace I ont des points communs. Les espaces 
complexes que nous aurons à considérer serons du reste surtout des 
espaces linéaires h. r — 1 dimensions situés sur la quadrique absolue 
de l'espace S2r. 
17. Voici quelques propriétés de la surface et des repères considérés 
qui découlent facilement des formules écrites au n° 15. 
a) Toute courbe tracée sur la surface appartient à un espace linéaire 
à r dimensions au moins. 
En effet, les formules (40) entraînent pour m=l, ...,r—1, la 
relation suivante 
dm+i M=... + $RlR9...Rm {(wx — ^ " H - 1 {e2m+1 + ieÈm+2) + 
+ (wj + iw 2)'»+
1 (e2m+1 — ie2m+2)}.
 } 
Si une conrbe M, tracée sur la surface, appartient à un espace à m (< r) 
dimensions, une relation linéaire identique entre d M, â? M, ..., dm+1 M a lieu 
et il n'y a pas de telle relation entre dM,dlM,...,dmM. On a donc 
d'après (43), Rm = 0 ce qui est contraire à l'hypothèse. 
b) Il existe deux espaces linéaires fixes à r — 1 dimensions, com-
plexes conjugués et situés sur la quadrique absolue tels que, tout plan 
principal de la surface, en chaque point M de la surface, coupe l'un 
et Vautre d'entre eux. 
En effet, d'après les formules (40), il existe un espace linéaire fixe 
à r — 1 dimensions qui contient les vecteurs e2)c-i + ie2k, 1c = l, .. .,r, 
quelque soit le point correspondant M de la surface. L'espace linéaire fixe à 
r — 1 dimensions, complexe conjugué au précédent, contient alors les vec-
teurs e2k— ! — ie2k, Je = 1,.. .,r. Les vecteurs e2k—î 4" * e2*> = 1,.. 
d'une part et les vecteurs e2k-i — ic2k, 7c = 1, ...,r, d'autre part sont 
2* 
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évidemment isotropes et orthogonaux deux à deux. Par conséquent, les 
deux espaces linéaires à r — 1 dimensions en question se trouvent situés 
sur la quadrique absolue. Or, Je signifiant un quelconque des nombres 
\,...,r, les vecteurs e21l—x + is2k
 aon^ l e s deux vecteurs isotropes du 
Je — 1-ième plan principal de la surface au point M. 
Il est facile de voir qu'il y a précisément deux espaces linéaires 
fixes à r — 1 dimensions imaginaires conjugués et situés sur la quadrique 
absolue qui jouissent de la propriété en question. Nous appellerons espaces 
absolus de la surface considérée ces deux espaces linéaires privilégiés. 
c) Les espaces oscillateurs d'ordre r — 1 d'une courbe analytique quel-
conque, tracée sur la surface, n'ont pas des points communs avec les deux 
espaces absolus de la surface. 
En effet, imaginos une courbe M quelconque, tracée sur la surface. 
Il existe, d'après a), l'espace osculateur d'ordre r — 1 de la courbe en 
tout point M de la courbe. Cet espace se trouve déterminé par les vecteurs 
dM,d2M, .. .}d
rM. Or, si l'on écrit, en se servant des formules (40), la 
matrice des composantes des vecteurs dM, d2M,.. .,drM; ex - j - ie2, • • 
e 3 r _i - j - ie2r, ces composantes étant prises par rapport aux vecteurs 
ex - j - ie2, • . .,e2r—1 -f- j e\ — 2e2, • • v e 2 r - i — i^2n o n constate immé-
diatement que, la matrice en question est du rang 2 r et cela démontre 
la proposition. 
d) Envisageons un quelconque des deux espaces absolus de la 
surface et nommons — le J, l'autre / . Pour & = 1, . . .,r, les vecteurs 
e2k—x + ie2k se trouvent situés dans l'espace J ou bien dans l'espace I. 
S'ils se trouvent situés dans l'espace / nous disons que le repère ely . . .,e2r 
est orienté. Si les vecteurs en question sont situés dans l'espace I, les 
vecteurs — ie2^ sont dans l'espace I. Si l'on considère le nouveau 
repère, formé des vecteurs e'2it_i = e^_i, e ' 2 i = — eik, ce repère vérifie 
encore les équations différentielles telles que (40) et il est orienté. Par 
conséquent, il existe toujours des repères orientés eu eir vérifiant les 
équations différentielles telles que (40). Evidemment, si un repère est 
orienté à la base du choix de l'espace I il n'est pas orienté à la base 
du choix de l'espace I. 
18. Nous allons compléter la théorème b) du n° précédent par le 
théorème suivant: 
Pour qu'une surface de l'espace 8ir jouisse de la propriété que, en 
chaque point M de la surface, toutes les indicatrices de courbure normale 
soient des circonférences centrées au point M, il faut et il suffit que T 
tous les espaces principaux de la surface, au point M, soient des plans 2^ 
il existe deux espaces linéaires fixes d r — 1 dimensions, complexes conju-
gués et situés sur la quadrique absolue tels que, tout plan principal de la 
surface, au point M, coupe l'un et Vautre d'entre eux. 
Imaginons, en effet, une surface de l'espace S2r jouissant des deux 
propriétés 1° et 2°. A chaque point M de la surface associons 2r vecteurs 
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rectangulaires unitaires e2k—x, e2k (Je=l,.. .,r). Nous avons les formules 
telles que I ; (1), (2), (3), (4) pour c — 0, n = 2 r. Faisons, plus parti-
culièrement, le choix des vecteurs e de manière que, pour Je — 1, . . . , r, 
les vecteurs e2fc i,e2k soient dans le Je—1-ième plan principal de la 
surface au point M. Ce choix entraîne des formules telles que I; (33), 
(34), (35) écrites avec n 2r,m = r — 1. Différentions entre eux les 
deux espaces fixes à r — 1 dimensions, dont l'existence se trouve postulée 
par 2°, et nommons l'un d'eux / et l'autre I. Pour Je = 1, . . . , r les deux 
vecteurs e2k—i :+ «e2* sont, évidemment, les deux vecteurs isotropes du 
Je — 1-ième plan principal au point M. Par suite, d'après la propriété 2°, 
l'un d'entre eux se trouve contenu dans l'espace I, l'autre dans I. En 
changeant au besoin l'orientation du vecteur e2k
 o n s'arrange que, le 
vecteur e2k_t -j- ie21c est contenu dans l'espace I et le vecteur e2k-! — ie2k 
dans l'espace I. Or, l'espace I par exemple, étant fixe, on a une relation 
de la forme 
d (ejft-i - f ie2k) = (3kx (cj - j - ic2) - j - . . . - j - àkr (e2r-x + ie2r), 
les (5 signifiant des formes différentielles complexes qui s'expriment au 
moyen des co suivant les formules 
w 2 * - i , 2 * - i - j - ie>2k,ai-i = ùki; co2k_1}21 + iajk,2i = i(3ki, 
(JCfl — 1, . . . , r). 
En éliminant les co et en écrivant les relations analogues complexes 
conjuguées on voit que les relations suivantes on lieu 
W2fc—1, 21 "f" W2fc, 21-1 = 0, 
( 44 ) 
w 2 f t - i , 21-1 — {02Jc, 2* = 0- (Je,l = l,..., r). 
Ces relations se réduisent, en vertu des formules I; (2), (35) aux suivantes 
W2ft—1, 2fc+2 "f" ro2fc, 2&+1 = 0> 
^2*—t, 2*+i — 032k,2*4-2 = 0. (Je = 1, . . . , r 1). 
Cela étant, écrivons les relations I; (33) sous la forme suivante 
(45) 
/ A - J J L , 2 * — w 2 * - l , a ~f~/ 'A—fA, 3 [ j . w 2* , a — 
(Je = 1, . . . , r — 1 ; ,u = 0, . . . , Je ; a > 2 A -j- 1). 
/>iio = 1 ;^i2o = 0;^oii = 0 5̂ 021 = 1. 
Il en résulte pour a = 2Jc -\- 1,21e -\- 2, en vertu de (45) 
Pk—y., 2k-l, (i. W2A:-1, 2 t + l "}"^*—fi, 2*, fA w 3* , 3Jfc+l = 
^ f t JJL, 2 Ar, (JL G>2ft—1, 2*+l — « ^ f t - f l , 2*—1, JA, « 2 * , 2 * + l = 




0>2*—|X, 2*—1, fX + ^ 3 f t - { i , 3 * , fx) W 2 * — 1 , 2*4-1 = 
= C^fc-fA, 2 * - l , [X • ^ f t + l |X, 2*4-1, \i.-\-Pk f i , 2 A-, fX • ^ f t + l - f i , 2 *4-2, f l ) W l " t -
+ O'ft—[X, 2 * - l , {X • 2 A : + 1 , JJL+1 H ~ / , * - { A , 2*, }X • ^ * — | X , 2*4-2, f X + l ) W 8 > 
{/>2*—[X, 2 * - l , JX H - ^ 2 * - } X , 2 *, |x) « 2 *, 2 fc+l = (47) 
= O'ft-fX, 2 *, fX • «^fc+l-fX, 2 * f 1, [X ^ - } X , 2 * - 1, }X • fX, 2*4-2, jx) w l " T 
+ (^fc-fX, 2*, |X • «^A-fX, 2fc+l, fX+l <^*-{X, 2k-l, [X • , ^ * - | X , 2*+2, f X + l ) W 2 -
= 1,..., r — 1 ; fi = 0, . . ., h). 
Je dis que, ces formules entraînent les relations suivantes 
flk+l—Sv, 2*4-1, 2 V =Pk+l-ï7ïî, 2*4-2, 2 V + 1 = ( ^Pk+1, 2*4-1, 0? 
^ * + l - 2 V , 2*+8 , 2 V = J>k+1-2ÏÏÏ, 2*4-1. 2V4-1 = ( ~ ^ Pk+1, 2*4-2, 0> (48) 
(fc = 0, ...,r— 1; y = 0, .. ., [^ti]), 
les lettres jo, dont le premier indice égale à — 1 étant à supprimer. En 
effet, d'après (46), les relations en question sont exactes pour Je — 0. 
Soit alors 1 ̂  j < r — 1 et supposons les relations (48) remplies pour 
]c = 0, .. ,,j — 1 et montrons qu'elles restent encore remplies pour h —j. 
Or, les relations (48) écrites pour k=j — 1 sont 
Pj-2\>, 2 / - 1 , 2 V =?j—*v+l, 2 / , 2V4-1 ~= ( — Vf Pi, 2 / - 1 , M 
PJ 2 v, 2 2 v = — Pj—av+i, 2 j—i, 3 v4-i — (— Vf Pi, 2 j, o> (49) 
(" = 0 , . . . , [ £ ] ) , 
les symboles p, dont le premier indice égale à — 1 étant à supprimer. 
11 en résulte 
P2j-2V, 2j—l, 2 V ~{-p2j-2v, 2;, 2 V = P*j—»V+l, 2 / - 1 , 2V+1 + P*j-2-*+l, 2 / , 2 v 4 " l 
— P2j, 2J-1, 0 2j, 0 
et par conséquent 
^ V f X , i j - l , JX + P^J-V-, 2/, fX = P \ i j - l , 0 + P2j, 2j, 0- fa = 0, . . . , j ) . 
Cela étant, les formules (47) donnent fa = 0,.. 
Pi—V-, 2j—i, jx • Pj+i jx, a/4-i, [x + |x, 8 / , jx • Pj+i-p, 8 /4-2, jx = 
= = / ' / > 2/—i, o • ^ /4 - i , 2/4-1, o -{-Pi, a/, o • «^4-1, 8/4-2, o> 
Pi fJ-> 2/ , |X • ,^/4-i fX, 2 / + 1 , [X Pi-p, 2 / - Ï , JX • Pj+i-p, 2/4-2, |X = 
—Pj, 2/, o • Pi+h 2/4-1, o —«/>/, 2 / - 1 , o • pj+i, 2/4-1, 0? 
PJ {x, 2 / - 1 , jx • ^ / — | x , 2/4-1, f x + l + Pi—fx, 2/, fx • />/—fx, 2/4-2, jx4-i = 
= <^/, 2/—1, 0 • Pj, 2/4-1, 1 ~bPj, 2/, 0 • / / , 2/4-2, 17 
Pj-V-, 2 / , fx • Pj—]x, 2/4-1, [X4-1 ^ / - J J - , 2 / - 1 , jx • Pj—JX, 2 /4-2, }x4-i = 
= Pj,2j, 0 • «P/, 2/4-1, 1 Pi, 2 / - 1 , 0 • «P/, 2/4-2, 1} 
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et ces équations peuvent être condensées dans les suivantes (fi = 0 , . . 
(Ps~lh 8•?"-!> V- ~f~ ÎPj-ih 2), C^ '̂+l-fA, 2J+1, fi. t̂ >4-l—[A, 2 j+2, jO = 
= (Ph 2J-1, 0 + « > ; , 2j, o) (j>j+l, 2j+l, 0 ~ V>j+1, 2 o)> 
(Pj-l>-,2j—i, fx + ipj ji,2;,|t) C^y-fi,ay+i,fx+i — ^ - J J - , 2 j+2, JJL+I) = 
= ( « / ^ 2 O, + *>j, 2h 0) O;, 2 j+1, 1 — *>j, 2j+2, l)-
Ecrivons ces formules séparément pour fi = 2v et fi = 2v -\- 1 et appli-
quons les formules (49). Nous trouvons 
(Ph 2j-l, O + tyh 2j, o) 0 ?;+l-2v, 2j+l, 2V ÎPj+l-iV, 2 j+2, 2v) = 
= (— !)V 0>y, 2 , - 1 , 0 + VJ, 2;, o) (Pj+1, 2j+l, 0 ~ « > , + ! , 2 j+2, o)> 
(Pj, 2 , - 1 , O + iPj, 2j,o) (pj+i-iv+l, 2j+l, 2V+1 (P j+l-av+l, 2j+2, 2 V+l) = 
= (— !)V (Pi,2j-i, O + 2;, O) (Pj,2j+1, 1 — «A 2J+2, l), (50) 
* C '̂. S J - l . 0 "h tPj, 2 A o) O^+l - ï v + ï , 2 2 V+l — (Py+l -âv+ï , 2 J+2, 2 V+l) = 
= ( — l ) v Q>j, ay-i, o + 2j,o) OJ+I,2j+i, o — *>;+i, 2 j+2, o)» 
* (Ph 2j 1, 0 + «A, 2 j , o) 0>/+l-Sv+ï, 2j+l, 2v+* _ V>j+l-2v+2, 2 j+â, 2V+2) = 
= (— ! ) v (/>j, sj-i, 0 + VV, a;, o) (Pj, 2 j+i, i — *>j, 2 j+2, i) 
(? = (>, . . . , [ -£] , 
les lettres^ dont le premier indice égale à —1 étant à supprimer 
Les deux membres de chacune de ces équations contiennet le facteur 
Pj,2j 1,0 "f" iPj,2j,o' Ce facteur est différent de zéro. Cela résulte, en effet, 
pour j — 1 immédiatement des formules (46). Pour j > 1 la proposition 
contraire entraîne, d'après (49), 
Pj-V-, 2j-l, JX =Pj-V-, 2j, Il = 0 (f* = 0, . . . , j) 
de sorte que, d'après les formules I; (34) l'indicatrice de courbure normale 
d'ordre j — 1 de la surface au point M n'existe pas ; cela est absurde, 
car j — 1 ̂  r — 2 et on a, au point M, d'après l'hypothèse, r — 1 plans 
principaux de la surface et alors les indicatrices de courbure normale 
d'ordres <C r — 1 existent. Cela étant établi, les formules (50) donnent 
Pj+1-2V, 2 j+1,2 V = Pj+\—*V+l, 2j+2, 2 V+l = ( ty*P)+h 2j+l, Oj 
^ j+l _ 2 v + ï , 2 j + 8,SV+l ~ — Pj+1-2^2, 2 j+1, 2 *+8 = ( ~ Pj, 2 j+2,1, 
Pj+l-2v,2j+2, 2V = Pj+l-ïv+ï, 2j+l, 2V+l = ( 1 ) ^ + 1 , 2j+2, 0, 
Pj+\ 2v+l,2j+l,2v+l = ,^j+l-2v-b2,2 j+2,2v+2 = ( 1)V'Pj,2j+1, lt 
(̂  = O , . . . , [ ^ D , 
les lettres, p dont le premier indice égale à — 1 étant à supprimer. Or, 
on voit sans peine que, ces dernières relations ne sont pas autres que 
les relations (48) écrites pour 7c =j. Les formules (48) se trouvent, par 
conséquent, établies. 
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En vertu des formules (48) on peut écrire les équations paramétriques 
de l'indicatrice de courbure normale d'ordre Je (=1, . . . , r — 1 ) , en 
chaque point M de la surface, d'après I ; (34), sous la forme suivante 
ET] 
[*] " 
- A f i 2*+2,o hr l ) v ( 2 ^ 1 1 ) C O B * H - Î Ï T Ï 0 . sin^v+i o, 
. X 2 , + 2 0 ^ ( - l)v (* + *) cos'+^v 0 . sin
2v 0 + 
[;]v ° t 
+ ; H i , » + . , o f o ( - l)
v (2tt_
1
1) oosH-i-»v+i © . s i n W 0 , 
et ces équations ne sont pas autres que les suivantes 
X2JC+I =/t+i, 2 Jk+i.o coa (fc + 1) 0 — jok+1,2k+a, o sin (h + 1) ©, 
X 3 * + 2 =J»*+i» a*+2, o cos (A + 1) 0 +^/ f+i, 2Hi , o sin (ft -f 1) O. 
Il en résulte 
Par conséquent, toutes les indicatrices de courbure normale, en chaque 
point M de la surface, sont des circonférences centrées au point M. 
19. Toute surface plongée dans l'espace S2r telle qu'avec un système de 
référence convenable, elle est l'image, dans la représentation 91 (n° 12), 
d'une courbe analytique plongée dans l'espace Kr, sera appelée, dans la 
suite, surface caractéristique de la courbe analytique correspondante. 
Cette définition des surfaces caractéristiques entraîne, évidemment, 
celle de surfaces de Riemann qui a été donnée par K. Kommerell dans 
un Mémorie classique8) pour les courbes analytiques planes. Les notions 
et raisonnements précédents nous mettent en possibilité d'étendre plusi-
eurs résultats au sujet des surfaces de Riemann en question, dus à l'il-
lustre géomètre ainsi qu'à d'autres auteurs ultérieurs, au cas d'un espace 
à nombre quelconque r (> 2) de dimensions et de les compléter dans 
différentes directions. Evidemment, les équations de toute surface caracté-
ristique d'une courbe analytique peuvent être mises sous la forme suivante 
xa*-x=Uk(x,y), x*k = Vk(x,y) ( f c = l , . . . , r ) 
les Uk, Vk étant des fonctions harmoniques associées, c'est à dire satis-
faisant aux équations différentielles de Cauchy-Riemann 
8) K. Kommerell, Math. Ann., T. 60, 1905, p. 548. 
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d x d y ' d y d x ' ^' ' 
20. Parmi les surfaces caractéristiques les plans caractéristiques 
sont les plus élémentaires. Ils n'ont pas cependant aucun intérêt car, d'après 
la définition adoptée, tout plan dans l'espace S2r est caractéristique. I l en 
est de même pour des figures plus compliquées consistant de plans, qui 
ne sont pas différentiées entre elles par la condition que les plans de la 
figure soient caractéristiques. Ains i , par exemple, toute figure consistant 
de r plans mutuellement orthogonaux et passant par le même point de 
l'espace peut être déplacée de façon que, tout plan de la figure, dans 
la nouvelle position, satisfait aux équations telles que (51). E n effet, 
considérons par exemple r plans orthogonaux passant par l'origine. Pren-
nons dans chaque plan IIk (Je 1, . . . , r ) deux vecteurs unitaires et 
perpendiculaires e 2 *_i , eik fixes. Tout point X du plan nk est de la forme 
X xe2}c—i -\- ye2k. L a transformation orthogonale 
X 1 ex\X, X'* e2\X,...,X"'-
l = e2r-l\X, X'*' = e2r\X, 
le symbole | signifiant le produit scalaire, fait déplacer le plan JIk dans 
le suivant 
X ' 1 = Z ' J = . . . = X ' J *" 2 = 0 ; X" = x, X'* * = y, 
— ... = x'*' = o, 
et ces équations sont de la forme requise. L a chose change d'aspect s'il 
s'agit de figures consistant de plus que r plans soit par exemple de 
variétés continues de plans. Pour qu'une variété de plans puisse être 
déplacée de façon que, tout plan de la variété, dans la nouvelle position, 
satisfasse aux équations telles que (51), i l faut que tous les plans de la 
variété coupent deux espaces linéaires fixes à r — 1 dimensions, complexes-
conjugués et situés sur la quadrique absolue. Car tout plan de la variété, 
dans la nouvelle position coupe les deux espaces absolus 3, 3 de la 
représentation Sft (n° 12). Inversement, si une variété de plans jouit de 
la propriété en question, elle peut être déplacée de façon que, tout plan 
de la variété, dans la nouvelle position, satisfait aux équations telles-
que (51). I l suffit, en effet, de déplacer la variété de manière à faire 
confondre les deux espaces linéaires fixes h, r — 1 dimensions avec les 
deux espaces absolus 3, 3 de la représentation 31. 
Appelons une variété de plans caractéristique si elle peut être 
déplacée de façon que, tout plan de la variété, dans la nouvelle position^ 
satisfait aux équation telles que (51). L e théorème du n° 18 peut s'énoncer 
alors de la manière suivante: 
Pour qu'une surface de Vespace S2r jouisse de la propriété quer 
en chaque point M de la surface, toutes les indicatrices de courbure 
normale soient des circon férences centrées au point M, il faut et il suffit 
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que, les différentes variétés d'espaces principaux de la surface soient des 
variétés caractéristiques de plans. 
21. Nous allons démontrer le théorème suivant : 
Pour qu'une surface de l'espace Sir soit une surface caractéristique 
d'une courbe analytique de l'espace Kr il faut et il suffit que, en chaque 
point M de la surface, toutes les indicatrices de courbure normale soient 
des circonférences centrées au point M. 
Dans la représentation 9t l'image de la j — 1-ième normale (1 < j < r) 
de toute courbe analytique de l'espace Kr, dans son point P quelconque, 
est le j — 1-ième plan principal de la surface caractéristique correspon-
dante au point M, M étant l'image du point P- l'image de l'espace oscula-
teur d'ordre j de la courbe au point P est l'espace osculateur d'ordre j 
de la surface au point M. La j-ième (1 j <ir— 1) courbure scalaire 
de la courbe au point P étant Rj, le rayon de l'indicatrice de courbure 
normale d'ordre j de la surface au point M est Ri R2,..., Rj. 
P o u r démontrer, considérons dans l'espace Kr une courbe analytique 
P quelconque, appartenant à cet espace et désignons encore par Rk 
(h = 1,.. .,r— 1) ses courbures scalaires. I l existe r vecteurs rectangu-
laires unitaires nk tels que, pour chaque point P de l a courbe on a les 
formules (15). Posons, pour les coordonnées non-homogènes du point P 
et pour les composantes des vecteurs ak 
P—U-j- iV, nk = uk—ivk, (k = 0,...,r—1), 
les U, V, uk, vk étant réels. L e s coordonnées non-homogènes d'un point 
mobile M sur l a surface caractéristique correspondante sont alors U1, V1,..., 
Ur, Vr. L ' i m a g e , dans l a représentation 9t, de l a 7^-ième normale de l a 
courbe au point P,Jc = 0,...,r—1, est le plan contenant les deux 
vecteurs linéairement indépendants u^, —vk
l,.. .,uk
r, —vk
r et A * 1 , uk
x,..., 
l ' image de l'espace osculateur d'ordre (1 ̂ )j(<r) de l a courbe, 
au point P, est l'espace linéaire à 2j dimensions contenant les 2j vecteurs 
linéairement indépendants, qui en résultent pour h = 0, — 1 . 
D'après (15), les fonctions U, V, uk, v0 satisfont au système suivant 
dU=co1 w 0 + CD^VQ, 
duk — — Rkco
luk t + Rkea
3vk-x + c5
kvk + Rk+1 co
luk+l + Rk+1 to
2vk+1, 
dV=o)2u0 — o)
1 v0, (52) 
dvk — — Rkco
2 uk-x — R*co
l vk-x — (3
kvk — Rk+1 w
2 u k + 1 + Rk+i vk+1, 
(Je = 0, ..., r — 1 ; R0 = Rr = 0), 
les formes pfaffiennes co, (3 vérifiant les relations (16), (17) et les lettres 
u, v dont l ' indice égale à — 1 ou »• étant à supprimer. 
Considérons d'autre part le système suivant 
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dM= w 1 ^ -(- « 3 e 2 , 
de8t+i — — -R* »
l e 2ft-i -f- -E*«
2 «2* + w f c e 2 fc + 3 + P * + 1 w
1 e2t+3 + 
•j-Rk+i^ e2kU, (53) 
^ 2 ^ + 2 = — Rk » 3 e 2 i _ i — -R* w
1 e2fc — e2k+1 — « - e 2 M_ 3 + 
-J- 2?fc+i» lC a i+4, 
les tu, e5, 12 étant les mêmes que dans les formules précédentes et les 
lettres e dont l'indice surpasse 2 r étant à supprimer. Ce système définit, 
d'après (40), une surface de l'espace Sir, dont toutes les indicatrices de 
courbure normale sont des circonférences de rayons R1 R.i}..., Rk (Je = 1, 
— 1), centrées au point correspondant M, et pour tout point M 
de la surface un repère el7 • • •, e2 r. Ce repère est de sorte que, le plan 
{M; e2fc-|-i, e2k+2)} k = 0, .. .,r — 1, est le ft-ième plan principal; l'espace 
linéaire (M; elf .. .,e2j), j =1, .. ,,r, est l'espace osculateur d'ordre j 
de la surface au point M. 
Or, d'après les formules écrites dans les deux premières et la dernière 
ligne de (52) on voit d'abord r intégrales indépendantes du système (53) : 
M1 — TP, e2k+1
l = ul, e2k+2
l = vk
l. (I = 1 , . . . , r). 
De plus, d'après les formules écrites dans les deux dernières et la seconde 
ligne (52) on voit d'autres intégrales indépendantes: 
M1 = V1, e2k+1
l = — vk
l, e2k+2
l = uk
l (1 = 1, ...,r) 
et les 2 r intégrales en question sont indépendantes, car les vecteurs n 
les sont. Nous trouvons ainsi un système fondamental d'intégrales du 














Or, d'une part, comme nous l'avons déjà remarqué, les fonctions (M) 
sont les coordonnées non-homogènes d'un point mobile M sur la surface 
caractéristique, l'image, dans la représentation 91, de la courbe analytique 
considérée P ; le plan (M ; e8*+i, e2t+s), 1c = 0, ...,r — 1, est l'image 
de la ft-ième normale de la courbe au point P ; l'espace linéaire à 2j 
dimensions (M; elf..., e2j), l^j^r, est l'image de l'espace osculateur 
d'ordre j de la courbe au point P . D'autre part, la surface, lieu du 
point M, jouit de la propriété que, en chaque son point M toutes les 
indicatrices de courbure normale sont des circonférences de rayons 
R1R2... Rk, h = 1 , . . . , r — 1, centrées au point M ; le plan (M- ew+i, e2 k+2), 
1c = 0 , . . .,r — 1, est le ft-ième plan principal de la surface au point M ; 
l'espace linéaire (If; elf.. . , e 2 ; ) , 1 r, est l'espace osculateur d'ordre 
j de la surface au point M. 
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Il ne reste qu'à démontrer que, toute surface de l'espace qui 
jouit eu ce qui concerne les indicatrices de courbure normale des propriétés 
énoncées dans le théorème, est une surface caractéristique d'une courbe-
analytique de l'espace Kr. — Considérons donc, dans Sir, une surface 
appartenant à cet espace et jouissant des propriétés en question. Pour 
chaque point M de la surface il existe 2 r vecteurs rectangulaires unitaire* 
e tels, qu'on à les formules telles que (53), les formes » , (3 vérifiant 
les relations (16), (17). Formons avec les ta, (3 et les fonctions 11 ainsi 
définies les équations (52) aux fonctions inconnues U, V, u, v. Le système 
de ces équations est complètement intégrable et, comme il est équivalent 
à un système de la forme (15), il possède un système fondamental 
d'intégrales U1, V1, uk
l, vk
l (k — 0, . . ., r — 1 ; l = 1, . . . , r) tel que, chaque 
fonction U1 -{- iVl est une fonction analytique / ' (z) d'une variable com-
plexe z et la courbe analytique fl (z) appartient à l'espace Kr. Le système 
de fonctions (54) formé avec les intégrales U1, V1, uk
l, vk
l en question 
est alors un système fondamental d'intégrales du système (15). On peut 
donc choisir dans l'espace S2r un système fixe de référence de manière 
que la surface considérée soit l'image, dans la représentation cfl, de la 
courbe analytique fl (z). 
22. D'après le théorème du n° 18, M étant un point quelconque 
d'une surface caractéristique de l'espace Sir> il passe, par M, r plans-
principaux correspondant de la surface qui coupent deux espaces linéaires-
fixes 1,1 h r — 1 dimensions, complexes conjugués et situés sur la qua-
drique absolue. Les r points d'intersection de ces plans avec un quelconque 
de ces deux espaces, soit I, sont évidemment indépendants et par consé-
quent ces points et le point M déterminent un espace linéaire complexe 
à r dimensions passant par I. Les deux espaces linéaires à r dimensions-
ainsi définis sont manifestement complexes conjugués et leur point d'inter-
section est précisément le point M. Il en résulte que, toute surface 
caractéristique de l'espace S2r est le lieu des points d'intersection de» 
espaces complexes conjugués à r dimensions appartenant à deux variété» 
complexes conjuguées d'espaces linéaires à r dimensions passant respec-
tivement par les deux espaces 7,1 et dépendant analytiquement de deux 
variables réelles. 
Nous allons préciser cette observation par le théorème suivant i 
Pour qu'une surface de l'espace S2r soit caractéristique il faut et 
il suffit qu'elle puisse être déplacée de manière que, dans la nouvelle 
position, la surface soit le lieu des points d'intersection des couples d'espaces 
linéaires à r dimensions, complexes conjugués et tels que les espaces de 
chaque couple appartiennent à deux variétés complexes conjugués d'espaces 
linéaires à r dimensions passant respectivement par les deux espaces 
absolus de la représentation 3i et dépendant analytiquement d'une variable 
complexe z resp. z. 
Soit, en effet, x;xl, .. .,x%r un système de coordonnées homogènes 
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dans l'espace S-2r tel que, les points resp. les points à l'infini de l'espace 
soient caractérisés par la valeur x = 1 resp. x = 0. Tout espace linéaire 
à r dimeDsions passant par l'espace absolu 3 : x — x1 -\- ix* = 
x2r— i _|_ jx*r — Q} p a r exemple, peut être écrit sous la forme 
x x1 -f- i%2 x-7"-1 - f « £ 2 r 
1 - - . - i 
ar 
les a étant des constantes convenables. Par suite, deux variétés quel-
conques complexes conjuguées d'espaces linéaires à r dimensions passant 
respectivement par les deux espaces absolus 3, 3 de la représentation 9? 
et dépendant analytiquement d'une variable complexe z resp. z peuvent 
être écrites sous la forme suivante 
2r x x1 -)- ix2 x2*"-1 -f- ix 
x x1 — ix* x"ir—1 — ix2r 
i r {z) r (g) 
les/et / é t a n t des fonctions analytiques de la variables complexe z resp. z. 
Deux espaces linéaires à r dimensions complexes conjugués appartenent 
à ces variétés sont déterminés par des valeurs particulières complexes 
conjuguées z et z et ils se coupent dans le point 
x2' 
1 ITW+/'(*)}, ** = Yi 
1 1 
(55) 
Il en résulte la proposition. 
23. Les formules (55), si l'on y considère z et z comme variables 
indépendantes, prolongent la surface caractéristique correspondante dans le 
domaine complexe. La surface est douée alors de deux familles de courbes 
complexes privilégiées lesquelles on obtient en donnant à la variable z 
ou bien z des valeurs constantes. On voit immédiatement que les deux 
familles de eourbes sont précisément les courbes minima de la surface. 
Considérons par exemple cette famille dont les courbes sont déterminées 
par différentes valeurs constantes de la variable z. On voit que, par tout 
point M de la surface il passe précisément une courbe de la famille 
considérée et cette courbe se trouve contenue dans un espace linéaire 
à r dimensions passant par l'espace absolu 3. Comme la surface est 
supposée d'appartenir à l'espace S.ir la courbe en question appartient 
à l'espace en question. Les formules (55) mettent en évidence que, les 
deux familles de courbes forment un réseau conjugué de courbes et la 
suite de transformées laplaciennes de ce réseau dans un sens et dans 
l'autre se termine après la première transformation. 
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Nous trouvons ainsi le théorème suivant : 
Toute surface caractéristique de Vespace S2r peut être déplacée de 
manière que, dans la nouvelle position, les courbes minima de la surface 
prolongée dans le domaine complexe, sont des courbes analytiques situées 
et appartenantes à des espaces linéaires à r dimensions passant par les 
deux espaces absolus de la représentation 91 et les courbes en question 
forment un réseau conjugué dont la suite de transformées laplaciennes 
dans un sens et l'autre se termine après la première transformation. 
Ce théorème entraîne que, toute surface caractéristique de l'espace 
S3r est une surface minima
9). 
24. Les considérations qui vont suivre sont conçues de manière 
à aboutir à une généralisation d'un théorème de M . Levi-Civi ta d 'après 
lequel i l passe, par une pièce d'une courbe analytique réelle quelconque, 
dans l'espace euclidien à quatre dimensions, précisément une surface, 
l'image, dans la représentation 91, d'une courbe analytique plane. L e s 
n o s 25, 26 sont préliminaires dans cette direction mais, les résultats 
y contenus offrent, peut-être, aussi en eux mêmes de l'intérêt. 
25. Considérons, dans l'espace # J r , un point M quelconque et r 
vecteurs unitaires rectangulaires « 0 , . . .,nr-x. Choisissons sur la quadrique 
absolue de l'espace S2r deux espaces linéaires I, I h r — 1 dimensions, 
complexes conjugués de manière qu'ils n'ont pas de points communs 
avec les droites isotropes de l'espace linéaire (M; n0, ..., nr—i)-
Remarquons, au premier lieu, qu'il existe des espaces linéaires 
I, I jouissant des propriétés en question. E n effet, si l'on choisit, ce qui 
est évidemment possible, r d'autres vecteurs unitaires mk (Je = 0, . . . , r — 1) 
rectangulaires entre eux et par rapport aux vecteurs nk, les r points 
complexes à l'infini de l'espace S2r, aux coordonnées homogènes mk
l -\- ink
l 
d'une part et celles mk— ink
l d'autre part (1=1, ...,2r) déterminent 
deux espaces linéaires I, I à r — 1 dimensions jouissant des propriétés 
voulues. 
Nous ferons usage du théorème suivant: 
Il existe, dans Vespace Sir> précisément un système de r plans 
nv . . . , ZTr, passant par M, qui jouit des propriétés suivantes : 
1° les plans JIj, . . . , JT r sont orthogonaux deux à deux ; 
2° pour Jc= 1 , . . .,r le plan TLk coupe les deux espaces I, 7; 
3° pour Je 1, . . . , r, le vecteur nk_t se trouve situé dans Vespace 
linéaire (M; n1} . . . , TIk). 
Nous omettons la démonstration de ce théorème car elle s'effectue, 
sans aucune espèce de difficultés, par des considérations élémentaires. 
Pour Je = 1, .. ,,r choissons dans le plan IIk deux vecteurs unitaires 
rectangulaires e2 e2 k issus du point M. Envisageons un quelconque 
des deux espaces linéaires à r — 1 dimensions et nommons — le I, l'autre 
") V. 3) p. 66. 
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alors I. Pou r Je = 1,.. les deux vecteurs e2k—1 +. *̂ afc étant isotropes 
i ls déterminent les deux points d'intersection à l ' inf ini du plan Hk avec 
les deux espaces I, I. E n changeant, au besoin, l 'orientation du vecteur eak 
on s'arrange que, le point à l ' inf ini déterminé par le vecteur e2k—X -p *
e *a 
se trouve situé dans l'espace I et l 'autre dans 7. Ce la étant, les vecteurs 
ex,...,e2r constituent un repère qu i sera appelle dans la suite, repère 
naturel orienté. U n tel repère dépend, évidemment, des données, n 0 , . . . , nr—x 
et du choix de l'espace / . S i l 'on a choisi un repère naturel orienté 
tout autre repère naturel orienté s'en déduit, manifestement, par des 
transformations orthogonales telles que 
e'ai-i = cos (pk_x e2k-i -|- sin <pk_x eik, 
e'2k = — sin (pk_x e2k-i + cos tpk_x e2k. 
(56) 
26. Considérons dans l'espace S2r une courbe analytique réelle 
appartenant à un espace linéaire à r dimensions au moins. Nous sup-
posons que, tout point de l a courbe est régulier c'est à dire que, pour 
tout point M de la courbe les vecteurs M', M",..., M 2 r ) sont linéairement 
indépendants. Soit M0 un point de l a courbe et désignons par n0,.. .,nr_x 
les vecteurs unitaires rectangulaires étant l a tangente et les premières 
normales successives, en nombre de r — 1, de l a courbe au point MQ. 
Choisissons sur la quadrique absolue de l'espace S2r deux espaces liné-
aires fixes à r—1 dimensions I, I complexes conjugués de manière 
qu' i ls n'ont pas des points communs avec les droites isotropes de l'espace 
oseulateur d'ordre r de l a courbe au point M0. Cette condition d'inégalité 
se trouve alors remplie pour tout point M de la courbe suffisament 
voisin au point M0. Nous ne considérons, dans la suite, qu 'un tel voisinage. 
Ce la étant, associons à tout point M de la courbe un repère naturel 
orienté elf ..., e2r de manière à le faire dépendre de l a tangente n0 et 
des premières normales successives nXi ..., nr_x de l a courbe au point M 
et des deux espaces fixes I, I. O n a alors les formules telles que 
dM= COX ex + « 2 0J + • • • +
 W 2 r e2r> 
dek _ <okx ex + w M ej + • • • + « A 2r e 2 n (h = 1, . . . , 2 r) 
les (o étant des formes différentielles à une variable qui est le paramètre 
sur l a courbe. O r , les vecteurs e étant unitaires et rectangulaires deux 
à deux, on a les relations suivantes entre les to 
Ou + o)ik = 0. (hf l = 1 , . . . , 2 r) (58) 
L'hypothèse que, pour Jc = l , . . .,r, le vecteur e2k—i + «£jr
 s e trouve 
situé dans l'espace I et le vecteur e2k—i — ie2k dans I, les deux espaces I, I 
étant fixes, entraîne les relations suivantes entre les (o 
« j * 1,21-1 M-UCÏI', w 2 * - i , 2 * = — w ^ , 2 Î - I > (k, 1 = 1 , . . . , r), (59) 
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c'est ce qu'on démontre par un raisonnement analogue au celui qui 
a conduit aux formules (44). Enfin, l'hypothèse que, pour k = 1 , . . . , r, 
le vecteur se trouve situé dans l'espace linéaire (M; et,. .e2k) 
s'exprime par les relations suivantes entre les co 
Wjk— l , 2 f c - | - 3 — • • • — t°ïk—l,2r = 0, (Je = 0, . . . , T 2 ; \ 
» 2 * , 2 * + 8 = - - - = < » 2 » , 2 r 0, U-H = 0 ; C00L = CO J ' 
E n effet, le vecteur dM étant proportionel au vecteur n0, on voit que 
les formules (60) sont vraies pour Je = 0. Soit alors (0<) j — 1 < r — 2 
et supposons qu'on a déjà démontré que, les relations (60) sont vraies 
pour Je = 0 , . . . , j — 1. L e vecteur n^_x étant situé dans l'espace linéaire 
( I f ; ei} . .., e2j) on a pour les composantes respectives, une relation de la 
forme . . . 
n ; _ i = « i e1 - f . . . + a2j^ e2j_1 -j- a2j e2}. 
D'après l'hypothèse les deux espaces I, I n'ont pas des points communs 
avec les droites isotropes de l'espace linéaire (M; nx, ../ir—i) c'est 
ce qui entraîne que, le vecteur n'est pas situé dans l'espace linéaire 
(31 \ e1? . . . , e2j 2 ) . l 'ar conséquent, une au moins, des deux quantités 
a2j-i, a2j
 e s t différente de zéro. E n différentiant la formule précédente 
on trouve, en vertu des formules de Frenet et la supposition que, les 
relations (60) sont vraies pour Je 0,.. .,j — 1, une relation de la forme 
œnj . . . -jr « 2 ; - i {°>JJ-I, 2 m fyj+i + • • • "h w 2 ; - i , s r e2r) + 
H~~ aij {Wjj, 2j+l C2j+1 ~f" • • • ~f" 0}-2j,2r e 2 r } > 
(3 étant une forme différentielle non nulle k un paramètre et l'expression non 
écrite étant une combinaison linéaire de elf .. ., e*j. Comme le vecteur nj 
se trouve contenu dans l'espace linéaire (M; e l 7 . . . , e2j+2) o n a 
a2j— 1 0}ûj—l,2l+S "t" a2j C02j,2l+S = ®> 
« 2 j - i M2 j - i , 2 H-* + a*i Œ*J> 2l+é = ®, (1 = j , . . . , r — 2) 
et ces relations peuvent s'écrire, en vertu des formules (59) 
a2j—1 (02j—l, 2 ^ + 3 4" a2j ®2U 2 ^ + 3 = ®> 
a2j— 1 (02j, 2 « + 3 H~ CC2j (a2j—l,2l+S 0-
I l en résulte les relations (60) pour Je =j car, une, au moins, des deux 
quantités « 2 ; — 1 , a2j e s * différente de zéro. 
Cela étant établi on voit que les formules (57) sont les suivantes 
dM= w x e, -f- CD.2 e2 ; (Je = 1 , . . . , r) 
^ 2 f c — 1 = ^ 2 * : — 3,2ft— 1 e d f r — 3 ~t~ 3, 2fc fyk—a ~\~ ù ) 2 k - l , 2k ^2k 4~ 
-f" 2 ^ e 2 *+l - j - W 2 i f c— ] ,2 fe+2
 e 2 f c + 2 ? 
dc2k = W ^ f r _ 3 ) 2 f c £ 3 j t _ 3 8, 2Jfc—1 e 2 i — 2 Ct)2k—1, 2 ft e 2ifc—1 
f y 2 i f c - l , 2 f e + 2 e 2 f t + l "t" W2ft—1,2*4-1 e 2 f r - | - 2 
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et elles peuvent s'écrire, évidemment, sous la forme suivante 
dM = \ (»! — ico2) (>! - J - ie2) + \ {(ox -j- ie^) (e x — ie2) ; 
= — (<»2*-3, 2 * - l + ««2 6-3 , 2ft) + ~ «»2*- l , 1* " f ^2*) + 
+ ( w 2 * - i , 2*4-1 — iWjk-i, 2*4-2) ( e 3*4-i + ^2*4-2) ? 
d(eik-x — ie2k) = 
= («2*-3 , 2 * - l *'«2*-3,2*) ^2k-2^ + *'ft>2*-1, 2*(«i * - l ^2*) + 
+ 8*4-1 + « W 2*- l ,2*42) (^2*4-1 — ^ 8 * + » ) - ( & = 1, . . . , r) 
Dans ces formules les lettres co dont le premier indice est inférieur à 1 
et de même celles dont le second indice surpasse r sont à supprimer. 
Comme les formes co qui figurent dans ces formules sont des formes 
différentielles à une variable, i l existe des quantités complexes conjuguées 
Çk, Çk {k = • • - , r — 1) déterminées, telles que les relations 
« 2 * - l , 2*4-1 + « ° 8 * - l , 2*4-2 = Çk («1 + «'«2)7 
^2*—1, 2*4-1 M»2*—1,2*4-8 = £ * ( W l Ws)) 
ont lieu. Or, d'après ce qui a été dit au n° 25, le repère naturel con-
sidéré e „ . . . , e 2 r n'est déterminé qu'à des transformations orthogonales 
de la forme (56) près. On peut donc remplacer les vecteurs e2k—1 + ^ 2 * 
(Je = 1,..., r) qui figurent dans les formules précédentes par d'autres 
vecteurs de la forme e + î t F * _ 1 ( e 2 J f c _ 1 + ie2k), 1©
S signes supérieurs et in-
férieurs étant à prendre en même temps et l'on obtient encore des repères natu-
rels orientés associés au point M. Posons çk = Pk e
1<ï>ft, Qk = Pk e~ Pk > 0. 
Après un remplacement de la forme considérée du repère on aura 
encore des formules telles que (61), les coefficients, dans ces nouvelles 
formules étant 
\ (Wl — ico2)e^, i ( » i + t » , ) e 
— P * _ ! e ~ i & * - i - - f o - (a, t i(()2) e
 i(?of 
— i ( «2*- i , 2* + d<pk_x), 
i ( w 2 * - i ) 2 * + d<pk-i), 
Pk ë~
 7' - T t - i ?o - **) (at 4. » r o a ) e - * > o . 
Pour disposer convenablement des quantités q> posons 
W 12 + W 3 4 + • • • + alr-l,2r ~ ^*0? 
étant une fonction réelle d'une variable et elle n'est déterminée, 
évidemment, qu"à une constante additive près. On peut fixer, si l'on 
veut, cette constante par la condition que, la fonction <P0 s'annulle pour 
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une valeur particulière xQ du paramètre. Choisissons alors les quantités cp 
suivant les formules 
<P0 + <Pl ir • • • + <Pr-l + #0 = 0» 
g>Q -j- (pk-i — (pk + <Pk = 0, (Je = 1, . . . , r — 1). 
Ce choix est évidemment possible d'une seule manière. Cela étant, la ma-
trice de coefficients se réduit a la forme suivante 
— P/c—i ( « ! 4- io)2) — wk_x Pk (wj -j- ico2) 
— Pk-t ( « i — i(o2) icSk_t Pk ( « j -j- itoj) 
les P étant des quantités non négatives et les formes à étant liées par 
la relation „ . ,, , „ ~ 
w 0 + W l ~t~ • • • H~ W r - 1 = V. 
Or, on voit immédiatement que, si une des quantités Pk (Je = 1,. . . , r — 1) 
est identiquement nulle, la courbe considérée appartient à un espace 
linéaire à moins de r dimensions. On a, par conséquent, le résultat 
suivant : 
Pour toute courbe analytique réelle M appartenant à un espace 
linéaire à r dimensions au moins, il existe, dès qu'on a cJioisit la variable 
indépendante x sur la courbe, précisément un système de fonctions ana-
lytiques réelles de x, 
P^ > 0, . . . , Pr_! > 0 ; J00} . . . ,Vr—x, 
telles que la somme des fonctions jy est nulle et qu'il y a des repères 
naturels orientés vérifiant les équations différentielles de la forme 
M =aev + be2, (62) 
e'ïk—i = — Pk-i ae2k-z -\- Pk—± be2k-s -\-j9k—i e2k -\- Pk ae2k+i - | - Pk be2k+2 
6f2i = Pfc-l bfyk—S -Re—1 a e 2 k 2 Pk—1 e2k— 1 Pk &^2ft+l ~i~ Pk ^2k+2> 
a, b, étant des fonctions convenables de la variable indépendante x. 
Remarque. Un changement de la variable indépendante sur la 
courbe laisse, évidemment, les fonctions P invariantes et il fait multi-
plier les fonctions a, b, p par le même facteur. 
27. Etant donné, dans l'espace S2r, une pièce d'une courbe ana-
lytique réelle appartenant à un espace linéaire à r dimensions au moins, 
et deux espaces linéaires fixes à r — 1 dimensions, complexes conjugués 
et situés sur la quadrique absolue tels que, les droites isotropes de l'espace 
osculateur d'ordre r de la courbe, dans un point quelconque de la courbe, 
n'ont pas des points communs avec eux, nous disons, pour la commodité 
du language que, les deux espaces linéaires en question sont en position 
générale par rapport à la courbe. 
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Nous allons démontrer le théorème suivant: 
Etant donné, dans l'espace S^rf une pièce d'une courbe analytique 
réelle appartenant à un espace linéaire à r dimensions au moins et deux 
espaces linéaires fixes à r — 1 dimensions, complexes conjugués et situés 
sur la quadrique absolue, en position générale par rapport à la courbe, 
il existe précisément une surface caractéristique de l'espace S2r qui passe 
par la courbe et dont tous les plans principaux coupent les deux espaces 
linéaires fixes en question. 
Désignons, en effet, par G la courbe et par I, I les deux espaces 
linéaires. D 'après le théorème du n° précédent i l existe précisément un 
système de fonctions analytiques réelles, associées à la courbe 
Px > 0, . . . , P r_! > 0 ; j»0, • • • ,^r- l 
telles que la somme des fonctions j> est nulle et qu'il y a des repères 
naturels orientés vérifiant les équations différentielles de la forme (62). 
Désignons par / celui des deux espaces I, I à la base duquel en con-
sidère l'orientation. Supposons qu'il existe des surfaces caractéristiques 
jouissant des propriétés voulues. Soit M une telle surface. D'après le 
raisonnement fait au n° 15, on peut faire correspondre, à tout point M 
de la surface un repère elf . . . , e 2 r vérifiant les équations différentielles 
de la forme (40 \ Tout repère de cette sorte est tel que, pour h = 1 , . . . , r, 
le plan (M ; e2*_i, eafc) est le le—1-ième plan principal de la surface 
au point M et par suite, d'après l'hypothèse, i l coupe les çleux espaces 
linéaires I, I. D'après le raisonnement fait au n° 17 d) on peut supposer 
que le repère en question est orienté à la base du choix de l'espace I. 
Pour avoir recours à des théorèmes classiques supposons choisi les vari-
ables indépendantes x, y sur la surface suivant les formules (42) de sorte 
que, les fonctions Rk satisfont au système d'équations partielles du second 
ordre (34). L a surface M passant par la courbe G, les fonctions M (x, y) 
se réduisent aux fonctions définissant la courbe, si l'on prend pour x, y 
des fonctions analytiques convenables du paramètre sur la courbe. Sans 
diminuer la généralité on peut supposer qu'en changeant, au besoin, ce 
paramètre on s'arrange que, les fonctions M (x, y) se réduisent aux fonctions 
G {x) définissant la courbe, si l'on substitue pour y une fonction ana-
lytique convenable Y (x) de la variable indépendante x. Par la même 
substitution y — Y (x) les composantes des vecteurs e l } . . e 2 r deviennent 
des fonctions de la seule variable x et ces vecteurs forment, évidemment^ 
un repère naturel orienté, associé à la courbe, vérifiant les équations 
différentielles de la forme (62). On a donc, d'après le théorème du n° 26 
n T> i i T> [àlogEt , d l o g i i V | 
poga,]=iogr,i [—y r - ^ - j ^ + ^ w - ^ ( g 3 ) 
(Je = 1,..., r— 1) 
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le symbole [ ] signifiant la fonction respective après la substitution 
y = Y(x) . S i Y(x) — Const., on peut supposer Y(x) = 0 et on voit que 
les fonctions log Bk satisfont aux système d'équations partielles du second 
ordre (34) et elles se réduisent, pour y = 0, aux fonctions données log Pk et 
leurs dérivées partielles —- se réduisent aux fonctions p0 -j-Jt>*-i —pk. 
o y 
On se trouve donc, dans ce cas, dans les hypothèses d'un théorème 
classique 1 0), d'après lequel i l existe précisément un système de fonctions 
\ogRk satisfaisant aux équations partielles (34) et vérifiant les conditions 
initiales (63) . Si Y'(x) 4= 0 on peut se placer encore dans les hypothèses 
du théorème en question. E n effet, prennons pour nouvelles variables 
indépendantes les fonctions £, i\ définies par les formules 
ï = y + f-T%)i n = y—Y(x). (64) 
Soit x = X(Ç, rf) la fonction x qui est définie par ces formules. Par 
la transformation de variables (64) les fonctions log 74 deviennent des 
fonctions des deux variables indépendantes £, r\ satisfaisant au système 
d'équations partielles du second ordre 
1 d*\ogRk . 3
a l o g E ^ Y" dhgRk v„d\ogRk_ 
_ Y 
= 2 (B^-1 Rf 2 • • • Br-i) r <' + « L— -K i 3 + ^ * - i a - 2 Bk* + ^ + i
8 J r 
(Je = 1 , . . . , r — 1 ; B0 = Rr = 0). 
Ces fonctions se réduisent pour r\ = 0 aux fonctions 
log Rk {X g , 0), Y[X (g, 0)]} = log Pk [X g , 0)]. 
Or, on a, en vertu de la transformation (64), 
d\ogBk Y,dlogBk = Y,2.d\ogBk 
et par suite la fonction ^ ^ ) * ^ * s e r e ^u i t , pour rj = 0, à la fonction 
d\ogBk{x(§,0), rrx(g,Q)]} =  
= 1 T P [ I ( ^ 0 ) ] &°
[X { l 0 ) ] + ^ [ x & °)J -J* & & 
(Je = 1, . . . , r — 1). 
, 0) V. p. ex. E . Goursat, Leçons sur Vintégration des équations aux dérivées-
partielles du premier ordre (2ième éd. Paris, 1921, p. 19 .. 
2& 
On se trouve donc dans les hypothèses du théorème cité. Par conséquent, 
dans ce cas Y' (x) 4= 0, i l existe encore précisément un système de fonctions 
log Hk satisfaisant au système d'équations partielles (34) et vérifiant les 
conditions initiales (63). I l en résulte qu'i l existe une surface caracté-
ristique au plus satisfaisant aux conditions du théorème. 
Pour voir qu' i l y a une au moins, considérons la courbe G (x) 
donnée. Considérons un repère naturel orienté elf ..., e i n associé à la 
courbe, vérifiant les équations différentielles de la forme (62), G étant 
écrit au lieu de M. Nous pouvons choisir le repère de façon que, pour 
k — l,....r, le plan ( C ; ea^-i, e.2Jc) coupe les deux espaces linéaires 
fixes I, I. Soient P ; a, b, p les fonctions correspondantes de la variable 
indépendante x. Evidemment, une au moins de fonctions a, b est diffé-
rente de zéro. Supposons, par exemple, a (x) 4= 0. Posons 
Y(x) = I dx. (65) 
v J J a{x) K ' 
Si l 'on change la variable indépendante sur la courbe, les fonctions P 
restent invariantes et les fonctions a, b, p se multiplient par le même 
facteur. On peut donc supposer, qu'on a choisit la variable indépendante x 
sur la courbe de façon a avoir 
a 
[ P / - 1 P / - 3 . . . Pr-i]
 rï+l> = a. (66) 
Cela étant, d'après le raisonnement ci-dessus, i l existe précisément un 
système de fonctions log Ek satisfaisant au système d'équations partielles 
(34) et vérifiant les conditions initiales telles que (63), le symbole [ ] se 
rattachant à la fonction Y(x) définie par (65). Formons avec ces fonc-
tions log.Rfc les formes co1} œif (o2k—i,2k suivant les formules (42) et en-
suite le système d'équations partielles (40). Ce système est complètement 
intégrable et i l se réduit, en vertu de (66), (65) et (63), pour y= Y(x), 
au système correspondant (62). I l existe, par conséquent, un système 
fondamental d'intégrales du système en question, formé par l'intégrale 
banale 1 ; 0, . . . , 0 et d'autres intégrales M1 (x, y), ex
l {x, y) ;..., eir
l (x, y), 
l = 1,..., 2 r telles que, ces intégrales se réduisent, pour y = Y(x), aux 
fonctions G1 (x) qui définissent la courbe et les fonctions ex
l, e2r\ 
qui définissent la repère naturel associé à la courbe. L a surface M (xf y) 
correspondante est caractéristique et elle remplie les conditions du 
théorème. 
