Abstract.-A general morphometric method for describing shape variation in a sample consisting of landmarks and multiple outline shapes is developed in this article. A distance metric is developed for such data and is used to embed the data in a low-dimensional Euclidean space. The Euclidean space is used to generate summary statistics such as mean and principal shape variation which are implicitly represented in the original space using elements of the sample. A new distance metric for outline shapes is proposed based on Procrustes distance that does not require the extraction of discrete points along the curve. The outline distance metric can be naturally combined with distances between landmarks. A method for aligning outlines and multiple outlines is developed that minimizes the distance metric. The method is compared with semilandmarks on synthetic data and 2 real data sets. Outline methods produce useful and valid results when suitably constrained by landmarks and are useful visualization aids, but questions remain about their suitability for answering biological questions until appropriate distance metrics can be biologically validated. [Morphometrics; outline analysis; semilandmark.]
The study of shape has been an important aspect of systematic biology for many years beginning with the work of D'arcy Thompson (1917) and more recently developing into the very mature field of morphometrics [Bookstein (1996) the "new synthesis"]. Although the advent of inexpensive DNA analysis has largely replaced morphometrics in some areas of study, such as phylogenetics, the importance of shape for biology is undiminished. For example, one may now ask questions relating to the effect on phenotype shape from genotype. However, effective descriptions of shape are imperative for answering such questions and are the subject of interest in this article. shapes are the focus of this article, but many of the ideas are also applicable to shapes in three dimensions (3D), albeit with the usual complications that arise in transitioning from 2D to 3D. For outline shapes, the method of choice is either to use a pseudo-landmark method such as the semilandmark method proposed by Bookstein (1997a) or a variant of elliptic Fourier analysis (EFA) (Kuhl and Giardina 1982; Ferson et al. 1985) . The term "pseudolandmark method" is used to refer to the general class of techniques, and the specific term "semilandmark method" to refer to Bookstein's method. Although pseudo-landmark methods are very useful, there are 2 limitations that will be addressed in this article. The first limitation is that protrusions on one individual that do not appear on another can be poorly captured by the resulting pseudo-landmark alignment. This can lead to important features of the variability of the sample being lost by the analysis. Figure 1a illustrates the results using semilandmarks and Figure 1b illustrates the results using complete curve alignment as proposed in this article. The second limitation is that it is often not clear how many pseudo-landmarks should be used for any given problem as also noted by MacLeod (1999) . The methods discussed here do away with the need to use pseudo-landmarks at all. The proposed method uses smooth function interpolation to represent the data and in this respect is somewhat similar to EFA. However, EFA uses an arc-length parameterization to give point correspondences, usually requires closed contours, does not easily generalize to multiple contours or mixed data, and there is no obvious way to weight the importance of parts of the data. The proposed method addresses all of these issues. The final motivation for the work presented here is intellectual curiousity: can the techniques of morphometrics be extended naturally to smooth curves without explicitly digitizing the curve? Also, can the techniques easily handle the case where individuals are represented by multiple curves or a mix of landmarks and curves?
The underlying philosophical position of this article is that landmarks are not necessarily the best representation of homology as has been previously noted by several authors (Bookstein 1996 (Bookstein , 1997a MacLeod 1999; Adams et al. 2004; Gunz et al. 2005) . Because homology is concerned with the equivalence of biological structure (either functional or genetic), homologies should be represented at the most appropriate level of detail for a given biological structure. In 2D, homologies can be specified by: landmarks in the case of 2 or more intersecting structures or where a single structure is small enough to be represented as a point at the requisite scale (Type I landmarks); outlines at the boundary between 2 structures; or areas defining a complete structure (which can also be described by outlines). Landmarks have also been defined geometrically as for example, points of maximum curvature (Type II landmarks) or extremal points such as "most anterior" (Type III landmarks) (Bookstein 1997b; Gunz et al. 2005) . However, biological homology for landmarks defined as Type II or Type III is less well supported than for Type I landmarks and they are often specified to give a richer description of shape Various visualizations of correspondences. a) Results from semilandmark alignment. The bottom curve is the original semilandmark configuration, the middle curve is after sliding, and the top curve is the reference curve. Note the protrusion in the lower curve is completely missed. b) Results using the alignment proposed in this article. Note that the protrusion is captured in this case. c) A visual representation of a reparameterized curve. The graph at the top shows the original parameterization (t) on the x-axis and the new parameterization (g(t)) on the y-axis. The lower curves show 2 renderings of the same curve with different parameterizations. The straight lines joining the 2 curves show the correspondence induced by the mapping. d) An example of incorrect matching due to fixing 2 points on the curves. The curves to be matched are at the top and bottom. The alignment function is represented by joining matching points along the curve with cross-lines. The 2 fixed landmarks are shown as filled circles.
while maintaining simplicity of analysis, rather than using a more appropriate representation of homology such as an outline. This article is concerned with the problem of representing the variation of shape in a biological sample where it is meaningful to use appropriate shape descriptions to describe homologous structures between individuals. The shape descriptions of particular interest are landmarks and outline curves in 2D. The extension of these methods to 3D is discussed in Extension to 3D. An attempt is made to make the material in the main body of the article accessible to a wide readership, and therefore only the main mathematical results are presented here. Those readers interested in the mathematical details should consult the appendices.
Even so, some of the material is necessarily mathematical in nature.
OVERVIEW
There are several contributions in this article, and the structure of the article reflects those contributions. First, a new method for aligning outline curves based on Procrustes distance is introduced in Aligning 2 Curves. Here, the focus is on a single homologous structure that can be represented by a single outline curve. Second, the method is extended to cope with curves with landmarks in Aligning Curves and Landmarks. Closed curves are discussed briefly in Aligning Closed Curves. Aligning Multiple Point Sets considers the problem of aligning multiple homologous structures between 2 individuals. The solution is quite general and can be applied to any representation (2D, 3D, points, curves, surfaces, volumes) for which individual alignment has already been determined including heterogeneous representations. The previous methods are incorporated into a generalized Procrustes analysis (GPA) in Aligning across a Sample and extensions to 3D are briefly discussed in Extension to 3D. Finally, a principal components analysis (PCA) is introduced by embedding the shapes into a low-dimensional Euclidean space using multidimensional scaling (MDS) in Embedding.
Throughout this article, the real 2D plane, R 2 , is associated with the 1D complex plane, C 1 . This makes rigid alignment of 2 point sets simpler to compute and is standard in much of the morphometrics literature (see Dryden and Mardia 1998) . A very brief summary of the basic properties of complex numbers is given in online Appendix 1.
ALIGNMENT

Aligning 2 Curves
The first step in summarizing a sample of curves is alignment: finding the best rotation, scale, and translation to most closely match the 2 curves. For landmarks, this step is straightforward as point-based correspondence is already given. For curves, a major issue is establishing a point-based correspondence. This section starts with rigid matching of finite point sets (Equations 1 and 2), then progresses to rigid matching of parametric curves (Equations 3-7) and finally to a new method for non-rigid matching of parametric curves (Equation 8).
Given 2 mean-centered sets of points in the complex plane: z :{z j |1 ≤ j ≤ N} and w :{w j |1 ≤ j ≤ n}, where z i and w i are corresponding points (they represent homologous structures), the problem of alignment reduces to finding the scale and rotation, (r,) that minimizes the sumsquared Euclidean distance between the 2 sets. This is known as Procrustes alignment and in the complex plane the problem has a particularly compact and elegant 
where z represents complex conjugation and argz is the complex argument of z. A similar alignment can be performed for curves and a full derivation is given in online Appendix 2. Given 2 plane finite smooth curves, z (t) ∈ C 1 and w (t) ∈ C 1 , 0≤ t ≤ 1, the first step is to factor out translation and scale:
The integral part of Equation (3) can be thought of as a centroid of a curve and the result of the transformation is to center the curve on the origin. The integral part of Equation (4) can be thought of as the length of a zero-centered curve and the overall result is that z will be centered on the origin with unit length. A distance between the 2 curves can then be defined:
where r, ∈ R 1 . Note that the general term xx is the square of the distance the complex number x is away from the origin and therefore is the same as the squared length of a 2D vector with the same coordinates. Hence, the integrand in Equation (5) is the integral of all the squared distances between each point on the curve z and a corresponding point on the transformed w. The goal is to find the r, that minimizes this integral. The optimal r, are given by
Note that the result for optimal r is expected because w and z are pre-normalized for scale. Equations (5-7) depend on the assumption that w and z are appropriately parameterized-for example, that the point w(0.5) corresponds to z(0.5). An obvious choice is to use an arc-length parameterization (or more correctly, a normalized arc-length), and although this often gives reasonable results, it is not appropriate in many cases (see Gunz et al. (2005) for a complete discussion of this issue). One is left with the problem of not only determining the best scale and rotation but also to simultaneously determine the best parameterization for each curve.
All reparameterizations can be interpreted as transformations on the original parameter. See Figure 1c for one particular transformation where the dashed line represents no reparametrization. If the parameterization is transformed for one curve, but left unchanged for another, then a different correspondence between the curves is induced with, for example, z(t) corresponding to w(g(t)) for some appropriate transformation g. An unrealistic example might set g(t) = t 2 which would result in z(0.5) corresponding to w(0.25). The function g tells us how far to travel along w for a given point along z. If g is a one-to-one mapping, then it is known as a homeomorphism. If g is also a differentiable function, then it is known as a diffeomorphism. If the transformation functions are limited to homeomorphisms, then each point on w has one corresponding point on z and vice versa. If limited to diffeomorphisms, then g is also smooth and one may therefore take derivatives, allowing the use of standard optimization methods. For g to be a diffemorphism, it must be a smooth, monotonic increasing function. These transformations are continuous domain equivalents to allowing semilandmarks to slide along a curve with the constraint that semilandmarks do not change order.
For arc-length normalized curves, g can be any monotonic function that maps from [0,1] to [0,1]. To find the best mapping between 2 curves, one can minimize the integral of the squared Euclidean distance between corresponding points along the curves:
This is a variational problem and is rather difficult to solve directly. Tagare (2002) solved a similar problem by creating a piecewise linear version of g(t) and directly optimized it. Davies et al. (2002) made use of integrals of Cauchy distributions to achieve a similar effect in 3D. In this article, differentiable monotonic spline interpolants are used to represent g (Fritsch and Carlson 1980; Hyman 1983) . These have the advantage of being smooth (hence diffeomorphic) and having simple representations which allows the use of several different optimization strategies including gradient descent and simulated annealing. The function, g, is represented by a list of nondecreasing data points {g i } defined on the nondecreasing partition {t i }, where t 0 = 0 and t n g = 1. For this work, the {t i } form a uniform partition (equally spaced), although non-uniform partitions are also possible. Details of the interpolant are given in Hyman (1983) and online Appendix 4. For our purposes, it is enough to recognize that the set {g i } representing the alignment curve is non-decreasing. The number of partition points, n g , needs to be chosen so that g is expressive enough to represent the most likely reparameterizations. For the experiments reported here, n g ≡ 20 gives a good balance between expressivity and size of search space.
Details of the gradient descent optimization procedure used are given in online Appendix 4 along with a short discussion of alternative methods. The result of the optimization is a reparameterization of the curve w so that it optimally aligns with the curve z. This step is an important part of the GPA procedure detailed in Aligning across a Sample.
Aligning Curves and Landmarks
In some matching scenarios, there are curves with identifiable landmarks on the curve itself. In this case, there is a need for a method that can accommodate landmark matches along the curve. There are 2 obvious methods of achieving this using an alignment curve. In the first method, a specific point on the alignment curve corresponding to the landmark is fixed and never altered during the distance minimization step. In the second method, the curve is split into 2 curves with a common endpoint and matching continues in the fashion outlined in Aligning across a Sample.
The distinction is not important for the semilandmark method (Bookstein 1997a) as minimizing thin-plate spine bending energy will produce similar results for both methods. For Euclidean distance-based methods though, it is the second method that gives the most appropriate results. To see why fixing a specific point on the alignment curve is usually inappropriate, consider Figure 1d . Because the fixed points are in quite different places along the curve, there is a tendency for the matching function to match many points to one, just near the fixed points. The 2 fixed points maintain correspondence as desired, but to minimize overall distance, the matching function prefers to match large portions of one curve to small portions of the other. In some applications, this might be desirable behavior, but in most morphometric situations it is not. The correct way to interpret the statement "these 2 points on these curves correspond" is to say that the 2 structures represented by subcurves either side of the fixed point are homologous. This interpretation leads to splitting each curve into 2 at each landmark and matching the subcurves independently as outlined in Aligning across a Sample. A similar method for eigenshape analysis has been proposed by MacLeod (1999) for similar reasons to those noted here.
Aligning Closed Curves
For closed curves without landmarks, the representation of the curves may also have different starting points so that z(0) does not correspond to w(0). The simplest solution is to incorporate a change in origin, t in the g function and also optimize over that change. So that g (t, t) = g(t− t), with g being periodic on the interval (0,1). This is equivalent to defining g to lie on the surface of a torus. Optimizing over t can easily be incorporated into the gradient descent algorithm, although no examples of such an optimization are offered in this article. It is likely that multiple start points for t would be required to find the optimal.
Aligning Multiple Point Sets
Until now only the matching of 2 homologous structures has been considered. Many morphometric problems involve multiple shapes and it would be useful to have a unified procedure for dealing with this case. Furthermore, as discussed in the previous section, the correct way to deal with landmarks on a curve is to split the curve into 2 subcurves and match each curve independently.
In the case of matching multiple landmarks, alignment of 2 sets of landmarks is relatively straightforward as point-based correspondence is already given. For multiple curves though, point-based correspondence does not exist prior to performing the alignment. Instead, only the rather looser notion of curvebased correspondence is given (curve A corresponds to curve B). To solve this problem, there are 2 obvious methods: the first involves performing the optimization and calculating the alignment of all curves simultaneously; the second involves calculating the correspondence independently for each curve in the set, and then performing a global alignment without further modifying the point-based correspondence induced by the independent alignment.
The first solution is inappropriate for reasons similar to those depicted in Figure 1d . If the point-based correspondence is computed at the same time as the global alignment, inappropriate correspondences can be generated simply because they produce a smaller overall distance. The second method is therefore the method of choice.
The philosophy of the second method is that structures represented by whole curves are homologous. The correspondence for each curve should be determined independently of other curves in each individual. The first step then is to independently calculate correspondences between curves using the method described in Aligning 2 Curves. Consider 2 individuals, with Z ≡{z j } as a reference, and W ≡{w j } to be aligned as best as possible to Z. Note that here, z j refers to a parametric curve and not to a point on the curve, and Z is a set of curves from a single individual. It is also the case that z j and w j represent homologous structures in 2 individuals. Furthermore, after independent alignment of each w j to z j , it is assumed that w j has been reparameterized so that w j (t) ↔ z j (t) are in point correspondence. Finally, although each (z j ,w j ) pair was independently aligned and the w j may have been repositioned during the procedure, for the second part of the alignment procedure, w j maintains their original positions except that the set W is mean centered. The 138 SYSTEMATIC BIOLOGY VOL. 62 matching procedure then amounts to minimizing the following:
where d(·,·) is defined in Equation (5). Taking derivatives and setting them to zero lead to the following optimal alignment (details given in online Appendix 3):
Equation (9) minimizes the total Procrustes distance between corresponding structures without adjusting the curve alignment. As such, it is analogous to Procrustes alignment of landmark sets and therefore inherits the same ideas of distance. This notion of distance is rather different than that used in semilandmarks which uses the idea of minimizing the bending energy in an imaginary metal plate. However, biological structures mostly do not behave like thin metal plates and therefore one would not necessarily expect minimizing bending energy to be a good model for biological processes. On the other hand, minimizing Euclidean distance does seem reasonable since small changes in the development of biological structures will produce small Euclidean distances between structures. Although minimizing bending energy will also model small changes well. This problem of choosing biologically appropriate distance measures is discussed further in Conclusion.
So far, the problem of aligning 2 point sets has been considered where the members of the sets are all of the same type (either landmarks or curves). When individuals are represented by a mixed set of representations (landmarks and curves in 2D), the method of Aligning Multiple Point Sets can still be applied with integrals being replaced by sums where landmarks are used (see online Appendix 3 for the general case including optional weighting of homologies). Care should be taken in determining the relative weighting of the homologies however. In Aligning Multiple Point Sets equal weighting was used, but alternative weighting schemes are possible where more important biological structures can be weighted more heavily than less important ones. This is a biological question and relative weights should be determined prior to analysis, rather than being determined during analysis.
Aligning across a Sample
The techniques discussed so far have been concerned with computing the best alignment between 2 individuals (N = 2). The real problem to address is to construct summary statistics from a sample of plane curves (N > 2). To do that, the best alignment between all individuals must be computed. The obvious method is to compute all best pairwise alignments and perform analysis on the resultant distance matrix. However, because the process of alignment reparameterizes the curves, each curve will have a potentially different parameterization for each pairwise alignment. This can lead to violations of the triangle inequality as the value of the minimum of Equation (8) is not invariant to reparameterizations of the curves. Measures invariant to reparameterization are possible (e.g., the square root velocity metric of Srivastava et al. 2011 ) but are unnecessary if each curve has one reparameterization that is consistent over all pairwise alignments. This ensures the triangle inequality is not violated.
It is possible to perform the alignment simultaneously over the whole sample by optimizing over the reparameterization for each curve for each individual. However, this leads to an extremely large search space which is computationally expensive to search. Instead, the basic method of GPA (Gower 1975 ) is adopted here. The algorithm is shown in Algorithm 1.
Algorithm 1 Generalized Procrustes Analysis
Input: Sample of curves or multiple curves, Z ≡{z i } Output: A reparameterization of each curve, and a mean curve,
for all z i ∈ Z do 4. compute best g i by aligning z i (g i (t)) to using the methods in Aligning 2 Curves 5.
end for 7.
8. end while 9. return and all reparameterizations, g i Line 7 in Algorithm 1 is where the mean curve is recomputed. This can be done implicitly where no explicit form of the mean is calculated. However, in the interests of computational efficiency, the mean is computed explicitly in practice using a fixed number of calculated mean points as control points for an interpolating spline.
Extension to 3D
Although the above methods are developed in 2D using the complex plane, the ideas can be generalized to 3D. For curves in 3D, the extension is straightforward except that a different technique for finding the best rotation and scaling is needed. Rotation and scaling can no longer be encoded conveniently in a single complex number and there are several alternative representations including rotation matrices, quaternions, Euler axes, or geometric algebra. The most common representations use rotation matrices or quaternions, but optimizing over 139 these representations is made more difficult as they are not minimal representations (rotation matrices have 9 elements, and quaternions have 4, but rotations in 3D have only 3 free parameters) and therefore constrained optimization must be used.
The method can also be generalized to surfaces in 3D. Surfaces can be represented parametrically using 2 parameters, say (t 1 ,t 2 ). Correspondences must then be computed over 2 parameters rather than just one. Therefore, the alignment function g also becomes a surface which maps from [0,1]×[0,1] to [0,1]×[0,1], so that a correspondence between z and w is given by z(t 1 ,t 2 ) → w (g(t 1 ,t 2 ) ). Simpler mappings could also be represented using 2 independent g curves so that z(t 1 ,t 2 ) → w(g 1 (t 1 ),g 2 (t 2 )); however, it would depend on the application whether such a simpler representation would be expressive enough.
The procedures outlined in the rest of this article are independent of the dimensionality or type of data. As long as a distance can be computed between 2 individuals, the method of embedding and computing principal components will be applicable. No examples of 3D problems are given in this article as 2D problems are sufficient to illuminate the general method.
EMBEDDING
One important aspect of morphometrics is to visualize the variation in shape across a sample or population, and PCA is one way to do this. In most other work (Bookstein 1997a; Davies et al. 2002) , this has been achieved by first extracting a finite set of points from the curves and proceeding with standard PCA of finite point sets. Such techniques are very useful but there is always some danger that important aspects of the curves might not be represented using a finite point set. Here, a method that does not rely on point extraction techniques is developed.
Unfortunately, the space of smooth curves does not form a finite vector space and therefore direct computation of the principal components is not straightforward. However, pairwise distances between curves can be computed and this provides several options for computing principal components including Kernel-PCA (Schölkopf et al. 1997) and MDS (Kruskal 1964; Gower 1966) . MDS has been chosen for this article as it is one of the simplest methods. It is known from Kendall et al. (2008, p. 68) that the space of all infinite dimensional 2D point sets cannot be represented in a finite set of dimensions. Nevertheless, it is postulated that many interesting shape populations can be modeled with a low-dimensional Euclidean space.
After constructing a valid distance matrix, D, a Euclidean embedding can be computed using the embedding methods outlined in Gower (1966, Sections 3 and 4 
where the notation U ·j refers to the jth column of U. The rows of U then give an embedding in an N-dimensional Euclidean space. The first n columns of U give a best approximation n-dimensional embedding. Also, the columns of U give the eigenvectors in terms of the original individuals of the sample. This means that the eigenvectors can be visualized directly as curves:
where u j is the jth eigencurve and z i is the ith curve in the sample. To visualize the shape change induced by the jth eigencurve, the following curve can be directly rendered:
where is an arbitrary constant.
RESULTS AND DISCUSSION The methods are compared on 3 different data sets: simulated data, fly wings data, and data extracted from lateral cephalograms. For real data, it is often difficult to tell which of the competing methods are superior. For PCA methods, it is not sensible to quantitatively compare principal directions or magnitudes of competing methods. One can qualitatively compare visualizations along principal directions and also compare the proportion of variation explained by the principal components. It is also useful to visually compare reconstruction ability using a limited number of eigenvectors. This is especially important for pseudolandmark methods as although they may explain the variation in the sample, it is also possible that particular variations in the underlying data are completely missed because of the sliding (Figs. 1a, 1b) . The fidelity of reconstructions can also be used to estimate an upperbound on the number of factors influencing the shape of phenotypes and to evaluate different methods for capturing variation. In general, methods that require fewer variables to explain the variation should be preferred.
In the following results, the proposed method is compared against the minimized bending energy sliding semilandmark method.
Simulated Data
The simulated data set is generated from a superposition of 1D sine curves of differing frequencies. The 140 SYSTEMATIC BIOLOGY VOL. 62 sample is generated according to the following:
where N(0,r j ) is a normal distribution with variance r j , and r ={1.00,0.85,0.68,0.49,0.49,0.38,0.37,0.20,0.14} and was generated as a sorted list from a uniformly distributed random variable. Note that the x coordinate is a multiple of t. The mean curve of the underlying distribution is the zero curve with the principal directions of variation corresponding to sine curves of increasing integer frequency. In the underlying population, the first component has one peak and one valley (sin(2t)) and explains 21.9% of the variation (1.0/ r j ), the second component has 2 peaks and 2 valleys (sin(4t)) and explains 18.6% of the variation (0.85/ r j ), and the third component has 3 peaks and 3 valleys and explains 14.9% of the variation (0.68/ r j ). One hundred samples were generated from the distribution to compare the 2 methods. This distribution is particularly difficult for both the proposed method and the semilandmark method as there is a large shape difference between any 2 elements of the sample, and in general, actual corresponding points in any pair of elements are not expected to produce a minimum distance sum, or a minimum bending energy. For these data, a Fourier type analysis would be ideal.
The semilandmarks method has been tested with 50, 100, 150, and 200 semilandmarks. Figure 2a The proposed method requires 9 principal components to explain 95% of the variation in the data as shown in Figure 2b . The proposed method represented the underlying population distribution with 30.5%, 18.3%, and 15.8% of the variation explained for each of the first 3 components, and although somewhat noisy, has extracted the correct number of peaks. Semilandmarks on the other hand, explained 39.5%, 20.3%, and 14.4% of the variation for each of the first 3 components using 200 semilandmarks. Both methods produce very similar results, are able to explain similar amounts of variation in the data, and can reconstruct sample curves quite well (Fig. 3) . The proposed method produces slightly less smooth principal components, but as a consequence is able to produce marginally more accurate reconstructions.
Fly Wings
A database of 84 images of Hawaiian Drosophila wings reported in Edwards et al. (2007) has been marked up using purpose built software. The wing outline and the major longitudinal veins (L2-5) are represented as cubic splines. The endpoints of all curves occur at intersections with other structures and these are also used as landmarks. Other landmarks include intersections with cross-veins. With the endpoints of curves, there are 14 landmarks in total which include the landmarks reported in Klingenberg and Zaklan (2000) . For the proposed method, outlines were split at each landmark resulting in 14 different outline curves. For semilandmarks, an additional 10 semilandmarks were used between each landmark and they were allowed to vary along lines between the semilandmarks. Figure 4 shows the principal modes of variation using semilandmarks and the proposed method, respectively. Both methods produced very similar qualitative shape components. Semilandmarks required 11 components to explain 95% of variation in the sample. The proposed method required 16 components. Figure 5a shows an example curve and an approximation using 10 eigenvectors for the semilandmark approach. Figure 5b shows the same curve and approximation using the proposed approach.
The principal components of the proposed method and the semilandmark method are very similar, largely because landmark information tightly constrains alignment of the curves. For this sort of data, any reasonable method is likely to produce very similar results. In both cases, the first component shows variation roundness of the wing, with increasing roundness accompanied by a distal shift of the crossveins. This distal shift is very likely functional as evidence suggests that the cross-veins have an important role to play in the control of camber and torsional forces (Ennos 1989; Wootton 1992) , and it is plausible that more distal cross-veins increase the stiffness of round wings. The second principal component also shows some variation in the roundness of the wings, but rather less variation in the position of the crossveins. Rather the intersection of L2 with the wing outline moves distally and becomes more curved as the wing elongates. This curvature also seems to play a functional role in wing stiffness (Wootton 1992) . Although some of this variation could be determined with landmarks alone, these visualizations highlight information that would not be evident if only landmarks were used-in particular that the shape of the longitudinal veins varies with overall wing shape.
Cranial Base Curve
The third data set is a subset of the data used in McCane and Kean (2011) . For this study, the most interesting curve from that set is used: the cranial base (CRB) curve. To aid alignment, 2 Type II landmarks are introduced at points of maximum curvature near the anterior and posterior clinoid processes resulting in 3 separate subcurves. The first subcurve (leftmost in the figures) is from the tip of the clivus to the posterior clinoid process, the second between the 2 clinoid processes, and the third from the anterior clinoid process to the superior posterior of the frontal sinus. For the semilandmarks method, 20 semilandmarks were used on each subcurve. Figure 6 shows the principal modes of variation using semilandmarks and the proposed method, respectively. In this case, the 2 methods produced quite different principal shape variations. Semilandmarks required 9 components to explain 95% of variation in the sample. The proposed method required 11 components. Figure 7a shows an example curve and an approximation using 10 eigenvectors for the semilandmark approach. Figure 7b shows the same curve and approximation using the proposed approach.
The CRB data produce quite different results between the 2 methods and this is because the curves between landmarks are more "interesting." Both methods are able to reliably reconstruct example individuals using only 10 principal components although the semilandmarks method does so more accurately. Which method is more accurate or more representative of the biology is impossible to say from the data alone. PC1 of the semilandmark method is similar to PC2 of the proposed method. Both indicate a relative opening or closing of the angle between the 2 long curves with simultaneous changes in shape of the sella turcica. PC2 of the semilandmark method is also similar to PC1 of the proposed method and involves a shortening of the distance between the anterior clinoid process and the frontal sinus, again with a simultaneous change in shape of the sella turcica. Given the reordering of principal components for both methods, the best conclusion that can be made is that these 2 variations are important, but perhaps the sample size is too small to make strong conclusions on the most significant directions of shape variation.
CONCLUSION
In this article a new method for describing and analyzing shape variation of smooth shapes has been introduced. The method uses a continuous extension of Procrustes distance that does not require the extraction of discrete points along the curve unlike the more common pseudo-landmark methods. For some data, the new method has produced very similar results to the semilandmarks method, but for other data, the methods produce different results. This highlights a problem with outline methods that has also been discussed in Klingenberg (2008) : different methods of alignment can give different results and external considerations must be used to decide which method is appropriate. However, there appears to be little or no guidance in the literature indicating the most appropriate method. Progress on this question is crucial before outline methods can be used with confidence and it is likely that the most appropriate method will be problem dependent. The results of this study do offer some guidance. It is the author's opinion that multiple outline methods should be applied to the same data. If different methods produce similar results, then the validity of any conclusions is strengthened. As is suggested in this article, this is most likely to occur when outlines have relatively simple shape variations or are otherwise limited by homologies specified by landmarks as in the case of the Drosophila wing data. For more complicated shapes with no obvious landmarks, however, other biological considerations must be used. Such considerations could include known environmental or genetic influences on shape-for example, the relative tensile strengths of parts of a structure may be known and could be used to create physically plausible matching schemes.
Directly minimizing Procrustes distance is generally not appropriate with semilandmark methods as it can lead to a reordering of semilandmarks unless extra constraints are applied as in Sampson et al. (1996) which may result in non-optimal alignments as the constraints are applied post hoc. Minimizing bending energy does not suffer from the same problem as it increases rapidly as semilandmarks approach each other, thus making reordering very unlikely. The proposed method has the advantage of minimizing Procrustes distance in a manner that only considers valid alignments.
Quite often, when presenting results of landmark methods, authors will also include visualizations of outlines [see figure 4 of Klingenberg and Zaklan (2000) or figure 4 of Dworkin and Gibson (2006) ] despite having done no analysis of outlines. The reasons for doing this are obvious: it is much easier to interpret the visual information when whole shapes are shown. However, without a formal analysis of outlines, such a visualization is very ad hoc and could lead to misinterpretation of shape changes. At the very least, outline methods are likely to be more accurate for visualizing shape changes across whole shapes than what is typically done for landmark methods currently.
SUPPLEMENTARY MATERIAL
Supplementary material, including data files and online-only appendices, can be found in the Dryad data repository at http://datadryad.org (Provisional DOI: doi:10.5061/dryad.8363t). 
