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1. Introduzione 
Il grandissimo sviluppo che le tecnologie informatiche 
hanno riscontrato negli ultimi anni ha fatto sì che praticamente 
in ogni settore lavorativo, così come in moltissime situazioni 
domestiche o di svago, siano coinvolti computer o dispositivi 
in grado di comunicare mediante reti di vari tipi, dalla classica 
rete Ethernet su cavo ai vari tipi di reti wireless, quali 802.11 o 
anche le reti di telefonia cellulare. Di pari passo con tale 
diffusione sono state sviluppate innumerevoli applicazioni che 
sfruttano le possibilità offerte dalla crescente facilità di 
collegamento. Complice anche la presenza di una connessione 
ad Internet, spesso a larga banda, in moltissimi uffici e 
abitazioni, viene spontaneo pensare di estendere la propria rete 
aziendale o domestica in modo da collegare fra loro più sedi 
distanti, quali ad esempio filiali della propria azienda in città 
diverse, la propria abitazione con il luogo di lavoro o perfino il 
proprio cellulare con delle apparecchiature domestiche per il 
controllo a distanza; il tutto sfruttando come rete di trasporto 
l'infrastruttura offerta dalla rete pubblica. 
Rete di 
trasporto
Filiale A
Sede 
centrale
Filiale B
 
Figura 1.1 
Questo proponimento si scontra però con una serie di 
problematiche di vario tipo, inerenti al fatto di far transitare il 
proprio traffico telematico in una rete che fornisce una 
riservatezza quasi nulla per i dati trasmessi, poche garanzie 
sulle prestazioni ottenibili e la virtuale certezza che ogni 
macchina raggiungibile dall'esterno sarà soggetta a molteplici 
attacchi, da quelli volti a ostacolarne il funzionamento a quelli 
che mirano a prenderne il controllo per scopi illeciti. Non 
trascurabile è anche il fatto che dotare ogni macchina di un 
indirizzo IP pubblico può essere oneroso, dato che almeno fino 
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a quando il protocollo comunemente utilizzato sarà IPv4 gli 
indirizzi disponibili resteranno limitati e pertanto costosi. 
 Per fare fronte ad alcuni di questi inconvenienti viene 
sempre più spesso adottato il sistema delle VPN (Virtual 
Private Networks - reti private virtuali), mediante le quali è 
possibile mettere in collegamento macchine o sottoreti diverse 
tramite una rete di trasporto pubblica, offrendo però allo stesso 
tempo ragionevoli garanzie di protezione dei propri dati, 
controllo dell'accesso alle proprie risorse e tutela da alcune 
tipologie di attacchi. La realizzazione di un'architettura di 
questo tipo, che però mantenga al tempo stesso delle 
prestazioni accettabili per le principali applicazioni, viene 
spesso effettuata con apparecchiature dedicate anche piuttosto 
costose, dotate di processori dedicati allo scopo. 
Dato il basso costo e le elevate prestazioni offerte dai 
processori odierni e, più in generale, dai comuni PC 
attualmente in commercio, può essere ragionevole pensare di 
realizzare una VPN mediante l'utilizzo di queste macchine, 
specialmente considerando l'esistenza di vari strumenti 
software espressamente dedicati a questo impiego, con in più il 
vantaggio di essere gratuiti e open-source: il loro codice 
sorgente è cioè liberamente disponibile e modificabile secondo 
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le proprie esigenze, ed essendo ispezionabile consente di 
verificare che non ci siano debolezze o vulnerabilità, 
intenzionali o meno. 
La maggior parte di queste applicazioni inoltre funziona 
sotto il sistema operativo Linux, anch'esso disponibile 
gratuitamente ed adatto a funzionare su un'ampia varietà di 
macchine, anche quelle più vecchie e pertanto con minore 
capacità computazionale. E' quindi possibile realizzare una 
VPN con una spesa molto contenuta, pur essendo necessario 
verificare le prestazioni ottenibili da una soluzione di questo 
tipo. 
Nel corso del presente lavoro di tesi si andranno ad 
esaminare tre strumenti open-source per la realizzazione di 
VPN (OpenS/WAN, Tinc e OpenVPN), utilizzando come 
piattaforma dei normali PC con sistema operativo Linux allo 
scopo di valutarne le prestazioni e la possibilità di utilizzo in 
situazioni tipiche. 
Nel presente capitolo si farà una breve introduzione sul 
concetto di VPN e si daranno alcuni cenni sui più comuni 
algoritmi crittografici utilizzati in questo ambito. Inoltre si 
esamineranno i principali parametri utili per valutare le 
prestazioni di una VPN. 
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Nel capitolo 2 verranno descritte le tre applicazioni in esame 
dal punto di vista delle caratteristiche offerte e delle modalità 
di funzionamento. 
Il capitolo 3 descrive il sistema utilizzato per effettuare i 
test, le prove effettuate e la configurazione di ciascuna delle tre 
applicazioni, mentre nel capitolo 4 saranno mostrati i risultati 
ottenuti.  
1.1 Architettura di una VPN 
Con VPN si intende generalmente un insieme di macchine o 
intere sottoreti in località diverse, collegate fra loro tramite una 
rete di trasporto che non è sotto il proprio controllo e che 
veicola anche il traffico di altri utenti. Il collegamento deve 
avvenire in modo che il proprio traffico viaggi sulla rete in 
maniera logicamente separata dal traffico altrui in modo da 
possedere le seguenti caratteristiche: 
• All'interno della VPN può essere utilizzato anche un 
protocollo diverso da quello della rete di trasporto. 
• Gli indirizzi dei sistemi interni alla VPN devono 
appartenere ad un proprio spazio di indirizzamento 
separato da quello degli indirizzi pubblici, in modo 
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che non ci sia ambiguità tra quali indirizzi sono 
all'interno della VPN e quali all'esterno. 
• Per i sistemi all'interno della VPN il collegamento 
verso gli altri sistemi interni deve essere trasparente: 
dal loro punto di vista tutti gli altri sistemi devono 
apparire come direttamente connessi alla propria 
rete. 
• L'accesso all'interno della VPN deve essere 
consentito solo a macchine ed utenti espressamente 
autorizzati. 
• Il traffico veicolato sulla rete pubblica deve essere in 
genere protetto sia dall'osservazione da parte di terze 
parti, sia dall'alterazione durante il transito: un 
pacchetto indebitamente modificato non deve essere 
accettato. 
 
Il meccanismo con cui si soddisfano questi requisiti è quello 
del tunneling: prima di entrare nella rete pubblica ogni 
pacchetto viene incapsulato all'interno di un altro pacchetto. Il 
pacchetto esterno è indirizzato verso il nodo di ingresso del 
segmento di destinazione della VPN, mentre il pacchetto 
interno (detto payload) viene sottoposto a una procedura 
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crittografica in modo da renderne il contenuto indecifrabile da 
parte di un osservatore esterno. Inoltre vengono aggiunte delle 
informazioni aggiuntive di verifica basate su tutte le parti 
invarianti del pacchetto, quali ad esempio l'indirizzo del 
mittente, del destinatario o il contenuto, in modo che qualsiasi 
alterazione durante il transito sia riscontrabile al rientro nella 
VPN. Una volta raggiunto il nodo di ingresso del segmento 
remoto della propria rete il pacchetto 'incapsulante' viene 
rimosso, mentre quello interno viene verificato, decrittato e 
consegnato al destinatario. 
Generalmente tutte le operazioni inerenti l'incapsulamento 
vengono effettuate da una macchina, detta gateway, che fa da 
interfaccia tra la rete privata e quella pubblica in ciascun 
segmento della VPN. Il gateway, alla ricezione di un pacchetto 
dall'interno della VPN, verifica se deve essere inoltrato verso 
un nodo di un segmento remoto della propria rete o verso un 
nodo pubblico. Nel caso il destinatario sia un sistema della 
VPN provvede alle operazioni di crittografia e autenticazione 
del pacchetto, lo incapsula e spedisce il pacchetto contenitore 
verso il gateway che serve il segmento della VPN in cui si 
trova il destinatario. 
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Il gateway di destinazione effettua tutte le operazioni 
inverse: verifica che il pacchetto non sia stato alterato durante 
il transito, rimuove l’incapsulamento, decifra il payload e lo 
consegna alla rete interna affinché raggiunga il destinatario. 
Ogni gateway deve essere quindi a conoscenza di tutte le 
sottoreti che fanno parte della VPN, dell'indirizzo pubblico del 
relativo gateway e delle informazioni crittografiche necessarie 
per proteggere i dati trasmessi, che possono anche essere 
diverse per ogni coppia di gateway coinvolti. Le macchine 
interne alla VPN invece hanno solo bisogno di conoscere 
l'indirizzo del gateway collegato alla loro sottorete, ma non 
hanno bisogno di nessuna informazione riguardo alla posizione 
degli altri nodi della rete: dal punto di vista dei nodi interni i 
pacchetti passano direttamente da un gateway all'altro senza 
che sia visibile il transito sulla rete pubblica. 
1.1.1 Indirizzi privati 
Come già detto in precedenza è necessario che tutti gli 
indirizzi appartenenti alla VPN appartengano ad uno spazio 
distinto da quello degli indirizzi accessibili sulla rete pubblica, 
dato che altrimenti non sarebbe possibile per i router decidere a 
chi inoltrare i pacchetti. Per ovviare a questo problema, anche 
in considerazione della scarsità degli indirizzi IPv4 disponibili, 
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è stata adottata la soluzione di riservare specifiche porzioni 
dello spazio di indirizzi IPv4 a questo scopo. La Internet 
Assigned Numbers Authority ha designato i blocchi di indirizzi 
• 10.0.0.0 – 10.255.255.255 (10.0.0.0/8) 
• 172.16.0.0 – 172.31.255.255 (172.16.0.0/12) 
• 169.254.0.0 – 169.254.255.255 (169.254.0.0/16) 
• 192.168.0.0 – 192.168.255.255 (192.168.0.0/16) 
come indirizzi privati [1]. I pacchetti che hanno uno dei 
precedenti indirizzi come mittente o destinatario non 
dovrebbero essere inoltrati dai router della rete pubblica e 
pertanto non sono su di essa raggiungibili. Al contrario essi 
possono essere liberamente utilizzati all’interno di reti private, 
dato che, anche se uno di questi indirizzi viene assegnato a 
macchine diverse su reti distinte, non si verificano problemi di 
ambiguità. 
Per un corretto funzionamento di una VPN a livello IP è 
opportuno assegnare gli indirizzi in modo che tutti gli host 
serviti dallo stesso gateway appartengano ad una stessa subnet, 
in modo da semplificare la gestione delle tabelle di routing di 
tutti i gateway, come esemplificato in Figura 1.2. Si noti che i 
gateway oltre all’indirizzo privato devono anche avere un 
indirizzo univoco sulla rete pubblica. 
Rete di 
trasporto
Gateway A Gateway B192.168.1.2
192.168.1.4
192.168.1.3
192.168.2.4
192.168.2.3
192.168.2.2
192.168.1.1 192.168.2.1
Subnet 192.168.1.0/24 Subnet 192.168.2.0/24
 
Figura 1.2 
Nel caso in cui la VPN sia realizzata a livello Ethernet 
(quindi con i gateway che agiscono da Ethernet switch) tale 
organizzazione è meno importante, dato che le decisioni di 
routing vengono prese sulla base degli indirizzi MAC di 
destinazione. 
1.2 Algoritmi crittografici 
Come già detto uno dei requisiti spesso essenziali di una 
VPN è che i dati trasmessi attraverso la rete pubblica non siano 
accessibili ad un osservatore estraneo che in qualche modo 
possa intercettare il flusso di traffico. Poiché non si ha in 
genere nessun controllo sul percorso che i pacchetti seguono 
per andare da un gateway all'altro è necessario, qualora si 
voglia mantenere qualsiasi forma di riservatezza sul proprio 
traffico, fare ricorso ad algoritmi crittografici adeguatamente 
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sicuri, così che violare la protezione diventi sufficientemente 
laborioso o costoso da rendere svantaggioso il tentativo. 
Vale la pena sottolineare che anche qualora le informazioni 
trasmesse sulla VPN non avessero particolari requisiti di 
riservatezza è ugualmente opportuno prevedere quanto meno 
dei meccanismi di autenticazione sicuri allo scopo di impedire 
un facile accesso ai sistemi interni della rete, data la relativa 
facilità con cui i nodi di ingresso possono essere localizzati e la 
frequenza con cui vengono scoperte vulnerabilità in vari 
programmi e sistemi operativi. Lo sfruttamento di una di queste 
debolezze può consentire ad estranei di accedere o perfino di 
prendere il completo controllo di una macchina. L'utilizzo di 
una qualche protezione basata su crittografia è pertanto da 
ritenersi un requisito praticamente essenziale per qualsiasi 
realizzazione di VPN su rete pubblica. 
Le funzionalità richieste per gli scopi di una VPN sono 
sostanzialmente due: la cifratura (encryption) e 
l'autenticazione.  
L'autenticazione è una procedura mediante la quale è 
possibile, per il destinatario di un messaggio, essere certo che il 
messaggio proviene effettivamente dal mittente indicato e che 
non è stato alterato in alcun modo durante il trasporto. 
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La cifratura consiste nel trasformare un messaggio in un 
altro che sia totalmente privo di significato, ma che sottoposto 
alla procedura inversa restituisca il messaggio originale. 
Esistono numerosissimi algoritmi in grado di fornire le 
funzionalità appena descritte, ma in aggiunta a queste sono 
necessarie anche alcune caratteristiche aggiuntive come la 
resistenza agli attacchi, un buon compromesso tra sicurezza e 
onere computazionale e la possibilità di ottenere una 
comunicazione protetta anche senza un precedente scambio di 
informazioni segrete. In generale comunque tutti gli algoritmi 
si basano sull'utilizzo di un'informazione aggiuntiva detta 
'chiave' che deve essere conosciuta solo da mittente e 
destinatario. I principali algoritmi utilizzati nell'ambito delle 
VPN possono essere divisi in due classi: algoritmi simmetrici e 
algoritmi asimmetrici. 
Gli algoritmi simmetrici utilizzano una stessa chiave sia 
nelle operazioni di cifratura che di decifratura. La chiave deve 
essere quindi conservata con attenzione dato che il suo 
possesso consente di decifrare tutti i messaggi scambiati tra le 
due parti, o eventualmente consente di inviare messaggi fasulli 
spacciandosi per una delle parti. Con questo genere di 
algoritmo, infatti, la possibilità di decifrare il messaggio 
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equivale all'autenticazione dell'interlocutore, dato che solo chi 
possiede la chiave può generare il messaggio cifrato.  
Negli algoritmi asimmetrici invece esistono due chiavi, dette 
chiave pubblica e chiave privata, dotate ciascuna della 
caratteristica di poter decifrare solo i messaggi cifrati con 
l'altra. Questo consente di poter trasmettere una delle due 
chiavi (quella detta pubblica) all'interlocutore anche su un 
canale pubblico, dato che solo il possessore della 
corrispondente chiave privata potrà decifrare i messaggi 
ottenuti dalla chiave pubblica. Viceversa per consentire 
l'autenticazione il messaggio può essere cifrato con la chiave 
privata e chiunque abbia la chiave pubblica potrà decifrarlo, 
accertandosi così del fatto che il mittente è il possessore della 
chiave privata. 
1.2.1 3DES 
L’algoritmo crittografico più diffuso in ambito informatico è 
senz’altro il DES (Data Encryption Standard) essendo stato 
adottato nel 1977 come standard per la sicurezza dei dati da 
parte del governo statunitense. Si tratta di una cifratura a 
blocchi: l’algoritmo prende in ingresso blocchi di lunghezza 
fissa pari a 64 bit e produce in uscita blocchi della stessa 
lunghezza, utilizzando per la trasformazione una chiave di 56 
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bit (in realtà DES richiede un blocco di 64 bit come chiave in 
ingresso, ma solo 56 di essi vengono effettivamente utilizzati 
per la crittografia; i restanti 8 bit servono come controllo di 
parità). 
La trasformazione consiste in una serie di permutazioni e 
sostituzioni dei bit del blocco, ripetute per 16 volte (round), 
utilizzando in ciascuna di esse una sottochiave diversa ottenuta 
dalla chiave data in ingresso. L’insieme di operazioni è stato 
progettato in modo che ogni bit del blocco di ingresso influisca 
su tutti i bit di uscita e, viceversa, che ogni bit di uscita dipenda 
da tutti i bit di ingresso; inoltre un’analoga relazione sussiste 
tra la chiave e l’uscita. In questo modo una variazione anche 
minima dei dati in chiaro o della chiave si traduce in una 
variazione imprevedibile sui dati di uscita.  
Nonostante la robustezza dei criteri progettuali il DES nella 
sua forma iniziale ha dato adito a dubbi riguardo alla sicurezza 
che è in grado di fornire, a causa della ridotta lunghezza delle 
chiavi utilizzate. Dietro organizzazione di un concorso da parte 
della RSA Laboratories, che ha messo in palio una somma di 
denaro come premio per chi riuscisse a decifrare un messaggio 
cifrato con DES senza possedere la chiave, sono state 
progettate macchine dedicate in grado di ottenere la chiave nel 
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giro di pochi giorni mediante una ricerca esaustiva nello spazio 
di tutte le possibili chiavi (attacco a forza bruta); 
successivamente ha avuto successo anche un progetto di 
calcolo distribuito che ha coinvolto i computer di numerosi 
volontari attraverso Internet. Col passare del tempo l’hardware 
disponibile per questo tipo di operazioni migliora sempre di 
più, rendendo sempre più praticabile un attacco a forza bruta; 
parallelamente sono state sviluppate tecniche di analisi in grado 
di ottenere lo stesso risultato con uno sforzo computazionale 
sensibilmente inferiore (crittoanalisi differenziale e crittoanalisi 
lineare). 
Per questi motivi il DES non è stato più ritenuto sufficiente 
a garantire una sicurezza adeguata ed è stato necessario trovare 
un algoritmo alternativo. Dato che la vulnerabilità principale 
risiedeva nella lunghezza della chiave, invece di sostituire 
completamente il DES si è pensato di estenderlo con un 
artificio. Al posto di un’unica operazione di cifratura con una 
chiave di 56 bit si effettuano 3 successive operazioni: una 
cifratura con una chiave K1, una decifratura con una chiave K2 
e una nuova cifratura con la chiave K3. E’ stato dimostrato 
infatti che una successione di più crittature DES non è 
riducibile ad una sola cifratura con una chiave KX [2], per cui 
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effettivamente è possibile ritenere la successione delle 3 
operazioni DES equivalente ad uno schema crittografico con 
chiave a 168 bit, che è stato denominato 3DES. Se le tre chiavi 
sono identiche lo schema si riduce al semplice DES, 
consentendo di sfruttare una stessa implementazione hardware 
per entrambi gli algoritmi. 
La sicurezza aggiuntiva così ottenuta viene però pagata con 
il notevole incremento della capacità computazionale 
necessaria: poiché ciascun blocco richiede 3 passaggi DES 
l’elaborazione con 3DES sarà conseguentemente più lenta. 
1.2.2 AES 
La crescente necessità di poter usufruire di canali di 
comunicazione sicuri in un sempre più vasto ambito di 
applicazioni ha portato all’esigenza di un algoritmo 
crittografico che rimediasse ai punti deboli del DES/3DES e 
che allo stesso tempo fosse più efficiente, in modo da 
consentirne l’impiego anche su hardware dalle prestazioni 
ridotte, come ad esempio smartcard o telefoni. A seguito di una 
competizione pubblica indetta dal National Institute for 
Standards and Technology americano sono stati valutati 
numerosi schemi crittografici in base a criteri di sicurezza, 
efficienza, flessibilità e resistenza a vari tipi di attacchi. 
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Vincitore fra tutti gli algoritmi proposti è risultato lo schema 
Rijndael, che è stato adottato come futuro algoritmo standard e 
denominato AES (Advanced Encryption Standard). 
AES è un algoritmo a blocchi, che prende in ingresso 128 
bit e restituisce 128 bit crittati, usando chiavi di 128, 192 o 256 
bit, secondo il livello di sicurezza richiesto. Ciascun blocco 
subisce una sequenza di operazioni di permutazione, 
sostituzione e somma con sequenze di bit ottenute dalla chiave, 
ripetute per un numero di fasi proporzionale alla lunghezza 
della chiave (10, 12 o 14). Nonostante la maggior dimensione 
dei blocchi e le migliori caratteristiche di sicurezza fornite, 
AES è sensibilmente più veloce di 3DES (in termini di byte 
elaborati al secondo su hardware identico), anche con chiavi a 
256 bit. 
Grazie a queste caratteristiche è prevedibile che AES 
soppianterà gradualmente 3DES nelle applicazioni che 
necessitano di crittografia, ma 3DES resta tuttora largamente 
utilizzato sia per mantenere la compatibilità con dispositivi più 
vecchi, sia per la più alta diffusione di implementazioni 3DES 
in hardware. 
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1.2.3 Algoritmi hash 
Per verificare che un messaggio non sia stato alterato 
durante il transito si fa in genere ricorso a funzioni hash: dal 
messaggio viene ricavato un codice, detto per l’appunto hash, 
mediante operazioni matematiche non invertibili, in modo che 
sia estremamente difficile creare un messaggio diverso che 
generi lo stesso hash. 
Per ottenere la funzionalità di autenticazione l’hash viene 
calcolato sul messaggio concatenato a una chiave nota solo al 
mittente e al destinatario. Il messaggio viene poi trasmesso 
unitamente al codice così calcolato: il destinatario calcola 
autonomamente l’hash del messaggio unito alla chiave e 
controlla se corrisponde a quello ricevuto. Un estraneo che 
volesse inviare messaggi contraffatti non avrebbe modo di 
generare un hash riconosciuto valido dal destinatario, dato che 
non dispone della chiave. 
Gli algoritmi più utilizzati nell’ambito delle VPN sono MD5 
e SHA-1. 
1.2.4 RSA 
Nella classe di algoritmi a chiave pubblica uno dei più 
comunemente usati è RSA, dalle iniziali dei creatori Rivest-
Shamir-Adleman. L’algoritmo si basa sulla difficoltà di 
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fattorizzare numeri di grandi dimensioni e la difficoltà di 
calcolare l’inverso moltiplicativo di un numero in un’aritmetica 
di modulo molto grande. 
Le chiavi tipicamente utilizzate sono di 1024 bit, mentre la 
trasformazione sul messaggio in ingresso consiste in un 
elevamento a potenza, con un esponente potenzialmente molto 
grande, seguito da un’operazione di modulo. A causa 
dell’onere computazionale che questo comporta RSA non è 
generalmente utilizzato per la trasmissione di messaggi di 
lunghezza elevata, ma solo per scambiare una chiave di 
sessione da usare con un algoritmo crittografico a chiave 
simmetrica, o alternativamente per crittare l’hash di un 
messaggio con la propria chiave privata per autenticarlo. 
Tipicamente i sistemi che utilizzano RSA mantengono una 
copia delle chiavi pubbliche di tutti i sistemi con i quali devono 
stabilire comunicazioni protette. Nel caso si debba inviare un 
messaggio crittato verrà usata la chiave pubblica del 
destinatario per cifrare il messaggio. Se invece è necessario 
verificare l’identità dell’interlocutore basterà che questo invii 
un apposito messaggio autenticato con la sua chiave privata; se 
la chiave pubblica corrispondente consente di verificare  
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l’autenticazione si può concludere che l’interlocutore è 
effettivamente il proprietario della chiave. 
Uno dei principali problemi di sicurezza degli algoritmi a 
chiave pubblica è costituito dal cosiddetto attacco man-in-the-
middle: un estraneo in grado di intercettare e modificare il 
traffico tra due utenti A e B nel momento in cui vengono 
scambiate le chiavi pubbliche potrebbe ottenere il pieno 
accesso ai dati in chiaro. L’attacco consiste nell’intercettare la 
trasmissione della chiave pubblica di A verso B, sostituendola 
con una chiave A* generata dall’intruso C; analogamente la 
chiave pubblica di B verrà sostituita da una chiave B* nel corso 
della trasmissione verso A. I dati trasmessi mediante l’uso della 
chiave A* o B* sono decifrabili da C, che non deve fare altro 
che crittarli nuovamente con la vera chiave di A o B e inoltarli 
al destinatario. In uno scenario di questo genere la 
comunicazione tra A e B è quindi compromessa. 
La soluzione per questo tipo di attacco richiede che lo 
scambio delle chiavi pubbliche avvenga in maniera sicura, ad 
esempio mediante il trasporto fisico delle chiavi presso tutte le 
macchine in cui sono necessarie. In una rete costituita da molti 
nodi l’operazione può essere laboriosa, dato che ogni macchina 
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deve possedere la chiave pubblica di tutte le altre. In questi casi 
è preferibile costituire una Public Key Infrastructure (PKI). 
Una PKI è caratterizzata dalla presenza di un’autorità di 
certificazione (CA – Certification Authority), dotata di una 
propria coppia di chiavi pubblica e privata. La chiave pubblica 
della CA deve essere distribuita in maniera sicura a tutti i nodi. 
Ogni gateway della rete generata la propria coppia di chiavi, 
dopodiché crea una richiesta di certificazione contenente la 
propria chiave pubblica e la invia alla CA unitamente ai propri 
dati di indentificazione. La CA, dopo aver verificato che i dati 
di identificazione siano corretti, genera un certificato contente i 
dati ricevuti e la chiave pubblica del richiedente, firmato con la 
propria chiave privata. Tutte le macchine in possesso della 
chiave pubblica della CA sono in grado di verificare 
l’autenticità del certificato e possono usare la chiave pubblica 
in esso contenuta con la sicurezza che è effettivamente la 
chiave dell’interlocutore desiderato. Lo standard generalmente 
adottato per la struttura e i protocolli delle PKI è X509 della 
IETF. 
1.2.5 Diffie-Hellman 
Un altro algoritmo a chiave pubblica è il Diffie-Hellman, dai 
nomi degli autori. Come RSA esso si basa su un problema 
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matematico di difficile soluzione, in questo caso il calcolo di 
un logaritmo discreto su una base molto grande. A differenza 
di RSA, però, questo algoritmo non è utilizzato per la 
crittografia di un messaggio, ma per la negoziazione di una 
chiave di sessione da utilizzare in uno schema a chiave 
simmetrica. 
Nella procedura di negoziazione un utente A invia 
all’interlocutore B un valore calcolato sulla base di alcuni 
parametri noti e un dato segreto. L’utente B risponde con un 
altro valore calcolato sulla base degli stessi parametri e di un 
altro valore segreto. Al termine di questo scambio entrambi gli 
utenti sono in grado di calcolare uno stesso numero che può 
essere usato come chiave per un normale algoritmo 
crittografico. Un eventuale estraneo che potesse intercettare lo 
scambio di informazioni non sarebbe invece in grado di 
pervenire allo stesso risultato in quanto non in possesso dei 
valori segreti usati dai due utenti. 
 
1.3 Parametri di qualità 
L'aggiunta di uno strato addizionale attraverso cui far 
passare il traffico non può che condurre ad un deterioramento 
delle prestazioni conseguibili dalla rete nel suo complesso, 
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specialmente nel caso in cui debbano essere anche applicate su 
ogni pacchetto elaborazioni impegnative come quelle 
necessarie per le funzioni crittografiche. E' necessario quindi 
identificare quali siano i parametri principali da analizzare per 
valutare le prestazioni complessive del sistema in relazione alle 
applicazioni più comuni. 
1.3.1 Throughput 
Con throughput si definisce la quantità di dati che un 
sistema è in grado di trasferire dall'ingresso all'uscita nell'unità 
di tempo. Nel caso specifico di una rete interessa il numero di 
byte al secondo che essa è in grado di trasportare dal mittente 
al destinatario. I fattori che determinano il throughput offerto 
da una rete sono numerosi, come ad esempio il traffico 
concorrente, politiche di load-balancing o politiche di 
differenziazione dei servizi. 
Implementando una VPN si aggiunge necessariamente un 
overhead, un carico extra dovuto alle informazioni che i 
gateway scambiano tra loro per gestire i tunnel, le intestazioni 
dei pacchetti di incapsulamento, i dati di autenticazione, i byte 
di padding usati dagli algoritmi crittografici e i pacchetti 
aggiuntivi che possono essere creati da casi di frammentazione, 
dato che facilmente con l'aggiunta delle varie informazioni un 
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pacchetto di dimensioni elevate può superare il valore di MTU 
di una delle reti che attraversa. 
Le applicazioni più sensibili al throughput sono tutte quelle 
che coinvolgono lo scambio di elevate quantità di dati, come ad 
esempio il trasferimento da un file server o lo streaming video. 
1.3.2 Latenza 
Con latenza (latency o delay) si indica il tempo necessario 
affinché un pacchetto raggiunga la sua destinazione dopo 
essere stato trasmesso. I fattori che concorrono a determinarla 
sono di vario tipo: esistono contributi invariabili come il tempo 
fisicamente necessario affinché i segnali elettrici si propaghino 
per tutto il percorso, ma concorrono anche la velocità di 
trasmissione di tutti gli apparati coinvolti lungo il percorso, il 
traffico concorrente sulla rete ed eventuali congestioni. 
Le funzioni per l'implementazione di una VPN possono 
incrementare sensibilmente la latenza lungo un tunnel, in 
particolar modo per via delle complesse elaborazioni 
crittografiche che ogni pacchetto deve subire prima di essere 
inoltrato da un gateway. 
Le applicazioni che più risentono di valori di latenza elevati 
sono quelle in cui è necessaria interattività tra le parti 
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coinvolte: telefonia, teleconferenza, telecontrollo, giochi 
multiutente o amministrazione remota. 
1.3.3 Packet Loss 
Il valore di packet loss indica quanti dei pacchetti inviati 
sulla rete non raggiungono mai la destinazione. Appartengono 
a questa categoria i pacchetti che vengono scartati lungo il 
percorso per via di congestioni, pacchetti rifiutati per errori di 
trasmissione o anche pacchetti arrivati a destinazione con un 
ritardo tale da essere inutili. 
La presenza di packet loss è dovuta in genere a nodi della 
rete sovraccarichi, costretti quindi a scartare pacchetti 
trovandosi nell'impossibilità di inoltrarli tutti per esaurimento 
della memoria buffer disponibile. Altre cause possono essere 
collegamenti difettosi lungo il percorso, o hardware 
malfunzionante. 
Tutte le applicazioni risentono negativamente della presenza 
di packet loss, tuttavia se il numero di pacchetti coinvolti è 
molto ridotto l'impatto su applicazioni di telefonia o 
teleconferenza può essere minimo, grazie alle tecniche di 
compensazione  dei codec utilizzati. Più grave è l'effetto nel 
caso di trasferimento di dati, ad esempio, in cui tutti i pacchetti 
mancanti devono essere ritrasmessi, e nel caso di collegamenti 
 30 
TCP/IP le prestazioni possono peggiorare notevolmente a 
causa degli algoritmi di congestion avoidance. 
1.3.4 Jitter 
Ciascun pacchetto che attraversa una rete può subire ritardi 
diversi nel suo percorso, in dipendenza dalle condizioni di 
traffico in ciascun nodo. L’oscillazione del ritardo sostenuto 
dai pacchetti di un flusso di dati attorno al valore medio è detta 
jitter ed ha generalmente rilevanza nelle applicazioni di 
telefonia: molte applicazioni usano una stima della latenza fra i 
due interlocutori per stabilire le dimensioni del buffer da 
utilizzare, che a sua volta si traduce in un ritardo aggiuntivo 
nella comunicazione. Valori elevati di jitter possono quindi 
degradare sensibilmente la qualità di una conversazione 
causando interruzioni nel flusso audio, se il buffer è 
sottodimensionato, o portando il ritardo percepito sulla 
conversazione a valori eccessivi, a causa dell’aumento di 
dimensioni del buffer. 
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2. Descrizione delle applicazioni VPN 
Per la realizzazione di una VPN usando dei comuni PC con 
ambiente operativo Linux sono disponibili numerose 
applicazioni open-source. In generale queste applicazioni 
funzionano modificando lo stack di rete come in Figura 2.1, 
con l’aggiunta di un’interfaccia di rete virtuale (VNI) e di un 
daemon [4]. La tabella di routing inoltre dev’essere modificata 
in modo da inviare il traffico diretto ai segmenti remoti della 
VPN alla VNI, che a sua volta lo consegnerà al daemon. 
 
Figura 2.1 
Il daemon è un processo che può risiedere nello spazio 
utente o kernel, ed ha due ambiti di funzionamento. A livello 
dati effettua tutte le operazioni sui pacchetti necessarie al 
funzionamento della VPN: incapsulamento, crittografia, 
autenticazione e compressione, nonché tutte le operazioni 
inverse. A livello controllo dialoga con gli altri gateway della 
VPN per scambiare le informazioni necessarie all’instaurazione 
al mantenimento dei tunnel: negoziazione degli algoritmi 
crittografici da utilizzare, scambio e sostituzione delle chiavi 
ed eventuali segnalazioni accessorie. 
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Al di là di questa struttura di massima, che comunque può 
subire delle variazioni, ciascuna applicazione offre anche 
caratteristiche e funzionalità diverse. In questo capitolo si 
andranno ad esaminare le caratteristiche e le differenze di 
implementazione delle tre applicazioni in esame. 
2.1 OpenS/WAN 
OpenS/WAN (dove S/WAN sta per Secure Wide Area 
Network) nasce nel 2004 come continuazione del progetto 
FreeS/WAN, nato a sua volta nel 1999 con lo scopo di 
facilitare la protezione delle comunicazioni che transitano su 
una rete pubblica inaffidabile dal punto di vista della sicurezza. 
Obiettivo originale del progetto FreeS/WAN era la completa 
implementazione dei protocolli IPsec, come definiti in 
RFC2401, con in più il supporto della funzione di 
Opportunistic Encryption (OE) mediante la quale il sistema 
tenta di instaurare una connessione IPsec protetta ogni volta 
che si contatta un qualsiasi host sulla rete pubblica. Nelle 
aspettative degli autori il meccanismo OE avrebbe portato, nel 
giro di qualche anno, alla diffusa adozione di IPsec come 
protocollo per la maggior parte degli scambi di informazione 
su Internet, in maniera trasparente per la maggior parte degli 
utenti, a garanzia della privacy e della libertà di informazione. 
 34 
Essendo state disattese queste aspettative lo sviluppo di 
FreeS/WAN è stato sospeso, dando però luogo ad una serie di 
progetti alternativi volti ad aggiornarne e migliorarne le 
funzioni, fra cui OpenS/WAN. 
La funzionalità offerta da OpenS/WAN è quella di rendere 
l’host su cui è installato un valido endpoint IPsec, 
potenzialmente interoperando con altre implementazioni del 
protocollo quali quelle incluse in router commerciali o sistemi 
operativi come Microsoft Windows per creare un tunnel 
protetto. 
La versione utilizzata è 2.4.6. 
 
2.1.1 Funzionamento di OpenS/WAN 
OpenS/WAN fornisce un’implementazione dei protocolli 
IPsec come definiti in RFC4301: IKE per la negoziazione e 
l’instaurazione dei tunnel, ed ESP ed AH per il trasporto dei 
dati fra i gateway. Nello specifico comprende un daemon 
chiamato pluto che implementa il protocollo IKE e gestisce le 
connessioni con i gateway remoti, mentre l’elaborazione dei 
pacchetti è realizzata direttamente da codice inserito nel kernel,  
denominato KLIPS. A partire dalla versione 2.6 il kernel di 
Linux contiene un’implementazione nativa dello stack IPsec 
 35
detta NETKEY, per cui OpenS/WAN utilizzerà di preferenza 
quest’ultima se presente. Rispetto alla struttura generale sopra 
presentata OpenS/WAN differisce quindi per l'assenza 
dell'interfaccia di rete virtuale, dato che tutti i pacchetti sono 
analizzati ed elaborati direttamente nel kernel. 
In accordo alle specifiche IPsec le connessioni protette 
vengono instaurate con una procedura di negoziazione. Un 
gateway che intende stabilire una connessione protetta invia al 
gateway remoto una richiesta IKE (con un datagramma UDP 
sulla porta 500) contenente una lista degli algoritmi 
crittografici e dei metodi di autenticazione che è disposto ad 
accettare. Il sistema remoto confronta la proposta ricevuta con 
la propria configurazione e seleziona una procedura 
crittografica (generalmente 3DES o AES), una funzione di 
hash (ad esempio MD5 o SHA-1) e un metodo di 
autenticazione (tipicamente mediante certificato RSA o 
password preconfigurata). A questo punto la sequenza procede 
con uno scambio di chiavi Diffie-Hellman per concordare una 
chiave di sessione, con la quale crittare tutti i messaggi 
successivi; infine vengono scambiate le credenziali di 
autenticazione, in dipendenza dal metodo scelto. 
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Al termine di questa procedura i gateway dispongono di un 
canale protetto, detto ISAKMP Security Association. Una 
Security Association (SA) è una struttura dati associata a 
ciascun canale protetto che contiene un indice (Security 
Parameter Index - SPI), il protocollo utilizzato e l’indirizzo del 
destinatario di quel canale. Tutte le SA definite su un sistema 
sono contenute in una tabella detta SAD (Security Association 
Database), che per ogni SA elenca i parametri e le informazioni 
crittografiche necessarie per trasmettere o ricevere dati. Viene 
infine creato un database, denominato Security Policy 
Database, contenente i criteri per determinare quali pacchetti 
devono essere inoltrati su un canale protetto e quale SA 
utilizzare per farlo. 
Mediante la ISAKMP SA vengono negoziati i parametri per 
altre due SA necessarie al traffico dati con il gateway remoto, 
una per i pacchetti in arrivo e una per quelli in uscita. La 
ISAKMP SA viene poi mantenuta attiva per la sostituzione 
delle chiavi ogni volta che trascorre il tempo definito in fase di 
configurazione. 
Per il trasporto effettivo dei dati IPsec prevede due 
protocolli: AH (Authentication Header) ed ESP 
(Encapsulating Security Payload). Entrambi i protocolli 
 37
possono funzionare in modalità trasporto, quando il 
destinatario del pacchetto è anche il gateway IPsec remoto, o in 
modalità tunnel, quando il destinatario è invece un host diverso 
della rete remota. Il protocollo AH (Figura 2.2) fornisce 
garanzia di integrità sull’intero pacchetto trasmesso, fatti salvi 
solo i campi dell’intestazione IP che variano durante il transito, 
ma non protegge la riservatezza del contenuto. Poiché 
l’intestazione IP non può essere modificata questo protocollo 
non può essere utilizzato in presenza di NAT. La protezione 
del pacchetto avviene mediante il calcolo di un hash di tutti i 
campi protetti, unitamente a una chiave segreta; l'hash 
risultante viene inserito nell'header AH e verificato dal 
ricevente prima di accettare il pacchetto. Oltre all'hash l'header 
contiene anche il valore SPI associato alla connessione, 
necessario al gateway ricevente per determinare come 
interpretare il pacchetto ricevuto. 
 
Figura 2.2 
 
Il protocollo ESP invece ha come scopo la protezione dei 
dati trasportati dall’osservazione esterna e fa pertanto ricorso 
all’algoritmo crittografico selezionato allo scopo nella fase di 
negoziazione. Nel diagramma in Figura 2.3 sono indicati in 
giallo i campi soggetti alla verifica di integrità, mentre in 
arancione sono rappresentati i campi sottoposti a crittografia. 
L'header ESP contiene il valore SPI ed eventuali informazioni 
necessarie all'algoritmo crittografico, mentre il trailer contiene 
dei byte di padding, se necessari, seguiti dall'hash necessario 
per l'autenticazione. 
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Figura 2.3 
Poichè l'intestazione IP esterna non partecipa alla 
generazione delle informazioni di autenticazione il protocollo 
ESP è utilizzabile anche nei casi in cui i pacchetti debbano 
attraversare un dispositivo che effettua operazioni di NAT, 
purché limitate alla traduzione dei solo indirizzi IP e non delle 
porte. Un'estensione di IPsec, detta NAT-T (NAT-Traversal), 
consente l'utilizzo di ESP anche in quest'ultimo caso, 
incapsulando il pacchetto in un datagramma UDP e 
aggiungendo un ulteriore header NAT-T (Figura 2.4). 
 
Figura 2.4 - ESP con NAT-Traversal 
L'estensione NAT-T è supportata da OpenS/WAN, anche se 
normalmente disattivata. 
Per creare una VPN con più segmenti è necessario 
configurare separatamente un tunnel per ogni coppia di 
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gateway che devono essere connessi. Per ogni gateway remoto 
della VPN ciascuna macchina deve disporre inoltre delle 
credenziali di autenticazione, siano esse certificati RSA o 
password prestabilite, e la definizione della subnet servita. 
Ne consegue che per aggiungere un nuovo nodo a una VPN 
che ne contiene già N è necessario modificare la 
configurazione degli N nodi esistenti e distribuire a ciascuno di 
essi il certificato o la password per collegarsi ad esso. Nel 
nuovo nodo andrà configurato un tunnel verso ciascuno degli N 
gateway e dovranno essere predisposte le credenziali di 
autenticazione per gli altri N nodi. 
2.2 Tinc 
L'applicazione tinc (acronimo dell'espressione there is no 
cabal - "non c'è una cospirazione"), nata come progetto 
personale dei due autori, ha lo scopo di consentire una 
creazione di una VPN in maniera molto semplice e rapida, 
specialmente quando sono coinvolti molti nodi. 
Tutte le funzioni del programma sono svolte dal daemon 
tincd, che gira nello spazio utente, mentre per l'invio e la 
ricezione del traffico viene utilizzata l'interfaccia virtuale tun (o 
tap). Una delle caratteristiche principali di tinc è che a ciascun 
gateway sono necessarie solo le informazioni per collegarsi ad 
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almeno un altro nodo della VPN, purché nel complesso le 
connessioni configurate congiungano tutti i gateway. Una volta 
in contatto con un altro host, infatti, tinc propaga 
automaticamente le informazioni sulle subnet esistenti 
all'interno della VPN e sul gateway all'ingresso di ciascuna, e 
crea automaticamente i tunnel dati necessari perché tutti i 
gateway siano collegati fra loro. 
Inoltre tinc può funzionare in tre modalità diverse: 
• IP router, in cui inoltra pacchetti IP verso le subnet 
remote. 
• Ethernet switch, in cui inoltra trame Ethernet, 
creando una routing table sulla base degli indirizzi 
MAC delle macchine presenti, e trasmettendo anche 
trame broadcast o contenenti protocolli non IP. 
• Ethernet hub, analoga alla modalità precedente, ma 
senza routing table, per cui ogni trama viene 
trasmessa a tutti i gateway remoti. 
La versione utilizzata è la 1.0.4. 
2.2.1 Funzionamento di Tinc 
Tutti i protocolli utilizzati da Tinc sono proprietari, ideati 
dagli autori e documentati pubblicamente perché fossero 
esaminati anche da altre persone. Le vulnerabilità emerse nel 
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corso del tempo sono state corrette, ma va comunque 
sottolineato che anche se al momento non sono note debolezze 
negli algoritmi di autenticazione o nei protocolli usati da Tinc 
essi non sono comunque stati sottoposti a scrutini rigorosi. 
La connessione di controllo, definita meta-connection, 
utilizza un protocollo proprietario su una connessione TCP per 
trasmettere tutte le informazioni di controllo ai gateway 
esplicitamente definiti nella configurazione. Tale connessione 
viene utilizzata per pubblicizzare l'esistenza o la 
disconnessione di nuovi gateway e relative subnet al resto della 
rete, per richiedere la chiave pubblica di un gateway o 
segnalarne la sostituzione e per trasmettere dei ping che 
segnalano la continuata presenza dell'host remoto. 
La connessione dati utilizza ancora un protocollo 
proprietario, ma su datagrammi UDP. I dati trasportati vengono 
cifrati con l'algoritmo configurato e al pacchetto vengono 
aggiunti alcuni byte (il numero è configurabile) di un codice 
hash di verifica. L’algoritmo crittografico utilizzato per 
proteggere i dati è selezionabile fra tutti quelli resi disponibili 
dalle librerie OpenSSL. 
Ai fini dell’instaurazione della connessione di controllo 
verso un altro nodo uno dei due gateway viene configurato per 
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iniziare il tentativo di connessione (ed assume pertanto il ruolo 
di client), mentre l’altro viene configurato per restare in attesa 
di connessioni (e viene denominato server). Una volta stabilita 
la connessione TCP ha luogo una procedura di autenticazione, 
che si svolge nel modo seguente: il client genera una stringa 
casuale S1, che viene sottoposta a crittografia RSA usando la 
chiave pubblica del server e ad esso inviata. Il server genera 
una stringa casuale S2, la critta con RSA usando la chiave 
pubblica del client e gliela trasmette. Il client da questo 
momento invierà tutti i successivi messaggi dopo averli crittati 
con l’algoritmo crittografico configurato, usando S2 come 
chiave; lo stesso farà il server usando S1. 
A questo punto ciascuna delle due macchine invia una 
nuova stringa casuale (challenge)  alla controparte ed attende in 
risposta l’hash SHA-1 della stringa, in modo da accertarsi che 
l’host remoto sia effettivamente in possesso della chiave 
crittografica corretta (e quindi che abbia correttamente 
decifrato il messaggio RSA iniziale). Lo scambio si conclude 
con l’invio di dati informativi relativi alla configurazione da 
parte di entrambi. 
I pacchetti dati vengono incapsulati in datagrammi UDP 
come indicato in Figura 2.5. L’intero pacchetto originale viene 
crittato, insieme ad un numero di sequenza che serve sia ad 
impedire attacchi a ripetizione sia come vettore di 
inzializzazione per la crittografia. Il campo MAC contiene un 
numero selezionabile (default 4) di byte della funzione hash 
calcolata sull’intero pacchetto, con l’eccezione dell’header IP 
per consentire l’attraversamento di nodi NAT. Non deve però 
essere cambiata la porta sia del mittente che del destinatario. 
 
Figura 2.5 
Per quanto riguarda la configurazione tinc richiede su ogni 
gateway la generazione di una coppia di chiavi RSA, la 
definizione di almeno una connessione di controllo verso un 
altro nodo della VPN (con la relativa chiave pubblica). Deve 
essere inoltre creato uno script che modifichi la routing table 
del sistema per inviare all’interfaccia virtuale i pacchetti diretti 
ai segmenti remoti della VPN. Tale script verrà eseguito da tinc 
una volta stabilita la connessione; in alternativa è possibile 
creare script separati per ciascuna subnet da eseguire quando si 
collega o scollega il gateway corrispondente. 
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2.3 OpenVPN 
L’applicazione OpenVPN si propone di consentire la 
realizzazione di una VPN facendo a meno della complessità 
insita nelle implementazioni IPsec, ma allo stesso tempo 
utilizzando un protocollo di provata robustezza e sicurezza, e 
cioè SSL/TLS (Secure Sockets Layer/Transport Layer 
Security). Tutte le operazioni svolte da OpenVPN avvengono 
nello spazio utente, utilizzando un’interfaccia di rete virtuale di 
tipo tun o tap. 
OpenVPN può essere configurato per funzionare in modalità 
IP router, per inoltrare i pacchetti IP verso gateway remoti, 
oppure in modalità Ethernet bridge, in cui inoltra tutte le trame 
Ethernet, incluse quelle di broadcast. La connessione con gli 
altri gateway può essere stabilita secondo un modello peer-to-
peer, in cui viene creato un tunnel tra due macchine, oppure 
secondo il modello client-server. In quest’ultimo caso gli host 
configurati come server non cercano attivamente di creare 
connessioni, ma attendono di essere contattati da un client con 
le necessarie credenziali. Con questo tipo di configurazione 
uno stesso server può essere contattato da più client creando 
una topologia a stella; la comunicazione da un client verso un 
altro deve essere però esplicitamente autorizzata. 
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Con il modello client-server è inoltre possibile per il server 
inviare comandi di configurazione ai client in reazione a 
cambiamenti dello stato della rete, ad esempio modificando le 
routing table nel momento in cui si collega il gateway di una 
nuova subnet. 
La versione utilizzata è 2.0.9. 
2.3.1 Funzionamento di OpenVPN 
Il protocollo utilizzato da OpenVPN per tutti i pacchetti 
verso gli host remoti è UDP, sia per quanto riguarda i pacchetti 
di dati che per quelli di controllo. L’autenticazione fra due host 
può avvenire per mezzo di chiave statica o in modalità TLS. 
Nel caso di chiave statica deve venire preventivamente 
creato un gruppo di 4 chiavi che deve essere reso disponibili ad 
entrambi gli endpoint del tunnel. Le 4 chiavi sono utilizzate per 
la generazione del codice HMAC in trasmissione, per la 
verifica del codice HMAC in ricezione, per la cifratura e per la 
decifratura dei pacchetti. 
Nel caso si utilizzi la modalità TLS la connessione di 
controllo farà uso del protocollo SSL/TLS per assicurare la 
riservatezza dei messaggi scambiati e l’autenticazione della 
controparte, utilizzando dei certificati RSA firmati da una CA 
comune come credenziali. Poiché SSL/TLS è progettato per 
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funzionare su un layer di trasporto affidabile questo viene 
fornito da OpenVPN, dato che normalmente i datagrammi 
UDP non hanno garanzia di affidabilità. I pacchetti dati sono 
invece trasmessi senza questo layer addizionale per evitare il 
problema del TCP stacking. In sintesi sullo stesso flusso UDP 
vengono multiplati sia i messaggi di controllo (in modo 
affidabile) che i pacchetti dati (senza affidabilità).  
La procedura di negoziazione si compone di 4 messaggi: 
1. Il client invia un messaggio “Hello” al server, 
elencando gli algoritmi crittografici accettabili e 
aggiungendo i parametri pubblici necessari ad uno 
scambio di chiavi Diffie-Hellman. 
2. Il server risponde con un messaggio contenente 
l’algoritmo selezionato, il proprio certificato X509 e 
i parametri per lo scambio Diffie-Hellman. 
3. Il client invia il proprio certificato e una sequenza di 
dati casuali (pre-master secret, usata per generare il 
master secret per la crittografia successiva), il tutto 
crittato con la chiave pubblica del server. Dal pre-
master secret, conosciuto da entrambi gli host, viene 
ricavato il master secret, che in seguito ad una serie 
di operazioni di espansione e hashing consente di 
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ricavare le 4 chiavi necessarie (HMAC in 
invio/ricezione, cifratura, decifratura). Viene inoltre 
inviato un messaggio change-cipher-spec che 
richiede il passaggio alla cifratura simmetrica 
selezionata e un codice HMAC di verifica dell’intera 
sessione di negoziazione, per controllare che non sia 
stato alterato alcun dato. 
4. Il server invia a sua volta un messaggio change-
cipher-spec e il codice HMAC dell’intera sessione. 
Attivando l’opzione tls-auth tutti i pacchetti utilizzati 
nella procedura di autenticazione possono ricevere una 
protezione addizionale nella forma di un codice HMAC 
relativo al singolo pacchetto, generato con una chiave 
predeterminata in fase di configurazione. Questo impedisce 
che le risorse del sistema vengano inutilmente impegnate da 
attacchi denial-of-service, consentendo di scartare i 
pacchetti falsi senza attivare la procedura di autenticazione. 
Il formato dei pacchetti dati inviati da OpenVPN è indicato 
in Figura 2.6. Il campo in giallo è protetto dalle alterazioni 
dal codice HMAC, mentre i campi in arancione sono cifrati 
e protetti dal codice HMAC. Il campo Tipo contiene il tipo 
di pacchetto OpenVPN che è stato trasmesso. 
 
Figura 2.6 
 
Nel caso di configurazione a chiave statica è necessario 
generare e distribuire il file con la chiave a tutti i gateway. Se 
invece si ricorre alla modalità TLS è necessario creare una PKI, 
quindi va designata una Certification Authority che dovrà 
firmare i certificati di tutti gli host. Ciascuna macchina infatti 
deve disporre del certificato della CA e dei certificati (firmati 
dalla CA) di tutti gli host con i quali deve connettersi. In caso 
di setup client-server è necessario che il certificato del server 
sia dotato dell’attributo apposito, altrimenti verrà rifiutato. 
In situazioni in cui più gateway client si collegano ad uno 
stesso server e si desidera che le subnet dietro i client siano 
mutuamente accessibili è necessario aggiungere le 
informazioni di routing alla configurazione del server, che 
provvederà a inviarle ai client quando si collegano. I pacchetti 
diretti verso un altro client passeranno comunque dal server. 
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3. Piattaforma di test 
Per confrontare le prestazioni raggiungibili da ciascuno dei 
pacchetti software è stata predisposto un sistema di prova 
organizzato come in Figura 3.1. 
Postel Laplace
eth2
192.168.12.10
eth2
192.168.12.9
eth3
192.168.12.18
192.168.12.17 192.168.12.1
eth3
192.168.12.2
Subnet 
192.168.12.8/30
Subnet 
192.168.12.16/30 Subnet 
192.168.12.0/30
Spirent AX4000
Computer di 
controllo e analisi  
Figura 3.1 
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Il computer Postel è un PC dotato di processore Intel 
Pentium 4 con frequenza di lavoro pari a 1.8GHz e sistema 
operativo Linux (distribuzione Debian testing) con versione del 
kernel 2.6.15.  
Il computer Laplace è un PC dotato di processore Intel 
Pentium 4 con frequenza di lavoro pari a 2.8GHz, con lo stesso 
sistema operativo di Postel. 
I due PC sono collegati mediante due schede di rete Ethernet 
100base-T con capacità nominale di 100Mb/sec connesse 
direttamente mediante un normale cavo crossed-UTP5. 
Ciascuno dei due PC è inoltre collegato a una delle interfacce 
del dispositivo Spirent AX4000 mediante un’ulteriore scheda 
di rete Ethernet 100base-T. 
L’interfaccia 192.168.12.17 dell’AX4000 funge da 
generatore di traffico, inviando pacchetti destinati all’indirizzo 
192.168.12.1 usando 192.168.12.18 come gateway. Il PC 
Postel è configurato per inoltrare il traffico per la subnet 
192.168.12.0/30 all’interfaccia 192.168.12.9 di Laplace, che a 
sua volta li consegnerà alla destinazione finale. 
I PC verranno configurati come gateway VPN, interpretando 
il collegamento 192.168.12.10-192.168.12.9 come quello da 
proteggere e quindi la subnet 192.168.12.8/30 come rete 
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pubblica, mentre le subnet 192.168.12.16/30 e 192.168.12.0/30 
come segmenti della VPN. 
Ai fini di evitare interferenze sulle misure su entrambi i PC 
vengono lasciati attivi solo i processi fondamentali del sistema 
operativo, mentre tutti gli altri, inclusi i servizi di logging, 
vengono terminati. Inoltre per evitare le periodiche interruzioni 
dell’inoltro dei pacchetti dovute alla scadenza della cache ARP 
l’associazione tra indirizzi IP e indirizzi MAC viene effettuata 
manualmente in maniera statica, in modo da impedire ogni 
richiesta ARP. 
3.1 Sistema Spirent AX4000 
Tutte le prove e le misure sono state realizzate mediante il 
sistema AX4000 della Spirent, controllato da un PC esterno 
mediante l’apposita applicazione di gestione. 
Il dispositivo, equipaggiato con due schede di interfaccia 
Ethernet 100base-T, è in grado di simulare su ciascuna 
interfaccia fino a 8 sorgenti di traffico, ognuna configurabile 
per l’invio di flussi di pacchetti IP generici. In Figura 3.2 sono 
riportate le finestre di configurazione e controllo del generatore 
di traffico, in cui è possibile configurare le singole sorgenti, la 
modalità di prioritizzazione, la risoluzione ARP e l’eventuale 
inserimento di errori. Sono anche accessibili i trigger nel caso 
in cui siano state definite delle sorgenti ad attivazione manuale. 
 
Figura 3.2 
 I pacchetti sono configurabili in lunghezza e contenuto, 
oltre alla frequenza di invio che può essere deterministica, 
statistica o determinata da un trigger manuale. La trasmissione 
inoltre può avvenire per pacchetti singoli o per burst di 
lunghezza selezionabile. 
Ogni interfaccia inoltre possiede un modulo di analisi che 
classifica tutti i pacchetti ricevuti in base a vari parametri, ad 
esempio il protocollo, o la sorgente. Per ogni flusso di pacchetti 
vengono raccolti numerosi dati; se poi i pacchetti sono stati 
generati da una delle interfacce dell’AX4000 vengono generate 
statistiche ottenute correlando i pacchetti ricevuti con quelli 
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trasmessi, come ad esempio i tempi di attraversamento del 
sistema e il tasso di pacchetti persi. 
3.1.1 Configurazione di base 
La configurazione delle interfacce avviene tramite 
l’applicazione di gestione, dal menu System alla voce 
Emulation (Figura 3.3). 
 
Figura 3.3 
Da questa finestra è possibile definire per ogni interfaccia 
quali protocolli attivare con i relativi parametri. Nel caso 
specifico è stato attivato il protocollo IPv4 configurando gli 
indirizzi desiderati, unitamente all’indirizzo del gateway 
associato: l’interfaccia 1 è stata configurata con l’indirizzo 
192.168.12.1, netmask 255.255.255.252 e gateway 
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192.168.12.2. L’interfaccia 2 è stata configurata con indirizzo 
192.168.12.17 (corrispondente a Postel), netmask 
255.255.255.252 e gateway 192.168.12.18 (corrispondente a 
Laplace). 
Su entrambe le interfacce è stata abilitata l’emulazione ping 
(cioè l’attivazione della generazione dei messaggi ICMP Echo 
Reply in risposta ai messaggi ICMP Echo Request) a scopo 
diagnostico, per verificare la correttezza della configurazione 
di tutti i sistemi. 
Per l’effettuazione dei test è stata utilizzata l’interfaccia 2 
come generatore di pacchetti UDP definiti come in Figura 3.4, 
inserendo come indirizzo quello dell’interfaccia 2 e come 
destinazione quello dell’interfaccia 1. Il sistema è configurato 
per determinare l’indirizzo MAC corretto mediante richiesta 
ARP, ma la richiesta viene risolta in fase di definizione delle 
sorgenti e non durante la prova. 
 
Figura 3.4 
 
In aggiunta al tipo di pacchetti da spedire deve essere 
specificata la loro lunghezza. Dopo le necessarie intestazioni IP 
e UDP viene infatti aggiunto un blocco test costituito da 
informazioni di verifica dell’AX4000 e da una sequenza di 
byte casuali fino a raggiungere la lunghezza desiderata. 
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Infine deve essere definita la periodicità della trasmissione 
(Figura 3.5), espressa in termini di pacchetti o burst al secondo, 
o in termini di impegno della banda disponibile al netto o al 
lordo dell’overhead Ethernet. In caso di burst è possibile 
specificare sia il tasso di trasmissione dei pacchetti in un burst 
che il loro numero. Tutti i valori possono essere specificati 
come valori deterministici o valori medi con una distribuzione 
casuale. 
 
Figura 3.5 
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3.2 Descrizione dei test 
Per la determinazione della serie di test da effettuare è stata 
presa a riferimento la RFC 2544 (Benchmarking Methodology 
for Network Interconnect Devices) intendendo come 
dispositivo sotto test l’insieme dei due gateway, e selezionando 
i test più significativi per gli scenari più probabili in cui si può 
pensare utilizzare una VPN di questo tipo: un’azienda di 
dimesioni medio-piccole dislocata su due o più sedi che ha 
necessità di collegare fra loro gli uffici, o di far collegare dei 
dipendenti da casa o da luoghi di lavoro diversi (utente 
roadwarrior).  
In molti casi le applicazioni utilizzate in queste circostanze 
sono riconducibili a due tipologie: trasferimento di dati o 
applicazioni interattive. Generalmente il trasferimento di dati 
richiede soprattutto un’ampia disponibilità di banda e causa 
l’invio di pacchetti di dimensione massima fino al 
raggiungimento della capacità disponibile. In questa situazione 
si ha tendenzialmente il massimo dell’efficienza in quanto ad 
un numero minore di pacchetti corrisponde anche un minore 
numero di intestazioni aggiuntive e di capacità di calcolo 
dedicata all’elaborazione dei pacchetti ricevuti. 
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Il caso delle applicazioni interattive rappresenta, per certi 
versi, il caso opposto, dato che vengono solitamente impiegati 
pacchetti di piccole dimensioni inviati relativamente spesso, 
per ridurre i tempi di latenza, come nel caso, ad esempio, delle 
comunicazioni VoIP. In generale questa classe di applicazioni 
richiede un impegno di banda ridotto, ma può rappresentare un 
problema per le prestazioni del sistema quando ce ne sono 
molte attive contemporaneamente, a causa del numero elevato 
di pacchetti che viene generato, spesso sia in ingresso che in 
uscita. 
Lo scopo dei test effettuati è principalmente quello di 
misurare l’impatto prestazionale dell’utilizzo di ciascuno degli 
applicativi sotto esame, prendendo come riferimento le 
prestazioni conseguibili sullo stesso hardware in assenza di 
qualsiasi elaborazione aggiuntiva sul traffico ed esaminando i 
risultati in base all’effetto che possono avere sulle applicazioni 
sopra considerate. 
Le tre applicazioni sono state configurate per l’utilizzo, sui 
pacchetti di dati, della cifratura AES con 128 bit di chiave e 
modalità CBC, mentre come algoritmo di autenticazione è stato 
usato MD5. Nel caso di OpenS/WAN è stata effettuata anche 
una serie di test utilizzando l’algoritmo 3DES, in quanto tale 
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algoritmo, al contrario di AES, è supportato da tutti i 
dispositivi e le implementazioni IPsec, spesso con processori 
espressamente dedicati, e può essere pertanto una scelta 
inevitabile qualora sia necessaria l’interoperabilità con 
implementazioni IPsec diverse da OpenS/WAN. 
3.2.1 Dimensione dei pacchetti 
In accordo a quanto previsto dalla RFC 2544, ciascun test 
deve essere effettuato variando la dimensione dei pacchetti tra 
il minimo e il massimo consentito dal mezzo di collegamento 
utilizzato. Nel caso di rete Ethernet sono previste le seguenti 
dimensioni in byte: 
64, 128, 256, 512, 1024, 1280, 1518. 
Poiché i byte aggiunti dal preambolo e dal trailer Ethernet 
ammontano a 18, i requisiti si traducono nelle seguenti 
dimensioni sui pacchetti IP: 
48, 110, 238, 494, 1006, 1262, 1500. 
L’operazione di incapsulamento effettuata per proteggere il 
traffico della VPN aggiunge un numero di byte che dipende dal 
programma utilizzato; inoltre, per via del fatto che gli algoritmi 
crittografici utilizzati agiscono su blocchi di dati di lunghezza 
fissa, possono essere aggiunti alcuni byte di padding per 
completare il blocco. Per questo motivo i pacchetti che 
 61
superano una certa lunghezza, una volta incapsulati, causano la 
creazione di un pacchetto che supera le dimensioni massime 
consentite e che pertanto viene frammentato. In queste 
condizioni si sperimenta un overhead molto elevato, che può 
avere effetti consistenti sulle prestazioni misurate. 
Alla luce di questo fenomeno ciascun test è stato effettuato 
con una dimensione dei pacchetti aggiuntiva, pari alla 
dimensione massima che non causa frammentazione con il 
software in esame. I valori di lunghezza sono: 
1446 per OpenS/WAN con cifratura 3DES; 
1438 per OpenS/WAN con cifratura AES; 
1437 per tinc; 
1431 per OpenVPN. 
3.2.2 Test 1: Throughput 
La misurazione del throughput viene effettuata inviando un 
flusso di pacchetti nel sistema con uno specifico packet rate e 
verificando che essi siano tutti trasmessi all’uscita. Se si 
riscontra che si sono verificate delle perdite di pacchetti la 
prova va ripetuta con un packet rate inferiore; se non è stato 
perso alcun pacchetto si prova invece con un rate superiore, 
fino a identificare il valore massimo sostenibile dal sistema. 
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Secondo quanto suggerito dal documento RFC2544 è 
opportuno aspettare almeno 60 secondi dall’inizio della prova 
prima di valutare il risultato. 
Per eseguire questo test l’AX4000 è stato configurato con 
una singola sorgente di traffico programmata per inviare 
pacchetti UDP della lunghezza richiesta in modalità “periodic 
packets”, cioè con un packet rate deterministico. La ricerca del 
rate massimo è stata condotta variandone il valore di quantità 
progressivamente più piccole, fino ad arrivare a comprendere il 
valore effettivo in un margine di 10 pacchetti al secondo, per 
un errore relativo inferiore allo 0,5%. 
 
3.2.3 Test 2: Latenza 
La metodologia descritta nel documento di riferimento per 
la misura della latenza prevede che si invii un flusso di 
pacchetti con il packet rate massimo determinato nel primo 
test. Dopo un attesa di almeno 120 secondi deve essere inserito 
nel flusso un pacchetto addizionale, dotato di una tag qualsiasi 
che lo renda riconoscibile. Quando questo pacchetto viene 
ricevuto in uscita dal sistema si calcola il tempo che è trascorso 
dall’ingresso del pacchetto nel sistema alla sua uscita come 
valore di latenza. La prova deve essere ripetuta almeno 20 
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volte, assumendo la media dei valori trovati come risultato del 
test. 
Per questo test l’AX4000 è stato configurato con 2 sorgenti 
di traffico sull’interfaccia generatore. La prima consiste in 
flusso di pacchetti uguale a quello usato nel primo test, usando 
il packet rate massimo già determinato. La seconda sorgente 
viene attivata in modalità “manually triggered packets”, per cui 
verrà inviato un singolo pacchetto in corrispondenza 
dell’attivazione dell’apposito pulsante nell’applicazione di 
controllo, come mostrato in Figura 3.2. 
Dopo aver avviato il test ed avere atteso il tempo prescritto 
sono stati inviati manualmente i pacchetti campione, spaziati di 
almeno 3 secondi l’uno dall’altro. L’interfaccia di analisi 
dell’AX4000 è in grado di separare i pacchetti ricevuti anche in 
base al numero della sorgente sull’interfaccia del generatore, 
per cui può generare anche le statistiche relative ai soli 
pacchetti manuali, riportando anche il tempo di trasferimento 
medio, che è il valore cercato da questo test. 
In aggiunta alle modalità previste dalla RFC, il test è stato 
effettuato anche usando soltanto i pacchetti campione, in modo 
da valutare il ritardo introdotto a sistema scarico. 
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3.2.4 Test 3: Packet Loss Rate 
Questo test si propone di misurare la frazione di pacchetti 
che non vengono consegnati a destinazione dal sistema quando 
sottoposto a flussi in ingresso con un determinato packet rate. 
Per ciascuna dimensione di pacchetti il test è stato ripetuto 
inviando prima un flusso al 100% del packet rate nominale 
supportato dalla rete e diminuendo poi il rate del 10% ad ogni 
prova. Dopo aver atteso un tempo opportuno, che la RFC 
stabilisce in almeno 60 secondi, si prende nota della 
percentuale dei pacchetti che non sono arrivati all’uscita del 
sistema. 
La configurazione dell’AX4000 è stata impostata inserendo 
una sorgente di pacchetti UDP con dimensione e packet rate 
richiesti, considerando nel calcolo anche l’overhead delle trame 
Ethernet. L’apparato fornisce la misura di packet loss come 
rapporto fra i pacchetti persi e quelli consegnati con successo, 
mentre il valore convenzionalmente utilizzato è espresso come 
rapporto tra i pacchetti persi e il numero totale di pacchetti in 
ingresso al sistema, per cui i risultati sono stati convertiti in 
questa forma. 
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3.2.5 Test 4: Back-To-Back Packets 
Con questa prova si esamina la capacità del sistema di 
funzionare al massimo packet rate possibile. Il test consiste 
nell’invio di una sequenza (burst) di pacchetti al 100% del rate 
nominale, verificando che tutti i pacchetti del burst siano 
riconsegnati in uscita. Se è presente packet loss la prova viene 
ripetuta con una sequenza di lunghezza inferiore, altrimenti la 
sequenza viene allungata, con una procedura analoga a quella 
utilizzata nel primo test. Perché si possa considerare corretto il 
valore ottenuto è necessario che la prova venga ripetuta almeno 
50 volte con la lunghezza di burst ottenuta senza che si 
riscontri packet loss. 
Per questo test è stata impostata una sorgente di traffico in 
modalità “manually triggered bursts”, scegliendo il 100% del 
valore massimo come packet rate e il valore candidato come 
burst length. I burst sono stati inviati con un’attesa tra l’uno e 
l’altro di almeno 3 secondi, per dare modo al sistema di 
smaltire eventuali pacchetti accumulati nei buffer. 
3.2.6 Test 5: VoIP Quality 
In aggiunta ai test specificati dalla RFC2544 è stata 
effettuata una prova sperimentale volta a quantificare la qualità 
di una comunicazione VoIP inviata attraverso la VPN quando i 
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gateway sono in condizioni di sovraccarico. Lo scopo di questo 
test è verificare fino a che punto, in presenza di picchi di 
traffico sulla connessione protetta, degradi la qualità percepita 
da un utente in quel momento impegnato in una conversazione 
con un sistema VoIP. 
La misurazione della qualità percepita, in una conversazione 
telefonica, è generalmente effettuata con l'indice MOS (Mean 
Opinion Score - Punteggio di opinione media). Tale indice 
viene calcolato sulla base del giudizio espresso da un campione 
di persone riguardo alla qualità di una conversazione di prova, 
ed assume valori compresi tra 1 e 5: 
MOS: Qualità Opinione 
1.0 - 1.9 Pessima 
Conversazione estremamente fastidiosa, 
nessun utente soddisfatto. 
2.0 - 2.9 Scarsa Quasi tutti gli utenti insoddisfatti. 
3.0 - 3.9 Discreta Alcuni utenti soddisfatti. 
4.0 - 4.9 Buona 
Quasi tutti gli utenti soddisfatti/molto 
soddisfatti. 
5.0 Ottima Conversazione perfetta. 
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Un fattore di degradazione inevitabile nelle applicazioni 
VoIP è introdotto dal codec utilizzato per trasformare le 
informazioni sonore in sequenze di byte. Esistono numerosi 
tipi di codec, ciascuno progettato per rispondere ad esigenze 
specifiche; in genere si usano codec modellati sui suoni tipici 
della voce umana e che facciano uso di pochi Kbit/sec di 
banda. Qualsiasi codec utilizzato, comunque, introduce delle 
distorsioni sul segnale, quindi un MOS pari a 5.0 è impossibile 
da ottenere. 
Per ottenere un valore di MOS, essendo un test basato 
sull’opinione di vari soggetti poco pratico, sono stati sviluppati 
degli algoritmi che esaminano le distorsioni introdotte sul 
segnale e sulla base di un modello percettivo calcolano una 
stima plausibile del valore. L’algoritmo usato nel test è il 
Perceptual Evaluation of Speech Quality (PESQ), definito 
nella raccomandazione ITU-T P.862. 
Per effettuare il test la configurazione del sistema è stata 
modificata come in Figura 3.6. 
 
Figura 3.6 
 
Mediante l'AX/4000 viene generato un traffico di disturbo 
generato da 16 sorgenti, 8 in ciascuna direzione, che inviano 
pacchetti di dimensioni pari a quella del codec utilizzato, in 
modo da simulare un insieme di conversazioni simultanee.  
Il PC 192.168.1.2 invia un flusso audio verso 192.168.2.2 
attraverso i gateway; il PC destinatario salva l’audio ricevuto in 
un file che viene poi confrontato con il file da cui è stato 
generato l’audio iniziale, usando l’algoritmo PESQ per ottenere 
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il valore MOS. Inoltre mediante un packet sniffer (Ethereal) si 
verifica quanti dei pacchetti del flusso audio non arrivano a 
destinazione. 
 
3.3 Setup delle applicazioni 
Tutte e tre le applicazioni sono state installate sfruttando il 
sistema di gestione delle applicazioni di Debian, il programma 
apt-get, con i comandi: 
apt-get install openswan 
apt-get install tinc 
apt-get install openvpn 
Il programma provvede automaticamente a scaricare da una 
repository online il pacchetto dell’applicazione e ad aggiornare 
tutte le librerie richieste, dopodiché completa l’installazione. 
OpenS/WAN viene installato inserendo il demone pluto 
fra i demoni caricati all’avvio del sistema e rendendo 
disponibile il comando ipsec per il suo controllo; durante 
l’installazione viene opzionalmente anche generato un 
certificato RSA. Openvpn e tinc invece devono essere lanciati 
manualmente con i comandi openvpn e tincd 
specificando la configurazione da usare. 
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3.3.1 Setup di OpenS/WAN 
OpenS/WAN utilizza una serie di file per funzionare. 
Il file /etc/ipsec.conf contiene la definizione dei 
parametri di funzionamento e la definizione delle connessioni 
da instaurare. 
Il file /etc/ipsec.secrets contiene le credenziali 
per l’autenticazione dei sistemi remoti, quando si tratta di 
chiavi RSA o di password. 
La directory /etc/ipsec.d/private contiene le 
chiavi private del sistema (generalmente una). 
La directory /etc/ipsec.d/certs contiene i 
certificati X509 dei sistemi remoti. 
La directory /etc/ipsec.d/cacerts contiente i 
certificati delle CA da usare per la verifica delle firme. 
La directory /etc/ipsec.d/crls contiene i certificati 
di revoca. 
Per la configurazione di prova si utilizzerà l’autenticazione 
basata su certificati X509, sfruttando quelli generati in fase di 
installazione su ciascuna macchina. Pertanto entrambi i 
certificati vengono inseriti nella directory 
/etc/ipsec.d/certs dei due PC. 
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Il file /etc/ipsec.conf usato nel test contiene quanto 
segue: 
version 2.0  
 
config setup 
 
conn test 
 left=192.168.12.9 
 right=192.168.12.10 
 leftsubnet=192.168.12.0/30 
 rightsubnet=192.168.12.16/30 
 authby=rsasig 
 leftrsasigkey=%cert 
 rightrsasigkey=%cert 
 leftcert=laplaceCert.pem 
 rightcert=postelCert.pem 
 esp=3des-md5 
 keylife=1d 
 ikelifetime=8h 
 
include /etc/ipsec.d/examples/no_oe.conf 
 
Dopo la prima riga, che specifica la versione delle 
specifiche del file di configurazione, segue la sezione config 
setup, con eventuali parametri generali. 
Successivamente devono essere definite tutte le connessioni 
attivabili, ognuna con una sezione di configurazione separata. 
La parola conn deve essere seguita dal nome di riferimento 
della connessione, seguita da una serie di assegnazioni di 
parametri. Ciascuna riga della sezione deve cominciare con un 
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carattere whitespace (spazio o tabulazione) e contenere il nome 
di un parametro, il carattere ‘=’ e il valore del parametro. 
Gli endpoint della connessione protetta vengono identificati 
con i nomi left e right, ma non è necessario indicare 
esplicitamente a quale corrisponda l’host sul quale risiede il 
file, dato che OpenS/WAN è in grado di identificarlo sulla base 
dell’indirizzo specificato. Grazie a questa caratteristica la 
stessa sezione conn o eventualmente l’intero file di 
configurazione può essere usato senza modifiche su entrambi i 
gateway coinvolti. I parametri che si applicano ad una sola 
delle due macchine esistono in due versioni, una che comincia 
con left e una con right, in base all’host a cui vanno 
applicate. 
Nel file riportato sono stai usati i seguenti parametri: 
left e right specificano l’indirizzo IP pubblico dei due 
gateway. 
subnet specifica la sottorete servita da ciascun gateway. 
Solo il traffico proveniente da una delle subnet indicate verso 
l’altra verrà inoltrato in maniera protetta. 
authby specifica la modalità con cui verranno autenticati 
i gateway, in questo caso con il valore rsasig si specifica che 
si vuole utilizzare una chiave RSA. 
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rsasigkey deve contenere la chiave pubblica RSA 
corrispondente al gateway. Il valore speciale %cert, qui 
utilizzato, indica che la chiave deve essere estratta da un 
certificato X509, la cui posizione deve essere specificata dal 
parametro cert. 
cert indica la posizione del certificato X509 se è stato 
specificato il valore %cert come chiave RSA. 
esp indica gli algoritmi crittografici da utilizzare per 
crittare e autenticare i pacchetti che verranno inviati mediante il 
protocollo ESP. Il valore 3des-md5 specifica l’utilizzo di 
3DES per la crittografia e MD5 per l’autenticazione. Per le 
prove con l’algoritmo AES il valore utilizzato è aes128-
md5. 
keylife indica dopo quanto tempo la chiave utilizzata 
per la connessione dati deve scadere. Per evitare che la 
connessione venga interrotta alla scadenza, la rinegoziazione 
avviene in realtà qualche minuto prima. Se questo valore è 
diverso nella configurazione dei due gateway sarà quello 
inferiore a determinare la durata. Ai fini delle prove è stato 
usato il valore massimo di un giorno per evitare interferenze 
sulle misure dovute ad eventuali rinegoziazioni. 
 74 
ikelifetime ha la stessa funzione del parametro 
keylife, ma si applica alla chiave usata per la connessione 
IKE di controllo fra i due gateway. 
La riga finale richiama un file fornito con OpenS/WAN che 
disabilita la funzione di Opportunistic Encryption. 
Per rendere effettivi i cambiamenti apportati ai file di 
configurazione è necessario richiederne la rilettura con: 
ipsec auto -–rereadall 
che però non carica le definizioni delle connessioni. 
Per agire su di esse si devono  usare i comandi: 
ipsec auto –-add test 
ipsec auto –-delete test 
ipsec auto –-replace test 
che rispettivamente aggiungono, rimuovono o sostituiscono 
la definizione di una connessione nel database del demone. La 
parola auto è parte integrante dei comandi che operano sulle 
connessioni a negoziazione automatica della chiave, mentre 
test è il nome della connessione usato nel file 
ipsec.conf. 
Infine i comandi per attivare o terminare una connessione 
sono: 
ipsec auto –-up test 
ipsec auto –-down test 
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Per la corretta instaurazione della configurazione è 
necessario che entrambi i gateway abbiano caricato la 
configurazione della connessione nel database del daemon, 
dopodiché è sufficiente che il comando di attivazione sia dato 
su uno dei due. Se la procedura di negoziazione va a buon fine 
OpenS/WAN segnalerà che il tunnel è stato stabilito. 
3.3.2 Configurazione di Tinc 
Dato che Tinc prevede la possibilità che una stessa 
macchina possa far parte di più VPN diverse con 
configurazioni differenti, per default il programma prevede di 
trovare tutti i file relativi ad una VPN un una sottodirectory di 
/etc/tinc col nome che si intende usare come riferimento. 
Poiché in questo caso è stato usato il nome ‘test’ la directory 
utilizzata sarà /etc/tinc/test. Inoltre ognuno dei 
gateway deve essere identificato da un nome distintivo. 
In questa directory deve essere presente un file di 
configurazione tinc.conf e una ulteriore directory 
hosts contenente i dettagli specifici su ciascun host col 
quale dovrà essere stabilita la connessione di controllo. Ad 
ognuno di questi deve corrispondere un file con lo stesso nome 
assegnato all’host, contenente i parametri per la connessione e 
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la chiave pubblica relativa; deve essere presente anche il file 
relativo alla macchina stessa. 
 
E’ necessario anche generare, su ciascuna macchina, la 
coppia di chiavi RSA mediante il comando: 
tincd –n <nome> -K 
dove <nome> fa riferimento al nome assegnato alla VPN. 
La chiave pubblica deve essere inserita nel file sopra descritto, 
mentre il file con la chiave privata non ha necessità di una 
posizione prestabilita. 
Dopo che la connessione è stata stabilita viene creata 
l’interfaccia virtuale, ma Tinc non provvede autonomamente 
alla sua configurazione. I comandi relativi devono essere dati 
manualmente dopo la connessione, oppure inseriti nello script 
/etc/tinc/<nome>/tinc-up, che viene eseguito non 
appena la connessione attiva. L’interfaccia virtuale deve essere 
configurata con un indirizzo IP privato della VPN e una 
netmask che copra l’intera VPN. 
Per la configurazione della prova il file 
/etc/tinc/test/tinc.conf su Postel ha il seguente 
contenuto: 
addressfamily=ipv4 
name=postel 
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privatekeyfile=/etc/tinc/test/rsa_key.priv 
connectto=laplace 
 
I parametri specificati sono: 
addressfamily indica se il daemon deve predisporsi ad 
accettare connessioni con il protocollo IPv4 o IPv6. In 
mancanza di questo parametro vengono attivati socket per 
entrambi i protocolli. 
name indica il nome assegnato alla macchina su cui risiede 
il file. 
privatekeyfile indica la posizione del file con la 
chiave privata di questo host. 
connectto indica il nome del gateway col quale il 
demone tenterà di stabilire una connessione non appena 
caricato. E’ possibile usare più volte questo parametro per 
specificare una lista di gateway con cui collegarsi. Per ognuno 
dei nomi inseriti deve esistere un omonimo file nella 
sottodirectory di configurazione hosts. Se non viene indicato 
alcun nome il demone si predispone per accettare connessioni, 
ma non tenta attivamente di stabilirne alcuna. 
L’analogo file su Laplace differisce solo per il parametro 
name e per la mancanza di connectto che sarebbe 
ridondante. 
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Il file /etc/tinc/test/hosts/laplace, uguale su 
entrambi i PC, oltre alla chiave pubblica di Laplace contiene i 
seguenti parametri: 
address=192.168.12.9 
subnet=192.168.12.0/30 
cipher=aes-128-cbc 
digest=md5 
 
address indica l’indirizzo pubblico a cui è raggiungibile 
il gateway. 
subnet indica la subnet servita dal gateway. E’ possibile 
definire più volte questo parametro in caso ci siano più subnet 
dietro lo stesso gateway. 
cipher determina l’algoritmo crittografico da utilizzare 
per collegarsi a questo gateway. 
digest indica l’algoritmo di hashing utilizzato per 
l’autenticazione dei pacchetti verso questo host. 
Il file postel su entrambe le macchine contiene la 
chiave pubblica di Postel e i parametri seguenti: 
address=192.168.12.10 
subnet=192.168.12.16/30 
cipher=aes-128-cbc 
digest=md5 
 
Lo script tinc-up su Postel è il seguente: 
#! /bin/bash 
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ifconfig $INTERFACE 192.168.12.10 netmask 
255.255.255.0 
 
La variabile $INTERFACE viene definita da Tinc subito 
prima di chiamare lo script con il nome dell’interfaccia virtuale 
che è stata creata (tipicamente /dev/tun0). Con la chiamata 
allo script vengono assegnati indirizzo e netmask 
all’interfaccia. Tipicamente viene creata automaticamente 
anche una route che invia il traffico alla nuova interfaccia sulla 
base della netmask definita. In caso la route creata non sia 
corretta (per esempio perché il piano di indirizzi utilizzato nella 
VPN non è definibile con una sola netmask) si può usare lo 
stesso script per eseguire anche i comandi di routing. 
Completata la configurazione è sufficiente avviare il 
daemon su entrambe le macchine con il comando: 
tincd –n test 
 
3.3.3 Configurazione di OpenVPN 
Tutti i parametri necessari alla configurazione di una 
connessione con OpenVPN possono essere dati come opzioni 
sulla riga di comando o inseriti in un file di configurazione. 
Per utilizzare il metodo di autenticazione basato su 
certificati RSA, che sostituisce periodicamente la chiave del 
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canale dati, è necessario definire una Public Key Infrastructure 
completa; poiché ai fini delle prestazioni del canale dati non 
c’è alcuna differenza nell’utilizzo di una chiave statica è stata 
preferita quest’ultima per rendere la configurazione più 
semplice. 
I due gateway sono stati inoltre configurati in modalità peer-
to-peer, per cui la configurazione è simmetrica e non prevede la 
definizione di una macchina come server. 
OpenVPN non definisce una posizione predefinita per i file 
di configurazione; nei file riportati di seguito è stata usata la 
directory /etc/openvpn. 
Il primo passo è quindi la generazione della chiave 
crittografica, che avviene mediante il comando: 
openvpn --genkey --secret static.key 
La chiave viene salvata nel file specificato, in questo caso 
static.key. Il file deve essere quindi copiato su entrambi i 
gateway. 
Deve essere poi creato il file di configurazione, che può 
avere qualsiasi nome. Nel caso del gateway Postel è stato 
creato il file test.conf con il seguente contenuto: 
remote 192.168.12.9 
dev tun 
ifconfig 10.0.0.2 10.0.0.1 
secret /etc/openvpn/secret.key 
 81
cipher AES-128-CBC 
auth md5 
route 192.168.12.0 255.255.255.252 
 
remote specifica l’indirizzo pubblico del gateway remoto, 
con il quale verrà iniziato un tentativo di connessione non 
appena viene lanciato il programma. 
dev specifica il tipo di interfaccia virtuale da utilizzare. 
ifconfig specifica l’indirizzo privato da assegnare 
all’interfaccia virtuale. Il secondo indirizzo specificato 
corrisponde all’interfaccia virtuale del gateway remoto. La 
configurazione avviene chiamando il comando ifconfig 
del sistema operativo utilizzando i parametri specificati. 
secret specifica la posizione del file contenente la chiave 
crittografica. 
cipher definisce l’algoritmo crittografico da utilizzare per 
cifrare i pacchetti. 
auth specifica l’algoritmo di hashing per l’autenticazione dei 
pacchetti. 
route indica la subnet che si trova dietro il gateway remoto. 
L’effetto di questo parametro è quello di modificare la tabella 
di routing tramite l’omonimo comando Linux, in modo da fare 
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sì che i pacchetti verso la subnet remota vengano inviati 
all’interfaccia virtuale. 
L’analogo file su Laplace differisce solo per l’indirizzo del 
peer, e della subnet remota, oltre all’inversione degli indirizzi 
specificati per il parametro ifconfig. 
A questo punto basta avviare il programma su entrambi 
gateway specificando il file di configurazione da caricare: 
openvpn test.conf 
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4. Risultati sperimentali 
4.1 Test 1: Throughput 
I risultati di questo test sono espressi elencando per ciascuna 
dimensione dei pacchetti il massimo packet rate ottenibile sul 
collegamento di prova e la percentuale della banda nominale 
che si riesce a sfruttare per il trasporto dei pacchetti inviati. 
Durante le prove, per certi valori di packet rate vicini al limite 
gestibile dal sistema, si sono creati dei transitori in cui il 
sistema riusciva ad elaborare il traffico offerto, ma la velocità 
di smaltimento dei pacchetti era comunque inferiore a quella 
con cui venivano ricevuti. Il tempo di attesa di 60 secondi 
raccomandato dalla RFC 2544 non si è dimostrato sufficiente a 
individuare questi casi, dato che per alcune configurazioni sono 
stati necessari anche più di 5 minuti prima che il sistema 
cominciasse a perdere pacchetti. Pertanto per determinare se la 
configurazione in esame fosse stabile è stato esaminato anche il 
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tempo medio di transito dei pacchetti, scartando i casi in cui 
esso continuava ad aumentare col procedere del test. 
4.1.1 Sistema senza VPN 
Risultati numerici: 
Packet size Max Packet rate Perc. Banda 
48 45900 31,58%
110 40000 47,36%
238 40500 89,42%
494 23400 99,59%
1006 11900 99,36%
1262 9600 99,84%
1500 8100 99,66%
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4.1.2 OpenS/WAN con 3DES 
Dati numerici: 
Packet size Max Packet rate Perc. Banda
48 20000 13,76%
110 17600 20,84%
238 13900 30,69%
494 10000 42,56%
1006 6550 54,71%
1262 5600 58,24%
1446 5150 61,14%
1500 4650 59,61%
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4.1.3 OpenS/WAN con AES 
Dati Numerici: 
Packet size Max Packet rate Perc. Banda
48 22050 15,17%
110 21250 25,16%
238 19150 42,28%
494 16650 70,86%
1006 11300 94,38%
1262 9200 95,68%
1438 8100 95,64%
1500 7500 92,28%
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4.1.4 Tinc 
Packet size Max Packet rate Perc. Banda 
48 15100 10,39%
110 14650 17,35%
238 13875 30,64%
494 12750 54,26%
1006 11200 93,54%
1262 9150 95,16%
1437 8175 96,46%
1500 7575 93,20%
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4.1.5 OpenVPN 
Packet size Max Packet rate Perc. Banda 
48 15260 10,50%
110 14725 17,43%
238 13550 29,81%
494 12690 54,01%
1006 10800 90,20%
1262 9060 94,22%
1431 8115 95,37%
1500 7450 91,66%
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4.1.6 Grafici di riepilogo 
Il valore di packet size corrispondente alla massima 
dimensione che non da luogo a frammentazione è stato indicato 
come “M.U.”. 
Packet rate: 
  No VPN 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN 
48 45900 20000 22050 15100 15260 
110 40000 17600 21250 14650 14725 
238 40500 13900 19150 13875 13550 
494 23400 10000 16650 12750 12690 
1006 11900 6550 11300 11200 10800 
1262 9600 5600 9200 9150 9060 
M.U. 8100 5150 8100 8175 8115 
1500 8100 4650 7500 7575 7450 
 
Banda sfruttabile: 
  No VPN 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN 
48 31,58% 13,76% 15,17% 10,39% 10,50% 
110 47,36% 20,84% 25,16% 17,35% 17,43% 
238 89,42% 30,69% 42,28% 30,64% 29,81% 
494 99,59% 42,56% 70,86% 54,26% 54,01% 
1006 99,36% 54,71% 94,38% 93,54% 90,20% 
1262 99,84% 58,24% 95,68% 95,16% 94,22% 
M.U. 99,66% 61,14% 95,64% 96,46% 95,37% 
1500 99,66% 59,61% 92,28% 93,20% 91,66% 
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4.2 Test 2: Latenza 
I risultati di questo test sono espressi indicando per ciascuna 
dimensione dei pacchetti il tempo, in microsecondi, impiegato 
in media da ciascun pacchetto per attraversare il sistema. 
4.2.1 Sistema senza VPN 
Packet size Latency media Latency media a sistema scarico 
48 117 61
110 154 74
238 188 98
494 216 149
1006 276 247
1262 323 296
1500 366 342
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4.2.2 OpenS/WAN con 3DES 
Packet size Latency media Latency media a sistema scarico 
48 109 101
110 169 122
238 220 177
494 330 286
1006 540 498
1262 619 607
1446 702 685
1500 745 706
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4.2.3 OpenS/WAN con AES 
Packet size Latency media Latency media a sistema scarico 
48 140 89
110 156 104
238 186 133
494 245 193
1006 372 312
1262 420 372
1438 447 412
1500 458 433
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4.2.4 Tinc 
Packet size Latency media Latency media a sistema scarico 
48 186 121
110 157 137
238 240 166
494 314 224
1006 446 341
1262 562 400
1437 498 436
1500 526 458
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4.2.5 OpenVPN 
Packet size Latency media Latency media a sistema scarico 
48 186 132
110 204 148
238 237 182
494 295 244
1006 394 364
1262 659 424
1431 559 466
1500 663 482
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4.2.6 Grafici di riepilogo 
Come per il primo test è stato indicato con M.U. il massimo 
valore di packet size che non da luogo a frammentazione sul 
collegamento protetto. 
Rete impegnata: 
 No VPN 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN
48 117 109 140 186 186
110 155 169 156 157 204
238 189 220 186 240 237
494 217 330 245 314 295
1006 276 540 372 446 394
1262 324 619 420 562 659
M.U. 366 702 447 498 559
1500 366 745 458 526 663
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Rete scarica: 
 No VPN 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN
48 62 101 89 121 132
110 74 122 104 137 148
238 99 177 133 166 182
494 149 286 193 224 244
1006 248 498 312 341 364
1262 297 607 372 400 424
M.U. 343 685 412 436 466
1500 343 706 433 458 482
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4.3 Test 3: Packet Loss Rate 
I risultati del test sono espressi indicando, per ogni packet 
size, la percentuale di pacchetti persi (calcolata come rapporto 
tra numero di pacchetti persi e numero totale di pacchetti 
inviati), al variare del packet rate rispetto al massimo teorico. 
4.3.1 Sistema senza VPN 
Packet size 100% 90% 80% 70% 60%
48 90,57% 87,85% 85,44% 85,44% 74,81%
110 81,54% 77,48% 71,01% 58,67% 36,34%
238 0,40% 0% 0% 0% 0%
494 0% 0% 0% 0% 0%
1006 0% 0% 0% 0% 0%
1262 0% 0% 0% 0% 0%
1500 0% 0% 0% 0% 0%
 
Packet size 50% 40% 30% 20% 10%
48 56,33% 43,75% 0% 0% 0%
110 24,41% 0% 0% 0% 0%
238 0% 0% 0% 0% 0%
494 0% 0% 0% 0% 0%
1006 0% 0% 0% 0% 0%
1262 0% 0% 0% 0% 0%
1500 0% 0% 0% 0% 0%
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Packet loss - No VPN
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4.3.2 OpenS/WAN con 3DES 
Packet size 100% 90% 80% 70% 60%
48 95,93% 95,85% 96,95% 96,81% 91,37%
110 92,59% 89,36% 85,71% 82,51% 76,58%
238 78,16% 75,43% 68,35% 63,50% 54,54%
494 61,97% 56,71% 50,49% 40,86% 29,53%
1006 47,34% 40,44% 32,06% 21,01% 6,69%
1262 43,08% 35,98% 27,17% 16,03% 0,20%
1446 40,68% 33,68% 24,75% 13,19% 0,00%
1500 42,46% 35,69% 26,79% 15,89% 0,20%
 
 
 
 
 
 
 104 
Packet size 50% 40% 30% 20% 10%
48 85,42% 77,77% 65,63% 37,88% 0,00%
110 67,53% 56,70% 35,56% 0,00% 0,00%
238 42,22% 23,95% 0,00% 0,00% 0,00%
494 6,93% 0,00% 0,00% 0,00% 0,00%
1006 0,00% 0,00% 0,00% 0,00% 0,00%
1262 0,00% 0,00% 0,00% 0,00% 0,00%
1446 0,00% 0,00% 0,00% 0,00% 0,00%
1500 0,00% 0,00% 0,00% 0,00% 0,00%
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4.3.3 OpenS/WAN con AES 
Packet size 100% 90% 80% 70% 60%
48 95,30% 94,92% 96,12% 95,72% 89,74%
110 90,03% 86,50% 82,11% 78,49% 70,41%
238 67,95% 63,90% 54,54% 50,24% 35,02%
494 34,64% 24,24% 10,55% 0,00% 0,00%
1006 5,20% 0,00% 0,00% 0,00% 0,00%
1262 4,23% 0,00% 0,00% 0,00% 0,00%
1438 3,68% 0,00% 0,00% 0,00% 0,00%
1500 7,39% 0,00% 0,00% 0,00% 0,00%
 
Packet size 50% 40% 30% 20% 10%
48 83,05% 74,29% 58,68% 30,65% 0,00%
110 60,00% 47,00% 21,07% 0,00% 0,00%
238 17,69% 0,00% 0,00% 0,00% 0,00%
494 0,00% 0,00% 0,00% 0,00% 0,00%
1006 0,00% 0,00% 0,00% 0,00% 0,00%
1262 0,00% 0,00% 0,00% 0,00% 0,00%
1438 0,00% 0,00% 0,00% 0,00% 0,00%
1500 0,00% 0,00% 0,00% 0,00% 0,00%
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Packet loss - OpenS/WAN AES
48 110 238 494 1006 1262 1438 1500
 
4.3.4 Tinc 
Packet size 100% 90% 80% 70% 60%
48 100,00% 100,00% 100,00% 100,00% 99,77%
110 99,44% 96,88% 94,25% 90,51% 85,51%
238 82,93% 79,88% 75,12% 67,21% 58,68%
494 53,05% 46,64% 36,95% 25,43% 7,41%
1006 5,93% 0,00% 0,00% 0,00% 0,00%
1262 4,83% 0,00% 0,00% 0,00% 0,00%
1437 3,34% 0,00% 0,00% 0,00% 0,00%
1500 6,85% 0,00% 0,00% 0,00% 0,00%
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Packet 
size 50% 40% 30% 20% 10%
48 95,17% 88,88% 79,51% 58,51% 0,00%
110 79,76% 69,04% 50,73% 15,11% 0,00%
238 46,15% 26,25% 0,00% 0,00% 0,00%
494 0,00% 0,00% 0,00% 0,00% 0,00%
1006 0,00% 0,00% 0,00% 0,00% 0,00%
1262 0,00% 0,00% 0,00% 0,00% 0,00%
1437 0,00% 0,00% 0,00% 0,00% 0,00%
1500 0,00% 0,00% 0,00% 0,00% 0,00%
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Packet loss - tinc
48 110 238 494 1006 1262 1437 1500
 
 
 
 108 
 109
4.3.5 OpenVPN 
Packet size 100% 90% 80% 70% 60%
48 100,00% 100,00% 100,00% 100,00% 99,91%
110 99,49% 97,17% 94,65% 90,99% 86,30%
238 83,71% 80,16% 75,25% 69,04% 60,32%
494 55,55% 50,00% 40,40% 28,93% 6,72%
1006 6,95% 0,00% 0,00% 0,00% 0,00%
1262 5,66% 0,00% 0,00% 0,00% 0,00%
1431 4,49% 0,00% 0,00% 0,00% 0,00%
1500 8,62% 0,00% 0,00% 0,00% 0,00%
 
Packet size 50% 40% 30% 20% 10%
48 95,70% 89,48% 80,16% 60,16% 0,00%
110 80,16% 70,32% 53,05% 18,70% 0,00%
238 49,03% 30,26% 0,17% 0,00% 0,00%
494 0,00% 0,00% 0,00% 0,00% 0,00%
1006 0,00% 0,00% 0,00% 0,00% 0,00%
1262 0,00% 0,00% 0,00% 0,00% 0,00%
1431 0,00% 0,00% 0,00% 0,00% 0,00%
1500 0,00% 0,00% 0,00% 0,00% 0,00%
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4.4 Test 4: Back-to-back packets 
I risultati di questo test sono espressi in termini del massimo 
numero di pacchetti che il sistema riesce a smaltire al massimo 
packet rate, ripetendo la prova almeno 50 volte. 
Per alcuni delle configurazioni usate nel caso di sistema 
senza VPN non si ha perdita anche con burst di lunghezza 
molto elevata. Per questi casi nei grafici è stato assunto il 
valore arbitrario di 30000. 
 
 
 110 
4.4.1 Sistema senza VPN 
 
Packet size Max burst length 
48 1050
110 1200
238 3700
494 -elevato-
1006 -elevato-
1262 -elevato-
1500 -elevato-
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30000
48 110 238 494 1006 1262 1500
Packet size
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4.4.2 OpenS/WAN con 3DES 
 
Packet size Max burst length
48 1025
110 1050
238 1250
494 1595
1006 2090
1262 2300
1446 2425
1500 2315
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4.4.3 OpenS/WAN con AES 
 
Packet size Max burst length 
48 1030
110 1095
238 1450
494 2885
1006 19010
1262 23420
1438 26455
1500 7000
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4.4.4 Tinc 
 
Packet size Max burst length 
48 1001
110 1001
238 1170
494 1755
1006 1620
1262 1090
1437 1405
1500 7485
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4.4.5 OpenVPN 
 
Packet size Max burst length 
48 99
110 100
238 117
494 179
1006 1434
1262 2242
1431 2742
1500 6077
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4.4.6 Grafici di riepilogo 
 
  No VPN 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN 
48 1050 1025 1030 1001 99 
110 1200 1050 1095 1001 100 
238 3700 1250 1450 1170 117 
494 30000 1595 2885 1755 179 
1006 30000 2090 19010 1620 1434 
1262 30000 2300 23420 1090 2242 
M.U. 30000 2425 26455 1405 2742 
1500 30000 2315 7000 7485 6077 
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30000
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4.5 Test 5: VoIP Quality 
Come risultati di questo test vengono riportati i valori di 
packet loss e del MOS ottenuto con l’algoritmo PESQ, 
calcolati sulla media di 5 prove per ciascuna configurazione. 
I valori sono riportati in relazione alla intensità di traffico 
concorrente, indicato in termini di flussi audio. 
I codec utilizzati sono: 
 G729a, con packet rate di 100 pacchetti al secondo, 
dimensione pari a 50 byte e MOS di codifica 3,63. 
G711 A-law, con packet rate di 50 pacchetti al secondo, 
dimensioni pari a 200 byte e MOS di codifica 4,01. 
 
Packet loss – codec G729a: 
Flussi 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN
350 20,26% 17,41% 31,29% 94,34%
325 31,23% 11,59% 28,11% 61,90%
300 6,74% 0,00% 20,64% 86,39%
275 0,00% 0,00% 19,04% 35,68%
250 0,00% 0,00% 18,99% 45,76%
225 0,00% 0,00% 13,63% 16,15%
200 0,00% 0,00% 0,00% 0,00%
 
Packet loss - codec G729a
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 118 
 MOS calcolato – codec G729a: 
Flussi 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN
350 1,45 2,66 1,60 0,84
325 1,83 3,07 1,82 1,10
300 2,90 3,63 1,92 1,21
275 3,63 3,63 2,17 2,74
250 3,63 3,63 2,40 1,92
225 3,63 3,63 3,15 2,73
200 3,63 3,63 3,63 3,63
 
Mean Opinion Score Calcolato - Codec G729a
0
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4
350325300275250225200
Flussi simultanei
Massimo OpenS/WAN 3DES OpenS/WAN AES
Tinc OpenVPN
 
Il fenomeno per cui in alcuni casi all’aumento del traffico 
corrisponde anche un miglioramento delle prestazioni è dovuto 
al comportamento fortemente irregolare del sistema in 
condizioni di sovraccarico: in particolar modo Tinc e 
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OpenVPN mostrano la tendenza a privilegiare una direzione 
del traffico piuttosto che l’altra a certi valori di packet rate. 
Un altro fenomeno che si verifica è la presenza di errori a burst 
alternati a periodi in cui molti pacchetti vengono inoltrati senza 
errori, rendendo la qualità percepita estremamente variabile di 
trasmissione in trasmissione. 
Packet loss – codec G711 A-law: 
Streams 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN
650 61,90% 43,13% 39,13% 100,00%
600 47,78% 33,65% 33,35% 93,48%
550 48,88% 17,75% 31,10% 74,03%
500 46,98% 0,00% 27,55% 58,08%
450 19,28% 0,00% 23,58% 29,73%
400 15,58% 0,00% 14,55% 7,60%
350 0,00% 0,00% 0,00% 0,00%
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Packet loss - codec G711 A-law
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 MOS calcolato – G711 A-law: 
Streams 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN
650 1,03 1,80 2,29 0,00
600 1,57 2,02 1,97 0,93
550 1,07 2,74 1,99 1,20
500 1,65 4,01 1,38 1,02
450 2,61 4,01 1,34 1,93
400 2,99 4,01 2,95 3,11
350 4,01 4,01 4,01 4,01
 
Mean Opinion Score Calcolato - Codec G711 A-law
0
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5
650600550500450400350
Flussi simultanei
Massimo OpenS/WAN 3DES OpenS/WAN AES
Tinc OpenVPN
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4.6 Overhead 
In aggiunta ai risultati dei test può essere utile confrontare 
anche quanti byte in più vengono aggiunti da ciascuna 
applicazione per incapsulare i pacchetti dati. Poiché fra i byte 
di overhead sono compresi anche dei byte di padding necessari 
per gli algoritmi crittografici, la quantità di byte aggiunti 
dipende anche dalla lunghezza del pacchetto originale. 
Per il confronto l’overhead è espresso sia in termini di byte 
che come rapporto fra i byte aggiunti e la lunghezza del 
pacchetto originale, in percentuale. Per la dimensione dei 
pacchetti pari a 1500, che causa frammentazione del pacchetto 
incapsulato, è stata considerata la dimensione totale di 
entrambi i frammenti. 
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Dimensione dei pacchetti incapsulati: 
Packet 
size 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN
48 104 120 112 124
110 160 168 176 188
238 288 296 304 316
494 544 552 560 572
1006 1056 1064 1072 1084
1262 1312 1320 1328 1340
M.U. 1496 1496 1488 1500
1500 1572 1580 1572 1600
 
 
 
 
 
Overhead rispetto al pacchetto originale: 
Packet 
size 
OpenS/WAN 
3DES 
OpenS/WAN 
AES Tinc OpenVPN
48 116,67% 150,00% 133,33% 158,33%
110 45,45% 52,73% 60,00% 70,91%
238 21,01% 24,37% 27,73% 32,77%
494 10,12% 11,74% 13,36% 15,79%
1006 4,97% 5,77% 6,56% 7,75%
1262 3,96% 4,60% 5,23% 6,18%
M.U. 3,46% 4,03% 3,55% 4,82%
1500 4,80% 5,33% 4,80% 6,67%
 
Overhead percentuale
0,00%
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40,00%
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120,00%
140,00%
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4.7 Analisi dei dati 
L’informazione più evidente che si ottiene dai dati raccolti 
sul throughput è il fortissimo impatto che il numero di 
pacchetti elaborati ha sulle prestazioni globali del sistema. A 
prescindere dal software utilizzato, infatti, l’elaborazione di 
molti pacchetti di dimensione ridotta è notevolmente più 
onerosa per il calcolatore rispetto a pacchetti di dimensione 
maggiore che trasportino la stessa quantità di dati: anche senza 
effettuare nessuna delle operazioni per la VPN il sistema non 
riesce a rendere disponibile neanche il 50% della banda del 
canale con pacchetti di dimensione pari a 110 bytes. Il motivo 
di questo fenomeno risiede essenzialmente nel fatto che 
all'arrivo di ciascun pacchetto la scheda di rete genera una 
richiesta di interrupt, che costringe il processore a sospendere 
le attività in corso per accedere al buffer della scheda di rete e 
copiare il pacchetto nella memoria di sistema. Tale operazione 
ha un costo molto elevato in termini di cicli di clock, per cui 
all'elevato overhead di protocollo dei pacchetti piccoli si 
aggiunge anche l'inefficienza di elaborazione a packet rate così 
elevati.  
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Attivando un tunnel protetto le prestazioni peggiorano in 
maniera notevole, scendendo al 25% di banda sfruttabile nel 
caso migliore di OpenS/WAN con AES e attestandosi  a meno 
del 20% con le altre soluzioni. Questo fatto è di particolare 
importanza nel caso in cui si faccia uso di applicazioni basate 
sull’invio di numerosi pacchetti all’interno della VPN, dato che 
anche con una quantità di dati scambiati relativamente ridotta 
si può arrivare alla saturazione della capacità del gateway. 
Sempre da questo punto di vista si nota un’apprezzabile 
differenza nelle prestazioni offerte da OpenS/WAN rispetto a 
Tinc e OpenVPN nel numero di pacchetti elaborati, con packet 
size basso. Tale differenza è imputabile al fatto che 
OpenS/WAN lavora interamente nello spazio kernel del 
sistema operativo: i pacchetti, una volta ricevuti non devono 
essere copiati nella memoria accessibile ai programmi utente, 
ma possono essere elaborati direttamente. 
All’aumentare della dimensione del pacchetto diventa 
predominante, sulle prestazioni, l’effetto della procedura 
crittografica, per cui tutte le configurazioni con AES tendono 
ad allinearsi a valori abbastanza simili, dimostrando una 
velocità di elaborazione superiore di circa il 50% rispetto a 
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3DES. Arrivando alle dimensioni più alte le prestazioni sono 
praticamente indistinguibili fra le 3 configurazioni AES. 
Il funzionamento di OpenS/WAN a livello kernel presenta 
però un effetto collaterale: man mano che il traffico presentato 
al computer si avvicina alla sua capacità massima le operazioni 
effettuate dal programma interferiscono con le altre funzioni 
della macchina. In condizioni prossime alla saturazione il PC 
usato in prova ha smesso di rispondere a qualsiasi comando; 
anche il processo di gestione del terminale è risultato 
completamente bloccato. 
Nel complesso tutte le applicazioni provate consentono 
comunque di raggiungere un throughput, nel caso di 
applicazioni di trasferimento di dati, piuttosto alto, se 
confrontato con la capacità dei collegamenti ad Internet 
comunemente disponibili in commercio. Nel caso peggiore di 
OpenS/WAN 3DES si raggiunge un throughput di oltre 
5Mbyte/sec, mentre le configurazioni AES superano gli 
8Mbyte/sec. Per confronto gli accessi ad Internet oggi in 
commercio a costi confrontabili con quelli del sistema in esame 
arrivano a throughput nominali di 1-2Mbyte/sec, in condizioni 
ottimali. 
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In tutti i casi si ottengono comunque prestazioni migliori 
utilizzando pacchetti di dimensione tale da non causare 
frammentazione dopo essere stati incapsulati, per cui nei casi in 
cui è essenziale sfruttare il massimo possibile del canale è 
opportuno configurare il valore di MTU degli host che 
usufruiscono del canale protetto in maniera opportuna. 
Per quanto riguarda la latenza introdotta dal tunneling i 
valori sono in tutti i casi inferiori al millisecondo, un tempo 
generalmente trascurabile nella maggior parte delle 
applicazioni. Nel caso di applicazioni di comunicazione vocale, 
ad esempio, la raccomandazione ITU G.114 specifica un 
ritardo one-way massimo di 150ms affinché la qualità percepita 
dagli utenti resti soddisfacente, per cui il ritardo aggiuntivo 
dovuto all’elaborazione della VPN non è un contributo 
particolarmente significativo. 
I risultati riscontrati, comunque, dimostrano di nuovo la 
maggiore efficienza di OpenS/WAN nella gestione dei 
pacchetti a parità di algoritmo crittografico: nelle prove a rete 
scarica con OpenS/WAN AES un pacchetto, per attraversare il 
sistema, impiega circa 30 μsec in meno rispetto al setup con 
Tinc e 50 μsec rispetto a quello con OpenVPN, per tutti i valori 
di packet size. 
 129
Il test di packet loss mette in evidenza il rapido degrado 
delle prestazioni una volta che viene superata, anche di poco, la 
capacità del sistema. Una volta che il gateway entra in 
congestione il traffico smaltito scende in molti casi al di sotto 
della capacità del sistema in condizioni normali, accentuando 
ulteriormente il sovraccarico. Il fenomeno è ancora più 
evidente quando il sovraccarico è dovuto al numero dei 
pacchetti più che alla quantità di dati da elaborare, al punto che 
sia Tinc che OpenVPN, se sottoposti ad un numero di pacchetti 
abbastanza alto cessano completamente di inoltrare il traffico 
ricevuto, a causa del tempo di esecuzione praticamente nullo 
che il kernel lascia ai programmi utente. OpenS/WAN non 
raggiunge mai un’analoga condizione di blocco, ma le 
prestazioni sono comunque compromesse. 
Alla luce di questi dati appare consigliabile, nel caso in cui 
il gateway possa essere sottoposto a traffico molto elevato, 
limitare il traffico ad esso diretto prima che venga elaborato in 
modo da evitare il sovraccarico.  
I valori ottenuti dal test back-to-back packets consentono di 
determinare la tolleranza del sistema a brevi periodi di traffico 
superiore alla capacità di smaltimento senza che le prestazioni 
ne risentano. Ancora una volta il caso critico è quello dei 
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pacchetti di piccole dimensioni, dato che il breve tempo di 
trasmissione necessario consente una frequenza di arrivo dei 
pacchetti molto più alta. Il tempo per cui il sistema è in grado 
di sostenere un packet rate massimo è di pochi millisecondi nel 
caso di pacchetti di 48 byte per tutti i software (tranne 
OpenVPN che regge per 0,6ms) ed arriva a tempi dell'ordine 
del secondo in caso di pacchetti di dimensione vicina al 
massimo. OpenS/WAN con AES offre prestazioni decisamente 
superiori alle altre applicazioni già con pacchetti di 1006 bytes, 
arrivando a sostenere burst di durata superiore a 3 secondi nel 
caso di pacchetti di 1438 bytes. 
 
Nel complesso si può concludere che le prestazioni 
globalmente migliori, in alcuni casi notevolmente migliori, si 
ottengono con l'impiego di OpenS/WAN e l'utilizzo di AES 
come algoritmo crittografico. Per contro richiede una stretta 
interazione con il kernel di Linux, cosa che può rappresentare 
un problema nel caso in cui il sistema operativo sia stato 
modificato per scopi specifici.  
La caratteristica di OpenS/WAN di funzionare nello spazio 
kernel lo rende inoltre poco adatto a convivere con altre 
applicazioni sulla stessa macchina, dato che in presenza di un 
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traffico elevato le risorse del sistema vengono dedicate in 
massima parte all'elaborazione dei pacchetti a scapito degli altri 
processi in esecuzione, per cui l'impiego di OpenS/WAN è 
ideale su una macchina dedicata esclusivamente alla funzione 
di gateway. 
Le prestazioni di Tinc e OpenVPN, per quanto mediamente 
inferiori, riescono comunque a consentire una buona 
utilizzazione di una connessione a Internet della capacità 
tipicamente disponibile per aziende medio/piccole, 
specialmente se viene utilizzato un computer con prestazioni 
superiori a quello utilizzato nelle prove, ben al di sotto delle 
capacità offerte da un PC di ultima generazione, anche di fascia 
bassa. 
  L'aspetto più critico è rappresentato comunque dall'utilizzo 
di applicazioni in tempo reale ad alto packet rate, come la 
telefonia VoIP. I codec audio tipicamente utilizzati generano 
packet rate compresi tra 33 e 200 pacchetti al secondo per 
conversazione, dipendentemente dalla configurazione usata; il 
codec G.729 come usato nel test ad esempio genera 100 
pacchetti al secondo di lunghezza pari a 50 byte includendo 
l'overhead dei protocolli. I dati sulla qualità della 
conversazione mostrano infatti come si possano ottenere 
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prestazioni migliori usando un codec a packet rate minore, 
amche se con un utilizzo di banda maggiore, come nel caso del 
G729a e del G711. OpenS/WAN con AES anche in questo 
caso è in grado di elaborare un numero di pacchetti al secondo 
molto maggiore degli altri programmi, ma in ogni caso tutte le 
applicazioni riescono a sopportare 200 conversazioni 
simultanee, un numero piuttosto elevato se rapportato alle 
necessità di un’azienda di piccole dimensioni. 
Poichè la qualità delle conversazioni crolla molto 
rapidamente al raggiungimento del limite del gateway è 
importante dimensionare o limitare il traffico di rete in modo 
da evitare che si verifichi la condizione di sovraccarico quando 
è presente traffico VoIP. 
 
Nelle situazioni in cui le prestazioni ottenibili dai software 
esaminati non sono discriminanti, la decisione su quale dei 
software esaminati sia migliore dovrà prendere in 
considerazione le funzionalità offerte da ciascuno di essi. 
Come già detto OpenS/WAN è un'implementazione dello 
standard IPsec, il che consente di utilizzare questa applicazione 
anche per il collegamento con dispositivi con altre 
implementazioni del protocollo, come server con sistema 
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operativo Microsoft Windows, router commerciali o gateway 
stand-alone. Tinc e OpenVPN sono invece basati su protocolli 
proprietari, per cui possono stabilire collegamenti solo con 
sistemi sui cui è installato lo stesso programma. Sono 
comunque disponibili versioni di entrambi i programmi per la 
maggior parte dei sistemi operativi in uso, per cui è possibile 
realizzare una VPN con gateway eterogenei. 
 Dal punto di vista delle caratteristiche di sicurezza sia 
OpenS/WAN che OpenVPN supportano la possibilità di far uso 
di una PKI, consentendo quindi un migliore controllo sulle 
chiavi; inoltre una volta distribuita la chiave pubblica della 
Certification Authority è possibile utilizzare il canale pubblico 
per la certificazione delle chiavi. Tinc invece spicca per la 
mancanza di questa possibilità, dato che l'unica procedura da 
esso supportata è l'autenticazione con chiave statica. Quando si 
deve aggiungere un nuovo nodo alla VPN è necessario creare e 
trasferire una nuova chiave in maniera sicura, anche se è 
sufficiente farla avere ad un solo altro nodo della VPN. 
 
OpenS/WAN richiede la creazione di una definizione 
esplicita per ogni tunnel su entrambe le macchine che ne 
costituiscono gli estremi. Se si vuole realizzare una rete 
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protetta a maglia completa fra tutti i gateway è quindi 
necessario creare un file di configurazione diverso su ogni 
macchina, ognuno contente una sezione conn per ciascuno 
degli altri gateway. In presenza di un numero elevato di nodi la 
gestione delle configurazioni può diventare complessa, anche 
perché in caso di aggiunta di un nuovo nodo o di modifica di 
un nodo esistente è necessario alterare tutti i file di 
configurazione della VPN. Alternativamente è possibile ridurre 
l'entità del problema realizzando una topologia di rete diversa 
dalla maglia completa, ma è comunque necessario aggiornare 
le routing table dei singoli nodi.  
OpenVPN offre alcune possibilità per ridurre la complessità 
della configurazione, utilizzando la modalità client-server. Con 
questa architettura infatti ogni nodo server è in grado di inviare 
a ogni nodo client le informazioni di routing relative agli altri 
client collegati, in modo che essi possano aggiornare in tempo 
reale la routing table per l'inoltro, tramite il server, del traffico 
verso le subnet connesse. L'adozione di questo metodo 
consente di ridurre le modifiche dovute all'aggiunta di un 
nuovo nodo alla sola configurazione del server; allo stesso 
tempo però comporta un carico aggiuntivo per il server, dato 
che anche il traffico diretto da un client ad un altro dovrà 
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transitare per il nodo centrale, con una doppia elaborazione 
(rimozione dell'incapsulamento e nuovo incapsulamento con 
chiave diversa). Si tratta quindi di una soluzione valida solo se 
la macchina deputata al ruolo di server è adeguatamente 
potente. 
 Tinc è l'applicazione che meglio di tutte si adatta alla 
presenza di numerosi nodi, dato che provvede automaticamente 
alla distribuzione delle informazioni relative a tutti i gateway 
esistenti tramite il protocollo di controllo, e poi crea 
automaticamente tutti i tunnel necessari senza che sia 
necessario definirli. D'altra parte alla facilità di estensione e 
manutenzione della rete si accompagna un maggiore rischio per 
la sicurezza: se un estraneo riuscisse ad ottenere una sola delle 
chiavi statiche potrebbe ottenere l'accesso all'intera VPN. 
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5. Conclusioni 
Nel corso del lavoro di tesi è stata effettuata una serie di 
prove volta ad esaminare le effettive capacità di una VPN 
basata su software open-source e hardware comunemente 
disponibile, scelta che consente di ottenere dei costi di messa in 
opera e manutenzione estremamente contenuti. 
In base alle prove effettuate è possibile affermare che le 
prestazioni e le caratteristiche offerte da ciascuno dei 
programmi testati sono sufficienti a soddisfare le necessità di 
interconnessione protetta di un’azienda di dimensioni ridotte, 
dotate di connessioni ad Internet di ampiezza inferiori ai 10-20 
megabit al secondo. Una possibile eccezione è costituita 
dall'utilizzo di OpenS/WAN con algoritmo 3DES, nel caso sia 
necessaria la compatibilità con apparecchiature già in uso, che 
comporta un onere molto maggiore dal punto di vista 
computazionale. 
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La scelta dell'utilizzo di una specifica applicazione può 
quindi essere dettata principalmente dalle caratteristiche di 
sicurezza che si desiderano, dalla topologia che si vuole 
adottare nella VPN o dal numero di nodi da cui è costituita. 
Applicando inoltre una differenziazione del traffico è 
possibile pensare di sfruttare le connessioni protette solo per 
alcuni tipi di applicazioni. E' interessante ad esempio la 
possibilità di realizzare una rete protetta destinata 
esclusivamente alle comunicazioni VoIP, realizzata mediante 
gateway dedicati con OpenS/WAN, in grado di supportare 
anche 500 conversazioni con hardware relativamente poco 
costoso. 
Nel prossimo futuro, con il continuo abbassamento dei 
prezzi delle connessioni ad Internet, è lecito pensare che 
l'utilizzo della rete pubblica come rete di trasporto per i dati 
privati prenda sempre più piede, rispetto all'utilizzo di 
connessioni dedicate, specialmente nel caso di sedi dislocate in 
paesi diversi. Parallelamente dal lato hardware diventano 
disponibili, a basso costo, sistemi con processori multi-core o 
con più processori, oltre a schede di espansione che 
implementano in hardware vari algoritmi crittografici. Tali 
risorse, che già iniziano ad essere supportate da alcune delle 
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applicazioni considerate, consentiranno probabilmente di 
aumentare di moltissimo le prestazioni di reti basate su 
software open-source e hardware generico, al punto di poter 
essere impiegate anche per collegamenti a banda molto ampia. 
Inoltre il sistema operativo Linux, e in generale tutto il 
settore del software open-source, viene sempre più spesso 
considerato per l'uso in ambiti commerciali o nelle 
amministrazioni pubbliche (ad esempio il governo francese ha 
stabilito di adottare soluzioni open-source sia per il software 
che per i formati di memorizzazione nel mese di novembre 
2006). In queste circostanze è lecito aspettarsi uno sviluppo 
continuo di questo tipo di applicazioni, con un conseguente 
aumento delle prestazioni e delle funzionalità offerte. 
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