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A Hyperbolic Analogue of the Rademacher Symbol
Toshiki Matsusaka ∗
Abstract
One of the most famous results of Dedekind is the transformation law of log∆(z).
In 1956, Rademacher introduced an SL2(Z)-conjugacy class invariant (integer-valued)
function Ψ(γ) by modifying Dedekind’s result. We call it the Rademacher symbol.
The symbol appears in several fields of mathematics. Inspired by Ghys’ work on
modular knots, Duke-Imamog¯lu-To´th (2017) constructed a hyperbolic analogue of
the symbol.
In this article, we study their hyperbolic Rademacher symbol Ψγ(σ) by com-
paring with the classical Rademacher symbol, and provide two types of explicit
formulas. In association with it, we show some properties of the hyperbolic Eisen-
stein series of weight 2 and 0.
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1
1 Introduction
The discriminant function
∆(z) := q
∞∏
n=1
(1− qn)24, q := e2πiz, Im(z) > 0
is one of the most classical functions in the theory of modular forms. Let Γ := SL2(Z)
be the full modular group, and H := {z ∈ C | Im(z) > 0} the upper half-plane. It is
well-known that the function ∆(τ) satisfies the equation
∆(γz) = (cz + d)12∆(τ), γ =
(
a b
c d
)
∈ Γ
with the Mo¨bius transformation γz := (az + b)/(cz + d). This implies that its logarithm
log∆(z) also satisfies a similar equation
log∆
(
az + b
cz + d
)
− log∆(z) = 12 sgn(c)2 log
(
cz + d
i sgn(c)
)
+ 2πiΦ(γ) (1.1)
for some integer-valued function Φ(γ). Here we fix the meaning of the logarithm as
log∆(z) = 2πiz − 24
∞∑
n=1
∞∑
m=1
zmn
m
,
and take the principal branch Im log(cz + d)/(i sgn(c)) ∈ (−π, π]. The symbol sgn(c) ∈
{−1, 0, 1} is the usual sign function. For c = 0, we interpret the first term in the right-
hand side as 0. In his paper [18], Dedekind studied the function Φ : Γ→ Z, and gave its
explicit formula in terms of the Dedekind sum s(a, c).
We now review briefly the works of Rademacher [50, 51] on this topic. The Dedekind
sum is defined by s(a, c) :=
∑c−1
k=1((k/c))((ka/c)) with ((x)) := x− ⌊x⌋ − 1/2 if x ∈ R\Z
and zero otherwise. Dedekind established the formula
Φ
((
a b
c d
))
=

a + d
c
− 12 sgn(c) · s(a, |c|) if c 6= 0,
b
d
if c = 0.
After a half-century, Rademacher modified the definition of Φ slightly to get a class
invariant function Ψ(γ). To be exact, he added one term as
Ψ(γ) := Φ(γ)− 3 sgn(c(a + d)). (1.2)
Then the function Ψ(γ) is a class invariant. More strongly,
Ψ(γ) = Ψ(−γ) = −Ψ(γ−1) = Ψ(g−1γg)
holds for any g ∈ Γ. We now call Ψ(γ) the Rademacher symbol. Interestingly, the
Dedekind sum and the Rademacher symbol appear in several fields of mathematics. For
example, see also Asai [5], Hirzebruch [26], Atiyah [7], Arakawa [4], Barge-Ghys [8],
Kirby-Melvin [34], Ghys [23], Zagier [57], Li [39], Kaneko-Mizuno [32], and so on.
In particular, for hyperbolic elements γ ∈ Γ, this symbol Ψ(γ) has some extra prop-
erties. We first recall the fact that non-scalar elements ±I 6= γ ∈ Γ are classified into
three cases as follows.
2
1. γ is parabolic if |tr(γ)| = 2. Then γ has the unique fixed point in Q ∪ {i∞}.
2. γ is elliptic if |tr(γ)| < 2. Then γ has a fixed point in H.
3. γ is hyperbolic if |tr(γ)| > 2. Then γ has two fixed points in R.
Here the fixed point z of γ means the solution in H ∪ R ∪ {i∞} of the equation γz = z.
We now focus on a hyperbolic element γ =
(
a b
c d
) ∈ Γ. For simplicity, we assume
that sgn(c) > 0 and tr(γ) > 2 by replacing γ with one of ±γ±1 if needed. Then the
Rademacher symbol Ψ(γ) is realized by using a cycle integral of the weight 2 mock
modular form E2(z). In fact, by the definition of log∆(z), we easily see that
1
2πi
d
dz
log∆(z) = 1− 24
∞∑
m=1
(∑
d|m
d
)
qm =: E2(z).
A hyperbolic element γ has two fixed points wγ > w
′
γ in R. Let Sγ be the geodesic in
H connecting wγ and w
′
γ, and take a point z0 ∈ Sγ. Then the integral on the geodesic
segment in Sγ gives∫ γz0
z0
E2(z)dz =
1
2πi
(
log∆(γz0)−∆(z0)
)
=
6
πi
log
(
cz0 + d
i
)
+ Φ(γ).
By the assumption for γ, we see that γnz0 → wγ as n→ ∞, and cwγ + d > 1. Thus we
get the integral expression of the Rademacher symbol
lim
n→∞
Re
∫ γn+1z0
γnz0
E2(z)dz = Φ(γ)− 3 = Ψ(γ). (1.3)
In this case, the Rademacher symbol has the beautiful explicit formula in terms of the
continued fraction coefficients of wγ. Under the same assumption, the hyperbolic element
γ is conjugate to a γ′ of the form
γ ∼ γ′ =
(
a0 1
1 0
)(
a1 1
1 0
)
· · ·
(
a2n−1 1
1 0
)
.
The γ′ has the fixed point wγ = [a0, a1, . . . , a2m−1] whose continued fraction expansion
is purely periodic (see Appendix A). Then Lang [38, (2.17)] and Zagier [54, Section V,
Lemma] established the following formula.
Ψ(γ) =
2n−1∑
j=0
(−1)jaj . (1.4)
Furthermore, in 2007 Ghys [23] gave a topological interpretation to the Rademacher
symbol Ψ(γ). It is well-known that the quotient SL2(Z)\ SL2(R) is diffeomorphic to the
knot complement of a trefoil knot K in the 3-sphere S3. For each hyperbolic element
γ ∈ Γ, a closed orbit so-called a modular knot is defined as follows. Suppose that a
hyperbolic element γ =
(
a b
c d
) ∈ Γ satisfies the above assumptions c > 0, a+ d > 2, and is
3
primitive, that is, there is no γ′ ∈ Γ such that γ = γ′n with n 6= ±1. The γ is diagonalized
by the scaling matrix
Mγ :=
1√
wγ − w′γ
(
wγ w
′
γ
1 1
)
∈ SL2(R), (1.5)
that is,
M−1γ γMγ =
(
cwγ + d 0
0 cw′γ + d
)
=:
(
ξγ 0
0 ξ−1γ
)
(1.6)
with ξγ > 1. Then
Cγ(t) := ΓMγ
(
et 0
0 e−t
)
, 0 ≤ t ≤ log ξγ
defines a simple closed curve in Γ\ SL2(R). We call it a modular knot. This modular
knot Cγ and the trefoil K with some orientation form a link in the 3-sphere S
3. As Ghys
showed, the linking number Lk(Cγ, K) is equal to the Rademacher symbol Ψ(γ). Ghys
provided three different proofs for this result, (one of them is reviewed in [21, Appendix
A]), and posed a question on linking numbers Lk(Cγ, Cσ) for two hyperbolic elements
γ, σ ∈ Γ. In this context, the hyperbolic analogue of the Rademacher symbol Ψγ(σ) was
introduced by Duke-Imamog¯lu-To´th [21] in 2017.
The main purpose of this article is studying this hyperbolic analogue as the title
suggests. For two hyperbolic elements γ, σ with the same assumptions as above, the
symbol Ψγ(σ) is defined. The details of Duke-Imamog¯lu-To´th’s construction will be
reviewed in Section 3.1, but the key idea is to construct the weight 0 cocycle Rγ(σ, z) as
a hyperbolic analogue of the cocycle R(σ, z) := log∆(σz)−log ∆(z). Then the hyperbolic
Dedekind and Rademacher symbols are defined by
Φγ(σ) =
2
π
lim
y→∞
ImRγ(σ, iy), Ψγ(σ) := lim
n→∞
Φγ(σ
n)
n
,
respectively. Unfortunately, this Ψγ(σ) does not give an answer to Ghys’ original question,
but it is still a quite interesting object. In order to establish a similar connection with
linking numbers, we need to define two knots C+γ and C
−
γ whose sum is null-homologous in
Γ\ SL2(R). Then the hyperbolic Rademacher symbol satisfies Ψγ(σ) = Lk(C+γ +C−γ , C+σ +
C−σ ) [21, Theorem 3]. Rickards [52] also gave an interesting study in this context.
Get back to the classical arithmetic results, we aim to establish some expressions of
the hyperbolic Rademacher symbol Ψγ(σ) corresponding to (1.2), (1.3), and (1.4). The
integral representation corresponding to (1.3) is realized as a sum of cycle integrals of
the hyperbolic Eisenstein series (3.5) at s = 0. Furthermore, the following two explicit
formulas enable us to compute the hyperbolic Rademacher symbols. In fact, we have had
the problem that it is difficult to get concrete values of Ψγ(σ).
Theorem 1.1 (Corollary 3.6). Let γ =
(
a b
c d
)
, σ ∈ Γ be primitive hyperbolic elements
such that c > 0, a + d > 2, tr(σ) > 2, and wσ, w
′
σ 6∈ {wg−1γg | g ∈ Γwγ\Γ}. We put
w∞σ := limn→∞ σ
nz ∈ {wσ, w′σ} for any z ∈ H. Then we have
Ψγ(σ) = Φγ(σ) + 2
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞,w∞σ <wg−1γg
1.
In particular, the sum is a finite sum.
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This theorem says that the difference Ψγ(σ) − Φγ(σ) counts twice the number of
geodesics Sg−1γg intersecting with two vertical lines x = σ
−1i∞ and x = w∞σ . Since
the hyperbolic Dedekind symbol Φγ(σ) also counts the number of geodesics (Theorem
3.2), we get an explicit formula for Ψγ(σ) in terms of the counting functions. As we
remark after Corollary 3.6, the counting function is computable by using Mathematica,
for example.
Theorem 1.2 (Theorem 4.7). Let γ, σ be of the form
γ =
(
a0 1
1 0
)
· · ·
(
a2n−1 1
1 0
)
, σ =
(
b0 1
0 1
)
· · ·
(
b2m−1 1
1 0
)
with positive integers ai, bj such that wσ, w
′
σ 6∈ {wg−1γg | g ∈ Γwγ\Γ}. Then there exists
an explicit function ψγ(σ) ∈ Z with 0 ≤ ψγ(σ) ≤ 2mn such that
Ψγ(σ) = −2
 ∑
0≤i<2n
0≤j<2m
min(ai, bj)− ψγ(σ)
 .
The rest of the article is organized as follows. In the next section, we study the
Eisenstein series of weight 2 associated to a non-scalar element γ ∈ Γ. The Eisenstein
series are classified into three cases according as types of γ ∈ Γ, that is, parabolic,
elliptic, and hyperbolic Eisenstein series. In Section 3, we first review Duke-Imamog¯lu-
To´th’s construction of the hyperbolic Rademacher symbol Ψγ(σ). The key cocycle rγ(σ, z)
derives from the modular gaps of the hyperbolic Eisenstein series Eγ(z, s) at s = 0. We
then establish a new expression of Ψγ(σ) in Theorem 3.5, which provides Theorem 1.1.
After that, we consider a sum of cycle integrals (3.5) to get an analogous expression as
(1.3). In Section 4, we provide a proof of Theorem 1.2 by using the recurrence formula for
the hyperbolic Dedekind symbols (Corollary 4.2). As appendices, we review the theory
of continued fractions in Appendix A. Finally, in Appendix B, we show the limit formula
for the weight 0 analogue of the hyperbolic Eisenstein series. This problem was posed by
von Pippich-Schwagenscheidt-Vo¨lz [49]. Here we provide an explicit formula in Theorem
B.2 by combining known results.
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2 Eisenstein Series of Weight 2
In this section, we study the real analytic Eisenstein series Eγ(z, s) of weight 2 associated
to a non-scalar element γ ∈ Γ := SL2(Z). The prototype of such series was introduced
by Petersson [47]. In order to define it explicitly, we now prepare some notations.
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Let Q be the set of binary quadratic forms
Q(X, Y ) = [A,B,C] = AX2 +BXY + CY 2
with integral coefficients A,B,C ∈ Z. The group Γ acts on this set Q by(
Q ◦
(
a b
c d
))
(X, Y ) := Q(aX + bY, cX + dY ).
Two quadratic forms Q and Q′ are said to be Γ-equivalent, and we write Q ∼ Q′ if there
is an element g ∈ Γ such that Q′ = Q ◦ g. For each element γ = ( a bc d ) ∈ Γ, we define the
corresponding quadratic form by
Qγ(X, Y ) := cX
2 + (d− a)XY − bY 2. (2.1)
The fixed points of γ in H∪R are the roots of the polynomial Qγ(z, 1), and the equations
Qg−1γg(z, 1) = (Qγ ◦ g) (z, 1) = j(g, z)2Qγ(gz, 1)
hold for any g ∈ Γ. Here we put j(g, z) := cz + d for any g = ( a bc d ) ∈ Γ and z ∈ C.
For each quadratic form [A,B,C] ∈ Q, we put sgn([A,B,C]) := sgn(A) if A 6= 0, and
sgn([A,B,C]) := sgn(C) if A = 0. Under these notations, the Eisenstein series is defined
as follows.
Definition 2.1. Let ±I 6= γ ∈ Γ be a non-scalar element. For z ∈ H and Re(s) > 0, the
real analytic Eisenstein series is defined by
Eγ(z, s) :=
∑
Q∼Qγ
sgn(Q)ys
Q(z, 1)|Q(z, 1)|s . (2.2)
This series converges absolutely and locally uniformly for Re(s) > 0 and z ∈ H.
Since Q−γ(X, Y ) = Qγ−1(X, Y ) = −Qγ(X, Y ), the relation E±γ±1(z, s) = Eγ(z, s) holds.
By the definition, the series can be determined for a conjugacy class of γ, that is,
Eg−1γg(z, s) = Eγ(z, s) holds for any g ∈ Γ.
For a parabolic element γ, this Eisenstein series is the usual real analytic Eisenstein
series. The elliptic case was investigated by Petersson, but some naive difficulties had re-
mained. More recently, Bringmann-Kane [13] passed the difficulties of Petersson’s method
by using modern techniques. As for a hyperbolic γ, there are two types of definitions.
First one is very similar as (2.2) without the term sgn(Q). This type was studied by Za-
gier [55], Kohnen [35], and so on. A form-valued weight 2 analogue was also introduced
by Kudla-Millson [36] for each closed geodesic on the Riemann surface Γ\H. On the other
hand, our definition (2.2) derives from Parson’s work [46]. Parson introduced this type of
hyperbolic Eisenstein series to construct a modular integral of weight 2k ≥ 4. After that,
Duke-Imamog¯lu-To´th [19] expressed its Fourier coefficients in terms of the cycle integrals
of a weakly holomorphic modular form.
Our goal in this section is to analyze its modular behavior at s = 0. Now we divide
the study into three cases, (i) parabolic, (ii) elliptic, and (iii) hyperbolic.
6
2.1 Parabolic Case
This case is very well-known. Good references for the classical theory of the modular
forms are [28, 44, 56], and so on. An element γ ∈ Γ is said to be parabolic if γ 6= ±I
and | tr(γ)| = 2. The parabolic element γ has the unique fixed point wγ in Q ∪ {i∞},
and we can take a scaling matrix Mγ ∈ Γ such that Mγi∞ = wγ . Since the stabilizer
subgroup Γ∞ := {g ∈ Γ | gi∞ = i∞} is given by Γ∞ = {±T n | n ∈ Z}, we have the
expression γ = MγT
nM−1γ or −MγT nMγ for some n ∈ Z6=0, where T :=
(
1 1
0 1
)
. By these
facts, Eγ(z, s) = ET |n|(z, s), so that our problem is reduced to the case of γ = T
n for a
positive integer n > 0. Then the Eisenstein series is expressed as
ETn(z, s) =
∑
g∈Γ∞\Γ
sgn(Qg−1Tng)y
s
Qg−1Tng(z, 1)|Qg−1Tng(z, 1)|s .
For g =
( ∗ ∗
c d
) ∈ Γ∞\Γ, we see that g−1T ng = ( 1+cdn d2n−c2n 1−cdn ), that is, Qg−1Tng(z, 1) =
−n(cz + d)2 = −nj(g, z)2. This implies the expression
ETn(z, s) =
1
ns+1
∑
g∈Γ∞\Γ
Im(gz)s
j(g, z)2
.
By using Hecke’s trick (see [56, Proposition 6]) or the Fourier expansion, we get the
analytic continuation of this function to s = 0. This gives a harmonic Maass form of
weight 2 on Γ of the form
lim
s→0+
ETn(z, s) =
1
n
(
1− 24
∞∑
m=1
σ1(m)q
m − 3
πy
)
=:
1
n
E∗2(z), (2.3)
where σ1(m) :=
∑
d|m d is the divisor sum. Here a real analytic function f : H → C is
called a harmonic Maass form of weight k on Γ if
1. j(g, z)−kf(gz) = f(z) for any g ∈ Γ,
2. ∆kf(z) :=
(
−y2
(
∂2
∂x2
+
∂2
∂y2
)
+ iky
(
∂
∂x
+ i
∂
∂y
))
f(z) = 0,
3. f(x+ iy) = O(yα) as y →∞ for some α > 0.
2.2 Elliptic Case
An element γ ∈ Γ is said to be elliptic if | tr(γ)| < 2. The elliptic element γ has two fixed
points wγ ∈ H and its complex conjugate wγ. The remarkable fact is that any elliptic
fixed point wγ is Γ-equivalent to either i or ρ := e
πi/3, that is, gwγ = i or ρ holds for some
g ∈ Γ. Moreover the stabilizer subgroup Γwγ for wγ = i, ρ is a finite cyclic group given
by Γi = {Sn :=
(
0 −1
1 0
)n | 0 ≤ n ≤ 3} and Γρ = {Un := ( 1 −11 0 )n | 0 ≤ n ≤ 5}. Therefore,
in this case, our problem is reduced to the cases of γ = S and U .
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For γ = S, the Eisenstein series is expressed as
ES(z, s) =
1
|Γi|
∑
g∈Γ
sgn(Qg−1Sg)y
s
Qg−1Sg(z, 1)|Qg−1Sg(z, 1)|s
=
1
4
∑
g∈Γ
Im(gz)s
j(g, z)2(gz − i)(gz + i)|(gz − i)(gz + i)|s .
Here sgn(Qg−1Sg) is always positive. In general, for any z, τ ∈ H which are Γ-inequivalent
each other, we introduce a new Poincare´ series
E(z, τ ; s) :=
∑
g∈Γ
Im(τ)s+1 Im(gz)s
j(g, z)2(gz − τ)(gz − τ )|(gz − τ)(gz − τ )|s , Re(s) > 0. (2.4)
Then our Eisenstein series is expressed as Eγ(z, s) = Im(wγ)
−s−1E(z, wγ ; s)/|Γwγ | for
γ = S, U . In particular, this function E(z, τ ; s) satisfies the modular transformation
laws j(g, z)−2E(gz, τ ; s) = E(z, τ ; s) and E(z, gτ ; s) = E(z, τ ; s) for any g ∈ Γ. These
immediately follow from the easy facts that j(gh, z) = j(g, hz)j(h, z) and j(g, τ)(z−gτ) =
j(g−1, z)(g−1z − τ).
Now we give the analytic continuation of E(z, τ ; s) to s = 0 generally, which was
essentially realized by Bringmann-Kane [13] and others [16] as follows. First, Bringmann-
Kane considered a slightly different Poincare´ series
P(z, τ ; s) :=
∑
g∈Γ
Im(τ)s+1
j(g, z)2|j(g, z)|2s(gz − τ)(gz − τ¯)|gz − τ¯ |2s , Re(s) > 0.
After a lengthy calculation, they derived the analytic continuation of P(z, τ ; s) to s = 0,
and the following explicit formula.
P(z, τ ; 0) = −2π
(
j′(z)
j(τ)− j(z) − E
∗
2(z)
)
, (2.5)
where j(z) is the elliptic modular j-function defined by
j(z) :=
(
1 + 240
∞∑
d=1
d3qd
1− qd
)3
q
∞∏
n=1
(1− qn)24
= q−1 + 744 + 196884q + · · · ,
and ′ = (2πi)−1d/dz. This function (2.5) in z gives a polar harmonic Maass form of weight
2 on Γ, which is a harmonic Maass form allowed to have poles in the upper half-plane.
(For more details, see [12, Section 13.3]).
Next, we compare these two Poincare´ series in Re(s) > 0,
E(z, τ ;s)− Im(z)sP(z, τ ; s)
=
∑
g∈Γ
Im(τ)s+1 Im(z)s
j(g, z)2|j(g, z)|2s(gz − τ)(gz − τ¯ )|gz − τ¯ |2s
(∣∣∣∣gz − τgz − τ¯
∣∣∣∣−s − 1
)
.
(2.6)
In order to estimate the last term, we show the following lemma.
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Lemma 2.2. Let K be a compact subset in Re(s) > −2. For fixed Γ-inequivalent z, τ ∈ H
and any s ∈ K, there exists a constant C = C(τ,K) such that∣∣∣∣∣
∣∣∣∣gz − τgz − τ¯
∣∣∣∣−s − 1
∣∣∣∣∣ ≤ C · Im(gz)|gz − τ¯ |2 .
Proof. We easily get ∣∣∣∣z − τz − τ¯
∣∣∣∣2 = 1− 4 Im(z) Im(τ)|z − τ¯ |2 =: 1− a(z).
For any ε > 0 and a fixed τ , the region {z ∈ H | a(z) ≥ ε} is a compact subset in H. Thus
we have a(gz) < 1/2 for all but finitely many g ∈ Γ since Γ acts properly discontinuously
on H. For such g, by applying Taylor’s theorem to (1− r)−s/2 at r = 0, we have∣∣∣∣gz − τgz − τ¯
∣∣∣∣−s = (1− a(gz))−s/2 = 1 + s2(1− c)−s/2−1a(gz)
for some 0 < c < a(gz) < 1/2. Therefore, for Re(s) > −2 we have∣∣∣∣∣
∣∣∣∣gz − τgz − τ¯
∣∣∣∣−s − 1
∣∣∣∣∣ ≤ |s|2Re(s)/2a(gz).
This concludes the proof.
By this lemma, the right-hand side of (2.6) is analytically continued to s = 0, and has
a zero at s = 0. Thus we get the following result.
Theorem 2.3. Let z, τ ∈ H be Γ-inequivalent elements. Then the function E(z, τ ; s) is
analytically continued to s = 0, and equals
lim
s→0+
E(z, τ ; s) = −2π
(
j′(z)
j(τ)− j(z) − E
∗
2(z)
)
,
which gives a polar harmonic Maass form of weight 2 on Γ in z, whose poles are located
on the Γ-orbit of τ .
As an conclusion of this theorem, we immediately see that
lim
s→0+
ES(z, s) =
π
2
(
j′(z)
j(z)− 1728 + E
∗
2(z)
)
, lim
s→0+
EU(z, s) =
2π
3
√
3
(
j′(z)
j(z)
+ E∗2(z)
)
.
Finally, we note that Asai-Kaneko-Ninomiya [6] showed the Fourier expansion
j′(z)
j(τ)− j(z) =
∞∑
m=0
jm(τ)q
m, Im(z) > Im(τ), (2.7)
where jm(z) is the unique polynomial in j(z) having a Fourier expansion of the form
q−m + O(q). The set {jm(z)}∞m=0 consists a natural basis for the space M !0(Γ) of weakly
holomorphic modular forms of weight 0 on Γ, and form a Hecke system in the sense of
[16]. Combining with the Fourier expansion of E∗2(z), we get the expansion
j′(z)
j(τ)− j(z) − E
∗
2(z) =
∞∑
m=1
(jm(τ) + 24σ1(m))q
m +
3
πy
, Im(z) > Im(τ).
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2.3 Hyperbolic Case
This case is slightly different from the above two cases. An element γ ∈ Γ is said to
be hyperbolic if | tr(γ)| > 2. The hyperbolic element γ has two fixed points wγ, w′γ,
which are real quadratic irrationals and Galois conjugate each other. In this article, we
always order them by wγ > w
′
γ. We call γ primitive if Γwγ := {g ∈ Γ | gwγ = wγ} =
{±γn | n ∈ Z}. Furthermore, we denote by Sγ the oriented geodesic in H connecting two
fixed points wγ and w
′
γ. Here the orientation is clockwise if sgn(γ) := sgn(c(a + d)) =
sgn(Qγ) sgn(tr(γ)) > 0, and counter-clockwise if sgn(γ) < 0. The different point is that
the Eisenstein series Eγ(z, s) does not satisfy the modular transformation law. Actually,
the hyperbolic Eisenstein series Eγ(z, s) satisfies the following transformation law.
Proposition 2.4. Let γ be a hyperbolic element. Then for Re(s) > 0 and any σ =(
a b
c d
) ∈ Γ, we have
j(σ, z)−2Eγ(σz, s)− Eγ(z, s) = −2
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞<w
g−1γg
sgn(Qg−1γg) Im(z)
s
Qg−1γg(z, 1)|Qg−1γg(z, 1)|s , (2.8)
where σ−1i∞ = −d/c ∈ Q. For σ = T n, the right-hand side equals 0. In particular, the
sum in the right-hand side is a finite sum.
Proof. The finiteness is an easy fact, which is also remarked in [21, Remark 3.1]. By the
definition of the Eisenstein series, we have
j(σ, z)−2Eγ(σz, s) =
∑
g∈Γwγ \Γ
sgn(Qg−1γg) Im(z)
s
Qσ−1g−1γgσ(z, 1)|Qσ−1g−1γgσ(z, 1)|s
=
∑
g∈Γwγ \Γ
sgn(Qσg−1γgσ−1) Im(z)
s
Qg−1γg(z, 1)|Qg−1γg(z, 1)|s .
Thus
j(σ, z)−2Eγ(σz, s)−Eγ(z, s) =
∑
g∈Γwγ \Γ
(sgn(Qσg−1γgσ−1)− sgn(Qg−1γg)) Im(z)s
Qg−1γg(z, 1)|Qg−1γg(z, 1)|s .
We now show the equation
sgn(σg−1γgσ−1)− sgn(g−1γg) =
{ −2 sgn(g−1γg) if Sg−1γg = g−1Sγ intersects with Iσ−1 ,
0 otherwise,
(2.9)
where Iσ−1 be the vertical line x = σ−1i∞. Since the trace of a matrix is a conjugacy
invariant, the statement immediately follows.
First, for σ = T n and any hyperbolic element g ∈ Γ we have sgn(Qσgσ−1) = sgn(Qg).
From then on we assume that σ 6= T n. By the definition of the orientation of the geodesic
Sγ, the sign satisfies sgn(γ) > 0 if the cusp i∞ is the left-hand side seen from the geodesic
Sγ, and sgn(γ) < 0 if i∞ is the right-hand side. The Mo¨bius transformation sends P1(R)
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to P1(R), and the sequence . . . , σ−1i∞, i∞, σi∞, σ2i∞, . . . lines up in this order on the
circle P1(R). (If σ is elliptic, this sequence is finite cyclic). By the action of σ, the element
x ∈ R between σn−1i∞ and σni∞ is sent to σx ∈ R between σni∞ and σn+1i∞.
Now the vertical line Iσ−1 is the geodesic connecting σ−1i∞ and i∞. We first assume
that the one endpoint wg−1γg is located between σ
−1i∞ and i∞, and another w′g−1γg is
between σ−n−1i∞ and σ−ni∞ for some n ≥ 1. Then the geodesic Sg−1γg intersects with
Iσ−1 , and does not straddle the cusp i∞. By the action of σ, the geodesic σSg−1γg =
Sσg−1γgσ−1 straddles i∞. Thus two signs are different, and we get −2 sgn(g−1γg) as stated
above. Other cases can be checked in a similar way.
Since the right-hand side of (2.8) is finite, the limit
lim
s→0+
(
j(σ, z)−2Eγ(σz, s)−Eγ(z, s)
)
= −2
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞<w
g−1γg
sgn(Qg−1γg)
Qg−1γg(z, 1)
(2.10)
exists. This is an analogue of the classical result
j(σ, z)−2E2(σz)− E2(z) = 6c
πi
1
cz + d
.
We have to compare this right-hand side with Duke-Imamog¯lu-To´th’s weight 2 cocycle
rγ(σ, z) studied in [21]. Let jm(z) be the modular function of the form jm(z) = q
−m+O(q)
defined in (2.7). For a primitive hyperbolic element γ ∈ Γ with sgn(Qγ) > 0 and tr(γ) > 2,
we consider the cycle integral
v˜alm(γ) := −
∫ γτ0
τ0
jm(τ)
√
Dγdτ
Qγ(τ, 1)
=
∫
Γwγ \Sγ
jm(τ)
|dτ |
Im(τ)
,
where Dγ := tr(γ)
2 − 4 is the discriminant of Qγ(X, Y ). Here the path of integration
is on the geodesic Sγ . The notation “val” was introduced by Kaneko [31] to represent
the normalized cycle integral val(wγ) = v˜al1(γ)/v˜al0(γ) + 744, where v˜al0(γ) = 2 log ξγ is
the length of the closed geodesic Γwγ\Sγ. The cycle integrals of the modular j-function
have been studied by Kaneko and Duke-Imamog¯lu-To´th [20] as a real quadratic analogue
of singular moduli. See also the recent works by Imamog¯lu-O’Sullivan [27], Bengoechea-
Imamog¯lu [10, 11], and Murakami [45]. As shown in [20, 21], one can show that v˜alm(γ)≪
m5/4+ε for any ε > 0. Then the q-series
Fγ(z) :=
∞∑
m=0
v˜alm(γ)q
m
converges on the whole H-plane.
Lemma 2.5. [21, Theorem 3.2] Let γ =
(
a b
c d
) ∈ Γ be a primitive hyperbolic element with
c > 0 and a+ d > 2. For any σ ∈ Γ, we have
j(σ, z)−2Fγ(σz)− Fγ(z) =
√
Dγ
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞<w
g−1γg
sgn(Qg−1γg)
Qg−1γg(z, 1)
(2.11)
= −
√
Dγ
2
lim
s→0+
(
j(σ, z)−2Eγ(σz, s)− Eγ(z, s)
)
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Proof. Since our notations are slightly different from theirs, we give a sketch of the proof
for convenience. For more details, see also [20, Section 6]. By (2.10), the right-hand side
of (2.11) is a weight 2 cocycle. Thus it suffices to check the coincidences for σ = T, S.
The case for σ = T is trivial. For σ = S =
(
0 −1
1 0
)
, we use the generating function (2.7).
For Im(z)≫ 0,
Fγ(z) = −
∫ γz0
z0
j′(z)
j(τ)− j(z)
√
Dγdτ
Qγ(τ, 1)
.
Let F = Γ\H be the standard fundamental domain, and F ′ := SF ,F ′′ := F ∪F ′. Then
Fγ(z) = −1
2
∑
g∈Γwγ \Γ
∫
S
g−1γg∩F ′′
j′(z)
j(τ)− j(z)
√
Dγdτ
Qg−1γg(τ, 1)
.
Here the geodesic Sg−1γg is oriented clockwise if sgn(g
−1γg) > 0 and counter-clockwise if
sgn(g−1γg) < 0. In addition, Sg−1γg intersects with F ′′ if and only if w′g−1γg < 0 < wg−1γg.
Let Aγ := Sγ ∩ F ′′. Then we obtain
Fγ(z) = −1
2
∑
g∈Γwγ \Γ
w′
g−1γg
<0<w
g−1γg
∫
A
g−1γg
j′(z)
j(τ)− j(z)
√
Dγdτ
Qg−1γg(τ, 1)
.
Next we deform each arc Ag−1γg to Bg−1γg, which is within F ′′ and has the same endpoints
and orientation as Ag−1γg, but travels above z. By the residue theorem, we get
Fγ(z) = −1
2
∑
g∈Γwγ \Γ
w′
g−1γg
<0<w
g−1γg
[∫
B
g−1γg
j′(z)
j(τ)− j(z)
√
Dγdτ
Qg−1γg(τ, 1)
+
sgn(g−1γg)
√
Dγ
Qg−1γg(z, 1)
]
.
Since this expression is also valid at −1/z, we have
z−2Fγ(−1/z)− Fγ(z) = −
√
Dγ
2
∑
g∈Γwγ \Γ
w′
g−1γg
<0<w
g−1γg
sgn(Sg−1γgS−1)− sgn(g−1γg)
Qg−1γg(z, 1)
=
√
Dγ
∑
g∈Γwγ \Γ
w′
g−1γg
<0<w
g−1γg
sgn(g−1γg)
Qg−1γg(z, 1)
.
Now sgn(g−1γg) = sgn(Qg−1γg). This concludes the proof.
Unfortunately, we do not get the analytic continuation of the hyperbolic Eisenstein
series Eγ(z, s) to s = 0. Here we compute its Fourier expansion by using Zagier’s method
[55]. For Re(s) > 0, we split the sum in the definition of Eγ(z, s) as follows.
Eγ(z, s) =
∑
[a,b,c]∼Qγ
sgn(a) Im(z)s
(az2 + bz + c)|az2 + bz + c|s
=
∑
a∈Z6=0
∑
b (mod 2a)
[a,b,
b2−Dγ
4a
]∼Qγ
∑
n∈Z
sgn(a)
a(z + n)2 + b(z + n) + b
2−Dγ
4a
Im(z)s
|a(z + n)2 + b(z + n) + b2−Dγ
4a
|s
.
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The first and second sums correspond to the sum over g ∈ Γwγ\Γ/Γ∞. Since the most
inner sum is invariant under z 7→ z + 1, by the theory of Fourier expansion,
Eγ(z, s) =
∑
a∈Z6=0
∑
b(2a)
[a,b,
b2−Dγ
4a
]∼Qγ
∑
n∈Z
cn(y, s)e
2πinx, z = x+ iy,
whose coefficients are given by
cn(y, s) = y
s
∫ ∞
−∞
sgn(a)
az2 + bz + b
2−Dγ
4a
e−2πinx
|az2 + bz + b2−Dγ
4a
|s
dx.
By changing the variable as z + b/2a 7→ z, the coefficient becomes
cn(y, s) = y
seπinb/a
∫ ∞
−∞
1
|a|z2 − Dγ
4|a|
e−2πinx
|az2 − Dγ
4a
|sdx.
The integral converges absolutely for Re(s) > −1/2. Thus the coefficient cn(y, s) has
the limit at s = 0. Recall the inverse Laplace transformation formula [1, 29.3.57] for
a > 0, Dγ > 0 and y > 0,∫ ∞+iy
−∞+iy
e−2πinzdz
(az2 + bz + b
2−Dγ
4a
)k
=
(−1)k2k+1/2πk+1nk−1/2
D
k/2−1/4
γ
√
a(k − 1)!
Jk−1/2
(
πn
√
Dγ
a
)
eπinb/a,
where
Jk−1/2(t) :=
(
t
2
)k−1/2 ∞∑
n=0
(−1)n (t/2)
2n
n!Γ(k + 1/2 + n)
is the J-Bessel function. For n > 0, at s = 0,
cn(y, 0) = e
πinb/ae−2πny
∫ ∞+iy
−∞+iy
e−2πinz
|a|z2 − Dγ
4|a|
dz = eπinb/ae−2πny
−23/2π2n1/2
D
1/4
γ
√|a| J1/2
(
πn
√
Dγ
|a|
)
.
The n-th term of the Fourier expansion of Eγ(z, s) at s = 0 is (formally) given by
−23/2π2n1/2
D
1/4
γ
∑
a∈Z6=0
1√|a|
( ∑
b(2a)
[a,b,
b2−Dγ
4a
]∼Qγ
eπinb/a
)
J1/2
(
πn
√
Dγ
|a|
)
qn.
The task is to check the convergence of this sum over a ∈ Z6=0, but the difficulty comes
from the estimate of the middle finite sum over b, so-called a quadratic Weyl sum. Let
QD ⊂ Q be the subset of binary quadratic forms with discriminant D. If |QDγ/Γ| = 1,
then Andersen-Duke [3] showed that the above sum converges and equals
− 2√
Dγ
(
v˜aln(γ) + 24σ1(n)v˜al0(γ)
)
qn.
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Actually, Andersen-Duke considered all cases but the traces of cycle integrals. We conjec-
ture that the hyperbolic Eisenstein series Eγ(z, s) has the analytic continuation to s = 0,
and equals
lim
s→0
Eγ(z, s) = − 2√
Dγ
(
Fγ(z)− v˜al0(γ)E∗2(z)
)
. (2.12)
The right-hand side is the i∞-component of a locally harmonic Maass form of weight 2
on Γ,
− 2√
Dγ
∫ γτ0
τ0
(
j′(z)
j(τ)− j(z) − E
∗
2(z)
) −√Dγdτ
Qγ(τ, 1)
. (2.13)
A locally harmonic Maass form is a harmonic Maass form with jumping singularity on the
net of geodesics in H, which was originally introduced by Bringmann-Kane-Kohnen [15].
Actually, the function in (2.13) is a modular form of weight 2, annihilated by the action of
∆2, and has jumping singularities on geodesics. For more details, see [12, Section 13.4].
More recently, Lo¨brich-Schwagenscheidt [40, Theorem 4.2] constructed similar locally
harmonic Maass forms of weight 2− 2k ≤ 0.
3 Hyperbolic Rademacher Symbol
3.1 Definitions
In 2017, Duke-Imamog¯lu-To´th [21] introduced a hyperbolic analogue of the Rademacher
symbol inspired by Ghys’ work [23]. In this part, we recall their work.
As in Section 2.3, for a primitive hyperbolic element γ =
(
a b
c d
) ∈ Γ with sgn(Qγ) :=
sgn(c) > 0 and tr(γ) > 2, we consider the generating function of the cycle integrals
Fγ(z) :=
∞∑
m=0
v˜alm(γ)q
m.
This is not a modular form, but gives a weight 2 rational (parabolic) cocycle by
rγ(σ, z) := j(σ, z)
−2Fγ(σz)− Fγ(z) =
√
Dγ
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞<w
g−1γg
sgn(Qg−1γg)
Qg−1γg(z, 1)
whose poles are located at real quadratic irrationals. Here a function r : Γ × H → C
is called a weight k rational cocycle if r(σ1σ2) = j(σ2, z)
−kr(σ1, σ2z) + r(σ2, z) holds
for all σ1, σ2 ∈ Γ. Moreover, if r(T, z) = 0 identically holds, the cocycle is called a
parabolic cocycle. Then there uniquely exists the weight 0 cocycle Rγ(σ, z) satisfying
d
dz
Rγ(σ, z) = rγ(σ, z) since both generators T, S of Γ are torsion elements. Such cocycle
is constructed by Rγ(σ, z) := Gγ(σz)−Gγ(z), where Gγ(z) is a primitive function
Gγ(z) := v˜al0(γ)z +
1
2πi
∞∑
m=1
v˜alm(γ)
m
qm.
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More precisely, let Lγ(s, α) be the Dirichlet series defined by
Lγ(s, α) :=
∞∑
m=1
v˜alm(γ)e
2πimα
ms
with a rational number α ∈ Q. This series converges for Re(s) ≫ 0, and has the
meromorphic continuation to s > 0 (see [21, Theorem 4.1]). Then the cocycle Rγ(σ, z)
for σ =
(
a b
c d
) ∈ Γ with c 6= 0 is given by
Rγ(σ, z) =
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞<w
g−1γg
[
log(z − wg−1γg)− log(z − w′g−1γg)
]
+
1
2πi
Lγ(1, a/c) + v˜al0(γ) · a + d
c
,
(3.1)
where wg−1γg > w
′
g−1γg are the fixed points of g
−1γg. Here we take the principal branch
Im log z ∈ (−π, π]. As remarked before, the summation in the right-hand side is a finite
sum. For c = 0, the cocycle is given by Rγ(
(
a b
0 d
)
, z) = v˜al0(γ)b/d. Under these nota-
tions, they defined the hyperbolic analogues of the Dedekind symbol and the Rademacher
symbol.
Definition 3.1. [21] Let γ ∈ Γ be a primitive hyperbolic element with sgn(Qγ) > 0 and
tr(γ) > 2. Then for any σ ∈ Γ, the hyperbolic Dedekind symbol Φγ(σ) is defined by
Φγ(σ) :=
2
π
lim
y→∞
ImRγ(σ, iy) = − 1
π2
ReLγ(1, σi∞).
In addition, for another primitive hyperbolic element σ with tr(σ) > 2 such that wσ, w
′
σ 6∈
{wg−1γg | g ∈ Γwγ\Γ}, the hyperbolic Rademacher symbol Ψγ(σ) is defined by
Ψγ(σ) := lim
n→∞
Φγ(σ
n)
n
.
These are analogues of the classical Dedekind and Rademacher symbol in the following
sense. For the weight 0 rational cocycle R(σ, z) := log∆(σz) − log∆(z) given in (1.1),
we get a similar characterization of Φ(σ) by
Φ(σ) =
1
2π
lim
y→∞
ImR(σ, iy).
Moreover Rademacher showed in [50, Satz 9], for any non-elliptic element σ and any
integer n ∈ Z, Ψ(σn) = nΨ(σ). Thus we also obtain the expression
Ψ(σ) = lim
n→∞
Φ(σn)
n
,
(see also Barge-Ghys [8]).
The authors [21, Theorem 3] established a beautiful connection between Ψγ(σ) and the
linking number of two modular knots defined from γ and σ. We here note the geometric
interpretations of these symbols.
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Theorem 3.2. [21, Theorem 5.2] For any σ =
(
a b
c d
) ∈ Γ with c 6= 0, we have Φγ(σ−1) =
Φγ(σ) and
Φγ(σ) = −
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞<w
g−1γg
1.
For σ with c = 0, Φγ(σ) = 0.
Theorem 3.3. [21, Theorem 6.4, 6.8] Under the same assumptions as in Definition 3.1,
we have
Ψγ(σ) = −
∑
g∈Γwγ \Γ/Γwσ
S
g−1γg intersects with Sσ
1.
3.2 First Explicit Formula for Ψγ(σ)
Our aims of this section are to prove Theorem 1.1, and to investigate the sum of integrals
(3.5) at s = 0. In Section 2, we studied the Eisenstein series Eγ(z, s). For a parabolic
element T =
(
1 1
0 1
)
, the limit of ET (z, s) to s→ 0+ gives the harmonic Maass form E∗2(z).
For a hyperbolic element σ ∈ Γ with sgn(Qσ) > 0 and tr(σ) > 2, its holomorphic part
E2(z) satisfies
lim
n→∞
Re
∫ σn+1z0
σnz0
E2(z)dz = Ψ(σ)
as we described in (1.3). In other words, the weight 0 cocycle R(σ, z) = log∆(σz) −
log∆(z) satisfies the equation
Ψ(σ) =
1
2π
lim
n→∞
ImR(σ, σnz0), (z0 ∈ H).
We begin by showing a similar formula for the hyperbolic Rademacher symbol Ψγ(σ).
To do that, we first check an easy fact.
Lemma 3.4. Let σ =
(
a b
c d
) ∈ Γ be a hyperbolic element with fixed points wσ > w′σ. For
any z ∈ H ∪ P1(R)\{wσ, w′σ}, we have
lim
n→∞
σnz =
{
wσ if sgn(σ) := sgn(c(a+ d)) > 0,
w′σ if sgn(σ) < 0.
This is compatible with the orientation of the geodesic Sσ.
Proof. Since σ is diagonalized by the scaling matrix Mσ as in (1.6), we have
σn = Mσ
(
ξnσ 0
0 ξ−nσ
)
M−1σ =
1
wσ − w′σ
(
wσξ
n
σ − w′σξ−nσ wσw′σ(ξ−nσ − ξnσ)
ξnσ − ξ−nσ −w′σξnσ + wσξ−nσ
)
.
Here ξσ := cwσ + d =
a+ d+ sgn(c)
√
(a+ d)2 − 4
2
satisfies |ξσ| > 1 if c(a + d) > 0, and
0 < |ξσ| < 1 if c(a+ d) < 0.
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Theorem 3.5. Let γ, σ ∈ Γ be primitive hyperbolic elements such that sgn(Qγ) >
0, tr(γ) > 2, tr(σ) > 2, and wσ, w
′
σ 6∈ {wg−1γg | g ∈ Γwγ\Γ}. These conditions are
same as in Definition 3.1. Then for any z ∈ H ∪ P1(R)\{wσ, w′σ}, we have
Ψγ(σ) =
2
π
lim
n→∞
ImRγ(σ, σ
nz). (3.2)
Proof. We check the coincidence by using the explicit formula (3.1). We put w∞σ :=
limn→∞ σnz ∈ {wσ, w′σ}. Since wσ, w′σ 6∈ {wg−1γg | g ∈ Γwγ\Γ} is assumed, the right-hand
side equals
2
π
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞<w
g−1γg
[
arg(w∞σ − wg−1γg)− arg(w∞σ − w′g−1γg)
]
− 1
π2
ReLγ(1, σi∞)
= Φγ(σ) + 2
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞,w∞σ <wg−1γg
1. (3.3)
As for the left-hand side, by the definition,
Ψγ(σ) = lim
n→∞
Φγ(σ
n)
n
= lim
n→∞
1
n
· 2
π
lim
y→∞
ImRγ(σ
n, iy).
Since Rγ(σ, z) satisfies the cocycle condition, that is, Rγ(σ1σ2, z) = Rγ(σ1, σ2z)+Rγ(σ2, z),
Rγ(σ
n, iy) =
n−1∑
k=0
Rγ(σ, σ
kiy).
Combining them and (3.1), the hyperbolic Rademacher symbol is equal to
2
π
lim
n→∞
1
n
n−1∑
k=0
[
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞<w
g−1γg
[
arg(σki∞− wg−1γg)− arg(σki∞− w′g−1γg)
]
− 1
2π
ReLγ(1, σi∞)
]
.
For a large enough k, the inner sum equals∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞,w∞σ <wg−1γg
π.
Thus Ψγ(σ) coincides with (3.3).
As a corollary of this proof, we get Theorem 1.1.
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Corollary 3.6 (Theorem 1.1). Let γ, σ be as in Theorem 3.5, and w∞σ := limn→∞ σ
nz ∈
{wσ, w′σ} with z ∈ H. Then we have
Ψγ(σ) = Φγ(σ) + 2
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞,w∞σ <wg−1γg
1
= −
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞<w
g−1γg
1 + 2
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−1i∞,w∞σ <wg−1γg
1.
An important consequence of this corollary is to make the Rademacher symbol Ψγ(σ)
computable. As remarked in [21, Remark 3.1], the sums are finite, and we can easily
list all Qg−1γg (g ∈ Γwγ\Γ) such that w′g−1γg < σ−1i∞ < wg−1γg by using Mathematica,
for example. For convenience, we describe the details. Let QD be the set of binary
quadratic forms [A,B,C] with discriminant D. For a rational number −d/c ∈ Q with
c > 0, (c, d) = 1, we show the finiteness of the set {[A,B,C] ∈ QD | w′ < −d/c < w},
where w > w′ are the roots of [A,B,C](z, 1). Since [A,B,C] and [−A,−B,−C] have the
same roots, we always assume that A > 0 without loss of generality. The equation
−B −√D
2A
< −d
c
<
−B +√D
2A
is equivalent to −c√D < cB−2dA < c√D. When we put n = cB−2dA ∈ Z, the number
of choices of n is finite. Since 4A(d2A + nd − c2C) = c2D − n2, the number c2D − n2 is
a multiple of 4, and A is a divisor of (c2D− n2)/4. Thus for each fixed n, the number of
choices of A is also finite. Now we take n and A as above. If both of
B =
n+ 2dA
c
, C =
B2 −D
4A
are integers, the quadratic form [A,B,C] is desired one. This algorithm with finite steps
lists all [A,B,C] ∈ QD such that w′ < −d/c < w. By restricting QD to the class
[Qγ ] ∈ QDγ/Γ, we can count Ψγ(σ).
From Theorem 3.3, the hyperbolic Rademacher symbol is a class invariant function.
On the other hand, when we regard the formula (3.2) as its definition, this seems not to
be trivial. Here we provide a proof of this property from Theorem 3.5.
Proposition 3.7. Under the same assumptions as in Theorem 3.5, for any g ∈ Γ we
have
Ψγ(g
−1σg) = Ψγ(σ).
Proof. By Theorem 3.5,
Ψγ(g
−1σg) =
2
π
lim
n→∞
ImRγ(g
−1σg, g−1σngz)
=
2
π
lim
n→∞
Im
[
Rγ(g
−1, σn+1gz) +Rγ(σ, σngz) +Rγ(g, g−1σngz)
+Rγ(g
−1, σngz)− Rγ(g−1, σngz)
]
.
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The second term becomes Ψγ(σ). The sum of the third and fourth terms are
Rγ(g, g
−1σngz) +Rγ(g−1, σngz) = Rγ(g−1g, g−1σngz) = 0.
The remaining two terms are also cancelled out.
Finally, as an analogue of (1.3), we also have an integral expression of the hyperbolic
Rademacher symbol. Let ǫ :=
(−1 0
0 1
) ∈ GL2(Z). Then we easily see that ǫ−1( a bc d )ǫ =(
a −b
−c d
)
and
ǫ−1Γǫ = Γ, Qǫ−1γǫ(z, 1) = −Qγ(−z, 1), sgn(Qǫ−1γǫ) = − sgn(Qγ) (3.4)
hold. For Re(s) > 0, we consider a sum of geodesic integrals as in Katok [33],
lim
n→∞
(∫ σn+1z0
σnz0
Eγ(z, s)dz +
∫ ǫ−1σn+1ǫz1
ǫ−1σnǫz1
Eǫ−1γǫ(z, s)dz
)
, (3.5)
where z0 ∈ Sσ and z1 = −z0 ∈ Sǫ−1σǫ, and the path of integrations are in Sσ, Sǫ−1σǫ,
respectively. The assumptions on γ and σ are the same as in Theorem 3.5. In order to
compute this, we prepare a lemma.
Lemma 3.8. For any hyperbolic elements γ, σ ∈ Γ, we have
lim
n→±∞
sgn(σ−nγσn) = sgn(M−1σ γMσ)×
{ ± sgn(σ) if Sγ intersets with Sσ,
1 otherwise.
Proof. The idea is the same as the proof of (2.9). The sign satisfies sgn(γ) = sgn(c(a +
d)) > 0 if the cusp i∞ is the left-hand side seen from the geodesic Sγ, and sgn(γ) < 0
otherwise. Thus we have to compare the positional relations between the points σni∞ and
wσ =Mσi∞ seen from the geodesic Sγ. Recall that σni∞ tends to wσ or w′σ. If Sγ does
not intersect with Sσ, then wσ and w
′
σ are located in the same side seen from Sγ . Thus the
second case follows. If Sγ intersects with Sσ and sgn(σ) > 0, then limn→−∞ σni∞ = w′σ.
In this case, wσ and w
′
σ are opposite seen from Sγ. Thus the signs are different. Other
remaining cases are also checked in a similar way.
We now compute the limit (3.5). By the usual unfolding argument,∫ σn+1z0
σnz0
Eγ(z, s)dz =
∑
g∈Γwγ \Γ/Γwσ
∑
m∈Z
∫ σn+m+1z0
σn+mz0
sgn(Qσ−mg−1γgσm)y
s
Qg−1γg(z, 1)|Qg−1γg(z, 1)|sdz
=
∑
g∈Γwγ \Γ/Γwσ
∑
m∈Z
∫ iξ2(n+m+1)σ y0
iξ
2(n+m)
σ y0
sgn(Qσ−mg−1γgσm)y
s
QM−1σ g−1γgMσ(z, 1)|QM−1σ g−1γgMσ(z, 1)|s
dz.
Here we put M−1σ z0 = iy0. The changing the order of integrations are valid for Re(s) >
0. Since Ψγ(σ
−1) = Ψγ(σ) holds, we also assume that sgn(Qσ) > 0 and tr(σ) > 2.
Then sgn(σ) > 0. By Lemma 3.8, we can take m0 ∈ Z such that sgn(Qσ−mg−1γgσm) =
s(g) sgn(M−1σ γMσ) for any m < m0, where s(g) = −1 if Sg−1γg intersects with Sσ, and
s(g) = 1 otherwise. On the other hand, the sum for m ≥ m0 is bounded by∫ ∞
ξ
2(n+m0)
σ y0
yRe(s)
|QM−1σ g−1γgMσ(iy, 1)|Re(s)+1
dy,
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which converges to 0 as n→∞. Thus we have for Re(s) > 0,
lim
n→∞
∫ σn+1z0
σnz0
Eγ(z, s)dz =
∑
g∈Γwγ \Γ/Γwσ
∫ i∞
0
s(g) sgn(QM−1σ g−1γgMσ)y
s
QM−1σ g−1γgMσ(z, 1)|QM−1σ g−1γgMσ(z, 1)|s
dz.
As for the second half of (3.5), by using (3.4) we can obtain a similar expression. Com-
bining them, (3.5) equals
∑
g∈Γwγ \Γ/Γwσ
∫ i∞
−i∞
s(g) sgn(QM−1σ g−1γgMσ)| Im(z)|s
QM−1σ g−1γgMσ(z, 1)|QM−1σ g−1γgMσ(z, 1)|s
dz.
For each term, if the geodesic Sg−1γg does not intersect with Sσ, the integral vanishes at
s = 0, which immediately follows from Cauchy’s theorem. Since the number of geodesics
Sg−1γg intersecting with Sσ is finite, this sum converges at s = 0. By the residue theorem,
this equals
∑
g∈Γwγ \Γ/Γwσ
S
g−1γg intersects with Sσ
∫ i∞
−i∞
− sgn(QM−1σ g−1γgMσ)
QM−1σ g−1γgMσ(z, 1)
dz =
2πi√
Dγ
∑
g∈Γwγ \Γ/Γwσ
S
g−1γg intersects with Sσ
1
= − 2πi√
Dγ
Ψγ(σ).
This is an hyperbolic analogue of (1.3).
4 Second Explicit Formula
4.1 Hyperbolic Dedekind Symbol
It is known that the classical Dedekind symbol Φ(σ) satisfies the following relation [51,
(62)].
Φ(σ1σ2) = Φ(σ1) + Φ(σ2)− 3 sgn(c1c2c12),
where we put σi =
(
ai bi
ci di
) ∈ Γ and σ1σ2 = ( a12 b12c12 d12 ). The Dedekind symbol Φ(σ) is
uniquely determined by this relation. As for the hyperbolic Dedekind symbol Φγ(σ), we
have the following relation.
Proposition 4.1. Let γ ∈ Γ be a primitive hyperbolic element with sgn(Qγ) = sgn(c) > 0
and tr(γ) > 2. Then for any σ1, σ2 ∈ Γ, the hyperbolic Dedekind symbol satisfies
Φγ(σ1σ2) = Φγ(σ1) + Φγ(σ2) + 2
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−11 i∞,σ2i∞<wg−1γg
1.
If either σ1 or σ2 is in Γ∞, then the last sum equals 0.
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Proof. By the cocycle relation of Rγ(σ, z),
Φγ(σ1σ2) =
2
π
lim
y→∞
Im
(
Rγ(σ1, σ2iy) +Rγ(σ2, iy)
)
=
2
π
lim
y→∞
ImRγ(σ1, σ2iy) + Φγ(σ2).
The explicit formula (3.1) implies that
2
π
lim
y→∞
ImRγ(σ1, σ2iy) = 2
∑
g∈Γwγ \Γ
w′
g−1γg
<σ−11 i∞,σ2i∞<wg−1γg
1− 1
π2
ReLγ(1, σ1i∞).
Thus we get the relation.
By this proposition, we can compute the hyperbolic Dedekind symbol Φγ(σ) induct-
ively. Here we describe basic relations for this induction, which have slightly different
forms from [21, Theorem 5.4].
Corollary 4.2. Let T =
(
1 1
0 1
)
and S =
(
0 −1
1 0
)
be generators of Γ. For any σ ∈ Γ, we
have
Φγ(σ
−1) = Φγ(−σ) = Φγ(σ), Φγ(I) = 0, (4.1)
Φγ(T
±1σ) = Φγ(σ), (4.2)
Φγ(S
±1σ) = Φγ(σ) + Φγ(S) + 2
∑
g∈Γwγ \Γ
w′
g−1γg
<0,σi∞<w
g−1γg
1. (4.3)
4.2 Second Explicit Formula for Ψγ(σ)
In this section, we provide a precise statement of Theorem 1.2 and its proof. Since
Ψγ(σ) is a class invariant (Proposition 3.7) and satisfies Ψγ(σ
n) = nΨγ(σ), the problem
is reduced to that for primitive elements
γ =
(
a0 1
1 0
)
· · ·
(
a2n−1 1
1 0
)
, σ =
(
b0 1
1 0
)
· · ·
(
b2m−1 1
1 0
)
(4.4)
such that wσ, w
′
σ 6∈ {wg−1γg | g ∈ Γwγ\Γ}. Here all coefficients ai, bj are positive integers.
First, for a rational number x ∈ Q, we put
eγ(x) := Φγ(S) + 2
∑
g∈Γwγ \Γ
w′
g−1γg
<0,x<w
g−1γg
1.
Then Corollary 4.2 implies that
Φγ(T
±1σ) = Φγ(σ), Φγ(S±1σ) = Φγ(σ) + eγ(σi∞). (4.5)
The idea of our proof is that we first compute the hyperbolic Dedekind symbol Φγ(σ)
explicitly, and apply the homogenization formula Ψγ(σ) = limn→∞Φγ(σn)/n.
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Proposition 4.3. For the hyperbolic element σ of the form
σ =
(
b0 1
1 0
)
· · ·
(
b2m−1 1
1 0
)
,
we have
Φγ(σ) =
2m−1∑
j=1
eγ
(
(−1)j[bj , bj+1, . . . , b2m−1]
)
+ Φγ(S),
where [bj , bj+1, . . . , b2m−1] ∈ Q is a continued fraction expansion (see Appendix A).
Proof. By the fact(
a 1
1 0
)(
b 1
1 0
)
=
(
1 a
0 1
)(
0 −1
1 0
)(
1 −b
0 1
)(
0 1
−1 0
)
= T aST−bS−1,
the element σ is expressed as σ = T b0ST−b1S−1 · · ·T−b2m−1S−1. From (4.5), we see that
Φγ(σ) = Φγ(T
−b1S−1T b2S · · ·T−b2m−1S−1) + eγ(−[b1, . . . , b2m−1]).
From (4.5) again, we have
Φγ(T
−b1S−1 · · ·T−b2m−1S−1) = Φγ(T b2S · · ·T−b2m−1S−1) + eγ([b2, b3, . . . , b2m−1]).
Repeating this process finishes the proof.
By virtue of this proposition, our problem is reduced again to getting an explicit
formula of eγ(x) for x = (−1)j [bj , bj+1, . . . , b2m−1]. To this end, it suffices to count the
number ∑
g∈Γwγ \Γ
w′
g−1γg
<0,x<w
g−1γg
1. (4.6)
Since wγ = [a0, . . . , a2n−1] is a reduced real quadratic irrational, Lemma A.2 implies
Γwγ =
∞⋃
r=0
⋃
0≤i<2n
i≡r (2)
Ar,i,
where
Ar,i = {[k0, . . . , kr−1, ai, . . . , a2n−1, a0, . . . , ai−1] | k0 ∈ Z, k1, . . . , kr−1 ∈ Z>0, kr−1 6= ai−1}.
Thus the number (4.6) is divided as∑
g∈Γwγ \Γ
w′
g−1γg
<0,x<w
g−1γg
1 =
∞∑
r=0
∑
0≤i<2n
i≡r (2)
#{v ∈ Ar,i | v′ < 0, x < v or v < 0, x < v′}
=:
∞∑
r=0
∑
0≤i<2n
i≡r (2)
Nr,i(x),
where v′ is the Galois conjugate of v.
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Lemma 4.4. Let γ, σ be as in (4.4), and ℓ = 1, . . . , m. For x = −[b2ℓ−1, . . . , b2m−1], we
have
eγ(x) = −2
[ ∑
0≤i<2n
min(ai, b2ℓ−1)
−
∑
0≤k<n
(
δ(a2k ≥ b2ℓ−1)δ([b2ℓ, . . . , b2m−1] ≥ [a2k−1, a2k−2, . . . , a2k+2ℓ−2m])
+ δ(a2k−1 ≥ b2ℓ−1)δ([b2ℓ, . . . , b2m−1] ≥ [a2k, a2k+1, . . . , a2k−2ℓ+2m−1])
)]
,
where δ(P ) = 1 if P is true or empty and δ(P ) = 0 otherwise. We put ai = ai (mod 2n).
Proof. By a simple calculation, for 1 ≤ ℓ < m we have
−[b2ℓ−1, . . . , b2m−1] =
{
[−b2ℓ−1 − 1, 1, b2ℓ − 1, b2ℓ+1, . . . , b2m−1] if b2ℓ > 1,
[−b2ℓ−1 − 1, b2ℓ+1 + 1, b2ℓ+2, . . . , b2m−1] if b2ℓ = 1.
First we count the number of Nr,i(x).
(i) The case of r = 0. For v = [a2k, . . . , a2k+2n−1], its Galois conjugate is
v′ = [−1, 1, a2k−1 − 1, a2k−2, . . . , a2k−2n−1],
by Proposition A.4. Since x ≤ −1, the inequation v′ < x < 0 < v does never hold. Thus
N0,2k = 0 for any 0 ≤ k < n.
(ii) The case of r = 1. For v = [k0, a2k+1, . . . , a2k+2n] with k0 6= a2k, we have
v′ = [k0 − a2k − 1, 1, a2k−1 − 1, a2k−2, . . . , a2k−2n−1].
Now we consider the inequation v′ < x < 0 < v. From v > 0, the number k0 should
be k0 ≥ 0. The inequation v′ < x holds if and only if k0 − a2k − 1 < −b2ℓ−1 − 1, or
k0 = a2k − b2ℓ−1 and [b2ℓ, . . . , b2m−1] ≥ [a2k−1, a2k−2, . . . , a2k+2ℓ−2m]. Thus the number of
such k0 is given by
N1,2k+1 = a2k −min(a2k, b2ℓ−1)
+ δ(a2k ≥ b2ℓ−1)δ([b2ℓ, . . . , b2m−1] ≥ [a2k−1, a2k−2, . . . , a2k+2ℓ−2m]).
(4.7)
If ℓ = m, then x = −b2m−1. In this case, k0 should satisfy 0 ≤ k0 < a2k− b2m−1+1. Thus
N1,2k+1 = a2k −min(a2k, b2m−1) + δ(a2k ≥ b2m−1), which is contained in (4.7).
(iii) The case of r = 2. For v = [k0, k1, a2k+2, . . . , a2k+2n+1] with k1 6= a2k+1, its Galois
conjugate is given by
v′ =

[k0, . . . ] if k1 > a2k+1 + 1,
[k0 + 1, . . . ] if k1 = a2k+1 + 1, a2k > 1,
[k0 + a2k−1 + 1, a2k−2, . . . , a2k−2n−1] if k1 = a2k+1 + 1, a2k = 1,
[k0 − 1, . . . ] if 0 < k1 < a2k+1.
Since |x − 0| ≥ 1, the contribution comes only from the third case. Then we consider
v < x < 0 < v′. From v′ > 0, we have k0 ≥ −a2k−1 − 1. On the other hand, from v < x,
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we get k0 < −b2ℓ−1 − 1, or k0 = −b2ℓ−1 − 1 and [a2k+1 + 1, a2k+2, . . . , a2k−2ℓ+2m+1] ≥
[1, b2ℓ − 1, b2ℓ+1, . . . , b2m−1]. If b2ℓ > 1, then the last inequality always holds, but for
b2ℓ = 1, this is equivalent to [a2k+1, . . . , a2k−2ℓ+2m−1] ≥ [b2ℓ+1, . . . , b2m−1]. Thus we have
N2,2k+2 = δ(a2k = 1)
[
a2k−1 −min(a2k−1, b2ℓ−1) + δ(a2k−1 ≥ b2ℓ−1)
(
δ(b2ℓ > 1)
+ δ(b2ℓ = 1)δ([a2k+1, a2k+2, . . . , a2k−2ℓ+2m−1] ≥ [b2ℓ+1, . . . , b2m−1])
)]
.
(4.8)
The case of ℓ = m is also included.
(iv) The case of r = 3. For v = [k0, k1, k2, a2k+1, . . . , a2k+2n] with k2 6= a2k, its Galois
conjugate is given by
v′ =

[k0, . . . ] if k2 > a2k,
[k0, . . . ] if 0 < k2 < a2k, k1 > 1,
[k0 + a2k−1 + 1, a2k−2, . . . , a2k−2n−1] if 0 < k2 = a2k − 1, k1 = 1,
[k0 + 1, . . . ] if 0 < k2 < a2k − 1, k1 = 1.
In this case also, the contribution comes only from the third case. Then we consider
v < x < 0 < v′. From v′ > 0, the number k0 should be k0 ≥ −a2k−1 − 1. The inequation
v < x is equivalent to k0 < −b2ℓ−1 − 1, or k0 = −b2ℓ−1 − 1 and [b2ℓ, . . . , b2m−1] ≥
[a2k, a2k+1, . . . , a2k−2ℓ+2m−1]. Thus we have
N3,2k+1 = δ(a2k > 1)
(
a2k−1 −min(a2k−1, b2ℓ−1)
+ δ(a2k−1 ≥ b2ℓ−1)δ([b2ℓ, . . . , b2m−1] ≥ [a2k, a2k+1, . . . , a2k−2ℓ+2m−1])
)
.
(4.9)
For r ≥ 4, we easily see that the number Nr,i always becomes 0. Combining all results,
we get
∑
g∈Γwγ \Γ
w′
g−1γg
<0,x<w
g−1γg
1 =
n∑
k=1
[
a2k−1 + a2k −min(a2k−1, b2ℓ−1)−min(a2k, b2ℓ−1)
+ δ(a2k−1 ≥ b2ℓ−1)δ([b2ℓ, . . . , b2m−1] ≥ [a2k, a2k+1, . . . , a2k−2ℓ+2m−1])
+ δ(a2k ≥ b2ℓ−1)δ([b2ℓ, . . . , b2m−1] ≥ [a2k−1, a2k−2, . . . , a2k+2ℓ−2m])
]
.
To finish the proof, we next compute
Φγ(S) = −
∑
g∈Γwγ \Γ
w′
g−1γg
<0<w
g−1γg
1
in a similar way. By repeating the same argument as above for x = 0, we obtain (i)
N0,2k = 1, (ii) N1,2k+1 = a2k, (iii) N2,2k+2 = δ(a2k > 1)+ δ(a2k = 1)(a2k−1+1)+a2k+1−1,
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(iv) N3,2k+1 = δ(a2k > 1)(a2k−1 + 1) + a2k − 2 + δ(a2k = 1), and Nr,i = 0 for r ≥ 4.
Therefore, we get
Φγ(S) = −2
n∑
k=1
(
a2k−1 + a2k
)
. (4.10)
This concludes the proof.
Corollary 4.5. For a hyperbolic element γ of the form
γ =
(
a0 1
1 0
)
· · ·
(
a2n−1 1
1 0
)
,
we have
Φγ(S) = −2
∑
0≤i<2n
ai,
that is, ∑
g∈Γwγ \Γ
w′
g−1γg
<0<w
g−1γg
1 = 2
∑
0≤i<2n
ai.
The corollary is an interesting analogue of the classical Rademacher symbol in the
sense of (1.4). In particular, this gives the number of simple quadratic forms in the
Γ-equivalent class of Qγ . Here Q(X, Y ) = AX
2 + BXY + CY 2 is said to be simple if
AC < 0 holds, which was studied by Choie-Zagier [17].
Similarly, we get the counting formula of eγ(x) for x = [b2ℓ, b2ℓ+1, . . . , b2m−1] as follows.
Lemma 4.6. Let γ, σ be as in (4.4), and ℓ = 1, . . . , m− 1. For x = [b2ℓ, . . . , b2m−1], we
have
eγ(x) = −2
[ ∑
0≤i<2n
min(ai, b2ℓ)
−
∑
0≤k<n
(
δ(a2k ≥ b2ℓ)δ([b2ℓ+1, . . . , b2m−1] > [a2k+1, a2k+2, . . . , a2k−2ℓ+2m−1])
+ δ(a2k−1 ≥ b2ℓ)δ([b2ℓ+1, . . . , b2m−1] > [a2k−2, a2k−3, . . . , a2k+2ℓ−2m])
)]
.
Combining Proposition 4.3 with Lemma 4.4 and 4.6, we get an explicit formula for
Φγ(σ). Furthermore, by using the homogenization formula
Ψγ(σ) = lim
n→∞
Φγ(σ
n)
n
,
we get the following formula for the hyperbolic Rademacher symbol Ψγ(σ).
Theorem 4.7 (Theorem 1.2). Let γ, σ be as in (4.4). Then we have
Ψγ(σ) = −2
 ∑
0≤i<2n
0≤j<2m
min(ai, bj)− ψγ(σ)
 ,
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where ψγ(σ) is given by
ψγ(σ) =
∑
0≤k<n
∑
0≤ℓ<m
(
δ(a2k ≥ b2ℓ−1)δ([b2ℓ, . . . , b2ℓ+2m−1] ≥ [a2k−1, . . . , a2k−2n])
+ δ(a2k−1 ≥ b2ℓ−1)δ([b2ℓ, . . . , b2ℓ+2m−1] ≥ [a2k, . . . , a2k+2n−1])
+ δ(a2k ≥ b2ℓ)δ([b2ℓ+1, . . . , b2ℓ+2m] > [a2k+1, . . . , a2k+2n])
+ δ(a2k−1 ≥ b2ℓ)δ([b2ℓ+1, . . . , b2ℓ+2m] > [a2k−2, . . . , a2k−2n−1])
)
.
Here we put ai = ai (mod 2n), bj = bj (mod 2m).
Proof. We can also apply Lemma 4.4 and 4.6 to
σr =
(
b0 1
1 0
)
· · ·
(
b2mr−1 1
1 0
)
with bj = bj (mod 2m). The value δ([b2ℓ, . . . , b2mr−1] ≥ [a2k−1, a2k−2, . . . , a2k+2ℓ−2mr]) is
equal to
δ([b2ℓ, . . . , b2ℓ+2m−1] ≥ [a2k−1, . . . , a2k−2n]) (4.11)
if the length 2mr − 2ℓ ≥ lcm(2n, 2m), that is, ℓ ≤ mr − lcm(n,m). The point is that
lcm(n,m) and (4.11) are independent of r. Similar as above, we can estimate other three
terms. Thus the limit
Ψγ(σ) = lim
r→∞
[
1
r
2mr−1∑
j=1
eγ
(
(−1)j [bj , bj+1, . . . , b2mr−1]
)
+
Φγ(S)
r
]
gives the statement of our theorem.
Remark 4.8. The integer-valued function ψγ(σ) satisfies 0 ≤ ψγ(σ) ≤ 2mn, whose
bound 2mn is independent of the coefficients of γ and σ. We do not know if there exists
a simpler formula for this ψγ(σ).
A Appendix: Continued Fractions
In this Appendix, we review the theory of continued fractions. It is well-known that a
real number w ∈ R\Q has the following unique expression
w = [a0, a1, a2, . . . ] = a0 +
1
a1 +
1
a2 +
1
.. .
where aj ∈ Z with aj ≥ 1 for j ≥ 1. This expression is so-called the (simple) continued
fraction expansion of w. An ancient result of Euler and Lagrange asserts that a continued
fraction of w ∈ R\Q is periodic if and only if it is a real quadratic irrational. Then we
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write w = [k0, . . . , kr−1, a0, . . . , an−1] := [k0, . . . , kr−1, a0, . . . , an−1, a0, . . . , an−1, . . . ] for
simplicity. In addition, this expansion is purely periodic precisely if and only if w is
reduced, that is, w > 1,−1 < w′ < 0 for the Galois conjugate w′ of w.
For any real quadratic irrational w = [k0, . . . , kr−1, a0, . . . , an−1], we define δw ∈
SL2(Z) by
δw :=

(
k0 1
1 0
)
· · ·
(
kr−1 1
1 0
)
if r is even
(
k0 1
1 0
)
· · ·
(
kr−1 1
1 0
)(
a0 1
1 0
)
if r is odd.
Then δ−1w w is also a real quadratic irrational, and has a purely periodic expansion. For
compatibility with the actions of SL2(Z) instead of GL2(Z), we can assume that 2r
and 2n are minimal even integers such that w = [k0, . . . , k2r−1, a0, . . . , a2n−1] without
loss of generality. For instance, w = (3 +
√
5)/2 has the continued fraction expansion
w = [2, 1, 1, 1], not w = [2, 1] here.
Let w = [k0, . . . , k2r−1, a0, . . . , a2n−1] be a real quadratic irrational with minimal r, n ∈
Z, and Γ = SL2(Z). We now consider the stabilizer subgroup
Γw :=
{
γ =
(
a b
c d
)
∈ Γ
∣∣∣∣ γw = aw + bcw + d = w
}
.
If we take δw ∈ Γ as above, then δ−1w Γwδw = Γδ−1w w holds. For the reduced δ−1w w, it is
well-known that
Γδ−1w w := {±γnw | n ∈ Z} ,
where
γw :=
(
a0 1
1 0
)
· · ·
(
a2n−1 1
1 0
)
∈ Γ
is defined from the period of w. Thus we reach the following lemma.
Lemma A.1. For a real quadratic irrational w = [k0, . . . , k2r−1, a0, . . . , a2n−1] with min-
imal r, n ∈ Z, we put
δw :=
(
k0 1
1 0
)
· · ·
(
k2r−1 1
1 0
)
, γw :=
(
a0 1
1 0
)
· · ·
(
a2n−1 1
1 0
)
∈ Γ.
Then the stabilizer Γw is given by
Γw =
{±δwγnwδ−1w | n ∈ Z} .
In particular, the group Γw/{±I} is an infinite cyclic group.
Moreover, from the easy facts that(
k 1
1 0
)
[a0, a1, . . . ] = [k, a0, a1, . . . ] and det
(
k 1
1 0
)
= −1,
we have the following lemma.
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Lemma A.2. For a reduced real quadratic irrational w = [a0, . . . , a2n−1] with a minimal
even length 2n ∈ 2Z, the Γ-orbit of w is given by
Γw =
∞⋃
r=0
⋃
0≤i<2n
i≡r (2)
Ar,i,
where
Ar,i = {[k0, . . . , kr−1, ai, . . . , a2n−1, a0, . . . , ai−1] | k0 ∈ Z, k1, . . . , kr−1 ∈ Z>0, kr−1 6= ai−1}.
Finally, we show a useful proposition on the continued fraction expansions of the
Galois conjugate w′. To give it, we prepare an easy lemma.
Lemma A.3. Let a, k ∈ Z, b ∈ Z6=−1 be integers, and w ∈ R. Then we have(
0 −1
1 0
)
w = [−1, 1, w − 1],(
k 1
1 0
)
[−1, 1, a− 1, w] = [k − a− 1, 1, w − 1],(
k 1
1 0
)
[b, 1, w − 1] =
{
[k, b, 1, w − 1] if b > −1,
[k − 1, 1,−b− 2, w] if b < −1.
Proof. We here give a proof for the first formula. By the definition, we see that(
0 −1
1 0
)
w = − 1
w
= −1 + w − 1
w
= −1 + 1
1 +
1
w − 1
= [−1, 1, w − 1].
In a similar manner, we can obtain the remaining formulas.
By using this lemma, we can compute the continued fraction expansion of the Galois
conjugate w′ for w = [k0, . . . , kr−1, a0, . . . , a2n−1] with kr−1 6= a2n−1. By the well-known
fact [2, Lemma 1.28] that
Sα′ = − 1
α′
= [at−1, . . . , a1, a0]
for a reduced real quadratic irrational α = [a0, a1, . . . , at−1], we have
w′ =
(
k0 1
1 0
)
· · ·
(
kr−1 1
1 0
)
S−1 · [a2n−1, . . . , a0].
When r = 0, by the first formula of Lemma A.3,
w′ = S−1 · [a2n−1, . . . , a0] = [−1, 1, a2n−1 − 1, a2n−2, . . . , a0, a2n−1].
When r = 1, by the second formula of Lemma A.3,
w′ = [k0 − a2n−1 − 1, 1, a2n−2 − 1, a2n−3, . . . , a0, a2n−1, a2n−2].
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When r = 2, by the third formula of Lemma A.3,
w′ = [k0, k1 − a2n−1 − 1, 1, a2n−2 − 1, a2n−3, . . . , a0, a2n−1, a2n−2]
if k1 > a2n−1, and
w′ = [k0 − 1, 1, a2n−1 − k1 − 1, a2n−2, . . . , a0, a2n−1]
if k1 < a2n−1. Repeating the process for r ≥ 3, we obtain the proposition.
Proposition A.4. Let w = [k0, . . . , kr−1, a0, . . . , a2n−1] be a real quadratic irrational with
kr−1 6= a2n−1. Then its Galois conjugate w′ has the following continued fraction expansion.
w′ =

[−1, 1, a2n−1 − 1, a2n−2, . . . , a0, a2n−1] if r = 0,
[k0 − a2n−1 − 1, 1, a2n−2 − 1, a2n−3, . . . , a0, a2n−1, a2n−2] if r = 1,
[k0, . . . , kr−2, kr−1 − a2n−1 − 1, 1, a2n−2 − 1, a2n−3, . . . , a0, a2n−1, a2n−2] if r ≥ 2,
[k0, . . . , kr−3, kr−2 − 1, 1, a2n−1 − kr−1 − 1, a2n−2, . . . , a0, a2n−1] if r ≥ 2,
where the third line holds if kr−1 > a2n−1, and the fourth line holds if 0 < kr−1 < a2n−1.
Moreover, if an inner entry becomes 0, then we regard as
[. . . , a, 0, b, . . . ] = [. . . , a+ b, . . . ].
Example A.5. Let w = [2, 1, 1, 4, 3, 2] = 36+2
√
39
19
. Then by the fourth line of Proposition
A.4, we have
w′ = [2− 1, 1, 2− 1− 1, 3, 4, 1, 2] = [1, 1, 0, 3, 4, 1, 2].
Now a 0-entry appears, so that this equals
w′ = [1, 4, 4, 1, 2, 3] =
36− 2√39
19
.
B Appendix: Eisenstein Series of Weight 0
In this last section, we note one remarkable result on the weight 0 analogue of the Eisen-
stein series. Similar as in Section 2, for each non-identity element γ ∈ Γ, we define the
real analytic Eisenstein series by
E0,γ(z, s) :=
∑
Q∼Qγ
ys
|Q(z, 1)|s =
∑
g∈Γwγ \Γ
ys
|Qg−1γg(z, 1)|s , Re(s) > 1,
without the sign function. This series converges absolutely and locally uniformly for
Re(s) > 1 and z ∈ H, and satisfies E0,γ(gz, s) = E0,γ(z, s) for any g ∈ Γ. As in Section
2.1, for γ = T =
(
1 1
0 1
)
, this is the classical Eisenstein series
E0,T (z, s) =
∑
g∈Γ∞\Γ
Im(gz)s =
1
2
∑
(c,d)=1
ys
|cz + d|2s .
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On the other hand, for elliptic or hyperbolic elements, we have
E0,γ(z, s) =

|Dγ|−s/2
∑
g∈Γwγ \Γ
1
sinh(dhyp(gz, wγ))s
if γ is elliptic,
D−s/2γ
∑
g∈Γwγ \Γ
1
cosh(dhyp(gz, Sγ))s
if γ is hyperbolic,
(B.1)
where we denote by dhyp the metric on the upper half-plane H. This metric is given by
dhyp(z, τ) = arccosh
(
1 +
|z − τ |2
2 Im(z) Im(τ)
)
= arcsinh
( |(z − τ)(z − τ¯ )|
2 Im(z) Im(τ)
)
, (B.2)
and satisfies dhyp(gz, gτ) = dhyp(z, τ) for any g ∈ SL2(R). The expression (B.1) immedi-
ately follows from the next lemma.
Lemma B.1. Let γ ∈ Γ be a hyperbolic element, and Dγ := tr(γ)2 − 4 the discriminant
of Qγ(X, Y ). Then we have
|Qγ(z, 1)| =
√
Dγ Im(z) cosh(dhyp(z, Sγ)),
where Sγ is the geodesic in H connecting two fixed points wγ > w
′
γ of γ.
Proof. This lemma is described in [53, Lemma 2.5.4]. We now review his proof. Let I
be the y-axis. By [9, Theorem 7.9.1 (ii)], we have
cosh(dhyp(z, Sγ)) = cosh(dhyp(M
−1
γ z, I)) =
1
sin arg(M−1γ z)
=
|M−1γ z|
Im(M−1γ z)
=
|QM−1γ γMγ (M−1γ z, 1)|√
Dγ Im(M−1γ z)
=
1√
Dγ
|Qγ(z, 1)|
Im(z)
.
The hyperbolic case was originally studied by Petersson [47] and Kudla-Millson [36]
for weight 2. More recently, Jorgenson-Kramer-von Pippich, and so on [29, 30, 48, 49, 53]
studied the above weight 0 analogue.
Our goal in this section is getting the limit formulas for these Eisenstein series. In the
classical case, the Eisenstein series E0,T (z, s) is meromorphically continued to the whole
s-plane, and we know that
E0,T (z, s) = 1 + log(y|η(z)|4) · s+O(s2)
=
3/π
s− 1 −
3
π
log(y|η(z)|4) + 6
π
(
γ − log 2− 6ζ
′(2)
π2
)
+O(s− 1). (B.3)
This is so-called the Kronecker limit formula, where η(z) = q1/24
∏∞
n=1(1 − qn) is the
Dedekind eta function, γ is the Euler constant, and ζ(s) is the Riemann zeta function.
(We hope there is no confusion between the notation γ used for a matrix and the Euler
constant). In the elliptic case, von Pippich [48] gave the meromorphic continuation of
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the elliptic Eisenstein series E0,γ(z, s) for γ = S =
(
0 −1
1 0
)
, U =
(
1 −1
1 0
)
, and established
the limit formula
E0,γ(z, s) = − 2|Γwγ |
log |j(z)− j(wγ)| · s+O(s2).
Here the number |Γwγ | is given by 4 or 6 according as γ = S or U . On the other hand,
for a hyperbolic element γ, Jorgenson-Kramer-von Pippich [29] derived the meromorphic
continuation of the hyperbolic Eisenstein series E0,γ(z, s) by using the spectral expansion.
According to their results, the function E0,γ(z, s) has a double zero at s = 0. Moreover,
von Pippich-Schwagenscheidt-Vo¨lz [49, Remark 5.7] described that it is an interesting
problem to investigate the second order coefficient of E0,γ(z, s) at s = 0.
Our following result provides an answer to this problem. Similar as before, we can
easily reduce the problem to the case that γ is a primitive hyperbolic element with
sgn(Qγ) > 0 and tr(γ) > 2.
Theorem B.2. Let γ =
(
a b
c d
) ∈ Γ be a primitive hyperbolic element with sgn(Qγ) =
sgn(c) > 0 and tr(γ) = a + d > 2. Then the function E0,γ(z, s) is analytically continued
to s = 0, and equals
E0,γ(z, s)
= −1
2
− ∫ γτ0
τ0
log |j(z)− j(τ)|
√
Dγdτ
Qγ(τ, 1)
+
∑
g∈Γwγ \Γ
arcsin2
(
1
cosh(dhyp(gz, Sγ))
) s2 +O(s3),
where τ0 ∈ Sγ is any point on Sγ, and the path of integration is on the geodesic Sγ.
Remark B.3. It is also an interesting problem to investigate the Poincare´ series appeared
in the above theorem. It is known that the hyperbolic Eisenstein series E0,γ(z, s) satisfies
the differential equation
(∆0 − s(1− s))E0,γ(z, s) = s2DγE0,γ(z, s + 2).
Here ∆0 is the hyperbolic Laplacian
∆0 := −y2
(
∂2
∂x2
+
∂2
∂y2
)
= − sin2 θ
(
∂2
∂ρ2
+
∂2
∂θ2
)
for z = x+ iy = eρ+iθ. We put E0,γ(z, s) = Lγ(z)s2+O(s3). By this differential equation,
we have
∆0Lγ(z) = DγE0,γ(z, 2) =
∑
g∈Γwγ \Γ
1
cosh(dhyp(gz, Sγ))2
=
∑
g∈Γwγ \Γ
(sin arg(M−1γ z))
2. (B.4)
Therefore, the Poincare´ series in Theorem B.2 is the natural preimage of (B.4) under ∆0.
The first term of the theorem is the harmonic part, which is annihilated by ∆0.
Remark B.4. Lagarias-Rhoades [37] and the author [42, 43] studied higher order Laurent
coefficients of the classical parabolic Eisenstein series E0,T (z, s) at s = 0, which are so-
called polyharmonic Maass forms. More recently, Bringmann-Kane [14] introduced polar
polyharmonic Maass forms in terms of the Laurent coefficients of the automorphic Green
function G(z, τ ; s) defined below. One natural question is whether there exists a suitable
theory containing the above limit formula for E0,γ(z, s).
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Here is what we do. In order to prove this theorem, we first generalize von Pippich’s
result. For any Γ-inequivalent z, τ ∈ H, we consider the function
P (z, τ ; s) :=
∑
g∈Γ
1
sinh(dhyp(gz, τ))s
Re(s) > 1,
and show that
P (z, τ ; s) = −2 log |j(z)− j(τ)| · s+O(s2) (B.5)
after the meromorphic continuation to s = 0. Actually this limit formula follows from
the results of Gross-Zagier [25] and Fay [22]. The proofs of (B.5) and Theorem B.2 are
described by means of the intermediate function
Q(z, τ ; s) :=
∑
g∈Γ
1
cosh(dhyp(gz, τ))s
Re(s) > 1.
To make this precise, we now recall the results of Gross-Zagier and Fay. For Re(s) > 1
and any Γ-inequivalent z, τ ∈ H, we consider the automorphic Green function defined by
G(z, τ ; s) := −2
sΓ(s)2
Γ(2s)
∑
g∈Γ
(
1 + cosh(dhyp(gz, τ))
)−s
2F1
(
s, s; 2s;
2
1 + cosh(dhyp(gz, τ))
)
,
where 2F1(a, b; c; z) is Gauss’ hypergeometric function given by
2F1(a, b; c; z) :=
∞∑
k=0
(a)k(b)k
(c)k
zk
k!
with the Pochhammer symbol (x)k := x(x + 1) · · · (x + k − 1). We note that Gross-
Zagier’s definition given in [25] equals G(z, τ ; s)/2, and Fay’s definition in [22] equals
G(z, τ ; s)/8π.
Proposition B.5. [25, P roposition 5.1] For above z, τ ∈ H, the function G(z, τ ; s) has
the meromorphic continuation to the whole s-space, and we have
4 log |j(z)− j(τ)|+ 48
= lim
s→1
(
G(z, τ ; s) + 8πE0,T (z, s) + 8πE0,T (τ, s)− 8π
Γ
(
1
2
)
Γ
(
s− 1
2
)
Γ(s)
ζ(2s− 1)
ζ(2s)
)
.
By combining this proposition and the Kronecker limit formula (B.3), we have
G(z, τ ; s) =
−24
s− 1 + f(z, τ) +O(s− 1),
where τ = u+ iv and
f(z, τ) = 4 log |j(z)−j(τ)|+24 log(y|η(z)|4)+24 log(v|η(τ)|4)−48
(
γ−log 2− 6ζ
′(2)
π2
−1
)
.
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Proposition B.6. [22, (79)] For above z, τ ∈ H, the function G(z, τ ; s) satisfies the
functional equation
G(z, τ ; s)−G(z, τ ; 1 − s) = 8π
1− 2sE0,T (z, 1− s)E0,T (τ, s).
By this functional equation, we obtain the Taylor expansion at s = 0,
G(z, τ ; s) = 4 log |j(z)− j(τ)| +O(s). (B.6)
To show (B.5), we consider the intermediate function Q(z, τ ; s). On this function, we
have the following two lemmas, which are described in von Pippich’s preprint [48].
Lemma B.7. For Γ-inequivalent z, τ ∈ H and Re(s) > 1, we have
P (z, τ ; s) =
∞∑
k=0
(
s
2
)
k
k!
Q(z, τ ; s + 2k),
which converges absolutely and locally uniformly for Re(s) > 1 and z ∈ H\Γτ .
Proof. We first check the convergence of the right-hand side. For fixed τ ∈ H and s with
σ := Re(s) > 1, we have∣∣∣∣∣
∞∑
k=0
(
s
2
)
k
k!
Q(z, τ ; s + 2k)
∣∣∣∣∣ ≤
∞∑
k=0
∣∣( s
2
)
k
∣∣
k!
∑
g∈Γ
1
cosh(dhyp(gz, τ))σ+2k
.
By the trivial bound |Γ(s)| ≤ Γ(σ), we get |(s/2)k| = |Γ(s/2 + k)/Γ(s/2)| ≤ Γ(σ/2 +
k)/|Γ(s/2)|. Also we get the bound cosh(dhyp(gz, τ)) ≥ C > 1 for any compact subset
z ∈ K ⊂ H\Γτ , where the constant C depends only on K and τ . Thus we obtain∣∣∣∣∣
∞∑
k=0
(
s
2
)
k
k!
Q(z, τ ; s + 2k)
∣∣∣∣∣ ≤ Γ
(
σ
2
)∣∣Γ ( s
2
)∣∣∑
g∈Γ
1
cosh(dhyp(gz, τ))σ
∞∑
k=0
(
σ
2
)
k
k!
1
C2k
=
Γ
(
σ
2
)∣∣Γ ( s
2
)∣∣
(
1− 1
C2
)−σ
2
Q(z, τ ; σ) <∞.
Similarly for a fixed z ∈ H\Γτ , we can show the locally uniformly convergence of this
series for Re(s) > 1. Then we can change the order of sums in the right-hand side.
Finally the equation
∞∑
k=0
(
s
2
)
k
k!
1
cosh(dhyp(gz, τ))s+2k
=
1
sinh(dhyp(gz, τ))s
concludes the proof.
Lemma B.8. For Γ-inequivalent z, τ ∈ H and Re(s) > 1, we have
G(z, τ ; s) = −2
sΓ(s)2
Γ(2s)
∞∑
k=0
(
s
2
)
k
(
s+1
2
)
k(
s+ 1
2
)
k
k!
Q(z, τ ; s + 2k).
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Proof. This follows from the formula given in [24, 9.134.1],
2F1 (α, β; 2β; z) =
(
1− z
2
)−α
2F1
(
α
2
,
α + 1
2
; β +
1
2
;
(
z
2− z
)2)
.
The details are similar as in the proof of Lemma B.7.
By using the lemmas, we easily see that the right-hand side of the function
P (z, τ ; s) +
Γ(2s)
2sΓ(s)2
G(z, τ ; s) =
∞∑
k=1
(
s
2
)
k
k!
(
1−
(
s+1
2
)
k(
s+ 1
2
)
k
)
Q(z, τ ; s + 2k)
converges in Re(s) > −1/2, and has a double zero at s = 0. From (B.6), we obtain (B.5).
Next we consider the relation between the intermediate function Q(z, τ ; s) and the
hyperbolic Eisenstein series E0,γ(z, s). The key object is the cycle integral∫ γτ0
τ0
Q(z, τ ; s)
dτ
Qγ(τ, 1)
.
Here the path of integration is in the geodesic Sγ. Since Q(z, τ ; s) is Γ-invariant in τ ,
this integral is independent of the choice of τ0 ∈ Sγ . By the unfolding argument, for
Re(s) > 1,∫ γτ0
τ0
Q(z, τ ; s)
dτ
Qγ(τ, 1)
= 2
∫ γτ0
τ0
∑
g∈Γwγ \Γ
∑
n∈Z
1
cosh(dhyp(γngz, τ))s
dτ
Qγ(τ, 1)
= 2
∑
g∈Γwγ \Γ
∫
Sγ
1
cosh(dhyp(gz, τ))s
dτ
Qγ(τ, 1)
,
where Sγ is oriented from w
′
γ to wγ. By [9, Theorem 7.11.1], we have
cosh(dhyp(gz, τ)) = cosh(dhyp(Mγ · i|M−1γ gz|, τ)) cosh(dhyp(gz, Sγ)).
For any z ∈ H, we see that∫
Sγ
1
cosh(dhyp(Mγi|z|, τ))s
dτ
Qγ(τ, 1)
= − 1√
Dγ
∫ ∞
−∞
dr
cosh(dhyp(i|z|, ier))s
= − 1√
Dγ
∫ ∞
−∞
dr
cosh(r − log |z|)s
= − 1√
Dγ
∫ ∞
−∞
dr
cosh(r)s
.
From the formula [41, p.10]∫ ∞
0
sinh(t)α cosh(t)−βdt =
Γ
(
α+1
2
)
Γ
(
β−α
2
)
2Γ
(
β+1
2
) , (Re(β − α) > 0,Re(α) > −1),
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this integral equals∫
Sγ
1
cosh(dhyp(Mγi|z|, τ))s
dτ
Qγ(τ, 1)
= − 1√
Dγ
√
πΓ
(
s
2
)
Γ
(
s+1
2
) .
Therefore for Re(s) > 1, we obtain that∫ γτ0
τ0
Q(z, τ ; s)
dτ
Qγ(τ, 1)
= − 2√
Dγ
√
πΓ
(
s
2
)
Γ
(
s+1
2
) ∑
g∈Γwγ \Γ
1
cosh(dhyp(gz, Sγ))s
= −2D
s−1
2
γ
√
πΓ
(
s
2
)
Γ
(
s+1
2
) E0,γ(z, s).
Theorem B.9. Let γ be a primitive hyperbolic element with sgn(Qγ) > 0 and tr(γ) > 2.
For Re(s) > 1, we have
E0,γ(z, s) = −
Γ
(
s+1
2
)
2D
s−1
2
γ
√
πΓ
(
s
2
) ∫ γτ0
τ0
Q(z, τ ; s)
dτ
Qγ(τ, 1)
.
By using these results, we now prove Theorem B.2. For Re(s) > 1, we have
Q(z, τ ; s) = P (z, τ ; s)−
∞∑
k=1
(
s
2
)
k
k!
Q(z, τ ; s + 2k)
by Lemma B.7. By plugging this in Theorem B.9,
E0,γ(z, s) = −
Γ
(
s+1
2
)
2D
s−1
2
γ
√
πΓ
(
s
2
) ∫ γτ0
τ0
[
P (z, τ ; s)−
∞∑
k=1
(
s
2
)
k
k!
Q(z, τ ; s + 2k)
]
dτ
Qγ(τ, 1)
Since the sum in the integral converges absolutely and locally uniformly, the termwise
integration is legitimate when z is not on the net of geodesics Sg−1γg. Then the expression
E0,γ(z, s) = −
Γ
(
s+1
2
)
2D
s−1
2
γ
√
πΓ
(
s
2
)[ ∫ γτ0
τ0
P (z, τ ; s)
dτ
Qγ(τ, 1)
−
∞∑
k=1
(
s
2
)
k
k!
∫ γτ0
τ0
Q(z, τ ; s + 2k)
dτ
Qγ(τ, 1)
]
= − Γ
(
s+1
2
)
2D
s−1
2
γ
√
πΓ
(
s
2
) ∫ γτ0
τ0
P (z, τ ; s)
dτ
Qγ(τ, 1)
−
∞∑
k=1
Dkγ
(
s
2
)2
k(
s+1
2
)
k
k!
E0,γ(z, s+ 2k)
gives the meromorphic continuation of Eγ(z, s) to s = 0. Actually, the infinite sum in
the right-hand side converges absolutely and locally uniformly for Re(s) > −1. At s = 0
we have the Taylor expansion of the form
E0,γ(z, s) =
[√
Dγ
2
∫ γτ0
τ0
log |j(z)− j(τ)| dτ
Qγ(τ, 1)
− 1
4
∞∑
k=1
√
πDkγΓ(k)
kΓ
(
k + 1
2
)E0,γ(z, 2k)
]
s2 +O(s3).
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For the second term, we easily see that
1
4
∞∑
k=1
√
πDkγΓ(k)
kΓ
(
k + 1
2
)E0,γ(z, 2k) = 1
4
∞∑
k=1
√
πΓ(k)
kΓ
(
k + 1
2
) ∑
g∈Γwγ \Γ
1
cosh(dhyp(gz, Sγ))2k
=
1
2
∑
g∈Γwγ \Γ
arcsin2
(
1
cosh(dhyp(gz, Sγ))
)
.
Therefore we finally obtain Theorem B.2.
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