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 
Abstract—The interpolation errors of bivariate Lagrange 
polynomial and triangular interpolations are studied for the plane 
waves. The maximum and root-mean-square (RMS) errors on the 
right triangular, equilateral triangular and rectangular (bivariate 
Lagrange polynomial) interpolations are analyzed. It is found that 
the maximum and RMS errors are directly proportional to the 
(p+1)’th power of kh for both one-dimensional (1D) and 
two-dimensional (2D, bivariate) interpolations, where k is the 
wavenumber and h is the mesh size. The interpolation regions for 
the right triangular, equilateral triangular and rectangular 
interpolations are selected based on the regions with smallest 
errors. The triangular and rectangular interpolations are applied 
to evaluate the 2D singly periodic Green’s function (PGF). The 
numerical results show that the equilateral triangular 
interpolation is the most accurate interpolation method, while the 
right triangular interpolation is the most efficient interpolation 
method. 
 
Index Terms—bivariate interpolation; equilateral triangular 
interpolation; Lagrange polynomial interpolation; right 
triangular interpolation; periodic Green’s function (PGF) 
 
I. INTRODUCTION 
NTERPOLATION plays a very important role in computational 
electromagnetics (CEM), including finite element method 
(FEM) and method of moments (MoM) [1-3]. One of other 
fields using interpolation in CEM is efficient evaluations of the 
Green’s functions (GF) in layered media, periodic Green’s 
function (PGF), and PGF in layered media. In general, because 
the PGF involves the double summations of infinite series in 
the spectral or space domain, and Sommerfeld integral if it is 
the layered media [4-7], it is very time-consuming to evaluate 
the PGF for all observation and source points. Interpolation 
plays a key component to reduce the CPU time in calculation of 
the PGF. 
 Many researchers have made efforts on the efficient and 
accurate evaluations of the interpolation [8-11]. However, the 
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commonly used 2D interpolation technique is a product of 
Lagrange interpolations with polynomials of degree p along 
each direction to interpolate the function at a given point using 
(p+1)2 pre-calculated data points [2, 12, 13]. Nevertheless, a 2D 
Lagrange polynomial of degree p contains only (p+1)(p+2)/2  
terms. For p>0, the extra data points required for the 
interpolation increase the data access and interpolation time. In 
FEM, (p+1)(p+2)/2 points are used for interpolations of all 
points inside a large triangle formed by these points [1]. In our 
proposed method, the points used for interpolation are chosen 
to minimize the interpolation error. In large scale problem, 
there is more saving in the interpolation time by using 
triangular interpolation instead of bivariate Lagrange 
interpolation. The root-mean-square (RMS) errors for lower 
order, 1p   and 2 were reported in [14]. In this letter, the 
details are presented on choosing the data points to interpolate a 
function at a given point with lower interpolation error, 
considering maximum error and RMS error, over triangles and 
rectangles. The interpolation error analysis and interpolation 
region selections for the rectangular, right triangular, and 
equilateral triangular interpolations at first order and second 
order are presented. The large triangle formed by the 
(p+1)(p+2)/2  points is chosen to keep the interpolation region 
always in the small triangle at the center of the large triangle. 
Furthermore, the interpolation methods using the regions 
selected are applied to calculate the 2D singly PGF.  
II. INTERPOLATION REGION SELECTION 
For arbitrarily complex cases, the interpolation error for p’th 
order is proportional to the (p+1)’th order derivative of the 
function. But the coefficients of the error depend on the specific 
function to be interpolated. As is well known, all 
electromagnetic interactions can be expanded as the 
combinations of plane waves, which have been applied in this 
letter to study the interpolation error. The maximum and RMS 
interpolation errors are used as the error measure. 
A. 1D interpolation 
In 1D interpolation, the plane wave is simply expressed as
  jkxf x e . The Lagrange interpolation polynomial is given 
in [15] and [16].  The relative error is expressed as 
( ) ( ) .jkxp pR x e L x
                             (1) 
where ( )pL x  is the Lagrange interpolation polynomial. Here, 
the maximum (Max) error is the same as the maximum relative 
error because the amplitude of the plane wave is one. The 
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expression of RMS error is as follows 
  2RMS .p pR R x dx h                         (2) 
The p’th order interpolation polynomial is formed by the 
nearest p+1 data points. The interpolation region is between the 
two adjacent interpolation points for 1p  and two half sides of 
the center interpolation point for 2.p  The asymptotic 
maximum error is obtained as 
       1Max 2 2 1 !! 2 !!,  int 1 2 ,ppR kh l l l p         (3) 
where int is a function to pick up the integer part. The 
asymptotic RMS error is derived as 
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where    22 24X i x i  . The asymptotic maximum and RMS 
errors are directly proportional to the (p+1)’th power of kh. 
B. 2D interpolation: linear interpolation 
The 2D Lagrange polynomial interpolation method is used on 
the rectangular grids. The interpolation function in FEM [1] is 
applied to the right triangular and equilateral triangular grids. 
The plane wave is simply expressed as k rje  . Relative 
interpolation error is defined as 
ˆ ˆ( , , ) ( , , )jp pR kh k e L kh k
 k rr r                  (5) 
where ˆ,kkk and ˆ( , , )rpL kh k is interpolation polynomials 
with order p. 
The RMS error for different directions is  
2RMS ˆ ˆ( , ) ( , , )jp pR kh k d e L kh k d
  k rr r r ,         (6) 
and RMS error for different locations is  
2RMS ˆ ˆ ˆ( , ) ( , , )jp pR kh dk e L kh k dk
  k rr r .         (7) 
It is an integral from 0 to 2π for 2D interpolation and over a unit 
spherical surface for 3D, or in total. 
2RMS ˆ ˆ ˆ( ) ( , , )jp pR kh dk d e L kh k dk d
        k rr r r     (8) 
For the linear interpolation ( 1p  ), three data points are 
used for the triangular interpolation, while four data points for 
the rectangular interpolation. The distribution of the maximum 
and RMS interpolation errors for the rectangular, right 
triangular and equilateral triangular interpolations are shown in 
Fig. 1. It is found that the right triangular interpolation has the 
largest maximum and RMS errors. The maximum errors of the 
equilateral triangular interpolation are the same as the 
rectangular one, while the former one has the lowest RMS 
errors. 
To further analyze the maximum and RMS errors of the right 
triangular interpolation, the right triangle is divided into three 
regions, including one rectangle and two triangles as shown in 
Figs. 1 (b) and (e). When 20,h  Areas 1 and 2 have the 
same maximum error with value of 0.02465, and the RMS 
errors are 0.00926 and 0.00979, respectively. The numerical 
results show that the maximum errors in all three regions are the 
same, but the RMS error of the small rectangle is lower than the 
two small right triangles as listed. The rectangle has been 
selected as the interpolation region for the right triangular 
interpolation. Therefore, for a given point, three nearest data 
points are used in the right triangular interpolation. 
 
 
 
Using the selected interpolation regions, the asymptotic 
maximum and RMS errors over different directions are derived. 
For the linear rectangular interpolation, 
   2Max1 8R kh                           (9) 
     RMS 2 21 ( ) 1 sin 2 12 2 30R kh             (10) 
     
(a)                                               (b)                                 (c) 
     
            (d)                                            (e)                                    (f) 
Fig. 1. 1,p  distribution of maximum and RMS errors, 20 : h (a) 
maximum errors, rectangular interpolation; (b) maximum errors, right 
triangular interpolation, Area 1 (a small rectangle) is the interpolation region; 
(c) maximum errors, equilateral triangular interpolation; (d) RMS errors, 
rectangular interpolation; (e) RMS errors, right triangular interpolation; (f) 
RMS errors, equilateral triangular interpolation. 
 
        (a)                                   (b) 
Fig. 2. 1,p  the interpolation errors of the right triangular (◣), equilateral 
triangular (▲) and rectangular interpolation (■) for different wave propagation 
directions, 20 :h  (a) Max error, (b) RMS error. 
  
        (a)                                   (b) 
Fig. 3. the interpolation errors of the right triangular (◣), equilateral triangular 
(▲) and rectangular interpolation (■) for different :h (a) 1;p  (b) 2.p   
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The asymptotic form of the maximum error is not a function of 
the propagation directions, while the RMS error is almost a 
constant. For the first order right triangular interpolation, 
       2Max 2 21 ( ) Max cos , sin , 1 sin(2 ) 8R kh    ◣    (11) 
       RMS 21 34 2cos 4 25sin 2 ( ) 16 15R kh    ◣ (12) 
For the first order equilateral triangular interpolation, 
   2Max 21 ( ) cos mod 6, 3 6 8R kh             (13) 
   RMS 21 ( ) 3 8 10R kh  .   (14) 
where mod is the modulo operation. Figures 2 and 3 (a) plot the 
maximum and RMS errors of the right triangular, equilateral 
triangular and rectangular interpolations over different 
propagation directions and number of samples per wavelength 
using the selection regions, respectively. It is observed that the 
maximum error of the right triangular interpolation is double of 
the rectangular interpolation, because the hypotenuse length of 
the right triangle is 2  times of the mesh size. The RMS error 
of the right triangular interpolation is 5.2% more than the 
rectangular interpolation, but it uses one point less (3 to 4). 
Although the sampling points of the equilateral triangular 
interpolation are 15.5% more than the rectangular grids, the 
maximum error of the equilateral triangular interpolation is the 
same as the rectangular interpolation, but the RMS error is 76.7% 
of the rectangular interpolation. 
C. 2D interpolation: quadratic interpolation 
For the quadratic interpolation ( 2p  ), the rectangular and 
triangular interpolations need 9 and 6 data points, respectively.  
Figure 4 plots the maximum and RMS error distributions of the 
rectangular, right triangular and equilateral triangular 
interpolations. It is obvious that the right triangular 
interpolations have the largest maximum and RMS errors, and 
the equilateral triangular interpolations have the lowest 
maximum and RMS errors. 
 
The interpolation regions for the rectangular interpolation, 
equilateral interpolation are shown in Figs. 4 (a) and (c). The 
selection of the right triangular interpolation region intends to 
make the error as small as possible. The right triangle formed 
by nearest six data points is divided into ten parts, including six 
rectangles and four right triangles. When 20,h  the 
numerical maximum errors of Areas 1, 2 and 3 over different 
propagation directions and locations are 0.00278, 0.00215 and 
0.00278, respectively. The numerical RMS errors of Areas 1, 2 
and 3 over different propagation directions and locations are 
0.00105, 0.00115 and 0.00110, respectively. It is found that 
Area 2 has the smallest maximum errors, followed by Area 1 
and 3, but the RMS error of Area 1 is smaller than Areas 2 and 3. 
The error distribution in Area 1 is more uniform, so Area 1 is 
picked as the interpolation region. 
The asymptotic RMS errors of the rectangular, right 
triangular and equilateral interpolations based on the 
interpolation regions we selected are driven over different 
propagation directions as follows, 
   RMS 3 6 62 ( ) 407 cos sin 48 105R kh          (15) 
for the rectangular interpolation, 
     RMS 32 ( ) 384 210R kh Q ◣                  (16)  
for the right triangular interpolation, where
       35472 16624cos 4 27405sin 2 19761sin 6Q        , 
and 
     RMS 32 ( ) 457 326cos 6 96 105 .R kh           (17)  
for the equilateral triangular interpolation. 
 
For the quadratic interpolation, the rectangular interpolation 
uses the nearest point at first, then eight points are added around 
the data point to perform the interpolation. For the 
right/equilateral triangular interpolations, firstly, the three 
nearest points form a small right/equilateral triangle, then we 
extend to next three nearest points from the small 
right/equilateral triangle to form a big one. 
Using the selected interpolation region, the maximum and 
RMS errors of the right triangular, equilateral and rectangular 
interpolations over different propagation directions and number 
of samples per wavelength are shown in Figs. 5 and 3(b). The 
maximum error of the right triangular interpolation is 44% 
more than the rectangular interpolation, and the RMS error is 
104.6% of the rectangular interpolation, but it uses three data 
points less (6 to 9). The maximum and RMS errors of the 
equilateral triangular interpolation are the 67.8% and 67.1% of 
the rectangular interpolation, respectively. For the right 
            
(a)                                         (b)                                    (c) 
          
(d)                                         (e)                                    (f) 
Fig. 4. 2,p  distribution of  maximum and RMS errors, 20.h   
maximum errors: (a) rectangular interpolation, the rectangle at the center is the 
interpolation region; (b) right triangular interpolation, Area 1 is the 
interpolation region; (c) equilateral triangular interpolation, the equilateral 
triangle at center is the interpolation region; and RMS errors: (d) rectangular 
interpolation; (e) right triangular interpolation; (f) equilateral triangular 
interpolation. 
 
        (a)                                   (b) 
Fig. 5.
 
2,p  the interpolation errors of the right triangular (◣), equilateral 
triangular (▲) and rectangular interpolation (■) for different wave propagation 
directions, 20 :h  (a) Max error, (b) RMS error. 
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triangular interpolation, the RMS error is closer to the 
rectangular interpolation than 1.p  The equilateral triangular 
interpolation has the lowest RMS error. Both asymptotic and 
numerical maximum and RMS errors are directly proportional 
to (kh)p+1 for the linear and quadratic interpolation. 
III. APPLICATIONS OF THE PGF 
The singly PGF of a periodic perfect electric conductor (PEC) 
array in both space domain and spectral domain is given in [17, 
18]. The Veysoglu’s transformation is used to speed up the 
convergence of the singly PGF [18]. The selection of 
interpolation regions is applied to accelerate the evaluation of 
the singly PGF. Before interpolating, the singularity of PGF is 
removed. The interpolation performance is evaluated by the 
interpolation error and CPU time. The relative interpolation 
error is defined as follows: 
interpolategR G G G                               (18) 
where G  is the PGF without the singularity.  
 
 
 
Figures 6, 7 and 8 show the interpolation relative error 
distribution for the first order and second order using right 
triangular, equilateral triangular and rectangular interpolations, 
respectively, in a region of 0.3λ by 0.3λ. Total of 31 by 31 
points of PGF are interpolated from 2 5p  by 2 5p  points of 
sampling pre-calculated for rectangular grids, and 7p by 
2 6p  points for equilateral grids, for 1p  and 2 cases. The 
incident angle is 30 .    It is observed that the equilateral 
triangular interpolation has the smallest interpolation error for 
both 1p  and 2,p   but the equilateral triangular grids need 
more pre-calculated sampling points than the rectangular grids. 
The right triangular interpolation has the largest relative 
interpolation error. Comparing the first order interpolation, the 
interpolation errors for the second right triangular interpolation 
are closer to the rectangular interpolation. 
Table I lists the CPU time running on a computer with Intel 
Core i7-4578U 64-bit 3.00 GHz and 8 GB RAM. When 1,p 
the interpolation CPU times for the right triangular and 
equilateral triangular interpolations are approximately 54.2% 
and 30.2% less than the rectangular interpolation, respectively. 
When 2,p  the interpolation CPU times for the right 
triangular and equilateral triangular interpolation are 
approximately 48.8% and 83.2% of the rectangular 
interpolation, respectively. It is more time-consuming to apply 
triangular interpolations in pre-calculation of large scale 
problem. The total CPU time of the right triangular is 95.1% of 
the rectangular interpolation for the first order and 95.6% for 
the second order interpolation. The total CPU time of the 
equilateral triangular interpolation is 98.7% of the rectangular 
interpolation for the first order and 97.1% for the second order 
interpolation. Meanwhile, it has smaller interpolation error. 
 
IV. CONCLUSION 
In this paper, the numerical and asymptotic results of 
maximum and RMS errors of 1D and 2D interpolations for 
plane waves are presented. The interpolation errors are directly 
proportional to the (p+1)’th power of kh. The interpolation 
regions with lower interpolation errors in 2D interpolation are 
selected to minimize overall errors. The maximum and RMS 
errors of the right triangular interpolation are closer to the 
rectangular interpolation for the second order. The interpolation 
error can be estimated for given mesh size and order of 
interpolation. The number of samples for the equilateral 
triangular interpolation is 15.5% more than the rectangular 
interpolation with the same mesh size. The sampling points of 
the right triangular grids are the same as the rectangular grids, 
but the data points used for the right triangular interpolation are 
only (p+2)/(2p+2) of the rectangular interpolation. By applying 
interpolation on evaluating the singly PGF, the right triangular 
interpolation is verified as the most efficient, and the equilateral 
triangular interpolation is the most accurate.  
 
        (a)              (b) 
Fig. 6. The relative interpolation errors of the right triangular interpolation: (a) 
1;p   (b) 2.p   
 
       (a)              (b) 
Fig. 7. The relative interpolation errors for the equilateral triangular 
interpolation: (a) 1;p   (b) 2.p   
 
      (a)              (b) 
Fig. 8. The relative interpolation errors for the rectangular interpolation: (a) 
1;p   (b) 2.p   
TABLE I 
CPU TIME FOR THE RIGHT TRIANGULAR (◣), EQUILATERAL TRIANGULAR 
(▲) AND RECTANGULAR INTERPOLATION (■) 
Order Direct 
Total CPU time 
■ ◣ ▲ 
1 1.2391s 0.3064s 0.2915s 0.3023s 2 0.3669s 0.3509s 0.3563s 
-- -- Interpolation CPU time 
1 -- 0.0308s 0.0141s 0.0215s 2 0.0422s 0.0206s 0.0351s 
 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
5
REFERENCES 
[1] J. M. Jin, The Finite Element Method in Electromagnetics, second edition, 
John Wiley, 2002. 
[2] J. M. Song and W.C. Chew, “Multilevel fast multipole algorithm for 
combined field integral equation of electromagnetic scattering,” Micro. 
Opt. Tech. Lett., vol. 10, no. 1, pp. 14-19, Sep. 1995. 
[3] Fast and Efficient Algorithms in Computational Electromagnetics, edited 
by W.C. Chew, J.-M. Jin, E. Michielssen, and J.M. Song, Artech House, 
2001. 
[4] W. C. Chew, J. L. Xiong, and M. A. Saville, “A matrix-friendly 
formulation of layered medium Green's function," IEEE Antennas 
Wireless Propagation Letters, vol. 5, no. 1, pp.  490-494, 2006. 
[5] J. L. Xiong and W. C. Chew, “A newly developed formulation suitable 
for matrix manipulation of layered medium Green's functions," IEEE 
Transactions on Antennas and Propagation, vol. 58, no. 3, pp. 868-875, 
Mar. 2010. 
[6] F.G. Hu and J.M. Song, “Integral-equation analysis of scattering from 
doubly periodic array of 3-D conducting objects,” IEEE Transactions on 
Antennas and Propagation, vol. 59, no. 12, pp. 4569-4578, Dec. 2011. 
[7] K. Chen, J.M. Song, and T. Kamgaing, “Accurate and efficient 
computation of layered medium doubly periodic Green’s function in 
matrix-friendly formulation,” IEEE Transactions on Antennas and 
Propagation, vol. 63, no. 2, pp. 809-814, Feb. 2015. 
[8] H. F. Yang and A. E. Yilmaz, “A log-scale interpolation method for 
layered medium Green's functions” , 2018 IEEE International 
Symposium on Antennas and Propagation & USNC/URSI National Radio 
Science Meeting, pp. 2495-2496, Boston, USA, July 2018. 
[9] Ö. Ergül and L. Gürel, “Enhancing the accuracy of the interpolations and 
anterpolations in MLFMA,” IEEE Antennas and Wireless Propagation 
Letters, vol. 5, no. 1, pp. 467–470, 2006. 
[10] V. Volski, G. A. E. Vandenbosch, P. Baccarelli, F. Frezza, A. Galli, S. 
Paulotto and G. Valerio, “Interpolation of Green's functions with 2D 
periodicity in layered media”  The Second European Conference on 
Antennas and Propagation (EuCAP 2007), Edinburgh, UK, Nov. 2007. 
[11] L. Li, H. G. Wang and C. H. Chan, “An improved multilevel Green’s 
function interpolation method with adaptive phase compensation”  IEEE 
Antennas and Wireless Propagation Letters, vol. 56, no. 5, pp. 1381–
1393, May 2008. 
[12] J.M. Song, C.C. Lu, and W.C. Chew, “MLFMA for electromagnetic 
scattering from large complex objects,” IEEE Transactions on Antennas 
and Propagation, vol. 45, no. 10, pp. 1488-1493, Oct. 1997. 
[13] G. Valerio, P. Baccarelli, S. Paulotto, F. Frezza, and A. Galli, 
“Regularization of mixed-potential layered-media Green’s functions for 
efficient interpolation procedures in planar periodic structures,” IEEE 
Transactions on Antennas and Propagation, vol. 57, no. 1, pp. 122-134, 
Jan. 2009. 
[14] W. Luo, J.B. Liu, Z.R. Li, and J. M. Song, “Error analysis of 2D triangular 
interpolation for plane waves,” International Applied Computational 
Elctromagnetics Society Symposium-China (ACES), Paper 119, Nanjing, 
China, Aug. 2019. 
[15] M. Abramowitz and I.A. Stegun, Handbook of mathematical functions, 
Dover, New York, 1972. 
[16] W.H. Press, S.A. Teukolsky, W.T. Vetterling, and B.P. Flannery, 
Numerical Recipes, Cambridge University Press, New York, 1992, 2nd 
ed. 
[17] A. F. Peterson, S. L. Ray, and R. Mittra, Computational Methods for 
Electromagnetics, Oxford: Oxford University Press, 1998. 
[18] L. Tsang, J. A. Kong, K.-H. Ding, and C. O. Ao, Scattering of 
Electromagnetic Waves. Numerical Simulations, New York: Wiley, 2001.   
 
