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Water resources are integral in the global pursuit of equitable growth and sustainability. Although groundwater is the most 
abundant freshwater resource accessible to humans and the environment, it is often underrepresented in water management 
strategies and policy. Furthermore, groundwater reservoirs are not only vulnerable to contamination, but to depletion through 
climate change, land use change and increased water demand. As groundwater monitoring in southern Africa is sparse and 
long-term records are rarely available, it is difficult to constrain the groundwater system on a regional scale. Radioactive isotope 
tracers have proven effective in estimating recharge and residence times of groundwater over a local to global scale and could 
provide insight to regional groundwater vulnerability in an otherwise data poor region. The use of tritium (3H) and radiocarbon 
(14C) isotopes requires a comprehensive understanding of initial tracer abundance in recharge as well as subsurface physio-
chemical processes that affect the accuracy of predicted recharge rates and residence times. The release of 3H and 14C from 
thermo-nuclear bomb tests during the 1950’s and 1960’s changed the applications of these tracers in hydrology. However, the 
‘bomb peak’ has been mostly attenuated in modern times and the return of atmospheric tracers to background levels presents 
new challenges and applications in hydrological studies. To constrain the natural variability of 3H in South African rainfall, 
backward trajectories of ‘water parcels’ that produced sampled rainfall events were modelled to assess the controls of water 
mass origin on 3H activity. It was found that ~90% of 3H variability could be completely or partially explained by the origin of 
the water mass. By understanding the variability of 3H in South African rainfall, the theoretical activity of 3H in groundwater 
can be predicted through lumped parameter models. When combined with 14C theoretical abundances, measured tracer 
abundance can be assessed as the proportion of modern groundwater and age of the fossil component in major aquifers across 
southern Africa. It was found that aquifers across southern Africa have diverse proportions of mixed groundwater (0.6 -
100%) that are mixed within a wide range of older groundwater, that range in calculated ages (105 – 59400 years) and mean
residence times for each aquifer system (4698 - 27841 years). The distribution of 3H activity in groundwater across South Africa 
was modelled using geostatistics that evaluated the effects of 3H variability in precipitation and unsaturated zone travel time. 
The predicted 3H surface agrees well to expected controls, with proximal (<100km) coastal regions, winter rainfall zones and 
deeper depth to groundwater  predicted to have lower 3H activities. Conversely, inland localities with shallower depth to 
groundwater  and/or summer rainfall are predicted to have elevated 3H activities. The predictive surface was then included as 
a recharge indicator in a novel groundwater vulnerability assessment, that incorporates both the risk of reducing groundwater 
quantity but also a deterioration in quality through modern contamination and sustained salinization. The assessment found 
that large portions of South Africa (22.4%) have a very high vulnerability to depletion in quantity and deterioration in quality, 
adding that this will likely increase (+3-6%) in the next 50 years as a result of climate change. This thesis outlines the need for 
an improved understanding of the vulnerability, sustainability and resilience of South Africa’s groundwater resources and offers 
insight through an investigation to the efficacy of 3H and 14C as tracers of regional recharge dynamics. 
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CHAPTER 1 INTRODUCTION 
The availability of freshwater represents the cornerstone of equitable, stable and productive societies and ecosystems (Rodell 
et al., 2018). As water demand and stress increase on a global scale, owing principally to climate change and population growth, 
the security of water resources has become a priority. The United Nations have recognized water security as one of the seventeen 
sustainable development goals (No.6) and predicts that large regions of the world are going to experience 'low water security' 
in the coming decades (United Nations, 2015). To mitigate water resource related socio-economic and environmental issues, 
stakeholders and policymakers need to ensure the sustainable procurement, development and remediation of global freshwater 
resources. Groundwater represents the most abundant freshwater resource accessible to both humans and the environment 
(Gleeson et al., 2016; Rodell et al., 2018), especially in semi-arid to arid regions where surface water is scarce (Mazzoni et al., 
2018; Taylor et al., 2013). The use of groundwater is rapidly increasing as a result of anthropogenic climate change, increased 
food production and population growth (Cuthbert et al., 2019; Díaz-Cruz and Barceló, 2008; Ferguson and Gleeson, 2012; 
Gleeson et al., 2015; Zhang et al., 2001). As a result, groundwater is becoming increasingly vulnerable to depletion and 
contamination (Villholth et al., 2013; Wada et al., 2010), phenomena that are becoming more evident as the realities of climate 
change become apparent and attention turns to the resilience of the global water cycle. 
The assessment of groundwater vulnerability is typically associated with the potential for a contaminant to enter a 
groundwater resource (Al-Adamat and Al-Shabeeb, 2017; Aller et al., 1987; Liu et al., 2003; Panagopoulos et al., 2006). Recent 
research suggests groundwater resources are not only vulnerable to contamination but are also vulnerable to depletion. The 
Gravity Recovery and Climate Experiment (GRACE) has enabled the quantifications of groundwater stress, carrying capacity, 
inter-annual fluctuation and storage of global groundwater resources (Gao et al., 2020; Richey et al., 2015; Thomas et al., 2017; 
Voss et al., 2013; Yeh et al., 2006). This data, supported by numerous local-scale investigations, indicates that global aquifers 
are under threat of groundwater depletion (GWD). The abstraction of groundwater faster than it is naturally replenished has 
caused an unremitting decline in local and regional water tables. This disparity between abstraction and recharge was quantified 
in northwest India, where the rate of water table decline was estimated at 4±1 cm yr-1 (equi. 17.7±4.5 km3yr-1) (Rodell et al., 
2015). Similar, albeit slower, rates of depletion have been documented in North China (Feng et al., 2013), the Middle East (Voss 
et al., 2013), U.S.A (Scanlon et al., 2012, 2005) and North Africa (Hamed et al., 2014). However, not all GWD is induced by 
abstraction and climate change effects on recharge can be significant (Thomas and Famiglietti, 2019). 
A recent evaluation of GRACE derived data suggests that GWD estimates may be non-representative and the role of extreme 
precipitation events, intensified by climate change, is causing non-linearity in modern changes in groundwater storage 
(Shamsudduha and Taylor, 2019). The uncertainty associated with groundwater depletion estimates suggests that evaluating 
the response of groundwater to climate change is critical in the development of groundwater management strategies. As 
groundwater residence times are generally longer than other facets of the hydrological cycle, the groundwater response to 
change, both natural and anthropogenic, is often delayed. A useful metric to assess if a change is permanent or not is to constrain 
hydrological resilience, which is defined as a catchment's ability to absorb disturbance and maintain or quickly regain hydrologic 
function (Mao et al., 2017). A permanent change would in turn affect the vulnerability of local and regional groundwater to both 
depletion and deterioration. Although holistic groundwater vulnerability assessments are difficult to perform on a regional 
scale, vulnerability assessments that include the risk of GWD are now necessary. Additionally, modern recharge mechanics, 
which control a catchment's hydrological resilience, are changing as a result of climate change, land-use change and shifts in 
resource utilization (Hu et al., 2019). Understanding recharge is important for stakeholders and policymakers to assess 
groundwater vulnerability and in turn hydrological resilience, in a more robust manner. 
The South African government outlines two basic principles of the National Water act; (1) equity and (2) sustainability, that 
are critical to the sustainable development goals of the country. Climate change is expected to adversely affect South Africa’s 
hydrological resources and potentially add stress to the already fragile water supply. South Africa is a water scarce country with 
an average mean annual precipitation of 464mm (Global = 768mm) (Schulze et al., 2006), which ranges from below 100 mm 
in the Northern Cape to over 3200 mm in the high-altitude eastern interior. Rainfall is highly variable in spatial distribution 
and unpredictable, both within and between years. When combined with high evapotranspiration and run-off rates, water is 
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considered a major limiting resource for sustainable development in the country (Blamey et al., 2017). All nine of South Africa’s 
catchment management agencies (CMA) have experienced varying degrees of drought crisis in the past two decades. As 
groundwater resources already form a cornerstone of water supply for agricultural, industrial, and urban use, it is paramount 
that groundwater dependent hydrological resilience is constrained on a regional scale. From 2015-2018, the City of Cape Town 
experienced a severe, prolonged drought that left surface water resources dangerously low (24.7%). The Western Cape 
government approved the augmentation of nearby groundwater resources to curtail the supply deficit. Such, groundwater 
supplementation schemes are becoming more common, not only in South Africa but also globally. As arid regions are predicted 
to be affected by climate change disrupting to the stationarity of recharge, constraining the vulnerability and resilience of 
regional groundwater is particularly important. 
A myriad of investigative tools has been developed to assess aquifer recharge rates, yet there is no single instrument or 
method that can measure recharge accurately enough to be used exclusively (Cartwright et al., 2017; McGuire and McDonnell, 
2006). Recharge estimates are typically performed using a combination of data collected and modelled through diverse 
approaches (Nimmo et al., 2005; Scanlon et al., 2002). Quantitative methods include water mass balances and numerical 
modelling, which carry with them substantial uncertainties and differ in approach according to the availability of data (surface 
vs groundwater). Chemical tracer methods are effective as a supplementary method of calibration and/or validation of typical 
recharge investigative techniques (Sanford, 2011). In regions where physical monitoring data availability is low, isotopic tracers 
have proven to be effective indicators of recharge, residence time and hydrological response to climate change (Cartwright et 
al., 2017; Zuber et al., 2011). Furthermore, isotopic methods are becoming more prevalent in hydrological studies due to 
advances in analytical capabilities and spatial statistics (West et al., 2009). Isotope tracers, both stable and radioactive, represent 
effective indicators of exchange between major components of the hydrological cycle that control hydrological resilience. 
Although a large suite of isotopes is used in hydrology, studies that investigate residence time typically use radioactive isotopes 
due to their predictable rate of decay/production in the subsurface. Additionally, noble gases such as krypton (85Kr) and Argon 
(39Ar) (including parent-daughter isotope methods) and compound tracers, such as chlorofluorocarbons or sulphur 
hexafluoride, are also used to predict residence time and recharge rates (Cartwright et al., 2017). 
Figure 1 - Conceptual diagram of tritium and radiocarbon in the hydrological cycle, from the production in the upper atmosphere, 
incorporation in precipitation, recharge to decay in the subsurface 
Groundwater residence times can be difficult to constrain as aquifers vary significantly in flow and recharge rate, from days 
to millennia (Fig.1). In order to capture this extremely wide range, the appropriate isotope and associated decay rate must be 
used. Additionally, each isotopic method incurs uncertainties associated with its residence time calculation due to isotope 
specific rates of production, incorporation and interaction within the aquifer system (e.g. carbonate dissolution in radiocarbon 
dating). Perhaps the least affected isotope systems are those that are within the water molecule itself. Stable isotopes of oxygen 
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(18O) and hydrogen (2H) are used extensively in the literature due to their conservative nature and predictable fractionation 
(Barbieri, 2019; Dansgaard, 1964; Fontes, 1980; Gonfiantini et al., 1998). Subsequently, the radioactive isotope of hydrogen, 
tritium (3H), presents a unique opportunity for residence time and recharge investigations. 3H is produced naturally in the 
upper atmosphere, incorporated into the water cycle, and falls out of secular equilibrium once isolated in the subsurface (Fig.1). 
The finite lifespan of 3H in groundwater enables residence time studies to date relatively young/modern groundwater flow 
paths. Whereas radiocarbon (14C) is a useful residence time tracer for older groundwater due to carbon’s ubiquitous presence 
in the hydrological cycle and a substantially longer half-life (5730 years) than that of 3H (12.312 years) (Fig.1). This enables 14C 
to be used to date waters that have much older, fossil residence times (up to ~50 000 years)(Kalin, 2000). The capabilities of 
isotope tracers increase over smaller spatial extents and with more information about local climate, vadose zone and aquifer 
properties. To estimate modern groundwater proportions over a regional extent and its interaction with fossil groundwater, 
isotope systems and model approaches must be carefully selected to optimize predictions and in turn, assess the groundwater 
vulnerability of large catchments and watersheds. 
Current approaches to groundwater vulnerability assessment treat risks associated with climate change, depletion, 
anthropogenic pollution and natural deterioration independently. These groundwater vulnerability models do not include 
isotope tracers, even though isotopes are ideal tracers of the hydrological cycle. The central goal of this project is to develop a 
model that incorporates hydrological tracers, which adds a layer of information about the hydrological cycle, to constrain the 
vulnerability of groundwater to a change in quantity and quality caused through various natural and anthropogenic processes. 
Before such a model can be developed the efficacy of hydrological tracers in southern Africa must be determined. In this study, 
3H and 14C in precipitation and groundwater data are used to: (1) constrain the variability of 3H in precipitation using an adapted 
model from HYSPLIT based trajectories, (2) relate modern and fossil groundwater through lumped parameter modelling, (3) 
predict the spatial distribution of 3H in groundwater using geostatistics and (4) use 3H in groundwater distributions within a 
holistic groundwater vulnerability assessment (Fig.2). The results of this study are not only relevant to groundwater 
management strategies in South Africa but apply to other water-scarce regions globally. The novel approaches and methods in 
this study showcase the potential for multi-isotope approaches that use 3H and 14C to support the assessment of groundwater 
vulnerability and hydrological resilience. 
Figure 2 – A simplified framework of the study approach, breakdown of publications and their contributions to the research objectives. 
Stellenbosch University https://scholar.sun.ac.za
Chapter 1 - Introduction 
4 
1. Problem statement
In regions where long-term monitoring data is scarce, it is difficult to examine the response of the groundwater system to
changes in climate and recharge dynamics. The efficacy of isotope studies to supplement the assessment of groundwater 
vulnerability and hydrological resilience is dependent on the selection of a well-suited isotope tracer or tracers, the ability to 
collect/collate regional data pertinent to each tracer and the development of an approach that mitigates the inherent uncertainty 
associated with the tracer. Although tritium is well suited and extensively used as a modern groundwater tracer, due to its short 
half-life and chemically conservative nature in recharge and groundwater flow, local and regional controls on its variability are 
still poorly constrained in southern Africa. Similarly, radiocarbon dating has seen progressive improvement in corrections of 
groundwater ages of older groundwater associated with carbonate dissolution, yet substantial uncertainty is still associated 
with corrections in arid regions and/or silicate dominated aquifers. Although groundwater vulnerability methods have been 
developed to assess pollution and drought risk independently, without the assistance of isotope tracers, a combined approach 
that assesses vulnerability in the context of quantity and quality is yet to be developed. 
2. Aims and objectives
To understand how 3H and 14C could be used to interpret regional recharge dynamics and better constrain regional
groundwater vulnerability within southern Africa, four key aims and objectives have been identified and are addressed as 
outcomes of the four publications in this thesis (Fig.2). These aims and objectives outline several key questions that need to be 
interrogated and constrained before groundwater vulnerability can be assessed: 
Aim & Paper [1]: To constrain the variability and distribution of tritium in South African precipitation 
• Which dominant factors that control the variability of 3H in precipitation across South Africa?
• Is there a spatial and temporal dependence of 3H variability on the identified dominant controls?
• Could the distribution and variability of 3H in precipitation be modelled from the identified controls and predicted in
different climatic environments?
Aim & Paper [2]: To calculate the proportion of modern and fossil groundwater mixing 
• What is the temporal and spatial density of 3H and 14C atmospheric records in southern Africa?
• Are these records representative of tracer abundance in modern recharge and if not, what corrections could be made
it mitigate this?
• How likely is closed system carbonate dilution and can initial δ13C be predicted over a regional extent?
• What is the proportion of modern groundwater mixing in samples collected in southern Africa?
Aim & Paper [3]: To predict and interpolate the distribution of tritium in groundwater in South Africa 
• Is the variation of 3H in precipitation transferred into the 3H activity of groundwater in South Africa?
• To what extent does travel time in the unsaturated zone affect 3H activity in groundwater?
• How accurately can the 3H distribution in groundwater, considering the known controls on activity, be predicted and
what does this distribution imply in terms of modern recharge in South Africa?
Aim & Paper [4]: To assess regional groundwater vulnerability to a decrease in quality and quantity 
• What environmental indicators are important for predicting the vulnerability of groundwater to a decrease in quantity
and a deterioration in quality?
• How can isotope tracers contribute to the assessment of groundwater vulnerability in the context of modern recharge
and groundwater distribution?
• Can the vulnerability of groundwater be predicted for future climate scenarios and how can this supplement
sustainable groundwater management?
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3. Study premise
The methodologies followed in this study to assess the variability, proportions and distributions of tracers as well as the
implications that tracer abundance has on other research objectives, are synthesized below. These summaries provide the 
appropriate background information for the selection of: [1] hydrological tracers for modern and fossil groundwater and [2] 
new model approaches to constrain atmospheric controls, mixing relationships, spatial distributions and groundwater 
vulnerability, as described in the subsequent chapters. 
3.1. Isotope tracers 
The selection of isotopic tracers to achieve the aims of this study was carefully considered during the project's conception. 
The vulnerability of groundwater is synonymous with the potential of modern contaminants to infiltrate into an aquifer, and in 
this case also the risk of depletion, hence the appropriate tracer must be chemically conservative as well as temporally non-
conservative. As 3H forms part of the water molecule, its behaviour in an aquifer would be independent of that of a contaminant 
and its radioactive nature provides a temporal indicator for groundwater residence time. Although the short half-life of tritium 
enables a clear indication of modern groundwater, it cannot constrain mixing relationships with older groundwater, hence a 
radio-isotope with a longer lifespan should be included. 14C was identified as an ideal indicator of fossil groundwaters as its 
abundance can be predicted with known atmospheric records. The details of these isotope systems are explored further below. 
3.1.1. Tritium 
Hydrogen has three naturally occurring isotopes, of which two are stable and one radioactive. Stable isotopes of hydrogen 
include protium (1H, one proton) and deuterium (²H, one proton and one neutron) and represent almost all of hydrogen’s 
natural abundance with 99.972% and 0.028% respectively (Fig.3) (Schimmelmann and Sauer, 2018). The radioactive isotope 
of hydrogen, tritium (3H, one proton and 2 neutrons), is only found naturally in trace amounts in the atmosphere and 
hydrosphere (Fig.3). The 3H atom decays into helium-3 (3He) through beta-decay and has a half-life of 12.312 years (Lucas and 
Unterweger, 2000; MacMahon, 2006). Tritium is most commonly found in nature as part of the water molecule (HTO) or 
organically bound tritium (OBT). 
Figure 3 – The naturally occurring isotopes of hydrogen and their abundance. 
3.1.1.1. Production and fall out rates 
The production of naturally occurring tritium is largely attributed to the interaction of cosmic radiation with atmospheric 
gases (Craig and Lal, 1961; Grosse et al., 1951; Kaufman and Libby, 1954). Cosmic rays are produced and omitted from both 
processes outside of our solar system (Galactic cosmic rays, GCR) as well as lower energy solar cosmic rays (SCR) which are 
comprised of an array of high energy charged particles. When cosmic rays reach the earth's atmosphere, they produce a cascade 
of nuclear reactions between secondary particles and atmospheric nuclei. Isotopes that are formed in this manner are called 
cosmogenic isotopes and are formed through either the reaction of atmospheric gases or the spallation of oxygen and nitrogen. 
3H is produced in the upper atmosphere through the reaction of 14N(n,3H)12C. The production and fallout rates of this process 
are controlled by numerous cosmogenic, atmospheric and geochemical processes. Tritium production in the upper atmosphere 
requires at least ~4MeV energy of the neutron before 14N can produce a 3H atom, thus the rate of production is largely regulated 
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by the modulation of cosmic rays by earth’s geomagnetic field. This modulation causes the increased production of 3H from the 
equator to the polar regions, where production rates can be around 17 times higher and the intensity is controlled by the Sun’s 
magnetic field alternation every 11 years (Palcsu et al., 2018). The average natural production rate of tritium in the upper 
atmosphere is estimated to be ~2500 atoms/m2/s2 (Craig and Lal, 1961; Masarik and Beer, 2009), two-thirds of which is 
produced in the stratosphere and one third in the upper troposphere. 
Tritium produced in the upper atmosphere reacts with stratospheric oxygen and hydroxide ions, in the form of T++OH-
=HTO, and the tritiated water molecule (HTO) enters the global hydrological cycle (Rozanski et al., 1991). The estimated tritium 
concentration of the stratosphere is several orders of magnitude higher than that of the troposphere, at 5-9x105 tritium unit 
(TU, one tritium unit corresponds to one 3H to 1018 H atoms) (Palcsu et al., 2018). The elevated abundance of 3H in the 
stratosphere is due to a high production rate and low water content, allowing 3H to remain suspended in the thin upper 
atmosphere. Although some 3H is produced in the troposphere, the majority of HTO is incorporated through mixing at the 
tropopause (Zahn et al., 1998). The transport of 3H is moderated by stratospheric-tropospheric interaction and can be seen 
indirectly through the seasonality of 3H in rainfall (Zahn et al., 1998). Additionally, a significant increase of stratospheric-
tropospheric mixing is prominent in the springtime of the northern hemisphere, where elevated tritium fallout is evident and 
termed the 'spring leak' (Harms et al., 2016; Suess, 1969). Thereafter the natural activity of 3H in precipitation is controlled by 
processes within the hydrological cycle (Rozanski et al., 2013). 
Figure 4 - The tritium time series and neutron monitor data in the Northern and Southern Hemisphere (László et al., 2020) 
Massive amounts of anthropogenically produced 3H were introduced into the atmosphere through thermal-nuclear bomb 
testing in the 1950's and early 1960's (Rozanski et al., 1991; Unesco, 1966). This resulted in the 3H concentration in the northern 
hemisphere, mid-latitude precipitation to exceed 3000 TU. Approximately 520-550 kg of 3H was introduced into the 
atmosphere, dwarfing the stratospheric estimated steady-state abundance of 3.8 kg (Palcsu et al., 2018). Since the banning of 
atmospheric nuclear tests in 1963, the activity of 3H has declined due to decay and dilution in the hydrosphere/atmosphere 
(Kern et al., 2020). Anthropogenic 3H is also produced on a local scale from nuclear facilities but at much smaller amounts and 
only affects localized environments (Fiévet et al., 2013; Köllo et al., 2011). Modern precipitation has since returned to background 
activities over much of the world, as the majority of the 'bomb peak' has been attenuated (Fig.4)(Cauquoin et al., 2016; Eastoe 
et al., 2012; Harms et al., 2016; Healy, 2010; Kern et al., 2020; Rahn et al., 2017; Visser et al., 2018). 
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3.1.1.2. 3H in the hydrological cycle 
More than 99% of tropospheric tritium is in the form of HTO and is incorporated into the water cycle. 3H is then deposited 
into the earth’s surficial water systems through either precipitation or vapor exchange. HTO follows the water cycle pathways 
almost exactly as un-tritiated water does, with only small perturbations as a result of fractionation effects during phases changes 
(Michel and Survey, 2005). In the case of ocean water, the predominant process is vapor exchange, due to the massive surface 
area of the ocean and ocean 3H activity is in secular equilibrium with atmospheric activity (0.60±0.10 TU) (Oms et al., 2019). 
3H in terrestrial water bodies is predominantly controlled by the activity of 3H in local precipitation. As the lifespan of 3H often 
exceeds the residence time of river systems, terrestrial contributions to ocean HTO are estimated to be around 10% of ocean 
HTO (Oms et al., 2019). Larger lake systems, that have residence times that exceed the lifespan of 3H form a similar secular 
equilibrium to atmospheric 3H yet are more largely controlled by river input rather than vapor exchange (Morgenstern et al., 
2010; Suess, 1969).  
The ubiquitous presence of 3H in surface waters facilitates the uptake of HTO into the biosphere, where HTO can either be 
stored in water form or converted to OBT. The ratios of which are specific to the organic mechanism that incorporates the water 
molecule into the organism, most commonly through exchange processes during photosynthesis and digestion. The 
reintroduction of HTO into the atmosphere through transpiration is often fast enough to have negligible effects on atmospheric 
concentrations yet the effects of continental moisture recycling can be substantial in the concentration of 3H in precipitation 
(Harms et al., 2016). Ultimately the variability of 3H in local precipitation is controlled to varying degrees by: (1) geomagnetic 
modulation of cosmic bombardment of nitrogen to produce 3H in the upper atmosphere (Palcsu et al., 2018); (2) increases in 
tropo-stratospheric mixing during the spring months (Visser et al., 2018); (3) varying amounts of convective vs stratiform 
rainfall, as storm cells that interact through the tropopause can entrain higher tritium activities (Aggarwal et al., 2016); (4) 
moisture recycling over continents, where 3H is further enriched through exchange with re-evaporated continental moisture 
and continued stratospheric fall out (C. V. Tadros et al., 2014) and (5) anthropogenic production through nuclear processes and 
radioactive waste (Rozanski et al., 1991). 
The secular equilibrium of 3H in the atmosphere is less apparent in the unsaturated zone, where vapor exchange with the 
atmosphere is limited and 3H begins to decay faster than it is replenished. This phenomenon led to numerous unsaturated zone 
travel time studies to be conducted after the 'bomb peak', where the extremely elevated atmospheric activity could be traced 
along the infiltration pathway in the unsaturated zone. It was initially thought that the infiltration of HTO in the unsaturated 
zone behaved in a piston flow manner with minor dispersion, yet further investigation suggested that the vapor transport of 3H 
in the unsaturated zone is more significant (Phillips et al., 1988). The effect of the unsaturated zone travel is now attributed to 
many factors including vapor exchange, diffusion, pore water storage, 3H soil inventory and infiltration rate (Li et al., 2019). 
Irrigation practices also have significant effects on local 3H variability in the unsaturated zone as irrigation waters can have a 
significantly different 3H activity as local precipitation (Currell et al., 2010). 
Once 3H reaches the subsurface through recharge, its abundance is predominantly dependent on decay as the subsurface 
production of 3H is limited to areas nearby landfills, radioactive mineral deposits or radioactive waste sites (Hughes et al., 2011; 
Nigro et al., 2017; Palcsu et al., 2010). Furthermore, granitic rocks that contain Li rich minerals can produce and maintain 
significant amounts of 3H in fracture fluids (>2 TU) (Andrews and Kay, 1982). However, geogenic production of 3H in permeable 
rocks is only significant in rocks with low matrix porosity, limiting the contribution of geogenic 3H to most aquifer systems. If 
an aquifer system does not contain detectable levels of 3H is either no longer being actively recharged or its isolated flow path 
is long enough (>100 a) to allow for 3H to decay below detection limits. However, 3H activities are not likely to represent the 
actual residence time of all groundwater, as the mixing of fossil and modern groundwater can result in very old (>10000 a) 
groundwater containing detectable 3H (Jasechko et al., 2017). In systems where mixed groundwaters are common, lumped 
parameter models with a different radioactive isotope, that can constrain older waters, is necessary. 
3.1.2. Radiocarbon 
Carbon has many naturally occurring isotopes yet only three are significant in the context of this study. Two of which are 
stable and one radioactive. Stable isotopes of carbon include carbon-12 (12C, six protons and six neutrons) and carbon-12 (13C, 
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six protons and seven neutrons) and represent almost all of carbon’s natural abundance with 98.89% and 1.109% respectively 
(Fig.5) (Schuur et al., 2016). The radioactive isotope of carbon pertinent to this study is carbon-14 (14C, six protons and 8 
neutrons), is only found naturally in trace amounts in the atmosphere, hydrosphere, biosphere and lithosphere (Fig.5). The 14C 
atom decays into nitrogen-14 (14N) through beta-decay and has a half-life of 5730 ±80 years (Godwin, 1962). 14C is most 
commonly found in nature as part of the carbon-dioxide molecule (CO2) or inorganic material in various forms. 14C is 
predominantly found in the hydrosphere as dissolved CO2, dissolved organic carbon (DOC) or dissolved inorganic carbon (DIC). 
Figure 5 - The naturally occurring isotopes of carbon and their abundance. 
3.1.2.1. Production and fall out rates 
The natural production of 14C is largely isolated to the upper atmosphere, where cosmic rays interact with atmospheric 
gases. 14C is produced in the upper atmosphere through the reaction of 14N(n,p)14C. The rate at which this reaction occurs is 
controlled by the same modulation as 3H yet requires less energy (~1MeV) and forms only a small part of the large atmospheric 
reservoir, thus is less sensitive to sunspot cycles as 3H production is (0.25%) (Palcsu et al., 2018). Due to mixing between the 
upper and lower atmosphere, the distribution of 14C in the lower atmosphere is relatively uniform (Clark, 2015; Clark and Fritz, 
1997; Kalin, 2000). Although 14C essentially behaves the same as 12C chemically, differences in mass result in a slightly different 
distribution of 14C in the global carbon cycle. 14C is oxidised to form CO2 and incorporated into the natural biosphere through 
photosynthesis and a large proportion returned through the decay of organic matter and root respiration. The long half-life of 
14C means that it can move through many C reservoirs in the global cycle before decaying below detection limits. To define a 
reference atmospheric abundance of 14C, pre-industrial wood samples were used as a reference as initial radiocarbon (a14C) or 
100 percent modern carbon (pmc). Much older samples that contain low 14C abundance are also affected by millennial-scale 
fluctuation in the production of atmospheric 14C. 
Figure 6 –The fraction of modern carbon change during a) the onset of the industrial revolution, ~1900-1950 (Reimer et al., 2013) and b) 
the testing of above ground thermonuclear weapons,1953-1964 (Hua et al., 2013) 
Although the natural abundance of 14C has varied significantly since the last glacial maximum (LGM), anthropogenic effects 
on 14C atmospheric abundance over the last two centuries are prominent, especially over such a short time (Schuur et al., 2016). 
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After 1850, human activities within the ‘industrial revolution’ prompted the release of large amounts of stored C that had a 
lower abundance of 14C through fossil fuel combustion and land-use change. This 14C dilution in the atmosphere resulted in a 
decrease in atmospheric 14C below 100 pmc (Fig.6a) (Hua et al., 2013). Thus, as the pool of total C introduced into the 
atmosphere through human activities increased and the abundance of 14C did not, the ratio of 12C to 14C declined. During this 
decline, the testing of thermonuclear weapons saw a similar 'bomb peak' effect as was measured in 3H activity. Where above 
ground testing introduced massive amounts of 14C into the stratosphere, almost double in the northern hemisphere, through a 
similar process as described for the cosmogenic production of 14C. The one year delay in the ‘bomb peak’ in the southern 
hemisphere is a result of the majority of tests being performed in the northern hemisphere and only an annual rate of turnover 
at the equator of air masses (Levin et al., 1995; Manning and Melhuish, 1994). The global attenuation of the bomb-peak was 
facilitated through the exchange of C in the carbon cycle and atmospheric levels have largely returned to pre-bomb pmc in the 
mid-latitude northern hemisphere where the peak was highest (Levin et al., 2013). 
3.1.2.2. 14C in the carbon cycle 
As 14C moves through the carbon cycle in a largely similar fashion as 12C, researchers can predict its abundance by measuring 
the abundance of 14C in each earth reservoir and by factoring in the known production of 14C in the upper atmosphere and 
radioactive decay. Although mixing of the upper and lower atmosphere is not instantaneous, it is much faster than that of the 
ocean and land C reservoirs (Broecker and Peng, 1982). Despite the production of 14C in the upper atmosphere, only ~2% of all 
14C (pre-1850) is contained in the atmosphere (Fig.7). Over two-thirds (65%-78%) are captured in deep ocean sediments, 8-
10% in the surface ocean and 2-18% in marine sediments, largely a result of the oceanic carbon pump (Volk and Hoffert, 1985). 
Although, the deep ocean contains the largest proportion of 14C, the mixing of this reservoir is relatively slow and the modern 
fraction is lower than the terrestrial biosphere which shows very similar modern fractions to the atmosphere (Fig.7). The unique 
ability of 14C to trace both the interaction of C reservoirs as well as the residence time of C in the reservoir, has been applied 
across many scientific disciplines for a large array of purposes (Schuur et al., 2016). 
Figure 7 - The range of 14C isotope ratios (black numbers) among different reservoirs of the Earth system, expressed relative to the 
atmospheric 14C content defined in the preindustrial as 1.0, specifically based on wood from 1890. The percent of total 14C atoms in the Earth 
system (red numbers) is a combination of the total C pool size and the 14C age of the pool (Schuur et al., 2016) 
Over and above the global scale effects on the 14C abundance in different reservoirs (glacial cycles, industrialization, nuclear 
bomb testing, etc.), localized processes also capture and store 14C. By using the same decay methodology, the allocation of C in 
local cycles can be dated over varying timescales (Schuur et al., 2016). Cosmogenic radiocarbon dating is useful for assessing 
residence times between 300 – 50 000 years based on the comparison of measured 14C with modern C (Stenström et al., 2011). 
Younger systems that capture and store 14C are likely affected by the 'bomb peak', which enables the measured 14C to be 
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compared to the known atmospheric change and residence time can be accurately estimated (±1-2 years). However, the 
determination of an age is dependent on the system being closed, allowing for only decay once C enters the system with no 
further atmospheric exchange (Schuur et al., 2016). One such system is that of groundwater, where residence times have been 
successfully calculated as atmospheric 14C is isolated once it enters the water table as DIC (Kalin, 2000). The variability of 
atmospheric 14C is reflected in the groundwater record and has helped distinguish younger and older groundwater reservoirs 
(Cartwright et al., 2017; Plummer and Sprinkle, 2001). Unfortunately, atmospheric 14C variability is often trumped by the 
introduction of 14C-free carbon into groundwater, which includes the dissolution of carbonate minerals, isotopic exchange with 
carbonates, oxidation of old organic matter (methanogenesis) and the CO2-rich volcanic gases. 
In order to best interpret calculated 14C groundwater ages, the addition of 14C-free carbon must be accounted for to avoid 
the over-estimation of residence times and the under-estimation of recharge rates (Kalin, 2000). Fortunately, several methods 
are used to account for this dissolution which includes ion geochemistry, stable carbon isotopes and other geochemical tracers 
such as 87Sr/86Sr ratios (Coetsiers and Walraevens, 2009; Meredith et al., 2012). As the δ13C of groundwater is initially controlled 
by the soil horizon from which carbon is dissolved, it can be predicted through the soil processes that fractionate carbon 
isotopes, e.g. photosynthesis and respiration. Vegetation is a major control of δ13C in the soil zone as carbon isotope fractionation 
in the photosynthetic pathways of plants is significant and distinct between C3 and C4 type plants (O’Leary, 1988). 
Studies that have been undertaken in the southern hemisphere (Australia and New Zealand), in semi-arid and/or silicate 
dominated terrains, have found that δ13C values are extremely variable and can result in gross over/under correction of 14C 
residence times (Cartwright et al., 2017). However, it is still important to note that it is likely that closed system carbonate 
dissolution is still contributing ‘dead’ carbon to the collected sample. Additionally, 14C corrections could be made more accurate 
if coupled with another isotopic or geochemical measurement, e.g. 87Sr/86Sr or HCO3 (Cartwright, 2010; Cartwright et al., 2013). 
Despite the potential issues surrounding the use of 14C as a residence time indicator, it is still commonly used as a tracer for 
estimating long-term recharge rates and residence times over regional settings (A P Atkinson et al., 2014; Cartwright et al., 
2013; Corcho Alvarado et al., 2007; Currell et al., 2010; McMahon et al., 2011; Plummer and Sprinkle, 2001; Zhu et al., 2000). 
3.2. Techniques and models for tracers 
The selection of model methodologies to achieve the aims of this study were carefully considered during the project’s 
progression. As the objectives of this study intend to interpret tracer abundance and decay throughout the hydrological cycle, 
methods and models must be selected for each reservoir of the tracer’s lifespan as well as the implications of measured tracer 
abundance on the interconnectivity of reservoirs and their residence times. This includes: [1] the production and fall out of 
tracers in the atmosphere and subsequent incorporation into precipitation, [2] the abundance of tracers in groundwater over 
time under different groundwater flow conditions and [3] the implications on modern recharge mechanics derived from tracers 
on groundwater vulnerability assessments. 
3.2.1. Particle trajectory models 
One of the most extensively used atmospheric particle trajectory models is the Hybrid Single-Particle Lagrangian Integrated 
Trajectory model (HYSPLIT), developed by the National Oceanic and Atmospheric Administration (NOAA) Air Resources 
Laboratory (ARL) (Draxler and Hess, 1998). It is defined as a complete system for computing simple air parcel trajectories as 
well as complex transport, dispersion chemical transformation and deposition simulations (Stein et al., 2015). One of the most 
common model applications is the use of back-trajectory analysis to determine the origins of particles, this method has been 
used to describe atmospheric transport of radioactive material, smoke, dust pollutants, ash and water masses. The calculation 
of the HYSPLIT model is a hybrid of the Lagrangian approach and the Eulerian methodology. The Lagrangian approach uses a 
moving frame of reference when computing the movement of the air parcel, computing advection and diffusion to predict the 
migration of a particle across modelled conditions. The Eulerian methodology uses a fixed three-dimensional grid as a frame of 
reference and is typically used for the tracking of pollutant air concentrations. The basis from which trajectories are calculated 
can be mathematically described as: 
𝑃𝑚𝑒𝑎𝑛(𝑡 + 𝛥𝑡) = 𝑃𝑚𝑒𝑎𝑛(𝑡) +
1
2
[𝑉(𝑃𝑚𝑒𝑎𝑛 , 𝑡) + 𝑉({𝑃𝑚𝑒𝑎𝑛(𝑡) + [𝑉(𝑃𝑚𝑒𝑎𝑛 , 𝑡)𝛥𝑡]}, 𝑡 + 𝛥𝑡)]𝛥𝑡 (1)
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where P is the position at time t and V is the average of the three-dimensional velocity vectors at eh initial or 'first guess' 
positions. In this case, only the advection component is considered in the prediction of particle/parcel trajectories. In order to 
capture atmospheric movement and mixing, a turbulent dispersion component is added. These diffusion equations are 
constructed by adding the mean velocity obtained from meteorological data (Fay et al., 1995); namely, 
𝑋𝑓𝑖𝑛𝑎𝑙(𝑡 + 𝛥𝑡) = 𝑋𝑚𝑒𝑎𝑛(𝑡 + 𝛥𝑡) + 𝑈
′(𝑡 + 𝛥𝑡)𝛥𝑡 (2) 
𝑍𝑓𝑖𝑛𝑎𝑙(𝑡 + 𝛥𝑡) = 𝑍𝑚𝑒𝑎𝑛(𝑡 + 𝛥𝑡) + 𝑊
′(𝑡 + 𝛥𝑡)𝛥𝑡 (3) 
where U’ and W’ correspond with the turbulent velocity components, Xmean and Zmean are the mean components of particle 
positions and Xfinal and Zfinal are the final positions in the horizontal and vertical, respectively. It must also be noted that the 
turbulence component is only added after the advection computation. The U’ and W’ components are calculated according to a 
modified discrete-time Langevin equation (Chock and Winkler, 1996). Furthermore the inclusion of calculations concerning 
how wet and dry deposition as well as in cloud estimates as outlined in the inclusion of a co-efficient described in other studies 
(Leadbetter et al., 2015; Visser et al., 2016). The methodology outlined in this thesis contributed to a model developed at the 
Lawrence Livermore National Laboratory in California, U.S.A, and can be found in more detail in Visser et al., 2018. 
3.2.2. Lumped parameter models 
Lumped parameter models (LPMs) are mathematical models that determine the concentration of a tracer over a simplified 
groundwater flow path. This is done by setting an aquifer geometry and flow configuration to account for hydrodynamic 
dispersion or mixing within an aquifer, well bore, or discharge area. LPMs are generally used for determining ages for 
groundwater by including one or more residence time tracers and predicting mixing relationships of younger and older aquifer 
components. The addition of unsaturated zone travel time can be included in LPMs but must be predetermined by another 
method, typically through particle tracking by numerical groundwater flow models. The major benefit of LPMs is that tracers 
of both young and old groundwater can be interpreted simultaneously so that a wide range of residence times can be constrained 
in a single system. 
The tracer LPM workbook, developed by the USGS, contains five LPMs that can be used to determine groundwater residence 
time relationships for different groundwater flow conditions (Jurgens et al., 2012). The five primary LPMs are: [1] piston-flow 
model (PFM), [2] exponential mixing model (EMM), [3] exponential piston flow model (EPM), [4] partial exponential model 
(PEM), and [5] dispersion model (DM). If tracers are particularly suited to one model, any combination of primary LPMs can 
be used in a binary mixing model (BMM), to estimate tracer abundances over time for multiple tracers. The workbook has 
expanded functionality to facilitate hydrogeologic conceptualization, visualizations and best-fit parameter estimation. The 
distributions of groundwater age can be evaluated in two ways: [1] two or more tracers can be evaluated against one another 
to measure the concordance with expected abundances or [2] data collected as a time series can be compared to modelled trends 
of tracer abundance. 
Each individual LPM corresponds to an input (recharge) location and an output (discharge location), which is typically the 
well or spring that a groundwater sample was collected from. An LPM calculates using either transit-time distribution functions 
or and exit-age distribution functions [g(t)] (Maloszewski and Zuber, 1993). In these methods, the collected water sample is 
assumed to consist of many water "parcels" that have mixed from different flow paths with discrete residence time and tracer 
abundance. The simulated tracer concentration at the outlet position, within a steady-state aquifer, can be calculated from the 
tracer abundance at the inlet position using [g(t)] in the function: 




𝑔(𝑡 − 𝑡′)𝑑𝑡′ (4) 
where 𝐶𝑜𝑢𝑡(𝑡) is the outlet tracer concentration at the time of collection (𝑡) and 𝐶𝑖𝑛(𝑡′) is the tracer concentration at the 
inlet at the time in which the tracer entered the system (𝑡′), 𝜆 the decay constant if the tracer is radioactive and 𝑡 − 𝑡′ is the 
mean residence time of the water parcel. The LPM approach assumes that tracers are injected and detected in the fluid flux and, 
other than decay, behave conservatively in the system traveling with the water parcel. The inferred mean ages calculated from 
tracer abundance is thus equal to the mean residence time of water being discharged from the system or to a screened interval. 
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3.2.3. Groundwater vulnerability models 
With the development of initial basic methods for assessing groundwater vulnerability to contamination, several other 
methods have been adapted from it. Each method that is developed has been carefully catered to a specific problem that earlier 
methods were insufficient in addressing effectively. The most popular techniques are described below: 
The GOD rating system (Foster, 1987), one of the earliest and most rudimental methods, was developed in an attempt to 
simplify the existing groundwater vulnerability to contamination index (SGVI) and included only 3 main input parameters: the 
groundwater occurrence, the lithology of overlying layers and the depth to groundwater. In the same year, the U.S. 
Environmental Protection Agency (EPA) developed DRASTIC (Aller et al., 1987) to characterize groundwater pollution potential. 
The method incorporates seven input parameters namely: depth to water, net recharge, aquifer media, topography, the impact 
of the vadose zone and hydraulic conductivity. Each input parameter was assigned a rating for pollution potential from 1 - 10 
and then calculated as a weighted sum to determine the final vulnerability index. The DRASTIC method also had two variations 
that could be used for natural areas and for areas of pesticide heavy agriculture, which changes the various weighting of the 
input parameters.   
One vulnerability method suggests that one need not over complicate the evaluation and that an aquifer’s vulnerability is so 
overwhelmingly controlled by its physical morphology that only a few inputs are needed. The AVI (Aquifer Vulnerability Index) 
rating system (Stempvoort et al., 1993) only uses two inputs: the thickness of each sedimentary layer above the uppermost 
aquifer and the estimated hydraulic conductivity to assess the vulnerability of an aquifer to pollution. Alternatively, the SINTACS 
method (Civita, 1994) was derived from the DRASTIC methodology and has the same seven input parameters but has a much 
more complicated structure. The method isolates different weighting strings and runs them in parallel allowing for rating to be 
divided into intervals, which result in six vulnerability classes. It, therefore, allows for new weighting classes to be created for 
sufficiently variable areas, whereas the rating classes in the DRASTIC model were fixed.   
Some researchers have even combined several methods into one, the ISIS method (Civita and De Regibus, 1995) combines 
elements from DRASTIC, SINTACS and GOD methods, the method allows for a more flexible structure for the user. It does this 
by having inputs grouped, for instance ‘the annual mean of net recharge’ can be represented by a recharge estimate or a complex 
calculation including mean annual rainfall, surface temperature and other related parameters. Other methods have also been 
developed for specific hydrogeological environments, for instance the EPIK (Doerfliger and Zwahlen, 1997) method was created 
to assess the vulnerability of karst aquifers in Switzerland.  
Gogu and Dassargues, 2000 have summarized in detail these methods and have begun to tackle some of the past and future 
issues surrounding groundwater vulnerability assessments in the context of overlay and index methods. Several comparative 
studies (Corniello et al., 1997) have been done to evaluate the strengths and weaknesses of the methods and although the 
findings have been interesting they have been inconclusive in determining the best method.  
In addition to investigations that focus their vulnerability index on determining pollution potentials, other assessments are 
more primarily focused on the vulnerability of groundwater resources to drought. Villholth et al., (2013) developed the GRiMMS 
methods for groundwater drought risk (GWDR) which is another variation of an overlay index method or multi-criteria 
evaluation using a set of algorithms in a pre-set framework to estimate a vulnerability index. The study was done over the 
Southern African Development Community (SADC) region and estimated what portion of the population that is dependent on 
groundwater is vulnerable to more severe and regular drought periods as a result of climate change. 
To constrain the vulnerability of groundwater on a regional scale, that encompasses both the risk of contamination and 
groundwater depletion, multiple aspects of the hydrological cycle need to be investigated. Groundwater quality indicators have 
been used in groundwater vulnerability studies before and methods are well constrained in the literature. However, indicators 
of groundwater quantity are somewhat less explored, with only a few groundwater drought risk and local abstraction studies 
available. As regional hydrological studies need large amounts of spatial and temporal data to be accurate, the degree and 
distribution of groundwater vulnerability to depletion is difficult to constrain. Isotopic systems are particularly useful, due to 
the ability of isotopes to be proxies for climate, recharge and residence time. Modern recharge dynamics can be interpreted as 
both indicators of (1) renewable, actively recharged groundwater and (2) potential for surface pollutants to enter the 
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groundwater system. This dual-purpose makes modern recharge indicators particularly useful in assessing groundwater 
vulnerability. Furthermore, as most groundwater is a mix of younger and older groundwater, it is important to understand the 
proportion of modern groundwater with groundwater recharged a long time ago. To better understand the mixing relationships 
of modern groundwater with fossil groundwater, residence time tracers that can constrain much older groundwater residence 
times must also be investigated. 
4. Thesis outline
The thesis is comprised of six chapters, the first is an introductory chapter that outlines the context of the study and
synthesizes the aims and ideas that form the premise of the study. Chapters 2 through 5 are comprised of four papers which 
logically follow on from each other. Papers 1 and 4 are published, papers 2 and 3 have been submitted and are under review. 
Paper 4 was published first, as it forms a proof of concept for incorporating tritium based modern groundwater assessments 
into groundwater vulnerability assessments. The first contribution (Chapter 2) "Spatial and temporal variability of tritium in 
precipitation in South Africa and its bearing on hydrological studies" develop novel techniques to investigate the variability of 
3H in event-based precipitation in South Africa. The second contribution (Chapter 3) “Using tritium and radiocarbon activities 
to constrain modern groundwater proportions in southern Africa” compares predicted abundances of 3H and 14C in groundwater 
with collated data to estimate the proportion of modern groundwater and the age of the fossil mixing component distributed 
across southern Africa. The third contribution (Chapter 4) "Constraining the spatial distribution of tritium in groundwater 
across South Africa" develops a spatial interpolation model to predict the distribution of tritium activity in groundwater within 
South Africa. The fourth contribution (Chapter 5) "Combining quantity and quality controls to determine groundwater 
vulnerability to depletion and deterioration throughout South Africa" develops a novel model framework, which incorporates 
both quantity and quality controls, to assess groundwater vulnerability to contamination/pollution and depletion. The model 
approach is then applied to South Africa and forecasted using climate change prediction models. The final chapter summarizes 
the findings, developments, conclusions and implications for future research, addressing which aims and objectives were 
achieved as well as the associated limitations.
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A B S T R A C T
Tritium, the radioactive isotope of hydrogen, has been used to understand groundwater recharge processes for decades. The current variation of tritium in the 
atmosphere is largely attributed to stratospheric production and fall out rates as well as global circulation phenomena controlling the hydrological cycle. Global 
controls on the variability in atmospheric tritium activity are poorly suited to explain local variation and tritium activities in precipitation are often assumed to be 
uniform over both local and regional catchments and watersheds. This assumption can result in both over and under estimation of modern recharge within an aquifer 
when using tritium as the recharge proxy. In order to minimize the inherent prediction residuals associated with tritium based recharge investigations, the variability 
of tritium in precipitation was modelled from 127 spatial precipitation samples taken over a two year period, combined with a 76 precipitation sample group-set 
taken over a one year period in a single location. Precipitation events were traced backward in time, from the point of collection, using HYSPLIT modelling to 
ascertain the origins of moisture content as well as the altitudes of moisture origin reached along the particle track. Tritium activities, collected over a one year period 
in Paarl, range from 0.45 to 4.16 TU and have a mean of 1.59 TU. Spatial storm events in the Western Cape in 2017 and 2018 had a range from 0 to 2.2 and 0.37 to 
3.27 TU, respectively, with mean activities of 1.18 (n = 34) and 1.25 TU (n = 32). Both storm events had similar tritium variability (σ = 0.5 n = 35 and 0.48 n = 32). 
Regional precipitation events had the largest range of tritium activities (0.55–12.2 TU). Although not all tritium activities can be explained by interrogating the water 
mass origin, this study suggests that approximately 90% of events can be completely or partially attributed to the origin of the water mass. The variability of tritium, 
both spatially and temporally, was higher than expected, confirming that when uniform tritium inputs are used, the groundwater system would provide inaccurate 
modern recharge estimates. Higher spatial resolution of tritium variation in precipitation for a particular region will improve our ability to relate tritium activities in 
groundwater to local precipitation.   
1. Introduction
Cosmogenic radioactive isotope tracers are produced at, and decay
at, different rates that make radio-isotope tracers uniquely dynamic and 
robust for the purpose of hydrogeological investigations. The suite of 
radio-isotope tracers available in modern isotope hydrology to evaluate 
recharge include 3H, 14C, 36Cl and the radioisotopes of the noble gases 
(85Kr, 81Kr, and 39Ar). These isotopes allow for the characterization of 
recharge that occurred within the last couple of years to hundreds of 
thousands of years (Busenberg and Plummer, 2008; Clark, 2015; Clark 
and Fritz, 2013; Cook and Solomon, 1997; Darling et al., 2012; Kalin, 
2000; Loosli et al., 2000; McGuire and McDonnell, 2006; Phillips, 2000; 
Scanlon et al., 2002). However, radio-isotopes with short half-lives are 
uniquely positioned to provide information on recent recharge processes 
and hence can be used to track the impact of modern climate change on 
groundwater systems (Cartwright et al., 2017). Modern recharge can 
occur over a period of weeks in shallow alluvial aquifers to decades and 
older in deeper confined systems or in aquifers with low hydraulic 
conductivity. Tritium has been identified as an ideal residence time in-
dicator of modern processes because it is dominantly a function of at-
mospheric processes and typically not produced underground along 
groundwater flow paths (Cartwright et al., 2017). On this basis, the 
activity of tritium in groundwater has been used to differentiate modern 
vs fossil groundwater (Gleeson et al., 2016), track the contamination of 
fossil groundwater by modern recharge (Jaschecko et al., 2017), and 
measure groundwater residence times (Cartwright and Morgenstern, 
2015). However, for recharge investigations using tritium, the input 
activity or concentration of precipitation derived tritium, is usually 
presumed to be relatively uniform or constant over a given region and 
timeframe (e.g. one rainfall season in a groundwater catchment) but this 
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assumption seems unlikely to be valid (Stewart et al., 2010). 
Tritium is the radioactive isotope of hydrogen with a half-life of 
12.312 years (MacMahon, 2006). Large amounts of anthropogenic 
tritium were produced as a result of atmospheric testing of thermonu-
clear weapons during the period 1950–1970 (Eastoe et al., 2012; Tadros 
et al., 2014; Thatcher, 1962). Atmospheric tritium activity has since 
decayed back to background levels and is now largely controlled by 
variable stratospheric production and fall out rates, as well as ocean 
water dilution and moisture recycling (Tadros et al., 2014). As a result, 
there is significant variability in the activity of tritium in global pre-
cipitation. This variation may be a function of: (1) geomagnetic modu-
lation of cosmic bombardment of nitrogen to produce tritium in the 
upper atmosphere (Palcsu et al., 2018); (2) increases in 
tropo-stratospheric mixing during the spring months (Visser et al., 
2018); (3) varying amounts of convective vs stratiform rainfall, as storm 
cells that interact through the tropopause can entrain higher tritium 
activities (Aggarwal et al., 2016); (4) moisture recycling over conti-
nents, where tritium is further enriched through exchange with 
re-evaporated continental moisture and continued stratospheric fall out 
(Tadros et al., 2014) and (5) anthropogenic production through nuclear 
processes and radioactive waste (Rozanski et al., 1991) (Fig. 1). More-
over, due to landmass distribution, ocean/atmospheric circulation and 
anthropogenic production, the processes that control atmospheric 
tritium activity in the northern hemisphere will differ from those in the 
southern hemisphere. Similarly, high-latitude regions produce more 
stratospheric tritium than equatorial areas and in turn contribute more 
tritium to precipitation through fall out and mixing. How these pro-
cesses interact to govern the activity of tritium in precipitation at 
different locations around the planet is central to understanding the 
variability of tritium in the groundwater system and how this impacts 
our understanding of recharge dynamics. 
Before this can happen though, a better understanding of the 
behavior of tritium in the hydrological cycle is required to assess the 
spatial variability of tritium in surface and subsurface hydrology as well 
as any anthropogenic contributions derived from nuclear activity (Visser 
et al., 2018). To do this, tritium data must be collected and investigated 
on a regional scale and at a variety of time-steps (Harms et al., 2016). 
Tritium has long been collected as part of nuclear monitoring programs 
but also via the Global Network of Isotopes in Precipitation (GNIP) 
program of the International Atomic Energy Agency (IAEA). Multiple 
studies have reported monthly tritium activities and successfully con-
strained the potential controls on tritium variability in precipitation in 
Fig. 1. Schematic of the natural controls on tritium activity in global precipi-
tation. (1) Geomagnetic modulation of cosmic bombardment of nitrogen to 
produce tritium in the upper atmosphere; (2) increases in tropo-stratospheric 
mixing in spring; (3) varying amounts of convective vs stratiform rainfall; (4) 
moisture recycling over continent and (5) anthropogenic production through 
nuclear processes and radioactive waste. 
Fig. 2. Site map of collection locations for (a) regional precipitation samples and (b) Western Cape temporal and storm samples. Graded blue color represents rainfall 
amount and rainfall zones are delineated by dashed lines in panel (a) for summer, winter and all year rainfall. (For interpretation of the references to color in this 
figure legend, the reader is referred to the Web version of this article.) 
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spatially diverse locations and scales (Mair et al., 2013; Tadros et al., 
2014; Visser et al., 2018). Although trends on a monthly temporal scale 
are evident and explain macro-processes, this temporal resolution 
cannot characterize event based tritium variability. To investigate the 
extent, magnitude and significance of the established trends and effects 
on tritium activity in precipitation, a higher temporal resolution is 
required. 
This study investigates the temporal and spatial variations of tritium 
activity in daily precipitation and single storm events in South Africa 
through the sampling of: (1) daily precipitation over a one year period at 
a single location (Paarl, Western Cape Province); (2) two major storm 
events in two different years sampled at multiple locations in the 
Western Cape Province; and (3) regional precipitation events across 
South Africa. Stable isotopes of O and H were also analyzed from the 
same samples as the tritium, to link the type of rainfall received at each 
sample location to the tritium activity. The source of moisture within the 
air mass was investigated using data produced from HYSPLIT trajec-
tories to evaluate the latitude and altitude effects of source water to the 
tritium activity of precipitation. Using the above information and data to 
investigate major controls on tritium activity in South African precipi-
tation may aid in constraining the actual input of tritium into the local 
hydrological cycle. Expanding our understanding of tritium variability 
in precipitation, particularly in the southern hemisphere, will contribute 
to our understanding of hydrological resilience, an increasingly impor-
tant global concept used to evaluate climate change driven alteration of 
hydrological cycles. 
2. Environmental context
South Africa has a diverse climate, ranging from semi-arid to arid
zones in the central and western reaches to sub-tropical zones on the east 
coast and temperate (dry winter) zones in the north-east. The country 
also receives variable rainfall, divided into summer and winter rainfall 
areas (Fig. 2). Mean annual precipitation ranges from below 100 mm in 
the Northern Cape to over 3200 mm in the high altitude eastern interior. 
In the last five years, drought conditions have been prevalent 
throughout much of the country, with the Western, Eastern and North-
ern Cape provinces being the worst affected (Baudoin et al., 2017). The 
inter-annual variability of rainfall is often attributed to larger-scale 
phenomena including the El Niño-Southern Oscillation (Philippon 
et al., 2012) and the Southern Annual Mode (Reason and Rouault, 
2005). However, the specific controls on the variability of rainfall origin, 
intensity and regularity is debated in the literature (e.g. Synodinos et al., 
2018). Recently, it has been proposed that in South Africa, the source of 
moisture is predominantly controlled by “atmospheric rivers” that 
facilitate the mass transport of moisture from equatorial regions towards 
the poles. These processes appear to be dynamically linked to the for-
mation and movement of extratropical cyclones (Blamey et al., 2018; 
Ralph et al., 2004). 
The Western Cape Province of South Africa (Fig. 2) generally expe-
riences a warm, temperate mediterranean climate, where the majority of 
the province’s rainfall is received in the austral winter months 
(May–Sep) (Ndebele et al., 2019). Rainfall amount is heterogeneous 
across the province, ranging from relatively wet (>1500 mm/yr− 1) on 
mountainous windward slopes that form part of the Cape Fold Belt, to 
semi-arid (<150 mm/yr− 1) regions on the west coast and within the 
inland rain shadow (Fig. 2). The far eastern reaches, near the border 
with the Eastern Cape, receive sporadic year round rainfall and repre-
sent a transition zone between winter and summer rainfall regions 
(Fig. 2). Climate heterogeneity is attributed to the province’s 
geographical location, topography and cold seawater upwelling from 
the Benguela Current (Philippon et al., 2012) (Fig. 2). Rainfall origins 
are generally associated with cold frontal systems that are dependent on 
the occurrence of extratropical cyclones and cut off lows south-west of 
South Africa (Blamey et al., 2017). 
The stable isotope composition of precipitation in the Western Cape 
has a range from moderately positive to more negative δD and δ18O 
values (12 to − 40‰ and 2 to − 7‰ respectively) (Diamond and Harris, 
2019; Harris et al., 2010). Winter precipitation is distinctly depleted in 
the heavy isotopes as a result of lower temperatures and increased 
amounts of precipitation. Isotopic variation can be delineated by a 
seasonal effect rather than specific temperature and precipitation 
amount, and this is likely a result of monthly averages that include hot 
days without precipitation in the winter months (Harris et al., 2010). 
Orographically forced precipitation, which has less fluctuation in tem-
perature, also has a minor influence on isotopic variability, whereas 
frontal systems can result in pronounced isotopic variation independent 
of temperature and pressure as a result of fractionation effects related to 
the rainout (Harris et al., 2010). 
3. Methodology
Samples were collected over a period of 18 months between June
2017 and November 2018 in a series of collection campaigns. Precipi-
tation was collected on a daily basis in containers with large surface 
areas to maximize sample size for low precipitation events. The data was 
interrogated statistically to highlight trends in isotopic composition in 
relation to temporal, spatial and meteorological variations. Temporal 
samples were collected at a collection point managed by the authors, 
whilst storm and regional samples were collected by both members of 
the research team as well as citizen scientists. The Hybrid Single Particle 
Lagrangian Integrated Trajectory model (HYSPLIT) used in this study 
was developed by the Air Resources Laboratory (ARL), a division of the 
National Oceanic and Atmospheric Administration (NOAA), to compute 
air parcel trajectories through atmospheric circulation patterns (Stein 
et al., 2015). The model is publically available and defines the trajectory 
of an infinitely small particle by integrating its vertical and horizontal 
movement in time (either backwards or forwards). 
3.1. Sampling strategy 
Collection campaigns are separated into three classes: (1) temporal 
data collected on a daily basis at a single location (Paarl); (2) storm data 
collected at multiple locations for two individual storm events (Western 
Cape Province); and (3) opportunistic sampling of regional precipitation 
collected at different times and locations across South Africa (Fig. 2). 
Daily samples were collected from a single location in the town of Paarl 
in the Western Cape Province of South Africa, over a one year period 
between October 2017 and October 2018. The sample location in Paarl 
(− 33.7348S, 18.9588E) is about 170 masl and received 1080.8 mm of 
precipitation during the sample period from 129 days of rainfall, 96 of 
129 precipitation events were successfully sampled and analyzed (839.8 
mm/1080.8 mm - 77.7%), as smaller events (<1 mm) usually did not 
produce enough water for the 1 L requirement for analysis. In addition, 
seven precipitation events greater than 5 mm were missed and three 
samples were lost in transit to the laboratory where the tritium analyses 
were performed. For the storm events, two large storm events in the 
Western Cape, one in June 2017 and one in June 2018, were sampled. 
The storm from June 2017 was sampled at 29 locations over a 48 h 
period. The storm from June 2018 was sampled at 10 locations over a 
72 h period combined with samples from two sites that were sampled 
several times during the storm to assess hourly isotopic variation at a 
single location. All samples were transferred to 1 L amber HDPE con-
tainers after collection. 
Regional precipitation spot sampling was completed opportunisti-
cally by either organized sampling participants (citizen scientists) or 
through established sampling locations from the research group. The 
latter were collected during coupled groundwater sampling campaigns 
and represent a far larger regional distribution across the country. A 
total of 57 samples were collected in this way, from March 2017 to 
December 2018, at 25 spatially distinct locations with 7 locations being 
sampled multiple times (n = 3–8) within a one year period. All collected 
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samples were recorded with the date of the precipitation event, the 
duration of the event and the volume of precipitation received. It is also 
important to note that South Africa was experiencing drought conditions 
during the sampling period, and as a result many stations did not receive 
sufficient precipitation for analysis of tritium. In addition, four snow 
samples were collected from high altitude regions in the Western Cape 
during the winter of 2018 by hiking groups. 
3.2. Analysis 
Analysis for stable and radioactive isotopes were done at the Uni-
versity of Lausanne (UNIL), Switzerland, and the Institute for Nuclear 
Research (ATOMKI), Debrecen, Hungary, respectively. Samples at UNIL 
were analyzed using a Picarro L2140i CO2 laser CRDS (Cavity-Ring- 
Down-Spectroscopy) technique to measure the stable isotope composi-
tions of hydrogen and oxygen. This method determines isotopologue 
concentrations using cavity ringdown spectroscopy by injecting 
approximately 1.2 μL of water into a vaporizing unit and transferred into 
the cavity of the spectroscopic analyzer (Gupta et al., 2009). Measured 
samples are validated against known IAEA water standards (VSMOW, 
VSLAP) as well as laboratory standards from the University of Lausanne, 
Switzerland. Results are reported as the conventional delta values 
against the international standard VSMOW/SLAP (Nelson, 2000). 
Replicate samples, normalized against international standards, had an 
average analytical uncertainty of ±0.4‰ and ±0.07‰, respectively for 
their δD and δ18O values. Samples analyzed for tritium at ATOMKI were 
analyzed using the 3He ingrowth method (Palcsu et al., 2010; Papp et al., 
2012). This is done by degassing the water sample and measuring the 
newly produced 3He gas from tritium decay using a dual collector (noble 
gas) mass spectrometer, after a predetermined length of time. The 
method has a detection limit of 0.012 TU and expectation values are 
within 2% for samples between 1 and 20 TU. 
3.3. HYSPLIT modelling structure 
The HYSPLIT method used in this study was adapted from the 
analysis of air mass trajectories performed to investigate moisture origin 
effects on tritium activity in precipitation in California (U.S.A) (Visser 
et al., 2018). Particles were released every hour over 24 h at six release 
altitudes (1000–6000 m) and traced backward over 240 h (10 days). The 
particle location was recorded every hour together with pressure, alti-
tude, temperature and humidity at that time and location. Specific hu-
midity was calculated from temperature and relative humidity at each 
particle location and assigned to the immediate air mass. The automated 
R-code ran all the desired trajectories and calculate the change in water
vapor pressure between two time steps for a single particle along its
trajectory. This allowed for the estimation of precipitation as a function 
of the loss of water content over time and assigned a weighting equiv-
alent to water content loss of the six released particles at t = 0. The 
moisture content of the water vapor mass was calculated using the water 
vapor pressure, temperature and altitude. Precipitation data, for the 
purpose of partitioning origin locations, was used from the South Afri-
can National Weather Service for the town of Paarl, where a weather 
data station is approx. 7 km away from the sampling location. The 
equation used to determine the moisture content was defined as in the 
original model development (Visser et al., 2018). 
Once the moisture origin of the measured volume of precipitation per 
event was determined and distributed spatially by the model, all the 
sampled precipitation events were combined into frequency maps to 
display the moisture origins over the one year period as well as summer 
vs winter precipitation origins. This method was also used to investigate 
the moisture origins of the two storm events and regional sampling 
events. 
3.4. Statistical assessment of data 
Standard modal statistics were applied to the compiled data. Tem-
poral samples were later interrogated as aggregates of weighted values 
according to precipitation amount. The resulting weighted averages 
were compared to identify the potential controls on tritium, δD and δ18O 
variation over time. Additional approaches include adding thresholds of 
precipitation amount equivalent to local interception and assessing 
winter and summer precipitation independently. Storm and regional 
samples underwent a series of spatial autocorrelation techniques in 
order to identify spatial trends and statistically significant correlations 
between isotopic signatures and environmental parameters. 
4. Results
Results below are presented as: (1) δD and δ18O values and (2)
tritium activity of daily precipitation, storm events and regional sam-
ples, followed by (3) HYSPLIT particle tracks to determine moisture 
origin. Results are summarized using standard statistical moments as 
outlined above in Table 1 with the full results available in online sup-
plementary files A1-A3. 
4.1. Stable isotopes of hydrogen and oxygen 
δD and δ18O values for daily precipitation collected in Paarl had a 
range from − 35.0‰ to 17.3‰ and − 6.97‰–2.88‰ respectively, with 
mean values of − 7.4‰ and − 3.02‰ (n = 50, Table A1). Winter values 
for δD and δ18O were more negative than summer precipitation values 
Table 1 
Statistical moments of precipitation data for (1) temporal precipitation events in Paarl, Western Cape divided into summer and winter seasonal precipitation, (2) two 
Storm events in the Western Cape (2017, 2018) and (3) regional precipitation data from across South Africa.   
δ2H δ18O 3H (TU) 
Temporal Data (Paarl) Summer16 Winter35 Summer16 Winter35 Summer31 Winter45 
Mean − 2.52 − 9.48 − 2.28 − 3.34 1.86 1.43 
Max 11.29 17.26 2.03 2.88 4.16 3.27 
Min − 19.25 − 35.02 − 4.74 − 6.97 0.62 0.45 
Std.Dev 9.02 11.9 1.68 1.76 0.97 0.57 
Single Storm Events  
201734 201832 201734 201832 201734 201832 
Mean − 4.86 − 4.08 − 18.04 − 13.52 1.18 1.25 
Max − 1.57 3.07 2.77 17.08 2.2 3.27 
Min − 7.85 − 8.66 − 35.53 − 39.35 0 0.37 
Std.Dev 1.4 2 9.5 10.4 0.5 0.48 
Regional Data Snow4 Rain57 
Mean − 2.89 − 9.7 3.97 2.21 
Max 10.96 29.63 5.88 12.2 
Min − 8.53 − 57.37 2.56 0.55 
Std.Dev 17.98 3.45 0.98 1.85  
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with means of − 9.5‰ and − 3.34‰ respectively in the winter and 
− 2.5‰ and − 2.28‰ respectively in the summer (Table 1). In general, 
larger precipitation events were received in winter and had more 
negative δD and δ18O values, whereas large precipitation events in the 
summer generally had enriched positive values (Fig. 3). Both summer 
and winter precipitation data had local meteoric water lines that deviate 
from the LWML defined for Cape Town by Harris et al. (2010). δD and 
δ18O values had little correlation to precipitation amount (Fig. 3a). 
Results for precipitation samples from the single storm event in 2017 
(about 25 mm, 7th to 9th of June) had a mean δD value of − 18.0‰ and a 
mean δ18O value of − 4.86‰ (n = 34, Table A.2). A similar storm event 
in the winter of 2018 (about 60 mm, 14th-18th of June) had a mean δD 
value of − 13.5‰ and a mean δ18O value of − 4.08‰ (n = 32, Table A.2). 
Deuterium excess was investigated as a potential indictor of water vapor 
origin but showed random spatial distributions (Moran’s I = − 0.08). 
Stable isotope data from the regional precipitation samples had a mean 
δD value of − 9.7‰ and a δ18O value of − 2.89‰ (n = 47, Appendix: 
Table A.3) and ranges − 57.4‰–29.6‰ for δD values and from − 8.53‰
to 10.96‰ for δ18O. δD values were highly variable with a standard 
deviation of 17.98 while δ18O values were less variable (σ = 3.5, n = 57). 
4.2. Tritium activity 
The mean activity of tritium for the 76 daily precipitation samples 
collected at the single location in Paarl was 1.67 TU and ranged from 
0.45 to 4.16 TU, with a median value of 1.47 TU (Fig. 4). Precipitation 
tritium data for summer and winter months had mean values of 1.86 and 
1.52 TU respectively. Summer months showed increased variability in 
tritium activity (σ = 0.93, n = 31) when compared to winter (σ = 0.62, 
n = 45). Although summer precipitation had generally more positive 
δ18O and δD values, tritium activity had poor correlation when 
compared to δ18O and δD (Fig. 3b). Tritium activity for individual daily 
precipitation was plotted against precipitation amount and separated by 
precipitation amounts larger than 5 mm, equal to the estimated pre-
cipitation amount needed for recharge in the region derived from 
Watson et al. (2018) (Fig. 5). Potential recharge events had a mean 
tritium activity of 1.46 TU (n = 45) and precipitation amounts <5 mm 
had a mean tritium activity of 2.17 TU (n = 31). Despite a clear differ-
ence in the tritium activities of precipitation above and below 5 mm, 
tritium activities showed poor correlation with precipitation amount 
(r2 = 0.09, Fig. 6). 
Storm 1 samples had a mean tritium activity of 1.18 TU (n = 34) and 
a range of 2.2 TU (0–2.2 TU) and showed a poor spatial autocorrelation 
with a Moran’s I value of 0.03. Storm 2 samples had a mean tritium 
activity of 1.25 TU (n = 32) with a range of 2.9 TU (0.37–3.27), also 
showing poor spatial autocorrelation (Moran’s I = 0.05). However, both 
storm events showed similar tritium variability (Storm 1 - σ = 0.5 n = 35 
and Storm 2 - σ = 0.48 n = 32). Additionally, samples were collected at 
time-based intervals (2 h) during storm 2 at the Paarl collection site, 
apart from three samples that were collected at longer intervals due to 
not enough sample volume during these periods. Fifteen samples were 
collected over a three-day period as the frontal system passed through 
(Fig. 7). Tritium activities from the three day storm event ranged from 
0.91 to 3.27 TU and averaged 1.37 TU. δ18O and δD during the 3 day 
storm event again show poor correlation to tritium activities with r2 
values of <0.01. 
Regional precipitation events had the largest range of tritium activ-
ities (0.55–12.2 TU). These samples also had the largest ranges of 
collection altitudes, precipitation amounts and stable isotope variance. 
The highest recorded tritium activity in the dataset was collected in 
Randburg, Johannesburg with a tritium activity of 12.2 TU, which was a 
significant outlier (P < 0.05), and the lowest recorded tritium activity in 
precipitation was in Uvongo on the East coast of Kwa-Zulu Natal of 0.55 
TU. The mean tritium activity of regional precipitation is 2.21 TU. In 
Fig. 3. Stable isotope plots of summer and winter rainfall from Paarl. Bubble sizes represent rainfall in panel (a) and tritium activity in panel b. Plots include the 
Global Meteoric Water Line (GMWL) where δD = 8xδ18O+10 and the Local Meteoric Water Line (LMWL) where δD = 6.8xδ18O+10.5. 
Fig. 4. Box and Whisker plot showing the modal distributions of sample tritium 
activity populations for precipitation from Paarl (n = 80), storm events 1 and 2 
(n = 34 and 32) and regional samples (n = 57). Median values are represented 
by a solid horizontal line and mean values by an ‘x’. 
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general, tritium activities were distributed as increasing values from the 
south-west of the country to the north-east. Snow samples showed 
elevated tritium activities with a mean of 3.97 TU (n = 4). 
4.3. Moisture origin through HYSPLIT models 
HYSPLIT particle tracts (Fig. 8) of all precipitation events sampled 
(n = 76) indicated that the majority of precipitation originates to the 
west and south-west of South Africa, over the Atlantic and Southern 
Oceans (n = 62). There was also evidence from the frequency of water 
mass origin, that 66% of precipitation in the summer months typically 
originated from higher altitudes and lower latitudes (n = 24, e.g. 
Fig. 8a). Both summer and winter precipitation were effected by ocean 
water dilution with late uptake into the cloud system before precipita-
tion (n = 31 e.g. Fig. 8b). However, 55% precipitation in the winter 
months originated from lower altitudes and mid to high latitudes (n = 27 
e.g. Fig. 8c). Precipitation events that originated from continental
moisture recycling were uncommon (n = 5), but typically had elevated 
tritium activity (x‾ = 2.29 TU). HYSPLIT particle tracks for single storm 
events showed that the majority of the precipitation sample sites had 
similar precipitation origin areas (within a 1 × 1 degree area) in the 
Southern Ocean, south-west of Cape Town. Sample locations further 
away from Cape Town (e.g. Springbok) had origins further to the west, 
yet aligned to the same storm event. Tritium activities showed moderate 
correlation with maximum moisture contribution altitudes at t0 
(R2 = 0.506). 
Fig. 5. Daily rainfall collected in Paarl for the one year period from October 2017 to October 2018. Tritium activities for sampled rainfall for events are plotted in 
panel (a) and divided into rainfall events larger than 5 mm. Stable isotope values are plotted in panel (b) and divided into δD and δ18O. 
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The variability of tritium data related to seasonality in Paarl and the
spatial distribution in the Western Cape and across South Africa, is 
clearly evident and likely related to both regional and global processes. 
Our understanding of the controls on tritium activity in precipitation is 
largely based on aggregated monthly data from GNIP stations or 
established monitoring systems, yet daily tritium data shows a new layer 
of variability that has not been well characterized. The following dis-
cussion highlights key trends in the results, compares these to those that 
have been previously observed using monthly collection protocols and 
evaluates the reliability of the HYSPLIT methodology to understand 
tritium distribution and variability and what this tells us about hydro-
logical resilience. 
5.1. Seasonal effects on tritium activity in precipitation 
Temporal data collected in Paarl shows a large range of values for δD, 
δ18O and tritium. Comparison of monthly averages of δD and δ18O from 
Paarl data shows the same seasonal trend of monthly averages of the 
Fig. 6. Measured tritium activity [TU] of precipitation events as a function of the amount of precipitation [mm/d].  
Fig. 7. Tritium activities sampled from a single precipitation event over a 3 day period collected in Paarl. Included is the monthly weighted average of tritium from 
the same location for the month of June 2018. Lengths of the bars represent the duration over which the sample was taken and heights present the analytical error. 
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GNIP station at Cape Town International Airport approximately 42 km 
away (Fig. 9). This wide range of δD and δ18O is a result of different 
precipitation type, temperature and intensity in the summer vs winter 
months (Harris et al., 2010). δD and δ18O in Paarl show poor 
correlations to precipitation amounts on a daily time step, yet show 
much clearer relationships with seasonal monthly averages. This sug-
gests that isotopic fractionation processes could have stronger correla-
tions with seasonal temperature fractionation effects, as opposed to 
Fig. 8. HYSPLIT particle tracks (top) from three separate precipitation events (Panels a, b, c) collected from the temporal sampling location in Paarl, Western Cape. 
Particles record hourly meteorological data (middle) which enables the model to calculate expected spatial contributions of water mass origin (bottom). Each 
example was selected to show distinct precipitation origin mechanisms that result in local precipitation. Panel (a) represents a high altitude, low latitude origin with 
evidence of continental recycling of moisture, panel (b) represents a typical winter frontal system of mixed altitude origins originating from the nearby ocean and 
panel (c) represents a low altitude, high latitude origin in the Southern Ocean. 
J.D. van Rooyen et al.
Chapter 2 - Tritium in Precipitation 
27 
Stellenbosch University https://scholar.sun.ac.za
precipitation out effects. While water mass origins are typically from the 
Southern Ocean, where δD and δ18O should be near zero, significant 
enrichment of δD and δ18O was observed in Paarl in some events 
(n = 12), particularly in the summer months. This may be a result of: (1) 
continental recycling phenomena in the summer months where precip-
itation origins occur at lower latitudes/higher altitudes and/or (2) large 
extratropical cyclonic systems raining out significant amounts of isoto-
pically heavier precipitation before landfall in the winter months 
(Blamey et al., 2018). A similar lack of correlation can be seen with δD 
and δ18O values and the activity of tritium in precipitation for daily 
events. This may be a result of the origin of moisture at higher latitudes 
as well as higher altitudes and increased residence time of moisture, 
allowing for the accumulation of regional tritium fall out as opposed to 
kinetic and temperature related fractionation (Aggarwal et al., 2016). 
Variation in tritium values in the Western Cape, is most pronounced 
between summer and winter precipitation. Although tritium activity in 
daily precipitation samples showed poor correlation to precipitation 
amount, weighted monthly averages of tritium activities show distinct 
seasonal trends, mimicking the typical seasonal variation of tritium 
activities reported elsewhere in the world (Mair et al., 2013; Tadros 
et al., 2014; Visser et al., 2018). Monthly averages of tritium in pre-
cipitation, weighted by the precipitation volume, show a steady decline 
in activity from March to June as rainfall increases and temperature 
decreases and an equivalent rise in tritium activity through the spring 
months of July through October. The rise in tritium activities in spring 
can be related to the tropo-stratospheric turnover during this period 
(Fig. 9) (Black et al., 2006). The degree of tritium seasonality shows 
strong correlation to more negative winter δD and δ18O, shown as 
monthly averages (1961–2013) from the nearby GNIP station (Fig. 9). 
This suggests the macro seasonal processes that control δD and δ18O 
could affect tritium activities as well. Although seasonal trends of 
tritium activity are clear, it is still unclear as to why tritium activities are 
so variable between individual events. Consequently, characterizing the 
tritium activity in precipitation for a region is difficult without consid-
ering the origin of the water mass, its potential interaction with 
stratospheric tritium, the effect of ocean water dilution and the resi-
dence time of the water mass in the atmosphere. 
5.2. Origin of water masses that form precipitation 
The use of HYSPLIT backward trajectories to investigate the origin of 
water masses was effective in characterizing tritium activities in the 
majority of the temporal events and provided strong arguments for the 
occurrence of high and low tritium activities. Water mass origins that 
originated in close proximity to the coast showed low tritium activities, 
presumably as a result of oceanic dilution, a phenomena evident in 
Australia and South Korea through the comparison of coastal and inland 
monitoring stations (Mair et al., 2013; Tadros et al., 2014). Compara-
tively, multiple trajectories that predicted water mass origins over the 
continent showed the highest tritium activities, confirming these phe-
nomena are driven by oceanic dilution with HYSPLIT methods. This 
effect was also evident from the spatial analysis of water sources to 
precipitation in the Sierra Nevada, USA (Visser et al., 2018). Addition-
ally, the altitude effect was evident and showed elevated tritium activ-
ities associated with trajectories with origins from higher altitudes 
(>4000 m) are capable of interacting more with stratospheric processes. 
The four snow samples collected in the study showed the highest tritium 
activities and all have origin altitudes above the confines of the model 
(>10 000 m). The altitude of air mass trajectories has not been analyzed 
before to explain tritium concentrations in precipitation (Visser et al., 
2018). Although the incorporation of tritium from the stratosphere is 
complex (Aggarwal et al., 2016), we expect that altitude and the 
distinction between convective and stratiform precipitation will greatly 
improve our ability to predict tritium in precipitation. The seasonal ef-
fect on tritium activity is well characterized by water mass origins in 
summer and winter (Fig. 10), as generally higher tritium activities in 
summer months originate from lower latitudes but higher altitudes. 
Conversely, tritium activities are lower in winter months and originate 
from higher latitudes but lower altitudes. These findings rely on the 
higher temporal density of tritium samples that was not available in 
Fig. 9. Monthly averages and weighted monthly averages of tritium activity in precipitation sampled in Paarl, plotted with (a) monthly precipitation amounts (bars) 
and cumulative precipitation (lines) of total (blue) and sampled (grey) precipitation and (b) monthly averages of δD and δ18O from sampled events (squares and 
circles) and historical stable isotope records from the nearest GNIP station approx. 43 km away (connected squares and circles). Dashed lines represent the annual 
mean and weighted mean of tritium in precipitation. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of 
this article.) 
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previous studies (Unnikrishnan Warrier et al., 2013; Visser et al., 2018) 
that relied on aggregate samples of tritium in precipitation. It is also 
evident that the majority of precipitation received in Paarl originates 
from nearby off the coast of Cape Town (SW), and this indicates that 
relatively low mean annual tritium activities are predominantly caused 
by the oceanic dilution effect. Both the Sierra Nevada and the Western 
Cape receive a significant amount of precipitation from atmospheric 
rivers that have the ability to strongly dilute the original tritium content 
of the air mass. We expect that changes in the intensity and trajectories 
of atmospheric rivers in future climates will also influence tritium in 
precipitation (Espinoza et al., 2018). The HYSPLIT modelling structure 
does not show distinct evidence of latitudinal effects before being cor-
rected for seasonality at this location. Stronger latitudinal effects 
observed at the Sierra Nevada may have been correlated to enhanced 
atmospheric mixing over continental terrain at higher latitudes. The 
ability to explain variability of tritium in precipitation is justification to 
include water mass origin investigations for the purpose of hydrological 
and hydrogeological studies anywhere in the world. 
Fig. 10. Combined moisture origin heat maps of precipitation received in Paarl, Western Cape, in summer (a) and winter (b). Moisture sources are characterized as 
volume [mm] proportions of individual precipitation events and combined to show the moisture origins of the total precipitation received in a season. 
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5.3. Event based spatial variability of tritium in precipitation 
In addition to seasonal variations of tritium activity, spatial vari-
ability is significant in large winter storms that provide the bulk of the 
Western Cape’s annual precipitation (Ndebele et al., 2019). The two 
sampled storm events (June 2017 and 2018) have tritium activity ranges 
that exceed 2 TU and distributions almost as large as the temporal 
database (one year) collected in this study, with storm 1 (2017) having 
greater variability when compared to storm 2 (2018). Nevertheless, 
spatial distributions are practically random (Moran’s I = 0.03) and show 
poor correlation to typical ranges of δD and δ18O in precipitation as a 
result of altitude, rain out and temperature effects. The lack of spatial 
correlation suggests that the variability of tritium in a single storm is 
controlled by more than typical fractionation affects (continental/sur-
face altitude). Rather, tritium activities show a stronger correlation to 
the moisture origin altitude of the storm air masses. Samples with 
elevated tritium activities precipitate from air-masses that have reached 
higher altitudes and are capable of entraining stratospheric water vapor 
(Ravishankara, 2012). This phenomena is evident in storm 1 where 
there is moderate correlation between the altitude of maximum mois-
ture contribution and tritium activity (r2 = 0.506). The altitudinal effect 
is a result of the storm morphology and can be explained by comparing 
trajectories with the frontal system. Water masses that originated from 
the low pressure center of an extratropical cyclonic system have 
elevated tritium signals, whereas sample sites that receive rainfall from 
the outer reaches of the storm front had lower tritium activities. This 
may be the result of two different processes: (1) increased interaction of 
the large cloud systems with the stratosphere in the low-pressure center, 
enriching the water mass with tritium and (2) increased uptake of 
oceanic water in the outward trajectories, resulting in the dilution of 
tritium activities. 
When considering tritium in precipitation on a country-wide scale, 
the range of activities exceeds 10 TU and is the result of highly con-
trasting climatic conditions across the large country (Schulze and 
Maharaj, 2004). Rainfalls originating in the southern ocean initially rain 
out lower activities of tritium (~1–2 TU), yet increase in activity in their 
north east trajectory across the country. The interior, especially in 
Gauteng and Limpopo, appears to have the highest tritium activities 
from weather systems, determined from HYSPLIT trajectories, migrating 
southward from the northern bordering countries. Distributions of 
sampling locations regionally are not ideal and many samples were only 
taken once, providing only a snapshot of what the likely averages of 
tritium activity might be. This is clear evidence that the scale at which 
tritium variability is investigated is critical as the conclusions on the 
cause of tritium variability of precipitation in the Western Cape is not 
applicable to the summer precipitation regions of the country. 
5.4. Implications for hydrological studies 
Tritium activities in the Western Cape varied significantly over short 
and long temporal ranges, as well as spatially across the province. As a 
region that has experienced drought conditions resulting in restrictions 
on domestic water supply (Baudoin et al., 2017), it is important that 
hydrological studies that use isotope tracers derived from precipitation 
are accurate. It is evident from this study, that if input tritium activities 
are not correctly constrained, modern recharge would be over/-
underestimated. Although monthly tritium variability is controlled by 
macro processes, such as atmospheric turnover and seasonality, varia-
tion of daily rainfall is controlled by specific processes, such as ocean 
water dilution, continental recycling and altitudinal/latitudinal effects. 
This would suggest that comparable variability would be experienced in 
other regions of the world and would also need to be constrained before 
representative studies could be undertaken. Although many established 
GNIP stations have long-term records of tritium in precipitation, the 
nature of cumulative monthly samples may not constrain the potential 
tritium activity of recharge effectively. The capabilities of using 
HYSPLIT trajectories to ascertain moisture origin are only tested in this 
paper to explain measured tritium activities. However, if calibrated 
correctly, HYSPLIT moisture origin could be used to predict the activity 
of tritium in precipitation and in turn characterize the expected tritium 
activity in past and future recharge events. 
6. Conclusions
Analysis of 3H activity in 168 precipitation samples indicates that
tritium activities in precipitation vary significantly not just between 
different rainfall seasons (approx. 1 TU), but also spatially during single 
storm events (>2 TU). It is also evident that tritium variability is likely 
controlled by seasonal changes in the type and amount of precipitation 
received. Rainfall origin of storms in summer and winter are distinctly 
different and result in varying mechanisms capable of incorporating and 
diluting tritium activity in precipitation. In South Africa in particular, 
precipitation received in the winter months that originated from the 
south-west in the Southern Ocean have, in general, lower tritium ac-
tivities than summer precipitation originating from higher latitudes and 
altitudes. It is clear that storm behavior forms a major control on how 
and where moisture is incorporated and in turn large storm systems can 
develop variable tritium activities. Although not all tritium activities can 
be explained by interrogating the water mass origin, this study found 
that approximately 90% of tritium activities in daily precipitation can be 
completely or partially attributed to the origin of the water mass. 
Although monthly records of tritium activity around the world have 
been successful in identifying macro processes controlling tritium sea-
sonality, other trends identified such as ocean water dilution, conti-
nental recycling and altitudinal/latitudinal effects are better 
characterized by interrogating HYSPLIT water mass origins of daily 
events. The consequence of underestimated variability of tritium in 
precipitation is that hydrological studies cannot effectively predict the 
variability of tritium in the hydrological cycle through runoff, recharge 
and discharge. 
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Constraining the residence time of groundwater is an important step in numerous hydrogeological studies 
and development strategies. The use of radiocarbon (14C – half-life = 5730 years) and tritium (3H – half-
life = 12.312 years) as residence time indicators has been extensively explored in the literature. The 
attenuation of the bomb pulse has returned the atmospheric abundance of 14C and 3H to 
background/naturals levels, particularly in groundwater within the southern hemisphere, allowing for 
new methods of interpretation to be explored. This study combines historical records of 14C and 3H in the 
atmosphere and soil with renewal rate and groundwater lumped parameter models to predict the 
abundance of 14C and 3H in groundwater over time. 624 groundwater samples from numerous studies, 
over four decades (1978-2019), in South Africa, Namibia, Botswana and Mozambique are collated to 
compare with predicted groundwater activities of 14C and 3H within the South African Development 
Community (SADC) region. Spatial datasets of carbonate bearing lithology, C3/C4 vegetation, 
summer/winter rainfall and coastal proximity are used to apply corrections to 14C and 3H data. Corrected 
values of 14C and 3H are compared with the theoretical abundance of these tracers, derived from lumped 
parameters models, to estimate the general mean residence times and extent of groundwater mixing 
between modern recharge and older groundwaters. This study found that corrected values produced 
varying mean residence times derived 14C ages (500 - 28500 years) and a wide range of potentially 
mixed waters within each aquifer system (0 – 100% of tested wells) across the study area. The largest 
proportions of mixed groundwater, as well as the youngest mean residence times, are found in alluvial 
and primary fractured rock aquifers (e.g. western coast of South Africa and southern Mozambique). The 
smallest proportions of mixed groundwater were found in deep confined clay-rich aquifers as well 
as layered coal bearing carbonate sequences (e.g. Orapa, Malwewe and Serowe, Botswana). 
Insights into the proportions of mixed groundwater and mean residence times can help assess 
hydrological resilience on a regional scale. As 14C and 3H activities decrease to background levels around 
the globe, similar studies will be more applicable in research and the development of groundwater 
strategies.
1. Introduction
An important component of understanding groundwater
systems and their sustainability is constraining groundwater 
residence time (Gleeson et al., 2012; Turnadge and Smerdon, 
2014). Radioactive tracer methods for determining residence 
times use a wide array of isotopes with varying half-lives e.g. 
222Rn with a half-life of 3.8 days to 36Cl with a half-life of 301 
000 years (Barbieri, 2019; Cartwright et al., 2017; Le Gal La 
Salle et al., 2001; Mook and Rozanski, 2000). Based on the 
radioactive isotopes present in groundwater and their 
concentrations, the terms modern, young and fossil have 
been introduced into the literature as arbitrary groundwater 
age delineations. Modern represents groundwater with a 
residence time of <100 years, young represents residence 
time within the Holocene (100-12000 years) and fossil 
represents groundwater residence times in excess of ~12000 
years or before the Holocene epoch (Jasechko et al., 2017). 
The temporal range of groundwater residence times, 
particularly in mixed systems, suggests that no single 
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radioactive isotope can be used to date all groundwaters or 
all components of a single system. As mixed groundwaters 
obtain isotopic abundances that are distinct from recharge 
waters as well as fossil groundwater. This concept was used 
to effectively delineate modern, Holocene and fossil 
groundwaters through known atmospheric abundances and 
measured groundwater abundances groundwater tracers by 
Jasechko, (2016).However, isotopically derived residence 
time estimates are affected by more than just decay 
constants, with local recharge, rock-water interaction and 
deep groundwater mixing mechanisms affecting the 
interpretation of calculated ages (Bethke and Johnson, 2008). 
Using multi-isotope methods, it is possible to make 
deductions about regional recharge/mixing mechanisms and 
the proportion of modern and fossil groundwater for any 
given region (Klump et al., 2008). This is particularly useful 
in regions where the hydrological system is poorly 
constrained and the impact of climate change and 
anthropogenic activities, such as agriculture, is not yet 
known. 
Southern Africa relies heavily on groundwater for 
sustaining water supply, food security and supporting 
ecosystem function, particularly in the more arid regions of 
Southern African Development Community (SADC) (van 
Rooyen et al., 2020b; Villholth et al., 2013). Detailed open 
access isotope databases are still limited for major and minor 
aquifers within SADC and the regional prediction of modern 
groundwater proportion using isotopes would support 
groundwater management strategies. A better understanding 
of the accuracy of sustainable yield estimates for SADC 
groundwater is important in the effort to provide clean 
drinking water to the populace and in turn, limiting 
challenges associated with social inequality (Matchaya et al., 
2018). Although this study was performed in southern Africa, 
the applicability of the model approach will grow as more 
areas of the world attenuate the ‘bomb peak’, allowing for the 
comparison of groundwater tracer activities with natural 
atmospheric abundances. 
The most commonly used isotopes in residence time 
studies, which are produced by the interaction of cosmic 
radiation with atmospheric gases, are radiocarbon (14C) and 
tritium (3H) (A P Atkinson et al., 2014; Clark and Fritz, 2013). 
14C has a half-life of 5730 years and is well suited for 
identifying fossil groundwater components through recharge 
of precipitation over time spans as far back as 30 000 - 50 
000 years (Bhandary et al., 2015), with the upper limit being 
somewhat optimistic in most natural systems (Cartwright et 
al., 2017). However, recharge is not the only source of carbon 
in groundwater. The dissolution of limestone/calcite or 
carbonate rich-rocks, as well as other geogenic processes (e.g. 
methanogenesis), can release inorganic carbon that is absent 
of 14C otherwise known as ‘dead carbon’ (Cartwright, 2010). 
Numerous studies have endeavoured to develop methods for 
calculation of accurate 14C corrections in groundwater using 
δ13C values (Clark and Fritz, 1997; Fontes and Garnier, 1979; 
Ingerson and Pearson, 1964), groundwater geochemistry 
(Coetsiers and Walraevens, 2009; Tamers, 1975) and/or 
mass transport models (El‐Kadi et al., 2011). It is still not 
conclusive which method is the most appropriate and 
instead, methods cater to site specific environmental 
constraints and assumptions (Cartwright et al., 2013). 
Consequently, the calculation of 14C ages of groundwater is 
complicated due to the fluctuation of atmospheric 14C 
abundance, the nature of non-linear groundwater mixing and 
the dissolution of carbonate bearing material. Without 
correcting for these processes, it is difficult to constrain 
actual groundwater residence time using 14C. Additionally, 14C 
dating methods are less effective at predicting the residence 
time of younger waters (<200 years) and in turn cannot 
evaluate the modern groundwater component of any aquifer 
system (Cartwright, 2010).  
Constraining modern recharge with 3H, the radioactive 
isotope of hydrogen, is possible as 3H is predominantly 
produced in the upper atmosphere and only produced in the 
subsurface in isolated areas (usually landfills and radioactive 
waste storage sites) or at negligible levels by geogenic 
processes (Andrews and Kay, 1982; Hughes et al., 2011; 
Robinson and Gronow, 1996). However, the calculation of 
residence time is possible when combining 3H with its 
daughter isotope using the 3H/He method, as the initial 
activity of 3H in recharge is difficult to predict (Ekwurzel et 
al., 1994; Schlosser et al., 1989; Solomon and Sudicky, 1991). 
As noble gas (e.g. He) collection is difficult and laboratory 
access limited, many studies rather use 3H as an indicator of 
modern recharge without calculating residence time. Yet, 
where the input activity of 3H is well constrained, the 
residence time of modern groundwaters can be effectively 
constrained (Cartwright and Morgenstern, 2012; Le Gal La 
Salle et al., 2001). Although 3H has, in previous studies, been 
used to identify water recharged in the last 50 years (largely 
due to the bomb pulse in the 1960s), recent studies that utilize 
background (natural) radioisotope levels have suggested that 
3H can still indicate modern recharge components even in 
older hydrologic systems (~100 years) (Cartwright and 
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Morgenstern, 2015; Morgenstern et al., 2010; Stewart, 2012). 
This is especially effective in the southern hemisphere, where 
the activity of 3H has not only returned to background levels, 
but in the groundwater system as well (Cartwright et al., 
2017; Morgenstern et al., 2010). Using mass balance, peak 
and storage methods, modern recharge (<100 years) can be 
effectively constrained using 3H (Harvey et al., 2006; Li et al., 
2019). Older groundwater bodies that have low levels of 14C, 
still commonly contain detectable 3H levels through modern 
recharge and hence calculated mean residence time of mixed 
groundwaters are often not representative of the entire 
groundwater system (A P Atkinson et al., 2014; Jasechko et 
al., 2017). Hence, while the predicted abundance of 14C and 
3H rarely explains the measured abundance in a groundwater 
sample, the relative concentration of 14C and 3H in 
groundwater can still be used to assess groundwater mixing 
relationships. 
Under simple groundwater flow conditions, 3H decays out 
completely before any significant change in 14C (~98 pmc if 
initial 14C is 100 pmc). The deviation from the expected decay 
curve relationship between 14C and 3H in groundwater allows 
for the assessment of (1) mixing relationships albeit on 
qualitatively as 3H and 14C from two waters do not mix in a 
linear fashion, and/or (2) a significant change in recharge 
rate. In order to assess any deviation from the decay curve, a 
series of corrections would need to be considered for both 14C 
and 3H initial activities in recharge. Correction methods 
typically need measured local input parameters, yet it is 
possible to predict plausible correction ranges for larger 
regions and aquifers by the regionalization of remote sensed 
and/or interpolated datasets (Still and Powell, 2010). While 
the correction of 14C using δ13C has been extensively 
investigated in the literature on a local scale, our 
understanding of the variability of 3H in precipitation is 
poorly constrained. More recently, understanding the 
systems that control the abundance of 3H in precipitation has 
been improved through atmospheric modelling techniques 
(e.g. HYSPLIT, Stein et al., 2015). This has facilitated the 
development of models that can effectively predict the 
relative abundance of 3H in groundwater, in regions where 
the bomb peak has been sufficiently attenuated (van Rooyen 
et al., 2020a; Visser et al., 2018). 
This study uses 14C, δ13C and 3H to interpret the presence of 
groundwater mixing and the potential range of mean 
residence times of groundwater collected over four decades 
from four countries across the SADC region, namely Namibia, 
South Africa, Botswana and Mozambique (Fig.1). A large 
database (624 samples) of 14C and 3H activities in 
precipitation and groundwater from southern Africa was 
compiled and analysed to better understand: (1) the degree of 
natural attenuation of bomb pulse 14C and 3H in the southern 
hemisphere; (2) the applicability of 14C and 3H residence time 
Figure 1 - The spatial distribution of alluvial and major rock aquifers that contain 3H and 14C reference data in relation to 
the SADC. Mean annual rainfall isohyets are included to give context to the large variability in regional recharge potential. 
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correction methods over a large spatial extent; and (3) the 
mixing proportions of modern recharge with fossil 
groundwaters of varying ages. Correction methods include: 
(1) the correction of initial 14C for dissolved inorganic carbon
(DIC) from carbonate dissolution, in open and closed
systems, for spatial extents with diverse lithology
(Cartwright, 2010) and (2) regions that receive variable 3H
activities in modern rainfall through seasonality and
proximity to the ocean (van Rooyen et al., 2020a). To apply
regional corrections, spatial data are grouped according to
the abundance of carbonate bearing lithologies, the
distribution of C3/C4 vegetation, sample proximity to the
ocean and precipitation seasonality in each location and
reported according to regional aquifers that samples were
collected from (Fig.1) (Cobbing et al., 2008; Maria et al.,
2012). Subsequently, the theoretical abundance of 14C and 3H
in groundwater is predicted using renewal rate and
groundwater flow models to better simulate attenuation,
decay and mixing in the natural environment.
2. Methodology
The model approach used in this study predicts the
presence of groundwater mixing and the potential range of 
mean residence times of regional groundwater by (Fig.2): (1) 
compiling groundwater reference data from previous studies 
in the SADC region, (2) constructing theoretical abundance 
curves of 14C and 3H in groundwater using atmospheric and 
soil records for determining the initial starting abundance in 
precipitation, (3) correcting the compiled groundwater 14C 
data for open and closed system carbonate dissolution and 
the compiled groundwater 3H data for variations in 3H 
activity in precipitation and (4) using the predicted 
abundance curves to compare the corrected groundwater 
data, for each decadal time step from 1980-2020, to 
determine the presence and degree of groundwater mixing 
associated with the calculated groundwater mean residence 
times. 
Figure 2 - Simplified model framework depicting the steps followed to predict the presence of mixed groundwater and the range of mean 
residence times (MRT) from historical atmospheric and soil data records and measured tracer abundances of 14C and 3H in groundwater. 
2.1. Compilation of groundwater reference data 
14C and 3H data, from across Namibia, Botswana, 
Mozambique and South Africa, were collated from published 
and unpublished literature (Appendix Table A1), producing 
624 data points (Appendix Table A2). The collated database 
includes 540 samples with δ13C values for correction of 14C 
data. Although sample dates are spread across several 
decades, the data is not continuous and samples from each 
individual borehole are, in every case, only sampled once. 
However, the measured 14C and 3H concentrations were 
analysed from the same sample. The data was separated into 
four decadal groups (1980-1989; 1990-1999; 2000-2009; and 
2010-2019) to account for the natural attenuation of the 
bomb pulse experienced in the southern hemisphere. The 
data used in this study was compiled from data analysed at 
several different laboratories over the last few decades. As a 
result, the precision, accuracy and detection limits of the 
analysis are variable. The average standard deviation of 
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measurement uncertainty for 14C and 3H data are 0.90 and 
0.22 respectively from 624 data points. Samples collected 
between 2000 and 2010 were analysed at a facility that had 
lower precision and accuracy for 3H data (~0.1 TU). 
The compiled groundwater data varies significantly 
between countries and decades. 14C and 3H measurements 
mostly fall within the predicted ranges for each decadal time 
step. Collated data sampled in: (1) South Africa ranged from 
8.6 to 118.5 pmc (mean = 69.10, n = 304) for 14C and ranged 
from 0 to 9.5 TU (mean = 1.07, n = 304) for 3H; (2) Namibia 
ranged from 0.0 to 106.1 pmc (mean = 42.57, n = 150) for 14C 
and ranged from 0 to 5.3 TU (mean = 0.42, n = 150) for 3H; 
(3) Botswana ranged from 6.44 to 106.8 pmc (mean = 75.10,
n= 125) for 14C and ranged from 0.04 to 2.04 TU (mean =
0.38, n = 125) for 3H and (4) Mozambique ranged from 0 to
109.10 pmc (mean = 69.10, n= 45) for 14C and ranged from 0
to 7.00 TU (mean = 0.3, n = 45) for 3H. Sample dates are not
distributed equally between the four SADC countries and
some studies only collected samples in one or two of the
sampled decades. Samples from Mozambique were all
collected in the late 2010s and the majority of samples in
Botswana were collected in the 1990s. Namibian samples
were mainly collected from 1990-2010 and only South
African samples are well distributed across all four decades.
Samples collected in the: (1) 1980s ranged from 2.59 to 118.50
pmc (mean = 64.20 pmc) for 14C and ranged from 0 to 9.50
TU (mean = 1.15 TU) for 3H; (2) the 1990s data ranged from
0 to 110.30 pmc (mean = 47.08 pmc) for 14C and ranged from
0 to 7 TU (mean = 0.57 TU) for 3H; (3) the 2000s data ranged
from 0 to 109.49 pmc (mean = 47.57 pmc) for 14C and ranged
from 0 to 5.30 TU (mean = 0.46 TU) for 3H and (4) the 2010s
data ranged from 6.44 to 106.08 pmc (mean = 73.60 pmc)
for 14C and ranged from 0 to 3.22 TU (mean = 0.48 TU) for
3H.
The spatial distribution of groundwater samples is 
clustered in the areas of interest of previous studies, largely 
correlated to major rock and alluvial aquifers across the 
region (Fig.1). Groundwater samples (n = 47) located in the 
Western Cape province of South Africa are mainly hosted in 
the Table Mountain Group, a fractured rock aquifer 
dominated by silicate host rocks. This aquifer system is also 
associated with the less productive, and lower quality, 
Malmesbury Group shale aquifer. Further north, on the west 
coast of the Northern Cape Province, groundwater samples 
(n = 25) are typically hosted in shallower alluvial systems 
underlain by a granitic aquifer system and the recharge 
mechanics of the region are still poorly constrained. Samples 
collected in the northern reaches of the Northern Cape 
Province (n = 183), are typically hosted in perched 
interspersed paleo-river alluvial systems and deeper 
fractured rock aquifer systems underlain by basement 
granitoids. Groundwater samples collected from major 
inland rock aquifers in South Africa and Lesotho (n = 41), are 
hosted in fractured systems of sandstones and shales of the 
Karoo Supergroup, confined by volcanic sequences of the 
Drakensberg Group with interspersed perched alluvial 
systems. Groundwater samples collected from the southern-
most region of Mozambique (n = 45), are hosted in two major 
hydrogeological regimes: (1) Low productivity basaltic and 
rhyolitic localized intergranular aquifers on the Lebombo 
Monocline and (2) large intergranular alluvial aquifers in 
valleys and floodplains. Sample locations in Namibia are 
distributed into three major systems: (1) the transboundary 
Stampriet Aquifer which extends across South Africa and 
Botswana (n = 67); (2) north-eastern low potential Kalahari 
Group aquifers, comprised of interspersed calcareous rocks 
and perched alluvial systems (n = 47) and; (3) northern 
limestone and dolomitic systems overlain by desert alluvials 
and salt pans (n = 43). Specific sample locations in Botswana 
are not disclosed in the original sources, only local 
areas/farms/mines, so samples are therefore grouped into 
the regions from where the studies were undertaken, of 
which there are five: (1) The Kalahari region in the south-
west, comprised of low productivity calcareous rocks and 
interspersed alluvial systems (n = 18); (2) the Malwewe and 
Tsokwane areas in the south where localized alluvial and low 
productivity clay-rich aquifers are dominant (n = 21); (3) the 
Meratswe Valley region that has deeper (>200m) fractured 
rock systems overlain by valley alluvial aquifers (n = 44); (4) 
the Orapa region dominated by deep confined clay-rich 
sequences and interspersed fissured systems (n = 23); and 
(5) the Mahathane/Serowe region that is a complex system
of limestones and dolomites, coal beds and fractured rock 
aquifers (n = 15). 
2.2. Construction of 14C and 3H abundance curves for 
southern Africa 
Continuous temporal records of atmospheric and soil 
data associated with radionuclides, especially in southern 
Africa, are scarce. It was thus necessary to find a way to 
predict initial recharge activities of 14C and 3H across 
southern Africa. To do this, historical atmospheric and soil 
data for 3H and 14C compiled from multiple sources, were 
merged using a weighted moving average method to not bias 
individual databases. This method calculates the weighted 
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moving average from the previous temporal dates to estimate 
the likely average activity over the study area as well as 
extrapolate for missing data in the temporal record. 
Subsequently, theoretical groundwater flow is modelled 
either from established renewal rate methodologies (Le Gal 
La Salle et al., 2001) for shallow systems and recharge areas 
or with the use of the USGS developed TracerLPM software 
(Jurgens et al., 2012) to ensure consistency with comparable 
groundwater flow investigations worldwide (Cartwright et 
al., 2013; McGuire and McDonnell, 2006; Nimmo et al., 2005; 
Suckow et al., 2018; Turnadge and Smerdon, 2014). 
2.2.1. Atmospheric and soil record 
Atmospheric 3H data was collected from six Global 
Network of Isotopes in Precipitation (GNIP) stations and 14C 
data was compiled from established 14C records from 
Wellington, New Zealand (Manning and Melhuish, 1994) and 
Heidelberg, Germany (Levin et al., 2013, 1995). Atmospheric 
records of 14C and 3H were extrapolated over years with no 
data, to better constrain the likely ‘bomb pulse’ signal in the 
southern African atmosphere over time. (Fig.3). Data prior to 
the bomb peak is assumed to be similar to current ambient 
levels, predicted by the above 14C and 3H atmospheric records 
where the starting activities are modelled to be ~110 pmc and 
~2 TU. Although this data is used to create curves intended 
to interpret samples over a large spatial and temporal extent, 
the resolution of available data at this time is not high enough 
to isolate specific recharge regions before correction. While 
atmospheric variation in 14C is well documented, soil zone 
variations remain convoluted. The concentration of 14C in the 
soil zone is derived from root respiration and a function of 
the oxidation of organic matter in the soils that are typically 
older (Cartwright et al., 2013). In order to successfully 
estimate soil zone 14C, global records collected from Jenkinson 
et al., (1992); Kuc et al., (2004); Tipping et al., (2010) were 
used and extrapolated to the modern day for the purposes of 
this study. On this basis, 14C in the soil zone ranged from ~95 
pmc before the bomb pulse to around 115-130 pmc in the 
early 1990’s and decreased to ~110 pmc in the late 2000’s. It 
is also noted by the author that the interpretation of 14C in 
soil, as well as the unsaturated zone, is likely more 
complicated than presented in this study (Meredith et al., 
2016; Wood et al., 2015). Yet, without higher resolution data 
and knowledge of specific environmental data, these 
uncertainties can only be mitigated in future research.
Figure 3 - The atmospheric record of 14C and 3H in precipitations from six GNIP stations for 3H and three published records for 14C. The 
weight moving average is calculated for 3H activity (stippled black line).
2.2.2. Modelled 14C and 3H concentrations in groundwater 
The rate of incorporation of 14C and 3H in recharge is 
similar and their relationship can be predicted over time for 
various recharge rates (Suckow et al., 2018). The abundance 
of 14C and 3H in recharge is predominantly dependent on the 
atmospheric activities of individual tracers at the time of 
recharge. In order to model this interaction, La Gal La Salle 
et al. (2001) developed a renewal rate model that treats the 
top few meters of an aquifer as a reservoir that feeds the 
aquifer below and is in turn renewed by recharge water. The 
14C or 3H concentration at time t (Ct) can be predicted 
according to Eq. (1) by calculating the effect of new recharge 
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(Ci), that has distinct 14C and 3H, on the previous year’s 
recharge (Ct-1) according to the proportion of water replaced 
(Rn) and how much decay has occurred from a known decay 
constant 𝜆: 
𝐶𝑡 = (1 − 𝑅𝑛)𝐶𝑡−1𝑒
−𝜆 + 𝑅𝑛𝐶𝑖 (1) 
Assuming that aquifers have a range of potential annual 
recharge rates (variable Rn values), the theoretical abundance 
of 14C and 3H in a groundwater body, that has a constant Rn 
can be predicted over time. This renewal rate model is only 
applicable for a single well-mixed homogeneous zone and is 
likely only representative of the top few meters of an aquifer 
or near the recharge source. Although this method is 
applicable in simple shallow systems, it is not likely 
representative of regional groundwater conditions. 
To model recharge and flow of groundwater in natural 
systems, an exponential piston flow model (EPM) is used to 
predict the evolution of tracer abundances in the 
groundwater system. This is done using a lumped parameter 
model (LPM), which are mathematical models that determine 
the concentration of a tracer over a simplified groundwater 
flow path. This is done by setting an aquifer geometry and 
flow configuration to account for hydrodynamic dispersion 
or mixing within an aquifer, well bore, or discharge area. 
LPMs are generally used for determining ages for 
groundwater by including one or more residence time tracers 
and predicting mixing relationships of younger and older 
aquifer components. 
The model was computed using TracerLPM, a 
python/VBA coded package developed by the USGS (Jurgens 
et al., 2012), using an adapted model that assumes a water 
sample from a borehole or well is a mixture of water from 
different lengths of flow paths with a range of residence times 
(Cook and Böhlke, 2000; Maloszewski and Zuber, 1993; 
Małoszewski and Zuber, 1982). This EPM model can be 
described as: 





where t is the time of observation, 𝜏 is the transit time, 
and e-𝜆𝜏 is the decay term of the tracer if it is not stable. g(𝜏) 
is the system response function described in Cook and 
Böhlke, 2000 and Zuber et al., 2005 and is given by: 









𝑓𝑜𝑟 𝜏 > 𝑇(1 − 𝑓) (2b) 
where T is the mean residence time of the water and f is 
the ratio of exponential flow to piston flow in the total water 
flow (f=0 represents piston flow and f=1 represents 
exponential flow). Exponential flow models that were 
calculated using TracerLPM, used three ‘f’ ratios; f=0.6, f=0.8 
and f=1, that represent the typical range of exponential flow 
seen in unconfined and semiconfined aquifers (Morgenstern 
et al., 2010; Stewart, 2012; Zuber et al., 2005). This f ratio is 
converted to an EPM ratio in the software which controls the 
contribution of piston flow to exponential flow conditions as 
described in Jurgens et al., (2012).The program predicts the 
theoretical tracer-tracer concentration of 3H and 14C in 
groundwater as a function of input and time.  
LPMs that predict tracer behaviour in groundwater are 
most accurate with long term data, largely missing from 
Southern Africa, and preferably some known physical 
constraints on diffusion potential (difficult to 
quantify/simply over the area of this study) (Lamontagne et 
al., 2015; Suckow et al., 2018). For the purpose of this study, 
an exponential piston flow model was used for aquifers of 
different mean residence times. This approach makes several 
assumptions: (1) the same amount of recharge is received 
each year and in the same location, thus even though flow 
paths are variable and of different residence time, recharge 
rates are consistent; (2) the interaction between 
aquicludes/aquitards and aquifers is negligible and does not 
affect the isotopic signature derived from recharge in a single 
aquifer; (3) the aquifer behaves as one homogenous body, 
transferring water with a constant hydraulic conductivity; 
and (4) the proportion of mixing between young and old 
water is constant throughout the aquifer and does not change 
along the flow path. 
Based on the above approach, the predicted values for 14C 
and 3H in groundwater are significantly different for different 
decadal periods as a result of the bomb pulse and subsequent 
attenuation. Additionally, curves predicted with atmospheric 
records differ from those predicted with soil records, when 
using the simple renewal rate model (Fig.4a). The 
exponential piston flow models have, in general, a lower 
increase in predicted 3H activity as predicted 14C increases 
and do not reach as high a maximum 3H content due to decay 
in the unsaturated zone (Fig.4b). Samples collected ~1980 
are predicted to have 14C values of as high as 130 pmc and 3H 
up to 8 TU if the sample is representative of recharge from 
that time (residence time = ~0 years). The equivalent 
predicted values for samples collected ~1990 are 118 pmc and 
3.5 TU respectively, for samples collected ~2000 the 
predicted values are 108 pmc and 1.9 TU respectively and 
samples collected after 2012 are predicted to be 110 pmc and 
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2 TU respectively. For the purpose of this study, only the 
exponential piston flow models are used to late predict the 
occurrence of mixing. 
Figure 4 - Predicted activity of 14C and 3H from a renewal rate 
model (a) and exponential flow models (b). Atmospheric (blue) and 
Soil zone (brown) data was used for renewal rate models. 
Exponential flow models were calculated for f=0.6 (green), f=0.8 
(blue) and f=1 (yellow). Lines for carbonate dissolution and decadal 
mixing of modern and fossil components are shown in panel b. 
2.3. Correction of tracer activity in groundwater 
reference data 
The abundance of 14C and 3H in groundwater is not only 
a function of the atmospheric abundance, recharge and 
subsequent decay but also other atmospheric, vadose zone 
and geogenic processes that contribute to, or dilute, the 
apparent tracer abundance. In order to interpret proportions 
of modern groundwater and fossil component ages that are 
more representative of the natural system, the compiled data 
was processed using several correction steps. This includes 
the correction of 14C groundwater data for open and closed 
carbonate dissolution and 3H groundwater data for the 
variation of 3H activity in precipitation.  
2.3.1. Open and closed system carbonate dissolution 
There are several methods for the correction of the 
contribution of ‘dead’ carbon during recharge and subsurface 
flow currently in use in modern hydrology. Geochemical 
adjustment models attempt to correct the relative decrease of 
14C in DIC independently of the decay of 14C and can only 
adjust for a younger 14C residence time. Essentially, these 
models account for major carbonate reactions that occur in 
recharge and groundwater flow systems. The correction 
method employed here (Fontes and Garnier, 1979; Ingerson 
and Pearson, 1964) can be summarized by a ‘q’ value that 
represents the proportion of C derived by closed system 






where ‘sample’ is the measured δ13C value, ‘carbonate’ is 
the δ13C value for the local carbonate lithology, ‘recharge’ is 
the initial δ13C in the soil horizon and is largely controlled by 
root respiration processes and open system calcite 
dissolution. In this study, the potential dilution range of 
closed system dissolution was estimated by assigning δ13C 
ranges for ‘carbonate’ and ‘recharge’ from the distribution of 
C4 dominant vegetation and carbonate bearing lithologies. 
Figure 5 - The distribution of δ13C in C3 and C4 plants (Green) 
(O’Leary, 1988) and in groundwater samples included in this study. 
Samples are stacked according to their country of origin. 
The compiled groundwater δ13C values in the dataset span 
the range of known values for C3, CAM and C4 
photosynthetic pathways in plants (means of -25 ‰, -17 ‰ 
and -14 ‰ respectively) and typical marine derived 
carbonate rock (between -2 ‰ and +2 ‰). However, the 
mean value of -8.75 ‰ (median = -8.40 ‰ with a standard 
deviation of 3.61) is skewed to more positive values than 
values produced through C4 photosynthesis, suggesting that 
carbonate dissolution plays a significant role in diluting initial 
13C values and hence 14C activities across the sample 
locations (Fig.5). In order to constrain the degree of closed 
system carbonate dissolution the distribution of carbonate 
bearing lithology and initial δ13C values from vegetation type 
were assigned to each sample location. The spatial 
distribution of carbonate-dominated lithologies was 
compiled from regional geology maps by merging local 
carbonate-bearing formations into: (1) primary limestones 
and dolomites, (2) secondary calcareous sedimentary rocks 
and (3) coal-bearing lithologies for South Africa (Johnson et 
al., 2006), Namibia (Mendelsohn, 2002), Botswana (Key and 
Ayres, 2000) and Mozambique (Ruotoistenmäki, 2008) 
(Fig.6a). The variability of photosynthetic pathways is 
variable across southern Africa from C3/CAM dominated 
regions in the west to C4 dominated grasslands in the east. 
The relative proportion of C4/CAM/C3 type vegetation in 
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South Africa, which has recent published data, varies 
significantly across the country, particularly across winter 
and summer rainfall regions (from 14% C4 in the south west 
to 67% C4 in the north east)(Stock et al., 2004). Regional 
vegetation maps were used to estimate the likely dominance 
of C3/CAM/C4 plants at sample locations in South Africa 
(Rutherford and Mucina, 2006), Namibia (Mendelsohn, 
2002), Botswana and Mozambique (Rutherford et al., 2005) 
(Fig6b). Although vegetation maps are not at a uniform 
resolution between countries in this study, the C4 proportion 
distribution showed close correlation to both regional and 
larger scale assessments (Still and Powell, 2010; Stock et al., 
2004). 
Initial δ13C was predicted by assigning C4 proportions 
from the spatial distribution of C4 vegetation proportions. 
The likelihood of δ13C dilution was predicted through the 
presence of primary, secondary and coal-rich lithologies 
assigned to the spatial locations of samples. Subsequently, a 
dilution line was drawn from the predicted initial δ13C soil 
value to the expected rock δ13C value range to assess the 
degree of open/closed system dissolution that has occurred 
(Fig.7). If the measured value fell to the left of the dilution 
line, where decay is predominant, the sample was corrected 
normally using the ‘q value’ and the predicted 14C-corrected 
residence time was used in the modern groundwater 
proportion prediction (Fig.7a). If the measured value fell to 
the right of the dilution line, then the ‘q value’ correction was 
adjusted by the degree of open/closed system dissolution 
based on the prevalence of local carbonate lithologies 
(Fig.7b). The distribution and potential contribution of 
natural gas exploration, methanogenesis and mantle derived 
CO2 was not considered in this study. This approach was only 
adopted due to a lack of regional soil, carbonate rock and 
shallow groundwater δ13C data and is likely an over-
simplification of the regional system.
Figure 6 - The distribution of carbonate bearing lithologies: according to lithologies that contain significant coal deposits (black), secondary 
carbonate bearing rocks that contains calcareous rich sands and or clays (light blue) and primary carbonate rocks such as limestones, chert 
beds, marls and karstic aquifers (panel a), C4 proportion of vegetation derived from satellite data, field observations and known plant 
distributions (panel b) and winter (WRZ) vs all year (YRZ) vs summer (SRZ) rainfall zones, represented as a percentages of consensus of 
previous literature that delineated rainfall zones in southern Africa (c), with reference to spatial groundwater data.
Namibia and Botswana had the highest proportion of 
samples taken in primary carbonate bearing regions (13 out 
of 150 samples and 11 out of 125 samples, respectively), 
followed by South African samples (18 out of 303 samples). 
Mozambique had no samples taken in carbonate-bearing 
regions and this is likely a function of the narrow geographic 
range over which these samples were collected (Fig.6a). A 
large number of South African and Namibian samples are 
located in secondary carbonate-bearing regions (167 out of 
303 samples and 111 out of 150 samples, respectively). 
Conversely a lower number of samples in Botswana occur in 
secondary carbonate-bearing regions (36 out of 125 samples) 
and only 1 sample in Mozambique. 118 samples in South 
Africa, 44 in Mozambique, 26 samples in Namibia and only 5 
samples in Botswana occur in areas where there are no 
carbonate lithologies present. 
Table 1 - Summary of 'q' values calculated per region with the 
number of well within each region. 
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The only samples that occur in coal-rich regions were found 
in Botswana (52 out of 125 samples). The distribution of δ13C 
values is plotted against measured 14C to show the potential 
dilution of initial 14C by ‘dead’ carbon through open and 
closed carbonate dissolution, given that initial δ13C is 
controlled by variable photosynthetic pathways (Fig.8). The 
degree of dilution is shown in the dilution lines between the 
known plant and rock contributions as q values calculated 
using Eq.3. 
The resultant data produced a large range of q values 
(0.01-0.98) with a mean q value of 0.44 (n=545). However, 
the variability of q values is substantially less when 
interpreted in the context of the spatial regions delineated in 
this study. The modal statistics of q values per region are 
summarised in table XX.  
Figure 7 - Theoretical corrections scenarios for δ13C/14C that plot left (a) and right (b) of the closed system dissolution line. Uncorrected (white 
square) and corrected (red square) samples are connected by open, open & closed and closed system correction lines (black with arrow). 
2.3.2. 3H variability in recharge corrections 
The variation of 3H activity in rainfall is well documented 
in monthly GNIP and other global records (Cauquoin et al., 
2015; Harms et al., 2016; Li and Si, 2018; C. V. Tadros et al., 
2014; Zhai et al., 2013). Seasonality in 3H activity usually 
results in lower activities in precipitation in the winter 
months and higher activities in precipitation during the 
summer months (Mair et al., 2013; van Rooyen et al., 2020a). 
This trend is evident in regions where summer and winter 
precipitation are, in general, generated by different 
processes, for example; a large frontal system developing 
from the coastal areas to orographic rainfall inland as a result 
of moisture recycling. Distinct rainfall origins in South Africa 
have been documented to show that the seasonal variation in 
3H activity between summer and winter rainfall can be as 
high as 1.3 TU, which has significant consequences for the 
long-term prediction of 3H in groundwater (van Rooyen et al., 
2020a). The data was categorized into predominantly 
summer, winter and all year rainfall regions depending on 
samples location, to account for seasonality of 3H activity in 
precipitation (Fig.6c). Summer rainfall areas receive rainfall 
with elevated 3H activities. Subsequently, the predicted 
initial/recharge activity was adjusted up to 1.3 TU, according 
to the rainfall region of the sample location. Another major 
contributing factor to the variability of 3H in precipitation 
was the likelihood of ocean dilution and hence the proximity 
of the sample location to the ocean (Mair et al., 2013). For this 
reason, samples within 100km of the coastline, that 
experience the ocean dilution effect on initial 3H activity, are 
corrected by increasing the initial 3H activity by 1 TU (Fig.6c). 
Stellenbosch University https://scholar.sun.ac.za
Chapter 3 – Modern and Fossil Groundwater 
43 
Figure 8 – δ13C and 14C of samples separate by country, dot colours are according to the proportion of C4 in surface vegetation from <5% 
(Green) to 30% (yellow) >60% (blue). Dilution lines calculated using eq. 3 are shown for <5% C4 (Green line) and >60% C4 (blue line) with 
5% range lines (stippled lines).
2.4. Predicting the occurrence of mixing between 
modern and fossil groundwater 
The relationship between the mean residence time of 
groundwater and the activity of the chosen tracer, where 
tracer activity decreases with an increase in mean residence 
time, is non-linear. Each residence time tracer has different 
input functions and decay rates, resulting in different 
calculated mean residence times for the same sample 
depending on the chosen tracer (Cartwright et al., 2017). The 
resultant calculated mean residence time is less than the 
actual mean residence time . There are several possible 
explanations of different calculated mean residence times 
between tracers, including (1) the mixing of modern and 
fossil components, (2) heterogeneities in the aquifer that 
cause variable amounts of dispersion and (3) long borehole 
screens sampling multiple flow paths. Instead of attempting 
to calculate mean residence times of mixed waters, in a 
evidently complicated system, this approach compares 
measured tracer abundance to predicted tracer abundance in 
order to assess if groundwater is mixed between modern and 
fossil components or not. Furthermore, the calculated 14C age 
is reported as a potential range between corrected and 
uncorrected values as the regional context of this study 
cannot isolate the degree and extent of, if any, open/closed 
carbonate dissolution. 
Figure 9 - Predicted mixed and unmixed groundwater (white and 
grey boxes) from actual mean residence time (MRT) in mixed water 
from corrected tracer input, using a tracer abundance curves. Dotted 
black lines represent the array of mixing scenarios, should the 
mixing be binary.  
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3. Results
Corrected values of 14C and 3H were assessed against
theoretical abundances predicted by LPM techniques. The 
resultant comparisons suggest that almost half (49%) of the 
sampled boreholes showed significant mixing between 
modern and Holocene/fossil groundwaters. Uncorrected 14C 
ages span a large range (modern to >50 000 years, mean = 
7760 years), yet corrected ages, using calculated q values, 
predict ages from modern to >45 000 years (mean = 3340 
years). Here, the calculated mean residence times and 
percentage of mixed wells were summarized in terms of 
regional zones associated with large rock and/or alluvial 
aquifer systems (Fig.11). 
The highest percentage of mixed wells, as well as the 
youngest ranges of calculated (14C) MRT’s,  were found in 
alluvial and primary fractured rock aquifers (e.g. western 
coast of South Africa and Mozambique). Samples in the 
Western Cape Province of South Africa indicated that 50.0% 
of wells showed significant mixing between modern and 
Holocene/fossil groundwaters and average MRTs range from 
1420 (corrected) to 4550 (uncorrected) years old. Further 
north, on the west coast of the Northern Cape Province, 
groundwater samples indicated that all wells (100.0%) 
showed significant mixing and average MRTs range from 
1170 (corrected) to 4120 (uncorrected) years. Groundwater 
samples collected in the southern-most region of 
Mozambique indicated that all wells (100.0%) showed 
significant mixing and average MRTs range from 1020 
(corrected) to 3430 (uncorrected) years. 
The lowest percentage of mixed wells/boreholes were 
found in deep confined clay-rich aquifers as well as layered 
coal bearing carbonate sequences (e.g. Orapa, Malwewe and 
Serowe, Botswana). Groundwater samples collected in the 
Orapa indicated that no wells (0.0%) showed significant 
mixing and average MRTs ranged from 22240 (corrected) to 
28580 (uncorrected) years old. Groundwater samples 
collected in the Malwewe and Tsokwane areas in southern 
Bostwana indicated that 20.0% of wells/boreholes showed 
significant mixing and average MRTs ranged from 6570 
(corrected) to 12270 (uncorrected) years old.. Groundwater 
samples collected in the Mahathane/Serowe regions on the 
eastern border with Zimbabwe indicated that only 6.7% of 
wells/boreholes showed significant signs of mixing and had 
an average MRT range of 6220 (corrected) to 10770 
(uncorrected) years old. 
The oldest average MRTs were found in regions with low 
productivity calcareous rock aquifers and interlayered 
confined systems (Stampriet, Kalahari and Meratswe Valley 
aquifer systems). Groundwater samples in the 
transboundary Stampriet aquifer, which extends from 
Namibia into South Africa and Botswana, which was 
estimated to have 34.9% of wells/boreholes that indicated 
significant mixing and average  MRTs that ranged from 15704 
(corrected) to 22090 (uncorrected) years old. Groundwater 
samples collected in the Kalahari region in the south-west of 
Botswana indicated that 46.2% of ewlls/boreholes showed 
significant mixing and average MRTs ranged from 12566 
(corrected) to 18500 (uncorrected) years old. Groundwater 
samples collected in the Meratswe Valley region in central 
Botswana indicated that 19.0% of wells/boreholes showed 
significant mixing and average MRTs ranged from 9330 
(corrected) to 12490 (uncorrected) years old.
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Figure 10 - Groundwater sample 14C and 3H separated into decadal groups with predicted atmospheric (blue line) and soil zone (orange line) 
renewal rate models and exponential flow model, f=0.6 (grey line). Ranges of unmixed groundwater are represented by transparent grey 
sections, delineated by the range of predicted abundance curves produced from renewal rate and groundwater flow models. 
Intermediate proportions mixed wells and MRT ranges 
were found in the central regions of South Africa and the 
northern regions of Namibia. Samples collected in the 
northern reaches of the Northern Cape of South Africa 
indicated that 50.0% of wells/boreholes showed significant 
mixing and average MRTs ranged from 500 (corrected) to 
4190 (uncorrected) years old.. Groundwater collected from 
major inland rock aquifers in South Africa and Lesotho 
indicated that 44.4% of wells/boreholes showed significant 
mixing and average MRTs ranged from 1030 (corrected) to 
4870 (uncorrected) years old.. Groundwater samples 
collected from the northern most region of Namibia indicated 
that 78.6% of wells/boreholes showed significant mixing and 
average MRTs ranged from 1820 (corrected) to 5560 
(uncorrected) years old.. Groundwater samples collected in 
the north-eastern low potential Kalahari Group aquifers of 
Namibia indicated that 29.5% of wells/boreholes showed 
significant mixing and average MRTs ranged from 1040 
(corrected) to 17080 (uncorrected) years old..
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Figure 11 - The percentage of mixed wells (pie charts) with a range of MRTs for the given aquifer system. Samples with evidence of modern and 
Holocene/fossil groundwater mixing are coloured in blue whereas samples that indicated that no significant mixing  are coloured in red. 
4. Discussion
The use of isotopic tracers to predict the occurrence of
groundwater mixing, between modern and Holocene/fossil 
groundwaters, is essential given the inherent difficulties 
associated with large-scale numerical modelling of recharge, 
base flow and discharge. The occurrence, distribution and 
longevity of modern groundwater is dependent on a myriad 
of environmental controls including climate fluctuations, 
long-term regional recharge patterns, aquifer mechanics and 
anthropogenic practices (Cuthbert et al., 2019; Gleeson et al., 
2015, 2012; Jasechko et al., 2017). The construction of 
predicted abundance curves of 14C and 3H in groundwater 
provides the opportunity to assess actual 14C and 3H tracer 
abundances in the context of modern and older groundwater 
mixing. It also highlights that the efficacy of modern 
groundwater distribution predictions is dependent on the 
appropriate correction of 14C and 3H abundances for 
atmospheric and rock-water (dilution) processes.  
4.1. Predicting tracer abundance in recharge and flow 
over time 
In this study, modern/fossil groundwater mixing 
predictions are implicitly dependent on the modelled 
abundance curve they were calculated from (Fig.4). It is 
evident from atmospheric and soil records that the bomb 
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pulse has a significant impact on the predicted groundwater 
abundances of 14C and 3H. These effects are less significant 
for more modern predicted curves (i.e. younger than the year 
2000). When compared to the collated data in this study, 
atmospheric and soil abundance curves, predicted using the 
renewal rate model cannot estimate mixing proportion as 
measured tracer abundance falls outside of the model 
thresholds (Fig.10). This is a result of the inability of renewal 
rate models to incorporate groundwater flow paths of longer 
residence times. In contrast, EPM models predict tracer 
abundances that allow for the interpretation of a much larger 
portion of the collated data and can predict abundances in 
infinitely long groundwater flow paths. Hence, it is 
imperative that the appropriate groundwater flow model is 
selected before the prediction of mixing between modern and 
older groundwater components is undertaken. Similar tracer 
abundance investigations in other regions, which comprise of 
different hydrogeology and across different spatial scales, 
would benefit from numerically based groundwater flow 
predictions to supplement the lumped parameter models 
outlined in this study. 
4.2. The dissolution of ‘dead’ carbon 
The degree of open system dissolution in each country 
differs significantly, where South African (n = 201 of 304) 
and Namibian (n = 46 of 125) samples are more clearly 
affected by open system conditions (Fig.8). This is likely 
caused by the high proportion of samples taken from 
secondary carbonate systems, including carbonate-rich 
sediments in otherwise silicate dominated aquifers (e.g. the 
Northern Cape of South Africa). In samples with older ages, 
it is difficult to assess the degree of open system dissolution, 
as even when corrected under closed system conditions 
samples produce plausible mean residence times (e.g. 
Namibia and Botswana). It must also be noted that 
agricultural C3 crops could be large contributors to 
groundwater δ13C values in recharge, as these regions can 
represent significant zones of recharge in otherwise C4 
dominated regions (e.g. Mozambique). For samples less 
affected by open system conditions, where 14C correction for 
closed system dissolution is appropriate, ‘q’ value corrections 
were applied (n = 433 of 624). This is representative of the 
distribution of carbonate-bearing lithologies across SADC as 
well as the measured δ13C values, which indicate significant 
dissolution (Fig.5). In silicate-dominated aquifer systems, the 
efficacy of δ13C derived corrections is less likely to produce 
representative MRTs. Even in environments where karstic 
systems and carbonate-bearing aquifers are prevalent 
(Goldscheider et al., 2020; Stevanović, 2018), the degree of 
open vs closed system dissolution could be made more 
accurate if coupled with another isotopic or geochemical 
measurement, e.g. 87Sr/86Sr or HCO3 (Cartwright, 2010; 
Cartwright et al., 2013). 
4.3. The variability of tritium in rainfall 
The indication of significant mixing in wells/boreholes 
assessed in this study is dependent on the accurate prediction 
of 3H activity in recharge. Without the correction of ocean 
dilution and seasonal effects, the occurrence of significant 
mixing may be over or underestimated by up to ~8% 
although the mean discrepancy is 1.8%. The exact 3H 
variability in precipitation is still poorly constrained across 
SADC. Samples collected in southern Mozambique and the 
Western Cape Province of South Africa experienced the 
highest degree of ocean dilution, resulting in likely 
underestimated modern groundwater proportions (Fig.6). 
Once corrected, samples showed significant increases in wells 
that showed mixing (Western Cape from 42 % to 50% and 
southern Mozambique from 89 % to 100 %). Samples in 
Botswana will likely reflect even lower proportions of mixed 
wells/boreholes if precipitation originates from the 
continental recycling of moisture, as this increased the 3H 
activity in recharge (Harms et al., 2016; C. V. Tadros et al., 
2014). Corrections associated with the seasonality of rainfall 
are limited by the current understanding of summer vs 
winter precipitation distributions, which may have changed 
significantly in the past century and are likely to evolve with 
climate change. Regions with improved 3H data availability 
and continuity of records, will benefit from more 
representative initial 3H predictions and in turn more 
representative predictions of groundwater mixing. 
4.4. The distribution of modern and fossil 
groundwater in southern Africa 
The heterogeneity of recharge and flow paths, combined 
with variable initial tracer abundances over time, make large-
scale modern/fossil groundwater mixing estimates 
challenging (Hagedorn et al., 2018). The methods used to 
predict the modern component in groundwater systems vary 
with scale and hence catchment level quantitative 
investigations are ideal. Yet even on the global scale, isotopic 
investigations have proven to be useful, when assessing 
macro distributions of modern recharge and groundwater 
proportions (Gleeson et al., 2016). The distributions of 
modern groundwater mixing predicted in this study show 
larger scale trends, with higher proportions of mixing 
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predicted for the southwest coast of South Africa, southeast 
coast of Mozambique and most northern reaches of Namibia 
(Fig.11). Regional rainfall distributions correlated with 
elevated percentages of mixed wells in Mozambique and the 
Western Cape of South Africa yet did not correspond with 
lower proportions of mixed wells on the northwest coast and 
inland rock aquifers of South Africa. This may be a result of 
contrasting groundwater environments, where groundwater 
on the northwest coast is hosted in shallower, shorter flow 
path regimes as opposed to the deep fractured systems in the 
highlands of South Africa. Groundwater in central Namibia 
and Botswana have, in general, lower percentages of mixed 
wells and older fossil component residence times and are a 
result of low precipitation rates, high evaporation rates and 
less productive clay-rich aquifer systems. Older MRTs ages 
may also be a result of previously wetter climates experienced 
in the region (Lee-Thorp et al., 2001). A small portion 
samples, from Namibia and Botswana, exhibited MRTs that 
exceeded 50 000 years (n=45 of 624), yet the geological age 
and arid climate would suggest that a larger proportion of 
groundwater would be comprised of older recharge. Such 
fossil components, that exceed the longevity of 14C, would be 
better constrained with a tracer of a longer half-life e.g. 81Kr 
(half-life = 213 000 years) or 36Cl (half-life = 301 000 years). 
Large aquifer systems, e.g. the Nubian and Intercalaire 
aquifers in North Africa and Great Artesian Basin in 
Australia, have identified groundwater of ages much older 
than the capabilities of 14C allow with the use of 81Kr, 
suggesting there could be an older component in SADC 
groundwater that this study cannot constrain (Collon et al., 
2000; Matsumoto et al., 2020; Voss and Soliman, 2014). 
Predicted mixing proportions have a significant impact on 
the interpretation of MRTs and in turn the availability of 
sustainable groundwater resources for agricultural and 
maintenance of the ecological reserve. The central regions of 
South Africa and Bostwana are particularly dependent on 
groundwater to support agricultural activities (Giordano, 
2006; Mukheibir, 2008; Puri and Aureli, 2005), leaving these 
regions, which have a low  percentage of mixed wells, 
particularly vulnerable to groundwater depletion should the 
resource not be actively recharged to an equivalent rate of 
abstraction. Additionally, Botswana has a groundwater 
dependent ecology due to low surface water resources 
outside of the Okavango delta, which warrants prudence in 
the development of local groundwater resources 
(Timmermans and Meijerink, 1999). Conversely, some parts 
of northern Namibia likely have an under-utilized modern 
groundwater resource as a result of less agricultural 
development in and around protected ecological reserves 
(Cunningham, 1997). If predicted climate change reduced 
water availability in the central and southwest SADC, modern 
groundwater mixing proportions are likely to decrease, 
increasing the groundwater vulnerability of these areas (van 
Rooyen et al., 2020b; Villholth et al., 2013). As current 
predictions indicate significant climate shift over the SADC, 
the vulnerability of groundwater will likely change 
accordingly, yet the long term effects of this change are still 
poorly understood. 
4.5. Global suitability and implications 
The proportions of mixed wells/boreholes in conjunction 
with ranges of MRTs, predicted in this study, give insights to 
regional hydrological resilience within the SADC. Where 
areas of high proportions of mixed wells and/or younger 
MRTs are likely renewing a larger portion of groundwater, or 
at a higher rate, than regions with low proportions of mixed 
wells and/or older MRTs. The model presented in this study 
highlights the potential for 14C and 3H tracers to constrain the 
presence modern groundwater mixing in data poor regions 
on a regional scale. However, the modelling approach would 
benefit from increased data availability and understanding of 
regional groundwater environments. Global aquifers, that 
have an abundance of groundwater data, could implement 
this model framework to produce results that are more 
robust. e.g. in Australia (A. P. Atkinson et al., 2014; Hu et al., 
2019; C. V Tadros et al., 2014), North China (Changming et 
al., 2001; Zhai et al., 2013), North America (Scanlon et al., 
2012; Sophocleous, 2005) and North Africa (Hamed et al., 
2014; Voss and Soliman, 2014). 
The presence of extensive groundwater mixing in the 
wells investigated in this study suggest that these aquifers 
may be vulnerable to modern contaminants from surface 
processes (Jasechko et al., 2017). The distribution of high 
percentages of modern groundwater mixing in well shows 
relatively good correlation with previous groundwater 
vulnerability estimates (Musekiwa and Majola, 2013; van 
Rooyen et al., 2020b). Although the emphasis of this study 
was related to the sustainability of SADC groundwater, the 
results are informative about groundwater quality risks in 
the region. Furthermore, Furthermore, the need for 
comprehensive isotope studies is pertinent to the application 
of tracer studies for both groundwater quality and quantity 
assessments in the future. 
. 
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5. Conclusions
Assessment of the relationship between 14C and 3H can
provide a clear distinction between modern and fossil 
components in groundwater. Groundwater within the extent 
of the study area is predicted to have extremely diverse 
proportions mixed wells (0.6 - 100%, mean = 42.7%) that 
correspond to a wide range of 14C derived groundwater MRTs 
(500 - 28580 years). Areas of low proportions of mixed wells 
and older average MRT ranges are linked to areas of low 
mean annual rainfall as well as deep basement aquifers and 
clay rich aquifers of low productivity. Areas of higher 
proportions of mixed wells and younger average MRT ranges 
are synonymous with areas of increased mean annual rainfall 
as well as alluvial and fractured rock aquifers of higher 
productivity. Data compiled in this study indicate that simple 
renewal rate models from the atmospheric record alone 
cannot predict the activity of 14C and 3H and more 
representative groundwater flow models combined with soil 
records are necessary. Subsequently, corrections for both 14C 
and 3H are necessary to calculate representative proportions 
of modern groundwater. Traditional 14C correction methods 
are only applicable in regions where significant closed system 
dissolution is occurring and open system dissolution needs to 
be incorporated to avoid under-estimating mean residence 
times. The degree and rate of 14C dilution carries with it 
significant uncertainties and resultant ranges of MRTs are 
substantial. In older datasets, where regional soil and rock 
δ13C data is not available, spatial vegetation and geological 
maps are useful in assessing the degree of carbon dilution (q 
value) from open/closed system dissolution of carbonate 
bearing lithologies, yet the natural system is likely more 
complicated than outlined in this study. The accuracy of 
modern groundwater mixing relationships estimation is 
dependent on the variation of 3H in local rainfall over time, 
which is in turn impacted by the seasonality of rainfall and 
the potential for ocean dilution. Furthermore, modern 
recharge is not mixing with older waters of the same mean 
residence time and the fossil groundwater component varies 
across spatial regions. The use of isotope tracers, in particular 
14C and 3H, is appropriate in regions where groundwater 
sustainability is poorly constrained, yet the model presented 
would benefit from specific records of local δ13C values in 
recharge and rock-mass, 3H/14C variability in precipitation 
and groundwater renewal/flow rate.
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Tritium (3H) has become synonymous with modern groundwater and is used in a myriad of applications, 
ranging from sustainability investigations to contaminant transport and groundwater vulnerability. This 
study uses measured 3H groundwater activities from 722 samples locations across South Africa to 
construct a 3H groundwater distribution surface. Environmental co-variables are tested using 
geostatistical analysis to constrain external controls on 3H variability, namely: [1] depth to groundwater, 
[2] distance from the ocean and [3] summer vs winter rainfall proportion. The inclusion of co-variables
in the ‘fit’ of residual variograms improved prediction variance significantly yet does not mitigate issues 
with sample density. The distribution of 3H in groundwater surface agrees well to expected controls, with 
proximal (<100km) coastal regions, winter rainfall zones and higher depths to groundwater predicted to 
have lower 3H activities. Conversely, inland localities with shallower depth to groundwater and/or 
summer rainfall are predicted to have elevated 3H activities. High groundwater 3H anomalies could 
potentially be attributed to uranium-bearing deposits, as geogenic production of 3H amplifies the activity 
contributed through recharge. Some 3H high and low anomalies cannot be explained by known 
phenomena and may simply be regions of variable recharge and/or longer isolated groundwater flow 
paths. Regions of active recharge are more vulnerable to climate change as well as modern pollution. Less 
actively recharged groundwater may be more resilient to climate change yet represents a potentially non-
renewable resource for abstraction. The application of 3H distributions in the assessment of hydrological 
resilience is pertinent to effective groundwater management studies.
1. Introduction
Groundwater represents the most abundant freshwater
resource available to both humans and the environment 
(Gleeson et al., 2015), especially in semi-arid to arid regions 
where surface water is scarce (Schoups et al., 2005). Use of 
groundwater is rapidly increasing as a result of climate 
change as well as the need for increased food production 
due to population growth (Cuthbert et al., 2019; Díaz-Cruz 
and Barceló, 2008; Ferguson and Gleeson, 2012; Gleeson et 
al., 2015; Zhang et al., 2001). As a result, groundwater is 
becoming progressively more vulnerable to depletion and 
contamination (van Rooyen et al., 2020b; Villholth et al., 
2013; Wada et al., 2010). As groundwater dependence 
increases, so does the need to understand a catchment’s 
ability to absorb disturbance and maintain or quickly 
regain hydrologic function, known as a catchment’s 
hydrological resilience (Mao et al., 2017). Additionally, 
modern recharge mechanisms, which control a catchments 
hydrological resilience, are changing due to climate change, 
land use change and shifts in resource utilization (Meixner 
et al., 2016). In order to quantify the hydrological resilience 
of a catchment, a comprehensive understanding of the 
catchments hydrological structure, water balance, cyclical 
climate fluctuations and anthropogenic influence is 
typically needed. Yet, alternative methods that use 
environmental isotopes can provide an understanding of 
proportions of modern recharge and enable an early 
assessment of hydrological resilience without an 
abundance of data. 
Progress in the field of spatial isotope statistics has 
validated the use of environmental isotopes in a myriad of 
applications (West et al., 2009). Conservative tracers (e.g. 
stable isotopes) of the hydrological cycle can determine 
spatial variations in recharge rates and zones (Vengosh et 
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al., 2002), water-rock interaction (Gillon et al., 2009), 
pollution potential (Hagedorn et al., 2018), aquifer 
connectivity and salinization processes (Bennetts et al., 
2006). Although less common, non-conservative (e.g. 
radioactive isotopes) tracers have also been successfully 
used in spatial models to predict groundwater age 
distributions (Visser et al., 2016). Tritium (3H), which has 
a half-life of 12.312 years (Lucas and Unterweger, 2000; 
MacMahon, 2006), has become synonymous with modern 
groundwater or groundwater that has been recharged 
within the last ~50-100 years (Hagedorn et al., 2018; 
Jasechko et al., 2017; Le Gal La Salle et al., 2001; Li et al., 
2019; Palcsu et al., 2017; Samborska et al., 2013; Visser et 
al., 2016; Zuber et al., 2005). The popularity of methods 
that use 3H was invigorated by the increase in atmospheric 
abundance of 3H through thermonuclear bomb testing in 
the 1950s and 1960s (Schlosser et al., 1989). Subsequently, 
the attenuation of ‘bomb’ 3H has resulted in modern 
precipitation only incorporating natural levels of 3H, 
particularly in the southern hemisphere where the bomb 
peak was much lower (Stewart, 2012). As 3H forms part of 
the water molecule, its behaviour in recharge is chemically 
conservative and radioactive decay is the predominant 
process controlling its abundance along a groundwater 
flow path. The assessment of natural levels of 3H in 
recharge presents new challenges and opportunities in the 
prediction of the proportion and spatial distribution of 
modern groundwater (Morgenstern et al., 2010). 
Recent research used 3H data collected over diverse 
climatic and hydrogeological environments to estimate the 
global distribution and volume of modern groundwater 
(Gleeson et al., 2016). Yet, global investigations are less 
applicable at catchment scale, where seasonal fluctuation, 
land use change and shifts in resource use can disrupt the 
hydrological cycle. It is also evident that the variation of 
background 3H in local rainfall is more significant than 
reported in older studies (Kern et al., 2020; van Rooyen et 
al., 2020a; Visser et al., 2018). Once 3H reaches the 
subsurface through recharge, its abundance is 
predominantly dependent on decay as the subsurface 
production of 3H is limited to areas nearby radioactive 
deposits, landfills or waste sites (Hughes et al., 2011). If an 
aquifer system does not contain detectable levels of 3H, it is 
either no longer being actively recharged and/or the 
isolated flow path is long enough to allow for 3H to decay 
below detection limits. The ability of 3H to distinguish 
between modern and older groundwater provides insight 
to how resilient an aquifer may be to disruptions in the 
hydrological cycle. Furthermore, evaluation of the 
distribution of modern groundwater via the use of 3H is 
applicable for regions where physical groundwater 
monitoring is intermittent, inconsistent and/or sparse. 
South Africa is a large country (1.22 million km2) with 
a diverse climate that ranges from semi-arid to arid in the 
central and western reaches to sub-tropical on the east 
coast and temperate in the north-east. Rainfall seasonality 
is divided across the country into semi-distinct summer 
and winter rainfall regions (Roffe et al., 2019) (Fig.1). Mean 
annual rainfall ranges from <100 mm in the arid Northern 
Cape Province to a peak of 3500 mm in the high-altitude 
eastern interior (Schulze et al., 2006) (Fig.1). As a 
consequence, South Africa, by global standards, is a water 
scarce country and the agricultural industry as well as an 
increasing populace is dependent on sustained 
groundwater availability. Yet, a significant portion of the 
country’s geology, is represented by large hard rock 
provinces that lack major groundwater aquifers (Basson et 
al., 1997). The largest aquifer system in South Africa is 
within the Karoo Basin and provides significant amounts of 
fresh water to an otherwise semi-arid region. Smaller 
aquifer systems occur in the Cape Fold Belt as well as in 
carbonate terrains of Limpopo and North West Provinces. 
Additionally, South Africa shares three major 
transboundary aquifer systems, the largest of which is the 
Stampriet aquifer between Namibia, Botswana and South 
Africa (Cobbing et al., 2008). Due to the heterogeneous 
nature of groundwater reservoirs in South Africa and 
increasing groundwater dependence, constraining the 
resilience of groundwater is important for effective 
groundwater management. 
This study investigates the spatial distribution of 3H in 
groundwater in South Africa through the statistical 
assessment of: [1] measured 3H in groundwater (n=722), 
[2] local variability of 3H in rainfall and [3] the impact of
unsaturated zone travel time during recharge on 3H
activity. To assess the effect of ocean dilution and rainfall
seasonality, localities of groundwater samples are grouped
into regions where the activity of 3H in recharge is expected
to differ as a result of atmospheric processes. To estimate
the effect of unsaturated zone travel time, depth to
groundwater data are collated from South Africa’s National
Groundwater Archive (NGA) and modelled into a predictive
static water level surface. Environmental co-variables are
used to constrain external drift in predictions of 3H in
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groundwater, with the “drift” being the value of the co-
variable identified to explain a portion of variance within 
the testing parameter, in this case 3H. As temporal climate 
records are insufficient across most of Africa to assess 
climate change over the past century, tracers of the 
hydrological cycle contribute invaluable information to 
policy makers (Niang et al., 2014). Understanding modern 
groundwater recharge is pertinent to assessing the effects 
of climate change on water resources, as well as 
groundwater mixing relationships and vulnerability 
estimates to both depletion and contamination.
Figure 1 - The distribution of 3H in groundwater sample locations as well as the major towns in South Africa. Mean annual precipitation is 
represented in mm in ten classes (Schulze et al., 2006).
2. Materials and methods
This study collected groundwater samples across South
Africa in a series of sampling campaigns for the purpose of 
constraining the distribution of 3H activity in groundwater. 
To improve the sample size and spatial distribution of 
samples used for interpolation, data from previous studies 
was incorporated into the dataset. Co-variables to 3H data 
were determined from environmental data to remove any 
spatial structure that is dependent on factors other than the 
subsurface decay of 3H. Following this approach, a 3H 
distribution surface for South Africa was created using a 
Kriging with External Drift (KED) method and interpreted 
in the environmental context of South Africa. 
2.1. Sampling strategy 
Groundwater samples were collected during seven 
sampling campaigns across South Africa. These campaigns 
resulted in the collection of 446 samples (Fig.1). Sample 
groups were formed according to the sampling campaigns 
used to collect groundwater samples as follows: [1] west 
coast of South Africa (n=23), [2] Verlorenvlei RAMSAR 
protected catchment (n=19), [3] Buffelsrivier watershed 
(n=32), [4] Karoo basin (n=20), [5] Western Cape Table 
Mountain Group (n=59), [6] southern Mozambique (n=95) 
and, [7] ‘Know Your Water’ citizen science sampling 
campaign (n=198). Samples analysed for 3H were collected 
in 1 liter polypropylene high density amber sampling 
bottles, completely filled to avoid atmospheric 
contamination. Additionally, all pumped well points were 
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sufficiently purged to ensure the groundwater sample was 
representative of the contributing aquifer. Detailed records 
of casing depths, screen lengths/depths and well depths 
were not always available, especially for older well points, 
the implications of which are explored in the discussion. 
Additional samples (n=276) (Fig.1) were collated from 
other unpublished research from a database of samples 
analysed by iThemba Labs (WITS), Johannesburg as well as 
a database provided by the South African Department of 
Water Affairs (DWA). All iThemba Labs samples were 
collected and analysed in 2006 and are available online as 
supplementary Table A.I. 
2.2. Analysis 
Groundwater samples collected from 2017-2019 were 
sent for analysis at the Isotope Climatology and 
Environmental Research Centre (ICER), Institute for 
Nuclear Research in Debrecen, Hungary. Analysis of 3H at 
ICER was done using the 3He e ingrowth method (Palcsu et 
al., 2010; Papp et al., 2012). This analysis involves 
degassing the water sample and measuring the newly 
produced 3He gas from 3H decay using a dual collector 
(noble gas) mass spectrometer, after a predetermined 
length of time. The method has a detection limit of 0.012 
TU and expectation values are within 2 % for samples 
between 1 and 20 TU. 3H measurement included in this 
study that were collated from other South African studies 
were analysed at iThemba labs (WITS) in Johannesburg, 
South Africa, using the liquid scintillation counter (LSC) 
and electrolytic enrichment method (Plastino et al., 2007). 
The method has a detection limit of 0.1 TU. Data included 
from other studies carries inherent uncertainties associated 
with spatial delineations and interpolated values, but this 
uncertainty is not constrained in the context of this study. 
2.3. Measured 3H in groundwater 
Groundwater 3H activities measured as part of this 
study had a mean 3H activity of 0.64 TU (n=446) and a 
range of 0 – 3.5 TU. The standard deviation of the sample 
dataset was 0.63. Samples collected on the west coast 
sampling campaign had a mean 3H activity of 0.68 TU and 
a range of 0 – 1.4 TU (σ = 0.49). Samples collected in the 
Verlorenvlei watershed had a mean 3H activity of 0.19 TU 
and a range of 0 – 0.62 TU (σ = 0.17). Samples collected the 
Buffelsriver watershed are had a mean 3H activity of 0.41 
TU and a range of 0 – 1.58 TU (σ = 0.40). Samples collected 
in the central Karoo had a mean 3H activity of 0.92 TU and 
a range of 0 – 3.50 TU (σ = 0.93). Samples collected in the 
Western Cape sampling campaign had a mean 3H activity 
of 0.73 TU and a range of 0 – 3.22 TU (σ = 0.59). Samples 
collected from the ‘Know Your Water’ citizen science 
sampling campaign had a mean 3H activity of 0.82 TU and 
a range of 0 – 3.4 TU (σ = 0.67). Samples collected in 
southern Mozambique had a mean 3H activity of 0.28 TU 
and a range of 0 – 2.04 TU (σ = 0.36). Samples collated 
from previous studies are well distributed across South 
Africa and had a mean 3H activity of 1.26 TU and a range of 
0 – 4.8 TU (σ = 1.02). The modal statistics are summarized 
in Figure 2. Measured groundwater 3H activities 
summarized above are available online as supplementary 
Table A.II. 
Figure 2 - Box plot showing the basic 3H model statistics of the 
seven sampling campaigns used to collect groundwater in this 
study as well as the DWA database used to supplement the 
collected groundwater data. 
2.4. Environmental co-variables 
The co-variables investigated in this study were 
included from known controls on the activity of 3H in 
groundwater (Harms et al., 2016; Visser et al., 2016). The 
co-variables used to assess external drift were identified as: 
[1] depth to groundwater, [2] distance from the ocean and
[3] summer vs winter rainfall proportion. As the travel
time of recharge in the unsaturated zone may result in 
significant decay of 3H before it reaches the water table, it 
is important to remove this potential control, before 
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identifying the spatial structure of 3H variability in 
groundwater. Although many collected samples have 
associated water level measurements taken during sample 
collection, these measurements are often not 
representative of the static water levels in the region or the 
aquifer. To mitigate assumptions made from spot sampling 
groundwater levels, a large national database (DWAF, 
2004) (n=126531) of static water levels was used to 
interpolate a ‘depth to groundwater’ surface that predicted 
the static water level for the sample locations. This surface 
was produced using the same ordinary kriging 
methodology as other geo-spatial statistics in this study. 
The background activity of 3H in precipitation is largely 
controlled by the origin of the water mass that produces 
local precipitation (van Rooyen et al., 2020a; Visser et al., 
2018). A HYSPLIT model, which calculates air mass 
trajectories, can be used to predict water mass origin and 
in turn, the likely effect on local 3H activity in precipitation. 
Regions that have received rainfall predominantly in 
different times of the year, will be affected by intra-annual 
variability of 3H due to seasonality. Summer vs winter 
rainfall zones are delineated into eight categories according 
to the combined agreement of previous delineations of 
winter summer rainfall zones (Roffe et al., 2019). 
Furthermore, coastal rainfall generally has lower 3H 
activities due the effect of ocean water dilution (van Rooyen 
et al., 2020a). The Euclidean distance to the ocean was 
calculated in ArcGIS to produce a 10x10 km grid to assess 
the control of ocean dilution. 
2.5. Data pre-processing 
To assess the degree of local spatial dependence of 3H in 
groundwater, where samples collected closer in 
geographical space imply similar 3H activities, the spatial 
autocorrelation of the dataset must be determined. This can 
be expressed as the strength of correlation depending on 
separation distance, where the correlation is expressed as 
the semivariance. Each pair of observations has an 
associated semivariance (γ) defined as: 





where x is a specific geographical point and z(x) is the 
associated attribute value, in this case 3H in TU. A 
variogram cloud outlier detection procedure (Ploner, 1999) 
was applied to the collated 3H database used in this study. 
The variogram cloud function reports the semivariance of 
point pairs within a particular neighbourhood radius. The 
resultant pairs that deviate significantly from nearby 
observations, exceeding a semivariance of γ=1, were 
further investigated to constrain whether there could be a 
possible analytical error or if one sample was collected from 
a deeper confined aquifer system. To avoid samples being 
coupled with samples that were collected in a vastly 
different environment (subtropical vs semi-arid, coastal vs 
inland), the search neighbourhood was limited to the 
highest average variogram range (~200km). Four sample 
point pairs were identified by creating a variogram cloud, 
which reports the average semivariance of sample point 
pairs within given search neighbourhood range and two of 
the eight investigated samples were removed as their 
measurement uncertainty was too high (>0.8 TU) (Fig.3). 
The pairwise semivariances were then calculated for 
each sample location within the ~200km search radius to 
group samples into search neighbourhoods. It was found 
that the standardized mean differences fell predominantly 
within ±1 interval (88%) and only 12 samples fell outside 
the ±5 interval range (1.6%). This range was used as the 
cut-off range for the possibility if erroneous data. The 
twelve identified samples were further interrogated yet 
were determined to be representative samples and thus 
included in further calculations. 
Figure 3 - The semivariance of point pairs computed as a 
variogram cloud in the data outlier analysis. Semivariance is 
represented as the average γ for a point pair as calculated in 
equation 1. 
A similar outlier detection technique was applied to the 
collated groundwater levels database resulting in a small 
subset of readings excluded from further calculations 
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(0.17%). Previous research, that used global groundwater 
3H records, observed a robust trend in decreasing 3H with 
depth to the groundwater as well as depth below the water 
table (Gleeson et al., 2016). The groundwater data in this 
study showed a similar pattern, yet where the depth to 
groundwater was shallower there was a significant 
variation in 3H values (Fig.4). The heterogeneous 
distribution of hydraulic conductivities in shallow aquifers 
in South Africa and significant variation in recharge 3H 
activity are likely causes for the variation in shallower 
boreholes and suggest that the depth to the groundwater is 
not the only contributing factor to regional 3H variability. 
These findings in the pre-processing analysis of data 
affirmed the inclusion for other atmospheric controls on 3H 
variability to be included in interpolation techniques. 
Figure 4 - The frequency distribution of a) measured 3H (Tritium Units) in groundwater and b) the predicted depth to groundwater (meters 
below ground level) of all 722 samples. The relationship of 3H and depth to groundwater is plotted in c).
2.6. Derivation of 3H distribution surfaces 
In order to relate the semivariances calculated in pre-
processing, to the separation distance calculated from 
sample locality, an empirical variogram is used. The 
concept of displaying semivariances according to the 
separation distance was first proposed and calculated using 
the Matheron algorithm (Matheron, 1965). The empirical 
variogram, described as the average separation within 
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where i,j represent the numbered point pair for which 
the semivariance is computed and hij is the separation 
distance between points i and j, h is the range of 
separations as defined by the histogram bins and m(h) is 
the number of point-pairs in the bin corresponding to h. As 
is evident from the preprocessing procedure, some 
variation in 3H in groundwater can be explained by the 
environmental co-variable. In order to remove variation 
attributed to the co-variable, variograms (Chilès, 2012) are 
constructed from the residual data, as described in Rossiter 
and Eda, (2019). A residual variogram is computed the 
same as an empirical variogram, where γ(h) is the 
semivariogram, and Z(x) and Z(x+h) are the values of a 
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where N(h) is the number of lag-h differences. This can 
be represented by the separation distance between two 
points, i.e. nx(n-1)/2, and n corresponds to the number of 
sampling locations at distance h. The fit parameters of a 
calculated variogram are describe as: [1] the nugget, which 
represents the variance at the given sample location and 
captures variability that is independent of spatial 
autocorrelation, [2] the sill, which is the maximum 
semivariance of the variogram model and is equal to the 
sum of the nugget and the partial sill, and [3] the range, 
which corresponds to the distance at which semivariance is 
no longer increasing and samples no longer display 
autocorrelation (Chilès, 2012). The fitting of a variogram 
model was performed by fitting the range and the sill to the 
given semivariance point-pairs by: 
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where a is the range and c is the sill or maximum 
semivariance. The entire variogram is raised by the nugget 
variance. The variogram model was fitted to calculated 
semivariances for discrete lag intervals by the weighted 
least squares approach. This lag interval ranged from 10-
25km depending on the ordinary or universal kriging 
method adopted. 
For the geostatistical modelling of interpolated data 
(e.g. kriging), theoretical variograms were fitted to 
estimate an empirical variogram from the sample dataset. 
This empirical variogram was fit to have a maximum lag 
distance of 250 km with 11 equal interval bins (lags) in 
order to distribute equal sample observations per bin. The 
effective planar range (ae), which is equal to the distance in 
which autocorrelation is significant, was computed to be 
~214km. Subsequently, residual variograms were prepared 
for KED, which are computed on a 10x10 km grid. The co-
variables included in this study were computed individually 
with TU to assess any improvement in the average 
semivariance of the semivariogram and the distribution of 
prediction variances of the interpolation. 
3. Results
The obtained regional gridded 3H activity in
groundwater, independent of external drift, was computed 
from a fitted semivariogram model which had an average 
semivariance of 0.559 and planar distance of 214km 
(Fig.5a). The spatial prediction variance had a distribution 
localized to sample locations, where regions with few 
samples formed abrupt increases in variance near sample 
point locations. A notable increase in prediction variance 
was observed on the east coast of South Africa, where 
sample density was poor. Regions of elevated 3H activity 
were localized to south central regions of the Karoo basin 
as well as the north eastern regions of the country. Many 
regions showed a random distribution of 3H activity in 
groundwater, where erratic changes were observed over 
relatively short distances. 
3.1. Prediction variances and external drift 
The KED grid, produced with ‘depth to water’ as a 
covariable, was computed from a fitted Gaussian variogram 
model with an average semivariance of 0.542 and a planar 
distance of 89km (Fig.5b). Prediction variance was less 
localized and formed regional patterns around larger 
distributions of sample density. High prediction variance 
regions remained prominent on the east coast and in the 
upper central Karoo. The KED prediction appeared more 
gradual in 3H distributions with peaks and lows recurring 
gradually across the country. A similar decrease in average 
variance and planar distance was observed in KED grids 
produced with ‘Euclidean distance from ocean’ (Fig.5c) and 
‘summer winter rainfall zone’ (Fig.5d). However, the KED 
grid, produced with ‘summer winter rainfall zone’ as a 
covariable, had a higher average semivariance of 0.547 and 
a planar distance of 90km. The KED grid, produced with 
‘Euclidean distance from ocean’ as a covariable, had the 
lowest average semivariance of 0.539 and a planar distance 
of 89 km.  
Figure 5 - The geostatistical results for variogram fit, predicted 3H 
activity and prediction variance of a) the empirical calculation of 
3H distribution independent on external controls on activity and 
the residuals calculations of 3H distribution dependent on external 
controls on activity for b) depth to water, c) summer vs winter 
rainfall and d) Euclidean distance from the ocean. 
3.2. Predicted activity of 3H in groundwater 
Although the inclusion of environmental co variables 
greatly improved the prediction variance of 3H, the regional 
distribution of 3H was still heterogeneous across much of 
South Africa. The presented KED gridded values of 3H in 
groundwater, which includes all environmental co-
variables, ranged from <0.02 TU to > 3 TU. The highest 
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predicted 3H activities were isolated to regions northwest 
of the town of Beaufort West and northeast of Kimberly 
(Fig.6). The northeast of the country near the town of 
Nelspruit as well as west of Pretoria, generally had elevated 
3H activities. The regions of lowest predicted 3H activity 
occurred on the west and south coasts of South Africa as 
well as in the northern reaches of the central Karoo. The 
area around the town of Newcastle also showed low 3H 
activity in local groundwater. Coastal regions of South 
Africa had varying degrees of mid to low abundances of 3H 
and showed partial correlation to South Africa’s 
escarpment. The Karoo basin, which forms the largest 
aquifer system by extent, generally had higher, albeit 
variable, 3H activities when compared to the rest of the 
country.
Figure 6 - The predicted distribution of 3H in groundwater by KED with all environmental co-variables. The geostatistical results for 
variogram fit and prediction variance (top left) and the. uranium deposit extents are overlaid onto the distribution surface as well as the 
location of the South African escarpment. Locations of interest are included for a radioactive waste disposal site (Vaalputs) and a managed 
aquifer recharge location (Atlantis).
4. Discussion
Predicting the distribution of 3H activity in groundwater
is essential for the assessment of regional recharge 
processes that effect both groundwater renewability 
(Gleeson et al., 2016) and modern pollution potential 
(Jasechko et al., 2017). Yet, regional predictions of 
groundwater 3H activity can be affected by atmospheric, 
geographic and hydrogeological processes, including: [1] 
the variability of tritium in rainfall (van Rooyen et al., 
2020a), [2] the decay of tritium in the unsaturated zone 
during recharge (Harvey et al., 2006; Le Gal La Salle et al., 
2001) and, [3] the release of 3H in the subsurface from 
radioactive deposits (Dresel et al., 2000). The development 
of KED gridded distributions, that remove the spatial 
variance of environmental controls, allows for the 
assessment of: [1] the effective relationship between 
deeper groundwater wells/boreholes and 3H activity, [2] 
the transfer or retention of atmospheric controls of 3H 
activity in precipitation into the groundwater reservoir 
and, [3] the correlation of sites or natural features that 
might distort the atmospheric 3H signal in groundwater. 
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4.1. Model validation and prediction variance 
The performance of the KED model was tested via an out-
of-sample verification, where random subsets of the testing 
data were excluded and then compared to the predicted 
surface. This was repeated fifteen times, in sample subsets 
of fifty, to produce a linear relationship of R2 = 0.554 
(Fig.7). The model prediction variance could be greatly 
improved with better sample distribution and density, as 
the current distribution is clustered as well as a better 
understanding of the actual water table rather than the 
calculated depth to groundwater. Similarly, the 3H activities 
formed a clustered autocorrelation (Moran’s I = 0.25). 
Given the z-score of 20.17, a metric of deviation from the 
mean, there is a less than 1% likelihood that this clustered 
pattern could be the result of random chance. An extensive 
autocorrelation analysis showed that regions of higher 
sample density were more likely to produce high-low/low-
high outliers (Fig.8). 
Figure 7 - Measured vs predicted 3H activity in groundwater from 
the out-of-sample verification method. 
Areas of high prediction variance were typically 
associated with areas of poor sample density, this was 
evident especially on the east coast of South Africa, as well 
as the northern central Karoo areas. In order to improve 
the predictive capabilities of this model, groundwater 
sampling would need to be done more rigorously in space 
and time to ‘fill in’ areas of poor sample density and assess 
the changes in 3H activity over time. The depth to the 
groundwater  had a significant effect on 3H activity. It 
would therefore be essential to target regions with deeper 
groundwater wells to constrain this effect better and in 
turn calibrate the model for abrupt changes in groundwater 
depth. Additionally, groundwater samples lack 
comprehensive data of borehole screens, leaving this 
predictive model to assume groundwater in South Africa 
behaves in one homogenous aquifer unit. Fortunately, this 
assumption is somewhat mitigated by the decay/flow 
relationship of tritium in groundwater, where long/slow 
flow paths will inherently have low 3H activities, negating 
the need for aquifer separation in most cases. Nonetheless, 
a separated prediction for alluvial, unconfined and confined 
systems would improve the applicability for 3H 
distributions in sustainability/resilience assessments. 
4.2. Groundwater 3H anomalies 
Although the distribution of 3H in groundwater, 
predicted by KED, was clustered and heterogeneous, the 
high and low anomalies in the data (Fig.8) correlated well 
to expected controls on the abundance of 3H. The extensive 
high 3H anomaly in the central Karoo has a distinct 
correlation with a large sandstone uranium province 
(Fig.6) (Kenan and Chirenje, 2016). Although the presence 
of uranium deposits is not typically associated with 
elevated groundwater 3H activity, it has been reported that 
higher uranium concentrations were well correlated with 
3H in the Central Valley, California (Jurgens et al., 2010). 
Uranium deposits in South Africa could potentially produce 
significant amounts of 3H through the decay, which has 
high concentrations of uranium in local groundwater 
(Dondo et al., 2010; Murray et al., 2015; Toens et al., 1998) 
and thus could elevate the natural signal contributed 
through recharge. Definitive evidence would need to be 
collected on 3H production rates in uranium deposits in the 
region before confirming this contribution is sufficient. A 
similar phenomenon could be attributed to the alluvial 
uranium-rich deposits south of the town of Upington, 
where elevated tritium is predicted in a region of low 
rainfall (Fig.1) and a higher depth to groundwater (Fig.8). 
Conversely, the uranium-rich Witwatersrand 
conglomerates and the Springbok Flats coalfield, as well as 
South Africa’s only radioactive waste disposal site 
(Vaalputs), correlate to low tritium anomalies, suggesting 
that groundwater 3H activity is unaffected by the presence 
of uranium in these regions (Fig.6). The high anomaly 
above the town of Queenstown is not correlated to the 
presence of a uranium deposit, nor a known elevated 
activity in precipitation, and the region may simply 
experience higher rates of recharge than surrounding 
aquifers.
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Figure 8 - Autocorrelation results for 3H in groundwater which determines low and high clusters of samples as well as high-low and low-
high outliers in the spatial dataset. Included are depth to water contours on the interpolated surface computed for this study. 
4.3. 3H and modern groundwater distributions 
Modern recharge typically shares a similar 3H activity 
to local precipitation available for recharge. Where 
groundwater 3H anomalies cannot be explained by 
environmental factors that cause drift from recharge 
activities, active recharge is proportional to 3H activity 
(Gleeson et al., 2016). The distribution of tritium in South 
African groundwater, unaffected by non-atmospheric 3H, is 
somewhat consistent with the expected activity of 3H in 
precipitation (van Rooyen et al., 2020a), where coastal 
regions have lower activity than inland regions (Fig.6). The 
effect of ocean water dilution in rainfall is not directly 
correlated with the distance from ocean of measured 
groundwater samples (R² = 0.03). However, coastal 
regions (<100 km from the ocean) generally have lower 
average 3H activities that are not likely a result of less active 
recharge, as productive coastal aquifers are prevalent in 
South Africa (Pietersen et al., 2010). This would suggest 
that the effect of ocean dilution is experienced within a 
particular threshold of distance from the coast, potentially 
the South African escarpment, but not further inland where 
terrestrial processes dominate (Fig.6). 
It is not clear what effect groundwater abstraction has 
on 3H activity, yet boreholes that are pumped excessively 
could induce the mixing of younger waters into deeper 
older systems, thus increasing 3H activity (Visser et al., 
2016). Anthropogenic influences, particularly dewatering 
of aquifers, on groundwater mixing could result in the 
overestimation of active recharge areas where 
groundwater use is particularly high. Conversely, managed 
aquifer recharge (MAR) programs would introduce 3H 
faster than natural recharge processes, making measured 
3H activities non-representative. A known region of MAR, 
near Atlantis (Fig.6) is not predicted to have elevated 3H 
activity and could be introducing 3H at a localized scale too 
small for the resolution of this study. 
Elevated 3H activity within large aquifers in South 
Africa indicates that these groundwater resources are being 
actively recharged by modern precipitation. Research 
suggests that much of South Africa will experience less 
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frequent, but higher intensity, rainfall due to climate 
change (Schulze et al., 2010; Tadross et al., 2011). 
Consequently, these aquifers are particularly vulnerable to 
climate change, where changes in regional rainfall volumes 
and intensity will affect recharge (Taylor et al., 2013). 
Furthermore, areas of active recharge have a greater 
potential for contaminants to be transported into an 
aquifer. Regions were groundwater is abundant and 
aquifer yields are high, yet 3H activity is low in relation to 
local rainfall, represent regions where recharge is less 
active and fossil groundwater is prevalent. Although older 
groundwater may have a lower sustainable yield, it is less 
likely to be immediately affected by climate change and 
may be more resilient to abrupt changes to the hydrological 
cycle. Furthermore, younger groundwater is not 
necessarily more sustainable as long groundwater flow 
paths could still be actively recharged by modern 
precipitation (Ferguson et al., 2020). 
4.4. Current and future context of 3H 
distributions 
The distribution of 3H in groundwater has been 
successfully used to predict modern groundwater 
distributions (Gleeson et al., 2016), deep groundwater 
contamination (Jasechko et al., 2017), groundwater 
contribution to streamflow (Morgenstern et al., 2010), 
pollutant transport from landfills (Robinson and Gronow, 
1996), nuclear fall-out (Matsumoto et al., 2013) and 
groundwater vulnerability (van Rooyen et al., 2020b). Yet, 
the availability of 3H activity distributions, as an 
interpolated surface, is uncommon or non-existent, as 
studies do not typically measure 3H over large spatial 
extents with regular distributions. This may be a result of 
researches believing the applicability of 3H in hydrological 
studies is dissipating with the attenuation of bomb peak 
activities (Rahn et al., 2017). However, with the 
progression of analytical techniques, the assessment of 
background levels of tritium presents new potential 
applications of 3H in hydrology and related fields of study. 
It is postulated in this study that the presence of radioactive 
deposits (i.e. uranium) may have a substantial affect on3H 
activity, suggesting 3H could have applications in 
exploration. Nonetheless, more robust interpretations of 
the above uses for 3H distributions could be made with 
regular monitoring of well distributed samples locations, as 
were in California by Visser et al., (2016). A similar 
approach was undertaken in Kern et al., (2020), where 
temporal records of precipitation from multiple stations in 
the Adriatic-Pannonian region were used to build isoscapes 
of 3H in precipitation. The monitoring of environmental 3H 
at such a resolution that isoscapes can be compared over 
time would require an improvement in local analytical 
capabilities in southern Africa. 
5. Conclusions
Analysis of 722 data points across South Africa and
southern Mozambique found that the spatial distribution of 
3H activities in groundwater was relatively heterogeneous. 
Yet, geostatistical analysis found that significant spatial 
structure can be attributed to environmental controls on 
activity other than subsurface decay. When excluded as 
external drift in universal kriging operations, 
environmental controls improve the average prediction 
semivariance by 0.03. Significant high 3H anomalies in the 
predicted distribution in groundwater could attributed to 
the presence of uranium rich deposits in the Karoo Basin 
sandstones and northern Karoo alluvial deposits, yet more 
evidence would need to be collected to propose this 
definitively. Notable areas of less active groundwater 
recharge occurred on the west coast of South Africa as well 
as the central and northern Karoo. Regions of more active 
recharge are noted in the north eastern areas of South 
Africa as well the western borders of Lesotho. Regions of 
active recharge are more vulnerable to disruptions to the 
hydrological cycle as a result of climate change as well as 
the potential infiltration of contaminants into the 
groundwater system. Conversely, groundwater that is less 
actively recharge may be more resilient to climate change 
yet represents a potentially non-renewable resource for 
abstraction. The distribution of 3H in groundwater surface 
developed in this study has potential applications in 
modern groundwater distribution, groundwater 
vulnerability and radioactive deposit investigations. 
Applications which are pertinent to the development of 
sustainable groundwater management strategies and 
hydrological resilience assessments. 
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Abstract
Groundwater vulnerability is normally associated with the potential for contamination, for example the DRASTIC approach, 
but the increasing importance of groundwater in human, agricultural, and industrial systems, implies that groundwater 
vulnerability is dependent on a range of other parameters and particularly parameters impacted by climate change. A robust 
method for evaluating groundwater vulnerability therefore requires the incorporation of multiple indices into one holistic 
evaluation. In this study, a model for groundwater vulnerability in South Africa was developed, calculating the combined 
weighted averages of nine spatial datasets; namely: (1) mean annual precipitation, (2) mean annual surface temperature, 
(3) tritium distribution in groundwater, (4) potential evaporation, (5) aquifer type and yield, (6) terrain slope, (7) electrical
conductivity, (8) population density and (9) cultivated land use. The model was run through 36 different weighting sce-
narios and indicates that on average 22.4% of South Africa’s groundwater is predicted to have a very high vulnerability to
depletion in quantity and deterioration in quality (12.2% very low; 35.4% low; 16.8% moderate and 13.1% high). A single
weighting scenario (M-I/C-2/P-2) was chosen that showed good alignment to the previous assessments that predicted that
20.9% of groundwater resources in South Africa have very high vulnerability (1.5% very low; 35.7% low; 24.9% moderate
and 17.0% high). The model was adjusted to reflect climate conditions 50 years into the future, resulting in a 3% increase
in very high vulnerability areas and a 6% decrease in low vulnerability areas. The results suggest that large areas of South
Africa have high groundwater vulnerability, especially in areas where groundwater supplements domestic supply and agri-
culture. The implementation of this method to evaluate groundwater vulnerability across diverse natural environments and
political boundaries will supplement comprehensive groundwater vulnerability assessments and the development of effective
groundwater management policy.
Keywords Groundwater vulnerability · Climate change · GCM · GIS
Introduction
In the recent decades, changing climate patterns and 
increasing precipitation variability have seen groundwater 
abstraction on a global scale increase significantly (Green 
et al. 2011; Holman 2006; Richey et al. 2015; Smerdon 
2017). Much of the increase in groundwater abstraction has 
occurred in highly concentrated areas to support urbaniza-
tion and agricultural activities that provide food security 
(Famiglietti 2014). As a result, groundwater depletion, the 
permanent lowering of the water table due to over-abstrac-
tion is occurring across the globe (Treidel et al. 2011; Wada 
et al. 2010) at a range of scales from individual catchments 
(Tallaksen et al. 2009; Woldeamlak et al. 2007), to regional 
aquifer systems including transboundary aquifers (Chang-
ming et al. 2001; Hamed et al. 2014; Rodell et al. 2015; 
Scanlon et al. 2012). The consequences of groundwater over-
abstraction have important implications for the manage-
ment of aquifer systems, and have contributed significantly 
to how researchers think about groundwater sustainability, 
where sustainability is regarded as a volume concept i.e., 
is there sufficient groundwater to sustain society and the 
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environment (Aeschbach-Hertig and Gleeson 2012; Gore-
lick and Zheng 2015; Konikow and Kendy 2005). This has 
become even more critical as the realities of climate change 
become apparent and attention turns to hydrological resil-
ience of the global water cycle.
The impact of climate change has become an increas-
ingly important, but often overlooked factor in assess-
ing groundwater sustainability (Döll 2009). This is partly 
because the impact of drought on groundwater is not vis-
ually apparent the way it is for a surface water reservoir. 
Drought most directly impacts young groundwater systems 
that are recently recharged by modern precipitation. It has a 
less immediate impact on older fossil groundwater systems 
that are typically isolated from modern climate fluctuations. 
As a result, differentiating between aquifers that are domi-
nated by either modern groundwater or fossil groundwater 
has become an important component of global ground-
water resource evaluation (Gleeson et al. 2015; Jasechko 
et al. 2017). Although, multiple methods have been used as 
modern water tracers, such as CFCs,  SF6 and environmental 
isotopes, differentiation of modern and fossil groundwater 
is often performed using a radioactive isotope to investigate 
residence time constraints. One of the most useful radio-
active isotopes is tritium (3H) that has a half-life of only 
12.43 years. Because the half-life is relatively short, the 
presence or absence of tritium has been used to differentiate 
modern (containing 3H) vs fossil groundwater (not contain-
ing 3H) (Gleeson et al. 2015). Because shallow groundwater 
is more likely to be actively recharged, tritium can also be 
used as a proxy for the potential for shallow groundwater 
to mix with older fossil groundwater, and in turn recharge 
larger, much older groundwater resources (Jasechko et al. 
2017). The distinction between older, not actively recharged 
groundwater and shallow, actively recharged groundwater 
allows for the assessment of how vulnerable a groundwater 
resource is to depletion.
The concept of sustainability is generally seen as dis-
tinct from vulnerability, where vulnerability is regarded as 
a quality issue. Early development of methods for assessing 
groundwater vulnerability focused on an aquifers potential 
for contamination and produced the GOD rating system 
(Foster 1987) and DRASTIC method (Aller et al. 1987). 
Subsequently, other vulnerability evaluation methods have 
been adapted from these initial approaches (Civita 1994; 
Doerfliger and Zwahlen 1997; Stempvoort et al. 1993). 
Global studies on human adaptive strategies to climate 
change usually incorporate significant groundwater depend-
ence (Adger et al. 2005; Agder and Nelly 1999; Kelly and 
Adger 2000), but methods that assess groundwater vulner-
ability to pollution are not suited for assessing the potential 
effect of climate change on groundwater depletion (Corn-
iello et al. 1997). Additionally, the quality of a groundwater 
resource is not only dependent on anthropogenic pollutants/
contaminants, but also can deteriorate through natural pro-
cesses, e.g., salinization (Vengosh 2013). In this respect, 
several studies have been successful in predicting ground-
water depletion/deterioration through careful evaluation 
of historic land use change (Harbor 1994; Scanlon et al. 
2005). Although efforts to assess groundwater vulnerabil-
ity to contaminants, climate change, or land use change are 
justified independently, hydrological systems are dynamic 
and simultaneously vulnerable to both contamination and 
temporal climatic fluctuations. Potentially, the most holis-
tic approaches are those that try to estimate groundwater 
drought risk as they incorporate meteorological, chemical 
and physical groundwater attributes as well as anthropogenic 
dependence and capacity over a variable timescale (Villholth 
et al. 2013).
This article presents a new holistic model for ground-
water vulnerability, where vulnerability incorporates both 
depletion in groundwater quantity as well as a deteriora-
tion in quality. The model incorporates nine different spatial 
datasets of groundwater vulnerability controlling parame-
ters, specifically including an isotope tracer (tritium) and 
uses a weighted index-overlay method to output the spatial 
distribution of groundwater vulnerability on a scale from 
1 to 8, where 1 is least vulnerable and 8 is most vulner-
able. The assessment is structured with multiple scenarios 
that focus on controls on either quantity or quality or both. 
Subsequently, parameters that directly relate to climate can 
be adjusted according to different global circulation models 
(GCMs) to predict the evolution of groundwater vulner-
ability with climate change. The model is applied to South 
Africa, where the recent drought conditions have brought 
the vulnerability of the groundwater system to the forefront 
of public discourse.
Much of this discourse centered on Cape Town, South 
Africa’s largest coastal city, because of severe water short-
ages during the 2017–2018 summer, when it seemed possi-
ble that the city’s water supply would run out. However, the 
water crisis represented only a small component of a much 
wider and longer drought crisis affecting large parts of the 
country. The City of Cape Town has put in place measures to 
augment the surface water supply with groundwater, but this 
has prompted heightened concerns about the long-term vul-
nerability of the local groundwater system to deterioration 
in both quantity and quality. In the past two decades, South 
Africa has developed two National Water Resource Strate-
gies (NWRS). The first delineated nineteen water manage-
ment areas (WMAs) in 2004 and the second implemented an 
amendment to reduce this to only nine Catchment Manage-
ment Agencies (CMAs) in 2013 (Fig. 1). Both delineations 
overlap with provincial and municipal boundaries and in 
turn create a ‘trans-boundary’ like scenario, where authori-
ties must deal with the disparities between the resource 
requirements of local populations and agricultural activities, 
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national resource strategies and the ecological reserve. To 
demonstrate the flexibility of this groundwater vulnerabil-
ity model to evaluate these types of problems, this study 
applies the model to South Africa’s complex water manage-
ment agency framework and discusses how this relates to 
municipal and provincial boundaries (Fig. 1). The results can 
be directly translated to large-scale transboundary aquifer 
systems and provide a framework for future management of 
groundwater resources across the globe, whilst still being 
flexible enough to evaluate the groundwater vulnerability of 
a single urban center like the city of Cape Town.
Methodology
The groundwater vulnerability model identifies nine separate 
parameters derived from previous studies that have signifi-
cant control on either the quantity or quality of a ground-
water resource (Aller et al. 1987; Villholth et al. 2013). The 
model allocates parameters to one of two groups, called 
major strategies in the model framework (Fig. 2): (1) a group 
associated with climatic conditions, which control the quan-
tity of groundwater being actively recharged and (2) a group 
associated with factors that impact on groundwater quality, 
through the ease of infiltration, current groundwater quality 
and anthropogenic influences. The parameters were incorpo-
rated into frameworks that indicate: (1) how each parameter 
is grouped; (2) how the weighting of each group is allo-
cated and (3) how the model sensitivity is calculated. The 
vulnerability is determined through iterative combinations 
of different subsection weightings and individual parameter 
weightings, taking into account errors associated with each 
model scenario and how these uncertainties are minimized 
in the selected scenario. This model differs from other popu-
lar approaches through the incorporation of a framework that 
investigates quantity and quality controls separately before 
combining them, as well as allowing for a variable weighting 
scheme of input parameters.
Fig. 1  Distribution of South Africa’s population per province (grey 
shaded regions) represented as percentage of total population (Cen-
sus 2011). South Africa is divided into nineteen water management 
areas (WMA’s) according to NWRS-1 (stippled grey lines) and 
dark boundaries represent the revised nine Catchment Management 
Agency (CMA) boundaries developed in NWRS-2. Major river sys-
tems are represented as the order of the river from source with vary-
ing thickness (note: some provincial boundaries are marked by major 
river systems)
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Input parameters
The nine input parameters identified as significant controls 
on groundwater vulnerability are: (1) mean annual precipi-
tation, (2) mean annual surface temperature, (3) tritium 
distribution in groundwater, (4) potential evaporation, 
(5) aquifer type and yield, (6) terrain slope, (7) electri-
cal conductivity, (8) population density and (9) cultivated
land use. The data source(s) for each parameter, including
temporal and spatial resolution are given in Table 1. The
nine input parameters are divided across five subheadings
according to their collective contributions to the final
groundwater vulnerability. The five subheadings, which
in the model are described as minor strategies, are: (1)
GCM regional parameters that indicate the current cli-
mate and in turn allude to the available water budget; (2)
recharge indicators, that represent how actively recharged
regions are and the potential for evaporation to limit this
recharge; (3) physical attributes, that control how likely a
contaminant, anthropogenic or natural, can infiltrate and
be transported through the subsurface; (4) chemical char-
acteristics, that indicate the degree to which groundwater
quality has already deteriorated and (5) human ground-
water dependence, that characterizes areas where human
settlements and agriculture are likely to increase abstrac-
tion and contribute to groundwater deterioration. Owing
to the spatial data in South Africa being relatively scarce,
the reference periods of input data are not homogenous
(Table 1), but are within acceptable temporal ranges to be 
representative of current conditions.
GCM regional parameters
The available input into a regional water budget is strongly 
controlled by the amount of precipitation received in that 
region and is largely a function of regional climate. The 
mean annual surface temperature (MAT) has proven to be 
an effective indicator of the local climate and can be fore-
casted, along with mean annual precipitation (MAP), for 
different climate change scenarios (Alexander et al. 2006; 
Cannon 2015). Regional water budgets form a significant 
control on local groundwater quality through recharge 
that can either mobilize contaminants or dilute contami-
nated aquifers. Although these regional parameters are 
not directly representative of the vulnerability of ground-
water water budgets, they are included as these param-
eters are the most reliably forecasted through established 
climate models (Smerdon 2017). MAP and MAT layers 
were acquired from the long-term mean of data collected 
between the years 1950 and 2000. Both datasets were 
produced in the South African Atlas of Climatology and 
Agrohydrology (Schulze et al. 2006; Schulze and Maha-
raj 2006a). The gridded datasets were developed using a 
geographically weighted regression approach and have a 
resolution of 1 arc minute.
Fig. 2  Model framework of the 
thematic layers, divided into 
two major subheadings and five 
minor subheadings, representing 
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Recharge indicators
Although the recharge can be estimated using a mass bal-
ance approach in data-rich areas (Mair et al. 2013), it is 
often difficult to characterize on a regional scale without 
reliable datasets of sufficient temporal and spatial resolu-
tion. It is therefore beneficial to have an alternative method 
for estimating how actively groundwater is being recharged, 
whilst still allowing for the inclusion of rainfall amount in 
the GCM regional parameters as a quantity control. The 
activity of tritium in groundwater (TRIT) is a good indica-
tor for how recently groundwater has been in contact with 
the atmosphere (Gleeson et al. 2015). In addition, potential 
evaporation (PE) is a reliable indication of the proportion 
of rainfall that remains to either feed surface water stores 
or recharge groundwater reserves (Mansour et al. 2018). 
Recharge indicators are incorporated through the inclusion 
of PE and TRIT. The A-pan equivalent reference potential 
evaporation is included as a recharge indicator (rather than 
in the GCM regional parameters) as it is empirically based 
Table 1  Data sources utilized in the modeling framework including the description of the data source utilized as well as the resolution, reference 
period and source of the data
Data set Description Resolution Reference period Source
Climatic indicators
Rainfall Long-term mean annual rainfall 1 Arc Minute 1950–2000 WRCa
Surface Temperature Long-term mean annual temperature 1 Arc Minute 1950–2000 WRCb
Tritium distribution The distribution of tritium activity in groundwater 1 km 2006 iThemba
Potential evaporation A-pan equivalent reference potential evaporation 1 Arc minute 1970–1997 WRCc
Pollution potential
Aquifer type Aquifer type and yield 1:50 000 DWA
Terrain slope Relative relief terrain 1 km WRCd
Electric conductivity Interpolated groundwater quality in EC (µS/cm) 100 m 1980–2004 NGA
Population density Gridded population data 2 km 2005 NLC 2005
Cultivated land use Gridded land use data 2 km 2000 FUNDISA
WRCa Lynch, S. D. and Schulze, R. E. 2006. Rainfall Database. In: Schulze, R. 
E. (Ed)
2006. South African Atlas of Climatology and Agrohydrology. Water 
Research
Commission, Pretoria, RSA, WRC Report 1489/1/06, Sect. 2.2
WRCb Schulze, R. E. and Maharaj, M. 2006. Temperature Database. In: Schulze, 
R. E
(Ed). 2006. South African Atlas of Climatology and Agrohydrology. Water
Research Commission, Pretoria, RSA, WRC Report 1489/1/06, Sect. 2.1
iThemba Data collected but not published. Permission from iThemba LABS WITS
WRCc Schulze, R. E. and Maharaj, M. 2006. A-Pan Equivalent Reference Poten-
tial
Evaporation. In:
Schulze, R. E. (Ed). 2006. South African Atlas of Climatology and
Agrohydrology
Water Research Commission, Pretoria, RSA, WRC Report 1489/1/06, Sect. 13.2
DWAa Andiswa Matoti, Julian Conrad and Susan Jones, CSIR, 22 March 1999
Recompiled: August 2012 Directorate: Hydrological Services Sub-Direc-
torate:
Groundwater Information
WRCd Schulze, R. E. and Kruger, G.P. 2006. Terrain Morphology. In: Schulze, 
R. E
(Ed). 2006. South African Atlas of Climatology and Agrohydrology. Water
Research Commission, Pretoria, RSA, WRC Report 1489/1/06, Sect. 3.2
NGA South African Department of Water Affairs National Groundwater Archive
NLC South Arican National land cover dataset
FUNDISA South African Census 2005
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unlike estimated total evaporation (Schulze and Maharaj 
2006b). The PE layer was developed using the A-pan evap-
oration method over 750 stations in South Africa (Schulze 
and Maharaj 2006a). The TRIT layer was produced from a 
South African Department of Water Affairs (DWA) ground-
water dataset, measured by iThemba Labs, yielding 277 data 
points across South Africa. The layer was interpolated using 
an ordinary kriging model fitted against depth to the water 
table.
Physical attributes
Two physical attributes of the hydrogeological system 
have been included in the model framework under quality 
controls, namely: terrain slope (TS) and aquifer type/yield 
(AQT). Although TS is not equivalent to direct run-off, it 
can provide an indication of how likely it is for a contami-
nant to enter the system with high slope areas less likely 
to result in contaminants entering the groundwater system 
(Al-Zabet 2002). AQT can be used as a proxy for how rap-
idly a contaminant would be transported through the sub-
surface and is measured as hydraulic conductivity. In South 
Africa, the highest yielding aquifers are thick unconsolidated 
primary aquifers and represent areas vulnerable to surface/
subsurface contamination and are capable of transporting 
contaminants faster. When combined with areas that have 
low relief (slope), these areas are normally indicative of high 
risk to a deterioration in quality. South Africa also has sev-
eral major fractured rock aquifer systems that have relatively 
high yields, and represent an important fresh water resource 
to a large proportion of the agricultural sector (Robins et al. 
2007). The AQT layer was developed by the South Afri-
can Council for Scientific and Industrial Research (CSIR) 
(Andiswa et al. 2012). TS was computed from the SRTM 
30 m mosaic of South Africa (Farr et al. 2007).
Chemical characteristics
In general, groundwater quality can be interpreted on a 
regional scale by using electrical conductivity (EC) as a 
proxy. EC represents an implicit analog for both natural 
and anthropogenic groundwater deterioration as it posi-
tively correlated with the concentration of ions (Liu et al. 
2003). Groundwater quality in South Africa can be hetero-
geneous on a variety of scales and any dataset representing 
EC on a regional scale must accommodate this variability 
both spatially and temporally with sufficient sample den-
sity. Although EC can be controlled by both anthropogenic 
pollutants and natural dissolution of minerals, groundwa-
ter with EC values in excess of ‘World Health Organi-
zation (WHO) standards are inappropriate for domestic 
and agricultural use (Gordon et al. 2008). For this rea-
son, areas of high EC represent areas of high groundwater 
vulnerability to further deterioration in quality. The EC 
distribution map was produced from a nationwide database 
of 49430 boreholes from the South African DWA National 
Groundwater Archive (NGA), with the input layer created 
using an ordinary kriging method.
Human groundwater dependence
Urbanization describes the global trend of population 
growth being focused in developed areas, resulting in 
increased stress on cities to maintain water distribution 
networks (Cohen 2006). Densely populated areas have a 
higher potential for both groundwater pollution and over-
abstraction. However, densely populated areas are not the 
only ways in which humans interact with groundwater. 
Agricultural areas that exist to support population centres 
are high-end users of groundwater and are responsible for 
the strong correlation between groundwater depletion and 
cultivated land (Scanlon et al. 2012). Cultivated land also 
is susceptible to groundwater pollution because of the 
chemicals and agricultural waste that the industry uses and 
generates (Giordano 2006). South Africa has a large agri-
culture sector that uses ~ 70% of groundwater abstracted 
nationally and as a result cultivated land delineates an 
area of concern for both groundwater quantity and quality 
(DWAF 2004). Population density (POP) and cultivated 
land (CL) layers were included from South Africa survey 
data (FUNDISA & NLC). Layers are produced as raster 
layers with a resolution of 2 km.
Model construction
The groundwater vulnerability model was constructed using 
a composite mapping analysis technique. This method super-
imposes input layers that have been reclassified and com-
bines them through a predetermined linear algorithm that has 
an editable weighting scheme. The model construction was 
implemented in arc model builder (ArcGIS) in order to run 
batched calculations of multiple scenarios simultaneously, as 
well as output zonal statistics on each scenario. The ArcGIS 
model has the capability to be developed into a package for 
broader use. The framework was developed, with associated 
algorithms, to output a single groundwater vulnerability map 
measured in vulnerability index units which range from 1 to 
8, where 8 is most vulnerable. Input parameters are reclas-
sified according to their relative impacts on groundwater 
vulnerability. A major and minor strategy weighting regime 
was created for the current groundwater vulnerability in the 
research area. Subsequently, GCMs were chosen to evaluate 
the evolution of potential groundwater vulnerability 50 years 
into the future.
Chapter 5 – Groundwater Vulnerability 
76 
Stellenbosch University https://scholar.sun.ac.za
Environmental Earth Sciences          (2020) 79:255  
1 3
Page 7 of 20   255 
Model framework
Groundwater vulnerability ( GV  ) as described in this frame-
work is divided into two major strategies namely: (1) quantity 
controls ( C ) and (2) quality controls ( Q ) (Fig. 2). These major 
strategies are described as:
where q is the associated weightings for major strategies 
subject to qC + qQ = 1 . Each individual input parameter then 
forms part of a minor strategy within each of these major 
strategies according to:
where v is the weighting associated with each minor strategy, 
GCM is the GCM regional parameters, R is the recharge 
indicators, PA is the physical attributes, CC is the chemical 
characteristics and H is the human groundwater dependence 
and is subject to vGCM + vR = 1 and vPA + vCC + vH = 1 . 
Furthermore, each parameter has a weighting value w and 
reclassified vulnerability index I associated for each indi-
vidual thematic layer described as:
where MAP is mean annual precipitation, MAT is mean 
annual temperature, TRIT is distribution of tritium activi-
ties in groundwater, PE is potential evaporation, AQT is 
aquifer type, TS is terrain slope, EC is electric conductivity, 
POP is population density and CL is cultivated land use. The 
weighting of each individual parameter within each thematic 
layer is subject to the following:
(1)GV = qCC + qQQ
(2)C = vGCMGCM + vRR
(3)Q = vPAPA + vCCCC + vHH
(4)GCM = wMAPIMAP + wMATIMAT
(5)R = wTRITITRIT + wPEIPE
(6)PA = wAQTIAQT + wTSITS
(7)CC = wECIEC
(8)H = wPOPIPOP + wCLICL
(9)wMAP + wMAT = 1.0
(10)wTRIT + wPE = 1.0
(11)wAQT + wTS = 1.0
(12)wPOP + wCL = 1.0
The model framework allows for weightings of major and 
minor strategies to be adjusted in order to produce a large 
number of individual scenarios (Table 2). The justification 
of how these weightings are set will change according to the 
objective of each investigation to which the model is applied.
Reclassification
Model parameters are reclassified according to a prede-
termined scheme that allows them to be comparable as a 
groundwater vulnerability index. Should input data not fit 
within the scheme, reclassification should be adjusted and 
justified for each specific study. This is to ensure that equa-
tion (1) does not contradict the constraints in equations 
(9–12). To do this, the reclassification scheme for each 
parameter was applied according to the potential impact 
a change would cause on the groundwater quantity and 
quality. Each input layer was reclassified to a vulnerability 
index scale from 1 to 8, with areas of low vulnerability being 
assigned 1 and those of high vulnerability being assigned 8 
(Fig. 3). Each input layer was reclassified by either apply-
ing an equal interval weighting of the source data range or 
aligning to established ranges associated with the parameter. 
For example, the EC input thematic layer was reclassified 
to align with global WHO standards of water quality for 
potable and agricultural use (Gordon et al. 2008).
Weighting scenarios and selection
Three major strategies and seven minor strategies were 
developed by adjusting the weightings associated with the 
main headings and subheadings in the model framework. 
Major 1 (M-I) strategies equally weight quantity controls 
and quality controls whereas the M-II strategy favours quan-
tity controls in a 3:1 ratio and the M-III strategy favours 
quality controls in a 3:1 ratio. Scenarios are then further 
divided by 3 minor strategies that adjust the weightings 
of parameters under quantity controls (C-n, where n is the 
strategy number) and 4 minor strategies that adjust weights 
of parameters under quality controls (Q-n, where n is the 
strategy number) (Table 2). C-1 and P-1 minor strategies 
equally weight the parameters whereas C-2/3 and P-2/3/4 
minor strategies selectively increase the weightings of sub-
sections individually. The specific combinations of major 
and minor strategies can be drawn from Table 2. The various 
combinations of major and minor strategy weightings pro-
duced 36 different weighting scenarios. The scenario selec-
tion process consists of: (1) sensitivity analysis feedback to 
determine if input layers are significant and (2) whether the 
study area is more vulnerable to controls from climate or 
contaminants or both. This study evaluates the vulnerability 
of groundwater to depletion and deterioration equally, and 
thus uses an M-I strategy.
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Table 2  Major and minor strategy weightings that are possible in the 36 presented scenarios as well as the example scenario M-I/C-2/P-2
Minor-strategy Minor subheadings Major-strategy
M-I M-II M-III
Quantity controls = 0.5 Quantity controls = 0.75 Quantity controls = 0.25
Quality controls = 0.5 Quality controls = 0.25 Quality controls = 0.75
C-1 GCM regional parameters 0.5 0.5 0.5
C-2 Recharge indicators 0.5 0.5 0.5
GCM regional parameters 0.25 0.25 0.25
C-3 Recharge indicators 0.75 0.75 0.75
GCM regional parameters 0.75 0.75 0.75
Q-1 Recharge indicators 0.25 0.25 0.25
Physical attributes 0.33 0.33 0.33
Chemical characteristics 0.33 0.33 0.33
Q-2 Human GW dependence 0.33 0.33 0.33
Physical attributes 0.6 0.6 0.6
Chemical characteristics 0.2 0.2 0.2
Q-3 Human GW dependence 0.2 0.2 0.2
Physical attributes 0.2 0.2 0.2
Chemical characteristics 0.6 0.6 0.6
Q-4 Human GW dependence 0.2 0.2 0.2
Physical attributes 0.2 0.2 0.2
Chemical characteristics 0.2 0.2 0.2
Human GW dependence 0.6 0.6 0.6
Fig. 3  Reclassification scheme used to calculate the vulnerability 
index for each input parameter on a scale of 1–8, with a visualization 
of reclassified thematic layers Each input variable was reclassified 
on a predetermined linear scale that either applies an equal interval 
weighting of the source data range or aligns to typical reported ranges 
associated with the parameter
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GCM climate scenarios
The longevity of a groundwater vulnerability assessment 
is dependent on how actively the equilibrium of the aqui-
fer system is being disrupted. Anthropogenic influences 
usually occur over short time frames in relation to climate 
change, yet modern climate studies suggest that the dif-
ference in the rate of change is not as large as previously 
thought (Guermazi et al. 2019). Although quantifying these 
disruptions is inherently difficult to do with limited histori-
cal records of many of the input parameters, our ability to 
predict the evolution of regional climates has improved 
greatly, enabling researchers to forecast how water budgets 
may evolve over time (Archer et al. 2018; Mazzoni et al. 
2018; Xie et al. 2015).
GCMs are used to predict the change in climate over time 
by using historical climate data and knowledge of atmos-
pheric circulation to either predict or forecast the future 
change in climate. The models are generally developed to 
only adjust for the change in precipitation and surface tem-
perature. There has been extensive debate about which GCM 
is the most accurate and the consensus depends on what the 
study is trying to achieve (Cannon 2015; Her et al. 2019; 
Hewitson and Crane 2006). For studies in southern Africa, 
the HadCM3 climate model is regarded as robust for climate 
change forecasts (Prescott et al. 2018; Tadross et al. 2005). 
Alternatively, it is possible to use an ensemble of various 
GCMs to better estimate climate change. In this study, three 
model input are used, namely: (1) the HadCM3 model, (2) 
an ensemble of the lowest predicted change GCMs and (3) 
an ensemble of the highest predicted change GCMs. These 
three models are then computed under two SRES (Special 
Report on Emission Scenarios) emission scenarios (A2 and 
B1). GCM output layers were downloaded from the IPCC 
Data Distribution Centre (https ://www.ipcc-data.org/). 
These layers were calculated 50 years into the future to be 
more representative of groundwater timescales whilst still 
within prediction limits set by the IPCC. The issue of down-
scaling is not tackled in this study as the inclusion of GCMs 
in the study is exclusively done to exhibit the ability of the 
model to incorporate future projections of climate change.
Sensitivity analysis
A univariate sensitivity analysis was performed to inves-
tigate the influence of each input parameter to the GWV 
model. The analysis was structured similar to established 
sensitivity analysis methods for index overlay methods, e.g. 
DRASTIC (Napolitano and Fabbri 1996), where one input 
parameter is adjusted/removed and the output compared to a 
base output where all parameters are weighted equally. The 
sensitivity analysis in this study is restricted to adjusting a 
single input parameter weighting at a time to evaluate how 
sensitive the model output is to each parameter. A base-
line output was created by equally weighting all the input 
parameters:
where  EQe is the equally weighted baseline, Wj is the weight 
factor and Rj is the vulnerability rating. Each input param-
eters is adjusted to create a skewed weighting  (SWi) by dou-
bling a single parameter weighting (Eq. 14) and calculating 
the percentage change of the final output compared to an 
equal weighted base output (Eq. 15):
Each skewed weighting layer is then normalized by cal-
culating the number of cells that exceed 1 vulnerability 
index unit and dividing this by the total number of input 
cells and reported as a percentage value of cells sensitive 
to the testing parameter. This approach differs from more 
traditional approaches, that remove an entire input parameter 
at a time, by assessing if the doubling of a single parameters 
weighting, from the base weighting, results in an increase 
or decrease of > 1 vulnerability index unit. The sensitivity 
model framework (Fig. 4) was applied to the nineteen official 
WMAs in South Africa to determine individual parameter 
sensitivity per WMA. The study area was divided in this way 
to determine input sensitivities in a manner that is beneficial 
to water management authorities in South Africa.
The sensitivity of each input parameter is combined to 
visualize the total sensitivity of each gridded cell in the final 
MCE output (Fig. 5). Areas of low sensitivity are most likely 
a result of one input parameter having an anomalously high 
or low vulnerability for an area and; therefore, having an 
affect so large that other inputs are unlikely to change the 
final GWV. The total sensitivity of each WMA is divided 
into the percentage contribution of each input parameter to 
evaluate the specific contribution of each parameter on a 
smaller spatial scale (Fig. 6). This approach allows better 
assessment of vulnerabilities within a single WMA.
Results
The groundwater vulnerability model in this study pro-
duces maps of 36 model scenarios. Here we have chosen a 
scenario to present that best combines a strong alignment 
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toward a particularly sensitive parameter (Fig. 7). This 
ensures that all data incorporated in the analysis is contrib-
uting to the output effectively without biasing the model 
towards any specific input. To illustrate the model, the 
results are reported in two spatial distributions: (1) South 
Africa as a whole and (2) the nineteen individual WMAs 
within South Africa’s boundary as defined by NWRS-1.
Groundwater vulnerability
All 36 scenarios are visualized by plotting the data as mean 
percentage area of vulnerability from very low to very high 
(Fig. 8). In addition, ranges are included representing the 
minimum and maximum percentage of areas associated 
with each vulnerability range, as well as the base output, 
Fig. 4  Framework for the sen-
sitivity analysis of groundwater 
vulnerability MCE methods. 
Adapted from Napolitano and 
Fabbri (1996)





= ( × ) + (2 × )
−
× 100





Di – Groundwater Vulnerability
Wj – Weight Factor (%)
Rj – Vulnerability Rating (1 – 8 )
EQ – Equal Weighting
SW – Skewed Weighting
Where i = testing parameter
Fig. 5  Distribution of total sensitivity with the nineteen water management areas (WMAs) according to NWRS-1 for reference. Areas of low 
sensitivity are marked in blue and areas of high sensitivity in red
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which represents scenario MI/C-1/P-1 and the selected sce-
nario MI/C-2/P-2 for reference against the mean. The mean 
groundwater vulnerability for all 36 scenarios differs signifi-
cantly from the base scenario. For areas of very low GWV, 
the percentage of total land area in the base scenario was 
2.79% and the mean of all scenarios was 12.2%, conversely 
the mean of all scenarios also predicted a larger percentage 
of very high vulnerability areas, from 14.6% (base) to 22.4% 
(mean). This is compensated by a smaller mean area of low, 
moderate and high vulnerability areas (Base: 40.2% low, 
27.0% moderate, 15.5% high and Mean: 35.5% low, 16.8% 
moderate, 13.1% high).
The selected output is produced from scenario MI/C-
2/P-2 (Fig. 9) and was chosen within the M-I major strat-
egy to incorporate an equal weighting of quantity controls 
and quality controls, ensuring a more balanced evaluation. 
The selected scenario comprises 1.5% very low, 35.7% low, 
24.9% moderate, 17.0% high and 20.9% very high vulner-
ability areas. The spatial distribution of groundwater vulner-
ability is skewed from higher vulnerability areas in the west 
and lower vulnerability areas in the east. A few exceptions 
include the Breede and Fish to Keiskamma WMAs in the 
south-west and the lower Vaal WMA in the north-western 
reaches of the country (Fig. 10).
Projected vulnerability
The model outputs can be forward projected for differ-
ent time periods using different combinations of GCM 
scenarios. In order to do this, an input scenario that has 
greater weightings on quantity controls was chosen to 
showcase the climatic change effect, in this case scenario 
M1/C-2/P-2. Figure 11 shows six possible outcomes under 
one GCM, two GCM ensembles and two emission sce-
narios projected 50 years into the future. The projected 
scenarios show an average increase in the total area of very 
high vulnerability from 25.6 to 28.7% and high vulnerabil-
ity from 24.9% to 25.9. This is associated with an average 
decrease in the total area of low vulnerability from 19.3 
to 15.7% and very low vulnerability from 0.9 to 0.5%. It 
also indicates that the low-emission scenarios (B1) repre-
sent less significant increases in very high vulnerability 
areas and a more significant increase in moderate zones. 
All high emission (A2) scenarios result in an increase in 
the area of very high vulnerability zones. The low GCM 
ensemble (A2) showed an anomalous increase in very high 
vulnerability areas from 25.6 to 41.0% (Fig. 12). Future 
predictions show substantially increased groundwater vul-
nerability in the central regions of the country as well as 
moderately increased groundwater vulnerability within the 
Western Cape and southern coastal areas. The northern 
boundary regions showed lower vulnerabilities in the pro-
jected model. The highest ensemble for future vulnerabil-
ity to climate change showed the same regions of change, 
but with increased severity. In this weighting scenario, 
almost all of the western and central regions have high 































































































































Fig. 6  Model sensitivity divided by parameter contribution to total sensitivity waterfront he nineteen management areas (WMA) defined in 
NWRS-1. The WMAs are organized from the north east of the country to the south west
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Parameter sensitivity
The results of the sensitivity analysis are shown in Table 3 
and are presented alongside the effective weights of the 
model framework under the base scenario (MI/C-1/P-1) and 
the selected scenario (MI/C-2/P-2). The average sensitivi-
ties of each parameter across all nineteen WMAs show that 
eight of the nine input parameters are important to the final 
groundwater vulnerability output, with the exception of POP 
which has an average sensitivity of just 0.19%. The most 
sensitive parameters were MAT (20.2%) and AQT (21.4%), 
while the MAP (12.8%) and TRIT (10.9%) layers are the 
most variable with standard deviations > 10%. AQT, TS 
(16.1%), EC (4.02%), POP (0.19%) and CL (3.88%) all have 
a standard deviation of less than 5%, which suggests their 
sensitivity is relatively uniform across all nineteen WMAs.
Discussion
The model presented outlines the development of a new 
approach for assessing groundwater vulnerability to both 
deterioration and depletion. The model itself also has the 
capacity to be forecasted using climate data and can be opti-
mized if the chosen field area has data available to perform 
a calibration step. Although not all input parameters have 
equal contributions to the final groundwater vulnerability 
index, the model sensitivity is assessed and discussed. In 
addition, it is not clear in which spatial extent vulnerabilities 
should be presented, yet national water management strate-
gies that have more extensive data would lead to more robust 
modelling outputs. This may be aggravated by the hetero-
geneous nature of the distribution of groundwater vulner-
abilities in regional investigations. The following discussion 
Fig. 7  Outputs of all 36 scenarios, grouped under the three major strategies and minor strategy combinations represented by individual maps as 
per Table 2. The selected scenario (MI/C-2/P-2), presented in text, is outlined in red and the projected scenario in Sect. 3.2 is highlighted in blue
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highlights key distributions in the results, compares these 
sensitivity analysis results and evaluates the reliability of 
the groundwater vulnerability methodology and how it could 
contribute to constraining a regions hydrological resilience.
Model sensitivity
The sensitivity of each individual parameter is an indication 
of its potential to influence the final vulnerability scenario 
result. The results of the sensitivity analysis indicate that 
most parameters have significant contribution to the final 
groundwater vulnerability. EC, POP and CL are noticeably 
less sensitive. Although this may suggest that their con-
tribution to overall groundwater vulnerability is low, their 
inclusion is still warranted, as areas with poor groundwater 
quality, a high population density and extensive agricultural 
activity, represent high-risk zones for groundwater. A robust 
scenario should align its effective weightings to the sensitiv-
ity of specific layers to generate the most representative out-
put. However, if the model weightings are calibrated with the 
sensitivities, then it is not possible to independently compare 
multiple scenarios. If targeted vulnerabilities were included 
for each input parameter, these could be used to calibrate the 
model. Sensitivity has a regular spatial distribution of high 
and low sensitive areas across the country, indicating that 
the model does not suffer from a spatial bias across different 
climatic zones (Fig. 5). There are however WMAs that are 
more sensitive than others, with varying combinations of 
parameter sensitivities. More sensitive WMAs are those that 
are more likely to change their overall vulnerability sever-
ity and distribution if one or more input parameters change. 
This suggests that WMAs with lower sensitivities are poten-
tially more resilient to the change of input parameters. Some 
input parameters are uniformly sensitive across all WMAs 
(AQT, CL and MAT) and other input parameters have highly 
variable sensitivities (TS, TRIT, PE and EC) (Fig. 6). MAP 
shows high sensitivity in twelve WMAs and very low sen-
sitivity in the other seven WMAs. The distribution of MAP 
sensitivity shows that high sensitivity areas are in the eastern 
and southern parts of South Africa while the less sensitive 
areas are in the northern and western areas. This is con-
sistent with the change between semi-arid climates in the 
northern and western areas and more humid climates in the 
east. The Olifants, Mvoti Umzimkulu, Mzimvubu, Fish and 
Berg WMAs all show sensitivities above 80%, suggesting 
that these are most likely to change with a change in input 
parameters.
Comparison to other South African GWV 
assessments
In order to evaluate how representative the groundwater 
vulnerability model presented here is, the selected sce-
nario MI/C-2/P-2 was compared to maps from the previ-
ous groundwater drought risk (Villholth et al. 2013) and 
DRASTIC style (Musekiwa and Majola 2013) investigations 
(Fig. 9). The models associated with the reference studies are 
constructed in a similar “multi criteria evaluation” method, 
with major differences in input datasets, reclassification of 
parameters and weighting scenarios. MI/C-2/P-2 generally 
aligns to the spatial distribution of groundwater vulnerabil-
ity from previous studies but had some notable differences. 
Spatial differences between investigation techniques were 
prevalent in the Western Cape, where the MI/C-2/P-2 sce-
nario identified the area of high groundwater vulnerability 
to be significantly larger than that of other methods. The 
Fig. 8  Percentage of total area 
of South Africa for five differ-
ent categories of groundwater 
vulnerability (very low, low, 
moderate, high and very high) 
per unit area of the country as a 
whole. The results are presented 
as: (1) an equally weighted 
scenario or base scenario (light 
grey stippled); (2) the mean 
if all 36 scenarios (dark grey 
dot stippled) with range bars 
to show the ranges of included 
scenarios and (3) the selected 

























Very Low Low Moderate High Very High
Chapter 5 – Groundwater Vulnerability 
83 
Stellenbosch University https://scholar.sun.ac.za
 Environmental Earth Sciences          (2020) 79:255 
1 3
 255  Page 14 of 20
low groundwater drought risk previously predicted for the 
Western Cape is the result of low predicted climate sensitiv-
ity and productive aquifers with a high recharge potential. 
The DRASTIC method agreed with high vulnerability zones, 
but MI/C-2/P-2 highlighted that the higher relief areas of 
the Western Cape, where rainfall is elevated, had decreased 
Fig. 9  Distribution of: a groundwater vulnerability from the selected 
scenario MI/C-2/P-2, where major strategies are weighted equally and 
minor strategies are skewed toward recharge indicators and physi-
cal attributes (water management areas shown for reference—thick 
black lines); b groundwater drought risk produced from Villholth 
et al. (2013) and c DRASTIC groundwater vulnerability produced by 
Musekiwa and Majola (2013)
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Fig. 10  Groundwater vulner-
ability per water management 
area (WMA) produced from 
scenario MI/C-2/P-2 as a pro-
portion of the total percentage 
vulnerability per area. WMAs 
west of 25° E generally have 
increased vulnerability than 

















































































































































Fig. 11  Comparative map showing an example scenario output (left) 
MI/C-3/P-2 of current groundwater vulnerability with projected 
maps (50 years): (1) from the UKMO-HanCM3 GCM; (2) the low-
est ensemble of 16 GCMs and (3) the highest ensemble of 16 GCMs. 
Outputs for all prediction models are presented under two emission 
scenarios: a SRES B1 low  C02 emissions and b SRES A2 high  CO2 
emissions
Fig. 12  A combined plot of 
the percentage of total area of 
groundwater vulnerability for 
MI/C-3/P-2, with 6 projected 
scenarios developed from: (1) 
the UKMO-HanCM3 GCM; 
(2) the lowest ensemble of
16 GCMs and (3) the high-
est ensemble of 16 GCMs 
presented under two emission 
scenarios: a SRES B1 low  CO2 
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groundwater vulnerability. Other notable differences in the 
DRASTIC evaluation include an extreme vulnerability (dark 
red) region in the northern central regions of South Africa 
(Fig. 9c). This extreme vulnerability region is a function of 
a large aquifer and a vadose zone that are both dolomitic. 
In the DRASTIC framework dolomite has a high rating and 
hence in areas where both the aquifer media and the vadose 
zone are dolomitic the vulnerability is extreme. For the 
northern areas of the Northern Cape and North West prov-
inces (Lower Vaal and lower Orange WMAs) MI/C-2/P-2 
and the DRASTIC model agree that groundwater has high 
vulnerabilities, but groundwater drought risk is moderate. 
This is directly linked to the presence of the deep and pro-
ductive Stampriet Aquifer that flows south from the Oka-
vango Delta in Botswana. Where there are major contrasting 
vulnerabilities between MI/C-2/P-2 and the DRASTIC out-
put, they are not only a function of quantity controls but also 
that MI/C-2/P-2 investigates broad quality controls and not 
just anthropogenic pollution. The discrepancies between the 
two previous studies are a result of the potential for recharge, 
where groundwater drought risk values recharge as less vul-
nerable and DRASTIC values recharge as elevated potential 
for pollution. Larger spatial trends in the new model are 
comparable to the groundwater drought risk style investiga-
tion but smaller scale DRASTIC type anomalies are better 
defined in the new groundwater vulnerability model.
Assessing groundwater vulnerability
Globally, groundwater resources are dependent on physi-
cal and climatic constraints with major aquifers around 
the world affected by depletion (Scanlon et al. 2012) or a 
deterioration in quality (Mukherjee et al. 2006) or both. 
As a result, different major and minor strategy combina-
tions would be suited to different regions. Areas, like the 
north of China, that face depletion issues (Feng et al. 2013) 
are focused on assessing aquifer vulnerability to depletion. 
Areas battling with large scale pollution, similar to Bang-
ladesh (Khan et al. 2019), are focused on assessing vulner-
ability to contamination. The nature of the model framework 
allows the user to output a multitude of different scenarios. 
Although this approach is dynamic and flexible, it is difficult 
to justify which scenario is the most appropriate for a given 
study aim. In order to do this effectively in South Africa, 
where groundwater can be scarce and have poor quality, an 
M–I major strategy must be used as it equally weights quan-
tity controls and quality controls.
It is evident from model output MI/P-2/C-2, that large 
areas of South Africa (48%), have a high to very high 
groundwater vulnerability and these areas are found pre-
dominantly in the western parts of the country. This distribu-
tion is likely a function of arid climatic conditions as well as 
already poor groundwater quality (high EC). Although this 
region is not densely populated, it does represent an area 
where agricultural activity is strongly dependent on ground-
water. The area surrounding Cape Town in the Western Cape 
(Berg and Breede WMAs) also shows high groundwater vul-
nerability. In the last four years, this area has experienced 
below average rainfall that has severely depleted surface 
water resources. During this time, local government has 
implemented emergency water supply schemes that include 
the utilization of groundwater resources to supplement sur-
face water reservoirs. Many large urban centres around the 
world face similar conditions (Krueger et al. 2019). The 
eastern seaboard of Australia and the western seaboard of 
the United States have also in the recent years suffered from 
extreme drought conditions (Mann and Gleick 2015; Timbal 
and Fawcett 2013). In the South African context, the vulner-
ability assessment using MI/P-2/C-2 indicates that the region 
around Cape Town had high groundwater vulnerability even 
prior to the drought. This situation would likely be mim-
icked in Victoria (Australia) and California (United States). 
As conflict over water resources usually occurs after there 
has been significant threat to water supply, a framework to 
Table 3  Sensitivity analysis results presented with effective weights of the base output and the example output MI/C-2/P-2 













Mean annual precipitation 12.5 6.25 12.80 10.01 17.76 0.00 26.50
Mean annual temperature 12.5 6.25 20.19 6.08 18.84 11.06 33.22
Tritium distribution 12.5 18.75 10.94 10.17 12.86 0.00 26.94
Potential evaporation 12.5 18.75 10.53 9.53 10.87 0.00 26.90
Aquifer type 8.25 15 21.40 4.45 22.06 14.25 30.87
Terrain slope 8.25 15 16.05 4.37 17.57 4.00 22.40
Electric conductivity 16.5 10 4.02 3.23 2.99 0.13 11.85
Population density 8.25 5 0.19 0.20 0.12 0.00 0.61
Cultivated land use 8.25 5 3.88 3.37 3.02 0.09 11.94
Chapter 5 – Groundwater Vulnerability 
86 
Stellenbosch University https://scholar.sun.ac.za
Environmental Earth Sciences          (2020) 79:255  
1 3
Page 17 of 20   255 
assess groundwater vulnerability prior to this and therefore 
the capacity of groundwater to supplement urban and agri-
cultural water supplies should be instrumental to all ground-
water management policies.
Application to groundwater management
Although groundwater forms a major component of fresh 
water, the management of groundwater is still in the process 
of being holistically integrated into international water pol-
icy and legislation (Puri and Villholth 2018). Multi-agency 
initiatives have attempted to encourage riparian states to 
work together to develop effective transboundary ground-
water management policies (Puri and Aureli 2005). These 
efforts have resulted in many countries around the world 
forming transboundary agreements on managing shared 
groundwater resources (Eckstein 2011; Villara and Ribeirob 
2011). However, some of these agreements directly conflict 
with previously passed legislation on transboundary surface 
water resources (McCaffrey 2011). Many important trans-
boundary aquifer systems are located in semi-arid and arid 
environments and abstraction from these aquifer systems 
has increased rapidly in recent years as a result of increased 
urbanization and agricultural food production (Wada and 
Heinrich 2013). Adaption to ongoing global environmental 
change varies significantly between different nation states 
(Biermann and Dingwerth 2004) and this serves to further 
increase the stress on groundwater resources, in part also 
because nation states can do little individually to mitigate 
against global processes.
South Africa is an example where transboundary aquifer 
systems complicate the development of effective ground-
water management protocols (Cobbing et al. 2008). Aquifer 
systems shared with neighbouring countries are relatively 
data poor and WMAs within the country are not consistent 
with provincial boundaries. Although water resources are 
managed by the national government, decisions concerning 
local resources are implemented by local municipalities. In 
the development of the groundwater vulnerability model, 
the nine parameters that contribute to the modelling pre-
dictions on the vulnerability of groundwater resources, are 
managed at different scales and governmental levels within 
South Africa. Rainfall is regional and controlled largely by 
global scale processes whereas land use is often governed 
by local municipality policies. Accordingly, the management 
of groundwater resources is the responsibility of national 
government but is impacted by local government actions. 
The implications for this dichotomy in responsibilities can 
be seen in the way in which vulnerability is calculated in the 
original 19 WMAs as compared to the larger 9 CMAs. The 
variability in groundwater vulnerability between WMAs is 
significantly larger than in the CMAs meaning that should 
a groundwater management strategy be implemented in a 
CMA and it would likely to protect one of the two (or more) 
WMAs within a CMA effectively. Conversely, if more con-
servative strategies were implemented, areas that have rela-
tively low groundwater vulnerability might be under-utilized 
as a result.
As populations become more dependent on groundwa-
ter resources, either as a result of variable water budgets or 
population growth, the consequences of poor groundwater 
management become increasingly problematic (Adewoyin 
et al. 2016). The depletion and deterioration of groundwa-
ter resources has the potential to directly impact the viabil-
ity of local agriculture that in turn can affect regional food 
security. In an effort to better cope with water scarcity and 
climate variability, the revised groundwater vulnerability 
assessment developed here provides new insights into how 
potential groundwater resources can and should be managed 
sustainably. In the context of food security, the vulnerability 
of the local and regional groundwater resource both at the 
present and into the future, should be considered to ensure, 
for example, that the correct types of crops are developed in 
specific regions. This model provides a useful tool to assess 
the ability of a catchment to adapt to a disturbance in quality 
and/or quantity and in turn better constrain regional hydro-
logical resilience.
Conclusions
Increased groundwater abstraction on a global scale to sup-
port population growth and food security requires an effec-
tive method to assess groundwater vulnerability to both 
depletion and deterioration in quality. The approach pre-
sented here addresses issues surrounding broader concerns 
of groundwater vulnerability that more focused methods 
cannot constrain. The trade-off between pinpointing the pri-
mary driver of groundwater vulnerability and the holistic 
assessment of several vulnerability drivers is evident in the 
sensitivity analysis, where the groundwater vulnerability of 
any given area is controlled by different combinations of 
input parameters. Holistic regional groundwater vulnerabil-
ity assessments that incorporate the differentiation between 
shallow, actively recharged groundwater and deeper, fossil 
groundwater represents a step forward in utilizing regional 
isotopic tracers in groundwater vulnerability assessments. 
The resultant output of groundwater vulnerability can be 
investigated across natural and legislative boundaries, pro-
viding a mechanism for baseline assessments of groundwater 
vulnerability in transboundary systems as well as predict-
ing how these vulnerabilities will evolve into the future. By 
viewing the sustainability of groundwater in a shared light 
with the vulnerability of groundwater, there is an opportu-
nity to develop adaptive and flexible groundwater manage-
ment frameworks to prevent conflict over shared resources. 
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In addition, concerns surrounding how susceptible ground-
water is to climate change can now be addressed in conjunc-
tion with traditional groundwater vulnerability assessments, 
mitigating the possibility of underestimating the vulnerabil-
ity of a resource when developing management strategies. 
The implementation of this method to evaluate groundwa-
ter vulnerability across natural environments and political 
boundaries will be instrumental in the application of com-
prehensive groundwater vulnerability assessments and the 
development of effective groundwater management policy.
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CHAPTER 6 CONCLUSIONS AND RECOMMENDATIONS 
1. Synopsis
Understanding the resilience and vulnerability of water resources is integral to the development of sustainable groundwater
management strategies. Constraining hydrological resilience typically requires a comprehensive understanding of the physical 
hydrogeologic environment and vulnerability assessments have, in the past, focussed on the contamination of resources (e.g. 
DRASTIC). In regions where monitoring data is scarce and the regional environment is heterogenous, conventional approaches 
are difficult to perform. The use of isotope tracers, as an alternative to numerical approaches, has been proven effective in the 
prediction of groundwater residence times and recharge rates (Bethke and Johnson, 2008; Cartwright, 2010; Cartwright et al., 
2017; Turnadge and Smerdon, 2014). Although researchers have used 3H to interpret modern groundwater distributions on a 
global scale (Gleeson et al., 2016), regional and local variations of 3H in precipitation and groundwater remain unclear. 
Furthermore, 3H as a residence time indicator is incapable of constraining mixing relationships of modern and fossil 
groundwaters and a residence time indicator on older groundwater is necessary. This thesis investigates the variability of 3H in 
precipitation, both spatially and temporally for South Africa, by constraining the correlation of water mass origin with the 3H 
activity of local rainfall (Chapter 2). With a better understanding of local and seasonal variability of 3H in South African 
precipitation, the theoretical abundance of 3H and 14C is predicted using lumped parameter models to assess the proportion of 
modern groundwater present in major southern African aquifers as well as the age of the fossil mixing component (Chapter 3). 
The distribution of 3H in groundwater across South Africa is modelled to assess the degree at which variability of 3H in 
precipitation is transferred into the groundwater system, the effect of transport through the unsaturated zone and to isolate 
how actively recharged groundwater is (Chapter 4). Ultimately, the distribution of 3H in groundwater across South Africa is 
used as a recharge indicator in a novel approach to assess groundwater vulnerability to both a decrease in quantity and a 
deterioration in quality (Chapter 5). 
2. Major contributions
The development and application of a model, that uses information derived from HYSPLIT, to assess the dependence of 3H
variability in daily rainfall on a local and regional scale, constrained processes that control 3H variability that has previously not 
been addressed. This study not only showed that the variability of 3H in precipitation in South Africa is significant on a seasonal 
and regional scale as was predicted in California by Visser et al., (2018), but also between daily precipitation and within large 
storm events. Where differences in the water mass origin of summer and winter rainfall, as well as coastal and inland 
precipitation, entrain and dilute the atmospheric activity differently. The effect of origin altitude of precipitation was 
constrained for the first time and modelled data showed compelling evidence of elevated tritium present in precipitation formed 
at higher altitudes. It is imperative that the input of 3H into groundwater is not assumed to be uniform over a local scale nor 
over different seasons, particularly for hydrological studies that use the activity of 3H in groundwater for residence time and 
recharge assessments. 
By understanding the mechanisms that control the variability of 3H in precipitation, the atmospheric record obtained from 
GNIP monthly stations in the SADC region can be appropriately adjusted over a regional context. Where previous studies have 
used the closest precipitation 3H record to the field area (A. P. Atkinson et al., 2014; Cartwright et al., 2013), this model approach 
included the potential for spatial and temporal variability of 3H in local precipitation. This in turn, combined with atmospheric 
and soil records of 14C in the southern hemisphere, was used to predict the modern proportions and fossil mixing component 
ages of groundwater in southern Africa for the first time on a regional scale. The model, based on lumped parameter modelling 
methodology, incorporated a thorough evaluation of open carbonate dissolution potential without access to measured 13C in soil 
and the subsurface, that dilutes the 14C relative abundance. Regions of higher modern groundwater proportions represent more 
sustainable reserves yet may be vulnerable to climate change as well as modern contaminants. Groundwater in the Western 
Cape of South Africa, which has been targeted for supply to curtail water shortages, is one such example and caution must be 
taken to forecast how this resource will be affected by climate change, land use change and a shift in resource dependence. This 
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been targeted for supply to curtail water shortages, is one such example and caution must be taken to forecast how this resource 
will be affected by climate change, land use change and a shift in resource dependence. This novel approach enabled the 
characterization of mixed and unmixed systems, and the ages of the fossil groundwater they are mixed with and in turn, 
strengthened the understanding of regional hydrological resilience in southern Africa. 
As groundwater 3H activities are not monitored in South Africa, there is no data available to predict the distribution and 
temporal change of 3H activity on a regional scale. The collection of regional groundwater samples, supplemented by a successful 
citizen science campaign and collated with data provided from the Department of Water Affairs, produced the largest known 
dataset of groundwater 3H activities in South Africa. The geostatistical interrogation of 3H in South African groundwater 
identified significant spatial structure dependence on 3H variability in precipitation and the impact of travel time through the 
unsaturated zone. Distributions and relationships of modern groundwater were akin to those predicted in California (Visser et 
al., 2016), where shallower depth to groundwater  and productive aquifers, in regions that received more frequent rainfall had 
elevated tritium activities. These findings are particularly important in predicting the spatial distribution of 3H in groundwater 
accurately and in turn assessing how 3H activity is related to aquifer vulnerability, sustainability, recharge locations and 
mechanisms, and the anthropogenic impact on recharge in South Africa. 
As South Africa becomes more dependent on groundwater resources and these resources are put under further stress 
through changes in climate, the continual exploration for shale gas and augmentation of groundwater to curtail the effects of 
drought, the need for groundwater assessment tools has never been greater. As the region lacks much of the data needed to 
perform a regional numerical assessment on groundwater recharge and flow mechanics, the establishment of regional 
distributions on 3H in groundwater provides an important recharge indicator across South Africa. The vulnerability, 
sustainability and resilience of groundwater is now at the forefront of water resource management strategies in South Africa. 
As vulnerability assessments are generally focussed on pollution potential (Aller et al., 1987; Napolitano and Fabbri, 1996; 
Stempvoort et al., 1993) or drought risk (Villholth et al., 2013) independently, the resources needed to constrain vulnerability 
to several risks is difficult and potentially conflicting. The development, review and application of a novel groundwater 
vulnerability assessment, that encompasses quantity and quality risks, provides a holistic understanding of South African 
groundwater resource vulnerability. 
3. Recommendations and future work
The collection, analysis and interpretation of tracer data in southern Africa, in both precipitation and groundwater, has
enabled this study to investigate the intricacies associated with using 3H and 14C isotopes in regional hydrological studies. The 
development of several model approaches to fulfil the aims and objectives of this study was integral to the contributions that 
this research has made to the scientific community. However, there are limitations and questions pertaining to the collected 
datasets and model frameworks that could be addressed in future research: 
3.1. The availability of isotope data in both precipitation and groundwater is limited in southern Africa. As the region 
acquires a larger capacity to analyse stable and radio isotopes in both higher volume and precision, so the likelihood 
of reliable monitoring data increases. The methods outlined in this study are dependent on reliable and 
comprehensive datasets. Although our efforts have vastly improved our current understanding of tracer distributions, 
predicted variability and fluxes of these tracers, future research would benefit from complete temporal and higher 
density spatial records of tracer abundance. 
3.2. The calculations of water mass transport in chapter 2 cannot constrain the recycling of moisture within the air column 
during transport and isotopic signals may change significantly over a ‘water parcel’s’ trajectory. Improvements to the 
prediction of moisture flux within a water parcel would be beneficial. Furthermore, the current model bounds are 
limited to an upper altitude of 10km and the origin of South African snow fall, which measured to have the highest 
3H activity of all precipitation samples, could not be constrained as the moisture origins were predicted to fall above 
the upper limits of the model. This approach would benefit from the inclusion of a strato-tropospheric mixing model 
to better constrain high altitude trajectories. 
3.3. The prediction of mixing between modern and fossil groundwater in chapter 3 is dependent on numerous variables 
that contain several assumptions in this study due to data scarcity, including: [1] the initial 3H activity in recharge is 
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assumed to be similar to a weighted moving average of local GNIP stations, adjusted for known controls on 3H activity; 
[2] the degree of open system dissolution of carbonate material is related to the presence of carbonate material and
measured δ13C; [3] the dilution factor of samples that are predicted to have undergone closed system dissolution is
calculated from predicted initial (soil) and carbonate rock δ13C values; [4] all groundwater flow across the region is
homogenised in the LPM methodology to behave similar to an exponential piston flow model with an f value of 0.6;
[5] percentages of mixed wells and ranges of fossil ages are predicted from abundance curves that use 14C atmospheric
and soil records not from South Africa. The predictions and assumptions should be mitigated, largely through data
availability, to improve the robustness of predictions made in chapter 3.
3.4. The ranges of 14C mean residence times calculated in chapter 3 are relatively young compared to the upper bounds of 
calculated 14C ages from a smaller portion of the dataset. Additionally, some individual samples are absent of 14C, 
which suggests that the selected tracers in this study may not constrain the upper boundary of ages correctly. Future 
research should consider including a residence time tracer with a longer lifespan than 14C to account for fossil waters 
older than ~50 000 years in these isolated cases. 
3.5. Although the prediction residuals of 3H distribution in groundwater in chapter 4 were acceptable, large areas of high 
prediction variance were concerning. These are directly attributed to poor sample density and a result of either limited 
sampling resources or unreliable citizen science collection campaigns. Although citizen science collection was integral 
in the sampling process, improvements could be made to the creation of awareness and commitment of volunteers. 
3.6. The most significant limitation to groundwater collected in this study is the lack of information about well screen 
depths, wider water tables, casing depths and water levels of sampled wells. The result of which is a lack of distinction 
between aquifers in a single location or mixing between multiple aquifers within the well casing. Although this is 
somewhat mitigated by the behaviour of 3H in the subsurface, the distinction of aquifers would be beneficial in future 
research endeavours. 
3.7. As the groundwater vulnerability model presented in chapter 5 is novel and has only been applied in a South African 
context, the testing of parameter sensitivity and input parameter relevance in other regions and environments would 
greatly benefit the model framework and scenario selection process. As data for the outlined input parameters is not 
always available, a reassessment of what are the strongest controls on output vulnerability could be beneficial in 
certain environments. The forecasting of vulnerabilities should be done with the latest climate modelling techniques 
(e.g. RCM downscaling), and bias the climate projection to align with local climatic conditions (Gudmundsson et al., 
2012), to predict a more representative evolution of groundwater vulnerability over time.
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APPENDIX 
The appendix consists of data or supplementary material included in the online publication of the journal articles. These are 
separated into the four chapters. The chapter 2 (paper 1) appendix consists of three tables: [1] Analysis results of samples 
collected in Paarl, Western Cape, [2] Analysis results of samples collected in single storm events and [3] Analysis results of 
regional samples. The chapter 3 (paper 2) appendix consists of two tables: [1] 14C and 3H data, from across Namibia, Botswana, 
Mozambique and South Africa, collated from published and unpublished literature producing 624 data points and [2] the data 
sources from which the collated data was acquired. The chapter 4 (paper 3) appendix consists of two tables: [1] Analysis results 
of samples collected in by authors over seven sampling campaigns and [2] Analysis results of samples collated by iThemba LABS 
and the Department of Water Affairs (DWA). Any data or material not supplied in this appendix is available upon request or is 
published in research outside the scope of this thesis. The appendix is ordered accordingly below: 
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Sample Name Time Date Tri�um (TU)
TU 
Uncertainty d 2H d 18O
JAR009 Day�me 03 October 2017 1.60 11.0 -0.64
JAR010 08:00 03 November 2017 3.53 3.1 -1.96
JAR014 08:00 21 November 2017 0.62 10.7 2.03
JAR015 08:00 10 February 2018 0.96 0.03
JAR027 08:00 12 April 2018 4.02 0.10
JAR028 08:00 06 April 2018 1.17 0.04
JAR029 08:00 18 April 2018 1.28 0.06 11.3 -0.42
JAR030 08:00 30 March 2018 2.96 0.08
JAR031 08:00 29 March 2018 2.33 0.08
JAR040 08:00 26 April 2018 1.94 -19.3 -4.74
JAR041 08:00 02 May 2018 3.00
JAR042 08:00 27 April 2018 1.85 0.07
JAR043 08:00 26 April 2018 1.86 0.23 -6.1 -3.56
JAR044 08:00 08 May 2018 0.93 -18.3 -3.97
JAR045 08:00 28 April 2018 1.46 0.06 -5.6 -3.76
Jar18302 8:30-10:00 14 June 2018 1.20 0.06 -16.2 -3.80
Jar18303 22:00-00:00 14 June 2018 0.98 0.05 -14.9 -3.84
Jar18304 8:30-10:30 16 June 2018 1.50 0.08 -16.6 -4.22
Jar18305 12:00-14:00 14 June 2018 1.91 0.04 -9.8 -3.30
Jar18306 14:00-18:00 14 June 2018 1.45 -35.0 -6.37
Jar18307 7:00-9:00 16 June 2018 3.27 0.49 -11.5 -3.76
Jar18308 22:00 16 June 2018 0.91 0.03 -16.6 -4.41
Jar18309 22:30 16 June 2018 1.32 0.06 -16.7 -4.16
Jar18310 10:30 15 June 2018 1.28 0.06 -18.8 -5.42
Jar18311 08:00 22 June 2018 1.28 0.05
Jar18312 14:30 - 16:30 15 June 2018 0.99 0.05 -7.4 -2.30
Jar18313 06:30 - 08:30 15 June 2018 1.12 0.03 -18.4 -5.29
Jar18314 18:30 - 10:30 15 June 2018 0.93 0.05 -9.9 -3.18
Jar18315 08:00 15 June 2018 1.43 0.06 -19.9 -5.44
Jar18316 08:30 - 10:30 15 June 2018 1.12 0.06 -14.2 -5.04
Jar18317 08:00 18 June 2018 1.13 0.05 -10.1 -3.87
Jar18318 16:30 - 18:30 15 June 2018 1.07 0.03 -11.5 -3.40
Jar18319 08:00 20 June 2018 1.15 0.06 -2.1 -2.29
Jar18320 09:00 01 July 2018 1.08 0.05 0.7 -1.39
Jar18321 08:00 03 July 2018 2.33 0.08 -34.9 -6.97
Jar18322 09:00 30 June 2018 1.61 0.06 -10.2 -2.98
Jar18323 08:00 28 June 2018 1.23 0.07 -15.1 -3.30
Jar18324 08:30 02 July 2018 1.70 0.06
Jar18325 12:30 - 14:30 15 June 2018 1.33 0.04 7.8 -1.43
Jar18326 08:00 27 June 2018 1.17 0.04 -14.4 -4.00
Jar18327 08:00 24 June 2018 0.79 0.05 7.8 -1.43
Jar18335 18:15 14 July 2018 1.72 0.07 -16.0 -4.09
Jar18336 08:00 12 July 2018 2.27 0.16 12.8 -1.53
Jar18341 07:00 22 May 2018 1.33 0.07 -2.5 -1.37
Jar18342 08:00 24 May 2018 0.69 0.05 -6.6 -3.68
Jar18343 08:00 01 June 2018 0.87 0.06 -15.6 -3.68
Jar18345 17:00 09 June 2018 0.96 0.03 -6.0 -3.28
Jar18346 17:00 06 September 2018 0.87 0.06 -5.9 -2.23
Jar18347 22:00 21 May 2018 2.28 0.16 2.2 -1.32
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Jar18348 08:00 05 August 2018 0.45 6.43 -6.5 -3.04
Jar18349 10:00 03 June 2018 0.96 0.05 6.0 -2.24
Jar18350 08:00 29 May 2018 1.30 0.06 -8.9 -3.16
Jar18368 09:00 07 August 2018 2.06 0.07 -19.7 -3.92
Jar18369 08:00 01 August 2018 2.13 0.05 7.9 -1.35
Jar18371 10:00 28 July 2018 1.81 0.05 5.3 -1.90
Jar18372 08:00 06 August 2018 1.82 0.04 17.3 2.88
Jar18394 08:00 27 August 2018 1.64 0.12
Jar18395 07:00 03 September 2018 2.88 0.16
Jar18396 07:00 27 August 2018 1.87 0.14
Jar18397 08:00 14 August 2018 2.17 0.14
Jar18398 08:30 08 September 2018 2.94 0.08
Jar18399 11:00 15 September 2018 1.21 0.14
Jar18400 08:00 23 August 2018 2.78 0.23
Jar18401 08:00 17 September 2018 1.49 0.07
Jar18402 08:00 19 September 2018 1.10 0.13
Jar18403 08:00 13 September 2018 1.74 0.13
Jar18405 07:30 28 August 2018 1.91 0.08
Jar18406 08:00 20 August 2018 1.94 0.15
Jar18407 08:00 06 September 2018 3.48 0.09
Jar18408 08:00 18 September 2018 1.13 0.11
Jar18409 08:00 20 August 2018 2.54 0.14
Jar18410 08:00 05 September 2018 2.00 0.13
JAR18422 08:00 16 August 2018 1.55 0.07
JAR18423 08:00 27 September 2018 1.48 0.14
JAR18424 08:00 28 September 2018 1.10 0.06
JAR18425 08:00 02 October 2018 2.59 0.17
JAR18426 08:00 15 October 2018 1.98 0.29
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Sample Name Date Town Lat Long Tri um (TU) d 2H d 18O
Storm 1
YADSTEL007 07 June 2017 Stellenbosch -33.9265 18.86831 0.37 13.04 0.97
YADWC035 07 June 2017 Het Kruis -32.59137 18.74936 1.24 -6.50 -3.74
YADWC036 07 June 2017 Vanrynsdorp -31.6089 18.7397 0.85 -4.54
YADWC037 07 June 2017 Robertson -33.80022 19.87989 1.97 -37.80 -7.61
YADWC32 07 June 2017 Porterville -33.01472 18.99353 1.20 -7.20 -2.44
Jar18330 08 June 2017 Napier -34.47242 19.89592 2.02 -33.96 -6.95
YADWC01 08 June 2017 Vyeboom -34.06667 19.11667 1.70 -16.48 -5.76
YADWC03 08 June 2017 Cape Town -34.11232 18.84921 1.00 -18.86 -5.14
YADWC04 08 June 2017 Cape Town -33.94139 18.70664 0.80 -18.46 -5.03
YADWC05 08 June 2017 Cape Town -33.89748 19.15233 0.90 -24.45 -5.72
YADWC06 08 June 2017 Paarl -33.78124 19.00157 2.10 -28.93 -7.03
YADWC07 08 June 2017 Villiersdorp -34.07806 19.28917 0.60 -31.99 -6.84
YADWC08 08 June 2017 Potervillie -33.36086 19.06422 0.90 -33.38 -7.85
YADWC10 08 June 2017 Paarl -33.72974 18.96377 0.80 -19.60 -5.02
YADWC11 08 June 2017 Be ys bay -34.34747 18.92051 1.10 -14.56 -3.95
YADWC12 08 June 2017 Stellenbosch -33.9265 18.86831 1.50 -23.67 -5.61
YADWC14 08 June 2017 Hermanus -34.38172 19.24187 1.90 -15.69 -4.68
YADWC15 08 June 2017 Tulbaugh -33.283 19.1434 1.60 -18.83 -4.73
YADWC16 08 June 2017 Cape Town -34 18.7393 1.80 -18.04 -4.66
YADWC17 08 June 2017 Paarl -33.79827 18.96778 1.60 -21.57 -5.23
YADWC18 08 June 2017 Bonnievale -33.51281 19.1764 2.20 -19.99 -5.48
YADWC19 08 June 2017 Cape Town -29.70237 17.66586 0.90 -35.53 -6.42
YADWC20 08 June 2017 Be ys bay -34.34747 18.92051 0.80 -14.04 -4.21
YADWC22 08 June 2017 0.00 -14.61 -3.54
YADWC23 08 June 2017 Lamberts bay -32.1 18.3 1.10 1.05 -1.86
YADWC24 08 June 2017 Darling -33.9289 18.41725 1.00 -10.44 -3.84
YADWC25 08 June 2017 Cape Town -33.986 18.47212 1.10 -20.73 -4.70
YADWC26 08 June 2017 Clanwilliam -32.19758 18.89674 1.10 2.77 -1.57
YADWC27 08 June 2017 Hermanus -34.4092 19.25044 1.70 -20.80 -5.66
YADWC28 08 June 2017 Yzerfontein -33.35986 18.15917 1.00 -32.17 -5.37
YADWC29 08 June 2017 Yzerfontein -33.35986 18.15917 0.80 -16.24 -5.07
YADWC30 08 June 2017 Piketberg -32.91161 18.75534 0.60 -15.28 -4.03
YADWC31 08 June 2017 Ket Kruis -32.59642 18.68565 0.90 0.32 -2.15
YADWC33 08 June 2017 Porterville -33.01472 18.99353 1.50 -15.17 -5.05
YADWC34 09 June 2017 Porterville -33.01472 18.99353 1.10 -28.32 -5.19
Storm 2
Jar18331 13 June 2018 Klipheuwel -33.72401 18.07082 0.46 -19.38 -4.29
Jar18305 14 June 2018 Paarl -33.73476 18.95879 1.91 -9.81 -3.30
Jar18302 14 June 2018 Paarl -33.73476 18.95879 1.17 -16.20 -3.80
Jar18303 14 June 2018 Paarl -33.73476 18.95879 0.98 -14.92 -3.84
Jar18306 14 June 2018 Paarl -33.73476 18.95879 1.45 -35.02 -6.37
Jar18332 14 June 2018 Kuilsrivier -33.92444 18.67156 1.47 -19.92 -5.35
Jar18352 14 June 2018 Stellenbosch -33.92655 18.86833 1.45 -23.01 -6.20
Jar18356 14 June 2018 melkbosstrand -33.71299 18.44829 0.37 -11.38 -4.06
Jar18310 15 June 2018 Paarl -33.73476 18.95879 1.26 -18.82 -5.42
Jar18312 15 June 2018 Paarl -33.73476 18.95879 0.99 -7.41 -2.30
Jar18313 15 June 2018 Paarl -33.73476 18.95879 -18.41 -5.29
Jar18314 15 June 2018 Paarl -33.73476 18.95879 0.91 -9.88 -3.18
Jar18316 15 June 2018 Paarl -33.73476 18.95879 1.12 -14.24 -5.04
Jar18315 15 June 2018 Paarl -33.73476 18.95879 1.43 -19.94 -5.44
Jar18325 15 June 2018 Paarl -33.73476 18.95879 1.33 7.82 -1.43
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Jar18318 15 June 2018 Paarl -33.73476 18.95879 1.07 -11.51 -3.40
Jar18333 15 June 2018 Franschoek -33.9187 19.11956 1.31 -39.35 -8.66
Jar18337 15 June 2018 Franschoek -33.90406 19.11971 1.33 -23.18 -4.96
Jar18307 16 June 2018 Paarl -33.73476 18.95879 3.27 -11.48 -3.76
Jar18308 16 June 2018 Paarl -33.73476 18.95879 0.91 -16.59 -4.41
Jar18304 16 June 2018 Paarl -33.73476 18.95879 1.50 -16.59 -4.22
Jar18309 16 June 2018 Paarl -33.73476 18.95879 1.32 -16.69 -4.16
Jar18328 16 June 2018 Pniel -33.8975 18.95236 1.31 -18.94 -5.06
Jar18334 16 June 2018 Franschoek -33.9187 19.11956 0.96
Jar18338 16 June 2018 Franschoek -33.90406 19.11971 0.82 -4.96 -3.93
Jar18374 16 June 2018 Paarl -33.78069 19.00429
Jar18375 16 June 2018 Paarl -33.78069 19.00429 1.29 -14.14 -3.53
Jar18339 17 June 2018 Bainskloof -33.61777 19.10045 1.30 -22.12 -5.92
Jar18340 17 June 2018 Bainskloof -33.61777 19.10045 1.34 -21.67 -6.39
JAR18421 17 June 2018 Paarl -33.67579 18.9762 0.94
Jar18317 18 June 2018 Paarl -33.73476 18.95879 1.13 -10.05 -3.87
Jar18353 19 June 2018 Stellenbosch -33.92655 18.86833 1.03 -2.39 -1.81
Jar18372 19 June 2018 Somerset West -34.05785 18.81708 1.82 3.83 -2.76
Jar18373 19 June 2018 Somerset West -34.05785 18.81708 1.20 17.08 3.07
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Sample Name Date Town Lat Long Tri�um (TU) d 2H d 18O
JAR004 20 March 2018 Beaulieu -25.9822 28.0722 4.55 19.91 3.06
JAR005 21 November 2017 Riverby -33.6758 18.9762 1.70 -21.10 -5.73
JAR006 13 February 2018 Amatoni -33.9379 18.8518 2.48 15.16 2.59
JAR007 13 February 2018 Amatoni -33.9379 18.8518 2.71 -37.04 -6.59
JAR008 13 February 2018 Amatoni -33.9379 18.8518 2.82
JAR011 11 April 2017 Riverby -33.6758 18.9762 1.83
JAR012 20 November 2017 Amatoni -33.9379 18.8518 2.30 -18.36 -5.28
JAR013 02 October 2018 Riverby -33.6758 18.9762 1.29
JAR016 19 April 2018 Riverby -33.6758 18.9762 0.80
JAR017 22 March 2017 Trollope Farm -24.6743 27.5020 1.52
JAR018 Uvongo -30.8427 30.3839 0.61
JAR032 15 October 2017 Stellenbosch -33.9266 18.8683 1.60
JAR033 25 September 2017 Stellenbosch -33.9266 18.8683 1.25
JAR034 21 November 2017 Stellenbosch -33.9266 18.8683 1.88
JAR035 30 November 2017 Stellenbosch -33.9266 18.8683 2.98
JAR037 21 March 2018 Beaulieu -25.9822 28.0722 3.01 9.87 0.76
JAR038 18 April 2018 Beaulieu -25.9822 28.0722 8.09
JAR039 05 August 2018 Amatoni -33.9379 18.8518 0.91
JAR046 04 March 2018 Uvongo -30.8427 30.3839 1.05
JAR047 24 March 2018 Uvongo -30.8427 30.3839 2.96
JAR18301 03 July 2018 Matroosberg -33.3866 19.6687 2.56 -57.37 10.96
Jar18329 06 July 2017 Napier -34.4724 19.8959 1.40 -14.77 -4.80
jar18351 08 July 2018 Stellenbosch -33.9266 18.8683 1.11 -15.67 -6.36
Jar18355 08 July 2018 Robertson -33.8015 19.8847 2.49 -24.87 -4.42
Jar18357 03 June 2018 40 Truter Street -33.8015 19.8847 1.11 -15.43 -4.36
Jar18358 22 July 2018 Arangieskop -33.7161 19.8771 1.41 -28.38 -6.27
Jar18359 08 July 2018 40 Truter Street -33.8015 19.8847 2.68 -9.55 -4.27
Jar18362 08 September 2018 40 Truter Street -33.8015 19.8847 2.27 -7.36 -3.90
Jar18363 06 October 2018 40 Truter Street -33.8015 19.8847 1.30 -1.65 -0.82
Jar18364 04 August 2018 40 Truter Street -33.8015 19.8847 4.06 -8.29 -3.21
Jar18365 04 August 2018 40 Truter Street -33.8015 19.8847 3.90 -15.13 -6.27
Jar18367 02 July 2018 40 Truter Street -33.8015 19.8847 2.57 -40.99 -8.53
Jar18378 22 May 2018 Stellenbosch -33.9266 18.8683 1.49 1.71 -1.58
Jar18379 24 May 2018 Stellenbosch -33.9265 18.8683 0.58 -5.29 -4.34
Jar18380 28 May 2018 Stellenbosch -33.9266 18.8683 1.03 -0.60 -2.48
Jar18381 01 June 2018 Stellenbosch -33.9266 18.8683 0.88 -1.29 -2.24
JAR18412 26 August 2018 Geology Dept -33.9321 18.8625 2.68
JAR18413 28 March 2018 Summerstrand, PE -33.9899 25.6639 1.16
JAR18414 09 August 2018 Summerstrand, PE -33.9899 25.6639 3.14
JAR18415 08 September 2018 Summerstrand, PE -33.9899 25.6639 2.81
JAR18416 03 September 2018 Summerstrand, PE -33.9899 25.6639 5.45
JAR18417 27 August 2018 Matroosberg -33.3600 19.6255 4.72
JAR18418 17 August 2018 Near Matroosberg -33.3152 19.5819 2.73
JAR18419 26 September 2018 Arangieskop -33.7161 19.8771 5.88
JAR18420 26 August 2018 Geology Dept -33.9321 18.8625 1.60
JAR18427 26 August 2018 Robertson Farm -33.7671 19.8659 3.61
JAR18428 26 August 2018 40 Truter Street -33.8015 19.8847 4.10
JAR18430 05 September 2018 40 Truter Street -33.8015 19.8847 3.26
JAR18431 06 October 2018 Uvongo -30.8427 30.3839 1.87
JAR18432 06 October 2018 Uvongo -30.8427 30.3839 1.49
JAR18433 07 December 2018 Namaquasfontein -32.7194 18.7043 2.09
JAR18434 12 June 2018 Kersefontein -32.9029 18.3306 1.97
JAR18435 12 July 2018 Kersefontein -32.9029 18.3306 1.82
JAR18436 12 August 2018 Kersefontein -32.9029 18.3306 1.80
JAR18437 12 July 2018 Riebeck Kasteel -33.3838 18.9144 1.18
River 13 Riverby -33.6758 18.9762 0.55 -35.05 -6.04
YAD007 30 May 2017 Loeriesfontein -30.9770 19.4463 1.29 -3.95 -5.02
YAD008 30 May 2017 Upington -28.4745 21.2614 2.26 -13.86 -2.87
Appendix Chapter 2 – Table 3 
100 
Stellenbosch University https://scholar.sun.ac.za
YAD010 18 March 2017 Kuruman -27.4389 23.4338 3.66 29.63 3.28
YAD012 10 April 2017 Taken in the field -27.5540 24.1830 1.60 1.40 -1.03
YAD015 05 April 2017 Roodepoort -25.8449 28.1537 12.20 -12.02 -2.66
YAD016 01 April 2017 Roodeport -25.8449 28.1537 1.65 -30.60 -6.10
YAD019 04 December 2017 Bela-bela -24.8709 28.1512 1.70 -15.31 -3.65
YAD020 (Timbavati) 15 April 2017 Timbavati -24.3807 31.2608 1.33 -4.37 -2.88
YAD025 18 April 2017 Vryheid -27.7571 30.7933 2.19 -7.43 -3.35
YAD030 Mclear -31.0076 28.2796 1.40 -14.85 -4.22
YAD032 24 March 2017 Gariep Dam -30.7167 25.7500 2.63 21.20 -0.43
YADSTEL001 15 July 2017 Stellenbosch -33.9265 18.8683 2.03 -5.40
YADSTEL002 08 October 2017 Stellenbosch -33.9265 18.8683 1.06 -4.68 -2.59
YADSTEL003 15 August 2017 Stellenbosch -33.9265 18.8683 1.87 -8.21 -3.86
YADSTEL004 21 August 2017 Stellenbosch -33.9265 18.8683 1.57 -12.57 -3.26
YADSTEL005 29 August 2017 Stellenbosch -33.9265 18.8683 1.59 7.09 -0.86
YADSTEL006 29 August 2017 Stellenbosch -33.9265 18.8683 2.21 17.91 0.65
YADWC02 06 March 2018 Paarl -33.7297 18.9638 0.70 5.55 -1.39
YADWC09 06 November 2018 Paarl -33.7297 18.9638 0.80 -40.18 -6.88
YADWC13 06 November 2018 Stellenbosch -33.9265 18.8683 0.60 -16.14 -2.98
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Serial Country Radiocarbon RadiocarbonSD Tritium TritiumSD Carbon13
20 BW 1.60 1.50 0.00 0.10 -8.30
21 BW 0.00 1.50 0.00 0.10 -12.10
32 BW 39.20 0.40 1.50 0.20 -8.40
40 BW 9.00 0.30 0.30 0.20 -14.00
41 BW 14.20 0.30 0.10 0.20 -13.40
42 BW 3.70 0.40 0.00 0.20 -10.50
56 BW 53.00 1.00 7.00 2.00 -14.10
57 BW 29.80 0.80 0.00 -14.70
62 BW 47.00 0.80 0.00 -14.70
67 BW 68.10 0.30 0.15 0.10 -10.50
68 BW 51.60 0.30 0.00 0.15 -10.37
69 BW 19.80 0.10 0.00 0.25 -8.78
70 BW 13.90 0.10 0.00 0.15 -6.41
71 BW 0.60 0.00 0.10 -12.84
72 BW 79.20 0.40 0.27 0.12 -6.87
73 BW 9.90 0.40 0.00 0.12 -13.33
74 BW 63.90 0.20 0.55 0.40 -10.53
75 BW 62.50 0.30 0.00 0.12 -14.09
76 BW 1.80 0.00 0.10 -12.29
77 BW 65.00 0.20 0.05 0.10 -13.09
78 BW 51.80 0.20 0.05 0.10 -13.07
79 BW 48.90 0.20 0.00 0.10 -13.21
80 BW 97.20 0.30 1.35 0.25 -10.40
81 BW 63.60 0.20 0.10 0.10 -14.37
82 BW 63.30 0.20 0.00 0.10 -13.51
83 BW 66.30 0.30 0.00 0.15 -13.19
84 BW 58.10 0.30 0.00 0.15 -11.11
86 BW 2.60 0.10 0.10 -13.57
87 BW 9.20 0.10 0.15 0.10 -13.63
88 BW 0.60 0.10 0.10 -11.49
89 BW 0.50 0.00 0.10 -11.86
90 BW 59.00 0.20 0.15 0.10 -6.69
91 BW 94.70 0.30 0.65 0.20 -9.62
93 BW 48.90 0.30 0.15 0.12 -9.25
94 BW 90.80 0.30 0.05 0.35 -9.82
101 BW 36.60 0.20 0.28 0.14 -14.57
104 BW 47.00 0.80 0.37 0.14 -14.36
107 BW 45.10 0.20 0.60 0.35 -13.57
108 BW 54.00 0.20 0.15 0.10 -11.72
109 BW 51.10 0.30 0.00 0.09 -12.29
111 BW 12.60 0.10 0.86 0.10 -13.03
112 BW 2.60 0.10 0.26 0.13 -12.19
113 BW 4.50 0.10 0.14 0.08 -6.35
115 BW 48.40 0.40 0.35 0.12 -13.80
116 BW 1.30 0.48 0.14 -11.28
117 BW 44.60 0.30 0.00 0.13 -14.20
120 BW 34.10 0.20 0.16 0.16 -14.00
123 BW 63.10 0.20 0.20 0.10 -17.49
124 BW 109.10 0.60 3.25 0.15 -11.22
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125 BW 94.80 0.60 2.18 0.15 -6.59
1631 BW 56.00 0.90 0.01 0.01 -9.50
1632 BW 3.80 0.80 0.10 0.30 -7.80
1633 BW 2.60 0.50 0.00 0.30 -9.80
1634 BW 59.90 1.10 0.20 0.30 -12.50
1635 BW 9.50 1.30 0.10 0.30 -10.70
1636 BW 13.80 0.60 0.00 0.30 -8.40
1637 BW 47.00 1.00 0.01 0.01 -11.00
1638 BW 80.20 1.50 0.20 0.30 -12.00
1639 BW 80.50 1.40 0.00 0.30 -12.00
1640 BW 70.20 1.20 0.00 0.30 -12.40
1641 BW 44.50 1.10 0.10 0.30 -12.10
1642 BW 58.00 7.20 0.01 0.01 -12.30
1643 BW 56.90 1.30 0.00 0.30 -11.40
1644 BW 29.60 0.70 0.01 0.01 -7.90
1645 BW 61.50 1.60 0.00 0.30 -12.50
1646 BW 59.40 1.00 0.00 0.30 -11.20
1647 BW 65.30 1.00 0.01 0.02 -10.40
1649 BW 7.20 0.50 0.01 0.01 -8.90
1650 BW 14.20 0.40 0.01 0.01 -9.80
1651 BW 2.90 0.40 0.03 0.02 -7.80
1652 BW 0.01 0.01
1653 BW 5.10 0.70 0.01 0.01 -9.80
1654 BW 10.50 0.40 0.01 0.01 -10.10
1655 BW 2.40 0.40 0.01 0.01 -10.30
1656 BW 6.00 0.40 0.01 0.01 -8.30
1657 BW 8.40 0.40 0.01 0.01 -9.10
1659 BW 18.80 0.60 0.01 0.01 -8.50
1660 BW 9.40 0.60 0.01 0.01 -8.40
1661 BW 8.70 0.40 0.01 0.01 -9.10
1662 BW 3.10 0.40 0.01 0.02 -8.60
1663 NAM 30.90 1.90 0.00 0.20 -9.46
1664 NAM 12.50 1.60 0.20 0.20 -6.87
1665 NAM 53.90 2.10 0.20 0.20 -9.52
1666 NAM 40.20 2.00 0.00 0.20 -8.74
1667 NAM 15.80 1.70 0.00 0.20 -7.08
1668 NAM 63.30 2.20 0.50 0.20 -9.72
1669 NAM 19.60 1.70 0.00 0.20 -10.24
1670 NAM 10.70 1.60 0.20 0.20 -10.33
1671 NAM 62.10 2.20 0.00 0.20 -9.50
1672 NAM 47.50 2.00 0.10 0.20 -8.67
1673 NAM 47.40 2.00 0.10 0.20 -9.70
1674 NAM 60.90 2.20 0.60 0.20 -7.81
1675 NAM 49.00 2.10 0.00 0.20 -10.18
1676 NAM 62.00 2.20 0.30 0.20 -9.65
1677 NAM 49.70 2.50 0.20 0.20 -9.60
1678 NAM 13.50 1.70 0.70 0.20 -9.17
1679 NAM 18.70 1.70 0.10 0.20 -9.35
1680 NAM 0.00 1.50 0.10 0.20 -7.32
1681 NAM 60.70 2.20 0.30 0.20 -9.88
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1682 NAM 55.20 2.10 0.10 0.20 -9.73
1683 NAM 51.10 2.10 0.00 0.20 -9.65
1695 NAM 38.00 0.30 0.30 -8.66
1701 NAM 19.50 0.80 1.10 -10.10
1713 NAM 13.20 0.70 0.90 -7.50
1725 NAM 37.60 0.27 0.40 -9.70
1726 NAM 28.20 0.24 0.30 -8.40
1728 NAM 4.00 0.09 0.60 -8.40
1729 NAM 8.00 0.11 0.10 -8.20
1732 NAM 10.80 0.18 0.30 -9.00
1754 NAM 73.50 2.30 0.30 0.20 -6.50
1755 NAM 80.50 2.40 0.00 0.20 -4.40
1756 NAM 69.30 2.30 0.40 0.20 -7.80
1757 NAM 70.50 2.30 0.30 0.20 -8.00
1758 NAM 85.80 2.40 1.30 0.20 -6.60
1775 NAM 93.50 2.50 1.10 0.20 -5.70
1776 NAM 77.30 2.30 0.90 0.20 -5.30
1777 NAM 88.60 2.40 1.90 0.20 -5.20
1778 NAM 100.20 2.50 1.90 0.20 -6.30
1779 NAM 78.30 2.40 3.30 0.20 -6.50
1780 NAM 66.70 2.20 0.20 0.10 -8.00
1786 NAM 71.30 0.50 1.20 -11.00
1792 NAM 49.00 0.40 0.40 -10.70
1793 NAM 38.00 0.25 0.30 -8.70
1794 NAM 69.40 0.38 0.50 -6.60
1795 NAM 54.70 0.49 0.30 -6.20
1819 NAM 106.10 2.60 1.50 0.20 -5.90
1820 NAM 86.00 2.40 0.80 0.20
1821 NAM 81.50 2.40 0.80 0.20 -6.80
1822 NAM 104.50 2.60 2.80 0.20 -9.60
1823 NAM 63.50 2.20 0.70 0.20 -6.80
1824 NAM 91.60 2.50 0.60 0.20 -5.80
1825 NAM 88.00 2.50 1.40 0.20 -6.30
1827 NAM 48.00 2.10 0.50 0.20 -7.70
1828 NAM 65.80 2.30 0.30 0.20 -6.60
1829 NAM 26.20 1.80 0.30 0.20 -5.60
1830 NAM 81.70 2.40 0.60 0.20 -6.90
1833 NAM 65.50 2.20 0.70 0.20 -6.40
1875 NAM 78.30 2.40 1.00 0.20 -6.60
1876 NAM 65.40 2.20 0.30 0.20 -7.50
1877 NAM 91.10 2.50 0.90 0.20 -5.30
1878 NAM 69.40 2.30 0.10 0.10 -8.10
1879 NAM 88.50 2.40 2.20 0.20 -8.60
1880 NAM 87.80 2.40 1.30 0.20 -10.40
1885 NAM 54.50 0.40 1.10 -9.60
1998 BW 58.00 2.20 0.10 0.20
1999 BW 60.10 2.20 0.00 0.20
2000 BW 57.80 2.20 0.10 0.20
2001 BW 58.20 2.20 0.00 0.20
2002 BW 26.90 1.90 0.60 0.20
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2003 BW 27.90 1.90 0.20 0.20
2004 BW 54.70 2.20 0.30 0.20
2005 BW 24.40 1.90 0.30 0.20
2006 BW 0.00 1.50 0.30 0.20
2007 BW 67.90 2.30 0.50 0.20
2008 BW 61.50 2.20 0.00 0.20
2009 BW 0.00 1.50 0.00 0.20
2010 BW 86.50 2.50 0.00 0.20
2011 BW 51.00 2.10 0.00 0.20
2012 BW 64.80 2.30 0.30 0.20
2013 BW 55.10 2.20 0.30 0.10
2016 BW 57.40 2.20 0.10 0.10
2017 BW 73.80 2.40 0.70 0.20
2018 BW 29.90 2.20 0.00 0.20
2019 BW 64.20 2.20 0.80 0.20
2020 BW 61.70 2.20 0.00 0.20
2021 BW 98.00 2.50 1.20 0.20
2022 BW 53.90 2.20 0.00 0.16
2023 BW 56.80 2.20 0.27 0.16
2024 BW 76.50 2.50 0.00 0.16
2025 BW 66.80 2.20 0.29 0.16
2026 BW 63.30 2.20 0.00 0.15
2027 BW 64.60 2.20 0.64 0.18
2028 BW 55.60 2.20 0.20 0.20
2035 BW 69.30 0.50 0.20 0.20 -8.00
2036 BW 6.80 0.50 0.10 0.20 -0.10
2037 BW 7.60 0.50 0.30 0.20 -3.20
2039 BW 89.40 0.40 0.00 0.20 -6.80
2041 BW 41.20 0.80 0.50 0.20 -2.70
2042 BW 18.30 0.60 0.20 0.20 -6.20
2044 BW 18.80 0.60 0.00 0.20 -7.60
2051 BW 103.20 1.10 0.50 0.20 -10.00
2053 BW 89.60 0.80 0.80 0.20 -8.70
2074 BW 42.20 0.50 0.00 0.30
2075 BW 18.60 0.80 0.30 0.20
2077 BW 43.00 0.50 0.30 0.20 -9.80
2079 BW 1.60 0.40 2.00 0.30 -7.20
2081 BW 3.60 0.40 0.90 0.30 -8.30
2082 BW 1.50 0.40 0.20 0.30 -6.00
2083 BW 2.30 0.40 0.60 0.30 -3.30
2131 RSA 75.10 0.80 0.10 0.20 -6.80
2132 RSA 90.90 1.20 0.00 0.20 -7.60
2133 RSA 82.60 0.80 0.00 0.20 -6.10
2134 RSA 53.50 1.00 0.00 0.20 -6.70
2135 RSA 37.40 1.10 0.00 0.20 -7.90
2136 RSA 62.70 1.40 0.00 0.20 -4.80
2137 RSA 63.90 0.80 0.20 0.20 -4.30
2138 RSA 72.30 0.50 0.10 0.20 -7.50
2139 RSA 53.10 0.90 0.00 0.40 -9.90
2140 RSA 98.90 0.70 4.00 0.20 -7.10
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2141 RSA 27.60 0.60 0.40 0.20 -7.60
2142 RSA 88.40 0.90 0.20 0.10 -9.90
2143 RSA 88.30 0.90 0.10 0.10 -8.80
2144 RSA 77.20 0.80 0.00 0.20 -7.80
2145 RSA 103.70 1.20 3.60 0.40 -8.80
2146 RSA 76.90 0.80 0.00 0.20 -6.80
2147 RSA 93.60 1.00 0.90 0.30 -9.30
2148 RSA 89.90 0.70 0.10 0.20 -5.00
2149 RSA 51.40 0.70 0.10 0.20 -10.00
2150 RSA 75.20 0.40 0.10 0.20 -6.40
2151 RSA 59.00 0.40 0.20 0.20 -7.50
2152 RSA 100.60 0.70 0.10 0.50 -7.50
2153 RSA 73.10 0.80 0.30 0.60 -10.90
2158 RSA 107.20 1.20 4.40 0.40 -8.70
2159 RSA 79.40 0.80 6.30 0.70 -4.80
2160 RSA 72.90 0.70 1.60 0.40 -5.00
2161 RSA 76.50 0.80 0.30 0.20 -10.40
2162 RSA 47.60 0.60 0.50 0.20 -5.90
2163 RSA 47.90 0.60 0.00 0.30 -5.80
2165 RSA 70.80 0.70 0.50 0.50 -4.40
2166 RSA 84.30 0.60 0.00 0.20 -8.20
2167 RSA 58.80 0.60 0.20 0.30 -4.70
2168 RSA 52.00 0.40 0.00 0.20 -4.70
2169 RSA 47.50 0.90 0.10 0.30 -5.70
2171 RSA 86.20 0.90 2.10 0.40 -8.30
2172 RSA 38.60 0.60 1.30 0.30 -6.50
2173 RSA 111.80 2.70 0.70 0.40 -3.40
2174 RSA 92.00 1.10 0.00 0.20 -3.50
2175 RSA 87.80 0.50 0.70 0.40 -5.50
2176 RSA 74.10 1.20 1.30 0.20 -8.20
2178 RSA 93.10 1.20 9.30 0.90 -4.00
2180 RSA 63.40 0.80 0.00 0.20 -4.90
2181 RSA 67.40 0.90 0.00 0.20 -4.50
2186 RSA 103.60 1.10 2.20 0.40 -6.60
2187 RSA 106.50 1.40 3.00 0.60 -6.80
2188 RSA 69.90 0.70 0.40 0.20 -4.60
2189 RSA 69.20 0.70 1.10 0.40 -6.40
2190 RSA 70.90 0.90 0.00 0.30 -8.10
2191 RSA 81.70 0.80 0.40 0.40 -7.40
2192 RSA 86.00 0.80 3.60 0.50 -8.10
2193 RSA 32.90 0.60 0.10 0.20 -8.10
2194 RSA 32.90 0.70 0.30 0.40 -5.90
2195 RSA 16.70 0.50 0.20 0.40 -5.70
2196 RSA 9.80 0.80 0.10 0.20 -6.30
2197 RSA 47.90 0.60 0.00 0.10 -3.30
2199 RSA 66.90 0.40 0.20 0.40 -3.80
2200 RSA 61.40 0.60 0.40 0.40 -5.50
2201 RSA 47.40 0.70 0.50 -5.50
2202 RSA 43.80 0.60 0.20 0.50 -5.80
2204 RSA 63.70 0.80 0.20 0.10 -9.80
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2205 RSA 49.00 0.90 0.30 0.40 -4.20
2206 RSA 44.50 0.80 0.10 0.30 -6.60
2208 RSA 24.40 0.40 0.90 0.20 -6.20
2209 RSA 50.10 0.50 0.80 0.20 -8.30
2210 RSA 70.90 0.70 0.20 0.30 -5.70
2211 RSA 60.60 0.80 0.40 0.10 -7.90
2212 RSA 54.80 0.60 0.10 0.30 -8.20
2213 RSA 64.00 0.70 0.10 0.30 -8.40
2214 RSA 89.30 0.90 0.10 0.30 -8.20
2215 RSA 67.70 0.90 0.20 0.20 -6.50
2216 RSA 87.20 0.80 1.90 0.20 -6.40
2217 RSA 60.70 0.80 0.00 0.30 -7.30
2218 RSA 63.40 1.00 0.00 0.20 -5.00
2219 RSA 45.30 0.50 0.30 0.20 -6.30
2220 RSA 76.60 0.20 0.40 0.30 -7.10
2221 RSA 77.50 0.50 0.30 0.20 -7.00
2222 RSA 99.20 0.90 4.30 0.30 -8.70
2223 RSA 103.30 1.30 5.30 0.50 -9.20
2224 RSA 64.70 1.00 7.30 0.50 -2.40
2225 RSA 118.50 7.20 0.70 -8.10
2226 RSA 110.00 1.30 7.50 0.80 -8.40
2227 RSA 79.90 0.80 4.20 0.70 -7.80
2228 RSA 80.30 0.60 3.30 0.50 -7.20
2229 RSA 106.40 1.20 4.50 0.40 -7.70
2230 RSA 103.60 0.80 8.00 0.50 -8.10
2232 RSA 82.70 0.90 0.00 0.20 -4.90
2233 RSA 82.30 0.90 0.10 0.20 -5.60
2234 RSA 108.70 0.40 9.20 0.90 -8.10
2235 RSA 76.70 0.50 0.60 0.20 -6.20
2236 RSA 43.70 0.50 9.50 0.80 -4.80
2238 RSA 68.70 0.70 0.00 0.40 -6.20
2239 RSA 80.50 0.40 0.00 0.30 -6.10
2240 RSA 96.20 0.40 1.00 0.40 -6.90
2241 RSA 21.80 0.80 0.30 0.30 -4.00
2242 RSA 26.80 0.60 1.00 0.20 -3.00
2243 RSA 90.50 0.80 0.70 0.40 -4.50
2244 RSA 47.60 0.70 0.70 0.30 -4.10
2245 RSA 10.10 1.00 0.20 0.20 -2.10
2246 RSA 86.80 0.80 1.80 0.40 -5.80
2247 RSA 65.00 0.60 0.00 0.20 -5.90
2248 RSA 35.00 0.40 0.00 0.20 -3.40
2249 RSA 75.80 0.50 0.40 0.20 -5.00
2250 RSA 51.80 0.40 1.80 0.30 -6.40
2251 RSA 82.50 0.50 1.00 0.20 -6.30
2252 RSA 88.40 0.90 0.00 0.20 -6.10
2253 RSA 50.80 0.80 0.10 0.20
2257 RSA 68.50 0.50 0.60 0.30 -5.80
2260 RSA 88.70 0.90 5.20 0.60 -6.00
2262 RSA 23.20 0.80 0.10 0.30 -2.20
2263 RSA 82.00 0.80 0.90 0.50 -5.90
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2266 RSA 83.90 0.50 0.40 0.20 -6.70
2271 RSA 66.70 0.90 0.90 0.30 -9.00
2273 RSA 52.00 0.50 0.50 0.20 -4.10
2276 RSA 53.30 0.30 0.20 0.10 -4.90
2277 RSA 57.30 0.50 0.30 0.20 -4.10
2279 RSA 38.20 0.50 0.30 0.20 -5.00
2280 RSA 30.10 0.30 0.40 0.30 -4.70
2281 RSA 54.70 0.50 0.60 0.20 -3.40
2282 RSA 64.00 0.40 0.90 0.30 -5.40
2283 RSA 58.50 0.40 1.00 0.20 -3.80
2284 RSA 50.00 0.60 0.00 0.20 -4.90
2285 RSA 75.00 0.40 0.90 0.20 -4.50
2286 RSA 87.20 0.70 0.00 0.20 -4.20
2287 RSA 76.60 0.40 0.30 0.20 -7.40
2288 RSA 22.80 0.50 0.40 0.20 0.30
2289 RSA 14.20 0.40 0.70 0.20 -4.90
2293 RSA 82.60 0.40 0.00 0.20 -7.50
2294 RSA 16.60 0.60 0.10 0.20 -2.70
2295 RSA 82.80 0.80 0.30 0.20 -8.50
2297 RSA 90.20 0.50 7.50 0.50 -8.20
2299 RSA 79.10 0.70 2.90 0.40 -8.80
2301 RSA 44.30 0.60 0.80 0.20 -4.90
2302 RSA 41.10 0.60 0.70 0.30 -11.60
2303 RSA 80.00 0.50 0.60 0.30 -9.80
2305 RSA 60.30 0.60 0.20 0.20 -6.30
2309 RSA 29.70 0.60 0.20 0.20 -5.50
2310 RSA 32.80 0.40 0.10 0.20 -5.30
2312 RSA 46.50 0.50 0.60 0.30 -7.10
2314 RSA 43.30 2.00 0.10 0.20 -2.30
2315 RSA 86.20 0.70 0.10 0.20 -6.80
2316 RSA 87.20 0.70 0.90 0.30 -7.00
2318 RSA 69.60 1.80 0.70 0.30 -4.70
2320 RSA 31.80 0.60 0.60 0.30 -4.40
2323 RSA 51.90 0.50 0.20 0.20
2324 RSA 32.10 0.80 0.80 0.30 -3.50
2325 RSA 104.40 1.00 1.10 0.20 -4.30
2326 RSA 33.60 0.70 0.00 0.20
2328 RSA 29.20 0.60 0.80 0.40 -4.00
2329 RSA 92.60 0.80 7.50 0.60 -6.20
2330 RSA 17.30 0.40 0.30 0.40 -1.40
2332 RSA 79.20 0.70 0.30 0.30 -7.80
2335 RSA 76.00 0.40 0.20 0.20 -7.80
2336 RSA 84.10 1.10 0.20 0.50 -7.00
2337 RSA 76.80 0.60 0.30 0.40 -6.60
2338 RSA 48.10 1.50 0.20 0.20 -12.90
2339 RSA 40.90 1.00 0.70 0.30 -15.90
2341 RSA 47.00 0.60 0.40 0.30 -3.90
2342 RSA 35.40 0.70 1.00 0.30 -5.90
2343 RSA 10.50 0.50 0.00 0.20 -4.40
2344 RSA 90.50 0.50 1.40 0.30 -8.70
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2345 RSA 82.20 1.00 2.40 0.40 -8.50
2346 RSA 82.20 0.60 1.80 0.40 -8.20
2347 RSA 106.30 1.20 6.10 0.60 -9.80
2349 RSA 105.90 1.20 8.40 0.70 -9.70
2350 RSA 99.00 0.70 1.40 0.30 -8.50
2351 RSA 88.10 0.30 0.30 0.30 -6.50
2354 RSA 36.00 0.50 0.60 0.20 -1.10
2356 RSA 92.50 0.80 3.00 0.40 -10.10
2357 RSA 76.20 0.60 0.00 0.20 -8.10
2358 RSA 90.00 0.60 0.30 0.20
2359 RSA 88.40 0.70 0.30 0.20 -8.40
2360 RSA 65.40 0.60 0.70 0.20 -5.70
2361 RSA 64.10 0.90 0.30 0.30 -6.20
2362 RSA 84.30 0.40 0.70 0.30 -9.50
2363 RSA 8.60 0.40 0.20 0.30 -15.60
2364 RSA 60.40 0.30 0.80 0.30 -6.00
2365 RSA 94.40 0.40 4.00 0.40 -7.40
2366 RSA 82.80 0.40 0.00 0.20 -8.40
2367 RSA 50.90 0.40 0.60 0.20 -22.50
2368 RSA 99.50 0.70 2.40 0.40 -6.80
2370 RSA 80.00 0.50 0.70 0.20 -14.50
2372 RSA 96.30 0.60 3.10 0.40 -14.00
2373 RSA 83.20 0.90 0.10 0.20 -13.60
2375 RSA 68.80 0.40 0.40 0.20 -5.20
2377 RSA 29.60 0.50 0.50 0.20 -13.60
2378 RSA 75.80 0.50 0.10 0.20 -7.40
2380 RSA 80.60 0.30 0.90 0.30 -7.90
2382 RSA 29.80 0.80 0.60 0.30 -5.70
2383 RSA 73.10 0.80 0.30 0.20 -16.40
2384 RSA 46.90 0.50 1.80 0.40 -5.90
2385 RSA 35.70 0.30 1.20 0.40 -6.00
2386 RSA 45.70 0.50 0.50 0.20 -3.90
2389 RSA 86.97 0.54 0.80 0.20 -12.40
2390 RSA 67.88 0.52 0.30 0.20 -10.10
2391 RSA 76.40 1.24 0.20 0.20 -12.07
2395 RSA 78.22 0.61 1.50 0.20 -9.10
2396 RSA 100.62 0.56 2.20 0.20 -8.70
2397 RSA 98.90 2.64 1.80 0.30 -11.06
2403 RSA 87.29 0.56 0.80 0.20 -11.20
2404 RSA 76.59 0.54 1.10 0.20 -9.10
2405 RSA 45.58 0.43 0.00 0.10 -9.70
2406 RSA 102.05 0.57 2.30 0.20 -9.60
2411 RSA 77.71 0.54 1.30 0.20 -9.70
2412 RSA 29.45 0.71 0.90 0.20 -10.50
2413 RSA 44.70 0.60 0.70 0.20 -11.17
2439 RSA 67.36 0.51 1.80 0.20 -8.90
2440 RSA 72.77 0.43 0.50 0.20 -10.82
2479 RSA 81.04 0.42 0.70 0.20 -9.30
2480 RSA 83.80 1.58 0.70 0.20 -8.84
2481 RSA 60.00 1.14 0.30 0.20 -10.52
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2482 RSA 36.11 0.41 0.30 0.10 -9.30
2485 RSA 100.33 0.56 2.20 0.20 -7.70
2486 RSA 104.40 1.13 1.70 0.30 -10.00
2488 RSA 49.73 0.44 0.90 0.20 -9.20
2489 RSA 65.42 0.56 3.30 0.30 -8.80
2490 RSA 46.84 0.42 0.70 0.20 -9.00
2491 RSA 109.49 0.83 2.40 0.30 -11.60
2493 RSA 110.30 0.69 3.60 0.30 -10.50
2497 RSA 70.86 0.36 0.70 0.20 -9.00
2498 RSA 72.57 0.52 0.20 0.20 -8.70
2500 RSA 104.98 0.61 3.00 0.30 -7.30
2501 RSA 99.80 0.90 2.90 0.30 -10.62
2614 NAM 19.80 1.70 0.00 0.20 -6.82
2615 NAM 15.80 1.70 0.00 0.20 -6.21
2616 NAM 48.30 2.10 0.00 0.20 -8.87
2617 NAM 66.60 2.20 0.40 0.20 -10.61
2618 NAM 70.70 2.30 0.00 0.20 -9.61
2619 NAM 46.30 2.00 0.00 0.20 -9.70
2620 NAM 46.50 2.00 0.50 0.20 -9.27
2621 NAM 62.50 2.20 0.20 0.20 -10.23
2622 NAM 57.80 2.20 0.00 0.20 -7.44
2623 NAM 49.50 2.10 0.00 0.20 -9.87
2624 NAM 39.30 2.00 0.00 0.20 -11.98
2625 NAM 35.60 1.90 0.20 0.20 -9.99
2626 NAM 28.60 1.80 0.20 0.20 -10.49
2627 NAM 2.00 1.50 0.00 0.20 -5.27
2628 NAM 33.30 1.90 0.20 0.20 -9.50
2629 NAM 10.70 1.60 0.10 0.20 -6.41
2630 NAM 5.70 1.60 0.20 0.20 -4.87
2631 NAM 52.80 2.10 0.00 0.20 -6.44
2632 NAM 0.00 1.40 0.00 0.20 -5.32
2633 NAM 42.50 2.00 0.20 0.20 -6.72
2634 NAM 41.80 2.00 0.00 0.20 -9.41
2635 NAM 27.30 1.80 0.30 0.20 -9.02
2639 NAM 25.30 1.80 0.00 0.20 -9.42
2640 NAM 42.50 2.00 0.50 0.20
2641 NAM 24.90 1.80 0.30 0.20
2646 NAM 28.40 1.80 0.10 0.20
2663 NAM 72.40 0.50 2.20 -9.60
2664 NAM 17.69 0.28 0.40 -8.90
2665 NAM 5.68 0.22 1.00 -8.50
2666 NAM 3.29 0.20 0.80 -8.90
2668 NAM 2.59 0.15 0.90 -9.40
2697 NAM 57.90 2.20 0.10 0.10 -3.41
2698 NAM 0.00 1.50 0.10 0.20 -5.35
2699 NAM 0.10 1.50 0.90 0.20 -5.47
2700 NAM 2.20 1.50 0.00 0.20 -5.11
2701 NAM 3.10 1.50 0.80 0.20 -5.47
2777 NAM 9.00 1.60 0.30 0.20 -2.42
2780 NAM 21.30 1.80 0.20 0.20 -0.48
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2781 NAM 9.20 1.60 0.00 0.20 -6.02
2803 NAM 6.60 1.60 0.10 0.20 -5.29
2807 NAM 28.90 1.90 5.30 0.30 -3.77
2808 NAM 33.90 1.90 0.20 0.20 -4.37
2811 NAM 50.70 0.36 0.00 0.20 -11.10
2812 NAM 66.90 2.30 0.60 0.20 -4.26
2816 NAM 69.10 2.30 0.60 0.20 -3.44
2817 NAM 1.80 1.50 0.00 0.20 -5.43
2862 NAM 6.00 1.60 0.00 0.20 -5.88
2882 NAM 58.80 2.20 0.00 0.20 -5.61
2883 NAM 56.10 2.20 0.00 0.20 -5.34
2884 NAM 58.40 2.20 0.00 0.20 -12.55
2888 NAM 17.10 1.80 0.00 0.20
2889 NAM 38.80 2.00 0.00 0.20
2890 NAM 48.20 2.10 0.00 0.20
2907 NAM 24.00 0.50
2912 NAM 0.00 1.50 0.80 0.20 -5.09
2913 NAM 6.60 1.60 0.50 0.20 -6.09
2914 NAM 0.00 1.50 0.10 0.20 -4.89
2915 NAM 30.70 1.90 0.00 0.20 -6.38
2916 NAM 3.30 1.50 0.00 0.20 -5.04
2917 NAM 6.70 1.60 0.40 0.20 -5.16
2920 NAM 3.30 1.50 0.40 0.20 -5.06
2922 NAM 14.60 0.30 0.00 0.20 -11.10
2923 NAM 60.10 0.50 0.00 0.20 -10.30
2924 NAM 0.25 0.20 0.00 0.20 -13.50
2925 NAM 44.10 0.40 0.00 0.20 -13.80
2926 NAM 4.00 0.20 0.00 0.20 -10.60
2928 NAM 3.00 0.20 0.00 0.20 -9.00
2929 NAM 55.20 0.45 0.00 0.20 -7.20
2931 NAM 25.47 0.33 0.00 0.20 -11.80
2933 NAM 0.85 0.18 0.00 0.20 -12.10
2934 NAM 66.40 2.30 0.00 0.20 -3.65
2935 NAM 47.90 2.10 0.50 0.20 -4.93
2936 NAM 54.87 0.47 0.00 0.20 -5.30
2938 NAM 6.19 0.22 0.00 0.20 -18.60
2948 NAM 77.70 0.50 0.20 0.20 -7.00
2950 NAM 28.80 0.40 0.00 0.20 -8.30
2952 NAM 86.90 0.60 0.30 0.20 -8.30
2954 NAM 38.70 0.30 0.30 0.20 -7.90
2957 NAM 81.86 0.70 0.20 0.20 -7.70
2960 NAM 7.66 0.18 0.50 0.20 -8.60
2963 NAM 86.27 0.55 0.10 0.20 -9.80
2966 NAM 74.90 0.40 0.40 0.20 -8.50
2967 NAM 63.20 0.50 0.40 0.20 -9.70
2973 NAM 63.25 0.13 0.20 -11.70
2974 NAM 46.15 0.39 0.00 -8.70
2979 NAM 8.60 1.60 0.00 0.20 -6.73
BFB1 RSA 20.20 0.00 4.70
BFB2 RSA 62.30 0.40 -12.88
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BT18VL03 RSA 95.11 0.25 0.07
BT18VL05 RSA 90.22 0.27 0.34
BT18VL06 RSA 65.05 0.39 0.10
BT18VL07 RSA 72.93 0.23 0.02
BT18VL08 RSA 65.09 0.37 0.18
BT18VL11 RSA 59.77 0.32 0.32
BT18VL12 RSA 35.13 0.22 0.09
BT18VL13 RSA 40.24 0.21 0.02
BT18VL14 RSA 82.50 0.25 0.16
BT18VL15 RSA 98.73 0.47 0.18
BT18VL17 RSA 95.17 0.43 0.52
CRS1 RSA 23.00 0.50 -7.20
DRB4 RSA 90.50 3.10 -13.56
FLB5 RSA 94.00 1.30 -4.56
FLS1 RSA 47.30 1.60 -26.00
Jar18383 RSA 39.89 0.17 0.73 0.09 -14.64
Jar18384a RSA 11.39 0.09 0.48 0.09 -5.63
JV18BR05 RSA 57.37 0.29 0.26 0.05 -11.80
JV18BR07 RSA 78.26 0.30 0.64 0.15 -11.80
JV18BR10 RSA 100.02 0.41 0.06
JV18CD02 RSA 100.78 0.36 0.71 0.04
JV18KK01 RSA 71.02 0.28 1.58 0.11 -13.84
JV18KK02 RSA 99.73 0.34 0.92 0.09 -13.03
JV18KK03 RSA 55.60 0.23 0.32 0.14 -16.16
JV18KK05 RSA 95.50 0.42 0.43 0.06 -4.95
JV18KK06 RSA 68.41 0.18 0.46 0.09 -12.39
JV18KK07 RSA 97.76 0.21 0.89 0.09 -7.44
JV18KK08 RSA 29.29 0.12 0.22 0.07 -12.01
JV18KK09 RSA 22.60 0.10 0.22 0.08 -9.12
JV18KK10 RSA 35.26 0.12 0.37 0.07 -8.65
JV18KK11 RSA 42.29 0.13 0.20 0.10 -11.20
JV18KK13 RSA 97.44 0.39 1.48 0.11 -11.56
JV18KK14 RSA 89.13 0.19 1.10 0.08 -11.67
JV18KZ01 RSA 92.75 0.29 0.13 0.06 -5.76
JV18KZ02 RSA 37.40 0.21 0.17 0.06 -11.80
JV18NB01 RSA 72.18 0.31 0.26 0.03 -12.31
JV18NB02 RSA 100.66 0.38 0.63 0.04 -11.96
JV18NB03 RSA 91.26 0.33 0.21 0.04
JV18NB04 RSA 80.86 0.32 0.35 0.05
JV18SK01 RSA 47.21 0.22 0.45 0.16
JV18SP01 RSA 61.38 0.23 0.24 0.05
JV18SP02 RSA 79.55 0.25 0.45 0.06 -13.66
LRB2 RSA 84.20 1.20 -9.19
MWB2 RSA 86.90 1.40 -13.25
RRB1 RSA 74.40 0.50 -11.57
RWB1c RSA 73.90 0.90 -11.27
RWB5 RSA 93.70 1.20 -11.73
SH18001 MOZ 86.05 0.30 0.61 -14.10
SH18002 MOZ 6.44 0.08 0.29 -10.39
SH18003 MOZ 73.82 0.23 0.06 -12.58
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SH18004 MOZ 60.06 0.22 0.25 -14.90
SH18005 MOZ 65.07 0.21 0.24 -15.08
SH18008 MOZ 82.17 0.27 0.05 -12.24
SH18009 MOZ 59.01 0.21 2.04 -8.72
SH18014 MOZ 40.47 0.19 0.04 -11.63
SH18015 MOZ 20.38 0.11 0.04 -8.23
SH18020 MOZ 70.27 0.26 0.09 -20.95
SH18021 MOZ 78.26 0.25 0.08 -17.24
SH18024 MOZ 69.73 0.24 0.80 -20.51
SH18029 MOZ 78.76 0.34 0.08 -13.35
SH18030 MOZ 100.04 0.26 0.15 -13.28
SH18031 MOZ 91.53 0.27 0.28 -16.68
SH18032 MOZ 84.52 0.26 0.59 -11.36
SH18033 MOZ 93.10 0.24 0.99 -7.64
SH18034 MOZ 97.30 0.28 0.06 -12.98
SH18035 MOZ 90.31 0.24 0.45 -14.09
SH18036 MOZ 90.55 0.27 0.22 -14.54
SH18037 MOZ 97.73 0.25 0.31 -12.60
SH18039 MOZ 106.08 0.27 0.45 -11.54
SH18040 MOZ 99.64 0.25 0.45 -13.65
SH18041 MOZ 99.71 0.26 0.13 -11.47
SH18042 MOZ 92.35 0.25 0.27 -11.69
SH18043 MOZ 95.24 0.25 0.36 -13.25
SH18044 MOZ 89.57 0.26 0.09 -12.55
SH18045 MOZ 93.35 0.25 0.28 -10.76
SH18047 MOZ 66.62 0.25 0.12 -12.51
SH18048 MOZ 65.40 0.25 0.12 -14.90
SH18049 MOZ 74.95 0.33 0.32 -10.19
SH18050 MOZ 70.66 0.27 0.20 -13.23
SH18052 MOZ 81.70 0.29 1.16 -13.81
SH18053 MOZ 83.83 0.31 0.72 -16.97
SH18054 MOZ 75.78 0.27 0.78 -17.48
SH18082 MOZ 42.19 0.19 0.21 0.05 -14.79
SH18084 MOZ 84.66 0.32 0.21 0.05 -10.37
SH18085 MOZ 88.95 0.36 0.30 0.05 -15.69
SH18086 MOZ 43.38 0.17 0.74 0.06 -13.19
SH18088 MOZ 55.74 0.20 0.25 0.06 -15.23
SH18089 MOZ 52.86 0.19 0.25 0.06 -12.18
SH18091 MOZ 46.68 0.18 0.18 0.06 -14.89
SH18092 MOZ 83.85 0.28 1.37 0.08 -11.58
SH18093 MOZ 63.66 0.22 0.18 0.06 -16.58
SH18R01 MOZ 87.09 0.30 0.29
VBB1 RSA 49.70 0.60 -11.50
VFB1 RSA 53.10 0.10 -25.50
VFB2 RSA 89.70 1.00 -8.58
WP 502 RSA 89.20 3.50 -10.25
WP 508 RSA 56.70 0.10 -14.84
ZH18001 RSA 97.89 0.45 2.94
ZH18-BD001 RSA 62.12 0.19 0.87 0.13
ZH18-BD002 RSA 91.84 0.21 0.33 0.05
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ZH18-C001 RSA 23.10 0.11 3.22
ZH18-C002 RSA 94.31 0.22 2.81
ZH18-DD001 RSA 99.55 0.23 1.16 0.10
ZH18-DD002 RSA 99.52 0.24 0.69 0.10
ZH18-FH001 RSA 96.56 0.23 0.70 0.09
ZH18-FH002 RSA 26.65 0.11 0.52 0.11
ZH18-FH003 RSA 86.60 0.21 0.33 0.08
H18-MON00 RSA 55.49 0.18 0.25 0.06
ZH18-PV001 RSA 59.55 0.18 0.10
ZH18-SW00 RSA 102.25 0.24 0.17
ZH18-SW00 RSA 102.62 0.25 1.01
ZH18-VD001 RSA 97.40 0.22 1.02
ZH18-VD002 RSA 93.19 0.22 0.41 0.06
ZH18-VD003 RSA 81.41 0.29 0.60 0.08
H19-CAL00 RSA 60.43 0.25 0.04
H19-CAL00 RSA 45.60 0.29 0.04
ZH19-CD001 RSA 77.75 0.24 0.11
ZH19-FH007 RSA 100.08 0.66 0.11
ZH19-FH008 RSA 91.79 0.74 0.12
H19-MAL00 RSA 33.94 0.27 0.03
ZH19-MB00 RSA 40.09 0.15 0.03
ZH19-STB00 RSA 80.46 0.50 0.11
ZHKB001 RSA 93.64 0.35 0.95 0.08
ZHKB002 RSA 64.32 0.25 0.74 0.07
ZHR001 RSA 101.57 0.36 0.78 0.08 -14.82
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Sample Name Lat Long Student Project Tritium (TU) TU Error
DWA 234 -22.4156 29.2094 Mike Butler DWA 0.28 0.16
DWA 266 -22.5289 30.6800 Mike Butler DWA 0.00 0.20
DWA 440 -22.5556 29.0142 Mike Butler DWA 0.26 0.17
DWA 267 -22.5692 28.6219 Mike Butler DWA 0.00 0.16
DWA 268 -22.5703 28.6222 Mike Butler DWA 0.00 0.15
DWA 265 -22.6075 30.1747 Mike Butler DWA 0.02 0.20
DWA 222 -22.6789 29.1006 Mike Butler DWA 1.25 0.19
DWA 263 -22.8556 28.2028 Mike Butler DWA 0.92 0.20
DWA 262 -22.9058 30.1806 Mike Butler DWA 0.00 0.20
DWA 441 -23.0300 29.8447 Mike Butler DWA 0.37 0.17
DWA 455 -23.0678 27.9986 Mike Butler DWA 0.31 0.15
DWA 436 -23.1625 28.5350 Mike Butler DWA 0.32 0.15
DWA 435 -23.2225 28.4508 Mike Butler DWA 0.38 0.15
DWA 438 -23.3611 29.3428 Mike Butler DWA 0.96 0.20
DWA 264 -23.6356 30.2817 Mike Butler DWA 0.73 0.20
DWA 233 -23.6906 27.7453 Mike Butler DWA 0.00 0.16
DWA 269 -23.8189 30.1569 Mike Butler DWA 1.90 0.23
DWA 442 -23.9283 28.9269 Mike Butler DWA 1.48 0.21
DWA 250 -23.9506 30.6133 Mike Butler DWA 1.87 0.23
DWA 257 -23.9925 29.4650 Mike Butler DWA 0.87 0.17
DWA 270 -24.2944 28.0911 Mike Butler DWA 0.38 0.16
DWA 271 -24.3233 28.0986 Mike Butler DWA 0.64 0.18
DWA 542 -24.3411 27.3617 Mike Butler DWA 0.62 0.18
DWA 254 -24.3644 30.2975 Mike Butler DWA 0.29 0.15
DWA 439 -24.3903 26.0406 Mike Butler DWA 2.04 0.22
DWA 444 -24.4556 28.5689 Mike Butler DWA 0.11 0.16
DWA 454 -24.5450 26.7083 Mike Butler DWA 0.97 0.18
DWA 453 -24.7561 30.0194 Mike Butler DWA 1.20 0.20
DWA 446 -24.8719 29.7519 Mike Butler DWA 0.22 0.16
DWA 544 -24.8847 28.2894 Mike Butler DWA 0.07 0.15
DWA 545 -24.8858 28.2917 Mike Butler DWA 0.10 0.15
DWA 259 -25.0922 30.7853 Mike Butler DWA 1.37 0.18
DWA 280 -25.1089 26.6569 Mike Butler DWA 0.50 0.18
DWA 241 -25.1206 27.7861 Mike Butler DWA 0.00 0.16
DWA 279 -25.1219 26.9036 Mike Butler DWA 0.60 0.18
DWA 223 -25.1592 27.6017 Mike Butler DWA 0.42 0.16
DWA 377 -25.1717 20.3222 Mike Butler DWA 0.29 0.18
DWA 281 -25.2792 26.7364 Mike Butler DWA 0.53 0.17
DWA 225 -25.3519 29.0669 Mike Butler DWA 0.77 0.17
DWA 255 -25.4083 28.0817 Mike Butler DWA 0.41 0.15
DWA 240 -25.4258 31.9583 Mike Butler DWA 2.06 0.21
DWA 373 -25.4603 20.0106 Mike Butler DWA 0.00 0.24
DWA 274 -25.5408 26.0797 Mike Butler DWA 1.03 0.18
DWA 380 -25.5453 23.6731 Mike Butler DWA 0.24 0.18
DWA 244 -25.6131 29.0297 Mike Butler DWA 0.04 0.22
DWA 245 -25.6569 30.2611 Mike Butler DWA 0.00 0.16
DWA 398 -25.8378 23.0247 Mike Butler DWA 0.19 0.15
DWA 277 -25.9086 24.6728 Mike Butler DWA 1.90 0.22
DWA 231 -25.9094 27.0358 Mike Butler DWA 0.00 0.16
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DWA 227 -25.9569 30.5606 Mike Butler DWA 0.63 0.17
DWA 283 -25.9817 26.1892 Mike Butler DWA 0.39 0.16
DWA 356 -26.0642 22.5303 Mike Butler DWA 0.00 0.16
DWA 379 -26.0944 24.2431 Mike Butler DWA 0.50 0.18
DWA 372 -26.2036 20.1142 Mike Butler DWA 0.00 0.23
DWA 370 -26.2050 22.5725 Mike Butler DWA 0.55 0.28
DWA 514 -26.2544 26.8022 Mike Butler DWA 1.01 0.20
DWA 397 -26.2822 20.3656 Mike Butler DWA 0.60 0.18
DWA 357 -26.2847 22.6167 Mike Butler DWA 0.31 0.16
DWA 273 -26.3150 27.8019 Mike Butler DWA 0.25 0.16
DWA 404 -26.3408 20.3700 Mike Butler DWA 0.54 0.16
DWA 371 -26.3447 20.1053 Mike Butler DWA 0.22 0.25
DWA 358 -26.4256 22.2325 Mike Butler DWA 0.20 0.24
DWA 350 -26.5228 26.1789 Mike Butler DWA 0.87 0.20
DWA 387 -26.5344 25.8017 Mike Butler DWA 1.30 0.20
DWA 403 -26.5500 20.3333 Mike Butler DWA 0.75 0.16
DWA 419 -26.5853 26.9153 Mike Butler DWA 0.43 0.15
DWA 247 -26.7311 29.6211 Mike Butler DWA 1.87 0.21
DWA 349 -26.8575 23.9403 Mike Butler DWA 0.74 0.19
DWA 291 -27.0872 32.6050 Mike Butler DWA 0.11 0.15
DWA 378 -27.2017 24.0808 Mike Butler DWA 1.48 0.21
DWA 407 -27.2683 28.5561 Mike Butler DWA 1.48 0.19
DWA 365 -27.4633 23.4369 Mike Butler DWA 0.41 0.26
DWA 376 -27.6333 20.1167 Mike Butler DWA 0.54 0.19
DWA 395 -27.8819 24.6144 Mike Butler DWA 0.17 0.18
DWA 290 -27.8989 31.7234 Mike Butler DWA 0.92 0.19
DWA 286 -27.9734 29.8630 Mike Butler DWA 0.00 0.21
DWA 341 -28.0958 23.3322 Mike Butler DWA 0.70 0.19
DWA 409 -28.2783 26.1511 Mike Butler DWA 1.90 0.23
DWA 406 -28.3036 22.1736 Mike Butler DWA 1.01 0.18
DWA 355 -28.4483 17.0042 Mike Butler DWA 0.33 0.16
DWA 421 -28.6719 27.4303 Mike Butler DWA 1.02 0.19
DWA 417 -28.7678 26.0700 Mike Butler DWA 0.40 0.16
DWA 518 -29.1411 25.3925 Mike Butler DWA 0.55 0.19
DWA 381 -29.1897 19.4203 Mike Butler DWA 0.36 0.18
DWA 390 -29.2283 17.6881 Mike Butler DWA 0.36 0.17
DWA 393 -29.2292 18.7358 Mike Butler DWA 0.27 0.15
DWA 383 -29.2306 21.8878 Mike Butler DWA 0.63 0.17
DWA 374 -29.3275 22.8375 Mike Butler DWA 0.77 0.27
DWA 335 -29.7364 17.6281 Mike Butler DWA 1.95 0.22
DWA 385 -29.9331 23.6972 Mike Butler DWA 0.38 0.17
DWA 396 -30.0172 19.0506 Mike Butler DWA 0.09 0.16
DWA 352 -30.0403 20.1044 Mike Butler DWA 1.03 0.20
DWA 363 -30.0900 17.2436 Mike Butler DWA 0.00 0.23
DWA 422 -30.2528 25.4342 Mike Butler DWA 0.74 0.16
DWA 344 -30.3528 17.4233 Mike Butler DWA 0.39 0.19
DWA 401 -30.3553 21.7733 Mike Butler DWA 1.53 0.21
DWA 185 -30.3747 29.2625 Mike Butler DWA 0.36 0.16
DWA 200 -30.4256 24.8422 Mike Butler DWA 1.16 0.23
DWA 333 -30.6319 23.5056 Mike Butler DWA 0.80 0.17
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DWA 408 -30.7156 26.7147 Mike Butler DWA 0.38 0.15
DWA 334 -30.7558 20.6597 Mike Butler DWA 1.66 0.19
DWA 511 -30.8667 25.5869 Mike Butler DWA 0.80 0.20
DWA 212 -31.2961 25.8303 Mike Butler DWA 0.75 0.27
DWA 187 -31.3294 27.8558 Mike Butler DWA 0.00 0.23
DWA 186 -31.3756 27.0447 Mike Butler DWA 1.93 0.23
DWA 556 -31.4567 19.7747 Mike Butler DWA 0.00 0.16
DWA 191 -31.6528 25.8153 Mike Butler DWA 0.67 0.23
DWA 557 -32.0583 18.8894 Mike Butler DWA 1.70 0.22
DWA 568 -32.0869 18.5247 Mike Butler DWA 0.22 0.18
DWA 207 -32.2144 22.8189 Mike Butler DWA 1.12 0.28
DWA 596 -32.2156 18.3789 Mike Butler DWA 0.50 0.18
DWA 562 -32.3008 18.3686 Mike Butler DWA 0.66 0.17
DWA 591 -32.3944 20.6569 Mike Butler DWA 2.40 0.18
DWA 174 -32.4772 24.0467 Mike Butler DWA 0.87 0.20
DWA 213 -32.5100 27.4672 Mike Butler DWA 1.53 0.30
DWA 195 -32.5806 27.8828 Mike Butler DWA 0.99 0.23
DWA 599 -32.6803 21.4644 Mike Butler DWA 1.40 0.18
DWA 555 -32.7403 19.0356 Mike Butler DWA 0.28 0.16
DWA 575 -32.7747 21.9800 Mike Butler DWA 1.60 0.18
DWA 586 -32.8222 18.9486 Mike Butler DWA 1.90 0.18
DWA 585 -32.8300 18.7694 Mike Butler DWA 1.30 0.18
DWA 203 -32.8911 26.9081 Mike Butler DWA 0.00 0.23
DWA 574 -32.9828 18.1428 Mike Butler DWA 1.80 0.18
DWA 573 -33.0683 21.2925 Mike Butler DWA 1.40 0.18
DWA 577 -33.0700 20.5886 Mike Butler DWA 1.60 0.18
DWA 182 -33.1233 26.2094 Mike Butler DWA 1.93 0.24
DWA 197 -33.2369 27.5342 Mike Butler DWA 0.74 0.23
DWA 214 -33.2617 24.3508 Mike Butler DWA 0.00 0.25
DWA 201 -33.3703 26.8167 Mike Butler DWA 0.00 0.23
DWA 601 -33.3847 18.2678 Mike Butler DWA 1.00 0.18
DWA 178 -33.3911 25.7206 Mike Butler DWA 1.00 0.20
DWA 593 -33.3986 23.1550 Mike Butler DWA 0.20 0.18
DWA 221 -33.3989 23.2733 Mike Butler DWA 0.18 0.16
DWA 594 -33.6119 22.5483 Mike Butler DWA 0.00 0.18
DWA 566 -33.6650 19.2664 Mike Butler DWA 0.92 0.18
DWA 219 -33.7000 25.4381 Mike Butler DWA 0.24 0.24
DWA 548 -33.7300 19.4156 Mike Butler DWA 0.30 0.16
DWA 581 -33.7656 20.1175 Mike Butler DWA 0.00 0.18
DWA 598 -33.7658 20.9000 Mike Butler DWA 0.60 0.18
DWA 582 -33.8353 22.3344 Mike Butler DWA 0.90 0.18
DWA 193 -33.8419 23.9808 Mike Butler DWA 0.00 0.23
DWA 567 -33.9483 22.4022 Mike Butler DWA 1.70 0.18
DWA 198 -33.9558 24.2956 Mike Butler DWA 1.40 0.23
DWA 209 -34.1728 24.8083 Mike Butler DWA 0.39 0.25
DWA 588 -34.3361 21.4111 Mike Butler DWA 0.90 0.18
DWA 587 -34.3783 20.2150 Mike Butler DWA 0.90 0.18
DWA 570 -34.5444 19.3722 Mike Butler DWA 1.02 0.18
DWA 590 -34.8017 20.0394 Mike Butler DWA 1.30 0.18
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Sample Name Lat Long Student Project Tritium (TU) TU Error
JV18KK08 -30.3113 18.4799 Jani van Gend Buffelsrivier 0.22 0.16
JV18KK10 -30.2913 18.5870 Jani van Gend Buffelsrivier 0.37 0.25
JV18KK11 -30.2845 18.4844 Jani van Gend Buffelsrivier 0.20 0.24
JV18KK09 -30.2626 18.6099 Jani van Gend Buffelsrivier 0.22 0.20
JV18KK01 -30.2319 18.0291 Jani van Gend Buffelsrivier 1.58 0.20
JV18KK02 -30.2101 17.9339 Jani van Gend Buffelsrivier 0.92 0.16
JV18KK03 -30.1969 18.0132 Jani van Gend Buffelsrivier 0.32 0.15
JV18KK12 -29.9247 18.3929 Jani van Gend Buffelsrivier 0.01 0.21
JV18KK13 -29.9108 18.3661 Jani van Gend Buffelsrivier 1.48 0.19
JV18KK14 -29.9102 18.3662 Jani van Gend Buffelsrivier 1.10 0.15
JV18KK07 -29.8717 18.0802 Jani van Gend Buffelsrivier 0.89 0.21
JV18KK04 -29.8489 18.1915 Jani van Gend Buffelsrivier 0.46 0.19
JV18KK05 -29.8304 18.1755 Jani van Gend Buffelsrivier 0.43 0.26
JV18KK06 -29.8202 18.1332 Jani van Gend Buffelsrivier 0.46 0.19
JV18SP02 -29.7135 17.8919 Jani van Gend Buffelsrivier 0.45 0.18
JV18BR10 -29.7019 17.6645 Jani van Gend Buffelsrivier 0.06 0.19
JV18BR07 -29.6754 17.5731 Jani van Gend Buffelsrivier 0.64 0.21
JV18NB01 -29.6726 17.8131 Jani van Gend Buffelsrivier 0.26 0.19
JV18NB03 -29.6530 17.8124 Jani van Gend Buffelsrivier 0.21 0.23
JV18BR05 -29.6342 17.5630 Jani van Gend Buffelsrivier 0.26 0.18
JV18KZ02 -29.6326 17.2405 Jani van Gend Buffelsrivier 0.17 0.16
JV18NB04 -29.6226 17.8286 Jani van Gend Buffelsrivier 0.35 0.19
JV18NB02 -29.6175 17.8059 Jani van Gend Buffelsrivier 0.63 0.16
JV18KZ01 -29.5843 17.2414 Jani van Gend Buffelsrivier 0.13 0.19
JV18CD02 -29.5179 17.9385 Jani van Gend Buffelsrivier 0.71 0.18
JV18SP01 -29.4852 17.8357 Jani van Gend Buffelsrivier 0.24 0.17
JV18SK01 -29.2694 17.5107 Jani van Gend Buffelsrivier 0.45 0.15
JV18BR09 -29.1757 17.3339 Jani van Gend Buffelsrivier 0.08 0.02
JV18BR19 -29.0515 17.1200 Jani van Gend Buffelsrivier 0.09 0.02
JV18SP03 -28.9272 16.9061 Jani van Gend Buffelsrivier 0.31 0.04
WP 508 -32.8510 21.9566 Kelly Swana Karoo 0.10 0.02
BFB2 -32.8318 26.6229 Kelly Swana Karoo 0.40 0.05
BFB1 -32.8264 26.6706 Kelly Swana Karoo 0.00 0.01
RRB1 -32.8203 26.5883 Kelly Swana Karoo 0.50 0.06
WP 505 -32.8180 21.9683 Kelly Swana Karoo 0.40 0.05
WP 502 -32.8105 21.9703 Kelly Swana Karoo 3.50 0.36
MWB2 -32.6560 21.3025 Kelly Swana Karoo 1.40 0.15
CRS1 -32.1355 25.6260 Kelly Swana Karoo 0.50 0.06
DRB4 -32.0860 25.5878 Kelly Swana Karoo 3.10 0.32
RWB1c -30.8660 25.5874 Kelly Swana Karoo 0.90 0.10
RWB5 -30.8588 25.5832 Kelly Swana Karoo 1.20 0.13
ANBH1 -30.7272 26.7282 Kelly Swana Karoo 0.10 0.02
ANS1 -30.7153 26.7150 Kelly Swana Karoo 0.50 0.06
LRB2 -30.6855 25.9610 Kelly Swana Karoo 1.20 0.13
VBB1 -30.6833 25.9305 Kelly Swana Karoo 0.60 0.07
VFB2 -29.9292 25.6795 Kelly Swana Karoo 1.00 0.11
VFB1 -29.9180 25.6749 Kelly Swana Karoo 0.10 0.02
FLB5 -28.7943 26.0917 Kelly Swana Karoo 1.30 0.14
FLS1 -28.7682 26.0697 Kelly Swana Karoo 1.60 0.17
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SH18032 -26.8433 32.2846 Sabine Henry Mozambique 0.59 0.07
SH18011 -26.8420 32.8800 Sabine Henry Mozambique 0.96 0.11
SH18010 -26.8347 32.8835 Sabine Henry Mozambique 0.09 0.02
SH18012 -26.8328 32.8840 Sabine Henry Mozambique 0.61 0.07
SH18034 -26.8305 32.2366 Sabine Henry Mozambique 0.06 0.02
SH18033 -26.8235 32.2437 Sabine Henry Mozambique 0.99 0.11
SH18008 -26.7520 32.8259 Sabine Henry Mozambique 0.05 0.02
SH18009 -26.7458 32.8320 Sabine Henry Mozambique 2.04 0.21
SH18031 -26.6888 32.1800 Sabine Henry Mozambique 0.28 0.04
SH18035 -26.6725 32.1821 Sabine Henry Mozambique 0.45 0.06
SH18030 -26.6584 32.1845 Sabine Henry Mozambique 0.15 0.03
SH18014 -26.5299 32.7212 Sabine Henry Mozambique 0.04 0.01
SH18015 -26.5067 32.7101 Sabine Henry Mozambique 0.04 0.01
SH18036 -26.5001 32.2127 Sabine Henry Mozambique 0.22 0.03
SH18016 -26.4980 32.7128 Sabine Henry Mozambique 0.32 0.04
SH18037 -26.4483 32.2739 Sabine Henry Mozambique 0.31 0.04
SH18039 -26.4401 32.2425 Sabine Henry Mozambique 0.45 0.05
SH18R01 -26.4400 32.2426 Sabine Henry Mozambique 0.29 0.04
SH18038 -26.4220 32.2630 Sabine Henry Mozambique 0.59 0.07
SH18005 -26.3836 32.6308 Sabine Henry Mozambique 0.24 0.03
SH18006 -26.3808 32.6318 Sabine Henry Mozambique 0.13 0.02
SH18004 -26.3733 32.6208 Sabine Henry Mozambique 0.25 0.04
SH18003 -26.3675 32.6457 Sabine Henry Mozambique 0.06 0.02
SH18041 -26.3359 32.1677 Sabine Henry Mozambique 0.13 0.02
SH18040 -26.3359 32.1677 Sabine Henry Mozambique 0.45 0.06
SH18029 -26.3244 32.5668 Sabine Henry Mozambique 0.08 0.02
SH18017 -26.2361 32.6220 Sabine Henry Mozambique 0.17 0.03
SH18018 -26.2281 32.6211 Sabine Henry Mozambique 0.16 0.03
SH18027 -26.2208 32.6189 Sabine Henry Mozambique 0.31 0.04
SH18024 -26.1988 32.6123 Sabine Henry Mozambique 0.80 0.09
SH18065 -26.1190 32.1421 Sabine Henry Mozambique 0.33 0.04
SH18059 -26.0454 32.1985 Sabine Henry Mozambique 1.22 0.13
SH18057 -26.0433 32.2600 Sabine Henry Mozambique 0.75 0.08
SH18058 -26.0375 32.1952 Sabine Henry Mozambique 0.09 0.02
SH18061 -26.0341 32.1675 Sabine Henry Mozambique 0.24 0.03
SH18022 -26.0195 32.5239 Sabine Henry Mozambique 0.15 0.03
SH18025 -26.0162 32.5285 Sabine Henry Mozambique 0.80 0.09
SH18021 -26.0154 32.5261 Sabine Henry Mozambique 0.08 0.02
SH18020 -25.9994 32.5396 Sabine Henry Mozambique 0.09 0.02
SH18042 -25.9958 32.2925 Sabine Henry Mozambique 0.27 0.04
SH18045 -25.9924 32.2933 Sabine Henry Mozambique 0.28 0.04
SH18047 -25.9902 32.0413 Sabine Henry Mozambique 0.12 0.02
SH18052 -25.9901 32.0120 Sabine Henry Mozambique 1.16 0.13
SH18053 -25.9878 32.0193 Sabine Henry Mozambique 0.72 0.08
SH18048 -25.9868 32.0378 Sabine Henry Mozambique 0.12 0.02
SH18046 -25.9770 32.0900 Sabine Henry Mozambique 0.55 0.07
SH18054 -25.9752 32.0264 Sabine Henry Mozambique 0.78 0.09
SH18051 -25.9739 32.0023 Sabine Henry Mozambique 0.11 0.02
SH18001 -25.9550 32.5949 Sabine Henry Mozambique 0.61 0.07
SH18091 -25.9241 32.5435 Sabine Henry Mozambique 0.18 0.03
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SH18050 -25.9235 32.0267 Sabine Henry Mozambique 0.20 0.03
SH18089 -25.9228 32.5435 Sabine Henry Mozambique 0.25 0.04
SH18088 -25.9224 32.5438 Sabine Henry Mozambique 0.25 0.04
SH18087 -25.9221 32.5440 Sabine Henry Mozambique 0.11 0.02
SH18092 -25.9175 32.5267 Sabine Henry Mozambique 1.37 0.15
SH18049 -25.9138 32.0286 Sabine Henry Mozambique 0.32 0.04
SH18002 -25.8958 32.3888 Sabine Henry Mozambique 0.29 0.04
SH18043 -25.8660 32.2879 Sabine Henry Mozambique 0.36 0.05
SH18044 -25.8527 32.2195 Sabine Henry Mozambique 0.09 0.02
SH18093 -25.6864 32.5171 Sabine Henry Mozambique 0.18 0.03
SH18078 -25.6832 32.6651 Sabine Henry Mozambique 1.02 0.11
SH18081 -25.6636 32.6256 Sabine Henry Mozambique 0.62 0.07
SH18082 -25.6533 32.5970 Sabine Henry Mozambique 0.21 0.03
SH18083 -25.6407 32.5877 Sabine Henry Mozambique 0.37 0.05
SH18084 -25.6117 32.5892 Sabine Henry Mozambique 0.21 0.03
SH18086 -25.6096 32.6708 Sabine Henry Mozambique 0.74 0.08
SH18085 -25.6025 32.5891 Sabine Henry Mozambique 0.30 0.04
SH18064 -25.6025 32.5891 Sabine Henry Mozambique 0.30 0.04
Jar18392 -34.0586 18.8178 J van Rooyen National Campaign 0.23 0.17
Jar18393 -34.0586 18.8178 J van Rooyen National Campaign 0.24 0.27
Jar18385 -34.0091 25.6657 J van Rooyen National Campaign 0.67 0.22
Jar18386 -34.0091 25.6657 J van Rooyen National Campaign 2.06 0.17
Jar18382 -34.0003 25.6781 J van Rooyen National Campaign 0.95 0.16
JVR18SU001 -33.9936 18.9514 J van Rooyen National Campaign 0.80 0.20
Jar18411 -33.9652 20.7044 J van Rooyen National Campaign 0.40 0.23
Jar18388 -33.9024 19.1562 J van Rooyen National Campaign 1.98 0.16
Jar18390 -33.8656 22.3615 J van Rooyen National Campaign 1.12 0.19
Jar18384a -33.7855 19.7548 J van Rooyen National Campaign 0.48 0.21
Jar18383 -33.6958 19.7452 J van Rooyen National Campaign 0.73 0.16
JAR019 -33.6758 18.9762 J van Rooyen National Campaign 0.53 0.23
JV17098 -33.2355 22.0320 J van Rooyen National Campaign 1.00 0.17
JV17097 -33.2335 22.0335 J van Rooyen National Campaign 1.00 0.15
JV17096 -32.9690 21.9967 J van Rooyen National Campaign 0.90 0.19
JV17094 -32.9689 21.9854 J van Rooyen National Campaign 0.10 0.20
JV17094b -32.9689 21.9854 J van Rooyen National Campaign 0.00 0.27
JV17095 -32.9463 22.4505 J van Rooyen National Campaign 0.10 0.23
JV17001 -32.5586 19.9885 J van Rooyen National Campaign 0.10 0.23
JV17002 -32.5584 18.9885 J van Rooyen National Campaign 0.00 0.16
JV17003 -31.6163 18.7360 J van Rooyen National Campaign 0.80 0.23
JV17004 -31.5871 18.7802 J van Rooyen National Campaign 0.40 0.22
JV17010 -31.4981 19.8746 J van Rooyen National Campaign 1.20 0.18
JV17011 -31.4854 19.9010 J van Rooyen National Campaign 0.80 0.28
JV17009 -31.4830 19.7937 J van Rooyen National Campaign 0.00 0.18
JV17005 -31.4591 18.9560 J van Rooyen National Campaign 1.10 0.17
JV17084 -31.4330 25.9757 J van Rooyen National Campaign 0.60 0.18
JV17083 -31.3919 26.6285 J van Rooyen National Campaign 1.50 0.20
JV17093 -31.3780 23.1152 J van Rooyen National Campaign 1.60 0.30
JV17092 -31.3757 23.1131 J van Rooyen National Campaign 1.10 0.23
JV17007 -31.3655 19.0677 J van Rooyen National Campaign 0.60 0.18
JV17006 -31.3636 19.0261 J van Rooyen National Campaign 0.20 0.16
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JV17008 -31.3487 19.0508 J van Rooyen National Campaign 0.70 0.18
JV17082 -31.0707 28.3482 J van Rooyen National Campaign 1.10 0.18
JV17080 -31.0091 28.2779 J van Rooyen National Campaign 1.30 0.18
JV17080A -31.0091 28.2779 J van Rooyen National Campaign 1.50 0.23
JV17081 -31.0084 28.2776 J van Rooyen National Campaign 0.20 0.18
JV17079 -31.0076 28.2796 J van Rooyen National Campaign 0.60 0.18
JV17012 -30.9770 19.4463 J van Rooyen National Campaign 0.90 0.18
JV17013 -30.9768 19.4485 J van Rooyen National Campaign 0.70 0.24
JV17091 -30.7365 23.4054 J van Rooyen National Campaign 0.00 0.23
JV17090 -30.7351 23.4056 J van Rooyen National Campaign 0.20 0.25
JV17085 -30.7327 25.7675 J van Rooyen National Campaign 0.60 0.23
JV17086 -30.6427 25.9308 J van Rooyen National Campaign 0.80 0.18
JV17088 -30.6280 23.8869 J van Rooyen National Campaign 1.30 0.20
JV17089 -30.6262 23.8872 J van Rooyen National Campaign 0.50 0.18
JV17087 -30.6243 25.9296 J van Rooyen National Campaign 2.10 0.16
JV17014 -30.5604 20.2396 J van Rooyen National Campaign 0.30 0.18
JV17245 -30.5188 25.6524 J van Rooyen National Campaign 1.80 0.18
JV17244 -30.5169 25.6660 J van Rooyen National Campaign 1.80 0.24
JV17074 -30.5142 23.4521 J van Rooyen National Campaign 0.30 0.16
JV17075 -30.5138 29.4507 J van Rooyen National Campaign 0.60 0.18
JV17243 -30.4575 25.6364 J van Rooyen National Campaign 1.60 0.18
JV17077 -30.4520 29.4487 J van Rooyen National Campaign 1.50 0.18
JV17076 -30.3769 29.4330 J van Rooyen National Campaign 0.70 0.23
JV17219 -29.9154 27.4474 J van Rooyen National Campaign 0.50 0.18
JV17242 -29.9126 25.6809 J van Rooyen National Campaign 0.80 0.23
JV17226 -29.4246 26.8958 J van Rooyen National Campaign 1.20 0.25
JV17227 -29.3897 26.9213 J van Rooyen National Campaign 1.00 0.18
JV17241 -29.3192 25.0501 J van Rooyen National Campaign 1.00 0.18
JV17238 -29.3154 25.0171 J van Rooyen National Campaign 1.10 0.18
JV17230 -29.2897 26.9213 J van Rooyen National Campaign 1.20 0.18
JV17225 -29.2733 27.4095 J van Rooyen National Campaign 0.90 0.19
JV17223 -29.2464 27.5294 J van Rooyen National Campaign 1.30 0.19
JV17224 -29.2464 27.5294 J van Rooyen National Campaign 1.30 0.19
JV17222 -29.2396 27.5109 J van Rooyen National Campaign 1.80 0.19
JV17221 -29.2237 27.4850 J van Rooyen National Campaign 0.90 0.19
JV17220 -29.2203 27.4899 J van Rooyen National Campaign 1.10 0.19
JV17235 -29.1933 25.0642 J van Rooyen National Campaign 0.90 0.19
JV17228 -29.1924 27.0213 J van Rooyen National Campaign 1.00 0.19
JV17239 -29.1819 25.0804 J van Rooyen National Campaign 1.10 0.19
JV17236 -29.1809 25.0399 J van Rooyen National Campaign 1.50 0.19
JV17237 -29.1740 25.0589 J van Rooyen National Campaign 1.60 0.17
JV17240 -29.1726 25.0593 J van Rooyen National Campaign 1.50 0.16
JV17234 -29.1388 26.1751 J van Rooyen National Campaign 1.30 0.14
JV17233 -29.1386 26.1747 J van Rooyen National Campaign 1.30 0.14
JV17229 -29.0839 27.0258 J van Rooyen National Campaign 1.90 0.20
JV17231 -29.0615 27.0105 J van Rooyen National Campaign 1.70 0.18
JV17232 -29.0514 26.9907 J van Rooyen National Campaign 0.50 0.06
JV17216 -28.8838 27.8810 J van Rooyen National Campaign 2.10 0.22
JV17217 -28.8773 27.8683 J van Rooyen National Campaign 0.90 0.10
JV17218 -28.8770 27.8683 J van Rooyen National Campaign 1.00 0.11
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JV17015 -28.4745 21.2614 J van Rooyen National Campaign 2.60 0.27
JV17215 -28.1678 28.2387 J van Rooyen National Campaign 0.90 0.10
JV17214 -28.0145 28.3912 J van Rooyen National Campaign 0.70 0.08
JV17020 -27.9236 22.9801 J van Rooyen National Campaign 0.90 0.10
JV17073 -27.8870 32.2351 J van Rooyen National Campaign 0.00 0.01
JV17072 -27.8746 32.2537 J van Rooyen National Campaign 0.00 0.01
Jv17md31 -27.8407 22.7045 J van Rooyen National Campaign 0.09 0.02
JV17068 -27.7571 30.7933 J van Rooyen National Campaign 0.70 0.08
JV17213 -27.7531 28.4343 J van Rooyen National Campaign 0.50 0.06
Jv17md14 -27.7440 22.4991 J van Rooyen National Campaign 0.11 0.02
Jv17md16 -27.7420 22.4841 J van Rooyen National Campaign 0.20 0.03
Jv17md17 -27.7418 22.4842 J van Rooyen National Campaign 0.21 0.03
Jv17md13 -27.7413 22.4928 J van Rooyen National Campaign 0.18 0.03
Jv17md18 -27.7153 22.4810 J van Rooyen National Campaign 0.42 0.05
Jv17md15 -27.7084 22.5191 J van Rooyen National Campaign 0.10 0.02
JV17070 -27.6932 32.3544 J van Rooyen National Campaign 0.30 0.04
JV17069 -27.6931 32.3545 J van Rooyen National Campaign 0.90 0.10
JV17025 -27.6448 23.9783 J van Rooyen National Campaign 1.00 0.11
JV17024 -27.6138 23.8866 J van Rooyen National Campaign 2.20 0.23
Jv17md03 -27.5952 22.4734 J van Rooyen National Campaign 0.27 0.04
Jv17md04 -27.5842 22.4761 J van Rooyen National Campaign 0.26 0.04
Jv17md05 -27.5839 22.4751 J van Rooyen National Campaign 0.36 0.05
Jv17md32 -27.5833 22.7054 J van Rooyen National Campaign 0.10 0.02
JV17026 -27.5540 24.1830 J van Rooyen National Campaign 1.90 0.20
JV17028 -27.5532 29.1813 J van Rooyen National Campaign 0.30 0.04
Jv17md01 -27.5478 22.6851 J van Rooyen National Campaign 0.12 0.02
Jv17md06 -27.5389 22.6678 J van Rooyen National Campaign 0.04 0.01
JV17211 -27.5253 28.5366 J van Rooyen National Campaign 1.70 0.18
Jv17md07 -27.5227 22.6629 J van Rooyen National Campaign 0.10 0.02
JV17212 -27.5168 28.5332 J van Rooyen National Campaign 1.60 0.17
Jv17md28 -27.5059 22.4476 J van Rooyen National Campaign 0.22 0.03
JV17021 -27.5029 23.2883 J van Rooyen National Campaign 0.80 0.09
JV17022 -27.5005 23.2935 J van Rooyen National Campaign 0.00 0.01
Jv17md02 -27.4971 22.6284 J van Rooyen National Campaign 0.25 0.04
Jv17md33 -27.4963 22.6332 J van Rooyen National Campaign 0.09 0.02
Jv17md30 -27.4786 22.5957 J van Rooyen National Campaign 0.30 0.04
Jv17md29 -27.4646 22.4459 J van Rooyen National Campaign 0.39 0.05
JV17023 -27.4304 23.4450 J van Rooyen National Campaign 0.70 0.08
Jv17md27 -27.4060 23.0057 J van Rooyen National Campaign 0.19 0.03
Jv17md25 -27.3831 23.0634 J van Rooyen National Campaign 0.21 0.03
Jv17md26 -27.3828 23.0640 J van Rooyen National Campaign 0.25 0.04
Jv17md23 -27.3822 23.0649 J van Rooyen National Campaign 0.10 0.02
Jv17md24 -27.3818 23.0646 J van Rooyen National Campaign 0.07 0.02
Jv17md22 -27.3817 23.0643 J van Rooyen National Campaign 0.08 0.02
Jv17md34 -27.3725 22.6352 J van Rooyen National Campaign 0.10 0.02
JV17210 -27.3528 28.4387 J van Rooyen National Campaign 1.70 0.18
JV17067 -27.3314 29.8679 J van Rooyen National Campaign 0.80 0.09
Jv17md19 -27.2616 23.0777 J van Rooyen National Campaign 0.59 0.07
Jv17md20 -27.2444 23.0864 J van Rooyen National Campaign 0.59 0.07
Jv17md21 -27.2295 23.0815 J van Rooyen National Campaign 0.05 0.01
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JV17032 -27.1669 26.0706 J van Rooyen National Campaign 0.70 0.08
JV17209 -27.1332 28.5239 J van Rooyen National Campaign 0.50 0.06
JV17031 -27.0909 25.0131 J van Rooyen National Campaign 0.90 0.10
JV17029 -27.0617 25.0172 J van Rooyen National Campaign 1.30 0.14
JV17030 -27.0617 25.0117 J van Rooyen National Campaign 0.80 0.09
JV17016 -26.9823 20.7809 J van Rooyen National Campaign 0.50 0.06
JV17017 -26.9823 20.7809 J van Rooyen National Campaign 0.80 0.09
JV17019 -26.9805 20.7808 J van Rooyen National Campaign 0.70 0.08
JV17018 -26.9803 20.7808 J van Rooyen National Campaign 0.90 0.10
JV17207 -26.9677 28.5335 J van Rooyen National Campaign 2.40 0.25
JV17208 -26.9604 28.5373 J van Rooyen National Campaign 1.70 0.18
Jv17md11 -26.9416 22.0980 J van Rooyen National Campaign 0.07 0.02
Jv17md12 -26.8844 22.0539 J van Rooyen National Campaign 0.39 0.05
JV17205 -26.8763 28.2279 J van Rooyen National Campaign 1.60 0.17
JV17204 -26.8744 28.2276 J van Rooyen National Campaign 1.30 0.14
JV17202 -26.8597 28.2326 J van Rooyen National Campaign 0.00 0.01
JV17206 -26.8495 28.2599 J van Rooyen National Campaign 1.50 0.16
JV17203 -26.8486 28.2472 J van Rooyen National Campaign 0.20 0.03
JV17033 -26.8392 26.7577 J van Rooyen National Campaign 0.40 0.05
JV17201 -26.8355 25.1730 J van Rooyen National Campaign 1.60 0.17
Jv17md36 -26.8107 22.9694 J van Rooyen National Campaign 1.03 0.11
Jv17md35 -26.7959 23.0072 J van Rooyen National Campaign 0.08 0.02
Jv17md37 -26.7787 23.0317 J van Rooyen National Campaign 0.32 0.04
Jv17md08 -26.7724 22.7616 J van Rooyen National Campaign 0.08 0.02
Jv17md38 -26.7716 23.0296 J van Rooyen National Campaign 0.07 0.02
JV17066 -26.7693 28.9005 J van Rooyen National Campaign 0.40 0.05
JV17065 -26.7562 28.9101 J van Rooyen National Campaign 3.40 0.35
Jv17md10 -26.7135 23.0170 J van Rooyen National Campaign 0.08 0.02
Jv17md09 -26.6044 22.8758 J van Rooyen National Campaign 0.07 0.02
JAR022 -26.0606 28.0530 J van Rooyen National Campaign 2.62 0.27
JV17035 -26.0047 26.7806 J van Rooyen National Campaign 0.90 0.10
JV17036 -26.0042 26.7774 J van Rooyen National Campaign 1.10 0.12
JAR021 -25.9840 28.0571 J van Rooyen National Campaign 1.93 0.20
JAR020 -25.9809 28.0713 J van Rooyen National Campaign 3.02 0.31
JV17034 -25.8909 27.4591 J van Rooyen National Campaign 1.10 0.12
JV17064 -25.8447 29.7028 J van Rooyen National Campaign 1.30 0.14
JV17063 -25.8010 29.7170 J van Rooyen National Campaign 0.10 0.02
JV17062 -25.7958 29.7070 J van Rooyen National Campaign 0.70 0.08
JV17037 -25.6383 26.9620 J van Rooyen National Campaign 0.10 0.02
JV17038 -25.6332 26.9643 J van Rooyen National Campaign 2.70 0.28
JV17039 -25.6331 26.9644 J van Rooyen National Campaign 0.00 0.01
JV17061 -25.4378 30.4459 J van Rooyen National Campaign 1.00 0.11
JV17060 -25.4375 30.4482 J van Rooyen National Campaign 1.10 0.12
JV17058 -24.9328 30.8414 J van Rooyen National Campaign 0.50 0.06
JV17059 -24.8851 30.7486 J van Rooyen National Campaign 1.20 0.13
JV17040 -24.5512 28.7207 J van Rooyen National Campaign 0.50 0.06
JV17057 -24.4024 30.6538 J van Rooyen National Campaign 0.10 0.02
JV17056 -24.3807 31.2608 J van Rooyen National Campaign 1.30 0.14
JV17054 -24.3763 31.1608 J van Rooyen National Campaign 1.70 0.18
JV17055 -24.3755 31.1687 J van Rooyen National Campaign 1.00 0.11
Appendix Chapter 4 – Table 2 
130 
Stellenbosch University https://scholar.sun.ac.za
JV17050 -24.1695 31.3877 J van Rooyen National Campaign 0.30 0.04
JV17052 -24.1662 31.3507 J van Rooyen National Campaign 0.40 0.05
JV17051 -24.1648 31.3714 J van Rooyen National Campaign 1.60 0.17
JV17053 -24.1574 31.3494 J van Rooyen National Campaign 1.00 0.11
JV17049 -24.1560 31.3988 J van Rooyen National Campaign 1.30 0.14
JV17047 -24.1514 31.3859 J van Rooyen National Campaign 0.70 0.08
JV17048 -24.1421 31.3841 J van Rooyen National Campaign 2.30 0.24
JV17046 -24.1362 30.8425 J van Rooyen National Campaign 0.70 0.08
JV17041 -23.9176 29.5317 J van Rooyen National Campaign 1.00 0.11
JV17042 -23.8943 29.5234 J van Rooyen National Campaign 1.40 0.15
JV17044 -23.6247 30.1989 J van Rooyen National Campaign 0.60 0.07
JV17045 -23.6233 30.1985 J van Rooyen National Campaign 0.80 0.09
JV17043 -23.6205 30.1998 J van Rooyen National Campaign 0.10 0.02
JAR024 -23.6178 30.2011 J van Rooyen National Campaign 2.29 0.24
JAR025 -23.6151 30.2025 J van Rooyen National Campaign 0.90 0.10
JAR026 -23.6123 30.2038 J van Rooyen National Campaign 1.95 0.20
Jar18387 -23.6096 30.2052 J van Rooyen National Campaign 1.40 0.15
Jar18389a -23.6069 30.2065 J van Rooyen National Campaign 0.41 0.05
Jar18391 -23.6042 30.2078 J van Rooyen National Campaign 1.66 0.18
BT18VL19 -32.8272 18.7297 Britt Turner Verlorenvlei 0.31 0.24
BT18VL18 -32.8239 18.7200 Britt Turner Verlorenvlei 0.33 0.18
BT18VL16 -32.8219 18.7078 Britt Turner Verlorenvlei 0.62 0.18
BT18VL17 -32.8219 18.7142 Britt Turner Verlorenvlei 0.52 0.22
BT18VL15 -32.8150 18.7083 Britt Turner Verlorenvlei 0.18 0.16
BT18VL10 -32.7181 18.7492 Britt Turner Verlorenvlei 0.06 0.15
BT18VL11 -32.6811 18.7178 Britt Turner Verlorenvlei 0.32 0.22
BT18VL13 -32.6489 18.6919 Britt Turner Verlorenvlei 0.02 0.16
BT18VL12 -32.6483 18.6875 Britt Turner Verlorenvlei 0.09 0.17
BT18VL07 -32.5581 18.6708 Britt Turner Verlorenvlei 0.02 0.16
BT18VL06 -32.4974 18.5624 Britt Turner Verlorenvlei 0.10 0.16
BT18VL08 -32.4822 18.7164 Britt Turner Verlorenvlei 0.18 0.18
BT18VL05 -32.4728 18.5309 Britt Turner Verlorenvlei 0.34 0.23
BT18VL04 -32.3773 18.4638 Britt Turner Verlorenvlei 0.31 0.28
BT18VL02 -32.3161 18.3982 Britt Turner Verlorenvlei 0.04 0.20
BT18VL03 -32.3156 18.3970 Britt Turner Verlorenvlei 0.07 0.18
BT18VL01 -32.3139 18.4170 Britt Turner Verlorenvlei 0.02 0.16
BT18VL14 -32.2881 18.3353 Britt Turner Verlorenvlei 0.16 0.16
AP16Gbr03 -32.9925 18.3498 Alice Petronio West Coast 1.00 0.16
AP16Gbr01 -32.8875 18.2721 Alice Petronio West Coast 1.20 0.20
AP16Gbr02 -32.8695 18.3136 Alice Petronio West Coast 1.40 0.17
AP16Gvv01 -32.5622 18.6752 Alice Petronio West Coast 0.90 0.16
AP16GVV04 -32.3650 18.4547 Alice Petronio West Coast 0.70 0.15
AP16Gor01 -31.8719 18.6714 Alice Petronio West Coast 0.00 0.20
AP16Gor04 -31.5283 19.2461 Alice Petronio West Coast 0.80 0.19
AP16Ggr05 -30.8099 17.5980 Alice Petronio West Coast 1.40 0.20
AP16Ggr04 -30.7847 17.8549 Alice Petronio West Coast 0.10 0.20
AP16Ggr01 -30.7614 18.0718 Alice Petronio West Coast 0.10 0.17
AP16Gbf01 -30.7454 17.8769 Alice Petronio West Coast 0.80 0.15
AP16Ggr03 -30.7454 17.8769 Alice Petronio West Coast 0.60 0.15
AP16Ggr02 -30.7119 17.9691 Alice Petronio West Coast 1.30 0.15
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AP16Gbf02 -29.8032 17.4929 Alice Petronio West Coast 0.00 0.20
AP16Gbf03 -29.7988 17.4928 Alice Petronio West Coast 0.30 0.20
AP16Gbf04 -29.7488 17.6367 Alice Petronio West Coast 1.00 0.16
AP16Gbf05 -29.6616 17.5813 Alice Petronio West Coast 1.00 0.23
AP16Gbf06 -29.6608 17.5827 Alice Petronio West Coast 0.10 0.21
AP16BF01 -29.6459 17.0965 Alice Petronio West Coast 0.10 0.23
AP16Gbf07 -29.5823 17.2427 Alice Petronio West Coast 0.40 0.17
AP16Gbf08 -29.5823 17.2427 Alice Petronio West Coast 1.30 0.16
B41 -24.6614 15.9832 Alice Petronio West Coast 1.10 0.18
AP16TS07 -24.6613 15.9833 Alice Petronio West Coast 0.00 0.18
B32 -24.6476 15.7855 Alice Petronio West Coast 0.00 0.15
AP16TS04 -24.6174 15.9889 Alice Petronio West Coast 0.10 0.22
AP16TS03 -24.5292 10.3004 Alice Petronio West Coast 0.90 0.16
S84 -24.4630 16.2373 Alice Petronio West Coast 1.00 0.18
S83 -24.4624 16.2378 Alice Petronio West Coast 0.80 0.20
B45 -24.4437 16.1718 Alice Petronio West Coast 0.00 0.16
AP16TS02 -24.4419 16.1718 Alice Petronio West Coast 0.20 0.15
NDL-B59 -24.1169 15.9056 Alice Petronio West Coast 0.00 0.15
B37 -24.0791 16.0561 Alice Petronio West Coast 1.20 0.18
AP15TD05 -23.9867 16.1168 Alice Petronio West Coast 0.00 0.18
B05 -23.9821 16.8599 Alice Petronio West Coast 1.20 0.16
NNL-B09 -23.9796 15.8518 Alice Petronio West Coast 1.10 0.18
AP16TD03 -23.9744 15.9566 Alice Petronio West Coast 0.20 0.16
AP16TD04 -23.9744 15.9567 Alice Petronio West Coast 0.00 0.18
AP16KR01 -23.6363 15.1806 Alice Petronio West Coast 1.60 0.17
AP16KR02 -23.5617 15.0399 Alice Petronio West Coast 0.60 0.17
AP16KR03 -23.5616 15.0354 Alice Petronio West Coast 1.30 0.15
AP16KR04 -23.1973 14.6641 Alice Petronio West Coast 0.00 0.21
Jar18360 -33.7480 19.8618 Zita Harillal Western Cape TMG 1.36 0.15
ZH19-KM001 -34.3371 19.0237 Zita Harillal Western Cape TMG 0.82 0.09
ZH19-CAL002 -34.2303 19.4379 Zita Harillal Western Cape TMG 0.29 0.04
ZH18-GRB001 -34.1842 18.9851 Zita Harillal Western Cape TMG 1.53 0.16
ZH19-CAL001 -34.1516 19.9156 Zita Harillal Western Cape TMG 0.25 0.03
ZH18-SW002 -34.1300 18.9113 Zita Harillal Western Cape TMG 1.01 0.11
ZH19-SW003 -34.0895 18.8586 Zita Harillal Western Cape TMG 0.77 0.09
ZH18-SW001 -34.0579 18.8171 Zita Harillal Western Cape TMG 0.17 0.03
ZHKB001 -33.9906 18.4330 Zita Harillal Western Cape TMG 0.95 0.11
ZHKB002 -33.9902 18.4330 Zita Harillal Western Cape TMG 0.74 0.08
ZH18-VD001 -33.9835 19.2857 Zita Harillal Western Cape TMG 1.02 0.11
ZH18-VD003 -33.9717 19.2938 Zita Harillal Western Cape TMG 0.60 0.07
ZH19-TM001 -33.9693 18.3979 Zita Harillal Western Cape TMG 1.87 0.20
ZH18-VD002 -33.9526 19.3152 Zita Harillal Western Cape TMG 0.41 0.05
ZH18-SU002 -33.9406 18.8701 Zita Harillal Western Cape TMG 1.11 0.12
ZH18-SU001 -33.9349 18.8756 Zita Harillal Western Cape TMG 1.01 0.11
ZH18-SU003 -33.9330 18.8609 Zita Harillal Western Cape TMG 0.27 0.04
ZH19-STB001 -33.9305 18.8693 Zita Harillal Western Cape TMG 0.50 0.06
ZH19-FH007 -33.9247 18.9230 Zita Harillal Western Cape TMG 0.66 0.08
ZH19-FH008 -33.9229 18.9222 Zita Harillal Western Cape TMG 0.74 0.08
ZH19-VD004 -33.9214 19.4680 Zita Harillal Western Cape TMG 0.50 0.06
ZH18-FH003 -33.9181 19.1216 Zita Harillal Western Cape TMG 0.33 0.04
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ZH18-BD002 -33.8956 20.9535 Zita Harillal Western Cape TMG 0.33 0.04
ZH19-FH006 -33.8857 19.0021 Zita Harillal Western Cape TMG 1.81 0.19
ZH19-VD005 -33.8825 19.3742 Zita Harillal Western Cape TMG 0.12 0.02
ZH19-FH005 -33.8781 19.0123 Zita Harillal Western Cape TMG 0.73 0.08
ZH18-FH001 -33.8732 19.0475 Zita Harillal Western Cape TMG 0.70 0.08
ZH18-FH002 -33.8643 19.0144 Zita Harillal Western Cape TMG 0.52 0.06
ZH18-PE001 -33.8618 22.3515 Zita Harillal Western Cape TMG 0.41 0.05
ZH19-VD006 -33.8574 19.3657 Zita Harillal Western Cape TMG 0.41 0.05
ZH18-BD001 -33.8255 20.8735 Zita Harillal Western Cape TMG 0.87 0.10
ZH19-FH004 -33.8086 18.9755 Zita Harillal Western Cape TMG 1.03 0.11
ZH18-ROB001 -33.7856 19.7554 Zita Harillal Western Cape TMG 0.48 0.06
ZH18-DB004 -33.7855 19.0024 Zita Harillal Western Cape TMG 0.54 0.06
ZH18-DB003 -33.7854 19.0027 Zita Harillal Western Cape TMG 0.95 0.11
ZH18-DB002 -33.7853 19.0031 Zita Harillal Western Cape TMG 0.82 0.09
ZH18-MON001 -33.7662 20.1171 Zita Harillal Western Cape TMG 0.25 0.03
ZH19-RV001 -33.7192 19.3380 Zita Harillal Western Cape TMG 1.02 0.11
ZH18-DK001 -33.6979 19.7474 Zita Harillal Western Cape TMG 0.73 0.08
ZHR001 -33.6756 18.9760 Zita Harillal Western Cape TMG 0.78 0.09
ZH19-W001 -33.6698 18.9094 Zita Harillal Western Cape TMG 0.36 0.05
ZH19-NY001 -33.6350 19.6726 Zita Harillal Western Cape TMG 0.46 0.06
ZH19-BK001 -33.6335 19.0695 Zita Harillal Western Cape TMG 0.97 0.11
ZH19-BK002 -33.5427 19.1585 Zita Harillal Western Cape TMG 1.25 0.13
ZH19-MAL001 -33.4470 18.7260 Zita Harillal Western Cape TMG 0.27 0.04
ZH18-DD001 -33.4407 19.6596 Zita Harillal Western Cape TMG 1.16 0.13
ZH18-DD002 -33.4406 19.6636 Zita Harillal Western Cape TMG 0.69 0.08
ZH19-RBK001 -33.3857 18.8959 Zita Harillal Western Cape TMG 0.38 0.05
ZH18-C002 -33.1764 19.3212 Zita Harillal Western Cape TMG 2.81 0.29
ZH19-MB001 -33.1174 18.7603 Zita Harillal Western Cape TMG 0.15 0.02
ZH18-C001 -33.0899 19.3529 Zita Harillal Western Cape TMG 3.22 0.33
ZH18-PV001 -33.0028 18.8418 Zita Harillal Western Cape TMG 0.10 0.02
ZH19-PV002 -32.9077 19.0547 Zita Harillal Western Cape TMG 0.87 0.10
ZH19-CD004 -32.7407 19.0395 Zita Harillal Western Cape TMG 0.29 0.04
ZH19-CD003 -32.6316 18.9509 Zita Harillal Western Cape TMG 0.43 0.05
ZH19-CD002 -32.6299 18.9475 Zita Harillal Western Cape TMG 0.37 0.05
ZH19-CD001 -32.5530 19.0201 Zita Harillal Western Cape TMG 0.24 0.03
ZH18001 -32.5530 19.0201 Zita Harillal Western Cape TMG 2.94 0.30
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