Introduction
In previous work [Ill, [I31 we have considered the problem of describing the set of Gaussian curvatures (if dim M = 2) and scalar curvatures (if dim M 2 3) on a compact, connected, but not necessarily orientable manifold M (see also [12] for the case of open manifolds). We refer the reader to the introductions of [ l l ] and [13] for relevant background and literature.
In this paper we give a unified proof that the obvious sign condition demanded by the Gauss Bonnet Theorem, namely, is sufficient for a smooth function K on a given compact 2-manifold to be the Gaussian curvature of some metric. Our proof recovers the earlier results on existence of metrics with prescribed Gaussian curvature in [4] , 171, [ll] , [17] as well as completing the hitherto unresolved case of the 2-sphere S2. I t also provides a new proof of, as well as additions to, some of the results on scalar curvature in [13] .
We have attacked both Gaussian and scalar curvature questions by fixing a metric g on M with associated Laplacian A and Gaussian (respectively scalar) curvature k if dim M = 2 (resp. dim M 2 3), and seeking the desired metric g, having curvature K as being pointwise conformal to g, g, = e2"g (resp. g, = g, u > 0). Since g, is to have Gaussian (resp. scalar) curvau~/ ' " -~) ture K, then u must satisfy the non-linear elliptic partial differential equation
-~' " + " 1 1 2 -" ) (~(') AU ku = K , u > 0 (dim M = n 2 3) .
n -2
In view of our non-existence theorems for these equations in [Ill, [13] , which * Supported in part by NSF Grants GP28976X and GP29258.
showed in general that one cannot realize all curvature functions pointwise conformal to some given metric, we are led to t r y to realize K a s the Gaussian (resp. scalar) curvature of a metric conformally equivalent to g, that is, of the form (9-')*(e2"g) (resp. (g,-l)*(~~/'"-~'g)) for some diff eomorphism g, of M. Thus one seeks diffeomorphisms g, (depending on K ) so that the equations (1.4)
-e-'"(Au -k) = K 0 g, , have solutions. Introduction of the auxiliary diffeomorphism g, gives additional flexibility which enables us to solve (1.4) or (1.5) in situations where (1.2) or (1.3) are unsolvable. These equations are both of the form T(u) = f 0 g,,where T is a nonlinear elliptic operator. Our approach to (1.4) and (1.5) consists of the following ingredients:
, and if the linearization T' of T is invertible a t u,, then one can solve Tu = f for f sufficiently close to f,in L, where p > dim M.
( ii) A n Approximation Theorem which gives necessary and sufficient conditions for a given function f, to be in the L, closure of the orbit of a continuous function f under the group of diffeomorphisms of M. We then apply step (i) to f g,. L, existence is needed in (i) because the Approximation 0 Theorem requires L,.
(iii) Perturbation Theorem. To complicate matters, in many natural cases T'(u,) is not invertible. Therefore we need a perturbation argument which asserts that for the special cases of .T in (1.4) and (1.5) there is a function u, arbitrarily close to u, such that T'(u,) is invertible.
This procedure allows us to obtain definitive results for the question of existence of metrics with prescribed curvatures and conformal equivalence. However it does not yield the more subtle and delicate facts of [Ill, [13] , [17] concerning curvatures of pointwise conformal metrics, i.e., solvability of (1.2) and (1.3).
Section 2 contains the L, Approximation Theorem and Section 3 the version we need of the Inverse Function Theorem. The Perturbation Theorem is contained in Section 4. Applications to Gaussian curvatures of both compact and open manifolds are in Section 5 (the reader may find it helpful to begin with this section). Scalar curvature is treated in Section 6. Other applications of this method are in Section 7.
For convenience, we assume throughout that the curvature candidate K is infinitely differentiable, although our methods extend immediately to functions K that are only Holder continuous, in which case the metrics obtained have Holder continuous second derivatives.
Notation. Hk,,(M) will denote the space of functions whose derivatives up to order Ic are in Lp(M), p 2 1, where we define Lp(M) with respect to some smooth positive measure. The norm on Hk,,(M) is written I I I I,,,, while the norm on Lp(M) is 1 1 II , . j 1 11, will denote the uniform norm, so the standard norm on Ck(M) is written /I ] I k , , . ( , ) will denote the inner product in L,(M). If M has a Riemannian metric, then d V will denote the element of volume, Lp(M) will be defined with this volume element, and A will be the associated Laplacian (the sign convention we use gives Au = u,, + u,, for the standard metric on R2).
An approximation theorem
Given a continuous function f i n Lp(M) and a function g in Lp(M) on a connected manifold M (not necessarily compact), we determine when there is a diffeomorphism 9 of M such that f 09closely approximates g in Lp(M), Proof. The necessity is obvious. For the sufficiency, let E > 0 be given. We will find a diffeomorphism 9 of M such that 11 f -g 11, < E. Since 0 continuous functions are dense in Lp(M), we can assume that g E C(M) n Lp(M) and still satisfies the range condition. There is a connected open set E c M whose closure E is compact and such that There is also a locally finite triangulation of M so fine that g is nearly constant in each simplex that intersects E. If A, denotes an n-simplex that intersects E and M, = U Ai, we specifically require that m a x z , u e~i I g(x) -
where 28 = e/(4 vol M,)"p. Let g(yl) = max g(x) and g(y,) = min g(x) for x in al.The condition on the ranges gives the existence of points x,, x, in M such that f(x,) > g(y,) -612, and f(x,) < g(y,) + 612. There is a diffeomorphism 9 , of M such that 9,(yj) = x j and such that (2.2) holds with f replaced by f 09,(if M is compact, one can let E = Ml = M and i t is unnecessary to There is a diffeomorphism 9, of M such that 9, j M -MI = id and such that, ?,(U,) c V, for each i (here dim M 2 2 is needed), and there is a diffeomorphism 9, of M which satisfies 9, I M -0, = id and 9,(01 n A,) c U, for each i. Let 9 = 9,0 9,0 9,. Then, since (2.2) holds with f replaced by f 0 9,, we find that
Remark. It is easy to construct examples showing the theorem is false if dim M = 1.
,-in inverse function theorem
Let T(u) be a second order quasi-linear differential operator on a compact manifold M, so in a local coordinate system (3.1)
which we write as T(u) = C aij(u)udj+ b(u), where u, = aujax,, uij = dk/ax,dxj, and aijand b are smooth functions of their variables. The derivative (or linearization) of T with respect to u a t a given function u is then the second order linear differential operator
where the subscripts denote partial differentiation.
The classical inverse function theorem leads one to believe that if T ( u )=f and if the linear map T t ( u )is invertible, then one can solve T ( v ) = g for all g sufficiently near f. This is in fact true for (3.1) acting on a certain Sobolev space if u is an elliptic solution of T ( u ) = f, i.e., if the linear map T t ( u ) defined by (3.2) is elliptic (this is the case precisely when the matrix aii(u)is positive-or negative-definite). To apply the inverse function theorem for Banach spaces one needs several ingredients.
The first is a consequence of the Sobolev inequality [5] which asserts that 
)).
The second standard fact one needs is the fundamental L , estimate for a second order linear elliptic operator L with smooth coefficients on M. It says that if kernel ( L )= 0, then for any 9 E H,,, one has
where the constant r is independent of 9 (see [ I ] , 121 for a local version, and [ll] for remarks on the extension to compact manifolds). From the fundamental inequality (3.4) one shows ( [ 5 ] ) that L: H,,, -+ L , is bijective with a continuous inverse, that is, L is invertible. Our theorem is now just the classical inverse function theorem for Banach spaces with the exception of the regularity statement which follows from a standard inductive argument PI. THEOREM 3.5 . Let T be as in (3.1) 
and let uoE H,,,(M), p > dim M.
Assume that ( i ) aij(u) a n d b(u) a r e smooth functions of their variables for u near u,, that is, for 11 u -u, Il l , , < 2 r with r > 0 some constant; ( i i ) the linear operator Lv = T(u,)v: Hz,,--+L, is elliptic with ker L = 0 (and therefore is invertible).
Then there is a constant 7 > 0 such that if 11 f -f, 11, < 7, then there i s a u € Hz,, such that T(u) = f a n d ( I u -u,II,,, < r. Moreover, u i s C" i n a n y open set where f is C".
A perturbation theorem
For our application to Gaussian curvatures on a compact 2-manifold, we must solve the equation (1.2), which we write a s T,(u) = K. The derivative of T, with respect to u a t the function u, = 0 is the linear elliptic operator We shall circumvent this difficulty by showing t h a t there is a function u, arbitrarily close to zero such t h a t T:(u,) is invertible, in fact, we will show t h a t T:(u) is invertible for an open dense set of functions u.
In addition to T,(u) = K, we will let (cf. (1.3))
where a > 1and a > 0 are constants and k E C" is a prescribed function, and Q.E.D.
Proof of Perturbation Lemma. Say dim ker A(u) = N 2 1, so X = 0 is a n eigenvalue of multiplicity N. Given x E C", for j t I sufficiently small, the self-adjoint operator A(u + tx) depends analytically on t; therefore so do the spectrum and eigenfunctions of A(u + tx) [ 
We will show that for an appropriate function x E C", we can make X,(t) f 0 for 0 + t, I t I sufficiently small; this will prove t h a t dim ker A(u + tx) 5 N-1 for these values of t. Our procedure will be to show t h a t one can either make the first derivative h:(O) # 0, or else make X(O) = 0 but Xil(0) + 0. Here we use a prime to denote differentiation with respect to t and will write X = X,(O), X' = k:(O), X" = k:'(O), 9' = yi(0) etc., and for v E C".
To begin, we derive the standard formulas for X' , F', and A". Differentiating (4.7) with respect to t and setting t = 0 we find, since ~( 0 ) = 0, A"q + 2A'q' + Aq" = X"q + 2X19' .
, we see that (9, 9') =0. Also A 9 =0 implies that (9, A@) = (AT, 9') = 0 and similarly (9, A@') =0. Therefore taking the inner product of (4.8) and (4.9) with 9, we obtain the formulas (4.10)
A' = (9, A'9) , (4.11) X" = (9, A"9) + 2(9, A'9') .
Beginning here, we discuss the operators A, and A, separately, although the reasoning is quite similar.
For A, we find, for any v E C", that
If 9 is not a constant, pick x = A(@). Then X' = -2(A(9'), x) < 0.
If 9 = c is a constant, then X' = 0 for all x so we examine Xu. Pick a nontrivial x I 1. Now c = 9 E ker A,(u) so Au -k = 0 and A,(u)v = Av. Therefore from (4.8), A9' = A,@ = -A:9 = 2(A~)c. Since (F', 9) = 0 this shows that 9' = 2cx. Substituting into (4.11) we conclude that X u = 2(c, A:(~cz)) = -8c2(x, Ax) = 8c2I I VZ11' .
Thus, if 9 is a constant and x is not a constant, then X" > 0.
Case (ii): For A2(u), u > 0, we find, for any v E C", that where Thus If 9"u @ ker B, let x = B(@/u), yielding X' < 0 a s in Case (i).
On the other hand, if @/u E ker B, we must work harder since X' = 0 for all x. Recall that for any second order self-adjoint linear scalar elliptic operator, the eigenfunction associated with the lowest eigenvalue does not change sign (cf. [13, after (2.3)]) and all other eigenfunctions change sign.
Clearly u E ker B. Since u > 0, this shows that zero is the lowest eigenvalue of B. Thus dim ker B = 1and u is a basis for ker B. Consequently y2/u = c2u, that is, Q) = CU, for some constant c + 0. Since y E ker A2(u), this implies that a A u -ku = 0, so A2(u)v = Av -kvia = Bv. Hence, from (4.8), 
Gaussian curvature
The two theorems in this section are the main results of this paper. Proof. Since the necessity of (1.1) is obvious, we assume K satisfies (1.1) and will find a diffeomorphism 9 of M and a function u such that u satisfies (1.4), which we write as Tl(u) = K 0 9. The case K -cons t is trivially solved by setting u equal to an appropriate constant. Thus, we may assume that K is not a constant. First, consider the special case where K satisfies where k is the constant curvature of g. The Perturbation Theorem 4.5 shows that given any E > 0, there is a u, E C" so close to u, = 0 that
and such that T:(ul) is invertible. Because of (5.2) we can pick 6 so small that
Choose p > 2, The Inverse Function Theorem 3.5 asserts that there is an ljl > 0 such that i f f e C" and 11 f -Tl(ul)11, < v, then there is a u E C" such that Tl(u) = f . However the Approximation Theorem 2.1 shows, in view of (5.3), that there is a diffeomorphism 9 of M such that 11 K 0 9 -TI(tcl)11, < 7.
Thus one can solve Tl(u) = K O9. This latter fact also follows from 111, Thm. 11.61 or it can easily be obtained by the methods of this paper. One uses a connectedness argument to prove that every strictly negative K is a Gaussian curvature. Openness follows from the Inverse Function Theorem 3.5 applied to (1.2), whereas closedness follows from easy estimates of uniform bounds on solutions of (1.2) obtained by routine use of the maximum principle. For details of a similar argument see the proof of Lemma 6.3.
Our assumption that g has constant curvature can be removed by an additional argument. Since it uses somewhat different techniques, we do not digress to present it here. 
Scalar curvature
In order to determine the set of C" functions on a compact connected manifold M that are scalar curvatures of some metric, we put a metric g on M with scalar curvature k and determine the set CE(g) of C" functions that are scalar curvatures of metrics conformally equivalent to g. The key ingredient is the following lemma.
Proof. It is sufficient to find a diffeomorphism g, of M and a positive function u satisfying (1.5), which we write a s T(u) = Kog,. The proof now proceeds just as that of Theorem 5.1, first treating the case c = 1by showing that Tf(u,)is invertible for some u, arbitrarily close to u, = 1, and appealing to the Inverse Function Theorem 3.5 and Approximation Theorem 2.1. The general case is reduced to the case c = 1by multiplying u in (1.5) by an appropriate positive constant.
Q.E.D.
For the next theorem, let L u = -aAu +ku, where a = 4(n -I)/(%-2), and let X,(g) be the first eigenvalue of L. To motivate the following, recall that if g and g, are conformally equivalent metrics, then X,(g) and X,(g,) have the same sign, so the sign of X,(g) is a conformal invariant [13, Thm. 3.21. Q.E.D. We shall now demonstrate how, using methods of this paper, one can show t h a t there is a metric g, pointwise conformal to g having scalar curvature k, = -1 if X,(g) < 0. Let N = {f E CW(M): f < 0) with the uniform topology, and let T, denote the operator (4.2) with a = 4(n -l)/(n -2) and a = ( n + 2)/(n -2) (actually, all t h a t is necessary for the following lemma is a > 1and a > 0). LEMMA 6.3. N c Im T, if a n d only if X,(g) < 0. Proof. Let 9 > 0 be an eigenfunction associated with A,. If -1E Im T,, say T,(u) = -1 for some u > 0. Then L u = -ua and Le, = A,9, so A, < 0 from the inequality 0 < (9, u") = -(9, L u ) = -(L9, u) = -h ( 9 , u) . 
It remains to show that B is closed in N. Say f j E B a n d fj+f E N, uniformly.
Then there are u j such that T,(uj)= f j . Let wj = log (uj/e)), where 9 >0 is the eigenfunction associated with the eigenvalue X,of L. Then
By considering the maxima and minima of wj, one finds that 0 < m, 5 u j S m, for some constants m, and m, independent of j. 
Therefore, passing to the limit in T2(uj) = f j , we find that T,(u)= f , so ~E B .
Q.E.D.
By using Theorem 6.2, it is possible to prove several results concerning which functions on M a r e scalar curvatures. there is a metric g, with X,(g,) < 0, so by a continuity argument 110, VII 9 6, esp. 6.51 (see also 113, Thm. 3.91) there is a metric go with X,(g,) = 0. The result now follows from Theorem 6.2.
Q.E.D. Part (b) is the only assertion that can be made for an arbitrary M since there are topological obstructions to having metrics with positive scalar curvature 1161 (see also 181) and to having metrics with zero scalar curvature 1141. We do not know of any manifold having a metric with zero scalar curvature that is known not to admit a metric of positive scalar curvature. In particular, we do not know if the torus T", n 2 3, admits a metric having positive scalar curvature.
An example of Theorem 6.4 (a) is that any C" function on S", n 2 3, is the scalar curvature of some metric.
Remark 6.5. One can also obtain our result 113, Thm. 1.41 on scalar curvatures of open manifolds by the methods of this paper using the modifications outlined in Remark 5.7.
Further application
As an immediate consequence of Theorem 5.1 above and the solution to the Weyl embedding problem [18] we find that given any smooth strictly positive function K on S2, there is a diffeomorphism e, of S2, a compact strictly convex surface C in E3,and a conformal diffeomorphism 9:C -S2 such that K 0 e, 0 + is the Gaussian curvature of Z. The possibility of this theorem with e, = identity map, has been raised by L. Nirenberg. Partial results had previously been obtained by D. Koutroufiotis 1151 and J. Moser 1171, who both allow 9 = identity map, while we showed there are K's for which the result is not true unless one includes the additional diffeomorphism 9 [ l l , see after Thm. 8.81. 
