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SUMMARY 
We consider the experimental design problem of selecting values of design variables 
x for observation of a response y that depends on x and on model parameters 8. The form 
of the dependence may be quite general, including all linear and nonlinear modeling 
situations. The goal of the design selection is to efficiently estimate functions of 8. Three 
new criteria for selecting design points x are presente.d. The criteria generalize the usual 
Bayesian optimal design criteria to situations in which the prior distribution for 8 may be 
uncertain. We assume that there are several possible prior distributions, one of which may 
be considered as more plausible than the others. Designs that minimize the new criteria 
have the characteristic of being robust with respect to choice of prior distribution. The new 
criteria are applied to the nonlinear problem of designing to estimate the turning point of a 
quadratic equation. We give both analytic and computational results illustrating the 
robustness of the optimal designs based on the new criteria. 
Some key words: A-optimality; Nelder-Mead algorithm; robust design; turning point 
problem. 
1. INTRODUCTION 
In optimal design problems, issues of robustness can ·be addressed for two specific 
questions: model robustness and parameter robustness. Model robustness concerns 
whether the model form assumed in the design process is correct Is the error distribution 
normal or t? Is the regression linear or quadratic? Parameter robustness concerns the 
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sensitivity of nonlinear designs to the assumed values of the model parameters when 
designs are based on the investigator's best guess for model parameters. In this paper we 
deal with both robustness aspects by specifying our design assumptions in several prior 
distributions, one of which is assumed to be more plausible than the others. By choice of 
prior, aspects of both model robustness and parameter robustness may be addressed. 
Stigler(l 971) treated an optimal design problem in which he designed for a polynomial of a 
given degree, but required that the design be robust to the degree of the polynomial. He 
introduced new D- and G-optimality criteria which may be considered as compromises 
between the incompatible goals of efficient inference about the regression function under a 
particular model and checking the adequacy of that model. Studden(1982) and Lau(l 988) 
used a technique involving canonical moments to find robust D-optimal designs for the 
same problem as Stigler. Cook and Nachtsheim(1982) developed a new design criterion 
that generalizes linear optimality to a situation in which, a priori, the exact form of the 
regression model need not to be known. 
In designing an optimal experiment to estimate a nonlinear combination of coefficients 
of a linear model, or, in general, in designing experiments for nonlinear models, the 
efficiency of a design depends on the values of the unknown parameters. A common 
approach for handling this difficulty is to design the experiment to be optimal for a best 
guess of the parameter values. Chernoff (1953) tenned this approach "locally optimal" 
design. A natural generalization is to use a prior distribution on the unknown parameters 
rather than a single guess. But it may happen that there are several plausible prior 
distributions. DasGupta and Studden in a Purdue University technical report considered 
several optimal robust criteria in normal linear models. They formulated uncertainty of the 
prior in terms of having a family of priors in place of a single prior. They used a family of 
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conjugate priors and a family of priors induced by a metric on the space of nonnegative 
measures. 
Motivated by the model robust criteria in the papers mentioned above, we present 
new criteria which quantify robustness in the case of several plausible prior distributions. 
In this paper we assume one prior is more plausible than the others. We suggest three new 
criteria for this case. We apply the criteria to the problem of estimating the turning point of 
a quadratic regression. Section 2 briefly reviews Bayesian optimal design theory. Section 
3 gives three new criteria. Section 4 illustrates application of the criteria to the nonlinear 
problem of estimating the turning point of a quadratic regression. 
2. BAYESIAN OPTIMAL DESIGN THEORY 
Consider the following experimental design problem : · 
Suppose y is a random variable with density function p(yl 8,x) depending on parameters 9T 
= (81 , ••• ,8p) and design variable x. The design variable is restricted to an experimental 
region X. The experimental design problem is to choose N values of x e X with the goal 
of estimating functions of 8. Denote the observed variables as yT=(yt,···,YN) and the 
design variables as xT=(x1, ••• ,xN). Denote the prior distribution for 8 as A(8) with density 
6(8). 
The appropriate Bayesian analysis for estimating 8 constructs the exact posterior 
distribution which has density proportional to p(yl 8,x)6(8). For most realistic models 
computation of the exact posterior distribution is intractable and asymptotic approximations 
are used. Under easily satisfied assumptions the posterior distribution of 8 is 
approximately a multivariate normal distribution (Berger, 1985, p. 224) with mean the 
maximum likelihood estimate, 8. The variance-covariance matrix is the inverse of the 
observed Fisher information matrix, i.e., 
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V(8) = l(8,11r1 
where [I(8,11)]ij = - ( a
2 
log(p(yl8,x)) L,,o 
d8i08j ,-
= - ~ ( a2 1og(p(y1a,x;>> L_n 
i= 1 aeiae j J-
For convenience, we expand the definition of a design to include any probability 
measure 11 on X. We define the normalized infonnation matrix 1(8,11) by 
c1c0,11>1ij = - fl( a2 1og(p(y1a,x» L~& 11<dx> JI aeiaej J 
For any function of the parameters, g(8), define the loss function for estimating 
g(8) with gas L(g, g(8)). Posterior expected loss can be approximated using the above 
approximate distribution of 8. Here, we take as our loss function the usual squared error 
los~ L(g, g(8))=(g-g(8)}2. In this case, the usual criterion for choosing an optimal design 
corresponds to the approximate expected posterior variance of g(8). If several functions of 
8 are of interest, Chaloner and Larntz (1989) suggest a more general form of the criterion 
using the expected weighted trace of the product of a symmetric matrix and the inverse of 
the information matrix. The criterion is 
I I 
where B(8) = B2(8) B2(8? is a symmetric p by p matrix and I is the Fisher infonnation 
matrix. For a measure Tl for which 1(8,11) is singular for a 8 value with non-zero prior 
probability we define cl>(Tt) to be 00• Specifically if interest centers on k functions, 
g1 (8), ... ,gk(8), then 
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ag1(8) ag2(8) c)gk(8) 
a01 d81 ae1 
dg1(8) dg2(8) c)gk(8) 
l 
B 2(8) = ae2 ae2 d82 
ag1(8) dg2(8) dgk(8) 
d8p d8p aep 
H linear combinations of the 8i are of interest then B(8) does not depend on 8 and is a 
matrix of fixed values. H non-linear combinations of the 8i's are of interest then B(8) has 
entries which are functions of 8. An optimal design is a design measure 11 which 
minimizes «i,(11). 
3. ROBUST BAYESIAN DESIGN CRITERIA 
Consider the general Bayesian design problem with A, the prior distribution for the 
parameter 8. We now want to consider having several (n, say) possible prior distributions 
for 8. Denote these by Ai, i=l, ... ,n. For each prior distribution, let <l>(TlAV denote a 
certain function of interest for design 11 evaluated for prior Ai. The goal is to minimize 
c!l(11AV over 11· 
Definition 3.1 
We call 11* a B-optimal design for the prior A if 11* minimizes <1>(11,A) among all 
designs 11· 
To assess the relative worth of a design 11 for prior A, we use the efficiency. 
Definition 3.2 
The efficiency of a design 11 with respect to prior A is defined by 
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nyfi c!>(x;,A) 4>(11* A) 
Eff(11,A) = ------ - ------
4>(11,A) 4>(11,A) 
where 11* is a B-optimal design for prior A. 
Assume that among several possible priors one is considered more plausible than the 
others. If we denote the more plausible prior as Ai and the others as A21, ... , A2n, we 
may want to find a design that minimizes cl>(11Ai) subject to cl>(11,A2i), ... , cl>(11A2n) 
being not too big. We call Ai the "major prior" and A2={A2i, ... , A20 } the "set of minor 
priors." 
For the above situation, we define three criteria for robust Bayesian optimal designs 
in the following manner. 
Definition 3.3 
110 is a k-restricted Bi-optimal design for major prior Ai against the set of minor priors 
A2={A21, ... , A2nl if 110 minimizes cl>(11,A1) among all designs 11 satisfying 
for given k ~1. 
Bi-optimal design restricts the choice of optimal design for the major prior to those designs 
for which each minor prior has criterion value less than k times the criterion value for the 
major prior. DasGupta and Studden in their Purdue University technical report mentioned 
this criterion. Also Stigler(1971) used a frequentist version of this criterion to construct 
designs robust to the degree of a polynomial regression. 
If c1>(11,A2i)'s are generally small compared to cl>(11A1), then for a small k > 1, many 
designs satisfy the condition. So the Bi-optimal design may not differ much from the B-
optimal design and hence may not be robust Note that fork large enough, the Bi-optimal 
design will be the same as the B-optimal design since the criterion becomes increasingly 
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less restrictive as k increases. For this reason we may want to define robust optimal design 
in terms of efficiency directly. 
Definition 3.4 
ti is at-restricted B2-optimal design for major prior A1 against the set of minor priors 
A2={A21, •.. , A2nl if if minimizes 4>(11A1) among all designs 11 satisfying 
min Eff(T1,A2i) ~ t Eff(T1,A1) for given t e (0,1). 
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B2-optimal design restricts the choice of optimal design for the major prior to those designs 
having efficiency for each minor prior at least t times the efficiency of the design for the 
major prior. An alternative criterion put restrictions on the absolute efficiency. 
Definition 3.5 
Tl is an s-restricted B3-optimal design for major prior A1 against the set of minor priors 
A2={A21, ... , A2nl if Tl minimizes 4l(T1,A1) among all designs Tl satisfying 
min Eff(Tt,A2i) ~ s for givens e (0,1). 
1 
B3-optimality requires that the efficiency of the design be at least s for all minor priors. 
4. EXAMPLE: TURNING POINT PROBLEM 
4.1 Introduction 
This section presents results on finding various B-optimal designs for estimating the 
turning point of a quadratic regression. The model under consideration is quadratic 
regression where observations Yi are taken at design points Xi. The observations are such 
that 
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where 13 = (Po, 131, 132) are unknown coefficients and the chance errors ei are assumed 
independent, normally distributed with mean zero and variance er. The purpose of the 
experiment is to estimate the turning point 
P1 
y= - 2f32 , 
the value of x at which the expected value of y is a maximum if fu is negative, or is a 
minimum if 132 is positive. Consider collecting obseIVations Yl, ... , YN corresponding to N 
chosen levels x1 ~ x2 ~---~ XN of x. Suppose the x's must be in the finite interval [a, b]. 
Without loss of generality we may restrict the Xi to be in the interval [-1, l]. Given N, our 
problem is to select the design x =(xi, ... , xN), Xie [-1, 1] for i = 1 ... N. The B-optimal 
design depends on f3o, 132 and "f only through the first two moments of distribution of y. 
For convenience, we summarize the prior for y as the vector, A= (E(y), Var(y)). Suppose 
E(y)=m and var(y)=v which are known. That is, 
A= ( m, V ). 
For large sample size, the expected posterior variance of y is proportional to 
<1>(11,A) = Ey(tr B(y) l(8,11r1) 
where B(y) =( ~ 
From Mandal (1978), 
where 
. _ 2Xi-X1-XN 
Zi - XN-Xl 
N N 
, 1 ~ ,; 1 ~ , r Xt+XN XN-Xt µ.. = N ~ Z 1 , µr = N /,J (Zi- µ1) , C = 2 , d = 2 . i=l 1=1 
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For the special case of the prior centered at 0, i.e. m=O, the B-optimal design is given by 
Manda! (1978). 
Theorem 4.1 (Manda!) 
A B-optimal design for A = ( 0, v ) is 
-1 
Xi= 0 
1 
where ~· = { 1+2cv·1+4r~1-i 
with proportion 
with proportion 
with proportion 
For further details on the B-optimal design, see Chaloner(i 989). 
µ2* 
2 
~ 
2 
Using theorem 4.1, we find B1-, B2- and B3-optimal designs analytically for certain 
restriction values k, s and t for the turning point problem with the major prior having mean 
at the center of the design region. 
4.2 Bi-optimal design 
First we note that if a restricted value k is large enough, the Bi-optimal design 
coincides with the B-optimal design. Specifically if k ~ k*, 
k* tf>(Tt1 * A2i) =mµ 
1 tf>(Tti * 41) 
where 111 * is the B-optimal design for prior distribution Ai, then the k-restricted 
Bi-optimal design is the B-optimal design. For smaller values of k, we can determine the 
Bi-optimal design analytically if the major prior has mean O and k > le, 
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1 + 4 m3x (V2i + m2?) 
le= I 
1+ 4vi 
Specifically, fork ~ 1 and le < k < k*, a k-res~cted Bi-optimal design is 
_, 
-1 with proportion Hi. 
2 
Xi= 0 with proportion 1- iii 
-· 1 with proportion ~2 
where il2 = 1 - 4 {kv1 - m~ (V2i + m2hl/(l-k). 
1 
Note that the design has only 3 support points and is symmetric. 
Example: To illustrate the robustness of Bi-optimal design, consider the following 
example. We have four priors, each with mean 0, but with variances 0.03, 0.07, 0.15 and 
0.9, respectively. Figure 1 graphs the efficiencies of various Bi-optimal designs and 
compares them to the B-optimal design for major priors with variances 0.03, 0.07 and 
0.15. Looking at Figure l(a), note that the B-optimal design forv1=0.03 has efficiency 
less than 80% when the true variance is 0.9. In contrast the Bi-optimal design with 
k=8.50 has efficiency 93.5% for variance 0.9 while maintaining efficiency 96.0% when 
Vt =0.03. The efficiencies for variances 0.07 and 0.15 are virtually 100%. For major prior 
v1=0.9, the Bi-optimal design is same as the B-optimal design for all values of k. Note 
that the gain from using the Bi-optimal design is smaller when the major prior is v1=0.07 
and vi =0.15. Nonetheless the efficiencies are less extreme across the range of prior 
distributions than the unrestricted B-optimal designs. 
4.3 B2-optimal design 
When tis small, the B2-optimal design is the same as the B-optimal design. 
Specifically if O <ts t*, 
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• 
t* = min Eff (111 * ,A2i) 1 
where 11j * are B-optimal designs for prior distribution Aj then the B-optimal design is also 
the t-restricted B2-optimal design. When the major prior has mean O a B2-optimal design 
can be found analytically for t-values greater than t* and satisfying a certain condition. 
We first give some notation. For a fixed value oft, Bi is defined as 
Bi = rt 4>(112i * A2J . 
4>(111 * ,A 1) 
And for a minor prior A2i, fi(d) is a function of d defined as 
For a fixed value oft, we define sets of minor priors as following : 
'2 = {A21, ... , A2n} 
D(t) ={A2il V2i + m2? > V1 }, E(t) ={A2il V2i + m2? S V1} 
So D(t) u E(t) = n. 
D1(t) ={A2il t e (t*, t2i*) and A2i e D(t) } 
D2(t) ={A2il t e (t2i*, t3i*) and A2i e D(t) } 
E1(t) ={A2il t e (t*, tH*) and A2i e E(t) } 
Eit) ={A2il t e (t3i*, t2i*) and A2i e E(t) } 
E3(t) ={A2il t e (tH*, t3i*) and A2i e E(t) } 
We also define fn an4 fE as 
fn =:= ini.n> fi(l), fE =: m.,ax fi(l) 
1e ll~ 1e ll~) 
where I(D2) ={ i I A2i e D2(t)} and l(E2)={ i I A2i e Ei(t)}. 
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Using the above notation we consider following cases: 
(I) D1 (t) u E1 (t) u D2(t) u E3(t) = n and D2(t) ¢ ct> 
(Il) D1 (t) u E1 (t) u D2(t) u E2(t) u E3(t) = n, D2(t) ¢ cl> and E2(t) ¢ cl>, 
fo > fE, and ~* > fn 
(Ill) D1 (t) u E1 (t) u E2(t) u E3(t) = n and E2(t) ¢ q,, 
(IV) D1 (t) U E1 (t) U D2(t) U :Ei(t) U E3(t) = n, D2(t) ¢ cl> and E2(t) ¢ cl>, 
fn> fE, and µi* < fE 
where µi* = { 1 +2(v1-1+4r½ }-1 • 
Then for case I and case Il, a B2-optimal design is 
-1 with proportion fn T 
Xi= 0 with proportion 1 - fn 
1 with proportion _fu_ 2 . 
For case m and case IV, a B2-optimal design is 
-1 with proportion fE T 
Xi= 0 with proportion 1 - fE 
1 with proportion fE 2 . 
Again the B2-optimal design is a three point design. Figure 2 presents efficiencies for B2-
optimal design in the same manner as Figure 1 does for B1-optimal designs. Note that for 
B2-optimality, analytic results are available when the major prior has v1=0.9. Again note 
the robustness of the final design when Vt =0.03. Similar compromise robust designs are 
also available when v1=0.9. The robustness gains when vi=0.07 or vi=0.15 are smaller 
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than the gains when the major prior is more extreme, but, as before, the efficiencies are less 
extreme for the robust designs. 
4.4 B3-optimal design 
If the restriction s is small enough, s S s*, 
where 112i* and 111 * are B-optimal designs for prior distribution Aii and A1 respectively, 
then the s-restricted B3-optimal design is identical to the B-optimal design. Also, for a 
range of s values, analytic results for B3-optimal design may be found if the major prior 
mean is 0. Denote 
Then ifs*< s < min{s, 1} where 
and 
the B3-optimal design is given by one of two cases. 
Case 1: 
then an s-restricted B3-optimal design is 
13 
Xj= 
Case 2: 
If {1+2(v(1+4r~r1 < 2-l + min [(2Air1 [l+{(Ai -l}2-l6Ai(V2i + m2h }~]] 
1 
then an s-restricted B3-optimal design is 
Note that if s > s* then 
{ 1+2(v1-1+4)-\}-1 ¢ 2-1 + min [(2Ai)-1 [l+{ (Ai -1)2-16Ai(V2i + m2i2)} ¼J]. 
1 
Figure 3 illustrates the robustness of the B3-optimal design for the same cases we used to 
illustrate B 1- and B2-optimality. For this criterion gains, in the sense of robustness of 
design, are substantial for all four major priors. 
4.5 Numerical Results for Other Priors 
When the mean of the major prior is not at the center of the design region, analytic 
results are intractable and finding an optimal design becomes a problem in numerical 
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optimization. Chaloner and Larntz(1989) have found the Nelder and Mead(1965) version 
of the simplex algorithm effective for these problems. This is an unconstrained 
optimization method and we transform our problem to satisfy this. For simplicity, we 
assume that there are only two possible priors. With two priors, we consider four cases ; 
I) Both major prior ( or prior 1) and minor prior ( or prior 2) are certain, i.e., have small 
variances. 
m Major prior is certain (small variance) but minor prior is not (large variance). 
III) Major prior is not certain but minor prior is certain. 
IV) Neither major prior nor minor prior is certain. 
Corresponding to the above four cases, we take priors as follows in our examples. 
a) A 1 = ( -0.2, 0.07) A2 = ( 0.5, 0.07) 
b) A1 = (-0.2, 0.07) 
c) A1 = (-0.2, 0.3) 
d) A1 = (-0.2, 0.3) 
A2 = ( 0.5, 0.3) 
A2 = ( 0.5, 0.07) 
A2 = ( 0.5, 0.3) 
Figures 4, 5 and 6 illustrate the robustness of B1-, B2- and B3-optimal designs based on · 
numerical optimization for these four pairs of priors. Note that in all cases the new criteria 
yield designs with less extreme efficiencies compared to those for the B-optimal design. 
5. DISCUSSION 
The criteria given in section 3 are applicable to any problem with any set of priors. Finding 
optimal designs for any of the criteria will typically require numerical methods, but with 
today's desktop workstations that is not a problem. The results for the turning point 
problem illustrate that B1-, B2- and B3-optimal designs are compromises which maintain 
reasonably high overall efficiency across a range of priors. We are currently applying these 
criteria to other problems, specifically linear logistic regression and nonlinear regression. 
15 
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Fig 1. Efficiencies of Bi-optimal designs compared to B-optimal designs based on analytic 
results for priors A=(O, 0.03), A=(O, 0.07), A=(O, 0.15) and A=(O, 0.90) with major prior 
taken to be (a) A1=(0, 0.03), (b) A1=(0, 0.07) and (c) A1={0, 0.15). 
19 
(a) 
1.0 
0.9 
0.8 
*
- ~-~•-.:.::_ ==-:.=-;*~ 
_..,.,.. ... • ---- ------ * -
--~ * -- - - * -........;: -........ 
 -- ----- ·~······ - - - - - ' ......... --........ .. 
* -- ··········· --* , ' , ........_ ........_ ::-- * t-0 99 
······· ' ' ---... - . 
.... •. ',... ', ...... * t=0.95 
. ... ... ..... 
.. ... ..... 0 
·····... ... ... ... * t=0.9 
.. ... 
.. ... 
····... * t=0.85 
.. 
···-.. : t=0.80 
B 
0.7 
0.03 0.07 0.15 0.9 
True Prior Variance 
(b) 
1.0 
0.9 
0.8 
0.7 
0.03 0.07 0.15 0.9 
True Prior Variance 
20 
1.0 
s 0.9 
C 
Q.) 
·-(.) 
c+: 4-4 
tIJ 0.8 
0.7 
1.0 
0.9 
0.8 
0.7 
(c) 
0.03 0.07 0.15 0.9 
True Prior Variance 
(d) 
* - - - - - - - - -:-.::-= • --~.::.··-········· * B 0 92 --- ············ - ······· * t-
-- - - ... * ·········· * -- -- .... .... - . 
---- ······ ------ -... * t-0 99 *-- -······· - . 
*/* 
* 
0.03 0.07 0.15 0.9 
True Prior Variance 
Fig 2. Efficiencies of B2-optimal designs compared to B-optimal designs based on analytic 
results for priors A=(0, 0.03), A=(0, 0.07), A=(0, 0.15) and A=(0, 0.90) with major prior 
taken to be (a) A1=(0, 0.03), (b) A1=(0, 0.07), (c) A1=(0, 0.15) and (d) A1=(0, 0.90). 
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Fig 3. Efficiencies of B3-optimal designs compared to B-optimal designs based on analytic 
results for priors A=(O, 0.03), A=(O, 0.07), A=(O, 0.15) and A=(O, 0.90) with major prior 
taken to be (a) A1=(0, 0.03), (b) A1=(0, 0.07), (c) A1=(0, 0.15) and (d) A1=(0, 0.90). 
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Fig 4. Efficiencies of Bi-optimal designs compared to B-optimal designs based on numerical 
results for designs with priors (a) &1=(-0.2, 0.07) &2=(0.5, 0.07), (b) ~1=(-0.2, 0.07) 
~2=(0.5, 0.3), (c) &1=(-0.2, 0.3) ~2=(0.5, 0.07) and {d} &1=(-0.2, 0.3) ~2=(0.5, 0.3). 
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Fig 5. Efficiencies of B2-optimal designs compared to B-optimal designs based on numerical 
results for designs with priors (a) Ai=(-0.2, 0.07) A2=(0.5, 0.07), (b) Ai=(-0.2, 0.07) 
~2=(0.5, 0.3), (c) Ai=(-0.2, 0.3) A2=(0.5, 0.07) and (d) Ai=(-0.2, 0.3) A2=(0.5, 0.3). 
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Fig 6. Efficiencies of B3-optimal designs compared to B-optimal designs based on numerical 
results for designs with priors (a) Ai=(-0.2, 0.07) A2=(0.5, 0.07), (b) A1=(-0.2, 0.07) 
A2=(0.5, 0.3), (c) Ai=(-0.2, 0.3) A2=(0.5, 0.07) and (d) Ai=(-0.2, 0.3) A2=(0.5, 0.3). 
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