Abstract Some of the potentially most destructive effects of severe space weather storms are caused by the geomagnetically induced currents. Geomagnetically induced currents (GICs) can cause failures of electric transformers and result in widespread blackouts. GICs are induced by the time variability of the magnetic field and are closely related to the time derivative of the local magnetic field perturbation. Predicting dB∕dt is rather challenging, since the local magnetic perturbations and their time derivatives are both highly fluctuating quantities, especially during geomagnetic storms. The currently available first principles-based and empirical models cannot predict the detailed minute-scale or even faster time variation of the local magnetic field. On the other hand, Pulkkinen et al. (2013) demonstrated recently that several models can predict with positive skill scores whether the horizontal component of dB∕dt at a given magnetometer station will exceed some threshold value in a 20 min time interval. In this paper we investigate if one can improve the efficiency of the prediction further. We find that the Space Weather Modeling Framework, the best performing among the five models compared by Pulkkinen et al. (2013) , shows significantly better skill scores in predicting the magnetic perturbation than predicting its time derivative, especially for large deviations. We also find that there is a strong correlation between the magnitude of dB∕dt and the magnitude of the horizontal magnetic perturbation itself. Combining these two results one can devise an algorithm that gives better skill scores for predicting dB∕dt exceeding various thresholds in 20 min time intervals than the direct approach.
Introduction
Geomagnetically induced currents (GICs) were recognized as a major hazard for high-voltage electric systems, such as power lines and transformers [Boteler et al., 1998; Pirjola, 2005; North American Electric Reliability Corporation GMD Task Force, 2012] . The National Research Council [2008] warned about worst-case scenarios that can result in widespread and long-lasting power outages in North America due to a loss of a large number of high-voltage power transformers. The potential economical losses may reach or even exceed the impacts caused by a major hurricane.
The Space Weather Prediction Center (SWPC) of the National Oceanic and Aeronautic Agency develops and provides forecasting products that can be used to mitigate the various harmful effects of space weather. Recently, SWPC expressed interest in predicting the time derivative of the local magnetic field perturbations dB∕dt [Pulkkinen et al., 2013] . The dB∕dt quantity is closely related to GICs, which is one of the most important quantities for the end users of SWPC. At the request of SWPC, the Community Coordinated Modeling Center (CCMC) has evaluated the predictive capabilities of several physics-based and empirical models for several geomagnetic events [Pulkkinen et al., 2013] . The evaluation is based on the success of the models predicting if the horizontal component of the time derivative of the local magnetic field (dB∕dt) H exceeds some preset threshold values in a given time period. Several models, including the Space Weather Modeling Framework (SWMF) [Tóth et al., 2005 [Tóth et al., , 2012 , achieved consistently positive (better than random) skill scores for the majority of events and magnetometer stations.
In this paper, we investigate if there is a way to further improve the efficiency of the SWMF predictions, which were the best among the models compared in the SWPC study. First, we check how well the SWMF can predict the horizontal component of the magnetic perturbation dB H , as opposed to its time derivative. Second, we establish that there is a surprisingly strong correlation between the magnitude of dB H and (dB∕dt) H . The correlation coefficient is around 0.8 for 10 min or longer time periods. Finally, we use this correlation to predict (dB∕dt) H indirectly, as opposed to a direct approximation. One may regard this approach as a combination of the first principles-based and empirical modeling. The first principles-based model TÓTH ET AL. ©2014 . American Geophysical Union. All Rights Reserved.
Section 2 gives a brief summary of the CCMC study, including the investigated events and magnetometer stations. Section 3 describes the numerical models and parameters used from the SWMF. Section 4 demonstrates the new algorithm for a particular storm and station. Section 5 presents the results for all events and stations and compares the new indirect method with the direct approach. We also investigate various options for optimizing the new algorithm. Section 6 analyzes the effects of time discretization on the results. We conclude the paper with a summary of the results and a discussion of further directions.
The SWPC Challenge
The SWPC challenge is described in detail in Pulkkinen et al. [2013] . To keep this paper more self contained, here we briefly summarize the main points. Five models participated in the challenge, three first principles models, among them the SWMF, and two empirical models. Six geomagnetic events were selected to evaluate the models: The events were divided into Δt = 20 min intervals, and for each interval starting at time t the quantity
is calculated, where the n and e subscripts denote the north and east components of the magnetic perturbations. The time derivatives are obtained from the 1 min resolution time series of the measured or modeled B n and B e values. We also define the horizontal magnetic perturbation
where dB denotes the deviation from the quiet time baseline field value for observations [Pulkkinen et al., 2013] The following quantities provide useful information about the predictive value of the model. The probability of detection (POD) is defined as
The maximum POD value is 1 when all intervals exceeding the threshold value are correctly predicted, and the minimum is 0 when none of the crossings are predicted. Note that POD is undefined if A = 0, i.e., there are no observed values above the threshold at all.
The probability of false detection (POF) is defined as
The maximum POF value is 1 when the model predicts values above threshold for all cases when it did not happen in reality, and POF is 0 when the model does not produce any false alarms. Note that the POF is undefined if B = 0, i.e., all time intervals contain observed values above the threshold.
Finally, the Heidke Skill Score provides a single measure of the predictive power of the model:
The 
Space Weather Modeling Framework Settings
Although the overall idea of combining a first principles-based model with an empirical relationship is general, we use the SWMF as the first principles model throughout this paper. This section describes the model settings for the SWMF as used in the SWPC challenge.
The settings were constrained by the following condition set by SWPC: the model has to run at real time speed on a 64-core cluster using state-of-the-art processors and networking. This limited the highest grid resolution to 1∕4 R E and the number of grid cells to about 1 million in the global magnetosphere (GM) model BATS-R-US [Powell et al., 1999; Tóth et al., 2012] . The GM component was coupled with the inner magnetosphere model RCM [Wolf et al., 1982; Toffoletto et al., 2003] and the ionosphere electrodynamics (IE) model RIM . Having an inner magnetosphere model is important to produce a realistic pressure and corresponding ring current during geomagnetically disturbed times [De Zeeuw et al., 2004] .
The inner boundary of the global MHD model is at 2.5 R E , therefore, the computational domain does not include the surface of the Earth where the magnetometer stations are located. The inner magnetosphere model RCM does not solve for the MHD field, in fact, it assumes a pure dipole where the magnetic field information is not provided by BATS-R-US. Therefore, the magnetic perturbations at the magnetometer stations are calculated from the currents using Biot-Savart integrals. There are three contributions taken into account: the currents inside the BATS-R-US domain, the field-aligned currents in the gap region between 1 and 2.5 R E radial distance, and the Pedersen and Hall currents in the ionosphere electrodynamics model RIM. We note that the contribution of ground currents is neglected. The details of this procedure are discussed in Yu and Ridley [2008] . Here we use the magnetic perturbations that were calculated by the scripts developed at CCMC to facilitate direct comparison with Pulkkinen et al. [2013] . These scripts calculate the same Biot-Savart integrals as those in the SWMF with some minor differences in the implementation.
Predicting dB∕dt H at the ABK Station for Event 6
We choose the high-latitude ABK magnetometer station for the 5 August 2011 storm as a concrete example that demonstrates the main idea of the paper. We show the observed and the SWMF predicted dB∕dt H values in Figure Figure 2 . Although the agreement between the observed and predicted dB H is not very good, the predictive power of the model is better than it was for dB∕dt H . The H = 23, F = 6, M = 8, and N = 35 values show a slight increase in the number of false alarms and a drastic decrease in the number of misses, which results in POD = 0.74, POF = 0.15, and HSS = 0.6, which is much better than it was for the prediction of dB∕dt H .
We continue with examining the correlation between dB∕dt H and dB H . Figure 3 shows the two quantities plotted against each other on a log-log scale. There is a clear correlation and a roughly linear relationship in the log-log plot. We perform a nonlinear least squares fit using the lmfit function of IDL. The fitting function is a power law (corresponding to straight lines on the log-log plot): TÓTH ET AL.
©2014. American Geophysical Union. All Rights Reserved. where T and P are the free parameters, and E is the error that is minimized in the second norm. The best fit is obtained with T = 255 and P = 1.08. If the power P was exactly 1, we could interpret T as the typical temporal rate of change for dB H measured in seconds. While it is tempting to make a direct connection between T and the periodicity of the 5 min oscillations [Kepko and Spence, 2003 ], a pure 300 s harmonic oscillation dB = K sin(2 t∕300) results in a time derivative K(2π∕300) cos(2πt∕300) so the ratio of maxima over a 20 min interval would be 300∕(2π) ≈ 48 and not 255. In reality, the magnetic field oscillates with a wide range of periods and amplitudes, and the relationship between dB∕dt H and dB H results from the combined effect. Of course, a single example does not constitute any proof that the indirect algorithm is more successful in general than the direct prediction. The following section explores how the two methods compare for all the stations and all the events. 
Predicting dB∕dt H Directly Versus Indirectly
Encouraged by the results shown in the previous section, we now proceed and apply the same algorithm for all events and all magnetometer stations. We start with checking how well the power law fit defined by equation (6) works for other stations. Figure 5 shows the scatterplot for all stations and all events. The power law fit for all stations and all events together gives T = 302 and P = 1.16, which is not very different from the values found for the ABK station. for the least squares fit. We will use this last fit as the purely data-based empirical relationship between dB H and dB∕dt H .
The empirical relationship in equation (7) is purely based on measured quantities and uses the data combined for all the stations except for the low-latitude stations. This means that the empirical relationship is not designed to compensate for some systematic deficiencies of the first principles model. For example, if the model would consistently underestimate dB H , one could reduce the T parameter (and/or increase P) to compensate for it and get a better prediction for dB∕dt H . One could also optimize directly for the skill score instead of using the least squares fit. Finally, one can do these optimizations for each station and To establish some "upper limit" on the predictive power of the new algorithm, we optimize the T and P parameters to find the best average Heidke Skill Score (HSS) for various groups of stations. The average is taken over all thresholds and events. Although one could push the optimization even further and optimize for each threshold and station separately, we do not pursue that. We use the amoeba procedure of IDL to find the optimum P and T values for each station group. The results are shown in Table 2 . There is substantial variation from one station group to another. The T parameters lie in a relatively narrow range from 229 to 327 not very different from the values obtained with the least squares fits to the measurements (Table 1) . On the other hand, the exponents are above 2 for the low-latitude and midlatitude station groups, while none of the data-based exponents are above 1.34 in Table 1 . This means that the optimization process is now compensating for some of the systematic errors in the model-predicted dB H .
Figures 6-9 show the event-averaged skill scores as a function of the four different dB∕dt H thresholds for the four different station groups, respectively. The indirect method based on the simulated dB H and the HSS-optimized power law formula (blue lines) consistently outperforms the direct method based on the simulated dB∕dt H (green lines). Using the same data-based power law fit given by equation (7) also produces superior results (red lines) compared to the direct method except for the smallest threshold dB∕dt = 0.3 nT/s at the low-latitude and midlatitude stations. For the high and very high latitude stations the red and blue lines are quite close to each other, since the optimized and data-based fits are relatively close to each other.
Time Resolution Issues
It is important to investigate how much the time derivative is affected by the 1 min time resolution of the observations and the simulations. Another important question is how much the length of the time intervals, chosen to be Δt = 20 min so far and used in equations (1) and (2), actually matters. This section examines these problems in some detail.
Time Resolution of the Data
Since the magnetic field varies quite fast, one may worry if the time derivative is limited by the time resolution of the data. One way to investigate this is to compare two different numerical estimates for the time derivative. The one used in the CCMC study uses the smallest possible stencil: 
which has twice wider stencil. It is easy to see that dB∕dt i = (dB∕dt i−1∕2 + dB∕dt i+1∕2 )∕2, i.e., dB∕dt i can be regarded as a two-cell-wide smoothing of dB∕dt i+1∕2 . The horizontal time derivative is obtained in both cases
Figure 10 (left) compares dB∕dt H obtained with the two different discretizations for station ABK and the first hour of event 1. The difference is quite significant: The difference formula with the narrower stencil produces many higher peaks. This shows that there is significant power in the Fourier spectrum near and below the 2 min periodicity. Since the prediction metric is based on the highest value of the time derivative within an interval, the definition of the time derivative really matters. Figure 10 (right) compares the maximum value of the two curves within a 20 min wide sliding box for the whole event. This approximately represents the function that we are trying to predict. Note that there is a significant difference in the amplitudes. Quantitatively, the average of the 20 min peak amplitudes are 2.96 nT/s and 2.24 nT/s for the narrow and wide stencil discretizations, respectively, so the difference is almost 25%.
Let us repeat a similar analysis for the perturbation dB H itself. Figure 11 ( of event 1. The two curves are quite close to each other even at the local maxima. Figure 11 (right) compares the maxima within a 20 min wide sliding interval for the whole event. Again, the 1 min time series and the 2 min average values produce very similar curves. The average of the 20 min peak values are 653 nT and 638 nT, respectively, so the difference is about 2.3% only.
We may conclude that the 1 min time resolution is only marginally sufficient to measure the actual dB∕dt H , and the true maxima are likely to be significantly larger than what is obtained from the finite differences of the 1 min series, even if one uses the narrowest possible stencil. On the other hand, the variation of dB H itself is reasonably well captured by the 1 min time resolution.
To check the robustness of the results presented in this paper (as well as in Pulkkinen et al. [2013] ), we redid the calculations using the wide stencil discretization of dB∕dt H . There are some variations in the individual correlation coefficients, power law fits, and skill scores. In particular, the optimal power law fit changes from the one shown in equation (7) to (dB H ∕379) 1.14 . The increased scaling constant (379 instead of 292) accounts for the reduced peak amplitudes of dB∕dt H due to the wider discretization stencil, on the other hand the (8) and (9), respectively. (left) The 1 min time series for the first hour and (right) the maximum value within a sliding 20 min wide interval for the whole event. exponent (1.14) remained the same. Overall, the skill scores do not depend too sensitively whether we use a 1 or 2 min time resolution to obtain dB∕dt H .
Width of the Time Intervals
The width of the time interval Δt clearly has an effect on predictability. Up to this point we used Δt = 20 min for the sake of consistency with Pulkkinen et al. [2013] . This value is more or less the longest that still makes practical sense, because the simulation based on the kinetically propagated L1 solar wind measurement can only be about 1 h (or less, depending on the solar wind speed as well as the data processing time) ahead of real time. Reducing Δt to smaller values is limited by the time resolution of the predicted magnetic field perturbations (currently set to 1 min), but more importantly, it is limited by the predictive skills of the model. While our model is reasonably successful predicting that dB∕dt H will exceed some threshold within the next 20 min, it is unlikely that it would be successful in predicting the next 5 min or even shorter periods. Neither the direct approach nor the indirect approach (through the correlation with dB H ) are likely to work well for a short time scale, because dB∕dt H is a highly fluctuating quantity as it was shown in the previous subsection.
First, let us examine the correlation between dB∕dt H and dB H defined in equations (1) and (2) for various values of Δt. We exclude the low-latitude stations as they have the worst correlation and only use the remaining nine stations that were also used to obtain the relationship in equation (7). The time derivative is obtained with the narrow stencil discretization (8), and the magnetic perturbation is interpolated (averaged) to the corresponding time values t i+1∕2 . For the sake of good statistics we use 48 h of observations for all five events, altogether 10 days. The correlation coefficients are 0. 86, 0.83, 0.81, 0.79, 0.75, 0.72, and 0.65 for Δt = 40, 20, 10, 5, 2, 1, and 0 min, respectively. The Δt = 0 setting means that we use the time 
Conclusion
The main findings of the paper are the following:
1. The SWMF can predict dB H better than dB∕dt H . 2. There is a strong correlation between the observed dB H and dB∕dt H . 3. Using the simulated dB H and the power law formulas, one can improve the skill scores of predicting dB∕dt H significantly.
The first finding is not very surprising, as it is usually easier to predict a quantity than its time derivative with a first principles-based model. The second finding is also not unexpected as long as there is a typical time scale for the variations of the magnetic perturbations. On the other hand, the strength of the correlation and the goodness of the power law fits are not self evident. The third finding is based on the previous two, but it does not follow. If the dB H was only slightly better predicted than the dB∕dt H or the correlation was weaker, the new algorithm would not improve the skill scores over the direct approach.
Ultimately, a very good first principles model should produce accurate predictions for dB∕dt H , and the direct method should become optimal. With the currently available models, however, using an empirical power law function of the simulated dB H provides better skill scores. The improvement is significant enough to be valuable in practice.
Here we did not try to push the combined first principles method and empirical relationship to its limits, although in section 5 we compared the purely data-based empirical relationship (equation (7)) with generic power laws (equation (6)) that were optimized for the largest average skill score for various groups of magnetometer stations. As fully expected, the HSS-optimized power law fits give better skill scores than the data-based fit, but the difference is not huge for the majority of stations and thresholds. This suggests that the empirical relationship helps because the first principles model is inherently better in predicting dB H than dB∕dt H and not because the empirical relationship fixes some systematic error in the model. In fact, we tried to use a power law of the simulated dB∕dt H as a proxy for the predicted dB∕dt ′ H and optimize for the average HSS. Although there was some slight improvement in the skill scores, it was much less than those shown by the method based on dB H .
We also found that the 1 min time resolution of the observed data may be insufficient to accurately estimate the true value of dB∕dt H , on the other hand this sampling rate seems to be adequate to estimate dB H . While dB∕dt H itself changes significantly depending on the time resolution, the overall trends of our results are not too sensitive on how dB∕dt H is calculated. One may be able to calibrate the indirect method to match the dB∕dt H observed with finer time resolution. In practice, one is interested in the geomagnetically induced currents that have a nontrivial dependency on dB∕dt H . Again, combining the simulated dB H with an empirical relationship between the observed dB H and GIC amplitudes may be more successful than a direct simulation of GICs.
Finally, we examined the effects of varying the length of the time interval Δt. We found that the prediction skill scores vary monotonically with Δt as expected, i.e., the longer the time interval, the better the prediction can get. We also found that the superiority of the indirect approach over the direct approach is not sensitive to the value of Δt.
