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ABSTRACT
Applied Inventory Management: New Approaches to
Age-Old Problems
Charles R. Daniel Guetta
Supply chain management is one of the fundamental topics in the field of operations research, and
a vast literature exists on the subject. Many recent developments in the field are rapidly narrowing
the gap between the systems handled in the literature and the real-life problems companies need
to solve on a day-to-day basis. However, there are certain features often observed in real-world
systems that elude even these most recent developments. In this thesis, we consider a number
of these features, and propose some new heuristics together with methodologies to evaluate their
performance.
In Chapter 2, we consider a general two-echelon distribution system consisting of a depot and
multiple sales outlets which face random demands for a given item. The replenishment process
consists of two stages: the depot procures the item from an outside supplier, while the retailers’
inventories are replenished by shipments from the depot. Both of the replenishment stages are
associated with a given facility-specific leadtime. The depot as well as the retailers face a limited
inventory capacity. We propose a heuristic for this class of dynamic programming models to obtain
an upper bound on optimal costs, together with a new approach to generate lower bounds based on
Lagrangian relaxation. We report on an extensive numerical study with close to 14,000 instances
which evaluates the accuracy of the lower bound and the optimality gap of the various heuristic
policies. Our study reveals that our policy performs exceedingly well almost across the entire
parameter spectrum.
In Chapter 3, we extend the model above to deal with distribution systems involving several
items. In this setting, two interdependencies can arise between items that considerably complicate
the problem. First, shared storage capacity at each of the retail outlets results in a trade-off between
items; ordering more of one item means less space is available for another. Second, economies of
scope can occur in the order costs if several items can be ordered from a single supplier, incurring
only one fixed cost. To our knowledge, our approach is the first that has been proposed to handle
such complex, multi-echelon, multi-item systems. We propose a heuristic for this class of dynamic
programming models, to obtain an upper bound on optimal costs, together with an approach to
generate lower bounds. We report on an extensive numerical study with close to 1,200 instances
that reveals our heuristic performs excellently across the entire parameter spectrum.
In Chapter 4, we consider a periodic-review stochastic inventory control system consisting of
a single retailer which faces random demands for a given item, and in which demand forecasts
are dynamically updated (for example, new information observed in one period may affect our
beliefs about demand distributions in future periods). Replenishment orders are subject to fixed
and variable costs. A number of heuristics exist to deal with such systems, but to our knowledge,
no general approach exists to find lower bounds on optimal costs therein. We develop a general
approach for finding lower bounds on the cost of such systems using an information relaxation. We
test our approach in a model with advance demand information, and obtain good lower bounds
over a range of problem parameters.
Finally, in Appendix A, we begin to tackle the problem of using these methods in real supply
chain systems. We were able to obtain data from a luxury goods manufacturer to inspire our
study. Unfortunately, the methods we developed in earlier chapters were not directly applicable to
these data. Instead, we developed some alternate heuristic methods, and we considered statistical
techniques that might be used to obtain the parameters required for these heuristics from the data
available.
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An Introduction for non-Mathematicians
Rabbi Meir said: Do not look at the flask, but at what it contains, for a new flask
may contain old wine, and an old flask may not contain anything, even new wine!
Ethics of the Fathers, 4:27
Supply chain management is one of the fundamental topics in the field of operations research,
and has been the subject of extensive research (reviewed in subsequent chapters). In this thesis,
we attempt to narrow the fast-decreasing gap between the supply chain models handled in the
literature and the real-life problems companies need to solve on a day-to-day basis.
This material is of crucial importance, and is likely to be of interest to many lacking the
mathematical background required to understand many of the mathematical concepts we will use.
For this reason, in this introduction, we offer an overview of the contents of this thesis that is
conceptually rigorous but uses no more mathematics than may be expected of a graduating high
school senior. In doing so, we hope to make the material more accessible to a broader audience,
but also to highlight some concepts that may get lost in the minutiae of technical details in later
chapters.
We begin with the most basic model of supply chain management. Suppose you own a spacious
store with plenty of space to stockpile excess inventory. Suppose further that you can place orders
from a supplier each morning, and that each order is delivered a day later. You want to place
orders to ensure that you always have enough inventory on hand to satisfy your customers, but you
also don’t want to keep too much of your capital locked up by having too much inventory siting in
your store. If you knew exactly how much of each product customers were going to purchase each
day, your task would be simple – you’d order just enough new inventory each day to fulfil the next
1
day’s demand. This would ensure you always satisfy every customer’s order without ever having
any leftover inventory.
Unfortunately, things are rarely so simple. First off, you may not want to place orders in every
period. In typical retail scenarios, orders have to be placed from wholesalers, and each order incurs
a hefty fixed cost, or at the very least some inconvenience. It is therefore preferable to place a large
order every few days. Second, it is very rare for future demands to be known exactly. Typically,
you’ll know what the demand will be on average, but it may in reality be higher or lower. The
question then arises of how much inventory you should keep on hand in the face of this uncertainty.
The more you keep, the less likely you’ll be to run out, but the more you may be unnecessarily
stockpiling.
Each of these two complications by itself makes the problem difficult to handle. Together,
they make it fiendish. Remarkably, Scarf (1960) first proved that the optimal strategy in this case
(we shall define what we mean by ‘optimal’ later) is remarkably simple. Every day, we review the
amount of inventory we have on hand. If it is above a given ‘lower level’, we do nothing. If however,
it has dropped below this level, then we place an order large enough to bring it up to an ‘upper
level’. Policies of this kind had been appealing to researchers since the 1950s, but it was not until
Scarf (1960)’s paper that it was proven that no policy could perform better (pause a second and
marvel at how astounding this result is – Scarf was able to prove that out of all the infinite number
of policies we could use to manage inventories in this kind of system, none could perform better!)
We will later discuss how to find these ‘upper’ and ‘lower’ levels.
Many hundreds of papers have been written since Scarf’s seminal work, extending and refining
the field of supply chain management. Scarf’s model is relatively simple, and fails to capture many
realities of real supply chain systems observed in industry. Many of these later papers have worked
to include these added complexities. Nevertheless, a large gap still exists between the problems
companies need to solve, and those studied in the supply chain literature. In this thesis, we humbly
attempt to narrow this gap further by considering two complications that are crucial in modelling
many modern supply chains observed in industry today.
The bulk of this thesis, in Chapters 2 and 3, considers a system that is more complex than the
one above in several respects
• The system above assumes that we have a single store that places orders from a supplier.
Many companies today face far more complex supply chain problems, in which orders from a
supplier are first stored at a depot, and only then distributed to individual retail outlets. This
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creates the potential for significant savings, but it also considerably complicates our problem;
as well as deciding how much to order from the supplier, we now need to decide how much to
distribute from the depot to each retail outlet each day. Some retailers may be further from
the depot than others, leading to different shipping costs to each retailer.
• The system above assumes your store is spacious – that we can stockpile as much inventory
as needed. The models we will be considering consider the more realistic situation in which
storage space is limited. This adds additional complications; perhaps we should order more
than required in one period, for example, to ensure we have enough inventory in future
periods.
• The system above implicitly assumes that our store only sells one product. If, however, we
sell two products and capacity constraints are involved, a further complication arises; every
extra unit of one product results in less space for another.
• When multiple products are involved, economies of scope may come into play. We mentioned
above that placing an order is often inconvenient. If we are placing an order for one product
already from a given supplier, it’s likely that adding an additional order for another product
from the same supplier is less inconvenient that it would be if we were placing a completely
new order. Given that various suppliers may supply a different selection of products, this
quickly adds considerable complexity to our problem. (Note that, whilst this complication is
dealt with in the body of this thesis, we will not be discussing it in this introduction).
We will develop a method to cope with such systems, as well as a strategy to show our method
performs excellently.
In Chapter 4, we return to the simple system above, but with an additional complication – we
assume that information observed in one period may affect our knowledge of demands in future
periods. For example, a situation in which if demand is unusually high today, it is likely to also be
unusual tomorrow (whether high or low). Or a situation in which, in each period, we observe some
factors that affect our knowledge of what will happen in the future. It will not yet be obvious why,
but this additional assumption makes our model considerably harder to handle.
In this chapter, we first discuss the solution method for the simple supply chain problem de-
scribed above. We will then discuss the second case described, in which a depot supplies multiple
stores with limited storage capacity. Finally, we shall consider the last case in which new informa-
tion is observed in each period.
3
1.1 The Simple Inventory System
We first consider the simple supply chain system described above, involving a single store with
plentiful storage space. Because there is so much storage space, we can consider each product
separately. We can therefore assume without loss of generality that the store only sells one product,
and solve separate problems for each product.
Note that the material presented in this section is not original to this thesis – we provide it as
background for what is to come.
Our first task will be to formalize what we mean by an ‘optimal’ ordering strategy. As discussed,
there are three possibly conflicting factors we’ll need to consider (1) we don’t want to place orders
too often, (2) we don’t want to run out of inventory at each store, and (3) we don’t want to stockpile
too much inventory. Presumably, an ‘optimal’ strategy will somehow balance these three aims.
The descriptions of these aims are intuitive, but they do not lend themselves to quantitative
analysis – for one, it’s unclear how to weigh them against each other; if we have a choice between
placing an extra order or running out of stock one day, which do we pick?
To solve this problem, we will assign a dollar value to each of these three factors
(1) Every time we place an order from the external supplier, we assume that we incur a cost
$K. This cost may correspond to actual shipping costs, or to a dollar value we assign to the
inconvenience of placing an order.
(2) For every customer that comes to our store and finds that we’ve run out of inventory, we
impose a penalty of $p. Again, this could correspond to actual lost profits, or to a dollar
value we assign to the loss of reputation that arises from turning clients away.
(3) For every extra unit of inventory that hasn’t been used to fulfil demand and remains in our
store overnight, we impose a penalty of $h. This could correspond to the cost of capital that
is tied down in this ‘extra’ inventory.
Our objective is then to minimize the sum of all these costs in each period. By tweaking the three
numbers K, p, and h, we can prioritise each of these three objectives.
Ideally, we would consider a version of this problem which runs forever, and in which we minimize
the average total cost per period. It will be simpler, instead, to consider a problem that runs over
a fixed number of days (we’ll call that number T days), and to minimize the sum of all the costs
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over these days. After those T days are over, any remaining inventory is discarded. By setting T
to a very large number, we can get results almost identical to those in the forever-running case.
We are now ready to describe an algorithm that can be used to solve this problem. We will first
consider a situation in which demands are deterministic (i.e., in which we know exactly what values
demands will take in the future), and then generalize our algorithm to a situation with stochastic
(i.e., random) demands.
1.1.1 Deterministic Demands
To illustrate our algorithm, consider a problem with T = 3 days, so that our aim is to minimize the
total cost that will be incurred running our system over the next three days. To avoid ambiguity,
we’ll always denote days using letters (e.g., day one, day two), inventory quantities using numbers
(e.g., 0, 1, 2), and costs using dollar signs (e.g., $1, $2).1





Suppose we begin at the start of day one with 5 units of inventory, and that we choose to order
3 additional units (for example) from our supplier, to be delivered tomorrow morning. Then the
total cost we seek is given by the sum of the following three costs
• $K, because we’re placing an order.
• $ [h× (5− 4)]; because we started off with 5 units in our system, and we know customers
bought 4 units, we’ll be left with 5 − 4 = 1 units at the end of the first day. We incur a
penalty on the leftover units.
• The total cost in days two and three assuming we start day two with an inventory of 5−4+3 =
4 (because we started the day with 5 units, sold 4, and ordered 3 more to be delivered
tomorrow morning).
1Technically, we are considering a finite-horizon system with stationary parameters, lost sales, a lead time of 1,
and no salvage costs. We assume a discounting factor of 1.
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Assuming we can calculate this third cost (more on that in a second), our problem is solved! All
we need to do is carry out this process for all possible ordering quantities (not just 3, as we did
above), and find the one that gives the lowest cost of all.
All that remains, then, is to deal with the last bullet point. It may seem finding the sum of
costs in days two and three is just as hard as solving the entire problem – surely, therefore, we
haven’t solved anything – we’ve just deferred the issue!
Thankfully, this isn’t quite true. The key observation is that the calculation of all costs in days
two and three is indeed a whole new inventory problem, but it contains one fewer period than our
original problem. Furthermore, we can deal with this problem exactly as above, by summing three
costs, the last of which will itself require the solution of another problem with one fewer period.
Eventually, we will require the solution of a trivial one-period inventory problem.
To illustrate this method, suppose K = $5, p = $10 and h = $1. Let’s find the optimal ordering
quantities each day, and the sum of the minimum resulting costs in days one to three.
For reasons that will become obvious, let’s start with the last day, day three. Clearly, the
optimal number of units to order on day three is always 0, because they won’t arrive till day four
when it’s too late because we discard all remaining inventory. We can therefore construct the
following table
Costs in Day 3











To understand these costs, let’s look at the first row in the table. Since we start with an
inventory of 0 and 3 customers come to our store on the third day, we must charge the backorder
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penalty of p = $10 three times, hence the cost of $30. Considering the last row – we start with an
inventory of 9 and customers buy 3 units, leaving us with 6 units. Thus, we incur the penalty $h
6 times. The remaining rows are obtained similarly.
Let’s now take a step back and build a similar table for day two, where we consider the sum of
costs in days two and three:
Costs in Days Two and Three
Starting Optimal Order Cost Cost Cost
Inventory (Day Two) (Day Two) (Day Three) (Total)
0 3 $15 $0 $15
1 3 $5 $0 $5
2 2 $6 $0 $6
3 1 $7 $0 $7
4 0 $3 $0 $3
5 0 $4 $1 $5
6 0 $5 $2 $7
7 0 $6 $3 $9
8 0 $7 $4 $11
9 0 $8 $5 $13
10 0 $9 $6 $15
These calculations are slightly more involved. Let’s look at the first row; first, take it as given that
in day two, if we start with an inventory of 0, the optimal order size is 3 units (we’ll review this
assumption later). We start off period 2 with an inventory of 0; one customer comes to the store
and tries to buy a unit (recall that the demand in day two is 1), but they leave empty handed.
Thus, we end the period with 0 inventory and incur a penalty of p = $10. Furthermore, we incur a
fixed $5 for the order we’re placing, leading to a total cost of $15 on that day. When we enter day
three, our order of 3 units arrives, and we start day three with an inventory of 3. Consulting the
table above for day three costs, we find that the cost in day three when starting with an inventory
of 3 is $0. Thus, our total cost in days two-three is $15 + $0. To establish that the optimal order
amount in this situation is indeed 3 units, we simply carry out this process for every possible order
quantity, and find that an order quantity of 3 leads to the minimum cost.
Consider, now, the last line, starting period two with 10 units of inventory. Suppose, once again,
that 0 is indeed the correct optimal order quantity. We start day two with 10 units, a customer
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buys 1 unit, and so we end day two with 9 units. This incurs the penalty cost $h, nine times, so
we incur a cost of $9 in day two (we do not, however, incur an order cost). Finally, we enter day
three with an inventory of 9. Consulting the table above for day three costs, we find that the cost
in day three when starting with an inventory of 9 is $6. Again, we determine the optimal order
quantity of 0 by going through this process for every possible order quantity.
We are finally ready to move to day one and consider all costs in days one to three
Costs in Days One, Two and Three
Starting Optimal Order Cost Cost Cost
Inventory (Day One) (Day One) (Days Two and Three) (Total)
3 4 $15 $3 $18
4 4 $5 $3 $8
5 0 $1 $5 $6
6 0 $2 $6 $8
7 0 $3 $7 $10
8 0 $4 $3 $7
9 0 $5 $5 $10
10 0 $6 $7 $13
Once again, consider the first row, and take it for granted that 4 is the optimal order quantity
– we start off with 3 units of inventory. 4 customers turn up – 3 of them have their orders fulfilled,
but the 4th leaves empty handed. We end the day with an inventory of 0, and with a penalty of
p = $10, plus $5 for the order we’re placing. When we enter day two, our order of 4 units arrives.
Consulting the table above for costs in days two-three, we find that the sum of day two and three
costs if we start day two with 4 units of inventory is $3.
We have thus successfully found the optimal cost in periods 1-3 for a number of starting in-
ventories in period 1, together with the optimal ordering quantities in each period – precisely as
required.
For the record, this problem is an example of dynamic programming, and the steps we have
described are a simple example of a backward induction algorithm.
1.1.2 Stochastic Demands
Our treatment above assumes that we know exactly what the demands will be each day. In reality,
of course, this won’t be the case; instead, we are likely to only probabilistically know what the next
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day’s demand will be. Consider, therefore, the same problem as above, but with demands as follows
Day Demand
One 4 units with probability 14 and 3 units with probability
3
4
Two 1 unit with probability 12 and 0 units with probability
1
2
Three 3 units with probability 1
Of course, this is a particularly simple probabilistic structure, which we use to illustrate the concept.
In reality, we can use far more complicated demand distributions to accurately reflect realities on
the ground.
As we did above, suppose we start day one with 5 units of inventory, and that we choose to
order 3 additional units from our supplier to be delivered tomorrow morning. The total cost we
seek is then given by the sum of the following three costs
• $K, because we’re placing an order.
• The following penalty
1
4
[h× (5− 4)] + 3
4
[h× (5− 3)] = 7
4
h
We calculate this penalty as follows: there is a 14 chance that demand will be 4, resulting in
an inventory of 5− 4 at the end of the day, and a penalty of h× (5− 4). Similarly, there is a
3
4 chance of a penalty of h× (5− 3).
• 14 times the total cost in days two and three assuming we start day two with an inventory of
(5− 4 + 3) = 4 units, plus 34 times the total cost in days two and three assuming we start day
two with an economic inventory of (5− 3 + 3) = 5 units.
and as above, we’re done! We simply need to apply the entire process above using this modification.
1.2 A Multi-Echelon System
We now move to the first system we consider in our thesis – our new system differs from the one
discussed above in three fundamental ways. (1) It involves a central depot which places orders
from a supplier and distributes inventory to a number of retailers. (2) The retailers have limited
capacity to store inventory. (3) Multiple products are involved; storing more of one product means
less of another can be carried.
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Reading this description, we might be tempted to apply the backward induction algorithm
described above to this new problem; simply start from the last day, and go backwards in time,
working out the total cost of each period onwards.
Unfortunately, this just wouldn’t work. To understand why, consider the process we used in the
method above in day one, for example. To find the total costs in days two and three, all we needed
to do was find the inventory that would be present in our store at the start of day two (this is a
single number), and then use a previously-calculated table to look up the resulting price. Suppose,
for example, that our store could contain anywhere between 0-99 units of our product, our lookup
table would only need to contain 100 entries.
Suppose we were to try a similar process with this new system. Similar information would be
necessary, but it would now be impossible to summarize the inventory in our system using a single
number. We would need to know the total inventory of each product at each retail location and
the depot. The lookup table required to find the costs in future periods would need to calculate
these costs for every possible combination of each of these numbers. Suppose our system comprises
10 retail locations and 15 products (very modest numbers!), and that each store could contain
anywhere between 0-19 units of each product (again a very modest number), our table would then
have to keep track of 2010×15 possible combinations of inventory and calculate the costs for each
of these combinations. That’s a 1 with 195 zeros possible combinations; more than 100 orders
of magnitude larger than the number of atoms in the universe! No algorithm could ever hope to
calculate so many numbers.
This phenomenon is an example of the ‘curse of dimensionality’ in dynamic programming, a
term introduced by Bellman (1957) in his seminal work on the subject. When the state of a system
requires too many numbers to be described, it becomes very difficult to use backwards-induction
algorithms to solve the problem.
To resolve this problem, we are left with two age-old options: find an approximate solution to
the exact problem, or simplify the problem to make it simpler to solve (i.e., get an exact solution
to an approximate problem).
Our approach in this thesis will be based on the first route – we will find an approximate solution
to the exact problem, and obtain an approximately optimal strategy to minimize these inventory
costs. The cost of our approximation solution will, of course, be higher than the cost of the optimal
solution we seek (which, by the definition, gives the best strategy that achieves the lowest cost).
Unfortunately, such a strategy is only of limited practical use if we have no way to know exactly
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how much more expensive it is than the true, optimal strategy.
To complement this strategy, therefore, we will also use the second approach to get an exact
solution to a slightly different, simpler problem. As we will see, we will construct this new problem
to ensure that its optimal cost will always be lower than the optimal cost of the full problem.
Having carried these two steps, we will be in the possession of two solutions – one guaranteed to
be higher than our exact solution, and one guaranteed to be lower. As a last step, we will compare
these two numbers. If we find that they are very close, we will conclude that, to all intents and
purposes, our approximate solution is ‘almost optimal’ in that it results in a cost very similar to
that of the optimal solution.
In the remainder of this section, we consider each of these two approaches in detail. We will
first consider the lower bound, and then the upper bound.
1.2.1 The Exact Solution to a Different Problem (aka: the Lower Bound)
To find a lower bound, we will need to modify our problem to make it simple enough to solve
exactly, while ensuring its optimal cost is lower than the cost of our true problem.
We will do this in two steps – first, we will make a modification that allows us to solve a
separate, much smaller problem for each product, rather than one large problem for the entire
system. Then, we will make a second modification that will allow us to reduce each of these
single-product problems to the basic problem discussed in our introduction.
Splitting Products Apart
To understand our first modification, we note that the only feature of our problem that ties different
products together are the space constraints at each of the retailer. This is a key point, so let’s
pause a second and fully understand it. Suppose our company is arranged in such a way that each
product is managed by one person; this person makes all ordering decisions regarding their product.
Because the products are sold completely separately at the retailers, each product-line manager
would be free to make their own decisions2. The only reason different managers would ever need
to communicate is to ensure that space is never exceeded at each retailer (for example, to ensure
that if one manager needs to order an enormous amount of stock in one period, the others order
less to ensure enough space is left over).
2There is – as of yet – very little work in the supply chain literature that considers system in which products are
sold together; in bundles, for example. This would be an interesting direction for future work.
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The link between the products – the ‘need for managers to talk to each other’, in our metaphor
– is the only thing that requires us to solve one big problem. Without this link, we would be able to
solve one smaller problem for each product. Each of these problems would be considerably easier,
because the state of the system for each of these smaller problems would only require one number
for each retailer – not one number for each retailer and each product.
Sticking with our metaphor, suppose we were to take a different management approach. Instead
of having the managers communicate about space constraints, we allow each of them to operate
independently and optimize profits for their own product lines irrespective of what everyone else is
doing. Instead, we split the available space at each retailer equally among each product, and tell
each manager that if they go above their share of the space, they’ll have to pay a penalty, whereas
if they go below their share of the space, they’ll get rewarded. The penalties will be the same for
each manager, but different for each retailer (so that more crowded retailers can be assigned a large
penalty, to discourage orders there).
In this new problem, each manager can indeed operate independently – and in our mathematical
formulation, we are now able to solve a separate dynamic program for each product. These dynamic
programs are still too large to solve by backwards induction (because the state of the system in
every period is still defined by many numbers – one for each of the retailers in our system), but it’s
certainly progress. Returning to our example above with 10 locations, 15 products, and inventories
that go from 0 to 19, we have gone from having to solve one dynamic program with a lookup table
containing 20150 rows, to 15 separate dynamic programs, each with lookup tables containing 2010
rows – this is much more manageable already, but still too large.
So we’re almost done. We’ve constructed a new problem (by decoupling decisions managers
have to make) which is easier to solve.
Before we move on, though, we will still need to do two things (1) show that this modification
(giving each manager penalties rather than strictly imposing the capacity constraints) will always
lead to a lower cost overall, as promised above (2) decide what ‘penalty’ and ‘reward’ to assign to
each manager.
Showing that costs are necessarily lower is simple. To be more precise, we need to show that
the sum of the solutions of each of the individual retailer problems (including penalties) will be
lower than the optimal policy of the large coordinated problem.
Suppose we know the true optimal policy in the original problem. There’s no reason we couldn’t
apply that policy in the modified problem – it may not be very good, because it doesn’t take
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advantage of each manager’s new freedom, but we can certainly use it. Furthermore, the cost of
this policy in the two problems would be equal except for the penalties, which may change the
resulting optimal cost in the new problem. And now for the key argument, we note that because
it was acceptable in the original problem, this policy will always make sure that capacity is never
exceeded at the retailers, so on balance, in our modified problems, managers will be rewarded
rather than penalized, and the resulting costs will therefore be lower. More specifically, even if one
manager sends more inventory to a store than his fair share (which results in a penalty) another
manager must be sending less (resulting in a reward), and because the overall inventory assignment
is within capacity, there must be more reward than penalty.
We have therefore found a policy that, in the modified problem, gives a lower cost than the
original one. The optimal policy, in the modified problem, must, by definition, have a lower cost
than any other. So we have shown that the optimal policy in the modified problem will always
have a lower cost than the optimal policy in the original problem.
All that remains is to decide on the right penalty to use for each retail location. The argument
above proves that regardless of the exact penalties we use, the resulting optimal solution will be
smaller than the true optimal solution. It stands to reason, therefore, that we should search for the
penalty that leads to the largest (i.e. most expensive) such solution, to get as close as possible to
the real solution.
We do this iteratively. We start off with zero penalties and zero rewards. We then calculate the
optimal strategy (more on that later) and look at the resulting allocations. For those retailers that
tend to get overstocked often, we increase the penalty. For those that tend to get understocked
often, we reduce the reward. This will tend to make the optimal cost more expensive, because the
retailers that are assigned more inventory are now penalized even more. Of course, these changes
will alter the optimal strategy, so we re-solve the problem to get the new optimal strategy, and
carry out the same steps. We do this again and again until the optimal cost isn’t changing much
anymore, at which point we know we’ve reached the maximum possible lower bound.3
3Once again, the underlying assumption here is that the sum of optimal costs of each of the decoupled programs
is concave in the penalties (which are, in fact, Lagrange multipliers). This fact is proved in the body of the paper,
where we also give more rigorous expressions for the supergradients of this expression with respect to the Lagrange
multipliers.
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Reducing to a Basic Problem
We have shown how to reduce our large dynamic program into smaller ones – one for each product.
Even these smaller programs, however, are still hard to solve – the state of the system still consists
of many numbers, one for each retail location, and the resulting lookup tables are therefore very
large.
In this section, we consider these new, smaller, programs, and suggest a modification that makes
them even simpler to solve.
One restriction of our system as currently stated (both in the original and decoupled problems)
is that inventory is only able to go from the depot to the retailers. Return shipments from the
retailers to the depot are not allowed. Suppose, for a second, that we relax this restriction and
allow return shipments, to produce our relaxed problem.
In this new situation, something quite magical happens – instead of needing as many numbers as
retailers to describe the state of the system, we now only need a single number; the total inventory
in the system.
To understand why, consider that at the start of any given day, because we’re now allowed to
re-arrange inventory across all facilities at will, we’ll simply arrange whatever inventory we have in
the way that minimizes cost. It doesn’t matter how inventory was initially distributed at the start
of the day, because we’ll re-arrange it anyway however suits us best by making shipments back and
forth from the depot to the retailers. This means that the entire state of the system at the start of
that day is fully characterized by one number – the total inventory.
Having made this modification, we’re now easily able to solve each of the single-product dynamic
programs using backwards induction. The state is defined by a single number, and each lookup
table will be smaller. Mission accomplished!
The last step is to show that this modification also lowers the total cost, so that we still have
a lower bound. This isn’t too hard to prove. Once again, consider the optimal policy before we
allow return shipments to the depot. Clearly, we can apply this policy in the modified problem; it
may not be optimal because it doesn’t take advantage of return shipments, but it can certainly be
used. By definition, the optimal cost of the modified problem must be lower than that, and so it is
indeed a lower bound on the original cost.
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1.2.2 The Approximate Solution (aka: the Upper Bound)
Having established a method for calculating a lower bound on the optimal cost, we now consider a
method to deal with our original problem. The method won’t necessarily lead to the best solution,
but it will lead to a good one, and we can verify that it’s good enough using the lower bound
derived above.
In this system, there are two distinct decisions that need to be made. First, we need to decide
on how much to order to the depot. Second, we need to decide how to distribute inventory to each
of the stores.
For the first decision, we can simply inspire ourselves by the results of the lower bound above.
Indeed, recall that to find the lower bound, we solve some dynamic programs that depend on the
total inventory in the system – these dynamic programs will tell us when to order new items to the
depot given the total inventory available.
Unfortunately, we can’t use the same strategy to determine how to distribute inventory across
the retailers. Indeed, recall that one of the key modifications we had to make to obtain a lower
bound involved ignoring the geographical distribution of our inventory, and only considering the
aggregate inventory. Thus, there’s no way we can extract optimal distribution decisions from our
lower bound. Furthermore, even if we could extract these decisions, they wouldn’t be much use,
because they may prescribe sending inventory back, from the retailers to the central depot – we
can’t do that in our original problem.
Let us, therefore, go back to the drawing board. Suppose we are currently at the start of a
given period. To find the optimal strategy, we’d need to consider the effect of our decisions on all
future periods. Our approximation will simply be to shorthen this horizon – instead of considering
the effect of our decisions on all future days, we’ll simply consider a small number of days into the
future.
Unfortunately, even this simpler approximation is very complex, and requires a level of back-
ground in optimization that is far beyond the scope of this introduction. Instead, we give the
reader a flavor of the methods involved by considering an even simpler approximation algorithm
that only considers the effect of our decisions on the next day, and assumes there are no capacity
constraints at the retailers (which means we can deal with each product individually). Even this
simple approximation will allow us to touch on some relatively advanced and beautiful topics in
mathematical programming; the full approximation is similar in content but more complex in scope.
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Let us, then, consider the costs we will need to minimize in the next period. As in the simple
problem, there are two kinds of cost we will need to contend with. Holding costs for extra inventory,
and backorder costs for demand that is unmet. These costs may be different for each facility. As a
result, we’ll denote the holding penalty at the depot by $H. We will further number each retailer,
and let the holding penalty at retailer i be given by $hi. Similarly, we will let the backorder
penalty at retailer i be given by $pi (note that the depot never incurs backorder penalties, because
all customers are served at the facilities, not the depot – so no situation will ever arise in which
customers come to the depot and find it empty).
Given these costs, consider a period in which inventory is plentiful, so each retailer can be
given as much inventory as it needs, with the remainder staying at the depot (we’ll consider other
situations momentarily). Further consider retailer i in particular, and suppose we choose to assign
a certain number of units there. This assignment will arrive tomorrow, and then, depending on
the demand observed tomorrow, holding and backorder penalties will be assessed at the end of the
day. Now, define a new quantity Pi that gives the probability tomorrow’s demand is less than the
amount assigned to that retailer
Pi = Probability that tomorrow’s demand at retailer i is less than what was assigned there
In particular, this means that there is a probability of Pi that we’ll have enough inventory to satisfy
all orders tomorrow, and a probability of (1−Pi) that we will observe backorders. We can, of course,
tweak Pi by altering the amount of inventory we deliver to this retailer.
Now, what happens if we take the amount of inventory assignmed to retailer i, and increase it
very, very slightly by an amount that we call δx (we temporarily assume that we can sell fractional
amounts of inventory, so that δx can really be very small – say 0.0001). In fact, let’s assume δx is
so small that the probability Pi doesn’t change by much as a result of the change. How will costs
at that store be affected?
• In situations where there is enough inventory tomorrow, our extra assignment will just lead
to an additional holding penalty of $hi × δx. This will happen with probability Pi.
• In situations where there isn’t enough inventory tomorrow, our extra assignment will help at
least slightly relieve the backorders. It will therefore reduce the cost by $pi × δx. This will
happen with probability (1− Pi).
• Regardless of what happens in the next period, the extra assignment to our retailer will
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reduce the inventory at the depot, and therefore reduce the holding penalties there by $Hδx.
To summarize, therefore our addition of δx units of inventory at retailer i results in a price change
of (we ommit dollar signs for clarity)
Pihiδx− (1− Pi)piδx−Hδx
Now consider that if this quantity is negative, it means that we can decrease the cost incurred
by this retailer by increasing the amount of inventory we deliver there. Similarly, if this quantity is
positive, we can decrease the cost incurred by this retailer by decreasing the amount of inventory
we deliver there. Thus, when we are delivering an optimal amount of inventory to this retailer, this
quantity must be equal to 0
Pihiδx− (1− Pi)piδx−Hδx = 0





We can change the value of Pi by simply changing the amount of inventory that is assigned to
retailer i – thus, the equation above for each retailer gives us a way to find the optimal amount of
inventory to assign to each retailer to minimize all costs.
We have, thus far, assumed that inventory is plentiful and that there will always be some
inventory remaining at the depot. What if this isn’t the case, and all inventory needs to be
distributed to the stores? Matters then become more complicated, because the logic above fails.
We can no longer consider each retailer individually, because if we assign more inventory to one
retailer, we must assign less to another, and it’s not obvious which.
This problem has a very similar flavor to the one we discussed above – we have a number
of retailers which would like to make decisions independently, but are unable to because of one
constraint that links them all (the total amount of inventory available). We therefore take a similar
approach; we imagine that each retailer is free to request whatever inventory it wants (regardless
of how much is available), but that we apply a penalty of $κ to each unit of inventory requested
by a retailer. In such a situation, increasing the amount of inventory assigned to a given retailer
by δx will result in the following change in price
Pihiδx− (1− Pi)piδx+ κδx
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The first two terms are as above, and the last term represents the fact that if we deliver an extra
amount of inventory δx to the retailer, we will incur an extra penalty κ × δx. Changing the
assignment to retailer i will not result in any change in cost at the depot, because we have assumed
inventory is plentiful, so no inventory will be present in the depot. (What happens, you may ask,
in between those two cases, where there’s just enough inventory for the retailers? Great question,
but beyond the scope of this introduction).




For any given value of κ, we can use this expression for every value of i to find the Pi required for
an optimal solution, and therefore the optimal allocation.
How, you might wonder, are we to pick the correct value of κ? The answer is simple – each
specific value of κ will give rise to a specific optimal inventory allocation. However, as we discussed
above, we are dealing with a situation in which inventory is in short supply – suppose, for the sake
of argument, that we only have 15 units of inventory to distribute across the system. All we need
to do, then is pick the value of κ that results in optimal allocations that exactly sum to 15.
So far so good – except for one small detail. As we discussed above when splitting our dynamic
program over products, applying this sort of trick, in which we assume each retailer is managed
independently albeit with a penalty, is only guaranteed to produce an assignment that is cheaper
than the true assignment (i.e., a lower bound). How can we be sure that there isn’t a better solution
available?
In most cases, the answer is ‘we can’t’. Astonishingly, in this particular problem, we can
prove that the solution obtained using the steps above is indeed optimal. In other words, even
though we’re decoupling decisions across retailers, and allowing each retailer to make decisions
independently, the optimal solution will be the same as if all the retailers were allowed to cooperate!
This is truly astonishing, and a specific example of a very beautiful theory of convex analysis called
duality.
Let’s try and prove this. A warning: this proof may be a bit less digestible than what’s come
so far, but stick with it and read it a few times; it’s worth it!
Suppose we carry out the steps above, find the correct penalty κ that leads to the right amount
of total inventory, and get a corresponding optimal solution. Now suppose that this is, in fact, not
the optimal solution – there there is another inventory allocation that leads to lower costs. This
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means that moving a tiny amount from our optimal allocation to the true optimal allocation must
slightly decrease costs4 – let’s use the symbol δxi to denote the tiny move in that direction for
retailer i.
Now, given our assumptions, two things must be true. First, the sum of all the moves must
be equal to 0. This is because the total amount of inventory in our optimal solution was exactly
equal to the amount of inventory available, so if we want to change our assignments, any increase
in inventory at one retailer must be offset but a decrease in inventory elsewhere. Mathematically,
we write ∑
δxi = 0
The second thing that must be true is that the sum of all the changes in costs at each retailer
must, in total, be less than zero; otherwise, we wouldn’t be improving our cost by moving in that
direction. Mathematically, we write∑
Pihiδxi − (1− Pi)piδxi < 0
Multiplying both sides of the first expression by the optimal κ in our solution, we find that κ
∑
δxi =
0. Adding this to the second expression, we obtain∑
Pihiδxi − (1− Pi)piδxi + κδxi < 0
Consider, however, what this means – if the sum of all these terms must be less than 0, then at
least one of the terms must also be less than 0. But this contradicts the fact that we derived our
original solution by finding the Pi for which Pihiδxi − (1 − Pi)piδxi = 0 for all i! Thus, we have
shown there cannot be a better solution than the one derived above.
1.2.3 Results
Clearly, we can only evaluate the performance of our strategy for a given set of parameters (holding
costs, backorder costs, demands, etc...) The body of our paper contains extensive numerical studies
4This is, strictly speaking, only true if the cost function is convex. If this is not true, our optimal solution may
be a local minimum with no local improving direction, and the true optimal solution may be a global minimum.
Unfortunately, proving convexity of the cost function in this specific instance requires more calculus than is assumed
in this brief introduction, so we shall take convexity for granted in our exposition. For those more familiar with
convex analysis, the proof is trivial; the cost function is the expectation of a convex function with respect to its
argument; such functions are always convex. See, for example, section 3.2.1 in Boyd and Vandenberghe (2004), and
later parts of this thesis.
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that evaluate the performance of our upper and lower bound in a wide range of settings. In all of
these settings, without exception, the gap between the upper and the lower bound is never more
than 8.25%, and usually far lower. Considering the literatures, these numbers are excellent, and in
line with previous work that has dealt with far simpler systems (usually with one single product, no
capacity at the stores, and depots unable to store inventory). Our method maintains this excellent
performance while dealing with a far more complex system.
1.3 A System With Dynamic Forecast Updates
We now consider the other system in this thesis. We return to our initial simple formulation, in
which a single retailer orders items from a supplier, but with one modification. We now assume
that new information is observed in each period that affects our beliefs about the demands in future
periods.
At first sight, this should be no harder than the original problem. Having studied the back-
wards induction algorithm above, though, we know better. In the simple problem above, the only
information we needed to define the state of the system at the start of a given day is the inven-
tory in that store. This led to small future lookup tables in the backwards induction algorithm.
Unfortunately, in this new setting, the inventory present is not enough to describe the state of the
system. Indeed, information we may have observed in the past is now able to affect our knowledge
of demands today, and so all this past information is also required to define the full state of the
system. This, once again, makes the corresponding lookup tables prohibitively large.
We are certainly not the first to consider this problem – there is a rich literature studying
approximate algorithms in these settings. As above, by definition, any such approximation strategy
will always perform worse than the optimal unknown strategy, and therefore provides an uppper
bound on the optimal cost.
Unfortunately, it is often difficult to know how well these approximations perform in practice.
We had the same problem in our first system, and the solution we adopted there was to find a lower
bound on the cost, and compare the two. To our knowledge, no general strategy has been devised
to find lower bounds in this new setting.
In this thesis, we do precisely that, by using a technique called information relaxation. In
a nutshell, the technique consists in first assuming that we somehow know all future demands
(perhaps we have an oracle that tells us what they are). In this setting, the dynamic program
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becomes simple again – we no longer care about past information that gives us a better idea of
what demand might be, because we know exactly what demand is!
We then solve this deterministic problem for all possible values demand could take (or a subset
of them – there may be too many) and then average the results to find a total cost.
Unfortunately, the method above won’t give us the exact cost we seek. Indeed, if we know the
exact value each demand will take in the future, we’ll always be able to do much better than a
strategy that has to guess what demand is most likely to be. This means that the cost resulting
from this algorithm will be a lower bound on real cost of the problem – exactly as needed!
Unfortunately, this lower bound may be a bit looser than we’d like. Assuming we know every-
thing about demand in the future may allow us to do so much better that the lower bound is far
too low. To remedy this problem, we will add a penalty to our cost function that penalizes the use
of this future information. The hope is that this penalty will increase the lower bound enough to
narrow the gap.
These concepts may seem somewhat esoteric. To make them more tangible, we will apply
them to a much simpler dynamic program in this introduction to illustrate how they can be used.
Unfortunately, whilst this won’t require any calculus or higher-level mathematics, the calculations
are fairly involved, and may be slightly harder to follow than the rest of this introduction.
The simpler dynamic program we will consider is a game in which we get to bet a certain
amount of money – let’s call it $x. A fair six-sided die is then rolled – let’s call the number that
appears d. We then get the following reward
256x− (x− d)4
Our aim will be to find the amount of money we should invest in this game to obtain the
highest possible payoff, and to find that payoff. This game, it turns out, is simple enough that we
will be able to find the optimal solution exactly. We will then illustrate the information relaxation
approach by finding an upper bound on this cost (note that because we are now maximizing returns
rather than minimizing costs, we are finding an upper bound rather than a lower bound).
1.3.1 The Optimal Solution
Before we even start talking about information relaxations, let’s find the exact optimal amount of
money to gamble in this game. Because there is a 16 chance of observing each number on the die,
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(All we’ve done is just considered all 6 possible outcomes of the variable d, and multiplied each
outcome by 16 .) This expression can easily be re-arranged
−x4 + 14x3 − 91x2 + 550x− 2275
6
Our aim, then, is to find the value of $x (our initial investment) that will lead to the highest value
of this reward. One way to do this is to simply evaluate this expression for every value of x and see
which returns the highest yield (or, alternatively, to use some simple calculus). Doing this reveals
that it is optimal to invest $6.78 in this game. Putting this value into the expression above, we
find that our expected gains are then $1416.25 (a good deal!)
Optimal expected gains: $1416.25
1.3.2 A Basic Information Relaxation
Suppose that, for whatever reason, the process we used above to find the optimal solution was
in fact too difficult. In this section, we will obtain an upper bound on this optimal cost using an
information relaxation.
First, let’s ask ourselves – where does the uncertainty in this problem come from? Clearly,
it is from the roll of the die; everything else is decided by us or fully determined. True to the
information relaxation framework, therefore, let us assume that we somehow know what number
will be rolled – let’s call this number d. Under these circumstances, our return if we invest $x is
given by
256x− (x− d)4
For each value of d, we can, once again, plot this function for many values of x, and find what
investment produces the largest return (or, once again, use some basic calculus). It turns out in
this instance that the largest return is obtained by investing $(d + 4) in the game. Taking this
amount and putting it back into this expression for the total return, we find that if we know we
rolled d, the following return can be achieved
768 + 256d
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Armed with this information, we are now ready to find an information relaxation upper bound.
We would usually do this by generating lots of possible values of d, calculating the optimal return
in each case, and averaging the results. In this case, however, d can only take 6 values each with
the same probability, so we can work out our upper bound by finding the optimal return for each
value of d, multiplying each by 16 , and summing them
1
6
[768 + 256× 1] + 1
6
[768 + 256× 2] + · · ·+ 1
6
[768 + 256× 6]
The result comes out to $1664. As expected, this is larger than the optimal expected gains above,
that we could make without knowing the value of the roll in advance. This makes sense – in the
previous case, we had to guess what the roll would be and invest one amount upfront. In this new
situation, we first get to see the roll and then tailor our decision to the roll we observe (i.e., invest
more when the roll is lucrative and less othrewise).
Information Relaxation Upper Bound: $1664
1.3.3 A Penalized Information Relaxation
The basic information relaxation we obtained is good, but it still leaves a 17% gap between the
optimal solution and our upper bound.
As we discussed, the reason this upper bound is so much higher than the optimal solution is that
we allow ourselves to use information about the future (that would usually be unseen) in making
our decisions. In this section, we will attempt to narrow this gap by introducing a penalty that
subtracts some of our returns when we use too much information about the future in making our
decision.
Not all future information is created equal – for example, if we choose to bet $0, knowing the
future information may help us make a few bucks, but not nearly as much as if we choose to bet
$1M ! Similarly, knowing that the die roll was 1 may be worth less to us than knowing the roll
was 6. To capture this, therefore, our penalty will depend both on the decision we have made (i.e.,
the amount we bet, which we will call $x), and on the future information we’re using (i.e., the die
roll, which we continue to denote d). We will denote the penalty in question by r(x, d) – a function
that, given our decision $x and observed future information d, tells us how we should penalize our
returns.
Given an observed roll of d, then, our objective will now be to find the amount we should bet
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that maximizes
256x− (x− d)2 − r(x, d)
We now need to decide what to use as a penalty. We will suggest a penalty of the following form.
Suppose V (x, d) is some function of both x and d (in other words, given a value of x and a value
of d, it returns a number). We define a penalty by
r(x, d) = V (x, d)− E [V (x, random die roll)]
This expression needs to be unpacked slightly. The first term is not difficult – it simply requires
us to evaluate V at the specific value of x and d that we’re considering. The second term is a bit
more subtle – it requires us to find the expected value of V assuming we dont know d. So in this
case, for any given value of x, we would have
E [V (x, random die roll)] =
1
6
V (x, 1) +
1
6
V (x, 2) + · · ·+ 1
6
V (x, 6)
The form of this penalty is intuitive. The first term, V (x, d) gives the value of the function V in
the next period assuming we know exactly what x and d are. The second term gives the expected
value of that function if we do not know what the die roll will be. Thus, r(x, d) precisely tells us
how much ‘better’ a value of V can be achieved given full information as compared to uncertain
information.
Ideally, we would choose V (x, d) to be equal to our reward (i.e., V (x, d) = 256x − (x − d)4).
This would result in an r(x, d) that exactly captures the additional reward that can be obtained
from the information relaxation. Unfortunately, finding a penalty with a V of this form is just
tantamount to being able to find the exact solution – in this particular situation, we’re able to do
that, but in most cases, that’s not possible.
Instead, therefore, we use a simpler function, in the hopes that the penalty will be easier to
calculate. As long as this new function approximates the real value function reasonably well, the
results should be acceptable. The simplest non-linear function we can use for this purpose is a
quadratic:
V (x, d) = Ax2 +Bd2 + Cxd
How are we to choose the coefficients A, B, and C of our quadratic? One of the appeals of the
information relaxation approach is that we don’t need to. We can simply leave these coefficients
as unknowns, and later find the combination of coefficients that will lead to the best bound.
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Using this form of V , our penalty becomes
r(x, d) = Ax2 +Bd2 + Cxd− 1
6
[
(Ax2 +B · (1)2 + Cx · 1) + (Ax2 +B · (2)2 + Cx · 2)












(Note that the constant A has magically disappeared, and as we will see later, the constant B will
also disappear. In other words, it doesn’t matter what value we give these parameters, the resulting
penalty will be the same. This makes our choice of function V must easier).
Given a specific observed value of d, the expression we will maximize in our information relax-
ation is then
512− 2dC + 7C
2






It becomes more difficult to find the value of x that maximizes this expression, but using some
basic calculus, we find that investing $(d + 12
3
√
512 + (7− 2d)C) is optimal. Assuming we invest
this amount and feeding it back into the expression above, the following return can be achieved for
our penalized profit






















So to recap – we’ve shown that if we use the penalty above with a given value of C, then given any
particular roll d of our die, the expression above represents the maximum penalized profit that can
be achieved.
To find our penalized information relaxation upper bound, we need to generate lots of possible
values of d, calculate these optimal returns in each case, and average the results. In this case,
because d only takes 6 values, we can work out the expectation exactly as above – we simply
evaluate this expression for every value of d, multiply each by 16 and sum them. The resulting
expression is a nasty function of C, which isn’t particularly difficult to calculate, but very tedious
to write down. Nevertheless, it is only a function of C, and can easily be plotted as a function of
C.
This brings us to the last part of the information relaxation – we now need to find the value
of C (remember: this was the coefficient in the approximate value function V ) that leads to the
best penalized information relaxation. Using a simple plot of this penalty against C, we find that
C = 103.25 does the trick.5
5In more complex problems, where there is more than one parameter to be chosen to find the information relaxation,
25
This leads to
Penalized Information Relaxation Upper Bound: $1455.35
By adding a penalty, we have therefore reduced the gap between our upper bound and our lower
bound from 17% to 2.8%!
1.3.4 Results
In Chapter 4, we apply a far more complicated version of this information relaxation approach to
an example of a supply chain problem with dynamic forecast updates in which the demand in each
day is revealed in advance. In particular, we assume that the demand in day 5 (for example), is
slowly revealed over days 1 – 4. This clearly fits into the framework above.
For reasons mentioned above, the resulting dynamic programs have a very large state space,
and are therefore very difficult to solve. By using a very efficient programming language (C++ in
our case) and a number of tricks of the trade, and using a very powerful computer with plenty of
memory, we were able to solve instances of this problem exactly, even though the resulting lookup
tables were enormous. We then compared the performance of these exact solutions with lower
bounds obtained using an information relaxation. Our hope is that good results in these examples
augur excellent results in other examples, for which exact solutions are no longer computable.
We find that in all the examples we considered, the gaps between the optimal solutions and our
lower bounds were never more than 10%, and usually significantly smaller. This is an enormous
improvement on the current literature. Indeed, the only performance guarantees hitherto available
on such systems rely on technical proofs that show the algorithms can never perform worse than
a certain threshold. Whilst these proofs are clearly more general than our method here, because
they guarantee their algorithm’s performance for any input parameter, whereas our method only
guarantees the performance of a particular system, they are typically far worse, guaranteeing a gap
of as much as 200% or sometimes even more. Thus, our gaps provide truly significant improvements.
more general optimization algorithms need to be used, and convexity of the penalized information relaxation with
respect to these parameters is essential.
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Chapter 2
Two Echelon Distribution Systems with
Random Demands and Storage
Constraints – the Single Product Case
2.1 Introduction
We consider a general two-echelon distribution system consisting of a depot and multiple sales
outlets, henceforth referred to as retailers, which face random demands for a given item. The re-
plenishment process consists of two stages: the depot procures the item from an outside supplier,
while the retailers’ inventories are replenished by shipments from the depot. Both of the replenish-
ment stages are associated with a given facility-specific leadtime. The depot as well as the retailers
face a limited inventory capacity. Inventories are reviewed and orders are placed on a periodic
basis. When a retailer runs out of stock, unmet demand is backlogged.
In such systems, the challenge is to find an optimal trade-off among the following four cost
components: (i) costs associated with the orders placed with the external supplier, typically re-
flecting economies of scale, (ii) shipment costs for transfers from the depot to the retailers, (iii)
carrying costs associated with the depot’s and retailers’ inventories at the end of each period, and
(iv) backlogging costs at the retailers, again a function of the backlog size there at the end of each
period. The objective is to minimize the expected discounted or average system-wide costs over a
finite of ifninite planning horizon.
For most of this paper, we make the following standard structural assumptions about these cost
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components: (i) orders costs have a fixed and a variable cost component, (ii) the internal shipment
costs are linear in the shipment volumes, at facility-specific cost rates, (iii) the carrying cost at each
facility in each period is a convex function of its ending inventory level, (iv) the backlogging costs
at each retailer, at the end of each period, is also a convex function of its ending backlog size.
However, except for the linearity assumption on the internal shipment costs, see (ii), some of
our fundamental results hold under fully general shapes of the various cost functions. In particular,
starting with an exact, albeit intractable, dynamic program (DP) formulation of the problem, we
show how a Lagrangian dual to this problem generates an accurate lower bound, requiring only
the solution of a DP with a one-dimensional state space, for any given choice of the Lagrange
multipliers. Moreover, the optimal strategy in this lower bound DP generates a feasible order
policy and can be paired, effectively, with one of several heuristic shipment/allocation policies
determining, in each period, how much of the depot’s inventory is to be withdrawn, and how it
should be allocated among the various retailers. The expected cost value of this order and allocation
policy is, of course, an upper bound for the optimal cost value.
Under the above structural assumptions, we get, in addition, that the optimal order strategy in
the lower bound DP is of a simple (s, S) type, typically with time-dependent policy parameters s and
S. Moreover, execution of the above heuristic shipment/allocation policy involves the solution of a
non-linear program in each period. Under the convexity assumptions (iii) and (iv), the non-linear
program becomes a convex program with a special structure, allowing for very efficient solution
procedures.
The above problem class is clearly of central and pervasive importance. The uncapacitated
version of the problem, i.e. without capacity constraints on the inventory that can be stored, was
first considered under the above structure assumptions in what is generally viewed as one of the
seminal papers in the field of inventory theory, i.e. Clark and Scarf (1960). The authors focused,
for most of the paper, on the special case where all demands are met at a single retail location. In
that case, it is possible to show that the optimal strategy can be found by solving a nested pair of
dynamic programs (DP), each with a one-dimensional state space. The dynamic program associated
with the depot employs so-called induced penalty functions derived from the value functions of the
associated retailer’s dynamic program. Moreover, the optimal replenishment strategy in this nested
pair of DPs has a very simple structure: the retailer follows a modified base-stock policy, i.e., at the
beginning of every period, she brings her inventory position as close as possible to a given base-stock
level. The depot places orders in accordance with an (s, S) policy, i.e. he elevates the system-wide
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inventory position (otherwise known as the echelon inventory position) to a level S if and only if it
has dropped to or below a re-order level s. (All policy parameters may be time-dependent).
However, the problem becomes very complex when the depot serves multiple retailers; the most
concise known dynamic programming formulation involves a DP with a state space of a dimension
given by the sum of the number of retail locations J and L, the first-stage lead-time (plus one).
In particular, when there are two or more retailers, the above decomposition technique into a
series of nested DPs breaks down. Traditional (brick-and-mortar) chains have between scores and
thousands of stores; at one extreme, Wall-mart has 5000 stores and wholesale clubs in the US alone.
Moreover, even internet retailers typically serve consumers from many fulfilment centers: Amazon,
for example, has a network of over 20 such centers. Solution of the exact DP is thus impossible for
virtually all applications. In addition, even if this exact DP could be solved, the resulting optimal
strategy would be so complex as to defy implementation.
Clark and Scarf (1960), themselves, proposed a first heuristic approach to this problem, based
on the so-called balance assumption, i.e. the assumption that the distribution of inventories among
the retailers is the one which minimizes future expected costs. In other words, retailer inventories,
at the beginning of each period are perfectly balanced. The balance assumption results in a lower
bound approximation, and one that decomposes into J separate retailer problems along with a DP
for the depot which derives its cost terms from the value functions of the retailers’ DP. The method
is similar to the one described above for the single retailer case. Clark and Scarf (1960) did not
carry out a numerical study to evaluate the accuracy of the proposed lower bound or the optimality
gap of the policies generated under their approach.
Federgruen and Zipkin (1984c) proposed a different lower bound approximation, however under
various restrictions, in particular, that no inventories may be kept at the depot (i.e. its inventory
capacity is zero), while the capacity of the retailers is infinite. Their approximation is based on a
relaxation of the non-negativity constraints for the shipments from the depot to the retailers; after
this relaxation, the exact DP can be reduced to one with a one-dimensional state-space.
As a variant of the relaxation approach in Federgruen and Zipkin (1984c), Kunnumkal and
Topaloglu (2008) allow for the depot to store inventories, but ignore any fixed components in
the replenishment costs. They proposed a Lagrangian relaxation approach in which the same
non-negativity constraints are eliminated from the constraint set, and are then incorporated into
each period’s cost function via Lagrange penalty terms. Following the single-retailer approach of
Clark and Scarf (1960), they then show that the Lagrangian relaxed problem can be decomposed
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into J independent retailer DPs, followed by a depot DP which uses all of the value functions
from the retailer DPs when constructing its one-step expected value functions. A lower bound is
obtained for any combination of Lagrange multipliers, and as in standard Lagrangian relaxations
for mathematical programs, the best such lower bound can be found by embedding the sequence of
nested DPs in a maximization procedure over all non-negative vectors of the Lagrange multipliers.
Comparing our proposed approach with the above mentioned earlier approaches, several impor-
tant differences should be noted. First, compared with Federgruen and Zipkin (1984c), these are
the points of differentiation:
1. Federgruen and Zipkin (1984c) assume that no inventory can be carried at the depot. In
other words, the depot functions solely as a coordinating facility which enables postponement
of retailer specific allocations until the supplier order arrives at this facility. (Indeed, this
special case of the general model applies even when there is no physical depot, and the latter
is a virtual coordinator only). In contrast, we allow for centralized inventories at the depot.
2. We impose capacity constraints on the amount of inventory that can be carried at any one of
the retailers or the depot. Indeed, physical storage limitations are an important factor in many
distribution systems. Storage space is often sparse in brick-and-mortar stores and the same
applies to fulfilment centers of online retailers. Since, in general, there is a positive shipment
leadtime between the allocation of a shipment quantity to a retailer and its receipt there,
the inventory level at the start of the period in which the shipment arrives is random. To
guarantee that there is never any overflow at any of the facilities, one would need to focus on a
‘worst case’ scenario, in which no demand is observed at the retailer during the entire shipment
leadtime. This would result in poor use of the inventory space. We therefore formulate the
retailer’s inventory capacity constraints as chance constraints limiting the probability of an
overflow of items in any given period at any of the facilities to an acceptable threshold value.
(The worst case planning approach is easily recovered by setting the overflow probability to
zero).
3. Federgruen and Zipkin (1984c) require all retailers’ single period demands to be normally
distributed1. Our approach allows for arbitrary distributions.
1 In some special cases, they allow all demand variables pertaining to any given period t to have a CDF which is
unique up to a centralization and scaling parameter, thus allowing for exponential and gamma distributions with a
common scale parameter.
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4. The approximate DP in Federgruen and Zipkin (1984c) is guaranteed to generate a lower
bound only when the backlogging and storage cost rates are identical across all retailers.
Under general cost rates, Federgruen and Zipkin (1984c)’s approximate DP involves additional
approximation steps, beyond the above mentioned relaxations. Our approach applies to
arbitrary cost parameters and results in a lower bound throughout.
5. We allow for variable retailer-specific shipment costs from the depot to the retailers.
In contrast, the approach of Kunnumkal and Topaloglu (2008) allows for depot inventories,
general demand distributions and general cost parameters as does ours, but it continues to assume
that arbitrarily large inventories may be carried at any of the facilities, (as does Federgruen and
Zipkin (1984c)), and that only variable and no fixed replenishment costs prevail. However, the
methodology in Kunnumkal and Topaloglu (2008) is considerably more time-consuming. The au-
thors report that the CPU times are apparently 600 times as large as those pertaining to a method
which solves a single sequence of nested DPs – i.e., one DP for each retailer and an additional DP
for the depot – and this for cases involving only 3 retailers (and 50 periods). It is easily verified
that the complexity of their method grows quadratically with the number of retailers. Moreover,
the numerical study in Kunnumkal and Topaloglu (2008) reveals that their method generates sig-
nificant improvements in the lower bound compared to the standard relaxation only when there is
a major amount of heterogeneity among the retailers, or a large degree of non-stationarity in the
model parameters.
In addition to being computable with far less effort, our lower bound DP distinguishes itself
from the method in Kunnumkal and Topaloglu (2008) in that we incorporate (i) the above chance
constraints for the inventory carried by each facility in each period and (ii) fixed ordering costs.
To our knowledge, the most recent approach to this problem is that of Marklund and Rosling
(2012). The authors apply a combination of relaxation approaches to derive a lower bound for the
optimal costs under a given order policy by the depot. See section 2.2 for more details.
We report on an extensive numerical study with close to 14,000 instances which evaluates the
accuracy of the lower bound and the optimality gap of the various heuristic policies. The study
reveals that the lower bound DP and the heuristic strategy that is constructed on its basis perform
excellently, almost across the entire parameter spectrum, including instances where demands are
rather volatile or the average cycle time between consecutive orders is relatively large. The exception
arises when storage at the depot is as expensive as at the retailer level and the retailers have large
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storage capacities.
The remainder of this paper is arranged as follows. In section 2.2, we review the related
literature. The model and notation are introduced in section 2.3. In section 2.4, we develop an
exact DP formulation. For finite horizon models, section 2.5 develops our Lagrangian-relaxation
based lower bound approximate dynamic program, while section 2.6 discusses various heuristic
allocation policies to complement the ordering strategy which is optimal in the approximate DP
associated with the optimal Lagrange multipliers. Section 2.7 covers infinite horizon models, both
under the present value and the long-run average cost condition. Our numerical study is discussed
in section 2.8. Section 2.9 concludes the paper.
2.2 Literature Review
As explained in the introduction, Clark and Scarf (1960), Federgruen and Zipkin (1984c), and
Kunnumkal and Topaloglu (2008) considered three fundamental approaches for the control of one-
depot, multi-retailer systems with stochastic demands and order and shipment leadtimes: Clark
and Scarf (1960) developed a tractable lower bound based on the ‘balance assumption’, and Feder-
gruen and Zipkin (1984c) showed, under various restrictions discussed in the introduction, how the
straightforward relaxation of the non-negativity constraints on the shipment quantities results in
a lower bound which can be reduced to a standard single location inventory DP. The authors also
showed how a heuristic policy can be constructed based on the strategy that is optimal in this lower
bound DP. Ignoring fixed order costs, Kunnumkal and Topaloglu (2008) extended this approach
by replacing the ‘simple’ relaxation of the non-negativity constraints by a Lagrangian relaxation
approach, also allowing for inventories to be stored at the depot and general demand distributions
and cost parameters.
Several other papers have built on and complemented these methodological approaches. Eppen
and Schrage (1981) considered the special case of a distribution system without central inventories,
fully identical retailers and Normal stationary demands. Most importantly, the authors make an
upfront restriction to base-stock ordering policies from the external supplier. Based on the ‘balance
assumption’ introduced in Clark and Scarf (1960), the authors derive a closed form lower bound for
the long-run average costs in the system under any given base-stock level, as well as a base-stock
level that minimizes this closed-form lower-bound. Jackson (1988) extended the Eppen and Schrage
(1981) results to allow for central inventories. Axsäter, Marklund, and Silver (2002) employ the
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balance assumptions for systems in which all supplier orders must be multiples of an exogenously
given batch size. The literature that revolves around the ‘balance assumption’ was reviewed by
Axsäter (2003). We refer to Doğru (2005) and Doğru, De Kok, and Van Houtum (2004) for extensive
numerical studies evaluating the accuracy of the ‘balance assumption’.
Most recently, Marklund and Rosling (2012) developed a new approach to this problem based
on the “balance assumption” for infinite-horizon stationary models, making an upfront restriction
to so-called (m, v) policies. Under an (m, v) policy, an order is placed with the supplier every m
periods, so as to bring the system-wide inventory position up to a target level v. As the authors
state, the balance assumption implies that every m-period order cycle can be considered in isolation.
However, even to determine how the system-wide inventory at the beginning of a cycle is optimally
distributed during the cycle requires the solution of a high-dimensional, and hence intractable,
dynamic program. Instead, the authors apply two types of relaxations to solve this single-cycle
problem: the sample-path inequality, ensuring that total shipments to the retailers are restricted
to the inventory available at the depot at the start of the cycle, is replaced by a single ‘aggregated’
constraint, ensuring that this is true in expectation only. This single deterministic constraint is
then relaxed in a Lagrangian fashion, as a second relaxation, thus decomposing the exact dynamic
program for the cycle into J independent single-dimensional DPs. The result is a lower bound for
the optimal system-wide cost under a given (m, v)-order policy; the strategy optimizing this lower
bound may be amended to a feasible heuristic distribution strategy in several ways.
The relaxation approach in Federgruen and Zipkin (1984c) was complemented by two additional
papers by the authors. For an infinite-horizon model with stationary parameters, Federgruen and
Zipkin (1984a) showed that the relaxation approach may, sometimes, result in superior policies
when the orders from the external supplier are, a priori, restricted to a specific class of ordering
policies acting on the system-wide inventory position – for example, (s, S) policies, or the above-
mentioned (m, v) policies. This paper also discusses alternative allocation policies beyond the
myopic allocations discussed in the introduction. As in Federgruen and Zipkin (1984c), the paper
confines itself to systems without depot inventories and Normal demands. This part of the literature
was reviewed by Federgruen (1993).
Federgruen and Zipkin (1984d) consider the relaxation approach for systems with depot inven-
tories. The authors show that a lower bound can be obtained by solving a pair of nested DPs,
similar to what is optimal in the single retailer case of Clark and Scarf (1960). No numerical stud-
ies have been reported to validate this approximation approach. Gallego, Özer, and Zipkin (2007)
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employ the relaxation approach in a continuous review variant of the model in which the retailers
face independent Poisson demand processes and each facility employs an echelon inventory position
based base-stock policy.
As explained, the Lagrangian relaxation approach of Kunnumkal and Topaloglu (2008) is very
time consuming. Instead of conducting a full subgradient based optimization over the space of all
Lagrange multiplier vectors, Kunnumkal and Topaloglu (2011) suggest several heuristics to identify
a single vector of Lagrange multipliers.
Several papers have incorporated capacity constraints in stochastic inventory models. Among
those, almost all consider bounds on individual order quantities. Under this type of capacity
constraint, even the single facility problem becomes fundamentally more complex both structurally
and computationally. Shaoxiang and Lambrecht (1996) demonstrate that the optimal policy admits
an X−Y band structure, with X < Y . If the inventory position is below X, order the full capacity.
If it is above Y , order nothing. However, if the inventory position is located between the two
thresholds, then the ordering policy is more complicated. Parker and Kapuscinski (2004), Chao
and Zhou (2009), and Janakiraman and Muckstadt (2009) propose heuristics for a capacitated serial
system in which each facility distributes to a single successor facility. To our knowledge, there is
no literature on one-depot multiple-retailer systems with order capacity constraints.
Finally, there is also a paucity of multi-location models with inventory capacity constraints.
However, the importance of such constraints was recognized in the early contributions to inventory
theory, spearheaded by Veinott: Veinott (1965), Bessler and Veinott (1966) and Ignall and Veinott
(1969) consider such inventory bounds in the special case of our system where the order lead time
equals zero and no inventories may be kept at the depot, or no depot exists, to begin with. Moreover,
no economies of scale in the cost structure are considered i.e. all ordering costs are assumed to be
linear in the order quantities. In this special setting, myopic policies are in fact optimal, under
specific additional assumptions.
2.3 Model and Notation
The general description of our system is provided in the introduction. We consider a periodic
review system with a finite or infinite planning horizon of T ≤ ∞ periods. Our objective is to
minimize expected discounted aggregate costs in the system, or the average cost per period. As in
most standard inventory models, we assume that all stockouts at the retailers are fully backlogged,
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and that in any given period, the carrying and backlogging costs are assessed as a convex function
of the end-of-period inventory and backlog size respectively.
We assume that storage space may be limited, at each of the system’s facilities. However,
we model the resulting capacity constraints allowing for a degree of flexibility as follows: when
an allocation is made to a retailer, one needs to ensure that space is available there when the
allocation reaches the retailer, i.e., a shipment leadtime later. One could, in principle, require
that the current inventory position of the retailer plus the new allocation stay below the inventory
capacity a shipment leadtime later, since this represents an upper bound for the then prevailing
inventory level. However, that approach is extremely conservative, leaving a significant part of
the storage space unused, in particular when the shipment leadtime is significant. Instead, we
specify a chance constraint, for every retailer in every period, to ensure that the likelihood of an
overflow, a shipment leadtime later, is bounded by a given probability. In almost all practical
applications, an overflow can be accommodated by renting or utilizing nearby external storage
space on an ad-hoc basis, albeit potentially at a high additional cost2. Note that, in general, a
standard capacity constraint can be modelled by setting the maximum overflow probability equal
to zero, which ensures that the storage space is adequate under all demand scenarios. 3
In a similar vein, we model any storage capacity constraint at the depot via a non-linear carrying
cost function the slope of which increases greatly at the ‘normal’ capacity bound. (Specification
via a simple hard capacity constraint may result in an infeasible DP).
The sequence of events in each period is as follows. (1) Deliveries to the depot and retailers are
received. (2) Decisions are made as to how inventory at the depot should be apportioned, whether
the depot should place a new order, and if so of what size. (3) Demand is observed. (4) Holding
and backorder costs are assessed at the retailers, as well as carrying costs at the depot, given the
remaining inventory levels at these various facilities.
Before we define our notation in detail, we note the following general conventions.
2To the extent the cost of overflow storage requirements is easily predictable, one may incorporate this information
by adjusting the shape of the retailer’s carrying cost function for inventory levels beyond the maximal capacity, all
the while preserving its convexity structure.
3However, when demand distributions are chosen with a support that fails to be bounded from below, for example
Normal distributions, a rigid specification of the storage capacity constraints results in an infeasible dynamic program.
Under such demand distributions, it is essential to specify the acceptable overflow probability as a strictly positive
number.
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• Stores will be indexed by j = 1, · · · , J , positioned in the subscript of the variable in question.
• Lowercase Latin letters will denote costs and inventories at the stores, whereas upercase latin
letters will denote costs and inventories at the depot.
• We index time by t = 1, · · · , T , positioned in parentheses in the subscript of the variable in
question.
Bearing this in mind, we use the following notation.
Infrastructure data :
• J : numbers of retailers, indexed by j.
• L: leadtime for orders to the central depot.
• `j : leadtime for allocations to retailer j from the central depot.
Capacity data :
• χD,(t): storage capacity of the depot in period t.
• χj,(t): storage capacity of retailer j in period t.
• αj : the acceptable probability of an overflow at retailer j in any given period.
Costs :
• K(t): the fixed cost to place an order to the depot, in period t.
• c(t): the variable procurement rate for the depot in period t.
• γj,(t): the variable shipment cost rate for retailer j in period t.
• pj,(t)(·): the backlogging costs for retailer j at the end of period t, as a function of the
total backlog size.
• hj,(t)(·): the inventory carrying costs for retailer j at the end of period t, as a function
of the total inventory level.
• H(t)(·): the inventory carrying costs at the depot at the end of period t, as a function of
the total inventory level.
Demand : The one-period demand at retailer j in period t is represented by uj,(t). We assume
that demands are uncorrelated across periods, but not necessarily across retailers. More
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specifically, we assume that the vector of demand variables (u1,(t), · · · , uj,(t)) has a general,
continuous joint distribution.
We are now ready to develop an exact DP formulation of the problem.
State of the system : The following variables fully determine the state of the system at the start
of any given time period t:
• xj,(t): the total inventory position at retailer j at the beginning of period t. This
includes the total inventory on hand at the retailer at the start of the period, as well as
all allocations currently in the pipeline, on their way to the retailer.
• X(t): inventory at the depot at the start of period t, before receipt of any order placed
L periods before.
• W(τ): outstanding order to the depot placed in period τ , for delivery in period τ + L.
At the start of period t, we shall only require these variables for time periods τ =
t− L, · · · , t− 1.
Thus, the (J+L+1)-tuple (x1,(t), · · · , xJ,(t), X(t),W(t−L), · · · ,W(t−1)) serves as the state space
of the system at the beginning of period t.
Actions taken in period t : In period t, the following decisions need to be made. Note that
each decision affects a state variable in the next period; we denote each decision by the same
symbol as the corresponding state variable, but with the addition of a bar.
• x̄j,(t): the total amount of inventory allocated to retailer j in period t. This quantity is
the sum of the inventory position at retailer j at the start of period t plus the shipment
allocated to retailer j in this period.
• X̄(t): how much inventory remains in the depot in period t after allocations to the
retailers.
• W̄(t): the size of the order to place from the external supplier in period t.
To formulate the problem, we use the following general conventions.
• A + sign in the subscript implies summation over all retailers. For example, x+,(t) =∑J
j=1 xj,(t).
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• A bold symbol with a missing retailer subscript denotes a vector over all retailers. For
example, x(t) ≡ (x1,(t), · · · , xJ,(t)).
W is used to represent the vector of orders placed in the previous periods, i.e.,
W (t) ≡ (W(t−L), · · · ,W(t−1))
• When considering demand variables, a hat indicates demand over the next L time periods,
and when considering demand variables pertaining to retailer j, a dot indicates demand over
the next `j time periods, and a tilde demand over the next `j + 1 time periods.
For example, ûj,(t) =
∑t+L−1
τ=t uj,(τ), u̇j,(t) =
∑t+`j−1
τ=t uj,(τ), and ũj,(t)
∑t+`j
τ=t uj,(τ).
2.4 An Exact Dynamic Programming Formulation
In this section, we derive an exact dynamic programming formulation, which uses the (J +L+ 1)-
tuple (x1,(t), · · · , xJ,(t), X(t), w(t−L), · · · , w(t−1)) as the state of the system at the start of a given
period t. This state description is maximally concise. As discussed in the introduction, the exact
DP is, by itself, of very limited value, since in all but the most trivial applications, its (J +L+ 1)-
dimensional state space precludes computational tractability. However, the exact DP provides the
starting point for the relaxation approach proposed in this paper.
Since any stockouts at a retailer are fully backlogged, a retailer’s inventory level at the end of
period (t + `j) equals its inventory position x̄j,(t) at the beginning of period t after inclusion of
any allocations made by the depot, minus the cumulative demand ũj,(t) that occurs in the interval
[t, t+ `j ]. This simple identity allows us to express the expected carrying and backlogging costs, at
the end of period t+ `j , as a function of x̄j,(t) only; we call this function Qj,(t), where
Qj,(t)(x̄j,(t)) ≡ β`jE
{
hj,(t+`j)(x̄j,(t) − ũj,(t)) + pj,(t+`j)(x̄j,(t) − ũj,(t))
}
(2.1)





chance constraint that limits the likelihood of an overflow of inventory at the start of period t+ `j
to αj can be stated as
(1− αj) ≤ P
[
x̄j,(t) − u̇j,(t) ≤ χj,(t+`j)
]
= 1− Ḟj,(t)(x̄j,(t) − χj,(t+`j)) (2.2)
⇔ Ḟj,(t)(x̄j,(t) − χj,(t+`j)) ≤ α




where Ḟj,(t) denotes the CDF of the aggregate demand u̇j,(t) and Ḟ
−1
j,(t) its inverse.
Thus, the inventory level chance constraints may be formulated as an equivalent simple upper




extended capacity at retailer j in period t.
The complexity of evaluating the functions Qj,(t)(·) and the extended capacity values χ[αj ]j,(t+`j)
depends on the ease with which the CDFs of the convolutions ũj,(t) and u̇j,(t) can be determined,
as well as the complexity of the functions hj,(t)(·) and pj,(t)(·). A particularly simple setting arises
when one-period demands uj,(t) have a N(µj,(t), σ
2
j,(t)) distribution, and the functions hj,(t)(·) and
pj,(t)(·) are linear. In this case, it is well-known that the function Qj,(t)(·) admits a closed form












where Φ(·) is the CDF of the standard Normal.
Consider a planning horizon of T ≤ ∞ periods and assume we discount future costs with a
one-period discount factor β ≤ 1.4 Let
V(t)(x(t), X(t),W (t)) = The expected minimal present value of costs incurred in periods
t, t+ 1, · · · , T when starting in state (x(t), X(t),W (t))














x̄(t) − u(t), X̄(t),W (t+1)
)}
(2.5)
s.t. x̄+,(t) + X̄(t) = x+,(t) +X(t) +W(t−L) (2.6)
x̄j,(t) ≤ χ[αj ]j,(t+`) j = 1, · · · , J (2.7)
X̄(t) ≥ 0 (2.8)
x̄j,(t) ≥ xj,(t) j = 1, · · · , J (2.9)
4When T =∞ and β = 1, the value functions diverge. In this case, the long-run average cost value is the generally
preferred criterion; see Section 2.7 for a treatment of this case.
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where W (t+1) = [W̄(t),W(t−L+1), · · · ,W(t−1)], and V(T−`+1)(·) = 0.
In the minimand of (2.5), the first three terms represent the external order and internal shipping
costs in period t; the next term denotes the expected discounted backlogging and holding costs that
are chargted to period t.
Constraint (2.6) ensures that the total inventory in our system at the start of period t plus any
order to be received there at the start of that period must be equal to the sum of all allocations
made to any facility. Each of the shipment quantities must be non-negative (as implied by con-
straint (2.9)) as must the inventory allocated to the depot (constraint (2.8)). The remaining set of
constraints (2.7) are identical to the inventory capacity constraints (see (2.3)).
2.5 A Lower Bound Approximation via Lagrangian Relaxation
In this section, we confine ourselves to finite horizon models, i.e. those with T <∞. The required
adaptations for infinite horizon models are covered in section 2.7. To simplify our exposition, we
assume the retailers face identical shipment leadtimes, i.e., `j = ` for all j. However, all results
continue to hold when these leadtimes vary by retailer.
To obtain a tractable lower bound DP, we relax the set of constraints (2.9) using a Lagrangian
relaxation, i.e., we implicitly allow for return shipments, back from the retailers to the depot.
However, any negative allocation to retailer j is penalized at a rate λj,(t), the Lagrangian multiplier
associated with (2.9). This approach is similar to the relaxation approach in Federgruen and Zipkin
(1984c), but using Lagrangian relaxation rather than a full relaxation, and applied to a DP that is
more general in five essential ways, as discussed in the Introduction:
1. Our model allows for central inventories at the depot.
2. We add chance constraints to control the likelihood of an inventory overflow at any of the
retailers, given arbitrary inventory capacity limits there. Similarly, we address an inventory
capacity limit at the depot by an appropriate choice of the cost functions H(t)(·).
3. We allow for arbitrary continuous demand distributions, rather than the Normal distribu-
tions Federgruen and Zipkin (1984c) confine themselves to; (see Footnote 1).
4. We allow for arbitrary cost parameters, rather than assuming that the retailers share the
same holding and backlogging cost rates.
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5. We allow for variable shipment costs from the depot to the retailers.
Our Lagrangian approach is also similar to that in Kunnumkal and Topaloglu (2008), in a model
without storage capacity constraints. As mentioned above, in their approach, the Lagrangian relax-
ation results in a sequence of nested one-dimensional DPs, as opposed to a singe one-dimensional
DP.




and construct a set of relaxed value functions V λ(t)(x(t), X(t),W (t)) that satisfy the following recur-
sions















x̄(t) − u(t), X̄(t),W (t+1)
)}
(2.10)
s.t. x̄+,(t) + X̄(t) = x+,(t) +X(t) +W(t−L) (2.11)
x̄j,(t) ≤ χ[αj ]j,(t+`) j = 1, · · · , J (2.12)
X̄(t) ≥ 0 (2.13)
Let A(t) ≡ x+,(t) + X(t) denote the total system-wide inventory level at the beginning of pe-
riod t, which resides somewhere in the distribution system, either at the depot or the retailers,
or in transit between them. Observe that, with the exception of the linear term
∑J
j=1(λj,(t) −
γj,(t))xj,(t) in equation(2.10), V
λ
(t)(·) depends on the geographically disaggregated inventory infor-
mation (x(t), X(t)) only via its aggregated value A(t).
Therefore, define new value functions
Ṽ λ(t)(x(t), X(t),W (t)) ≡ V λ(t)(x(t), X(t),W (t))−
J∑
j=1
(λj,(t) − γj,(t))xj,(t) (2.14)
This means that






Now, substitute the definition of V λ(t) from (2.10) into (2.14), and then substitute (2.15) into the
resulting objective. We obtain the following recursions for the value functions Ṽ λ
Ṽ λ(t)(x(t), X(t),W (t))
= min
x̄(t),X̄(t),W̄(t)

















x̄(t) − u(t), X̄(t),W (t+1)
)}
(2.16)
s.t. x̄+,(t) + X̄(t) = x+,(t) +X(t) +W(t−L) (2.17)
x̄j,(t) ≤ χ[αj ]j,(t+`) j = 1, · · · , J (2.18)
X̄(t) ≥ 0 (2.19)
Careful examination of the recursions above show that these value functions depend on the J+L+1-
dimensional state vector (x(t), X(t),W (t)) only through the aggregated (L+ 1)-dimensional vector
(A(t),W (t)). Therefore, the relaxed DP can be formulated through the following value functions























s.t. x̄+,(t) + X̄(t) = A(t) +W(t−L) (2.21)
x̄j,(t) ≤ χ[αj ]j,(t+`) j = 1, · · · , J (2.22)
X̄j,(t) ≥ 0 (2.23)
where W (t+1) = [W̄(t),W(t−L+1), · · · ,W(t−1)] and V̂ λ(T−`+1)(·) = 0.
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Theorem 1. For any λ = (λj,(t)) ∈ RJT+ and any starting state (x(t), X(t),W (t))
V̂ λ(t)(x+,(t) +X(t),W (t)) +
J∑
j=1
(λj,(t) − γj,(t))xj,(t) = V λ(t)(x(t), X(t),W (t)) (2.24)
≤ V(t)(x(t), X(t),W (t)) (2.25)
Proof. See Appendix B





poses into two separate minimizations: one pertaining to the vector of inventory variables [x̄(t), X̄(t)],
and a second minimization over the order quantity W̄(t). This observation allows us to simplify the
recursion to:
V̂ λ(t)(A(t),W(t)) = R
λ



















β(λj,(t+1) − γj,(t+1))− (λj,(t) − γj,(t))
]
x̄j,(t) (2.27)
s.t. x̄+,(t) + X̄(t) = A (2.28)
x̄j,(t) ≤ χ[αj ]j,(t+`) j = 1, · · · , J (2.29)
X̄j,(t) ≥ 0 (2.30)
Since the functions Qj,(t)(·) and H(t)(·) are strictly convex, it is easily verified that Rλ(t)(·) is
strictly convex as well. We conclude that, in the relaxed DP, it is optimal to allocate the system-wide
inventory (A(t) +W(t−L)) so as to minimize a linear function in the retailers’ inventory allocations
x̄(t), plus expected (discounted) costs in the very first period in which the allocations are received:
for the depot, this means the current period, and for the retailers, it refers to the period one
shipment leadtime after the current period. We refer to the convex program (2.27)-(2.30) as the
relaxed myopic allocation problem. In the special settings addressed there, optimality of myopic
allocations was derived for the relaxed DP in Federgruen and Zipkin (1984c).
The relaxation of the constraint set (2.9) thus allows us to replace a DP with a (J + L + 1)-
dimensional state space by one that is of dimension (L + 1). While a major improvement, this
would still leave us with an intractable dynamic program, other than for the smallest values of the
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leadtime L. Moreover, the structure of an optimal policy would not be transparent. However, a
standard substitution, identified by Scarf (1960), allows us to collapse the state space to a one-
dimensional one, with a resulting DP that corresponds with a standard single-location inventory
problem. Let





= all inventory currently in the distribution system (A(t)) plus
all orders with the outside supplier that are still outstanding
Similar to the accounting scheme used in the construction of the Qj,(t)(·) functions, instead of
assigning at the beginning of period t the cost Rλ(t)(A(t) +W(t−L)) as a function of the system-wide
inventory known at that time, assign to period t the discounted expectation of Rλ(t+L)(A(t+L)+W(t)),
the cost value a lead time later. Thus, noting that A(t+L) + W(t) = I(t) + W̄(t) − û+,(t), we charge
to period t an inventory cost
Gλ(t)(I(t) + W̄(t)) ≡ βLERλ(t+L)(I(t) + W̄(t) − û+,(t)) (2.31)
Once again, Gλ(t)(·) is a strictly convex function, since Rλ(t+L)(·) is. With this accounting scheme,
all inventory costs charged to period t depend only on the system-wide inventory position I(t) and
the order placed in that period.
This forward accounting scheme covers the expected discounted value of the holding and backo-
rder costs pertaining to periods L+1, L+2, · · · . Those pertaining to the initial periods t = 1, · · · , L
are, however, omitted from this formulation. Indeed, these inventory costs cannot be controlled,
since any orders from from period 1 onwards impact the system only in period (L+ 1) and beyond.
These early costs are therefore independent of our decisions, and can be given as a single function
































V̇ λ(t)(I(t)) = min
W̄(t)
{
Gλ(t)(I(t) + W̄(t)) +K(t)IW̄(t)≥0 + c(t)W̄(t) + βEV̇
λ
(t+1)(I(t) + W̄(t) − u+,(t))
}
(2.32)
with V̇ λ(T−`−L+1)(·) = 0. Combining (2.32) with the lower bound in Theorem 1, we get



















The first two terms in the lower bound (2.33) are available in closed form; the third term requires
the solution of the relaxed myopic distribution problems, which can be done very efficiently; see
section 2.6 for a description of effective algorithms. Finally, evaluation of the last term reduces to the
solution of a DP with a one-dimensional state space only. Moreoever, this DP may be interpreted
as one pertaining to a single location inventory system, which implies a (time-dependent) (s, S)
policy is optimal.
We conclude
Theorem 2. Assume K(t) ≥ βK(t+1) for all t = 1, · · · , T .
(a) In the relaxed DP, it is optimal to place orders from the supplier in accordance with an
(s(t), S(t)) policy acting on the system-wide inventory position I(t).
(b) Fix t = 1, · · · , T − (L + ` + 1). In the relaxed DP, it is optimal to allocate the system-wide
inventory (A(t) + W(t−L)) among the retailers and the depot in accordance with the relaxed
myopic allocation problem (2.27)-(2.30).
Proof. (a) Follows immediately from Scarf (1960); see also standard textbooks such as Zipkin
(2000). (b) See the derivation in the text.
To solve the Lagrangian dual, i.e. to find the largest lower bound
max
λ≥0
V λ(1)(x(1), X(1),W (1)) (2.34)
we need to embed (2.33) in an unconstrained maximization over all non-negative λ vectors.
Theorem 3, below, shows that the lower bound in (2.33) is a concave function of λ. This implies
that any standard steepest ascent method is guaranteed to converge to the optimal multiplier vector
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λ?, see, for example, Bertsekas (1999), section 6.3. Such methods move, in each iteration, from the
current solution in the direction of a supergradient there. This means that at each iteration, the
computational requirement consists of the evaluation of (i) the function value V λ(1)(x(1), X(1),W (1))
and (ii) a supergradient with respect to λ. We have shown that the former essentially reduces to
the evaluation of a DP with a one-dimensional state space. Theorem 3 identifies a simple formula
by which the supergradients at any point λ = λ0 can be computed, once the optimal replenishment
and allocation policy in the relaxed DP, under λ = λ0, have been identified.
We will need the following notation:
• Let x̄?,λ(t) (Ā) represent the unique optimal vector of decision variables x̄(t) in optimization
problem (2.27)–(2.30) for Rλ(t)(Ā).
• Let W̄ ?,λ(t) (I(t)) denote the optimal value of the variable W̄ (t) in the optimization problem (2.32)
for V̇ λ(t)(I(t)). i.e.,
W̄ ?,λ(t) (I(t)) =

S(t) − I(t) if I(t) ≤ s(t)
0 otherwise
where (s(t), S(t)) are the parameters of the (s, S) policy to be used optimally in period t; see
Theorem 2.
• Define a stochastic process
{
ιλ(t) : t = 1, · · · , T − L− `
}








The stochatic process {ιλ(t)} represents the total system-wide inventory position process when
the total system-wide inventory at the start of period 1 is ιλ(1) and decisions are made according
to the optimal policy in the relaxed DP with Lagrange multipliers λ.
We will need the following Lemma, the proof of which is given in Appendix C.






−x̄?,λj,(t)(Ā) τ = t








−βLEx̄?,λj,(t+L)(I − û+,(t)) τ = t+ L







−Ex̄?,λj,(1)(A(1) +W(1−L) − u+,(1)) τ = 1
+βτ−1Ex̄?,λj,(τ−1)(A(1) +
∑τ−1−L
τ ′=1−LW(τ ′) −
∑τ−1
τ ′=1 u+,(τ ′))
−βτ−1Ex̄?,λj,(τ)(A(1) +
∑τ−L
τ ′=1−LW(τ ′) −
∑τ
τ ′=1 u+,(τ ′)) τ = 2, · · · , L
βLEx̄?,λj,(L)(A(1) +
∑0
τ ′=1−LW(τ ′) −
∑L−1
τ ′=1 u+,(τ ′)) τ = L+ 1
0 otherwise
These simple expressions enable an efficient evaluation of a supergradient.
Theorem 3. For any given value of (x(1), X(1),W (1)),
(a) The lower bound V λ(1)(x(1), X(1),W (1)) is a concave function of λ
(b) ∇λV λ(1)(x(1), X(1),W (1)) is a supergradient of V λ(1)(x(1), X(1),W (1)) with respect to λ, where
[
∇λV λ(1)(x(1), X(1),W (1))
]
j,(t)



















Proof. See Appendix D.
2.6 An Upper Bound: a Heuristic Policy
In this section, we propose a specific feasible strategy of simple structure to govern the distribution
system. The expected cost, under this policy, is of course an upper bound on the optimal cost value,
and this for any starting state and time horizon. While relatively simple, its cost performance is
still too difficult to be assessed analytically. Instead, we evalute this with Monte Carlo simulations.
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Extensive numerical studies reported in section 2.8 compare the lower bound, resulting from the
approximate DP in the previous section, with this upper bound.
A replenishment strategy consists of two components. (a) An order policy which dynamically
prescribes when a system-wide order is to be placed with the external supplier, and of what size;
(b) an allocation policy which prescribes how much inventory, if any, is to be withdrawn from the
depot, and how this inventory should be allocated among the different retailers. As to the order
policy, it is natural to adopt the {(st, St) : t = 1, · · · , T} policy which is optimal in the approximate
DP, see Theorem 2 (or Theorem 4 if an infinite horizon stationary model is to be solved).
In the infinite horizon model with stationary parameters and demand distributions, efficient
algorithms have been proposed to compute the optimal policy parameters (s?, S?) and the associated
expected cost value, see e.g. Zheng and Federgruen (1991). In finite horizon settings, where a
different policy parameter pair (st, St) is to be determined for each period, a regular one-dimensional
DP needs to be solved, albeit with various possible simplifications. For example, if for a given
inventory level I0, it is optimal not to place an order, the same is true for any I ≥ I0. If, on the
other hand, it is optimal to place an order which elevates the inventory position to some level S,
then the same is true for all I ≤ I0.
As to the allocation policy, the myopic policy (2.27)-(2.30) which defines the functions R(t)(Ã)
and is optimal in the relaxed DP (see Theorem 2) could be employed as well. To make this into
a feasible policy, we reinstate the relaxed constraints (2.9). Assuming the amount of inventory
available for allocation is given by A, this gives rise to the following optimization problem





Qj,(t)(x̄j,(t)) +H(t)(X̄(t)) + γj,(t)(x̄j,(t) − xj,(t))
 (2.35)
s.t. x̄+,(t) + X̄(t) = A (2.36)
x̄j,(t) ≤ χ[αj ]j,(t+`) j = 1, · · · , J (2.37)
x̄j,(t) ≥ xj,(t) j = 1, · · · , J (2.38)
X̄(t) ≥ 0 (2.39)
However, myopic allocations, intrinsically, focus on the very first period in which retailer allocations
arrive at their destinations. In particular, for sample paths on which the total system-wide inventory
level (A(t)+W(t−L)) is relatively low, this myopic allocation policy may pull almost all the inventory
towards the retailers through irreversible allocations without regard for the coverage needs and
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consequences in subsequent periods. This is particularly problematic when the next opportunity
to replenish the retailers’ inventory positions is several periods away, because nothing or relatively
little is left at the depot until the next order from the external supplier arrives there. We therefore
consider a generalization of the Myopic Allocation problem (MA) where the allocations are made
to optimize expected costs over a time window of κ > 1 periods, assuming no other allocations are
made during this time window:









































(t) (·) are strictly convex.
There are several possible choices for the length of the time window κ. In describing them, we
confine ourselves to settings where a stationary (s, S) policy is used, see e.g. Theorem 4. In such
a setting, the system inventory position process {I(t)} is regenerative. Let
M(x) = The expected number of periods until the next order is placed




M(x− u) dF+(u) (2.41)
where F+(·) denotes the CDF of the system-wide demand u+. In other words, M(·) denotes the
renewal function associated with the random variable u+. The expected cycle length, i.e. the
expected number of periods between orders is then given by M(S − s).
One possible choice for κ, therefore, is κ1 ≡ max {1,M(S − s)− (t− Λ)}, where
Λ ≡ max
{
τ ≤ t : W(τ−L) > 0
}
denotes the last period prior to the current period in which an order arrived.
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κ1 is a stationary estimate of the remaining time until the next order is to arrive at the depot.
This estimate ignores information about the current pipeline of outstanding orders
[W(t−L+1),W(t−L+2), · · · ,W(t)]
as well as the actual system-wide inventory position I(t). The first as of yet unscheduled order is
expected to arive in period (t+M(I(t)− s) +L). However, that order is of course preceded by any
order already in the pipeline, resulting in the specification
κ2 ≡ max
{
1,min{{n : W(t+n−L) > 0}, bM(I(t) − s)c+ L}
}
, with the convention that +∞ is the minimum value of an empty set.
Federgruen and Zipkin (1984a) have proposed allocation policies of the (κ)-type, in the context
of the model considered there. However, the authors consider its solution too complex to be
a realistic alternative, and suggested focusing on a specific period within the time window of κ
periods, as opposed to optimizing the aggregate expected costs.
The allocation problem (κA) consists of minimizing a separable strictly convex function subject
to a budget constraint and upper and lower bounds for the individual decision variables:







xn = b (2.43)
Ln ≤ xn ≤ Un n = 1, · · · , N (2.44)
where each qn(·) is a strictly convex function for all n = 1, · · · , N . Without loss of generality, we
assume that
∑N
n=1 Ln ≤ b ≤
∑N
n=1 Un.
Efficient algorithms for this class of problems were proposed by Bitran and Hax (1981), Bodin
(1969), Luss and Gupta (1974), and Federgruen and Zipkin (1983); see also Ohuchi and Kaji (1980).
We have applied the following basic algorithm: since (P) is a strictly convex program, it is well
known that its unique optimal solution x? can be obtained by finding the corresponding optimal





























?)) ≥ z?, which proves the optimality of x?(π?).)
Let q′n(·) denote the strictly increasing derivative of the function qn(·) and q′−1n (·) its inverse.
The relaxed problem (Pπ) decomposes into N separate optimizations of single variable functions.
More specifically, x?n(π) is the unique minimum of the function (qn(xn)− πxn) over xn ∈ [Ln, Un].




























for π < minn q
′
n(Ln), we have q
′−1
n (π) < Ln for all n = 1, ·, N , and so the LHS of (2.46) will be
given by
∑N
n=1 Ln < b. Similarly, when π > maxn q
′
n(Un), the LHS of (2.46) will be given by∑N
n=1 Un > b. Moreover, over the given interval, at least one of the terms on the LHS of (2.46)
is strictly increasing. This implies the existence of a unique root over this interval which can be
found using a standard bisection method.
When inventory levels are discrete and integer valued, problem (P) may also be solved to
optimality by a simple greedy procedure; starting with the solution x0 = [L1, · · · , LN ], we allocate
each of the remaining (b −∑Nn=1 Ln) units sequentially to any variable xn that is not yet at its
upper bound Un and for which the marginal cost changed is minized. Since the feasible region of
(P) is the base of a polymatroid , it is well nown that this greedy procedure generates an optimal
solution, see Federgruen and Groenevelt (1986).
2.7 Inifnite Horizon Models
Based on standard results, see, for example, Bertsekas and Shreve (1996) it is possible to show that
as the planning horizon T →∞, the value function V(1)(x, X,W ) converges to an infinite horizon
value function V∞(x, X,W ) and that this function is a solution to the optimality equation
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V∞(x, X,W ) = min
x̄,X̄,W̄≥0
KIW̄>0 + cW̄ +
J∑
j=1






x̄− u, X̄,W (+1)
)}
(2.47)
s.t. x̄+ + X̄ = x+ +X +W(−L) (2.48)
x̄j ≤ χ[αj ]j j = 1, · · · , J (2.49)
X̄ ≥ 0 (2.50)
x̄j ≥ xj,(t) j = 1, · · · , J (2.51)
where W(−τ) denotes the order places τ periods ago, and W (+1) = [W̄,W(−L+1), · · · ,W(−1)].
As before, we relax the constraints (2.51) which ensure that the allocations to all retailers are
non-negative, via Lagrangian relaxation, associating a non-negative Lagrange multiplier λj to the
constraint for retailer j. Proceeding as in the finite horizon case, this results in a lower bound
function V λ∞(x, X,W ) which can be expressed in terms of the solution of an infinite horizon DP,
indeed one with a (L+ 1)-dimensional state space. More specifically, analogous to Theorem 1, we
get
V∞(x, X,W ) ≥ V λ∞(x, X,W ) =
J∑
j=1







∞(x+ +X,W ) (2.52)
where V̂ λ∞(A,W ) satisfies the infinite-horizon optimality equation









(λj − γj)x̄j + βEV̂ λ(A− u+ +W(−L),W (+1)
 (2.53)
Furthermore, V̂ λ∞ can again be simplified as follows:
V̂ λ∞(A,W ) = ν







where V̇ λ∞(·) satisfies the optimality condition of the single dimensional DP
V̇ λ∞(I) = min
W̄≥0
{
KIW̄≥0 + cW̄ +G(I + W̄ ) + βEV̇




Theorem 4 below show that a stationary (s, S) policy acting on the total inventory position
is optimal in this DP. The Lagrangian relaxation in the infinite horizon model only depends on
J Lagrange multipliers as opposed to JT Lagrange multipliers in the finite horizon case. This
significantly simplifies the task of solving the Lagrangian dual i.e. of minimizing the function
V λ∞(x, X,W ) over λ ∈ RJ+.
Finally, consider the same stationary infinite horizon model, except that the long-run average
cost is to be minimized. In this model, it is well known that the long-run average shipment
costs (from the depot to the retailers) amount to
∑J
j=1 γjµj under any stable policy (any stable
policy must, on average, ship µj units per period to retailer j, or incur even larger inventories or
backlogs). This implies that, without loss of generality, variable shipment costs can be ignored.
Similarly, assume that, as a final step to simplifying the Markov Decision Process with a (J+L+2)-
dimensional space, we relax the constraints x̄j ≥ xj , and instead add a penalty
∑J
j=1 λj(xj − x̄J)
to the one step expected cost functions, for a given vector λ ∈ RJ+ of Lagrange multipliers. Let






(By the argument above, the long-run average value of the Lagrangian penalty equals −∑Jj=1 λjµj
under any stable policy, since the long-run average shipment quantity to retailer j is equal to µj).




In other words, under the long-run average cost criterion, Lagrangian relaxation results in the
same bound as simple relaxation. Following the relaxation steps in Section 2.5, the lower bound
g?(0) = maxλ≥0 can be computer by solving an MDP on a one-dimensional state space.
The model is characterized by a relative value function V̂ (·) and a constant g?, representing the
optimal long-run average cost value, which satisfy the optimality equation
V̂ (I) = min
W̄≥0
{
KIW̄>0 + cW̄ +G(I)− g? + EV̂ (I + W̄ − u+)
}
(2.56)
The following Theorem follows immediately from classical results, see Iglehart (1963), Veinott
(1966), or Zipkin (2000).
Theorem 4. Consider the stationary infinite horizon model.
53
(a) Assume we want to minimize the present value of infinite horizon costs with a discounting
function β < 1. Then an (s, S) policy achieves the minima in (2.54) and is optimal in the
relaxed DP.
(b) Assume we want to minimize the long-run average costs. An (s, S) policy achieves the minima
in (2.56) and is optimal in the relaxed DP.
2.8 Numerical Study
In this section, we describe an extensive numerical study to assess the accuracy of the lower bound
DP derived in section 2.5 and the optimality gap of the proposed heuristic policy, described in
section 2.6. The first study reports on 7,776 problem instances, and the second on an additional
7,776 instances.
All instances consider an infinite horizon setting and the long-run average cost objective. As
discussed in section 2.7, in infinite horizon models under the long-run average cost objective, the
best lower bound is obtained by setting λ = 0 and variable shipment and ordering costs may be
ignored. All instances use linear holding and backlogging costs at the depot and the retailers, and
we limit our instances to those in which storage space at the depot is ample. The lower bound
is easily computable using the algorithm described in Zheng and Federgruen (1991). Demand
distributions are taken to be Normal. The cost performance of the proposed heuristic strategy is
assessed via Monte Carlo simulations over 5,000 periods, by solving an instance of the problem
(κA) or (MA) in each period. For each problem instance, we ran one set of simulations using (MA)
and one set using (κA), and picked the lowest cost. We picked κ using the first method described
in Section 2.6.
2.8.1 Numerical Study I
Table 2.1 summarises the parameters and meta-parameters that are used to generate the various
problem instances in our first numerical study. The remaining parameters are generated as follows:
Cost Ratios
We test three configurations for the holding and backorder cost rates at each retailer:




The number of retailers. A value of 9 gives a distribution network
with 10 locations.
K 80 The fixed cost of orders by the depot from the supplier.
α 5%
The target likelihood of an overflow of inventory at any of the re-
tailers in any period.
L 1, 3 The leadtime faced by the depot when ordering from the supplier.
` 1, 2
The leadtime faced by every retailer when receiving shipments from
the depot.
overPenalty 0.5, 1
A ‘meta-parameter’ specifying the ratio of the holding cost rate at
the depot to the smallest of the holding rates at the retailers.
chiBase 0, 1, 2,
5, 7, 999
A ‘meta-parameter’ used to specify the capacity at each retailer.
meanBase 1, 5, 10
A ‘meta-parameter’ used the specify the mean single-period demand
at each retailer.
CVBase 0.15, 0.3, 0.4
A ‘meta-parameter’ used the specify the coefficient of variation of
the single-period demand at each retailer.
Table 2.1: Parameters used in Numerical Study I. Note that overPenalty, chiBase, meanBase,
and CVBase are ‘meta-parameters’ used to generate the remaining parameters in the model. See
the body of the paper for more details.
Proportional costs : Individual backorder cost rates are selected uniformly in the interval [8, 12].
The holding cost rates are then specified to ensure that
pj
hj
= 10 for each j, i.e. hj =
pj
10 for
all j = 1, · · · , j.
Random costs : Individual backorder costs rates are, again, selected uniformly from the interval
[8, 12]. Individual holding cost rates are chosen uniformly and independently from the interval
[0.5, 3].
The holding cost rate at the depot is set to overPenalty times the smallest of the holding cost
rates at the retailers:
H = overPenalty ·min
j
hj
It is well-known that holding cost rates increase as we progress from one echelon in a supply
network to the next. A large often dominant part of the holding costs consists of capital costs.
Similarly, large depots are typically located where rents and other real-estate costs are lower; units
cost at the depot are additional reduced by virtue of economies of scale. It is therefore without loss
of generality that our study limits the values of the overPenalty parameter to 1.
Retailers’ Capacities
We test two configurations for the capacities at each of the retailers:
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Equal fractile capacities : xj = µj + chiBase · σj for all j = 1, · · · , J .
Random capacities : We first specify that the total storage capacity across all retailers, χ+,
should be given by χ+ = µ+ + chiBase · σ+.
The allocation of this total storage capacity χ+ among the retailers is done randomly, ensuring
that each capacity value is between 50% and 150% of the average.
Demand Distributions
As mentioned, all one-period demand distributions are N(µj , σj) Normals. We test three con-
figurations for the parameters µj and σj at each retailer j:
Uniform demands : µj = meanBase and σj = CVBase · µj for all j = 1, · · · , J .
Constant coefficients of variation : The means {µj} are selected randomly so as to ensure that
µ+ = J ·meanBase; moreover, the randomization procedure ensures that minjµj ≥ 12meanBase
and maxj µj ≤ 1.5 · meanBase. Thus, the ratio between the largest and smallest retailer is at
most 3. To ensure equal coefficients of variation, we set σj = CVBase · µj for j = 1, · · · , J .
Random coefficients of variation : The means {µj} are generated as under the “Constant
coefficients of variation” procedure. The retailers’ coefficients of variation CVJ = σj/µj are
selected uniformly from the interval [0.5, CVBase].
Numerical Results
In tables below, we report on the measured bounds (UB − LB)/UB, where UB denotes the
simulated cost value of the proposed strategy, and LB the above described lower bound. Note
that this ratio represents a conservative upper bound for the true optimality gap of the proposed
strategy, as well as a conservative upper bound for the accuracy gap of the lower bound approximate
LB. Within parentheses, we report on the expected number of periods between consecutive orders
from the supplier, i.e. M(S?, s?) (see equation (2.41)), with (s?, S?) the policy parameters of the
(s, S) policy that optimizes this Lower Bound DP which is used as part of the proposed strategy.
We have organized the results in 48 tables, each reporting on 162 instances. Each of the 48 tables
corresponds to a specific choice of (i) L; (ii) `; (iii) the overPenalty parameter; (iv) the cost
coefficient pattern; and (v) the capacity assignment pattern.
Within each table, there are 6 column groups, one for each value of chiBase, and each group
comprises 3 columns, one for each value of CVBase. Similarly, there are three row groups, one for
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each value of meanBase, each of which is divided into three rows, one for each of the patterns by
which the demand distributions are generated.
In Tables 2.2-2.5, we display four of the 48 tables. (The remaining 44 tables are provided in an
online appendix).
On average, calculation of the lower bound took 8.96 seconds, and in 95% of the instances took
less than 22.78 seconds. Calculation of the upper bound with Monte Carlo simulations over 5,000
periods took 6.85 seconds on average, with 95% of the instances running in under 8.76 seconds.



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Considering tables 2.2-2.5, one notices that the optimality gaps are invariably very small, and
below 2%. The gaps tend to increase with the CVBase parameter, as may be expected. The larger
the demand variability, the more frequently each retailer encounters unexpected imbalances in the
inventory levels, which in the relaxed DP can be addressed with return shipments, and in the real
system cannot.
The excellent performance of the heuristic and excellent accuracy of the lower bound is consistent
irrespective of the length of the expected cycle time between orders. The latter may be as low as 2
or as high as 9; (the latter when meanBase equals 1, and under random costs and random capacities;
see tables 2.3 and 2.4). One might have anticipated performance to deteriorate as the cycle length
increases and the opportunities to redress imbalances with new inventory at the depot arise less
frequently.
The results in table 2.5, with overPenalty=1, are more mixed. A significant optimality gap
arises when the storage capacities at the retailers become large in the last two columns groups.
This deterioration in our heuristic is explained by the fact that when it is equally expensive to
store items at the depot as at the retailers, and, in addition, retailers have large storage capacities,
it is optimal in the relaxed DP to assign all of the system-wide inventory at one or several of the
retailers, since in the relaxed DP it is optimal to allocate inventories myopically. In the relaxed
DP, future imbalances may be redressed via return shipments to the depot; this is not possible in
the real system. However, when the retailer storage capacities are modest, a significant part of the
system-wide inventory will remain at the depot both in the real system and in the relaxed DP, and
this inventory can be used to redress any future imbalances even when no new orders arrive from
the external supplier.
We therefore conclude that our relaxation bound approach performs excellently across virtually
all parameter combinations. The exception is settings in which the holding cost at the depot is
unusually large, and the retailer storage capacities are large.
Given the sensitivity to the overPenalty parameter, we construct a second numerical study, in
which this parameter is varied from 0.25 to 1 in increments of 0.25. If our above explanation for
the performance difference is correct, we anticipate excellent performance for all systems in which
it is cheaper to store inventories at the depot.
With sufficient inventory kept at the depot, retailers can be replenished in every period and it is
therefore reasonable to set their inventory capacity at an appropriate fracticle of their single-period
demand distribution. However, sometimes only a small amount of inventory is held at the depot,
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in which case retailers get replenished less frequently. We therefore extend our second numerical
study to assess performance of the bounds when inventory capacities are based on 4-period demand
distributions. (The number 4 is chosen as the average of the replenishment cycle lengths in the
scenarios considered in the first study; see tables 2.2-2.5 for examples).
2.8.2 Numerical Study II
Our second study consists of 7,776 problem instances, also arranged in 48 tables. The objective of
the second study is to investigate to what extent the performance of the lower and upper bounds
are affected by
(a) the value of the overPenalty, i.e. how much cheaper it is to store inventory at the depot
than at the retailers.
(b) the relationship between the retailers’ inventory capacity and the characteristics of their
demand distributions; in addition to specifying the capacity as a given number (chiBase) of
standard deviations above the mean of their single period demand, we also generate capacities
with respect to the distribution of the 4-period demands at each retailer.
Our two numerical studies share 1,944 instances, so that the total number of distinct instances
over these two studies is 13,688.
The design of the second numerical study is identical to that of study I, except that we restrict
ourselves to a single pair of leadtime values: L = 3 and ` = 2. However, we consider 4 values for
the overPenalty parameter; 0.25, 0.5, 0.75 and 1.
Moreover, we consider four ways to specify the retailer capacities:
(1) Equal fractiles, based on single period demand distributions as above.
(2) Random capacities, based on single period demand distributions, as above.
(3) Equal fractiles, based on 4-period demand distributions:
χj = 4µj + 2chiBase · σj , j = 1, · · · , J
(4) Random capacities, based on 4-period demand distributions. We first specify χ+ = 4µ+ +
2chiBase · σ+. The allocation of the total storage capacity χ+ among the retailers is then
done randomly, ensuring that each capacity value is between 50% and 150% of the average.
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In Appendix E, we display 4 of the 48 tables in this numerical study. These tables display
uniformly excellent performances as long as it is cheaper to store goods at the depot than at the
retailers. With retailers’ capacities set with respect to 4 period demands, significant optimality
gaps never appear, irrespective of the value of chiBase.
2.9 Conclusions and Generalizations
We have devised a solution approach for replenishment strategies in a general two-echelon distri-
bution system, under periodic review. Inventories may be kept at any of the facilities, but each
facility has a limited storage capacity. Our model allows for arbitrary joint distributions of each
period’s demands among the retailers.
The solution approach generates a dynamic order and allocation policy based on an (s, S)-
type policy that is optimal in a lower bound DP. The lower bound is obtained as the Lagrangian
dual associated with the exact DP, which, itself, is intractable. However, we have shown that
this Lagrangian dual can be solved very efficiently. Our approach generates both a lower and an
upper bound for the optimal cost value and, hence, a conservative bound for the optimality gap
of the proposed strategy and the accuracy gap of the lower bound. An extensive numerical study
with about 14,000 problem instances reveals that the lower bound and the proposed replenishment
strategy perform excellently, almost across the entire parameter space.
Our results were derived under a number of standard assumptions about the shape of the cost
functions; order costs have a fixed and a variable components, while inventory carrying and backlog-
ging costs are convex functions of the end-of-period inventory level and backlog level, respectively.
However, as described in the Introduction, in the absence of these structural properties, our main
results continue to prevail: the Lagrangian relaxed DP can still be reduced to a single DP with
a one-dimensional state space. While the optimal order strategy in the lower bound DP, in gen-
eral, fails of be of a simpler (s, S) structure, it can be computed efficiently and paired with any of
the above heuristic allocation policies. The only complication, in this general setting, is that the
allocation mathematical programs (MA) and (κA), in section 2.6, are no longer convex programs
so that more general, and less efficient solution methods would be needed. Finally, the derivative
expressions in Lemma 1 may no longer apply, requiring an adaptation of the supergradient result
provided in Theorem 3.
As noted in Federgruen and Zipkin (1984c) for the systems considered there, the ability to
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compute an accurate lower bound on the optimal cost for any set of parameters has fundamental
benefits beyond the challenge of constructing effective replenishment strategies. These bounds
allow us to address various strategic questions; for example, to evaluate what impact the two lead
times L and ` have on the overall system-wide performance, an important input when selection
suppliers and distribution centers. (Our methods are readily extended when the leadtimes are
stochastic themselves, as long as they are governed by a so-called exogenous sequential process, see
Zipkin (2000)). Similarly, the model can be used to evaluate the benefit of depot inventories, and
of investments in storage capacity.
Again, as pointed out by Federgruen and Zipkin (1984c), the same model and solution approach
applies when managing a product line of related products, all sold from the same underlying facility
and manufactured in two stages; in the first stage, a common intermediate item is produced, with
differentiating features and accessories added in a second phase.
Future work should adress a model capable of handling an arbitrary number of items sold from
a general network of sales locations.
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Chapter 3
Two Echelon Distribution Systems with
Random Demands and Storage
Constraints – the Multi-Product Case
3.1 Introduction
Distribution systems for retailer organizations are complex, whether they sell via traditional brick-
and-mortar stores, online systems, or combinations thereof (dual channels). The complexity of
these systems arise from the fact that they deal with a large number of stock keeping units (SKUs)
and that inventories need to be kept at many locations, often organized in two (or an even larger
numbers of) echelons.
To appreciate the scope of the problem, consider the following: traditional brick-and-mortar
retail chains have between scores and thousands of stores. At one end of the spectrum, Walmart
has 5,000 stores and wholesale clubs in the US alone. As one of their major strategic advantages,
internet retailers benefit from the fact that nationwide sales can be aggregated and fulfilled from
national fulfilment centers, rather than a multitude of local stores, but even they find it desirable to
operate from several such centers, each requiring its own inventory. Amazon, of course the largest
such organization, has a network of over twenty fulfilment centers, for example.
In terms of the number of SKUs carried, the numbers are even more staggering. In April of 2010,
Amazon sold some 140,000 items in the electronic category alone, and a similar number of tools and
home improvement items. (See Table 1 in Jiang et. al. (2011) for these numbers, along with data
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from other categories). Progressive Grocer Magazine (as quoted by the Food Marketing Institute
(2015)) reports that, in 2014, there were more than 37,000 supermarkets with annual sales of $2
million, or more, most of them chains with multiple sales locations. Based on similar data from
the previous year, 2013, the same Food Marketing Institute report notes that the average number
of items carried in a supermarket is 43,844! Net profits, after taxes, amount to no more than 1.3%
of the sales revenues, which explains why efficient supply chain management, in particular efficient
inventory and distribution planning is the key to survival and profitability.
The procurement planning process of these various SKUs, at the different facilities of the retail
chain, need to be integrated into a system-wide planning model. For any given item, there are
various interdependencies among the facilities. More specifically, consider the network structure
discussed in this paper: the distribution system consists of a depot and multiple sales outlets,
hereafter referred to as retailers, which face random demands for the various items sold there. The
replenishment process consists of two stages: the depot procures the item from outside suppli-
ers, employing a single supplier for any given item. The retailers’ inventories are replenished by
shipments from the depot. Both of the replenishment stages are associated with a given item- and
facility- specific leadtime. The depot as well as the retailers face a limited inventory capacity, where
the storage space is shared among all the items carried by the facility. Inventories are reviewed,
orders are placed, and internal shipments are initiated on a periodic basis. When a retailer runs
out of stock, unmet demand is backlogged. The interdependencies are then as follows (i) standard
economies of scale in the order costs connect the procurement strategies of the various retail outlets;
(ii) system-wide orders are to be determined on the basis of all the retailers’ and the depot’s in-
formation; moreover, the fact that the replenishment process is conducted in the above two phases
allows us to exploit statistical economics of scale, a term coined by Eppen and Schrage (1981):
when deciding on the first stage order quantity, only aggregate demands matter, the volatility of
which is relatively lower than that at the individual retailers, thus requiring smaller safety stocks
to reach a given service level; (iii) the existence of an inventory pool at the depot, from which all
the retailers can draw, creates an additional interdepencency among the retailers. Similarly, the
planning process for the different items interact with each other, at least because of (a) shared
storage capacity at each of the facilities, (b) economies of scope in the order costs, for example,
fixed cost components incurred irrespective of the composition of the order.
Arrow, Harris, and Marschak (1951) and Dvoretsky, Kiefer, and Wolfowitz (1953) initiated the
field of stochastic inventory theory, by devising optimal replenishment strategies in systems with
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a single item sold from a single location. In the subsequent sixty years, many hundreds of papers
have been published in this field, but, to our knowledge, none capable of handling the simultaneous
challenge of dealing with a two echelon distribution system with a general number of retailers and
a general number of items, under random demands and the above interdependencies.
In this paper, we address a general model for such two-echelon, multi-item systems with an
arbitrary number of retailers. The model considers a cost structure with the following four cost
components: (i) costs associated with the orders placed with the suppliers, reflecting economies of
scale and scope; (ii) shipment costs for the transfers from the depot to the retailers; (iii) for each
item, carrying costs associated with the depot’s and retailers’ inventories at the end of each period,
and (iv) for each item, backlogging costs at each of the retailers, a function of the backlog size there
at the end of each period. In terms of each period’s demands for all items at all retailers, they are
drawn from a general joint distribution. However, as in most inventory models, we assume that
demands are independent across time. The objective is to minimize the expected total discounted
cost.
In our base model, we make the following standard structural assumptions about the cost
components: (i) for each item, the order costs, in each period, consist of a fixed and a variable
component; (ii) internal shipment costs are linear with the shipment quantities, and item- and
facility- specific cost rates; (iii) for each item, the carrying cost at each facility, in each period, is
a convex function of its ending inventory level, (iv) in any given period, the backlogging cost, for
each item, at each retailer, is a convex function of the end-of-period backlog size. Thus, in our base
model, the interdependency among the different items is restricted to the joint storage capacity that
prevails at each of the facilities. However, in section 3.7, we extend our results to settings with a
second type of interdependency, i.e., joint fixed costs among the different items. More specifically,
each supplier is selected to supply a complete line of items; a given joint fixed cost is incurred
whenever orders are placed with this supplier, irrespective of which items are included in the order
and how many of each item is ordered.
We develop an approach to compute a tractable lower bound dynamic program (DP) for the
optimal system-wide costs, along with specific order, withdrawal and allocation policies that are
derived from the strategy which is optimal in the lower bound DP. The lower bound DP is based on a
combination of relaxation methods, Lagrangian and others. As such, the approach bears similarity
to other relaxation approaches proposed for systems with a single item or a single sales outlet.
In particular, Federgruen and Zipkin (1984a; 1984c), Kunnumkal and Topaloglu (2008; 2011), and
68
Federgruen, Guetta, and Iyengar (2015). We exploit the fact that the planning problems are weakly
coupled across the different items. This part of our Lagrangian relaxation approach is of the type
discussed by Adelman and Mersereau (2008); see Section 3.2 for additional references. At the same
time, the interdependencies among the different facilities are, as explained, of a fundamentally
different type, and, therefore, require an altogether different relaxation approach to transform the
exact DP into a lower bound DP that decomposes into independent DPs for each item, each with
a single-dimensional state space.
A feasible system-wide strategy consists of three parts: (a) an order policy which determines,
in each period, how much to order of the different items from each supplier, (b) a withdrawal
policy, which specifies, in each period, how much inventory to withdraw from the depot for each
of the items, and (c) an allocation policy, which determines how the withdrawal quantities are
best allocated along the retailers. As to the first component, the order policy, we recommend
implementing the order policy that is optimal in the Lagrangian dual. To make the withdrawal
and allocation decisions, in each period, we design a new type of heuristic. This heuristic calls for
the solution, on a rolling horizon basis, of a multi-period convex program, that determines optimal
allocation quantities for all items for each of the periods in the look-ahead horizon considered.
Clearly, the expected cost value of the combined order, withdrawal and allocation policy represents
an upper bound on the optimal cost value of the full problem.
An extensive numerical study, involving close to 1,200 instances and reported upon in Sec-
tion 3.8, compares the lower bound resulting from the Lagrangian dual with the upper bound
associated with our novel system-wide order, withdrawal and allocation policy. The latter is as-
sessed via Monte Carlo simulation. We observe that almost across the entire parameter space
considered, the lower bound is very accurate, and the proposed system-wide policy is close to opti-
mal. The computational complexity of the lower bound grows linear with the number of items I,
the number of retailers J and the length of the planning horizon T .
In addition, some of our fundamental results hold under fully general shapes of the various
cost functions. Only the linearity of the internal shipping cost functions is essential to obtain a
lower bound that decomposes into separate single-dimensional DPs for each item. The additional
structural assumptions regarding cost components, (i), (iii), and (iv) are used to ensure that the
order policies that are optimal in the Lagrangian relaxed DP are of a simple (s, S) type and that the
mathematical programs that determine the depot withdrawal and allocation policies are convex.
The remainder of this paper is arranged as follows: Section 3.2 provides a review of the relevant
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literature. We introduce our model and associated notation in Section 3.3. Section 3.4 gives an
exact DP formulation for the system-wide problem. Our Lagrangian lower-bound approach is
developed in Section 3.5 while Section 3.6 covers our proposed heuristic policy. Section 3.7 exends
our results to models with joint fixed order costs across products purchased from the same supplier.
Our numerical study is described in Section 3.8, while section 3.9 concludes our paper.
3.2 Literature Review
We confine ourselves to a brief review of the literature on inventory models for systems with multiple
storage locations or multiple items. Existing models capable of simultaneously handling product
variety along with geographic dispersion of retailers appear to be confined to fully deterministic
settings, thus ignoring the complexities of demand (or supply) risks.
These deterministic models include mathematical programming models for finite planning hori-
zon problems; see Thomas and McClain (1993) and Shapiro (1993) for surveys. Incorporating
fixed order or production costs into these models renders even these deterministic models complex,
see e.g. Federgruen, Meissner, and Tzur (2007) and the references therein. For stationary infi-
nite horizon models, under the long-run average cost objective, Maxwell and Muckstadt (1985),
Queyranne (1985), Roundy (1986), Federgruen, Queyranne, and Zheng (1992), and Federgruen
and Zheng (1992a) address the problem of determining replenishmen tstrategies for very general
multi-item production and distribution networks. These authors show that policies of a simple
so-called power-of-two structure are guaranteed to come within 2% of optimality, but only when
demands are not only deterministic, but occur at constant rate. Moreover, their methods do not
allow for joint capacity constraints.
Clark and Scarf (1960)’s seminal paper was the first to address a periodic review model for
one warehouse multiple retailer systems with random demands, and a single item and no storage
constraints. These authors proposed a heuristic approach based on the so-called balance assumption,
according to which, at the start of each period, the distribution of inventories among the retailers
is the one that minimizes future expected costs. This balance assumption results in a tractable
lower bound for the actual system, and one that decomposes into J separate retailer problems,
along with a DP for the depot, in which the cost functions are obtained from the value functions
of the retailers’ DPs. (The balance assumption is trivially satisfied when there is only one retailer;
in this case, the proposed method is indeed exact). Clark and Scarf (1960) failed to report on a
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numerical study to assess the quality of their proposed lower bound and heuristic policy.
Half a century later, Kunnumkal and Topaloglu (2008) devised a lower bound approximation
of a similar type: it also decomposes into J separate retailer problems, along with a DP for the
depot whose cost functions are derived from value functions of the retailers’ DPs. These authors
arrive at their loiwer bound by applying a Lagrangian relaxation to the non-negativity constraints
for the shipment values in the exact DP for the system-wide problem.
Like Clark and Scarf (1960), the Kunnumkal and Topaloglu (2008) model does not consider
any capacity constraints, and, in addition, assumes that the order costs are linear, without any
fixed components. The authors report on a numerical study that evaluates the accuracy gap of
their lower bound and the optimality gap of their associated policy; it demonstrates superiority
of their lower bound, with significant differences emerging when the problem instance is highly
non-stationary and with significant heterogeneity among the retailers.
A third lower bound approach was proposed by Federgruen and Zipkin (1984a) for single-item
uncapacitated systems without central inventories at the depot, as well as several other restrictions:
(i) all single period demands are Normally distributed (or, slightly more formally, have a cdf which
is unique up to a centralization and a scaling parameter), (ii) the backlogging and storage costs
are linear functions, with cost rates that are identical across all retailers (under general cost rates,
the authors’ approach involves additional approximation steps, not necessarily resulting in a lower
bound), (iii) the cost rates for shipments from the depot to the retailers are uniform across the
retailers. The approach in Federgruen and Zipkin (1984a) relies on a simple relaxation of the
above-mentioned non-negativity constraints for the shipment quantities. Its major advantage was
that the resulting lower bound can be computed by solving a single DP with a one-dimensional
state space, as opposed to a sequence of partially nested DPs, in the other two approaches.
Most recently, Federgruen, Guetta, and Iyengar (2015) developed a lower bound approach, and
considered heuristic policies for single item systems. While dealing with a much more general model
than Federgruen and Zipkin (1984a), the lower bound in Federgruen, Guetta, and Iyengar (2015)
reduces, equally, to a single DP with a one-diemnsional state space. We refer the reader to that
paper for a more detailed comparison of the four lower bound approaches in single-item systems,
as well as a review of other papers that have built on these: Eppen and Schrage (1981), Federgruen
and Zipkin (1984c; 1984d), Jackson (1988), Axsäter, Marklund, and Silver (2002), Axsäter (2003),
Doğru (2005), Doğru, De Kok, and Van Houtum (2004) and Gallego, Özer, and Zipkin (2007).
Some authors, again within the context of single item systems, have considered an approach
71
where an upfront restriction is made to a simple order policy, or class of such policies, for example
so-called (m, v) policies, e.g. Federgruen and Zipkin (1984a), Jackson (1988), and Marklund and
Rosling (2012). Under an (m, v) policy, an order is placed with the supplier every m periods so as
to bring the system-wide inventory up to aggregate level v.
To our knowledge, Li and Muckstadt (2014) and Li and Muckstadt (2015) are the first two papers
to address systems that need to contend with multiple items as well as geographic dispersion across
multiple retail outelts. However, in Li and Muckstadt (2014), there are no interdependencies across
items, whether because of joint inventory constraints or because of economies of scope within the
cost structure; their model therefore decomposes into separate planning problems for each item,
as in the models reviewed above. Moreover, the authors, make an upfront restriction to (m, v)
order policies. Based on the authors’ work with an online retailer, a novel feature in the Li and
Muckstadt (2014) model is that it distinguishes between two types of demands at each retailer, since
customers are offered a choice between two possible delivery dates, at different shipment costs. Li
and Muckstadt (2015) do consider interdependencies among items, in that customer orders consist
of a combination of items. As well as its companion, this paper decouples the order policy part of
the system-wide replenishment policy from the above withdrawal and allocation parts, by assuming
that the system operates under a given periodic base-stock policy.
When comparing this paper with the single item system in Federgruen, Guetta, and Iyengar
(2015), several important distinctions are to be noted: a different Lagrangian dual is needed to
model and to handle joint storage capacity constraints, along with new challenges for an efficient
evaluation of the required supergradients of the lower bound as a function of the Lagrange multi-
pliers. This method bears similarity to that in Adelman and Mersereau (2008) for weakly coupled
stochastic dynamic programs, itself based on Hawkins (2003); see there for other applications.
When, as in Section 3.7, additional interdependencies are introduced through joint fixed order
costs, an additional lower bounding approach needs to be added, based on a methodology initi-
ated by Atkins and Iyogun (1988) for multi-item systems with a single sales location. In addition,
to obtain high quality policies and to demonstrate the quality of the proposed lower bound, we
develop a novel withdrawal and allocation policy. In the above prior approaches, withdrawal and
allocations in any given period are determined to optimize expected costs in the first period in
which these shipments are received (myopic allocation) or over a time window of several periods,
but assuming that no other allocations are added over the course of the time window. Our new
withdrawal and allocation policy solves a more intricate but still tractable program that allows
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future optimal shipments in all periods pertaining to the look-head time window.
3.3 Model and Notation
We consider a periodic review system with a finite planning horizon of T < ∞ periods. Our
objective is to minimize expected discounted aggregate costs in the system. As in most standard
inventory models, we assume that all stockouts at the retailers are fully backlogged, and that in any
given period, the carrying and backlogging costs are assessed, for each product, as a retailer-, time-,
and product-specific convex function of the end-of-period inventory and backlog size respectively.
We assume that at each of the system’s facilities, aggregate space may be limited. However,
when deciding on allocations to a given retailer, the resulting inventory levels upon receipt of these
allocations a shipment leadtime later are hard to predict, since they depend on the random demand
observed while the shipment is in transit. More specifically, the inventory level , a shipment leadtime
hence, equals the current inventory position (i.e., the inventory level plus shipments in progress
minus backlog), plus the new allocation, minus the (random) leadtime demand. For this reason,
we model the capacity constraint by replacing the random leadtime demand for any given item by
a user chosen low fractile thereof, say the 0.05 fractile. Thus, barring demand realisations that fall
below these fractiles, the capacity constraint ensures that the actual inventory level a shipment
leadtime later is guaranteed to fall below the prevailing capacity level.
This specification does not exclude the the possibility of an inventory overflow. However, as
demonstrated in Section 3.8, by varying the above fractile, any desired overflow probability can be
targeted. Of course, the possibility of an overflow can be completely prevented by replacing the
random leadtime demand by the smallest value in its support. However, this approach is extremely
conservative, and is likely to leave much of the capacity under-utilized at each retailer.
In a similar vein, we model any storage capacity constraint at the depot via a convex non-linear
carrying cost function, the slope of which increases significantly at the ‘normal’ capacity bound,
when applicable. (Specification via a hard capacity constraint may result in an infeasible DP).
The sequence of events in each period is as follows. (1) Deliveries to the depot and retailers are
received. (2) Decisions are made as to how inventory at the depot should be apportioned, whether
the depot should place a new order, and if so of what size. (3) Demand is observed. (4) Holding
and backorder costs are assessed at the retailers, as well as carrying costs at the depot, given the
remaining inventory levels at these various facilities.
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We employ the following notation.
• Stores are indexed by j = 1, · · · , J , positioned in the subscript of the variable in question.
• Products are indexed by i = 1, · · · , I, positioned in the superscript of the variable of interest.
• Lowercase Latin letters denote costs and inventories at the stores, whereas upercase latin
letters denote costs and inventories at the depot.
• We index time by t = 1, · · · , T , positioned in parentheses in the subscript of the variable in
question.
Infrastructure data :
• J : numbers of retailers, indexed by j.
• I: number of products our distribution system deals with, indexed by i.
• Li: leadtime for orders of product i to the central depot.
• `ij : leadtime for product i allocations to retailer j from the central depot.
• δ: the discount factor.
Capacity data :
• χj,(t): storage capacity of retailer j in period t.
• βj : the maximum permitted probability of an overflow at retailer j at the start of any
period.
• αj : a specified fractile of the leadtime demand of any of the items coverd by retailer j.
Costs :
• Ki(t): the fixed cost in period t to place an order for product i from the supplier.
• ci(t): the variable procurement cost rate in period t for product i, from the supplier.
• pij,(t)(·): the backlogging costs for product i at retailer j at the end of period t, as a
function of the total backlog size.
• hj,(t)(·): the inventory carrying costs for product i at retailer j at the end of period t, as
a function of the total inventory level.
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• H i(t)(·): the product-i inventory carrying costs at the depot at the end of period t, as a
function of the total inventory level.
• γij : the variable shipment cost rate for product i shipped to retailer j in period t.
Demand : The one-period demand for product i at retailer j in period t is represented by uij,(t).
For any given period t, the random variables {uij,(t) : i = 1, · · · , I, j = 1, · · · , J} follow a
general joint distribution. However, demands are independent across time. We denote the
marginal CDF of uij,(t) by F
i
j,(t).
We are now ready to develop an exact DP formulation of the problem.
State of the system : The following variables fully determine the state of the system at the start
of any given time period t:
• xij,(t): the total product-i inventory position at retailer j at the beginning of period t,
before receipt of any shipment sent `j periods earlier. This includes the total inventory
on hand at the retailer at the start of the period, as well as all allocations currently in
the pipeline, on their way to the retailer.
• Xi(t): product-i inventory at the depot at the start of period t, before receipt of any
order placed Li periods earlier.
• W i(τ): the product-i order placed by the depot in period τ , for delivery in period τ +Li.
At the start of period t, we shall only require these variables for time periods τ =
t− Li, · · · , t− 1.
Thus, the (J+L+1)I-tuple (x11,(t), · · · , xIJ,(t), X1(t), · · · , XI(t),W 1(t−L), · · · ,W I(t−1)) serves as the
state vector of the system at the beginning of period t.
Actions taken in period t : In period t, the following decisions need to be made. (We denote
each decision by the same symbol as the corresponding state variable, but with the addition
of a bar).
• x̄ij,(t): the product-i inventory position at retailer j at the start of period t, including
any new allocation to retailer j in this period.
• X̄i(t): the product-i inventory at the depot, in period t, after inclusion of any newly
arrived orders from the supplier, and after subtraction of any new allocations to the
retailers.
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• W̄ i(t): the size of the order for product i to be placed with the external supplier in period
t.
To formulate the problem, we use the following general conventions:






• A bold symbol with a missing subscript (superscript) denotes a vector over all stores (prod-
ucts).
(For example, xi(t) = {xi1,(t), · · · , xiJ,(t)}, and xj,(t) = {x1j,(t), · · · , xIj,(t)}.)
W i is used to represent the vector of product-i orders that are outstanding at the very start
of period t, i.e. that were placed in periods t− Li to t− 1, i.e.,
W i = {W i(t−Li), · · · ,W i(t−1)}
• A letter in a blackboard font with no retailer or product subscript or superscript denotes a
matrix containing values of that variable for all retailers and products.
For example, x(t) is a matrix that contains all inventory positions at the start of period t.
W(t) contains the vectors W
i
(t) for all i, i.e.
W(t) =











Note that the W vectors may vary in size if Li is not uniform across products, so this object
is not necessarily a matrix.
• When considering demand variables, a hat indicates demand over the next L time periods, a
dot demand over the next `j periods, and a tilde demand over the next `j + 1 time periods.

















3.4 An Exact Dynamic Programming Formulation
In this section, we derive an exact dynamic programming formulation, which uses the (J +L+ 1)I-
tuple (x11,(t), · · · , xIJ,(t), X1(t), · · · , XI(t),W 1(t−L), · · · ,W I(t−1)) as the state of the system at the start of
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a given period t. This state description is maximally concise. As discussed in the introduction,
the exact DP is, by itself, of very limited value, since in all but the most trivial applications, its
(J +L+ 1)I-dimensional state space precludes computational tractability. However, the exact DP
provides the starting point for the various relaxation approaches proposed in this paper.
To simplify our exposition, we assume all the shipment leadtimes are identical, i.e., Li = L for
all i, and `ij = ` for all i and j. However, all results continue to hold when these leadtimes vary
by product and retailer. We shall further assume that variable shipment rates to each retailer are
zero, i.e., γij,(t) = 0 for all i, j, and t. Nonzero shipment rates can trivially be reintroduced using a
simple transformation; see Federgruen, Guetta, and Iyengar (2015), for example.
Since stockouts are fully backlogged, a retailer’s product-i inventory level at the end of period
(t + `j) equals the inventory position x̄
i
j,(t) at the beginning of period t after inclusion of any
allocations made by the depot, minus the cumulative demand ũij,(t) that occurs in the interval
[t, t+`j ]. This simple identity allows us to express the expected discounted carrying and backlogging
costs, at the end of period t+ `j , as a function of x̄
i





hj,(t+`j)(x̄j,(t) − ũj,(t)) + pj,(t+`j)(x̄j,(t) − ũj,(t))
}
(3.1)










Thus, to ensure that the aggregate inventory at the start of period t at retailer j meets capacity











In the single item case, this chance constraint is easily seen to be equivalent to a simple upper bound
on the single x̄ij,(t) variables. However, in the multi-product case, the chance constraint confines the
vector x̄j,(t) to a complex region in RI . Under general demand distributions, even the verification
of whether a joint vector x̄j,(t) satisfies the chance constraint involves the evaluation of a complex
I-dimensional integral. Closed form approximations can be devised, for example by replacing∑I
i=1[x̄
i
j,(t) − u̇ij,(t)]+ by a Normal distribution. Such a replacement is asymptotically correct as
the number of items becomes large, an application of the Central Limit Theorem. However, the
resulting constraint has a highly complex non-linear dependence on the vector x̄j,(t).
We therefore adopt a different approach, as mentioned in the introduction. We replace each of
the random variables in (3.2) by a low-fractile of its distribution, more specifically the αjth fractile
77
of the distribution, and specify that the aggregate inventory at the end of period t + `j remains
bounded by the prevailing storage capacity χj,(t+`j) as long as demand at the retailer for each
















This constraint can be linearized by the addition of auxiliary variables Y ij,(t). Replace (3.3) by
I∑
i=1
Y ij,(t) ≤ χj,(t+`j) (3.4)




j,(t) ≥ 0 for all i = 1, · · · , I and j = 1, · · · , J .
The actual overflow probability clearly increases with the choice of the fracticle αj . This implies
that any target overflow probability βj may be targeted with a simple bisection search on the
parameter αj . See Section 3.8 for a demonstration of this approach.
The complexity of evaluating the functions Qij,(t)(·) and the demand percentiles ũ
i,[αj ]
j,(t) depends
on the ease with which the CDFs of the convolutions u̇j,(t) and ũj,(t) can be determined, as well as
the complexity of the functions hj,(t)(·) and pj,(t)(·). Let
V(t)(x(t),X(t),W(t)) = The expected minimal present value of
costs incurred in periods t, t+ 1, · · · , T
when starting in state (x(t),X(t),W(t))
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j,(t) , 0) ≤ χj,(t+`j) ∀j (3.7)
X̄i(t) ≥ 0 ∀i (3.8)










W 1(t−1) . . . W
I
(t−1)




and with V λ(T−`+1)(·) = 0.
Constraint (3.6) ensures, for each product, that the total inventory in our system at the start
of period t plus any order to be received there at the start of that period must equal the sum of
the retailers’ inventory positions after new allocations, plus the amount of inventory kept at the
depot. Each of the shipment quantities must be non-negative, as implied by constraint (3.9), which
stipulates that the product i inventory allocated to retailer j must be greater than what was already
there. Constraint (3.8) specifies that the inventory allocated to the depot must be non-negative.
The remaining set of constraints (3.7) are identical to the inventory capacity constraints (see (3.3)).
3.5 A Lower Bound Approximation via Lagrangian Relaxation
In our base model, the interdependencies between the different items is confined to the joint storage
capacity constraints of the different retailers. In section 3.7, we consider additional interdependen-
cies among the items, in particular those arising from joint fixed order costs associated with groups
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of items procured from the same supplier.
Given the assumptions in our base model, the planning problems, complex as they may be, are
nevertheless only weakly coupled among the different items, in the sense employed by Adelman and
Mersereau (2008). Indeed, were the constraint set (3.7), which represents the joint storage capacity
constraints, to be relaxed, the dynamic program would decompose into I independent DPs. Our
first relaxation approach, therefore, consists of relaxing this constraint set in a Lagrangian manner,
associating a non-negative Lagrange multiplier λj,(t) to the constraint pertaining to retailer j’s
allocations in period t.
Under any given set of Lagrange multipliers {λj,(t) : j = 1, · · · , J, t = 1, · · · , T}, we obtain an





















































X̄i(t) ≥ 0 ∀i (3.12)
x̄ij,(t) ≤ χj,(t+`j) + u̇i,[αj ] ∀i, j (3.13)
x̄ij,(t) ≥ xij,(t) ∀i, j (3.14)
with V λ(T−`+1)(·) = 0. Via (3.13), we maintain simple upper bounds for the individual allocation
variables x̄ij,(t), implied by the capacity constraints.
We now prove a Theorem that shows, for any vector of Lagrange multipliers λ, that V λ(t)(·) is a
lower bound for V(t)(·), as well as a proposition that shows that the Lagrangian relaxation allows
us to decompose this large DP into I smaller ones, one for each product.
Theorem 5. For any λ = (λj,(t)) ∈ RJT+ and any starting state (x(t),X(t),W(t)),
V λ(t)(x(t),X(t),W(t)) ≤ V(t)(x(t),X(t),W(t)) (3.15)
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Proof. We prove this lower bound by backward induction for t = T − `, T − `− 1, · · · , 1. Starting
with the last period (T − `), the bound follows from the fact that the minimization in the relaxed
DP (3.10)-(3.14) for V λ(t) is conducted over a larger feasible region than that in the exact DP, while
the objective value in (3.10), for any feasible solution in the exact DP, is lower than that in the
objective function (3.5), pertaining to the exact DP. Assume now that the bound applies pointwise
for some period (t + 1). The proof that the bound applies to period t as well is analogous to the
proof for the last period (T − `).




























(t) − ui(t), X̄i(t),W i(t→t+1))
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X̄i(t) ≥ 0 ∀i (3.18)
x̄ij,(t) ≤ χj,(t+`j) + u̇
i,[αj ]
j,(t) ∀j (3.19)
x̄ij,(t) ≥ xij,(t) ∀j (3.20)











Proof. The result is trivially true for the terminal period t = T − L+ 1.
Now, suppose (3.21) holds for time period t. Substituting equation (3.21) for V λ(t) into the
recursive equation (3.16)-(3.20) for V λ(t−1), and noting that the resulting program decomposes across
products, we conclude that (3.21) also holds for t− 1.
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Proposition 1 shows that V λ(t) can be calculated as the solution of I independent (J + L + 1)-
dimensional dynamic programs. Whilst this is a major improvement as compared to the (J+L+1)I-
dimensional exact DP, this still leaves us with an intractable dynamic program.
However, the dynamic program (3.16)-(3.20) represents a version of the single item model
discussed in Federgruen, Guetta, and Iyengar (2015). That paper proposed a close-to-accurate and
















(t)) for the value functions
of that DP. More specifically, the lower bound essentially amounts to the solution of a single
dimensional DP, indeed one that can be interpreted as pertaining to a single item and single
location inventory system in which a so-called (s, S) policy is optimal in each period. This means
that the depot places an order whenever the system-wide inventory position is at or below s, to
raise this inventory position to a level S > s. The system-wide inventory position consists of all
inventory currently in the system, plus all outstanding orders with the supplier minus the retailers’








(t)), it is is optimal, in each
period t, to determine the optimal withdrawal quantity and the new allocations to the retailers by
solving a strictly convex mathematical program. In Section 3.5.1, we give a brief summary of the









While any vector of Lagrange multipliers λ =
{












(t)) ≤ V λt (x(t),X(t),W(t)), the most accurate such bound













The following theorem shows that the lower bound in (3.22) is a jointly concave function of λ. This
implies that the unconstrained dual optimization problem may be solved with a standard steepest
ascent method, greatly facilitated by the fact that gradients to the lower bound function can be
specified and computed, at any value λ0 of the multipliers at which the lower bound is evaluated.
Let x̄?,i,λ(t) denote the unique optimal vector of retailer allocations in the lower bound DP under
the combined order, withdrawal and allocation policy that is optimal for the lower bound DP.
Theorem 6. For any given set of values (x(1),X(1),W(1)),











(1) is a jointly concave func-
tion of λ.
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(b) The lower bound
¯
















where the expectation is taken under the combined order-, withdrawal-, and allocation policy
that is optimal in the lower bound DP with value functions
¯
θi,λ(t) (·).






















































(t)] ∈ F(xi(t), Xi(t),W i(t))
As described in Section 3.5.1, the lower bound value functions
¯
θi,λ(t) are obtained by relaxing the
feasible action spaces F . Depending on the specific implementation, the relaxation may simply
eliminate some of the constraints, or relax them in a Lagrangian manner, in which case additional
terms are added to the minimand in (3.24).
Note first that the feasible action sets F(xi(t), Xi(t),W i(t)) are compact and remain so under the
above described relaxations. The concavity proof of the value functions
¯
θi,λ(t) (·) can be demonstrated
by induction, for t = T −L, · · · , 1. In period t = T −L, concavity follows from Danskin’s Theorem,
since the minimand (3.24) in the recursive equations is an affine, and hence concave function of λ
while the feasible action sets are compact. Assume, therefore, that the concavity property has been
demonstrated for the value functions
¯
θi,λ(t+1)(·) for some t = 1, · · · , T −L− 1. This implies that the
minimand in the recursive equation for period t is a concave function of λ. The above argument
can be repeated to obtain concavity of the value function
¯
θi,λ(t) (·), thus completing the induction
proof.
To prove part (b), note that differentiability of each of the value functions
¯
θi,λ(t) (·) can once again
be shown by induction, again employing Danskin’s theorem as well as the fact that in every possible
state of the system and in every period, the optimal order, withdrawal and allocation quantities
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are unique. Uniqueness of the withdrawal and allocation quantities follows from the fact that they
are part of the optimal solution of a strictly convex mathematical program.
This leaves us with the verification of the derivatives in (3.23). It suffices to show that for any



































The proof of (3.26) is immediate. The proof of (3.25) follows by backwards induction for τ =
t, t− 1, · · · , 1, employing Danskin’s Theorem, and justifying interchanges of the differentiation and













3.5.1 A Tractable Lower Bound for the Single-Product Value Function
As mentioned, for any item i = 1, · · · , I, the lower-bound DP (3.16)-(3.20) with value function
θi,λ(t) (·) is easily interpreted as an instance of the single item model addressed in Federgruen, Guetta,
and Iyengar (2015). This paper develops a lower bound DP for this model, by relaxing the con-
straints (3.20), either completely or in a Lagrangian manner. Recall that these constraints ensure
that the shipment quantities from the depot to the retailers are non-negative. The (Lagrangian)
relaxation of this single set of constraints allows us to reduce the (J + L + 1)-dimensional DP
(3.16)-(3.20) to one that has a one-dimensional state-space, and is structurally identical to a single
item, single location inventory model for which an (s, S) policy is optimal.
For notational simplicity, we will derive this lower bound when the constraint set (3.20) is
completely eliminated. We direct the reader to Federgruen, Guetta, and Iyengar (2015) for details
of this relaxation when a Lagrangian relaxation is used instead.

































(t) − ui(t), X̄i(t),W i(t→t+1))
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X̄i(t) ≥ 0 ∀i
x̄ij,(t) ≤ χij,(t+`j) ∀j
Now, define a new quantity Ai(t) ≡ xi+,(t) +Xi(t) to denote the total system-wide inventory level
of product i at the beginning of period t, which resides somewhere in the distribution system,
either at the depot or the retailers, or in transit between them. Observe that in the DP above,
¯
θi,λ(t) depends on the geographically disaggregated inventory information (x
i
(t), X(t)) only via its
aggregation Ai(t). The original set of constraints (3.20) did require knowledge of each individual
inventory position xij,(t). However, after our relaxation of these constraints, only the aggregate
system-wide inventory level Ai(t) matters, rather than its disaggregation across the different retailers
and the depot. Furthermore, note that the minimization in this relaxed DP decomposes into two
separate minimizations, one depending only on x̄i(t) and X̄
i
(t), and one depending only on W̄
i
(t).























































j,(t) , 0) (3.28)
s.t. x̄i+,(t) + X̄
i
(t) = Ã (3.29)
X̄j,(t) ≥ 0 (3.30)
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We have therefore successfully reduced the dimension of our dynamic program from (J +L+ 1)
to (L + 1). Furthermore, since the functions Qij,(t)(·) and H(t)(·) are strictly convex, it is easily
verified that each Ri,λ(t)(·) is strictly convex as well. This dynamic program therefore has a form of a
simple single location, single item inventory problem, in which the cost term that depends on the
system-wide inventory position is convex.
Finally, we reduce the (L + 1)-dimensional program to a 1-dimensional program by using a
similar accounting scheme to the one we used the construct the functions Qij,(t)(·). Instead of




(t−L)) as a function of the system-wide
inventory known at that time, we assign to period t the discounted expectation of this cost value
a lead time later, which is a function of the system-wide inventory position at time t. We refer
the reader to Federgruen, Guetta, and Iyengar (2015) for details of this final reduction in the state
space.
3.6 An Upper Bound: a Heuristic Policy
In this section, we propose a specific feasible strategy to govern the distribution system. The
expected cost, under this policy, is of course an upper bound on the optimal cost value, and this
for any starting state and time horizon. While relatively simple, its cost performance is still
too difficult to be assessed analytically. Instead, we evaluate this with Monte Carlo simulations.
Extensive numerical studies reported in section 3.8 compare the lower bound, resulting from the
approximate DP in the previous section, with this upper bound.
A replenishment strategy consists of three components. (a) An order policy which dynamically
prescribes when a system-wide order is to be placed with the external supplier for each product,
and of what size; (b) an allocation policy which prescribes how much inventory, if any, is to be
withdrawn from the depot, and how it should be allocated among the retailers. As to the order




t) : t = 1, · · · , T
}
policies which are optimal in each item’s
approximate DP.
Given the finite-horizon setting in which we are operating, a different policy parameter pair
(sit, S
i
t) is to be determined for each period by solving a regular one-dimensional DP for each
product, albeit with various possible simplifications. For example, if for a given inventory position
Z0, it is optimal not to place an order (the elevate the inventory position to some level S), the
same is true for any Z ≥ Z0 (Z ≤ Z0).
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It is close-to-optimal to adopt the order policies that are optimal in the lower bound DPs as
part of the combined order, withdrawal and allocation strategy. After all, these order policies
remain feasible in the actual DP, and optimal in a relaxation thereof. The same cannot be said
for the remainder of the strategy. More specifically, the allocation strategies that are optimal in
the lower bound DPs ignore the joint storage constraints (3.7), and allow for relaxation of the
constraint (3.9), which ensure that new shipments to the retailers are non-negative.
Indeed, in the lower bound DP, it is optimal to determine all withdrawal and allocation quanti-
ties for each of the items separately, and in a manner that minimizes a myopic allocation problem,
i.e., one that minimizes the expected costs in the very period period in which the shipments are
received by the retailers, and, implicitly allowing for negative shipments. The allocation strategies
that are optimal in the lower bound DPs suffer from three deficiencies. They ignore (a) the inter-
dependencies among the items, (b) the cost consequences in later periods beyond the first period
in which the shipments are received, and (c) the shipments’ non-negativity constraints.
We therefore design a new type of allocation policy which addresses all three differences; (i)
it simultaneously determines allocations across all items, explicitly reinstating the joint storage
constraints, for each retailer and time period, therefore addressing the interdependencies among
the various items. All constraints in (3.9) are reinstated, ensuring that shipment quantities are
non-negative. (ii) it determines the current period’s allocations so as to minimize total expected
discounted costs over an appropriate planning window of κ periods, rather than only focusing
myopically on the first period in which they have an impact. (iii) When minimizing total expected
discounted costs over the full planning window, current allocations are made bearing in mind that
any inventory remaining at the depot may be allocated in later periods in the window.
We thus consider an allocation problem in which we make simultaneous allocations across all
items in period t considering the impact of our decisions not only in period t+`, but also in periods
t+ `+ 1, · · · , t+ κ (i.e. over κ+ 1 periods).
Specifically, we assume that once we have made our allocations in period t, any inventory
remaining in the depot (or any inventory in our pipeline W(t) that will arrive later at the depot)
might later be assigned to some or all of the retailers in periods t+ 1, · · · , t+ κ.
Define the following decision variables, using a dot instead of a bar to distinguish these variables
from those in the full DP:
• ẋij,(τ): the inventory position of product i at retailer j, at the beginning of period t, plus all
shipments of this product, to this retailer, introduced in periods t, t+ 1, · · · , τ .
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• Ẋi(τ): the inventory of product i assigned to the depot, at the start of period τ .
Given a specific set of allocations, our program minimizes expected discounted costs in periods
[t+ `, t+ `+ κ]. To express these costs succintly, let uij,(t→τ) denote the sum of all demands from










j,(t). The product i
inventory level at retailer j at the end of period τ is then given by ẋij,(τ)−uij,(t→τ). We can therefore
express the holding and backlogging costs at the end of that period as a strictly convex function of














In the true system, as reflected by the exact DP, the future values of the quantities {ẋij,(tau), Ẋi(τ), τ =
t+ 1, · · · , t+ κ} are determined based on the most updated information available, which includes
all demands observed between time t and period τ . In the κ-allocation problem, thes quantiites
are determined statically, upfront, as a function of the information available up to period t, i.e., as
a function of the state of the system at the beginning of period t: (x(t),X(t),W(t)).
The κ-allocation program minimizes expected discounted costs in the next κ periods, assuming






































j,(t→τ), 0) ≤ χj,(τ+`j) ∀j, τ (3.35)
ẋij,(t) ≥ xij,(t) ∀i, j (3.36)
ẋij,(τ) ≥ ẋij,(τ−1) ∀i, j, τ > t (3.37)
Ẋi(τ) ≥ 0 ∀i, τ (3.38)
where constraints are imposed for τ = t, · · · , t+ κ.
Constraints (3.33) are identical to (3.6) in the exact DP and ensure that, in period t, we only
assign inventory that is available in that period. Constraints (3.34) reflect the fact that, for any
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item i, only W i(τ−L) (i.e., the order that is received at the beginning of period τ) can be used to
augment ẋij,(τ) + Ẋ
i
j,(τ) from its value in the period period (τ − 1). Constraints (3.35) are identical
to the original capacity constraints (3.7). Constraints (3.36) and (3.37) ensure that all shipments
to the retailers are positive. Finally, constraint (3.38) ensures that no backlogs are allowed at the
depot in any period, again identical to (3.8) in the original DP.
Even though this program determines allocations (ẋ(τ), Ẋ(τ)) for all periods τ = t, · · · , t + κ,
the only part of these allocations to be implemented is (ẋ(t), Ẋ(t)), so as to make allocations in the
current period t. In other words, the (κA)-problem is solved on a rolling horizon basis.
There are several possible choices for the length of the time window κ. We first note that in
period t, our pipeline of orders to the depot W(t) contains orders that will be delivered there in
periods t, · · · , t + L. Therefore, one possible choice for κ is κ = κ1 ≡ L, which optimizes over the
next L − 1 periods, and ensures that our non-myopic problem always accurately reflects the total
inventory in the system. After period t + L, future orders placed after t may arrive at the depot,
and our non-myopic problem would no longer correctly reflect the total inventory in our system in
these periods.
Note that in (3.34), at time t, the magnitude of the incoming order W i(τ−L) is known for
τ = t, · · · , T + L. Thus, any value of κ with 1 ≤ κ ≤ L could be chosen. In addition, it is possible
to choose κ > L and subsitute W i(t+L+1) = · · · = W i(t+κ−L) = 0, if it is reasonble to expect that
the next oder for item i will not be placed before time (t+ κ− L+ 1). Indeed, the exact expected
number of periods with the next order can be computer as follows. Let Zi(t) denote the system-wide
inventory position for item i, in period t, and define
εi(t)(Z
i
(t)) = The expected number of periods until the next order is placed













ui+,(τ ′) ≥ si(τ)
)
(3.40)
When the demand distributions are discrete, εi(t)(Z
i
(t)) may be computed from a standard (non-
stationary) renewal equation recursion. Whether we choose κi = Li (in the general case where
leadtimes are item-dependent) or κi = L+εi(t)(Z
i
(t)), both choices would result in an item dependent
planning window, which is entirely feasible.
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The allocation problem (κA) is a convex optimization problem with a non-linear objective
function and one set of non-linear constraints (3.35). However, as explained in Section 3.3, this
set of constraints can be linearized with the help of auxiliary variables. Similarly, when all cost
functions H i(t)(·), hij,(t)(·), and pij,(t)(·) are piecewise linear or approximated by piecewise linear
functions, the objection function of (κA) is piecewise linear and convex as well. If so, the entire
problem (κA) can be formulated as an LP, and solved with any number of standard LP solvers.
The allocation problem (κA) is essentially different and superior compared to the allocation
mathematical programs employed in the literature, e.g. Federgruen and Zipkin (1984a) and Feder-
gruen, Guetta, and Iyengar (2015). The latter, for example, determines the allocation quantities,
in each period, by minizming the sum of discounted costs over a given planning window, but in
doing so, assumes that no additional allocations with be made after the initial period t.
It is also useful to compare the planning problem (κA) to the overall solution approach proposed
in the recent paper by Marklund and Rosling (2012), for single item systems without capacity
constraints and in an infinite horizon stationary setting. As mentioned in the Introduction, the
authors makes an upfront restriction to order policies of the (m, v) type. Thus, only the withdrawal-
and-allocation components of the overall implementation strategy need to be determined. The
authors also apply the balance assumption which is equivalent to assuming that each order is
“large enough for the decisions in each order cycle to be considered in isolation”.
Since orders are exactly m periods apart, and given the balance assumption, it is natural to
choose the planning horizon κ = m in any period in which an order arrives, irrespective of whether
m > L or m ≤ L. Thus, Marklund and Rosling (2012)’s problem reduces to a special case of (κA)
with κ = m, I = 1, the capacity constraint (3.35) eliminated and W it−L = 0 for all τ > t. Of
course, there is a fundamental difference between our appproach and that of Marklund and Rosling
(2012). We treat (κA) as a static multi-period optimization problem, which we solve to optimality
as a mathematical program, on a rolling-horizon basis. The solution of this mathematical program
is used to extract the recommended withdrawal-and-allocation quantities for the first period only.
Marklund and Rosling (2012) treat the (κA)-problem as a dynamic program, the solution of which
is used as an approximation to the overall optimal system-wide cost. Clearly, as a dynamic program,
(κA) has a state space of dimension (J+1), even in the single item case, and is therefore intractable.
Instead, the authors apply two types of relaxations to solve the problem: the sample path equations
(3.33) and (3.34) are replaced by a single aggregate constraint, ensuring only the expectation of the
total shipments to the retails are restricted to the inventory availability at the depot at the beginning
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of the cycle. This single deterministic constraint is then relaxed in a Lagrangian fashion, as a second
relaxation, thus decomposing the exact dynamic program for the cycle into J independent single
item DPs. The result is a lower bound for the optimal system-wide costs under an (m, v) policy.
3.7 Cost Interdependencies Among Items
In our base model, we assumed that the interdependencies among the items is confined to the joint
storage constraints at the various facilities. In practice, other types of interdependencies prevail,
most specifically joint order costs. Here is the simplest such setting: assume there are S suppliers,
each selected to procure a distinct subset of the I items. Let I(s) constain the set of items purchased
from supplier s, s = 1, · · · , S. The item collection {I(1), · · · , I(S)} is assumed to be a partition of
the full item set 1, · · · , I. In particular, each item is procured from a single supplier.
The simplest, but frequently prevalent, join cost structure assumes that, in every period t,
there exists a fixed order cost K0,s(t) that is incurred whenever some order is placed with supplier s,
irrespective of its composition, and in addition to the item-specific fixed order costs {Ki(t)} already
incorporated in our base model. The above cost structure has been studied, extensively, in the
single-location case, where the planning problem is referred to as the “joint replenishment problem”
(JRP). Scores of papers have been devoted to this specific model, both under deterministic and
stochastic demands. See Khouja and Goyal (2008) for a review of the literature up to 2005. Even
under deterministically known demands, the problem is NP-complete, a result shown by Arkin,
Joneja, and Roundy (1989).
The mere Lagrangian relaxation of the storage constraints (3.7) is no longer sufficient to decom-
pose the problem on an item-by-item basis. To arrive at a decoupled lower bound DP, a different
relaxation needs to be added. We adopt the approach of Atkins and Iyogun (1988) for the single
location JRP. The idea is to allocate the joint order cost K0,s(t) among the various items supplied by




(t) = 1}, thereby replacing the true cost structure








(t) i ∈ I(s), t = 1, · · · , T (3.41)
This relaxation reduces the problem back to an instance of the model in Section 3.3, the solution
of which is a lower bound, since at any given order epoch, the total order cost in the approximate
model is bounded from above by the true costs. Together with the Lagrangian relaxation of
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s.t. λj,(t) ≥ 0 ∀j, t∑
i∈I(s) α
i
(t) = 1 ∀s, t
αi(t) ≥ 0 ∀i, t
Analogous to the proof of Theorem 6, one can show that the lower bound value functions
¯
θi,α,λ(t) (·)
are jointly concave in the vector α, and that they are differentiable as well. As in the base model,
let
¯
V α,λ(1) (·) =
∑I
i=1 ¯





= P(An order from supplier s is placed in period t under the
strategy which is optimal in the lower bound problems) (3.42)
We solve the dual problem (D) iteratively: for a given allocation vector α, find the corresponding
vector of optimal Lagrange multipliers λ(α) with the steepest ascent method of Section 3.5. Then,
using this set of Lagrange multipliers, carry out a search for the optimal α-vector, using a steepest
ascent method for constrained problems, once again using the fact that the gradient (with respect
to α) is easily computed via (3.42).
In the base model, the order policy component of the overall replenishment strategy could be
chosen, straightforwardly, as the (s, S) order policies which are optimal in the best lower bound
DPs; this in contrast to the withdrawal and allocation policy components for which we developed a
new approach based on a mathematical program. Under joint order costs, this is no longer effective.
After all, under the (s(t), S(t)) policies in the lower-bound DPs, no incentive is provided to combine
orders pertaining to different items. Instead, we propose adopting a (T i, vi(t)) policy for each item
i, under which the system-wide inventory position of the item is replenished every T i periods. If
period t is a replenishment epoch, an order is placed to raise the system-wide inventory position to
a target level vi(t).
The replenishment cycles {T i : i ∈ I(s)} are to be selected as the optimal power-of-two policy
in the setting where all demands are deterministic and constant over time, as well as all cost
parameters. This optimal vector of power-of-two intervals {T i : i ∈ I(s)}, s = 1, · · · , S can be
found with a simple O(T log T ) procedure, see e.g. Jackson, Maxwell, and Muckstadt (1985) and
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Roundy (1985). The latter proved that in a stationary, deterministic setting, the optimal power-of-
two policy is guaranteed to come within 6% of optimality. Note that when all replenishment cycles
are power-of-two multiples of the same base period, maximal coordination of the order process is
achieved, and hence maximum advantage is taken of the economies of scope associated with the
joint order costs. The withdrawal and allocation policy can be used as-is, in Section 3.6.
Finally, the joint order costs may have a more complex structure than those described in this
section. Most generally, the fixed order costs associated with an order may depend on the precise
composition of the order, according to a general submodular set function Ks(t)(I), where I ∈ I(s)
is the specific set of items included in the order. It is still possible to adopt the above relaxation
approach, replacing the joint cost cost structure by a separable one, that results in a lower bound.
See Federgruen and Zheng (1992b) or Viswanathan (2007) for details.
3.8 Numerical Study
In this section, we describe an extensive numerical study, consisting of 1,162 problem instances,
designed to assess the accuracy of our lower bound DP derived in section 3.5, and the optimality
gap of the proposed heuristic policy, described in section 3.6.
All instances consider a horizon of T = 20 periods, and a system with J = 8 retailers, each
carrying I = 7 items. All instances use linear holding and backlogging costs at the depot and the
retailers, and we assume, throughout, that the storage space at the depot is ample. All demand
distributions are Normal; however, at various parts of the lower and upper bound calculations,
we employ a fine discretization of the relevant Normal distribution, employing a 49 point approx-
imation. The cost performance of the proposed heuristic strategy is evaluated via Monte Carlo
simulation, using a sample of 40 paths cosisting of 20 periods each, and solving an instance of the
κ-allocation mathematical program in each period for each of the generated scenarios.
The median computational time required to calculate any given instance was 167 CPU minutes.
This number relates to a current implementation of our algorithm, with much of the work done in R,
and, as mentioned, using a very fine 49 point discretization of the underlying demand distribution.
The current computational times explain the size of our numerical study. We are confident that a
significantly faster implementation can be achieved by implementing our entire system in a lower-
level language like C++, along with various other speedups.
Table 3.1 summarizes the parameters and meta-parameters that are used to generate the prob-
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Parameter Values
T 20 The number of periods in the horizon.
J 8
The number of retailers. A value of 8 gives a distribution network
with 9 locations.
I 7 The number of items.
L 3, 4 The leadtime from the supplier to the depot.
` 2, 3 The leadtime from the depot to the retailers.
ci,(t) = c 5 The variable procurement cost from the supplier.
overPenalty 0.5, 1
A ‘meta-parameter’ specifying the ratio of the holding cost rate at
the depot to the smallest of the holding rates at the retailers. The
same ratio is used for all items.
chiBase −1, 5
1000
A ‘meta-parameter’ used to specify the capacity at each retailer.
targetEpochs 3, 7
A ‘meta-parameter’ used to calculate the fixed cost of procuring
each item from the supplier. See the text of the paper for details.
baseCostRatio 4, 10
A parameter used to specify the ratio of backorder to holding costs.
See the text of the paper for details.
CVBase 0.15, 0.3, 0.4
A ‘meta-parameter’ used the specify the coefficient of variation of
the single-period demand at each retailer.
Table 3.1: Parameters used in our numerical study. See the body of the paper for more details.
lem instances in our numerical study. The remaining parameters are generated as follows.
Cost Ratios
We investigate two configurations for the holding and backlogging cost rates for each item at
the various retailers.
Proportional costs : The holding cost rates hij,(t) are chosen uniformly and independently from
the interval [8, 12]. The backlogging cost rates pij,(t) are given by p
i
j,(t) = baseCostRatio·hij,(t).
Random costs : All of the retailers’ holding costs are chosen uniformly and independently from
the interval [8, 12]. Likewise, the backlogging costs are chosen independently and uniformly
from the interval [8, 12] · baseCostRatio.
For each item i = 1, · · · , I, holding cost rates at the depot are set to overPenalty times the
smallest of the holding cost rates at the retailers:
H i(t) = overPenalty ·minj h
i
j,(t)
It is well-known that holding cost rates increase as we progress from one echelon in a supply network
to the next. A large, often dominant part of the holding costs consists of capital costs. Similarly,
large depots are typically located where rents and other real-estate costs are lower; unit costs at
the depot are additionally reduced by virtue of economies of scale. It is therefore without loss of
generality that our study limits the values of the overPenalty parameter to 1.
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Retailers’ Capacities
The retailers’ capacities are specified to add a given multiple (chiBase) of the average standard
deviation of aggregate demands, across all items, to the average mean aggregate demand in a single
period. Here, the average is taken over all T periods in the planning horizon. Thus
















As mentioned, all one-period demand distributions are Normal. The distribution pertaining to
item i and retailer j, in preiod t, is N(µij,(t), σ
i
j,(t)). We investigated two ways to generate the means
and standard deviations, assuming all demand distributions are independent of each other
Constant CV : All means µij,(t) are chosen, uniformly and independently, from the interval
[80, 120]. The standard deviations σij,(t) are specified to maintain uniform coefficients of
variation across all demand distributions, i.e.,
σij,(t) = CVBase · µij,(t)
for all i, j, and t.
Random CV : All means µij,(t) are again chosen uniformly and independently from the interval
[80, 120]. All coefficients of variation σij,(t)/µ
i
j,(t) are chosen independently and uniformly from
the interval [0.05, CVBase].
Fixed Order Costs
The fixed order costs are chosen to be stationary, i.e., Ki(t) = K
i for all t and i. They are selected
so as to target a specific frequency of orders with the items’ supplier, or, equivalently, a specific
average cycle length between consecutive orders, determined by the parameter targetEpochs. In
doing so, we assume that this average cycle length is approximately the optimal cycle length in
the Economic Order Quantity model that arises when all demands occur at constant deterministic








µij,(τ) i = 1, · · · , I (3.43)
and a constant holding cost rate, given by the average of the items’ holding cost rates across all






















Our numerical results are arranged in 16 tables, each reporting on a set of 72 instances. Each
table lists instances with a specific combination of targetEpochs, baseCostRatio, L, and ` pa-
rameters, and in each cell, displays the ratio 100 · (UB− LB)/LB, where UB denotes the expected
cost of the proposed system-wide heuristic strategy and LB the value of the Lagrangian dual. This
ratio is, of course, an upper bound for the strategy’s optimality gap, and the accuracy gap of the
lower bound.
In each table, there are three row sections corresponding to the three values of chiBase, which
specify how much storage capacity is available to each retailer. Within each row section, we display
two lines, corresponding to the two procedures used to generate one-period demands.
The twelve columns in our table are arranged in three column sections, corresponding to the
three CVBase values used in this study. Within each of these sections, we differentiate between the
Proportional and Random cost methods to generate the retailers’ holding and backlogging costs,
as well as the two overPenalty values that determine the holding costs at the depot. Table 3.2 is
one of the tables from our numerical studies. The remaining 15 tables are provided in an appendix.
Our overall conclusion is that the lower bound is remarkably accurate, and the proposed heuristic
is close-to-optimal over all investigated problem instances. When the overPenalty is 0.5 (i.e., when
it is significantly cheaper to carry inventories at the depot) the above mentioned gaps 100 · (UB−
LB)/LB are 2% or lower, across the board! When the overPenalty is 1, so that storage at the
depot is as expensive at storage at the retailers, the gaps are slightly larger, but still remain below
8%, and are usually considerably smaler.
Comparing consecutive row sections, one discovers that almost always, gaps improve as more
storage capacity is available. As can be expected, the gaps are larger when the order cycles are
larger; this can be observed by changing the targetEpochs meta-parameter. This phenomenon
was observed in the earlier models reviewed in the Introduction and Literature Review: as the
order cycles get larger, there are less frequent opportunities to rectify emerging imbalances across
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the inventories. Finally, the gaps decrease as the backlogging costs decrease relative to the holding
costs; this phenomenon was observed by varying the baseCostRatio meta-parameter. There is no
apparent pattern for the dependence of the gaps on the leadtime parameters.
In addition to calculating the gaps 100 · (UB − LB)/LB, we also estimated the overflow prob-
abilities at the retailers for each problem instance. Here, the overflow probability is defined as
the percentage of periods, over all T periods observed across all simulations, in which at least one
retailer experiences an inventory overflow. The largest observed overflow probability over all our
instances was 0.77%. The value of α used for each of these instances was 0.1.
As discussed, the relationship between the α parameter and the overflow probability is unfor-
tunately difficult to characterize, and depends on the demand distributions, the capacities at the
retailers, and the other parameters of the problem. As mentioned, the probability of an overflow
clearly increases monotonically with the parameter α, so any given probability of overflow can be
achieved or closely approximated with a simple bi-section method with respect to the α parameter.
(When the demand distributions are continuous, any targeted overflow probability can be achieved
exactly. When they are discrete, the overflow probability is an increasing step function of α and






































































































































































































































































































































































































































































































Figure 3.1: Investigating the effect of α on overflow probability and system costs. In the plot on the left, the blue
line (left axis) plots the overflow probability for each of the instances in our study. The red line (right axis) plots the
performance gap between the upper and lower bound for each instance. The plot on the right plots the value of the
upper bound on the system-wide costs. We restrict our plot to instances with α ≤ 0.26. Overflow probabilities above
this fractile were too large to be of practical interest without resulting in significant cost improvements.
To illustrate this point, we focus on one specific instance, with CVBase = 0.4, depotCost = 1,
chiBase = 5, baseCostRatio = 10, targetEpochs = 3, random coefficients of variation, random
costs, L = 4, and ` = 3. We run this instance 100 times, with values of α ranging from 0.01 to
0.6 on an equally spaced grid. The same seed was used the generate the sample paths required to
calculate the upper bound in all cases, to simplify comparison between instances. In Figure 3.1, we
plot the oveflow probability, the gap 100 · (UB− LB)/LB, and the value of UB against α.
We also observe that there is no obvious pattern for the dependence of the optimality gaps
on the parameter α. This is reassuring – regardless of the overflow probability required, the gap
remains roughly constant and small. Finally, it is informative to consider the value of the upper
bound as a function of α. Clearly, the smaller the value of α (ie: the more stringently we apply
our capacity constraint) the higher the cost of our heuristic policy.
3.9 Conclusion
In this paper, we have developed a methodology to determine effective replenishment strategies for
two-echelon distribution systems, consisting of a depot and an arbitrary number of retailers, each
selling a variety of items. The interdependencies among the facilities are as follows (i) standard
economies of scale in the order costs connect the procurement strategies of the various retail outlets;
(ii) system-wide orders are to be determined on the basis of all the retailers’ and the depot’s
99
information; moreover, the fact that the replenishment process is conducted in the above two
phases allows us to exploit statistical economics of scale: when deciding on the first stage order
quantity, only aggregate demands matter, the volatility of which is relatively lower than that at
the individual retailers, thus requiring smaller safety stocks to reach a given service level; (iii)
the existence of an inventory pool at the depot, from which all the retailers can draw, creates an
additional interdepencency among the retailers. Similarly, the planning process for the different
items interact with each other, at least because of (a) shared storage capacity at each of the facilities,
(b) economies of scope in the order costs, for example, fixed cost components incurred irrespective
of the composition of the order.
We have developed a new methodology to replace the fully intractable exact DP by a tractable
series of lower bound DPs. This methodology combines several types of relaxations and finds the
best bound within the resulting class of lower bounds. Of equal importance is the development
of a new approach to determine withdrawal and allocation quantities, in each period, by solving a
multi-period convex allocation program on a rolling horizon basis. An extensive numerical study
shows that the lower bound is close to accurate, and the proposed replenishment strategy is close to
optimal, throughout the explored parameter space. The maximum gap between the upper bound
and the lower bound in our study of 1,162 instances is 8%, but the average gap is 1.2%.
The applications of the above results go beyond the derivation of effective replenishment strate-
gies for multi-item two-echelon distribution systems. The availability of close-to-accurate lower
bounds allows one to explore a series of strategic questions, for example the impact of leadtime
reductions, changes in the cost functions, investment in storage capacity, the addition of fulfilment
centers, assortment decisions, etc.
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Chapter 4
Lower Bounds for Stochastic Lot-Sizing
Problems with Dynamic Demand
Updates
4.1 Introduction
Every inventory planning model which addresses demand risks builds on a representation of the
anticipated future demand process. As such, the area of inventory planning is intimately connected
with that of forecasting. For an inventory model to be usable, at least in a direct sense, it is therefore
necessary to adopt a demand process with the same fundamental properties as the underlying
forecast process.
Almost all forecast systems recognize that demands are typically correlated over time, often with
demand volumes extending their impact onto future demands over a significant time lag. This gives
rise to time series models such as AR and ARMA processes. Other systems employ econometric
models in which demand volumes are explained by exogenous factors, such as economic indicators,
interest rates, commodity prices, exchange rates etc. . . , all of which evolve dynamically according
to a separate dynamic process, for example a Markov process. In other settings, one deals with new
products or new competitive dynamics requiring the need to learn about process parameters and
adapt initial estimates in a Bayesian manner. In many systems, the forecasts themselves evolve
dynamically. Heath and Jackson (1994) proposed a very general, and now widely used framework
to model forecast evolutions with the so-called Martingale Method of Forecast Evolutions (MMFE).
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Finally, in many systems, part of future demands may be known, due to early advanced orders,
while the remainder of the demand volume continues to be uncertain.
Almost invariably, optimal replenishment strategies within a given inventory model are obtained
by representing the problem as a dynamic program or Markov Decision process. These method-
ologies are intrinsically challenged by the ubiquitous curse of dimensionality, a term already coined
by their founding father, Richard Bellman. Any of the above forecasting features induces a multi-
dimensional, often a high-dimensional state space, even in the simplest models dealing with a single
item, sold and stored in a single location. It is for this reason, that , even sixty years after the
initiation of the field of stochastic inventory theory, with the seminal papers by Arrow, Harris, and
Marschak (1951) and Dvoretsky, Kiefer, and Wolfowitz (1953), and after thousands of publications,
almost all inventory models make the simplistic assumption that demands are independent across
times. A small number of papers have incorporated some of the above intertemporal interdepen-
dencies, but, almost invariably, to suggest heuristics that fail to be based on an underlying exact
model.
The objective of this paper is to demonstrate how the recent methodology of information re-
laxations can be used to handle the above forecasting features. We illustrate this by considering
a single item inventory model with advanced demand information. The methodology allows the
user to develop accurate lower bounds for the optimal system wide costs. These lower bounds may
be used, by themselves, as cost estimators in strategic studies. Alternatively, they may be used to
benchmark heuristics and bound their optimality gaps.
We consider a stochastic inventory control model consisting of a single retailer which faces
random demands for a given item. Replenishment are made from an outside supplier, and are asso-
ciated with a given leadtime L, and subject to arbitrary state-independent constraints. Inventories
are reviewed and orders are placed on a periodic basis. When a retailer runs out of stock, unmet
demand is backlogged. Demand forecasts are dynamically updated – in other words, at the start of
each period, information is revealed that updates the decision maker’s assumptions about demand
in this and future periods.
System-wide costs consist of three parts (i) orders placed with the external supplier incur both
a fixed cost and a variable cost, assumed to be proportional to the order size (ii) inventories carried
at the retailer incurs carrying costs assumed to be linear in the end-of-period inventory levels, or,
more generally, given by convex functions of the latter (iii) the retailer incurs backlogging costs,
given by a linear or convex cost function of the end-of-period backlog size. The objective is to
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minimize the expected discounted cost over a finite planning horizon.
This problem class includes many important examples. To name but a few, situations in which
demands are correlated from period to period (for example, demands with an underlying Hidden
Markov Model, or demands conforming a ARMA process), problems in which orders are placed a
certain number of periods before they are delivered, and problems in which exogenous information
is revealed that provides some insights into future demands. We will specifically be focusing on
the advance demand information model introduced by Gallego and Özer (2001), in which demand
in any given period t is revealed over the previous N + 1 periods t −N, · · · , t, so that our beliefs
about the demand in period t is updated in each of these N + 1 periods. In a later paper, Özer
and Wei (2004) consider the same model with the additional constraint that replenishment orders
from the supplier must be bounded below a certain maximum capacity.
Problems with dynamic demand updates are pervasive in industry. In many industries such
as the fashion industry, in which product turnover is high, the early performance of each product
heavily informs the chance the product will perform well in the future. Even for long-standing
products, it stands to reason that common exogenous market-related factors may affect sales in
adjacent periods, inducing implicit correlations between these periods.
In spite of this pervasiveness, these problems are generally intractable for all but the simplest of
model parameters. As a result, the literature has often stayed away from these problems, and has
instead focused on problems with uncorrelated demands across time periods. A number of heuristics
have been developed to make ordering decisions in these kinds of systems – for example, Levi and
Shi (2013) and Shi et al. (2014) develop balancing algorithms for models with uncapacitated and
capacitated ordering quantities respectively, and Truong (2014) performs a thorough analysis of a
heuristic for problems with no fixed costs.
In evaluating the performance of these heuristics, however, almost all of these papers confine
themselves to very small or otherwise simplified problem instances, for which an exact solution can
be obtained by brute-force solution of the full DP formulation of the problem. They then compare
the performance of their heuristic with that of these exact solutions. Some more recent papers in
the literature also bound the worst-case performance of their heuristics (in particular, Levi and Shi
(2013) provide a worst-case performance guarantee of 3 in the uncapacitated case, and Shi et al.
(2014) provide a worst-case performance guarantee of 4 in the capacitated case). However, whilst
these bounds are impressive technically, the performance guarantees they provide leave much to
be desired – indeed, in the instances considered by these papers, the heuristics usually perform
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significantly better. Unfortunately, as mentioned above, the actual performance of these heuristics
can only be evaluated in instances where an exact solution is available.
To our knowledge, therefore, no general method exists for evaluating these heuristics on problem
instances for which an exact solution is not available.
In this paper, we propose such a method. We use the information relaxation framework, first
introduced byBrown, Smith, and Sun (2010) to obtain a lower bound on the optimal cost of these
problems for any problem instance. We test our method on the capacitated and uncapactiated
advance information models discussed in Gallego and Özer (2001) and Özer and Wei (2004). Whilst
these papers only provide exact solutions for problems in which N = L+2, we extend their analysis
to also provide exact solutions for instances in which N = L+ 3. For these instances, we show that
our information relaxation lower bound performs excellently, and never diverges from the optimal
solution by more than 10%.
Our lower bound can be compared to the performance of any heuristic, even in problem instances
for which an exact DP solution is not available, and the resulting performance gap can be used to
evaluate the heuristic in question. As such, our method provides a general method for the evaluation
of any such heuristic, as a complement to any theoretical worst-case performance guaranteees.
4.2 Literature Review
This paper considers models in which beliefs about future demand distributions are updated in
each period. Much of the literature dealing with these kinds of models has relied on a dynamic
programming framework. The approach has been effective in characterizing the structure of optimal
policies for these problems. Indeed, for many of these models, it has been shown that state-
dependent (s, S) policies are optimal. In an (s, S) policy, orders are placed whenever inventory
falls bellow a level s to restore the inventory to a level S. In a state-dependent (s, S) policy, the
threshold parameters s and S in each period depend on the initial state of the system in that
period. For example, Scarf (1960) and Veinott (1966) show that (s, S) policies are optimal in
systems with independent demands, Iida and Zipkin (2006) and Sethi and Cheng (1997) show
that (s, S) policies are optimal in situations where demand is exogenous and Markov modulated,
and Gallego and Özer (2001) show that (s, S) policies are optimal under the advance demand
information model described in the introduction. In many cases, however, the optimal policies are
far more complicated. Shaoxiang and Lambrecht (1996) demonstrate that when simple capacity
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constraints are added on the replenishment quantities at the retailers the optimal policy admits
an X − Y band structure, with X < Y . If the inventory position is below X, order the full
capacity. If it is above Y , order nothing. However, if the inventory position is located between
the two thresholds, then the ordering policy is more complicated. The ordering policy can only be
complicated by more complex demand structures; Özer and Wei (2004) consider models with such
inventory thresholds in the advance demand information case, but restrict themselves to X − Y
band policies in which X = Y .
Unfortunately, even when an (s, S) policy can be shown to be optimal, these structural results
are often difficult to use computationally. If demands are independent and the time horizon is finite,
the resulting dynamic programs have a one-dimensional state space and are therefore tractable; they
can be used to calculate optimal (s, S) policies. Federgruen and Zipkin (1984b) and Federgruen and
Zheng (1992a) provide efficient algorithms for calculating (s, S) policies in various infinite-horizon
systems. For processes with Markov modulated demands, Song and Zipkin (1993) provide an
algorithm to find optimal (s, S) policies using a modified value-iteration approach, but they impose
strong assumptions on the structure of the underlying Markov process, and on the size of its state
space. Gallego and Özer (2001) and Özer and Wei (2004) use backwards induction algorithms to
solve the problem with advance demand information with uncapacitated and capacitated order sizes
respectively. However, their approach involves the solution of a full dynamic program describing
the problem, which does not scale to situations in which advance demand information is available
many periods in advance.
Because of these computational difficulties, an extensive literature has developed around heuris-
tics for this class of problems. We will provide a brief description of certain heuristics, but we refer
the reader to Iida and Zipkin (2006), Lu, Song, and Regan (2006), Dong and Lee (2003), and
Truong (2014) for more details. One notable class of heuristics has focused on myopic policies,
which make ordering decisions to minimize costs in the period in which the order arrives without
regard for future periods. Look-ahead optimization policies, make ordering decisions so as to min-
imize all future costs that will be incurred as a result of the order, but without regard to future
orders (see, for example, Truong (2014)). Finally, a class of balancing policies has been developed
which place an order to balance fixed costs of the order (if any) with expected future holding and
backorder costs (see Levi and Shi (2013) and Shi et al. (2014) for an example of this algorithm in
models with uncapacitated and capacitated order sizes respectively).
As mentioned in the introduction, however, most of these papers are only able to evaluate the
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performance of their heuristics against simple cases for which exact solutions are available. A few
papers are able to provide worst-case guarantees for any problem instance, but these guarantees
often promise only poor performance.
The information relaxation framework was first introduced in full generality by Brown, Smith,
and Sun (2010), based on earlier work around option pricing by Haugh and Kogan (2004), Rogers
(2002), and Andersen and Broadie (2004).
The information relaxation approach is based on the fact the it is often very easy to obtain an
upper bound on the solution of a stochastic dynamic program1 – standard Monte Carlo simulation
techniques can be used to evaluate the cost of any feasible heuristic policy, and the resulting cost
must be higher than the optimal cost.
Lower bounds, however, are more difficult to obtain. In some cases, relaxing certain constraints
in the full dynamic program can lead to a collapse in the size of the state space. The solution of the
resulting simplified program is necessarily a lower bound, because the optimal solution in the full
dynamic program is necessarily feasible in the relaxed dynamic program. For an example of such
an approach in a supply-chain setting, see Federgruen and Zipkin (1984c). See also Kunnumkal
and Topaloglu (2008) and Federgruen, Guetta, and Iyengar (2015), who use Lagrangian relaxation
rather than a full relaxation to obtain a lower bound.
In many dynamic programs, however, it is not possible to relax any of the explicit constraints
in the dynamic program to obtain such a simplification. The information relaxation approach
relaxes the implicit constraints that all policies be non-anticipative. Indeed, in any stochastic
dynamic program, it is always assumed that in any given period, all decisions are made without
any knowledge of the future. Relaxing this constraint often makes the dynamic program far easier
to solve.
Unfortunately, it is often the case that full information about the future allows the decision
maker to make significantly better decisions – this results in a far lower optimal cost, and the
resulting lower bounds are often very loose. To remedy this problem, Brown, Smith, and Sun
(2010) suggest adding a penalty to the relaxed dynamic program, which penalizes the information
relaxation. We consider these issues in greater detail in section 4.5.
Since its introduction in Brown, Smith, and Sun (2010), the information relaxation approach
1In all the dynamic programs we consider in this paper, our objective will be to minimize cost. Thus, we refer to
‘upper bounds’ obtained using a heuristic, and ‘lower bounds’ obtained using information relaxations. These results
all carry to dynamic program in which our objective is to maximize some quantity.
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has received extensive interest in the literature. We describe a selection of papers relevant to our
work, but refer the reader to Brown and Haugh (2015) for more details. The framework was first
formalized in the paper above, inspired by a number of earlier papers that used similar methods
(see, for example, Haugh and Kogan (2004), Andersen and Broadie (2004), Rogers (2002), and
Glasserman (2003) who provides a nice overview of this work). Many of the applications of this
method have been in the field of finance and option pricing, but some authors have considered
applications in revenue and supply chain management. In their original paper, Brown, Smith,
and Sun (2010) consider an adaptive inventory control problem introduced by Treharne and Sox
(2002), in which the true demand distribution is not known, and may change in any time period –
every time a new demand is observed, the decision maker’s belief about the demand distribution
is updated to reflect this new observation. This model is a particular instance of the framework
considered in this paper, but it assumes there are no fixed costs associated with orders from the
supplier, and no capacity constraints. Brown and Smith (2014) consider an inventory management
model with lost-sales (i.e., in which unfulfilled demand at the end of each period is lost rather
than backlogged), again with no fixed ordering costs. Bernstein, Li, and Shang () study a joint
inventory and pricing model. They develop a heuristic, and use an information-relaxation based
method to evaluate the performance of their heuristic. Secomandi (2014) considers policies for
managing commodity storage assets, using information relaxation bounds with penalties derived
from a simplified model.
To our knowledge, the information relaxation framework has never been applied to obtain lower
bounds in inventory management problems with fixed ordering costs, constrained order quantities
and updates on the demand distributions. In addition, our information relaxation methodology is
novel in that even when we assume future demands are known, we keep some uncertainty in our
dynamic program. In particular, we account in period t for holding and backorder costs incurred in
period t+L, and in calculating those costs L periods in advance, we do not assume full knowledge
of future demand distributions. This allows us to retain some randomness even in the relaxed
problem, and results in significantly better lower bounds. This is somewhat analogous to the
concept of conditional Monte Carlo simulation.
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4.3 Model and Notation
The general description of our system is provided in the introduction. We consider a periodic
review system with a finite planning horizon of T < ∞ periods. We discount future costs with a
one-period discount factor β ≤ 1. Our objective is to minimize expected discounted aggregate costs
in our system. As in most standard inventory models, we assume that all stockouts at the retailers
are fully backlogged. Our model allows for a non-stationary and correlated demand structure, and
an arbitrary set of constraints on the ordering quantities.
The original description of the information relaxation in Brown, Smith, and Sun (2010) is
couched in measure-theoretic terms. We refer the reader to that paper for a general exposition of
the concept. In this paper, we restrict ourselves to a non-measure-theoretic description applied to
the specific class of problems described in the introduction.
We first note some general conventions. We shall denote random variables using upercase letters,
and realizations of these random variables using lowercase letters. Vectors will be denoted using a
bold font, and matrices using a blackboard font.
The demands D1, · · · , DT over our planning horizon are random. We denote realizations of
these demands by d1, · · · , dT .
At the beginning of each period t, we observe an information set denoted F t – this contains all
the information that is available at the start of period t; namely, the full set of demand realizations
d1, · · · , dt−1, and possibly some additional exogenous information. We denote realizations of this
information set by f t. Once F t is observed, it induces a conditional joint distribution on each of
the future demands (Dt, · · · , DT ), and on the future information sets Ft+1, · · · , Ft. We assume
that for each t = 1, · · · , T and each realization f t, the conditional expectation E[Dτ |F t = f t] is
well-defined and finite for every τ = t, · · · , T .
Each new information set F t reveals new information, but also includes all the information
in the sets F 1, · · · ,F t−1. In other words, knowledge of the value of F t for any given t implies
knowledge of all F τ for τ < t.
We shall assume that each information set F τ can be represented by a random vector in RI ,
where I therefore acts as the ‘size’ of our informations sets. Because new information is revealed
over time, some information sets F t for t < T may require fewer than I numbers to be described;
we shall nevertheless also model these information sets as a random vector in RI , possibly with a
number of entries set to equal zero with probability one.
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Orders are placed from an external supplier, and arrive after a fixed lead time L. We denote
the order placed in period t by Wt. In period t, each order incurs a fixed cost Kt and a variable
procurement rate ct per unit ordered. In each period t, orders are constrained to lie within a set
Wt.
We let xt denote the total inventory position at the beginning of period t. This includes the
total inventory on hand at the start of the period, as well as all orders currently in the pipeline, on
their way to the retailer.
The state of our system, at the start of any period t, is then given by the I + 1 dimensional
tuple (xt,f t).
At the end of each period, carrying and backlogging costs are assessed as a convex function of
the end-of-period inventory and backlog size respectively. In particular, at the end of period t, a
holding cost ht(·) is charged as a function of the total inventory level and a backorder cost pt(·) is
charged as a function of the total backlogging size.
When we take expectations, we will write the variables over which the expectation is being
taken in the subscript of the expectation symbol. For example, EF,D[·] will denote an expectation
over all possible sample paths. Similarly, we will often take expectations over all sample paths on
which F t is equal to some f t. We shall denote such an expectation by EF,D|F t=f t [·].
4.4 An Exact Dynamic Programming Formulation
In this section, we derive an exact dynamic programming formulation, which uses the (I + 1)-tuple
(xt,f t)) as the state space fo the system at the start of any given period t.
Since any stockouts at a retailer are fully backlogged, a retailer’s inventory level at the end of
period (t+L) equals its inventory position xt at the beginning of period t, plus the order Wt placed
in this period that will be delivered in period t+L, minus demand observed in the interval [t, t+L].





Thus, we can express expected carrying and backlogging costs at the end of period t + L as a
function of xt and Wt only; we call this function Qt, where


















Vt(xt,f t) = The expected minimal present value of costs incurred
in periods t, t+ 1, · · · , T when starting in state (xt,f t)
It is easily verified that the value functions satisfy the following recursions
Vt(xt,f t) = min
Wt∈Wt
{KtIWt>0 + ctWt +Qt(xt +Wt|f t)
+βEDt,F t+1|F t=f t [Vt+1(xt +Wt −Dt,F t+1]
}
(4.1)
with VT−L+1(·) = 0.
Unfortunately, because f t is typically a high-dimensional vector, this dynamic program is almost
always intractable. This has led to a number of heuristics, as discussed above.
4.5 The Information Relaxation
In this section, we consider a technique for obtaining a lower bound on the optimal cost of dynamic
program (4.1).
To clarify our exposition, we shall develop some notation for the different types of value functions
we will be using in this section:
• Vt will denote the full value functions, described in the previous section.
• vt will denote relaxed value functions obtained by solving our problem on a single sample
path, as described below.
• νt will denote average value functions, obtained by averaging the functions vt over all sample
paths.
Now, consider a given sample path, consisting of realizations f = {f1, · · · ,fT } and d =
{d1, · · · , dT }. Along this sample path, we can define a path-specific value function vf,dt (xt) sat-
isfying the following recursions
vf,dt (xt) = min
Wt∈Wt
{
KtIWt>0 + ctWt +Qt(xt +Wt|f t) + βvf,dt+1(xt +Wt − dt)
}
(4.2)
With vf,dT−L+1(·) = 0. This dynamic program finds the decisions that minimize the objective in
dynamic program (4.1) along a specific sample path. It is, however, important to note that this
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is not equivalent to minimizing the system costs along that sample path. Indeed, the holding and
backlogging costs charged in this dynamic program through the functions Qt(·) are not the actual
costs that will be incurred along sample path f, but expected costs that will be incurred in each
period given the information available L periods earlier. This approach allows this pathwise DP to
retain some of the randomness in our full system.
The benefits of this relaxation are twofold. First, dynamic program (4.2) is deterministic.
Second, it has a one-dimensional state space. This makes the relaxation (4.2) far simpler to solve
than the original DP in (4.1).
Of course, this relaxed DP only gives the optimal cost on one particular sample path. We can,
however, find the average expected cost over every sample path, and this leads to the following
approximate value functions





We will formally show in Theorem 8 below that these functions are lower bounds on the true value
functions Vt(xt,f t). Intuitively, these value functions are able to generate policies that make full
use of all information about future uncertainty; they must, therefore, perform better than policies
that cannot make use of this information.
We have therefore successfully generated a lower bound on the optimal value functions Vt(xt,f t).
Unfortunately, policies that are able to make full use of all future information may perform con-
siderably better than the optimal policies, resulting in a large gap between the exact solution and
our lower bound.
To mitigate this problem and narrow this gap, we generate a set of penalties rf,dt (xt,Wt,f t)
in each period. The aim of these penalities is to penalize policies that use future information in
making their decisions. Instead of solving problem (4.2) for each sample path, we then solve the
following recursions
ṽf,dt (xt) = min
Wt∈Wt
{
KtIWt>0 + ctWt +Qt(xt +Wt|f t) + βṽf,dt+1(xt +Wt − dt) + βrf,dt (xt,Wt,f t)
}
(4.4)
with ṽf,dT−L+1(·) = 0. Even with the added penalty, our problem is still deterministic and still
one-dimensional, and so the benefits mentioned above are preserved.
Various forms have been suggested in the literature for the penalty rt. We will consider an ap-
proach based on approximate value functions. Suppose we are in possessions of functions Ṽt(xt,f t)
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that approximate the full value functions Vt(xt,f t) from equation (4.1). We then define
rf,dt (xt,Wt,f t) = EDt,F t+1|F t=f t
[
Ṽt+1(xt +Wt −Dt,F t+1)
]
− Ṽt+1(xt +Wt − dt,f t+1) (4.5)
Intuitively, this penalty function captures the cost reduction resulting from information relaxation
in period t under value function Ṽt. The first term gives the approximate cost-to-go assuming no
future information is known, whereas the second value function gives the cost assuming knowledge
of the value the uncertain random variables will take in the next period.
To formalize this intuition, we prove the following theorem, that shows that with the right
choice of approximate value function Ṽ , the penalty above exactly captures this difference.
Theorem 7. Suppose Ṽt(·) = Vt(·). Then, for any f,d and xt,
ṽf,dt (xt) = Vt(xt,f t)
In other words, the penalized, relaxed value function is equal to the full value function.
Proof. We prove this result by induction. Using our terminal conditions, the result is trivially true
for t = T −L+ 1. Now, suppose the result is true for period t+ 1. Using this inductive hypothesis
to replace ṽt+1 with Vt+1, equation (4.4) becomes
ṽf,dt (xt) = min
Wt∈Wt
{KtIWt>0 + ctWt +Qt(xt +Wt|f t)
+βVt+1((xt +Wt − dt,f t+1)) + rf,dt (xt,Wt,f t)
}
Using the definition of rf,dt in equation (4.5), and canceling terms, we obtain
ṽf,dt (xt) = min
Wt∈Wt
{KtIWt>0 + ctWt +Qt(xt +Wt|f t)
+βEDt,F t+1|F t=f t
[
Ṽt+1(xt +Wt −Dt,F t+1)
]}
Recalling that, from the statement of our Theorem, that Ṽt+1(·) = Vt+1(·), the RHS of this equation
is identical to that in the definition of Vt(·) in the full dynamic program (4.1).
Of course, we do not know the actual value function Vt+1(·), and so it is not possible to set
Ṽt+1 = Vt. This theorem, however, is useful in verifying our intuition above, and in proving that
there is at least one Ṽt(·) for which ṽf,dt (xt) is exactly equal to the true value function (Brown,
Smith, and Sun (2010) call this strong duality in the context of general information relaxations).
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Analogously to expression (4.3), we define a new value function that averages our penalized
relaxed value function over sample paths





We now show that whatever our choice of approximate value function Ṽt(·), the function ν̃t(·)
defined in (4.6) provides a lower bound on the true value function.
Theorem 8. For any t, xt and f t
ν̃t(xt,f t) ≤ Vt(xt,f t)
Proof. Once again, we prove this by induction. The result is trivial for t = T − L + 1, using our
terminal conditions. Now, suppose the result is true in period t + 1. Substituting (4.4) and (4.5)
into (4.6), we obtain





KtIWt>0 + ctWt +Qt(xt +Wt|f t) + βṽF ,Dt+1 (xt +Wt −Dt)
+βED̂t,F̂ t+1|F̂ t=f t
[
Ṽt+1(xt +Wt − D̂t, F̂ t+1)
]
− βṼt+1(xt +Wt −Dt,F t+1)
}]
Interchanging the outer expectation and the minimization can only increase the value of the func-
tion. Indeed, when the minimization is inside the expectation, a different Wt can be chosen for
every point in the sample path. When the expectation is taken first, we are forced to pick one Wt
for every point on the sample path, leading to a suboptimal result. Thus





KtIWt>0 + ctWt +Qt(xt +Wt|f t) + βṽF ,Dt+1 (xt +Wt −Dt)
+βED̂t,F̂ t+1|F̂ t=f t
[
Ṽt+1(xt +Wt − D̂t, F̂ t+1)
]
− βṼt+1(xt +Wt −Dt,F t+1)
]}
Consider, however, that the inner expectation and outer expectation above condition over precisely
the same variables. We can therefore replace the variables V̂t and F̂ t+1 with Vt and F t+1. The last
two terms then cancel, and we obtain
ν̃t(xt,f t) ≤ min
Wt∈Wt
{
KtIWt>0 + ctWt +Qt(xt +Wt|f t) + βEF,D|F t=f t
[





KtIWt>0 + ctWt +Qt(xt +Wt|f t) + βEDt,F t+1|F t=f t [ν̃t+1(xt +Wt −Dt,F t+1)]
}
Using the inductive hypothesis
ν̃t(xt,f t) ≤ min
Wt∈Wt
{KtIWt>0 + ctWt +Qt(xt +Wt|f t)
+βEDt,F t+1|F t=f t [Vt+1(xt +Wt −Dt,F t+1)]
}
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Comparing the RHS of this equation to the RHS of (4.1), we find that the RHS is precisely Vt(xt,f t),
proving our theorem.
We now focus on the choice of approximate value function Ṽt. Theorem 8 shows that our
penalized relaxed problem will provide a lower bound regardless of this choice. Our choice of
approximate value function, however, determines how tight the lower bound will be. Instead
of picking one specific form for the approximate value function, we pick a family of quadratic
functions specified by three sets of parameters a = {a1, · · · , aT−L}, b = {b1, · · · , bT−L}, and

















































(f t+1 ·Gcol it )f t+1
)]
(4.9)
Note that of all the terms in the penalty, only those in (4.7) will contribute to tightening our lower
bound. Indeed, the terms in (4.8) and (4.9) are independent of the state xt and our decisions Wt
and have mean zero. As such, when an average is taken over all sample paths in (4.6), these terms
vanish.
In spite of this, these terms can be a useful part of our penalty. Indeed, because they are
correlated with the relevant terms in (4.7), they can act as control variates and reduce the variance
of the optimal costs in (4.6). For this reason, we keep the terms in (4.8). By ignoring the terms
in (4.9), however, we obviate the need for the parameters G which do not appear in the first terms
in (4.7). This considerably simplifies our search over these parameters. We therefore henceforth
set Gt = 0 for all t.
For any combination of the remaining parameters a = {a1, · · · , aT−L}, and b = {b1, · · · , bT−L},
we use simulation to find a lower bound ν̃t(xt,f t). One small technical problem that can arise is
that if the values of b and a are such that the coefficient of Wt is negative, the optimal solution will
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be to order an infinite amount of inventory and the resulting problem would be unbounded. The
resulting lower bound would be −∞, which is still a lower bound albeit not a very interesting one.
To avoid this problem, we will introduce an artificial constraints that upper bounds the inventory
that can be ordered in every period with a very large number (for example, equal to ten times the
sum of the 99th percentile of demand in every period in our horizon). This does not in any way
alter the original problem, but it does avoid this technical difficulty. When such ‘rogue’ values of b
and a are encountered, the allocation will be set to its upper bounds. As we will shortly see, this
will results in very large subgradients with respect to b and a that will ‘push us away’ from these
extreme points.
All that remains to do is to maximize this lower bound with respect to the parameters a and
b. In Theorem 9 below, we show that for any xt and f t, ν̃t(xt,f t) is a concave function of a and
b. This implies that any standard steepest ascent method is guaranteed to converge to the penalty
parameters that lead to the largest lower bound.
We will need some additional notation. For any given sample path f,d, let
W̃ ?t (xt, f,d) = argminWt∈Wt
{
KtIWt>0 + ctWt +Qt(xt +Wt|f t) + βṽf,dt+1(xt +Wt − dt)
+βrf,dt (xt,Wt,f t)
}
Furthermore, for that same sample path, define a sequence of variables {χ1(f,d), · · · , χT−L(f,d)}
by setting




χt(f,d) = χt−1(f,d) + W̃
?
t (χt−1(f,d), f,d)
Theorem 9. For any given value of xt and f t,
(a) The lower bound ν̃t(xt,f t) is a concave function of a and b.
(b) ν̃t(xt,f t) has supergradients with respect to a, given by
[∇aν̃t(xt,f t)]τ = EDτ ,χτ |F t=f t
[(










and supergradients with respect to b, given by
[∇bν̃t(xt,f t)]τ = EDτ ,χτ ,F τ+1|F t=f t
[(
EF̂ τ+1|F̂ t=f t(F̂ τ+1)− F τ+1
)
χτ
+ED̂τ ,F̂ τ+1|F̂ t=f t(D̂τ F̂ τ+1)−DτF τ+1
]
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We will first need to prove the following Lemma.
Lemma 2. Consider a specific sample path F = f and D = d.
(a) ṽf,dt (xt) is concave in a and b.




















EF τ+1|F t=f t(F τ+1)− f τ+1
)
χτ (f,d) + EDτ ,F τ+1|F t=f t(DτF τ+1)− dτf τ+1
Proof. Combining (4.4) and the penalty given in (4.7) and (4.8), and recalling the definition of
χt(f,d), we can write






















EDt,F t+1|F t=f t(DtF t+1)− dtf t+1
]
To prove (a), assume ṽf,dt (xt) is convex for a given t. Then for t − 1, the function above is
clearly linear in a and b. Thus, every term above is concave in these variables, as required.
To prove (b), recall the terminal condition ṽf,dT−L+1(·) = 0. Ignoring terms that do not depend






















EDτ ,F τ+1|F t=f t(DτF τ+1)− dτf τ+1
]
The derivatives given above follow immediately.
We are now ready to prove Theorem 9.




. To prove Theorem 9,
therefore, it suffices to show that we can interchange differentiation and expectation in this case.
Our result then follows directly from Lemma 2.
To show this interchange is possible, it suffices to note that because of the artificial upper
bound on order quantities above, the variables χt(f,d) are always bounded. The derivatives of ṽ
are therefore also bounded, and so our interchange is justified.
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4.6 Numerical Study
In this section, we carry out a numerical study to assess the gap between the lower bound discussed
above and the optimal cost derived using an exact DP solution in the specific case of the unca-
pacitated and capacitated advanced demand information models, discussed by Gallego and Özer
(2001) and Özer and Wei (2004).
In the advance demand information model each period’s demand Dt is observed over a number
of period t−N, · · · , t. In particular, we denote the part of period t’s demand observed in period τ by




t ). At the end of every period t, a vector (D
t
t, · · · , Dtt+N ) is observed,
containing the last part of period t’s demand, and parts of the demands in periods t+ 1, · · · , t+N .
The costs and mechanics of the system are identical to those discussed in Section 4.3; in particular,
we assume that deliveries from the depot face a leadtime L before they are delivered.
At the start of each period t, the state of the system consists of the current inventory position
xt together with all information previously observed pertaining to periods t+ L onwards (indeed,
recall that in period t, we charge costs incurred in period t+L). In particular, as we begin period
t, we shall have observed at least some part of the demand up to period t+N − 1. We shall need
the sum of all demands that have been observed in periods t+L to t+N − 1. This means that the
size of our state space will need to be N −L. This problem is readily cast in the form described in
Section 4.3.
We considered just over 810 instances of this problem, generated using all permutations of the
following parameters:
• Leadtime L ∈ {0, 1, 2, 3, 4}
• Number of periods in the future for which we observe demand in period t: N ∈ {L+2, N+3}.
• Fixed ordering costs: K ∈ {0, 10, 50}.
• Backorder costs: p ∈ {1, 10, 50}.
• Maximum order size allowed from the external supplier: C = {3, 12,∞}.
• In all cases, we assumed the demand in each period was Poisson distributed with a mean
of 6. In the advance information framework, the demand in period t is revealed in periods
t, · · · , t+N . To model this process, we assume that for each period t, each Dt−Nt , · · · , Dtt is
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Poisson distributed with means λ0, · · · , λN . We use three configurations for these means
(λ0, · · · , λN ) =
6
N
(1, · · · , 1)
(λ0, · · · , λN ) =
12
(N + 2)(N + 1)
(N + 1, N, · · · , 1)
(λ0, · · · , λN ) =
12
(N + 2)(N + 1)
(1, 2, · · · , N + 1)
The first configuration considers a situation in which demands are revealed uniformly across
the N + 1 periods in question. The second configuration considers a situation in which more
of the demand is revealed earlier, and the final configuration considers a situation in which
more of the demand is revealed later.
In all cases, we used h = 1, c = 2, T = 15, and β = 1.
For each instance, we find the optimal cost using an exact dynamic programming formulation.
It is worthwhile noting that, to our knowledge, our paper is the first to use an exact dynamic
programming formulation to tackle the advance demand information problem with N = L + 3,
resulting in a three-dimensional state-space; all previous papers have only considered cases in
which N = L+ 2, resulting in a two-dimensional state-space.
We then compute a lower bound using the information relaxation approach as follows. We
begin with penalty parameters a = 0 and b = 0, and, using a specific seed to generate our random
variables, we use ...... simulations to estimate the value of the lower bound ñut. Using a standard
gradient descent algorithm, we modify the parameters a and b to obtain the highest possible lower
bound for simulations generated using that particular seed. We then repeat this process for four
more seeds, starting each search at a = 0 and b = 0. Using a sixth random seed, we use .....
new simulations to evaluate the performance of the five pairs of parameters (a,b) obtained in our
first five simulations and pick the best one. Finally, we evaluate the performance of our chosen
parameters using a seventh seed.
To evaluate the performance of our lower bound, we calculate the percentage difference between
our lower bound and the exact DP solution.
Figure 4.1 displays these results for 90 of the 810 instances in our numerical study. The remain-
ing results are provided in an online appendix.
The results are generally excellent. In no instances is the gap between the upper and lower
bound ever greater than 8%, and often the gaps observed are much smaller.
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Figure 4.1: Results for 90 of the 810 instances in our numerical study. Each plot displays results for
a particular combination of K, p, and C parameters. All results pertain to demand configurations in
which the advance demand information is uniformly distributed over the N +1 periods in question;
the results are similar for other demand configurations. In each plot, the x-axis corresponds to
different values of L, and the y-axis displays percentage differences between our lower bound and
the exact DP solution. The red line corresponds to N = L + 2, and the green line corresponds to
N = L + 3. The dotted line displays gaps for information relaxations with no penalty (i.e., with
a = 0 and b = 0, and the solid lines represent the results with an optimal penalty. The shaded
polygons display 95% confidence intervals around the solid lines.
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Looking at the first row in Figure 4.1, pertaining to K = 50 and C =∞, it is clear that small
backorder costs p tend to lead to better results (i.e., smaller gaps) than larger holding costs. It is
also apparent that when p = 10 or p = 50, the addition of a penalty improves the performance of
our lower bound, as evidenced by the fact the dotted lines there lie outside the confidence interval
of our lower bound.
Looking at the second row in Figure 4.1, pertaining to K = 10 and C = 12, two trends are
apparent. First, comparing these plots to those in the first row, it is apparent that lower fixed
costs leads to better performance. Second, looking at each of the plot themselves, it becomes
clear that larger values of L lead to considerably smaller gaps. The latter observation is readily
explained. Recall that even while assuming full information, our lower bound nevertheless retains
some randomness through the Q(· · · ) functions, which consider expected costs L periods from now.
The larger L, the more randomness is retained in these functions, and the less impactful we might
expect our relaxation to be.
Finally, considering the third line, we find that when capacity is severally constrained (in this
case, with c = 3), results are uniformly excellent, even with large fixed ordering costs and large
backorder costs p. This can again be understood in terms of our relaxation. When order quantities
are so severely constrained, the optimal solution requires a maximum order (of three units) at all
times, regardless of the state of the system. Having full knowledge of future information, therefore,
does nothing to help us make better decisions, and does not significantly lower our optimal cost.
4.7 Conclusion
We have devised an approach to obtain lower bounds on the optimal costs of supply chain problems
with dynamically updated demands. This class of models includes many important examples, from
models with correlated demands to those with advance demand information.
Our lower bound approach is based on an information relaxation approach that solves the
problem for a number of sample paths, and averages the resulting cost over these sample paths.
The resulting policies are able to make full use of future information, and therefore necessarily
perform better than policies forced to rely on uncertain information. Even in the fully relaxed
problems, we account in period t for expected holding and backorder costs incurred in period t+L.
This expectation retains some uncertainty in our problem even in the fully relaxed problems.
We assessed the performance of these information relaxations by considering a set of instances
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for which an exact solution is available through the solution of an exact DP, and comparing our
upper bound to the lower bound obtained using the information relaxation. We found that our
lower bounds were generally excellent, with no instance yielding a gap larger than 8%.
In an attempt to narrow this gap further, we introduced a series of penalties based on an
approach introduced by Brown, Smith, and Sun (2010). These penalties were successful in slightly
reducing these already excellent gaps in a small number of instances.
As noted in other papers that use this upper/lower bound approach (see, for example, Feder-
gruen, Guetta, and Iyengar (2015)), the ability to compute an accurate lower bound on the optimal
cost for any set of parameters has fundamental benefits beyond the ability to test the accuracy of
a specific heuristic policy. These bounds allow us to address various strategic questions. In the
advance information case, for example, such a lower bound could allow us to evaluate the value of
advance information – in particular, we could compute the lower bound for values values of N , and
observe the reductions in cost – if any – that result from advance information about the demand.
Future work in this direction should first explore the use of different penalties to try and
further improve the bounds above. For example, Brown and Smith (2011) suggest the use of
linear approximations to non-linear penalties in the framework above. Desai, Farias, and Moallemi
(2011) suggest what they call a ‘pathwise optimization’ approach that considers penalties consisting
of linear combinations of a set of ‘basis penalties’, and finds the best information relaxation lower
bound by finding the best such linear combination.
A second fruitful direction for future work is the use of information relaxation lower bounds to
develop better heuristics for the problems at hand. This approach was used in the specific supply
chain context considered Brown, Smith, and Sun (2010), but to our knowledge, no general method
exists for obtaining such heuristics from lower bounds. Such methods could be powerful sources of
new heuristics.
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Özer, Ö. and W. Wei (2004). “Inventory control with limited capacity and advance demand infor-
mation”. Operations Research 52.6, pp. 988–1000.
Parker, R. P and R. Kapuscinski (2004). “Optimal policies for a capacitated two-echelon inventory
system”. Operations Research 52.5, pp. 739–755.
Queyranne, M. (1985). A polynomial-time sub-modular extension to Roundy’s 98% effective heuris-
tic for production. Tech. rep. Inventory Systems. Working paper.
Rogers, L. C. G. (2002). “Monte Carlo valuation of American options”. Mathematical Finance 12.3,
pp. 271–286.
Roundy, R. (1985). “98%-effective integer-ratio lot-sizing for one-warehouse multi-retailer systems”.
Management science 31.11, pp. 1416–1430.
— (1986). “A 98%-effective lot-sizing rule for a multi-product, multi-stage production/inventory
system”. Mathematics of Operations Research 11.4, pp. 699–727.
Scarf, H. (1960). The Optimality of (s, S) Policies in Dynamic Inventory Problems. K. Arrow, S.
Karlin, P. Suppes, eds., Mathematical Models in the Social Sciences.
Secomandi, N. (2014). Analysis and enhancement of practice-based policies for the real option man-
agement of commodity storage assets. Tech. rep. Tepper Working Paper 2011-E11, Tepper School
of Business, Carnegie Mellon University, Pittsburgh, PA, USA.
Sethi, S. P. and F. Cheng (1997). “Optimality of (s, S) policies in inventory models with Markovian
demand”. Operations Research 45.6, pp. 931–939.
Shaoxiang, C. and M Lambrecht (1996). “XY band and modified (s, S) policy”. Operations Research
44.6, pp. 1013–1019.
Shapiro, J. F. (1993). “Mathematical programming models and methods for production planning
and scheduling”. Handbooks in Operations Research and Management Science 4, pp. 371–443.
Shi, C. et al. (2014). “Approximation algorithms for capacitated stochastic inventory systems with
setup costs”. Naval Research Logistics (NRL) 61.4, pp. 304–319.
Song, J-S. and P. Zipkin (1993). “Inventory control in a fluctuating demand environment”. Opera-
tions Research 41.2, pp. 351–370.
Thomas, L. J. and J. O. McClain (1993). “An overview of production planning”. Handbooks in
Operations Research and Management Science 4, pp. 333–370.
127
Treharne, J. T. and C. R. Sox (2002). “Adaptive inventory control for nonstationary demand and
partial information”. Management Science 48.5, pp. 607–624.
Truong, V-A. (2014). “Approximation algorithm for the stochastic multiperiod inventory problem
via a look-ahead optimization approach”. Mathematics of Operations Research 39.4, pp. 1039–
1056.
Veinott, A. F. (1965). “Optimal policy for a multi-product, dynamic, nonstationary inventory prob-
lem”. Management Science 12.3, pp. 206–222.
— (1966). “On the Optimality of (s,S) Inventory Policies: New Conditions and a New Proof”.
SIAM Journal on Applied Mathematics 14.5, pp. 1067–1083.
Viswanathan, S. (2007). “An algorithm for determining the best lower bound for the stochastic
joint replenishment problem”. Operations Research 55.5, pp. 992–996.
Zheng, Y. and A. Federgruen (1991). “Finding optimal (s, S) policies is about as simple as evaluating
a single policy”. Operations Research 39.4, pp. 654–665.




Updates, errata, and Supplementary Materials




Some Applications to a Luxury Goods
Retailer
We have so far been concerned with the theory of multi-location multi-echelon supply chains with
capacity constraints.
In this chapter, we consider a luxury goods manufacturer and retailer, and use our insights
from previous chapters to develop some quantitative planning methods that may prove useful to
this retailer in managing their supply chain.
Our methods, of course, require as inputs information about the supply chain in question. Using
data pertaining to this luxury goods company that we were able to obtain, we develop strategies
to estimate the parameters required as inputs to our quantitative planning methods.
We begin by describing the supply chain in question. We then provide a description of the data
that were provided to us, together with various summary statistics pertaining to these data. We
then discuss the estimation problem of using past demands to estimate future demands. Finally,
we use insights from previous chapters to design some quantitative methods that may be useful in
these settings.
A.1 Introduction
The high-level structure of our company’s supply chain is as follows. The company has two large
depots in North America (in California and New Jersey respectively). These depots order inventory
from manufacturing plants, at high fixed cost and with lead times ranging from a few weeks to a
few months, depending on the shipping method used, and supply various regional retailers in North
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Figure A.1: The supply chain at the luxury goods manufacturer studied in this thesis. The two
upper circles represent the depots in California and New Jersey (which are restocked from manu-
facturing plants), and the lower circles represent retail locations around North America, which face
stochastic demands. The small yellow clocks represent the delays (‘lead times’) that are experienced
between orders and deliveries, both at the depot and at the individual retailers.
America. Each retailer is assigned to one and only one of these depots.
Deliveries from the central depots to the retailers are contracted out to a courier service. De-
liveries leave late at night or early in the morning. Some of the retailers benefit from so-called
‘custom critical’ (CC) shipping, and receive those deliveries before they open each morning (we
classify these retailers as having a lead time of zero). Other retailers only receive these shipments
later in the day (we classify these retailers as having a lead time of one).
Figure A.1 illustrates this supply chain diagramatically.
Our company has 132 retail outlets in North America, for which we are provided data. One
of these outlets (number U120) was annotated “currently closed”. The remaining outlets are
partitioned as follows
• 52 retailers on the west coast. Of these
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Figure A.2: Store areas at the luxury goods manufacturer studied in this thesis. Stores are classified
as either ‘east coast’ stores (NJ) or ‘west coast’ stores (CA), and as receiving either custom critical
shipments denoted CC or normal shipments.
– 25 have zero lead times, thanks to custom critical (CC) shipping.
– 27 have one day lead-times.
• 79 retailers on the east coast. Of these
– 29 have zero lead times, thanks to custom critical (CC) shipping.
– 50 have one day lead-times.
We were also provided with the floor area of each retailer. These data are summarized in
figure A.2. Unfortunately, these floor areas are difficult to interpret because no data is provided as
to the storage area occupied by each product, or as to the configuration of each storage area (i.e.,
whether any shelves are available, how tall they are, etc. . . ). It is therefore difficult to know how
many of each product can fit in each store given its area.
We were provided with one year’s worth of sales data, and we restricted our attention to the
top 106 SKUs only, which accounted for 55% of all sales.
We found that daily sales were all integer-valued and ranged from −68 units to 41 units per
day. Negative sales were interpreted as returns.
• 87% of sales figures were not given; we assume that no sales were made on these days.
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Figure A.3: Summary of aggregate sales over all products at the luxury goods manufacturer studied
in this thesis. Each point corresponds to a single retailer. The x position of that point represents
the average weekly sales at that retailer, and the y position represents the frequency of these sales
in our sample. The size of each point represents the coefficient of variation of weekly sales at that
particular retailer.
• 0.5% of sales were equal to 0. It is unclear exactly how these differ from the missing sales
figures, but our contact at the company hypothesized that these may correspond to situations
in which a sale was followed by a return on a given day.
• 9.29% of sales figures were equal to 1. (This corresponds to 74.37% of all sales that were not
missing or equal to 0).
Our sales distributions were therefore heavily skewed, with most of their density at 0 or 1.
Figure A.3 summarizes aggregate weekly sales over all products at the retailers in our sample.
Given the large number of SKUs, it is clear from these data that each individual SKU averages
much less than one sale per day.
A.1.1 Current supply chain practices
Based on various discussions with our contact at the company, our understanding is that current
supply chain practices revolve around a heuristic order-up-to policy.
134
Every day, the inventory in each retailer is observed, and demands for the next day are predicted.
A lookup table is then used that maps these two quantities to the amount that should be ordered.
A.2 Estimating Future Demand
Any effort to make optimal shipping decisions in this supply chain must begin with daily demand
estimation for each SKU and each retailer. Indeed, without a reliable estimate of future demand at
each of the retail locations, it becomes difficult to decide how much inventory should be allocated
there. This estimation problem is complicated in our case by the fact daily demands are so small.
Indeed, when demands are large, they can be modelled using continuous distributions – any round-
ing errors on large demand numbers are bound to be small. When demands are small, however, we
are forced to use a discrete distribution.
There is a vast literature on demand estimation. Most papers, however, focus on consumer
choice (see Guadagni and Little (1983), Cooper and Nakanishi (1988), Berry, Levinsohn, and
Pakes (1995), and many more, dealing with increasing levels of complexity), but these methods
seek to model market share rather than absolute demand. The literature seems to be sparse on the
estimation of absolute demand, possibly because when demand is continuous (as is often assumed),
the demand estimation problem reduces to a simple regression. Indeed, to our knowledge, only
Bajari et al. () have very recently begun to study this class of problem using machine learning
techniques, but even their work assumes continuous demands.
A.2.1 Picking covariates
Before we discuss the kind of statistical model most appropriate for the task of demand estimation,
we discuss the choice of covariates we may use to predict future demand. These are summarized in
Table A.1.
Clearly, the retailer and product in question will be the two most crucial elements in estimating
demand. It is unclear, however, whether these are best included in our model as covariates, or
whether a different model should be fit for every store/product combination (or indeed, for every
store and every product). We will experiment with each option.
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Store The store in question
Product The product in question
Day The day of the week (Mon-Sun)
Month The month of the year
Trend
The number of days that have elapsed since January
1st 1900. We use this as a ‘trend’ indicator, to cap-
ture any systematic increase in sales across the period
considered
tM1
The sales on the day before the day in question. In-
cluded to track 1-day correlations
tM7
The sales seven days before the day in question. In-
cluded to track 7-day correlations
Table A.1: Potential covariates we may use to predict future demand. The first four covariates are categorical, the
remaining ones are continuous.
A.2.2 Estimation model
If demands were (or could be assumed to be) normally distributed, a simple linear regression of our
demands against the set of covariates discussed above could be used to find the mean and standard
deviation of these distributions.
Unfortunately, when this assumption cannot be made, a linear regression can at most provide
the mean of each demand, rather than its full distribution. Furthermore, linear regression is likely
to result in a non-integer figure for each daily demand, and rounding would result in a large error.
Looking at more sophisticated methods, two options are available to us. The first is to make
some parametric assumption about the demand (for example, to assume that the demand has a
zero-inflated Poisson distribution), and fit a model to estimate the parameters of this distribution.
The second is to use a completely non-parametric model to estimate the distribution.
We use the non-parametric estimation route for two reasons. First, we have very little prior
information to inform a choice of parametric distribution, other than knowledge of the fact each
demand distribution is supported on a small set of points (as discussed above, most demands are
0, 1, or 2). Second, this small support makes a multinomial distribution particularly easy to fit to
our data.
We consider two different models to fit a multinomial demand model. To describe these models,
we shall need some notation. Suppose we have N observations of demand D1, · · · , DN with cor-
responding covariates X(1), · · · ,X(N), each in RP . Suppose further that we assume (or observe)
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that demands can only take values in a finite set {d1, · · · dK} of size K.
Our models are then as follows
Multinomial logistic regression is a natural extension of logistic regression to cases with mul-
tiple outcomes. We assign one parameter vector β(k) ∈ RP to each possible outcome, and
let










(Note that adding any fixed vector to each β leaves the probabilities unchanged, which means
this model is not identifiable. To avoid this difficulty, we set β(1) = 0, and find the probability
of other demands with respect to this ‘baseline’ demand.)
Ordered logistic regression is similar to multinomial logistic regression, but makes a stronger
assumption. In particular we only estimate one vector β ∈ RP , and a set of parameters
{γ1, · · · , γK−1}, and set




where logit(p) = log( p1−p), and γK ≡ ∞.
To understand the rationale behind this model, recall that the logit of a probability gives the
odds of that probability. In this model, the mean of each demand depends on the covariates,
but once the mean is determined, the odds of observing one demand over another is fixed
and does not depend on the vector of covariates. (This explains the name ‘ordered logistic
regression’ – the outcomes are ordered by the γ parameters).
In our specific example, this means that the overall scale of demand is determined by the
covariates, but that the odds of buying two products vs. one product (for example) is fixed.
This is clearly a far more restrictive model, but it does have the advantage of requiring the
estimation of far fewer parameters (P + K − 1 parameters v.s. P (K − 1) parameters for
multinomial logistic regression).
A.2.3 Model fitting
Fitting these models should – in theory – be as simple as using the equations above to construct
a likelihood and maximizing this likelihood with respect to the parameters. Indeed, packages are
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available that do precisely that and perform reasonably well.
When the size of the data increases, however, fitting becomes far more complicated for three
reasons. First, the resulting problems are very high dimensional, especially if some of the covariates
are factors. Second, the expressions for the likelihood are not simple. And third, the scale of the
data makes each step in any algorithm computationally costly.
As we shall see in later sections, the best-performing models for the data we were provided
require the solution of a separate model for each SKU/retailer combination. Since each of these
models require only data from one SKU at one store, they are relatively small, and the standard
packages provided in R are sufficient to fit them. The algorithms in this section, therefore, are only
used to initially evaluated the larger models. Nevertheless, this material is of intrinsic interest and
we therefore present it here. The rest of this section, however, may be skipped without interrupting
the flow of this chapter.
The algorithm we use to fit these models on large scale data is based on FISTA, introduced by
Beck and Teboulle (2009), which uses a quadratic approximation to the function to be optimized,
and does not require the calculation of second derivatives. Readers are directed to the paper in
question for details of FISTA, and we relegate the details of calculating first derivatives of the
log-likelihoods to Appendix H. We evaluate our FISTA based algorithms – both for ordered logit
regression and for multinomial logistic regression – on a simulated data set containing 10,000 points
and a varying number of covariates. We also run R’s built-in functions on the same datasets.
Multinomial logistic regression
Figure A.5 compares the accuracy of our FISTA-based function and of the built-in R function for
multinomial logistic regression, and figure A.4 compares their running times.
It is clear from both these figures that our algorithm performs better and faster on a models
with a large number of covariates. When the number of covariates is small, however, the built
in R function does better. Indeed, FISTA requires a set up step to approximate the Lipschitz
constant of the likelihood function in question. With complicated functions like ours, this step can
be particularly slow. If the model is large enough, this time is more than compensated by the fact
Hessians do not need to be calculated at each step, but for small problem instances, it does slow
our algorithm considerably.
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Figure A.4: Runtimes for our FISTA based algorithm for multinomial logistic regression as compared to the built-in
R function. The x-axis indicates the number of covariates in our artificial model, and the y-axis indicates running
time as a fraction of the time taken by our FISTA algorithm. All models were run on 10,000 data points. Note that
the FISTA time quoted only accounts for the FISTA iterations themselves. Because our FISTA algorithm is written
in C++ and the data is generated in R, some work is required to prepare the data for processing. Because the R
function, which works directly on the R data, does not need to perform these steps, their runtime is not included
above.
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Figure A.5: Accuracy of our FISTA based algorithm for multinomial logistic regression as compared to that of the
built-in R version. The x-axis indicates the number of covariates in our artificial model, and the y-axis indicates the
maxium KL-divergence (over all points in our sample) between predicted outcome probabilities and actual outcome
probabilities. All models were run on 10,000 data points.
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Figure A.6: Runtimes for our FISTA based algorithm for ordered logistic regression as compared to the built-in
R version. The x-axis indicates the number of covariates in our artificial model, and the y-axis indicates running
time in seconds as a fraction of FISTA times. All models were run on 10,000 data points. Note that the FISTA time
quoted only accounts for the FISTA iterations themselves. Because our FISTA algorithm is written in C++ and the
data is generated in R, some work is required to prepare the data for processing. Because the R function, which
works directly on the R data, does not need to perform these steps, their runtime is not included above. Note that
the point at 400 covariates is missing because the R function was unable to converge for this dataset.
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Figure A.7: Accuracy of our FISTA based algorithm for ordered logistic regression as compared to the built-in R
version. The x-axis indicates the number of covariates in our artificial model, and the y-axis indicates the maxium KL-
divergence (over all points in our sample) between predicted outcome probabilities and actual outcome probabilities.
All models were run on 10,000 data points. Note that the point at 400 covariates is missing because the R function
was unable to converge for this dataset.
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Ordered logistic regression
Figure A.7 compares the accuracy of our FISTA-based function and of the built-in R function for
multinomial logistic regression, and Figure A.6 compares their running times.
The situation is somewhat more complicated than that we observe for multinomial logistic
regression. Indeed, whilst our algorithm performs very accurately, and faster than the R version,
there is a small number of models (at 100 and 150 covariates) for which the R version converges
significantly faster. Furthermore, there is one model (with 400 covariates) at which the built-in R
function is not able to converge at all, and returns no results.
This is not surprising. As discussed in Appendix H, the computational details involved in evalu-
ating the ordered logistic regression likelihood and its derivatives are significantly more complicated
than those for multinomial logistic regression (indeed, as is discussed at length in Appendix H, a
number of modifications to FISTA had to be made to ensure rapid convergence). It therefore
follows that the corresponding algorithms will display greater instability.
A.2.4 Evaluating Model Performance
We shall be fitting four kinds of models. The first will include all our data, with SKU and stores
as covariates. At the other extreme, we shall be fitting a different model for each SKU/Store
combination. Finally, we shall fit one set of models for each SKU, and one set of models for each
store. In this section, we devise some measures that can be used to evaluate the performance of
each of these models, and decide which yields the best results.
In a simple linear regression, model evaluation is comparatively simple. An in- or out-of- sample
R2 or mean squared error can be calculated and used as a measure of the model’s accuracy. With
binary classification, ROC curves can be plotted.
Unfortunately, model performance is far harder to assess in a multinomial setting. For a given
set of covariates, a multinomial fit provides a set of probabilities for each outcome {d1, · · · , dk},
and it is unclear how we should asses how ‘accurate’ these outputs are.
The two most obvious options are a deviance-based measure, and a generalized χ-squared test.
Multinomial logistic regression is an example of a generalized linear model. As in all generalized
linear models, a deviance-based goodness-of-fit test could therefore be used. In ordinary least
squares models, the ‘sum of squared residuals’ is often used as a measure of fit. The deviance is a
generalization of this measure to models that produce a fit by maximizing a more general likelihood.
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Further details are available in texts on Generalized Linear Models (McCullagh and Nelder (1989)
is the seminal reference). Unfortunately, the deviance works best when comparing two versions of
the same model using a different selection of covariates. In our case, however, we need to compare
entirely different models, each fit on different datasets.
A second tempting measure is a variation on the chi-squared test adapted to multinomial
distributions, developed by Fagerland, Hosmer, and Bofin (2008). This tests first groups data into
a number of clusters, based on the probability of observing the first outcome d1 (in other words,
the first cluster contains points with low probability of observing d1, the second cluster points with
slightly higher probability of observing d1, etc. . . ). A contingency table is then constructed, listing
the predicted count of each outcome in each cluster, together with the real count, and a simple
χ-squared test is run on this contingency table. Unfortunately, for this test to be statistically
significant, a minimum number of observations is required in each cell of the χ-squared contingency
table produced in the test, which makes it unusable in this instance, since some outcomes (‘−1’
demand in particular) are extremely sparse.
Instead, we suggest the following four measures of performance:
‘Count measure’ (CM) : Look at the outcome with the highest predicted probability, and com-
pare it to the actual outcome. Find the proportion of points for which these two outcomes
do not match. We shall call this the ‘count measure’ (CM).
The higher the CM, the worse the fit.
‘Probability measure’ (PM) : For each point i in our data set, look at the predicted probability
vector, and consider the probability corresponding to the actual outcome Di for that point –
call this probability p. We then assign to this point a score of −p log(p). We find the average
of these scores over all points, and call it the ‘probability measure’ (PM).
The higher the PM, the worse the fit.
This measure is motivated by the KL-divergence. Indeed, this score is precisely the KL-
divergence between our predicted probability vector and a vector of zeros containing a ‘1’ in
the position corresponding to the actual outcome.
These two measures are intuitive, and will be useful in deciding which models to pick. However,
there are likely to paint a very dreary picture – indeed, with so few covariates available, it is unlikely
the model will exactly predict the right outcome with such high probability.
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Instead, therefore, we develop two new measures that we call ‘rolling measures’. Recall that
each of our points represents demand at a given store for a given product on a given day. Our
new measures consider a rolling window of 40 days, and looks at the performance of the model in
aggregate over that window. The results over each rolling window are then averaged.
‘Rolling Count Measure’ (RCM) Our first measure simply looks at the total demand forecast
in the window, and compares it to the actual demand observed in that window. We use the
average absolute difference per day in our window, averaged over all windows, as our RCM.
‘Rolling Probability Measure’ (RPM) Our second measure tests the accuracy of the split
among the different outcomes. For each window, we find the predicted proportion of obser-
vations from each outcome. We then compare these proportions to the actual proportions
observed using the KL-divergence. The average such KL-divergence is averaged over all win-
dows.
A.2.5 Results
We fit the four models described in the previous section, and calculate the four measures described
above for each of these models. In all cases, ordered logistic regression performs very poorly; clearly,
the additional assumption in the ordered logistic regression model is too restrictive.
We therefore use multinomial logistic regressions, and our results are listed in Table A.2, and
illustrated in Figure A.8. Note that in all cases, we used the same data for fitting and evaluation.
Whilst we would ideally have split our data into a training and test set, the large numbers of
parameters to estimate and the relatively small number of data points available (especially for the
individual models) required the use of all data available for fitting.
These results make it very clear that by all measures, individual models for each SKU and store
combination perform better than any combined model. It is interesting to note that in general, SKU
models perform better than store models. This implies that there is far more variability in demand
across different SKUs than across different stores, a result that is not particularly surprising.
It is also heartening to note that these models tend to perform very well indeed. The CM
measure (which we expected to perform poorly) correctly classifies 54% of points, and the rolling
count measure implies that every day, the demand is miss-estimated by only 0.07 units on average.
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CM PM RCM RPM
Full 0.53 0.30 0.25 0.11
By SKU 0.51 0.29 0.14 0.06
By Store 0.51 0.30 0.20 0.09
Individual Models 0.46 0.28 0.07 0.02
Table A.2: Results from four multinomial logistic regression models. The first row corresponds to a model in
which a model is run on all 11 stores and 11 SKUs, with the store and SKU as covariates. The last row corresponds
to average measures over models in which each SKU/Store combination has a single model. The middle two rows
correspond to average measures over models including either only one SKU (but multiple stores) or vice versa. The
four measures (CM, PM, RCM, RPM) are described in the main body of the text.
Figure A.8: Diagramatic representation of the data in table A.2.
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A.3 Optimizing the Supply Chain
Having discussed methods to obtain reliable estimates of future demand, we are ready to consider
methods for optimizing the supply chain itself.
Ideally, we would use the methods studied in the previous chapters and apply them to this
specific supply chain. Regrettably, this would yield poor results in the current setting. Indeed,
because most demands observed are very small, the resulting mean demand is tiny in most cases,
and the resulting coefficient of variation is very large. For coefficients of variation as large as these,
the gaps observed between the upper and lower bounds discussed in the previous chapters are very
large.
We propose, instead, a simplification of the models discussed in the previous chapters to this
particular supply chain. We first note that because the leadtimes to the depot in this case are much
longer than those to the individual retailers (sometimes by an order of magnitude), and because
fixed order costs to the depot are so large (orders have to be placed from manufacturing plants and
production initiated), the depot will always have abudant inventory to supply each of the retailers.
This means that we do not need to concern ourselves with optimizing the entire supply chain – it
is enough to simply consider each retailer individually. Having determined the optimal allocation
for each retailer, we can be sure that the depot will always be able to supply as much inventory as
needed to fulfill this optimal need. This, effectively, reduces our two-echelon multi-location problem
to a single-echelon, single-location problem, albeit one with capacity constraints.
We now formulate a mathematical program – similar to the heuristics discussed in the previous
chapters – that will allow us to determine the optimal allocation for each store under such a scheme.
We then use simulation to compare the performance of this heuristic to other, more naive, heuristics.
A.3.1 Finding the optimal allocation
All notation in this section will echo the notation in our handling of the multi-location, multi-
product case. In particular, recall the following definitions:





























– these orders will arrive in period t + `j , and the expected holding and





































The first constraint insists that all deliveries to the store be positive. The second requires that
the current inventory in the store, plus any deliveries, does not exceed the capacity with a certain
probability.
As we have seen in previous chapters, this sort of myopic thinking often results in results that
are suboptimal.
We did, however, also see that looking a few periods into the future can result in far better
results.
As in previous chapter, we therefore consider a less myopic approach, that considers several
periods in the future when deciding on optimal allocations for this period. Specifically, suppose we
look κi periods forward for product i, and let w̄ij,(τ) denote the allocation of product i to our store



























Note that because each the κi may be different for different products, the capacity constraints
for later periods will not necessarily include every product. Because we will only be using this
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program to decide on allocations in period t, however, the fact later capacity constraints may not
be comprehensive will not affect the validity of our results.
Finally, we note that in this application, the demand distributions are discrete, and ũij,(t→τ) is
supported on a finite set of consecutive integers {−L, · · · , U}. Each of the Q are then piece-wise







s.t. w̄ij,(τ) ≥ 0 ∀i, τ




j,(τ ′) − u
i,[αj ]
j,(t→τ) ∀i, τ
Cij,(τ) ≥ 0 ∀i, τ∑I
i=1C
i




























This is a linear program, solvable using a number of standard packages.
A.3.2 Performance
Ideally, we would test the strategy suggested above on the data provided by our luxury goods
retailer, and compare the performance of this strategy with the methodology currently in use there.
Unfortunately, this is difficult to do for two reasons. (1) We do not have access to meaningful data
about store capacities; we have data pertaining to the area of each store, bu no data bout the size
of each product, or about the shelving configuration at each of these stores. (2) For most of the
time period our data pertains to, we are only given sales data, not inventory data, at each of the
stores. It is therefore difficult to know what ordering strategy was used.
As a result, we devise some other basic heuristic policies, and benchmark the strategy above
against these heuristics. It is important for our benchmarking heuristics to ensure the capacity
at each retailer is not exceeded. Indeed, with no capacity constraints, a simple (s, S) policy is
proveably optimal, and would by definition perform better than our suggested strategy above.
These are the four allocation strategies we consider:
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Non-myopic constrained algorithm : this is the optimal algorithm described in the previous
section. It looks at four periods into the future for each product and implicitly includes
capacity constraints in its formulation.
Myopic constrained algorithm : this algorithm is identical to our optimal algorithm, but it
only considers one period into the future instead of four.
Non-myopic unconstrained algorithm : this algorithm is identical to our optimal algorithm,
but it does not include any capacity constraints. As a result, the optimal allocations as
prescribed by this algorithm – if blindly followed – will result in severe capacity overflows.
To (at least partially) mitigate this problem, we correct the output of this algorithm at each
step by ensuring that the sum of all inventory delivered is equal to the sum of all inventory
delivered under the optimal algorithm. We do this by randomly subtracting delivery amounts
for randomly chosen products, until the total allocation is small enough.
The correction method is designed to replicate what may happen when such a policy is im-
plemented. Presumably, when inventory arrives that consistently exceeds available capacity,
excess inventory is returned or discarded as it arrives.
Myopic unconstrained algorithm : this algorithm only looks one period ahead, and does not
include any capacity constraint. A similar fix is applied to ensure the capacity constraints
are not too severely violated.
We simulate each of these algorithms on a sample problem with 10,000 periods, stationary
demands and non-stationary holding and backorder costs. We use 10 products and a lead-time of
3. The total aggregate demand for all products in each period is 12, with a standard deviation of
3. We run simulations with capacities equal to the mean demand, one and two standard deviations
below the mean demand, and one, two, five, 10, 100 and 1000 standard deviations above the mean
demand (the last simulation was designed to model a situation in which capacity constraints are
not binding). We consider the average cost per period using each of the algorithms above.
The results of these simulations are illustrated in figures A.9 and A.10. Some salient points:
• Our optimal algorithm clearly performs much better than any of the heuristics.
Not only are the optimal costs better under our algorithm than under the heuristics, but the
probability of a capacity overflow is also lower. In other words, despite the fact our algorithm
does a better job at staying within capacity, it also performs at a lower cost.
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Figure A.9: Performance of our non-myopic allocation algorithm compared to heuristics. The x-
axis corresponds to the capacity of the retailer and the y axis gives the average cost per period, as
a multiple of the cost of our optimal algorithm.
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Figure A.10: Capacity constraint performance of our non-myopic allocation algorithm compared
to heuristics. The x-axis corresponds to the capacity of the store in question and the y axis gives
the probability of the capacity at the store being exceeded minus that probability when applying
our optimal algorithm.
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• It is interesting to note that the cost-advantage of using our algorithm over the heuristics does
not monotonically decrease with capacity. This could be because at extremely low capacities,
all algorithms are bound to do poorly regardless – as such, the improved performance of our
algorithm is less pronounced.
• It is surprising that our heuristic algorithms result in more capacity violations than the
optimal algorithm. Indeed, recall that the heuristic policy constrains the total deliveries to
be identical to those in the optimal algorithm; one might therefore expect a similar number
of violations in both cases.
The difference arises because backordered items are not counted as ‘extra space’ in our retailer.
In other words, if the capacity is 10 and the retailer contains 15 units of one item and −5 of
another (ie: 5 backordered units), the capacity is still violated. Our optimal algorithm knows
this, and assigns inventories bearing this fact in mind. Our heuristic algorithm does not.
• It is interesting to note that moving from a non-myopic to a myopic algorithm worsens
performance, but not by much. This may be because we are considering a situation in which
the demands are stationary – only the holding and backorder costs vary from period to period.
There is therefore not as much to lose by using a non-myopic policy.
• As the capacity of our store increases to infinity, both non-myopic algorithms converge to
the same performance, as may be expected. The myopic algorithms (whether constrained or
unconstrained) also converge to the same cost, though that cost is slightly higher than that
of the non-myopic algorithms, as may be expected.
• As the capacity of our store increases to infinity, the probability of capacity violation converges
to zero for all our algorithms, as would be expected.
A.4 An Interactive System
The results in the previous section are promising. Unfortunately, they could be difficult to imple-
ment in practice in a business environment. Indeed, they require the solution of a non-trivial linear
program – this could be challenging for non-technical business executives. In a high-pressure, fast-
moving environment, methods such as these are unlikely to be adopted unless they can seamlessly
be integrated into existing workflows.
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To make our method easier to integrate into a typical workflow, therefore, we construct a
browser-based system that takes infrastructure data (including holding and backorder costs) and
demand distributions at each retailer, and automatically calculates the optimal allocation to each
retailer using the strategy above by running a server-side R-Script.
The system is best experienced ‘live’, but some screen shots are included in figure A.11.
A.5 Conclusion
We were provided with demand data for a luxury goods manufacturer. We experimented with
multinomial logistic regression as a method for estimating future demand, with a number of different
model choices.
Having estimated future demand, we considered methods for optimal allocations in such distri-
bution systems. Unfortunately, the methods discussed in our previous chapters are not suitable in
this case, where the coefficients of variation of the demand distributions are very large. We noted,
however, that the likely abundance of inventory at the depot made it possible to consider each
retailer individually. We constructed an linear program to solve the optimal allocation problem
for each of these retailers, and showed that it performed significantly better than heuristic policies
that could have been employed to artificially meet the capacity constraints in our system, both in
terms of optimal cost and in terms of capacity violations.
Finally, we constructed an interactive online system suitable for use by non-technical executives.
The system allows the input of holding and backorder costs as well as demand distributions, and





















































































































































































































Proof of Theorem 1
The equality in (2.24) follows directly from the definitions of V̂ λ(t)(·), Ṽ λ(t)(·), and A(t).
The proof of lower bound (2.25) is by backward induction for t = T−`, T−`−1, · · · , 1. Starting
with the last period (T − `), the bound follows from the fact that the minimization in the relaxed
DP (2.10)–(2.13) for V̂ λ(t) is conducted over a larger feasible region than that in the exact DP, while
the objective function value in (2.10) (for any feasible solution in the exact DP) is lower than that
in the objective function (2.5), pertaining to the exact DP. Assume now that the bound applies
pointwise for some period (t+1). The proof that the bound applies to period t, as well, is analogous
to the proof for the last period (T − `).
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Appendix C
Proof of Lemma 1
(a) The expressions for ∂Rλ(t)(A)/∂λj,(t) follow from the fact that in the optimization problem
(2.27)-(2.30), λ only appears in the objective (2.27) Moreover, since this optimization problem has
a strictly convex objective, it has a unique opitmal solution (x̄?(t), X̄
?
(t)). The expression for the
derivative then follows immediately from Danskin’s Theorem.







Using the partial derivatives from part (a) and interchanging the expectation and (partial) deriva-
tive operators, we obtain the result in the theorem.








j,(t)(I(t) − û+,(t)) ≤ χ
[αj ]
j,(t+`)
where both the lower bound and the upper bound have a finite expectation over the distribution
of û+,(t).
(c) Follows from the definition of νλ(A,W ), part (a) and an interchange of expectations and
derivatives that can be justified analogously to the proof of part (b).
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Appendix D
Proof of Theorem 3
(a) The first two terms to the right of (2.33) are linear in λ. Note that Rλ(t)(A) = miny∈Y f(λ, y),
where the function f(·, y) is concave for each y ∈ Y. By a standard result, Rλ(t)(A) is therefore
concave in λ (see, for example, Boyd and Vandenberghe (2004), section 3.2.3). This implies that,
for all t = 1, · · · , the function Gλ(t)(I) is concave in λ as well. Similarly, the function νλ(A,W ) is
concave in λ, so that the first three terms to the right of (2.33) are concave. To complete the proof,
it suffices to show concavity of V̇ λ(1)(I); the latter can be established by backwards induction using
the concavity of the Gλ(t)(I) functions.
(b) For a given t, a given starting inventory I, and a given set of Lagrange multipliers λ, recall
that W̄ ?,λ(t) (I)) denotes the optimal decision in (2.32). We can therefore write













(t) (I)− u+,(t)) (D.1)
Now, consider a different set of Lagrange multipliers λ̂. Clearly, the original optimal solution
W̄ ?,λ(t) (I) for the old Lagrange multipliers λ will be suboptimal for this new set of multipliers, and
so
V̇ λ̂(t)(I) ≤ Gλ̂(t)(I + W̄
?,λ









(t) (I)− u+,(t)) (D.2)
Subtracting equation (D.2) from equation (D.1), we obtain
V λ̂(t)(I)− V λ(t)(I) ≤ βE
[
V̇ λ̂(t+1)(I + W̄
?,λ
























(t) (I)) · (λ̂− λ)
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Combining the last two equations
V̇ λ̂(t)(I)− V̇ λ(t)(I) ≤ βE
[
V̇ λ̂(t+1)(I + W̄
?,λ








(t) (I)) · (λ̂− λ)
Recalling the definition of the stochastic process ιλ(t), we can write this as





∣∣∣ ιλ(t) = I]+∇λGλ(t)(I + W̄ ?,λ(t) (I)) · (λ̂− λ)
Recursively applying this last formula and recalling the terminal condition V̇ λ(T−L−`+1)(·) = 0, we
find that










∣∣∣ ιλ(t) = I] · (λ̂− λ)
Using the definition of the supergradient directly leads to the statement of our theorem.
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Appendix E
Selected Results for Single Product
Numerical Study II
In this appendix, we display 4 of the 48 tables in this numerical study in tables E.1-E.4. The


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Results for the Multi-Product Numerical
Study


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Advanced Demand Information – Full
Numerical Results
This appendix lists all the results from our numerical study in Figures G.1-G.9. Each figure displays
results for a particular value of K and a particular configuration of the advance information,
comprising 90 of the 810 results in our study. In each plot, the x-axis corresponds to different
values of L, and the y-axis displays percentage differences between our lower bound and the exact
DP solution. The red line corresponds to N = L+ 2, and the green line corresponds to N = L+ 3.
The dotted line displays gaps for information relaxations with no penalty (i.e., with a = 0 and
b = 0, and the solid lines represent the results with an optimal penalty. The shaded polygons
display 95% confidence intervals around the solid lines.
Recall three configurations of the advance information were used. In all cases, each period’s de-
mand is Poisson distributed with a mean of 6. We assume that for each period t, each Dt−Nt , · · · , Dtt
is Poisson distributed with means λ0, · · · , λN . We use three configurations for these means
(λ0, · · · , λN ) =
6
N
(1, · · · , 1)
(λ0, · · · , λN ) =
12
(N + 2)(N + 1)
(N + 1, N, · · · , 1)
(λ0, · · · , λN ) =
12
(N + 2)(N + 1)
(1, 2, · · · , N + 1)
We call the first conguration ‘equal split’, the second ‘early bias’ and the last ‘late bias’.
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Figure G.1: K = 0 and an equal split.
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Figure G.2: K = 10 and an equal split.
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Figure G.3: K = 50 and an equal split.
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Figure G.4: K = 0 and early bias.
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Figure G.5: K = 10 and early bias.
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Figure G.6: K = 50 and early bias.
187































































Figure G.7: K = 0 and late bias.
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Figure G.8: K = 10 and late bias.
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Figure G.9: K = 50 and late bias.
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Appendix H
Using FISTA to fit Multinomial Logistic
and log-Logistic Models
In this section, we consider the practical details of estimating the models in section A.2 using
FISTA. In particular, we will show that the resulting log-likelihood is concave, discuss numerical
issues involved in its calculation, and calculate its derivatives.
With one exception that will be discussed later, we used the standard FISTA algorithm for
convex optimization, as devleoped by Beck and Teboulle (2009). For this reason, we will not give
a detailed account of our algorithm – readers are directed to that paper for details.
We shall assume throughout this appendix that there are N observations of demand {Di}Ni=1,





. We assume that each demand Di can take
one value in the set {d1, · · · , dk}.
H.1 Multinomial logistic regression







where {β(2), · · · ,β(k)} are vectors in Rp to be estimated. For notational convenience, we shall
define a vector β(1) ≡ 0.
This immediately gives, for every k,












H.1.1 Concavity of the log-likelihood
The log-likelihood is trivially concave by the concavity of the log-sum-exp function.
H.1.2 Evaluating the log-likelihood
Only the second term may cause a problem when evaluating the log likelihood. Indeed, if one of
the exponential terms inside the logarithm is extremely large, the entire expression could overflow.




















This ensures that every term in the logarithm is reasonably sized, and makes the evaluation of this
expression far more numerically stable.
H.1.3 Derivatives of the log-likelihood
We define a set of matrices
{
E(1), · · · ,E(k)
}








We then have that






H.2 Ordered Logistic Regression
In ordered logistic regression, we assume that each demand is distributed as follows
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logit [P(Di ≤ dk)] = ln
(
P(Di ≤ dk)








Where β and {γ1, · · · , γK−1} are parameters to be estimated, and we assume γK = ∞. We
constrain γ to be strictly positive. This immediately gives

















Simplifying, multiplying the second line by exp(−ζik) and remembering that ζik−1 = γk+ζik, we find
that






1 + exp(−ζik) + exp(γk)
[
1 + exp(ζik)

























H.2.1 Log-concavity of the Likelihood
Before we consider any algorithm to optimize the likelihood, we will show it is log-concave. Before
we prove this, let us prove the following lemma.
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Lemma 3. The function
f(a, b) = ln
(
1 + e−a + eb + ea+b
)
is jointly convex in a and b.
Proof. First, consider that
∇f(a, b) = 1
1 + e−a + eb + ea+b




∇2f(a, b) = 1




a+b + e−a + ea+2b + eb−a + 4eb
D1,2 = D2,1 = e
a+b + 2eb + eb−a
D2,2 = e
a+b + 2eb + eb−a + 4ea+2b + 2e2b + 2e2a+2b
Setting K =
(
1 + e−a + eb + ea+b
)
, we find that∣∣∇2f(a, b)∣∣
K
= a2a+2b + 2ea+2b + e2b + 4e2a+3b + 2ea+3b + 2e3a+3b
+eb + 2eb−a + eb−2a + 4e2b + 2e2b−a + 2ea+2b
+e2a+3b + 2ea+3b + e3b + 4e2a+4b + 2ea+4b + 2e3a+4b
+e2b + 2e2b−a + e2b−2a + 4e3b + 2e3b−a + 2ea+3b
+4ea+2b + 8e2b + 4e2b−a + 16ea+3b + 8e3b + 8e2a+3b
−e2a+2b − 2ea+2b − e2b
−2ea+2b − 4e2b − 2e2b−a
−e2b − 2e2b−a − e2b−2a
simplifying ∣∣∇2f(a, b)∣∣
K
= 4e2a+3b + 2ea+3b + 2e3a+3b
+eb + 2eb−a + eb−2a + 4e2b
+e2a+3b + 2ea+3b + e3b + 4e2a+4b + 2ea+4b + 2e3a+4b
+e2b + 4e3b + 2e3b−a + 2ea+3b
+4ea+2b + 3e2b + 4e2b−a + 16ea+3b + 8e3b + 8e2a+3b
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This is clearly positive. Thus, f(a, b) is jointly convex in a and b.
We are now ready to show that the likelihood is log-concave.
Proposition 2. The likelihood above is log-concave.
Proof. Consider that we can write the log-likelihood as
lnP(Di = dk) =

−f(−ζi1,−∞) k = 1
ln (eγk − 1)− f(ζik, γk) 1 < k < K
−f(ζiK−1,∞) k = K
where f is defined as in Lemma 3.
Now, the first part of the second term can trivially be shown to be convex. Then, convexity of f
and convexity of affine combination and sums immediately shows that the likelihood is concave.
H.2.2 Evaluating the log-likelihood
When any of the ζik are very large, the log likelihood can be difficult to evaluate numerically. In
this section, we consider the numerical evaluation of this log-likelihood in such cases.
In the discussion that follows, we let ε represent a large number – say 50.
We now consider each term in the log-likelihood separately






• k = K Similar considerations apply.
• 1 < k < K Both terms in this part pose difficulties
– For the first term, if γk is very small, we can write
ln (eγk − 1) = ln(γk)
– For the second term, consider two cases













= −ζik + ln
[











In this case, since γk > 0, we are guaranteed to have ζ
i
k < 0. As such, every
exponentiated term above is small, and evaluation poses no numerical problem.













= γk + ln
[








If ζik > ε, then this entire expression reduces to γk + ζ
i
k. If not, every exponentiated
term is guaranteed to be small, and evaluation poses no numerical difficulties.
H.2.3 Derivatives of the log-Likelihood
We now consider the computation and evaluation of the derivatives of the log-likelihood.
To do this, we first note that ∇βζik = X(i). Having said that, algebraic manipulation yields















The derivatives with respect to γ are considerably more complicated. Letting e(κ) denote a vector
of zeroes in RK−1 with a single 1 in the κth position, and e(1→k) =
∑k
κ=1 E(κ), we have that
∇γζik = −e(1→k). We then obtain

























e(1→K−1) k = K
H.2.4 Evaluating the derivatives
Evaluating the derivatives will also cause some numerical problems. Let us consider each part of
the derivative.
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Derivatives with respect to β
The k = 1 and k = K terms will not pose any numerical problems. For the 1 < k < K term, the
denominator is always ≥ 1 and so we need to worry about dividing by zero. We do, however, need
to worry about a situation in which both the numerator and denominator get very large. This will
only occur if γk + 2ζ
i
k < ε (once again, we let ε represent a large number – say 50). We deal with
this situation as follows
• If ζik > ε, then exp(γk + 2ζik) will dominate the denominator, and set the entire expression to
−1.
• Otherwise, γk must be large, and so exp(ζik) will be negligible compared to terms involving
γk. As such, set
1− exp(γk + 2ζik)
1 + exp(ζik) + exp(γk + ζ
i
k) + exp(γk + 2ζ
i
k)










Derivatives with respect to γ
Once again, the k = 1 and k = K terms will not pose any numerical problems. For the 1 < k < K
term, we note that the denominators are always ≥ 0, so we need not worry about dividing by
zero. Once again, however, we need to worry about each of the first two terms to ensure both the
numerator and denominator don’t get too large
First term : problems arise if γk + 2ζ
i
k ≥ ε. In that case
• If ζik > ε, then exp(γk + 2ζik) will dominate everything, and we can write
− 1− exp(γk + 2ζ
i
k)
1 + exp(ζik) + exp(γk + ζ
i




• If not, γk must be very large, and any terms not involving it with vanish. We can
therefore write
− 1− exp(γk + 2ζ
i
k)
1 + exp(ζik) + exp(γk + ζ
i





Second term : problems arise if ζik > ε. Furthermore, recalling that γk > 0, this would also make
the second and third term in the denominator very small. We can therefore say
− 1 + exp(ζ
i
k)
1 + exp(−[zetaik + γk]) + exp(−γk) + exp(ζik)
≈ −1
197
Figure H.1: This diagram illustrates the effect of using a FISTA algorithm with two different L values – one for
the β dimensions, and one for the γ dimensions. Both algorithms use a single value of L for 12 iterations, and then
diverge. The algorithm in red continues using a single value of L for all dimensions. The algorithm plotted in black
uses two different values of L and clearly converges faster.
H.2.5 Modifying FISTA
One last details remains to be discussed. Whilst FISTA is a very reliable method for general convex
optimization, it unfortunately fails to converge quickly enough on multinomial logistic regression.
The reason is that this particular log-likelihood involves two very different kinds of variables.
The β variables on the one hand, and the γ variables on the other.
Standard FISTA uses a symmetric quadratic to approximate the function to be optimized, with
a single curvature constant L. This forces the same curvature to be used in the β dimensions and
in the γ dimensions, which results in poor convergence.
To mitigate this problem, we adopt an approach in which a few preliminary steps of the algo-
rithm are carried out with a single L value, at which point a re-calibrating step is carried out, in
which the dimensions corresponding to γ are given a different L value than those corresponding to
β. The algorithm then proceeds as normal.
198
Appendix I
Results for Single Product Numerical
Study I




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Results for Single Product Numerical
Study II
This section contains all tables of results for our second numerical study.
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