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'Would you tell me, please, which way I ought to go from here?'
'That depends a good deal on where you want to get to,' said the Cat.
'I don't much care where ' said Alice.
'Then it doesn't matter which way you go,' said the Cat.
Lewis Carroll, Alice's Adventures in Wonderland
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Introduzione
L'idea di studiare la meccanica quantistica all'interno dei graﬁ nasce oltre mezzo
secolo fa ed aﬀonda le sue radici nella modellizzazione delle molecole aromatiche [1].
Per parecchi anni, comunque, fu considerata solo una curiosità o un interessante
esempio privo di una vera rilevanza ﬁsica. Questa situazione cambiò drasticamente
sul ﬁnire degli anni '80 con l'avvento di tecniche di microfabbricazione che con-
sentirono di produrre nanostrutture simili a graﬁ costituite da semiconduttori od
altri materiali.
Negli ultimi decenni tali nanotecnologie si sono imposte come uno dei rami più
innovativi e vitali della ﬁsica e questi sistemi mesoscopici quasi-unidimensionali
sono stati il soggetto di intensi studi sia da un punto di vista teorico che sperimen-
tale. Essi costituiscono un fondamentale campo di ricerca e, in particolare, la loro
realizzazione sperimentale ed il loro utilizzo sembrano porre le basi di una nuova
elettronica caratterizzata da componenti di dimensioni molecolari.
E' all'interno di questi studi che si aﬀerma il modello dei Quantum Gra-
phs, termine col quale, da un punto di vista matematico, si intendono varie-
tà unidimensionali singolari dotate di un operatore diﬀerenziale autoaggiunto:
l'Hamiltoniana.
I quantum graphs costituiscono un modello sempliﬁcato ma estremamente ver-
satile per la trattazione della propagazione di onde all'interno di strutture meso-
scopiche quasiunidimensionali; tali sistemi sono caratterizzati da una dimensio-
ne spaziale che prevale sulle altre, le quali vengono ritenute trascurabili rispetto
ad ogni altra scala in esame. Modelli di questo tipo possono essere applicati a
strutture molto diverse fra loro e a tipi di onde diﬀerenti: all'interno della vasta
letteratura sull'argomento ci limitiamo a citare i seguenti lavori [7, 8, 9, 10] dove
è riportata un'estesa bibliograﬁa. A seconda dell'ambito considerato, inoltre, è
possibile trovare formulazioni piuttosto diﬀerenti del concetto di quantum graph,
le cui applicazioni spaziano dalla ﬁsica dello stato solido alla ﬁsica matematica.
Come accennato precedentemente l'idea di un'approssimazione unidimensiona-
le di un sistema quantistico, che è alla base dei quantum graphs, nasce in chimica
con la teoria degli elettroni liberi delle molecole coniugate quali il naftalene (Pau-
ling, 1936); è soprattutto negli ultimi quindici anni, però, che l'interesse per questo
modello è cresciuto notevolmente grazie allo sviluppo delle nanotecnologie: i quan-
tum graphs si sono rivelati infatti un utile strumento adatto a descrivere diverse
strutture quali atomic wires, nanotubi o cristalli fotonici [9, 10].
Noi ci occuperemo di quantum wires ideali dei quali trascureremo qualunque
modo di propagazione trasversale. Per quanto estremamente sempliﬁcato un tale
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approccio ha notevoli applicazioni in numerosi campi fra i quali la teoria dello
scattering [2, 3, 5] e la teoria del trasporto ma anche lo studio del chaos quantistico
[11, 12].
Concentreremo la nostra attenzione, inoltre, su graﬁ semplici e connessi ed,
in particolare, sul grafo a stella con lati di lunghezza inﬁnita che costituisce non
solo l'elemento essenziale per la teoria dello scattering ma anche la struttura-limite
per il gruppo di rinormalizzazione. Partendo da questo modello risulterà piuttosto
semplice generalizzare i risultati principali a graﬁ con un numero ﬁnito di vertici
e di lati.
Nei capitoli che seguono sarà dapprima deﬁnito il concetto di quantum graph
come grafo metrico dotato di un operatore Hamiltoniano (capitolo 1); nel capitolo
2 indagheremo le condizioni di autoaggiunzione di questo operatore sul grafo a
stella in base alla costruzione di Kostrykin e Schrader [2, 3, 4, 5] e illustreremo
come le estensioni autoaggiunte dell'Hamiltoniana libera possano essere descritte
sia mediante le condizioni al bordo della funzione d'onda sul vertice, sia mediante
la matrice di scattering. Nel capitolo 3 svilupperemo una teoria di campo scalare su
tale struttura [16] e illustreremo alcune considerazioni su osservabili ﬁsiche quali
la distribuzione di energia per un campo a temperatura ﬁnita (legge di Stefan
Boltzmann).
Una volta deﬁnito il campo scalare sarà possibile analizzare quali sono le con-
dizioni aﬃnchè si veriﬁchi invarianza di scala: nel capitolo 4 classiﬁcheremo le
famiglie di punti critici sul grafo a stella in funzione delle condizioni al bordo
per il campo e saranno descritti i ﬂussi del gruppo di rinormalizzazione fra es-
si, indagandone le proprietà di stabilità legate agli autovalori della matrice di
scattering.
Dopo aver analizzato il campo scalare, studieremo la propagazione del campo
fermionico sul grafo a stella rivolgendo una particolare attenzione alla conducibilità
elettrica. Sono possibili due distinti approcci: il primo basato sulla tecnica della
bosonizzazione (capitolo 5) ed il secondo sulla deﬁnizione del campo spinoriale di
Dirac (capitolo 6).
Introducendo un campo elettromagnetico esterno risulterà possibile esprimere
la conducibilità elettrica in funzione delle matrici di scattering del campo scalare
o del campo di Dirac e sarà interessante confrontare questi risultati con la teoria
dello scattering di LandauerBüttiker.
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Capitolo 1
Quantum Graphs
Come accennato in introduzione un quantum graph può essere considerato da un
punto di vista matematico come una varietà unidimensionale e singolare in cor-
rispondenza dei vertici, corredata da un operatore diﬀerenziale (o pseudodiﬀeren-
ziale) autoaggiunto che ne deﬁnisce l'Hamiltoniana. Nella deﬁnizione di quantum
graph concorrono perciò tre elementi: la struttura topologica del grafo, la metri-
ca che associa una lunghezza ai suoi lati e l'operatore hamiltoniano che genera
l'evoluzione temporale delle funzioni d'onda aventi supporto sul grafo.
1.1 Graﬁ combinatori
Un grafo combinatorio Γ è costituito da un insieme numerabile di vertici V =
{vi} e da un insieme numerabile di lati E = {ei} che connettono tali vertici.
A ciascun lato è pertanto associata una coppia ordinata di vertici e sono esclusi
dall'insieme V tutti vertici che non risultano connessi a nessun'altro elemento.
All'interno di un grafo combinatorio è generalmente consentita la presenza di
loops o di lati paralleli che connettono la stessa coppia di vertici. Per semplicità
noi ci limiteremo alla trattazione di graﬁ semplici nei quali queste strutture non
sono presenti. Inoltre considereremo solo graﬁ connessi per i quali non è possibile
dividere l'insieme dei vertici in due sottoinsiemi tali che non ci sia alcun lato che
li colleghi.
Per ciascun vertice v deﬁniamo il sottoinsieme Ev dei lati che comprendono
questo vertice; la valenza del vertice v è la cardinalità dell'insieme Ev ed è perciò
un numero positivo e ﬁnito nei graﬁ a vertici ﬁniti.
Nei capitoli successivi tratteremo prevalentemente il grafo a stella caratteriz-
zato da un vertice centrale v con valenza n connesso a n vertici periferici scollegati
fra loro.
1.2 Graﬁ metrici e operatori Hamiltoniani
Un grafo combinatorio Γ è un grafo metrico se a ciascun lato e è associata una
lunghezza le ∈ (0,∞].
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In questo modo ogni lato può essere identiﬁcato con un segmento di lunghezza
ﬁnita o inﬁnita della retta reale, il che permette di deﬁnire in modo naturale
la coordinata xe. Il grafo Γ può così essere dotato di una metrica naturale: la
lunghezza di ogni sequenza di vertici {ej} che costituisce un percorso corrisponde
a
∑
j lj . La distanza fra due vertici v e w è deﬁnita come la lunghezza minima dei
percorsi che li congiungono e, grazie alle coordinate sui lati xe, è possibile deﬁnire
in modo analogo la distanza fra due punti qualsiasi del grafo [7].
Aﬃnchè la metrica sia ben deﬁnita è necessario richiedere le seguenti condizioni
addizionali:
1. I vertici all'inﬁnito devono avere valenza 1: i lati di lunghezza inﬁnita in
questo modo diventano raggi i cui vertici esterni possono essere trascurati,
così come richiesto nella teoria dello scattering. Grazie a questa condizione
un grafo può essere suddiviso in una parte interna costituita dai lati ﬁniti e
in una parte esterna comprendente i lati inﬁniti.
2. Nel caso di graﬁ con inﬁniti vertici vi è un numero ﬁnito di vertici in ogni
intorno di raggio ﬁnito di un punto. Questa condizione richiede perciò che
non ci siano punti di accumulazione per i vertici.
Notiamo inoltre che non è necessario che il grafo sia immerso in uno spazio
esterno: un grafo può essere ottenuto come limite di una varietà in tre dimensio-
ni ma, nella nostra trattazione, considereremo i graﬁ come strutture puramente
unidimensionali.
Una volta deﬁnita la metrica è possibile costruire la misura di Lebesgue e, di
conseguenza, deﬁnire alcuni spazi di funzioni sui lati. In particolare deﬁniamo
lo spazio L2 (Γ) come lo spazio di tutte le funzioni misurabili il cui quadrato è
integrabile su ciascun lato e tali che:
‖f‖2L2(Γ) =
∑
e∈E
‖f‖2L2(e) <∞
L'ultimo passo necessario per deﬁnire un quantum graph è dotare il grafo me-
trico di un operatore Hamiltoniano autoaggiunto. L'operatore che consideriamo è
l'Hamiltoniana libera classica; ponendo per comodità ~ = 2m = 1, essa è deﬁnita
su ciascun lato e dall'operatore laplaciano:
Hψe (xe) = −∂2xeψe (xe) (1.1)
dove xe indica la coordinata lungo il lato e. Aﬃnchè H sia ben deﬁnita ψe deve
appartenere allo spazio di Sobolev H2e delle funzioni L2(e) le cui derivate prime e
seconde appartengono anch'esse a L2(e); lo spazio H2e può essere deﬁnito usando
le trasformate di Fourier:
H2e =
{
ϕ ∈ L2(e)
/(
1 + k2
)
ϕ˜ (k) ∈ L2(e)
}
In generale l'operatore hamiltoniano libero deﬁnito sui singoli lati del grafo può
essere facilmente generalizzato mediante un accoppiamento minimale:
Hψ (x) = (−i∂x −A (x))2 ψ (x) + V (x)ψ (x) (1.2)
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Dove A e V sono potenziali suﬃcientemente regolari. Nei prossimi capitoli rivol-
geremo la nostra attenzione dapprima al caso libero e introdurremo l'interazione
mediata da A e V solo in un secondo momento.
La deﬁnizione data ﬁnora diH è limitata esclusivamente ai lati; occorre stabilire
quali siano le condizioni sui vertici aﬃnchè tale operatore sia autoaggiunto: per
far questo è necessario analizzare più nel dettaglio un particolare tipo di grafo: il
grafo a stella.
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Capitolo 2
Grafo a Stella: Condizioni al
Bordo e Matrice di Scattering
L'operatore Hamiltoniano dato dall'equazione (1.1) è deﬁnito esclusivamente all'in-
terno dei lati del grafo (nel bulk); i vertici hanno il ruolo di singolarità e l'interazione
puntuale a cui sono soggette le funzioni d'onda in questi punti non è stata ancora
deﬁnita. Ci proponiamo in questo capitolo di estendere in maniera autoaggiunta
l'Hamiltoniana libera dal bulk Γ\V a tutto il grafo Γ.
Consideriamo un grafo Γ avente un numero di vertici ﬁnito; in questo capito-
lo analizzaremo tutti i possibili comportamenti dell'operatore H sui vertici di Γ
adottando tre descrizioni diverse ma equivalenti: le estensioni autoaggiunte del-
l'Hamiltoniana, le condizioni al bordo delle funzioni d'onda e delle loro derivate,
la matrice di scattering S. Dimostreremo infatti che ad ogni estensione autoag-
giunta di H corrisponde una classe di condizioni al bordo, deﬁnita da una coppia
di matrici (A,B), alla quale può essere associata biunivocamente una matrice di
scattering unitaria S (k).
Conviene distinguere l'insieme E dei lati del grafo in due sottoinsiemi: I in-
sieme dei lati a lunghezza ﬁnita ('lati interni') e E insieme dei lati a lunghezza
inﬁnita (`lati esterni'). Lo spazio di Hilbert L2 (Γ) può essere in questo modo
espresso come:
H = ⊕
e∈E
He ⊕
i∈I
Hi = HE ⊕HI
dove He = L2 ([0,∞)) e Hi = L2 ([0, li])) mentre HE e HI costituiscono le
componenti esterna e interna dello spazio di Hilbert H.
2.1 Autoaggiunzione sul grafo a stella
Ai ﬁni dello scattering di una singola particella possiamo considerare il grafo a stella
come la componente essenziale della teoria in quanto le matrici di scattering dei
graﬁ più complessi possono essere ottenuti mediante la procedura di `star-product'
generalizzato [2] partendo dalle matrici di graﬁ a singolo vertice. Nei paragraﬁ
seguenti descriveremo la costruzione di Kostrykin e Schrader per la deﬁnizione
delle estensioni autoaggiunte dell'Hamiltoniana libera. In particolare tratteremo
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il grafo a stella; nonostante questo sia un caso sempliﬁcato la maggior parte delle
conclusioni che otterremo saranno generalizzabili a graﬁ aventi un numero ﬁnito
di lati.
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Un grafo a stella Γ con n lati.
Il grafo a stella è caratterizzato da un unico vertice di valenza n responsabile
dello scattering e da un bulk costituito da n lati di lunghezza inﬁnita nei quali la
funzione d'onda si propaga liberamente. Di conseguenza, in questo caso particolare,
si ha che la parte interna I è vuota.
Consideriamo lo spazio di Hilbert HE = H; un vettore ψ di questo spazio
assume la forma (ψ1, ψ2, ..., ψn) dove ψj indica la componente di ψ sul lato j. Per
deﬁnire un operatore autoaggiunto H su tutto il grafo Γ partiamo dall'operatore
hermitiano ∆0 su H (per comodità omettiamo l'indice j delle coordinate xj dei
singoli lati):
∆0ψ ≡
(
d2ψ1
dx2
, ...,
d2ψn
dx2
)
il cui dominio di deﬁnizione D
(
∆0
)
è dato da tutte le ψ le cui componenti ψj ap-
partengono agli spazi di Sobolev H2j (0,∞) e si annullano assieme alle loro derivate
prime in x = 0:
D
(
∆0
)
=
{
ψ ∈ H/ ∀j, ψj ∈ H2j (0,∞) , ψj (0) = ψ′j (0) = 0}
Dove ψ′j è la derivata prima di ψj . Ci proponiamo di estendere in modo
autoaggiunto tale dominio.
L'operatore ∆0 ha indici di difetto (n, n), deﬁniti come dimensione degli spazi:
K± = Ker
(
∆0† ∓ i
)
Per la teoria delle estensioni autoaggiunte di Von Neumann, è perciò possibile
parametrizzare tutte le estensioni autoaggiunte con il gruppo unitario U(n) degli
operatori unitari da K+ in K− avente dimensione reale n2.
Per analizzare le condizioni al bordo sul vertice che generano estensioni autoag-
giunte ricorriamo ad una formulazione alternativa ed equivalente alla teoria di Von
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Neumann in termini di teoria simplettica. Sia D ⊂ H l'insieme delle funzioni ψ
le cui componenti ψi appartengano agli spazi di Sobolev H
2
i . Su D deﬁniamo la
forma anti-hermitiana:
Ω (ϕ,ψ) = 〈∆ϕ,ψ〉 − 〈ϕ,∆ψ〉 = −Ω (ψ,ϕ)∗ (2.1)
dove l'operatore Laplaciano ∆ è considerato come un'espressione diﬀerenziale e
l'asterisco indica il complesso coniugato. Ovviamente Ω si annulla su D
(
∆0
)
.
Ogni estensione autoaggiunta di ∆0 è data da un sottospazio isotropo mas-
simale di D per Ω, cioè uno spazio massimale in cui Ω è nulla per ogni coppia
di elementi. Per identiﬁcare questi sottospazi isotropi massimali eseguiamo una
integrazione per parti e otteniamo:
Ω (ϕ,ψ) =
n∑
i=1
(
ϕ∗i (0)ψ
′
i (0)− ϕ′i∗ (0)ψi (0)
)
(2.2)
Notiamo che nel caso in cui ϕ = ψ, Ω rappresenta la somma delle densità di
corrente di Schroedinger uscenti dal vertice. Le funzioni appartenenti agli spazi
isotropi massimali per Ω devono perciò essere caratterizzate da una somma nulla
di tali correnti (legge di Kirchhoﬀ locale).
Per deﬁnire le condizioni al bordo che caratterizzano gli spazi isotropi massimali
di Ω introduciamo la mappa lineare suriettiva [ ] : D → C2n che associa a ψ e alla
derivata ψ′ il loro valore limite all'origine:
[ψ] =
(
ψ1 (0) , ..., ψn (0) , ψ′1 (0) , ..., ψ
′
n (0)
)T = ( ψ (0)
ψ′ (0)
)
(2.3)
dove T denota la matrice trasposta e [ψ] è un vettore a 2n componenti. Il nu-
cleo dell'applicazione [ ] risulta ovviamente Ker ([ ]) = D
(
∆0
)
. In questo modo
possiamo riscrivere Ω nella forma:
Ω (ϕ,ψ) = ω ([ϕ] , [ψ]) ≡ [ϕ]† J [ψ] (2.4)
dove † indica il vettore trasposto e coniugato e la matrice 2n × 2n J è la matrice
simplettica su C2n:
J =
(
0 I
−I 0
)
(2.5)
con I che indica la matrice identità.
Gli spazi massimali isotropi di Ω sono la preimmagine rispetto a [ ] degli spazi
isotropi massimali di ω e quindi della forma bilineare deﬁnita da J . Essendo J non
degenere questi spazi hanno dimensione complessa n. Vogliamo caratterizzarli in
maniera da deﬁnire le estensioni autoaggiunte di ∆0.
Indichiamo con M un generico sottospazio di C2n e con M⊥ il suo ortogo-
nale rispetto al prodotto scalare canonico su C2n. M è un sottospazio isotropo
massimale per ω se e solo se M⊥ = JM e M⊥ è isotropo massimale (si veriﬁca
sfruttando le relazioni J2 = −I e J† = −J).
11
Ogni sottospazio M di dimensione n in C2n può essere deﬁnito come il
sottospazio M(A,B) di tutti i vettori [ψ] che soddisfano la relazione:
Aψ (0) +Bψ′ (0) = 0 (2.6)
Dove A e B sono matrici n × n tali che la matrice n × 2n (A,B) abbia rango
massimo (condizione di rango massimo). In questo modo possiamo descrivere con
la matrice (A,B) tutti i sottospazi di dimensione n di C2n. Si ha perciò che
Ker(A,B) =M(A,B) e Im(A,B) = Cn.
Determiniamo ora le condizioni aﬃnchè il sottospazio M(A,B) sia isotropo
massimale e quindi deﬁnisca un'estensione autoaggiunta di ∆0:
Proposizione 1 Siano A e B due matrici n× n tali che (A,B) abbia rango n. Il
sottospazioM(A,B) deﬁnito dalla relazione (2.6) è uno spazio isotropo massimale
per ω se e solo se la matrice AB† è autoaggiunta.
La dimostrazione si ottiene facilmente riscrivendo la relazione (2.6) nella forma:〈
Φk, [ψ]
〉
C2n
= 0 con 1 ≤ k ≤ n, [ψ] ∈M(A,B)
dove Φk indica il k-esimo vettore colonna della matrice 2n × n (A,B)†. Poichè
(A,B) ha rango massimo i vettori Φk sono linearmente indipendenti e, per quanto
visto prima, M(A,B) è isotropo massimale se e solo se lo è lo spazio avente per
base i vettori Φk. Di conseguenza deve valere (A,B)J(A,B)† = 0 che comporta:
AB† −BA† = 0. (2.7)
Per concludere, una generica estensione autoaggiunta ∆(A,B) di ∆0 è perciò de-
ﬁnita dalle relazioni (2.6) e (2.7) con matrici n× n che soddisﬁno la condizione di
rango massimo.
Occorre notare che due coppie distinte di matriciA eB possono deﬁnire le stesse
condizioni al bordo e quindi la stessa estensione autoaggiunta di ∆0. Se infatti
moltiplichiamo le matrici A e B per una stessa matrice invertibile C, le condizioni
al bordo (2.6) non variano e perciòM(CA,CB) =M(A,B). Di conseguenza una
stessa estensione autoaggiunta di ∆0 è deﬁnita da una classe di equivalenza di
matrici (A,B) i cui elementi possono essere ottenuti mediante moltiplicazione per
matrici invertibili.
2.2 Esempi di condizioni al bordo
Illustriamo qualche esempio classico di condizioni al bordo. Osserviamo innanzi-
tutto che per A = 0 si hanno le condizioni al bordo di Neumann mentre per B = 0
si ottengono le condizioni al bordo di Dirichlet.
Consideriamo ora una particolare relazione di dualità che caratterizza le con-
dizioni al bordo. Supponiamo che M(A,B) sia uno spazio isotropo massimale e
che, di conseguenza, ∆(A,B) sia autoaggiunto. Il suo dominio D (∆(A,B)) è la
preimmagine diM(A,B) rispetto [ ]. L'operatore Hamiltoniano che adottiamo sul
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grafo Γ ha perciò la forma H = −∆(A,B). Dalle osservazioni fatte nella sezione
(2.1) risulta cheM (A,B)⊥ = JM (A,B) =M (−B,A) è anch'esso un sottospazio
isotropo massimale cui corrisponde l'operatore autoaggiunto −∆(−B,A). Esiste
perciò una sorta di dualità fra le matrici A e B che permette, per esempio, di
scambiare le condizioni al bordo di Neumann e Dirichlet. Consideriamo ora altri
esempi:
Condizioni di tipo δ
Tali condizioni sono caratterizzate da:
1. Continuità di ψ (x) nel vertice: ψ1 (0) = . . . = ψn (0);
2.
∑
i ψ
′
i (0) = αψ (0)
Si ha:
A =

1 −1 0 · · · 0
0 1 −1 . . . 0
...
...
. . .
. . .
...
0 0 · · · 1 −1
0 0 · · · 0 −α
 , B =

0 0 0 · · · 0
0 0 0
. . . 0
...
...
. . .
. . .
...
0 0 · · · 0 0
1 1 · · · 1 1
 (2.8)
quindi:
AB† =

0 0 · · · 0
0
. . .
. . .
...
...
. . . 0 0
0 · · · 0 −α

Di conseguenza la condizione di autoaggiunzione (2.7) è veriﬁcata per α reale.
Sottolineamo inﬁne che il caso particolare per α = 0 viene spesso indicato sotto il
nome di condizioni al bordo libere o condizioni al bordo di Kirchhoﬀ.
Condizioni di tipo δ′
Queste condizioni richiamano le precedenti ma presentano i ruoli delle funzioni e
delle derivate invertiti:
1. Continuità di ψ′ (x) nel vertice: ψ′1 (0) = . . . = ψ′n (0);
2.
∑
i ψi (0) = αψ
′ (0)
Di conseguenza:
A =

0 0 0 · · · 0
0 0 0
. . . 0
...
...
. . .
. . .
...
0 0 · · · 0 0
1 1 · · · 1 1
 , B =

1 −1 0 · · · 0
0 1 −1 . . . 0
...
...
. . .
. . .
...
0 0 · · · 1 −1
0 0 · · · 0 −α
 (2.9)
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Anche in questo caso si ha:
AB† =

0 0 · · · 0
0
. . .
. . .
...
...
. . . 0 0
0 · · · 0 −α

e la condizione di autoaggiunzione è veriﬁcata per α reale.
Condizioni per n = 2
Per confrontare questo caso con l'esempio consueto di una particella in moto
unidimensionale costruiamo H come:
L2 (R) = L2 ((−∞, 0])⊕ L2 ((0,+∞))
in questo modo la forma antihermitiana Ω rimane comunque invariata eseguendo
l'integrazione per parti con i nuovi estremi e considerando i corretti segni per le
derivate; le condizioni al bordo possono essere poste nella forma:(
ψ (0+)
ψ′ (0+)
)
=
(
a b
c d
)(
ψ (0−)
ψ′ (0−)
)
si ottiene:
A =
(
1 −a
0 −c
)
B =
(
0 −b
1 −d
)
AB† =
(
ab∗ 1 + ad∗
b∗c cd∗
)
E la condizione di autoaggiunzione è soddisfatta per:(
a b
c d
)
= eiµ
(
a′ b′
c′ d′
) (
a′ b′
c′ d′
)
∈ SL (2,R) , µ ∈ R
2.3 Matrice S
Una volta stabilito il legame fra estensioni autoaggiunte dell'Hamiltoniana libera e
condizioni al bordo sul vertice possiamo indagare qual è la relazione fra la matrice
di scattering S e le matrici A e B.
2.3.1 Autofunzioni dell'operatore hamiltoniano
Deﬁniremo la matrice di scattering S(k) = SA,B(k) con k2 = E > 0 (2m = ~ = 1)
prendendo in considerazione le soluzioni a energia E dell'equazione di Schroedinger.
Le autofunzioni di H hanno la forma di onde piane e possono essere descritte da:
χji (x, k) ≡ δji eikx + Sji (−k) e−ikx, k > 0 (2.10)
La richiesta che tali funzioni soddisﬁno le condizioni al bordo (2.6) deﬁnisce la
matrice di scattering SA,B(k). Osserviamo innanzitutto che il termine δ
j
i e
ikx co-
stituisce un'onda `entrante' nel vertice dal lato j; Sjj (k) risulta essere l'ampiezza
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dell'onda riﬂessa sul lato j mentre gli elementi fuori diagonale Sji (k) sono le ampiez-
ze delle onde trasmesse dal lato j al lato i. Occorre notare che questa deﬁnizione
di matrice S diﬀerisce da quella usualmente utilizzata nella teoria dello scattering
da potenziale (per n = 2) che presenta tipicamente i termini di trasmissione sulla
diagonale e i termini di riﬂessione fuori diagonale. Ciò è dovuto al fatto che la
coordinata x che noi adottiamo cresce allontanandosi dal vertice per ogni lato i.
Si veriﬁca inoltre che le funzioni χji (x, k) sono fra loro ortogonali (vedere [16] in
appendice):
∞∫
0
dxχ∗mi (x, k)χ
j
m (x, p) = δ
j
i 2piδ (k − p) (2.11)
Possiamo inoltre imporre che non vi siano stati legati dovuti all'interazione
al vertice. Questa richiesta equivale alla seguente relazione per la trasformata di
Fourier della matrice S:
S˜ji (x) ≡
+∞∫
−∞
dk
2pi
eikxSji (k) = 0, per x > 0 (2.12)
Nel caso in cui valga questa uguaglianza non esistono stati legati, che corrispon-
derebbero a poli della matrice di scattering con residui non nulli, e si ottiene di
conseguenza la seguente relazione di completezza per le funzioni χ:
∞∫
0
dk
2pi
χ∗mi (x, k)χ
j
m (y, k) = δ
j
i δ (x− y) (2.13)
2.3.2 Matrice S e sue proprietà
Dalle equazioni (2.6) e (2.10) si ottiene facilmente la relazione:
(A+ ikB)Sji (k) = − (A− ikB) (2.14)
Per risolvere questa equazione in funzione di S(k) occorre veriﬁcare la seguente
proposizione:
Proposizione 2 Dato un numero reale k 6= 0, entrambe le matrici (A+ ikB) e
(A− ikB) sono invertibili.
Dimostrazione Supponiamo per assurdo che valga det (A+ ikB) = 0; in questo
caso si ha:
det
(
A† − ikB†
)
= det (A+ ikB)∗ = 0
Per cui esiste un vettore in Cn, τ 6= 0, tale che (A† − ikB†) τ = 0 e, in particolare:
0 =
∥∥∥(A† − ikB†) τ∥∥∥2 = 〈A†τ,A†τ〉+ k2 〈B†τ,B†τ〉
dove abbiamo utilizzato la condizione (2.7) di autoaggiunzione. Questa relazione
implica A†τ = B†τ = 0 e quindi 〈Aφ+Bφ′, τ〉 = 0 ∀φ, φ′ ∈ Cn. L'applicazione
15
(A,B) : C2n → Cn ha però per immagine tutto Cn poichè (A,B) è di rango
massimo. Di conseguenza τ = 0 e si ha una contraddizione. L'invertibilità di
(A− ikB) si dimostra allo stesso modo. 2
Possiamo perciò riassumere i risultati ottenuti con la seguente proposizione:
Proposizione 3 Per un grafo a stella con operatore hamiltoniano autoaggiunto
−∆(A,B) la matrice di scattering è data da:
SA,B (k) = − (A+ ikB)−1 (A− ikB) (2.15)
o, equivalentemente:
SA,B (k) = −
(
A† − ikB†
)(
AA† + k2BB†
)−1 (
A− ikB
)
(2.16)
ed è unitaria.
Per dimostrare l'unitarietà consideriamo:
S† (k) = −
(
A† + ikB†
)(
A† − ikB†
)−1
S−1 (k) = −
(
A− ikB
)−1 (
A+ ikB
) (2.17)
Queste espressioni risultano uguali applicando nuovamente la condizione di
autoaggiunzione (2.7) e pertanto:
S (k)† = S (k)−1 (2.18)
Dalla relazione (2.16) si ottiene inoltre che la matrice S soddisfa la condizione di
analiticità hermitiana:
S† (k) = S (−k) (2.19)
e, di conseguenza, S (k)S (−k) = I.
Sia C una matrice invertibile n × n, (CA,CB) deﬁnisce ovviamente le stesse
condizioni al bordo di (A,B) e pertantoM(CA,CB) =M(A,B) e ∆(CA,CB) =
∆(A,B); ciò si riﬂette nel fatto che SA,B (k) = SCA,CB (k). Viceversa se
M (A′, B′) =M(A,B) allora esiste una matrice invertibile C tale che A = CA′ e
B = CB′ come si può veriﬁcare utilizzando la relazione (2.6).
Grazie a questa osservazione si può dimostrare che S(k) ﬁssa univocamente
le condizioni al bordo e che se SA,B (k) = SA′,B′ (k) allora esiste una matrice
invertibile C che consente di passare da (A,B) a (A′, B′) e, di conseguenza, la
matrice S deﬁnisce univocamente lo spazio M(A,B) [5].
Data una matrice di scattering ad un ﬁssato valore dell'impulso S = S(k0) è
infatti possibile deﬁnire le matrici:
A′ = −S − I
2
, B′ =
1
2ik0
(S + I) (2.20)
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A′ e B′ soddisfano la condizione di autoaggiunzione (2.7) e sono tali che (A′, B′)
ha rango massimo, infatti:
A′B′† =
1
4ik0
(
S − S†
)
, A′ + ik0B′ = I
(A′, B′) deﬁnisce lo spazio M(A′, B′) e si ha:
(A′, B′) = (CA,CB) con C = (A+ ik0B)−1
Questo prova che S = SA,B(k0) determina univocamente le condizioni al bordo
(relazioni di scattering inverso). E' inoltre importante notare che una volta scelta
la matrice S (k0) per un particolare valore dell'impulso, la matrice S risulta deﬁnita
per un qualunque valore di k:
S (k) = [(k + k0) I+ (k − k0)S (k0)]−1 [(k − k0) I+ (k + k0)S (k0)] (2.21)
Come esempio di deﬁnizione delle condizioni al bordo consideriamo una matrice
di scattering che ricalchi la matrice di Hadamard, uno dei tipici gate a singolo qubit
ricorrente in computazione quantistica (si veda per esempio [31]); supponiamo di
avere per un determinato impulso k0:
S =
1√
2
(
1 1
1 −1
)
Partendo da questa matrice di scattering otteniamo le seguenti matrici A e B:
A =
1
2
√
2
( √
2− 1 −1
−1 √2 + 1
)
, B =
1
2i
√
2k0
( √
2 + 1 1
1
√
2− 1
)
In questo modo, realizzando graﬁ con opportune condizioni al bordo, risulta pos-
sibile creare porte logiche per il singolo qubit sfruttando l'unitarietà della matrice
di scattering S al posto che l'unitarietà dell'evoluzione temporale sulla quale ci si
basa solitamente per la realizzazione di questi operatori. Di fatto la matrice S può
essere considerata come una descrizione del comportamento a `tempi asintotici' che
può essere in questo ambito assimilata ad un'evoluzione temporale. La creazione di
porte logiche a più qubit risulta invece meno banale poichè generalmente in com-
putazione quantistica si sfrutta la struttura a prodotto tensoriale dello spazio di
Hilbert di sistemi multipartiti che risulta diﬃcilmente implementabile su un grafo
a stella.
In conclusione possiamo notare che la matrice di scattering unitaria S (k0)
deﬁnisce univocamente un'estensione autoaggiunta dell'hamiltoniana libera. E'
importante osservare che tutte le estensioni autoaggiunte possono essere descritte
da una matrice di scattering: infatti, per la teoria di Von Neumann, è possibile
parametrizzare tali estensioni con gli elementi del gruppo unitario U (n) che, a
loro volta, possono essere posti in relazione alle matrici unitarie S (k0) in maniera
biunivoca (ma non canonica).
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Questo suggerisce la possibilità di descrivere le condizioni al bordo sul vertice
utilizzando la notazione di Harmer [6]: indicando con U la generica matrice uni-
taria S (k0 = 1) e applicando le equazioni (2.20) si possono riscrivere le condizioni
al bordo (2.6) nella forma:
(I− U)ψ (0)− i (I+ U)ψ′ (0) = 0 (2.22)
che risulterà conveniente nello studio della stabilità dei punti critici invarianti di
scala (vedere capitolo 4). Questa equazione rende evidente il legame fra condizioni
al bordo e matrice di scattering S (k), la quale può essere ricavata in funzione di
U utilizzando la relazione (2.21) con k0 = 1.
Fra le caratteristiche della matrice di scattering riportiamo la seguente proprie-
tà che lega il nucleo della matrice S a quelli di A e B e sarà utile in seguito nella
classiﬁcazione dei punti critici sul grafo a stella:
Proposizione 4 Per ogni condizione al bordo deﬁnita da matrici A e B che soddi-
sﬁno la condizione di autoaggiunzione (2.7) la matrice di scattering SA,B soddisfa
la condizione:
KerB = Ker (S (k) + I) , KerA = Ker (S (k)− I) (2.23)
Quindi, −1 è un autovalore di S (k) se e solo se detB = 0 e 1 è autovalore di
S (k) se e solo se detA = 0.
Un'altra osservazione importante è che le matrici A e B rivestono un ruolo quasi
simmetrico: abbiamo già veriﬁcato che seM(A,B) è uno spazio isotropo massimale
allora lo è anche M(−B,A) che è il suo spazio ortogonale. In particolare sotto
questa corrispondenza alle condizioni al bordo di Dirichlet corrispondono quelle
di Neumann e vice versa. Questa simmetria origina una relazione di dualità fra
le corrispondenti matrici di scattering che pone in relazione il comportamento a
basse ed alte energie; si può veriﬁcare infatti che:
S−B,A (k) = −SA,B
(
k−1
)
(2.24)
2.3.3 Esempio con condizioni al bordo di tipo δ
Utilizzando la deﬁnizione della matrice di scattering (2.14) è possibile calcolare S
per un grafo a stella a n lati sotto le condizioni al bordo di tipo δ viste in precedenza
(2.8). Si ottiene:
S =
1
nk + iα

(2− n) k − iα 2k 2k · · · 2k
2k (2− n) k − iα 2k · · · 2k
2k 2k
. . .
. . .
...
...
...
. . .
. . . 2k
2k 2k · · · 2k (2− n) k − iα

18
E' interessante notare che, nel limite per α tendente a 0 (condizioni al bordo libere)
questa matrice di scattering risulta indipendente da k ed assume la forma:
Sα=0 =
1
n

2− n 2 · · · 2
2 2− n · · · ...
...
...
. . . 2
2 · · · 2 2− n
 (2.25)
che corrisponde ad un punto critico del sistema come sarà descritto nel capitolo 4.
2.4 Cenni sulla generalizzazione a graﬁ ﬁniti
In questa sezione riassumiamo alcune caratteristiche della costruzione di Kostrykin
e Schrader [2, 5] per il caso generale di un grafo Γ avente n lati esterni inﬁniti ed
m lati interni di lunghezza ﬁnita. Gli elementi dello spazio di Hilbert H sono del
tipo:
ψ =
({ψe}e∈E , {ψi}i∈I)T = (ψE , ψI)T
Analogamente al caso di un grafo a stella è possibile deﬁnire un operatore ∆0 il
cui dominio D
(
∆0
)
è costituito dai vettori in H le cui n componenti esterne ψe
appartengono allo spazio di SobolevW 2,2 (0,∞) e si annullano in x = 0 insieme alle
loro derivate prime, mentre lem componenti interne ψi appartengono aW
2,2 (0, ai)
e si annullano insieme alle loro derivate prime in entrambi gli estremi dell'intervallo.
∆0 ha indici di difetto (2m+ n, 2m+ n) e, per studiarne le estensioni autoaggiunte,
ricorriamo ad una forma antihermitiana Ω (φ, ψ) analoga a quanto visto nel caso
per il grafo a stella (2.1). In questo caso le condizioni al bordo devono essere
deﬁnite dalla mappa lineare suriettiva [ ] : D → C2(n+2m):
[ψ] =
(
(ψe∈E (0) , ψi∈I (0) , ψi∈I (ai))T(
ψ′e∈E (0) , ψ
′
i∈I (0) ,−ψ′i∈I (ai)
)T
)
≡
(
~ψ
~ψ′
)
(2.26)
In maniera del tutto analoga al caso di grafo a stella si può deﬁnire Ω in forma di
prodotto simplettico e si ottiene che le estensioni autoaggiunte di ∆0 sono legate
agli spazi isotropi massimali di Ω che possono essere descritti con condizioni al
bordo del tipo:
A~ψ +B~ψ′ = 0 (2.27)
Dove A e B sono matrici (n + 2m) × (n + 2m) e devono soddisfare le consuete
condizioni di rango massimo e di autoaggiunzione (2.7).
Per quanto riguarda le autofunzioni dell'Hamiltoniana, esse possono essere
deﬁnite da:
χpq (x, k) =
{
δpqeikx + S
p
q (−k) e−ikx per q ∈ E
αpq (−k) e−ikx + βpq (k) eikx per q ∈ I (2.28)
che descrive un'onda di momento k che si propaga dal lato p ∈ E in tutti gli altri
lati interni ed esterni. La matrice di scattering n× n, Spq , descrive la risposta del
lato q ∈ E mentre le matrici m× n, α e β, descrivono la risposta dei lati interni.
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Applicando le condizioni al bordo (2.27) si ottiene la relazione:
A
 I+ S (−k)α (−k) + β (k)
α (−k) e−ik~a + β (k) eik~a
+ ikB
 I− S (−k)−α (−k) + β (k)
−α (−k) e−ik~a + β (k) eik~a
 = 0
che permette di deﬁnire S, α e β in funzione di A e B. E' possibile deﬁnire inoltre
una matrice di trasmissione unitaria Σ:
Σ (k) = − (A+ ikB)−1 (A− ikB) (2.29)
che si riduce alla matrice di scattering S nel caso di grafo a stella, gode delle stesse
proprietà e deﬁnisce univocamente l'estensione autoaggiunta dell'Hamiltoniana.
Fra tutte le possibili condizioni al bordo (2.27), quelle di interesse ﬁsico sono
le condizioni al bordo locali, che accoppiano solo i particolari valori di ψ e ψ′ che
si riferiscono allo stesso vertice. In questo caso le matrici A e B risultano matrici
a blocchi dove ciascun blocco caratterizza un singolo vertice e lo spazio isotropo
massimale M (A,B) può essere scomposto in sottospazi isotropi ortogonali:
M (A,B) = ⊕
v∈V
M (v)
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Capitolo 3
Campo Scalare
In questo capitolo ci proponiamo di costruire una teoria per un campo scalare ca-
nonico che si propaghi liberamente nel bulk di un grafo a stella. A questo scopo
tradurremo in termini algebrici il problema delle condizioni al bordo aﬀrontato
ﬁnora, ponendo le basi per la formulazione di una teoria di campo nella quale l'in-
terazione sia limitata al solo vertice del grafo [16]. Questo punto di singolarità può
essere considerato un difetto e sarà caratterizzato da indici di riﬂessione e trasmis-
sione per il campo dettati dalla matrice S. Analogamente al capitolo precedente,
le condizioni al bordo, descritte dalle matrici A e B, saranno scelte in maniera da
garantire l'autoaggiunzione dell'operatore laplaciano.
In questa trattazione aﬀronteremo sia il caso non-relativistico sia il caso rela-
tivistico e calcoleremo le funzioni di correlazione dei campi ottenute considerando
come stati ciclici sia lo stato di vuoto di Fock, sia uno stato termico di Gibbs a
temperatura inversa β. Partendo da questi risultati sarà poi possibile valutare il
comportamento di alcune osservabili ﬁsiche quali la densità di energia sul grafo a
stella in funzione della temperatura (legge di Stefan-Boltzmann) e della posizione
(energia di Casimir).
3.1 Dispersione non-relativistica
Consideriamo un campo scalare complesso ψj non relativistico la cui dinamica sia
dettata dall'equazione di Schroedinger (~ = 1):(
i∂t +
1
2m
∂2x
)
ψj (t, x) = 0 (3.1)
con t ∈ R, x > 0 e j = 1...n che determina il lato del grafo. Supponiamo inoltre
che il campo soddisﬁ condizioni iniziali tali che valgano le regole di commutazione
canonica a tempi uguali:
[ψj1 (0, x1) , ψj2 (0, x2)] =
[
ψ†j1 (0, x1) , ψ†j2 (0, x2)
]
= 0 (3.2)[
ψj1 (0, x1) , ψ
†j2 (0, x2)
]
= δj2j1δ (x1 − x2) (3.3)
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Imponiamo inﬁne che le condizioni al bordo per x = 0 siano ﬁssate per ogni t dalla
relazione (2.6) con la condizione di autoaggiunzione per il laplaciano (2.7):
Ajiψj (t, 0) +B
j
i ∂xψj (t, 0) = 0
Aﬃnchè siano soddisfatte queste richieste la densità di lagrangiana che descrive il
campo ψj deve essere caratterizzata da due componenti: LB (t, x) che deﬁnisce la
dinamica nel bulk, e LV (t) che completa la descrizione del termine singolare per
x = 0 e ﬁssa così le condizioni al bordo dettate dalle matrici A e B. Supponendo
che la matrice B sia invertibile si ottiene:
LB (t, x, j) = i2
(
ψ†∂tψ
)
(t, x, j)− 1
4m
(
∂xψ
†∂xψ
)
(t, x, j) (3.4)
LV (t) = 14mψ
†j (t, 0)
(
B−1A
)i
j
ψi (t, 0) (3.5)
Dove gli indici i e j deﬁniscono la componente del campo lungo il lato i o j e gli
indici ripetuti in LV sottintendono una somma. L'azione può perciò essere espressa
nella forma:
I =
n∑
i=1
+∞∫
−∞
dt
+∞∫
0
dxLB (t, x, i) +
+∞∫
−∞
dtLV (t) (3.6)
Nel caso in cui la matrice B non sia invertibile occorre proiettare i vettori ψj (t, 0)
e ψ†j (t, 0) sullo spazio immagine della matrice B sul quale il termine LV è ben
deﬁnito. In questo modo le condizioni al bordo risultano correttamente deﬁnite in
analogia con la forma hamiltoniana bilineare descritta in [7].
Utilizzando le autofunzioni χji di −∆(A,B) introdotte precedentemente (2.10)
possiamo deﬁnire:
ψi =
+∞∫
0
dk
2pi
e−iω(k)tχji (x, k) aj (k) (3.7)
ψ†i =
+∞∫
0
dk
2pi
eiω(k)ta†j (k)χ∗ij (x, k) (3.8)
dove vale la relazione di dispersione:
ω (k) =
k2
2m
(3.9)
e gli operatori aj(k) e a†j(k), deﬁniti per k > 0, generano l'algebra A+ e soddisfano
le regole di commutazione canonica:
[ai1 (k1) , ai2 (k2)] =
[
a†i1 (k1) , a†i2 (k2)
]
= 0 (3.10)[
ai1 (k1) , a
†i2 (k2)
]
= δi2i12piδ (k1 − k2) (3.11)
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Il campo così deﬁnito obbedisce all'equazione del moto (3.1) e alle condizioni
al bordo (2.6). Le regole di commutazione (3.2) e (3.3) sono veriﬁcate se valgono
le relazioni (3.10) e (3.11) e se è soddisfatta l'equazione (2.12). Nel caso in cui
l'ultima sia violata occorre considerare anche la presenza di altri gradi di libertà
corrispondenti a stati legati. In tal caso l'algebra A+ non è suﬃciente a gene-
rare lo spazio di tutti gli stati del sistema e occorre una diversa deﬁnizione del
campo aﬃnchè l'equazione (3.3) sia veriﬁcata. Nel seguito considereremo valida la
condizione (2.12) ed escluderemo pertanto la presenza di stati legati.
In questa rappresentazione le condizioni al bordo (2.6) sono racchiuse nella
costruzione delle funzioni χ e χ∗. E' possibile però adottare un altro approccio
trasferendo l'informazione relativa al comportamento nel vertice direttamente negli
operatori aj(k) e a†j(k) ed estendendo l'algebra A+ anche a valori negativi di k.
Consideriamo perciò l'algebra A generata da operatori ai(k) e a†i(k), con k ∈ R,
che soddisfano l'equazione (3.10), la relazione:[
ai1 (k1) , a
†i2 (k2)
]
= δi2i12piδ (k1 − k2) + Si2i1 (k1) 2piδ (k1 + k2) (3.12)
e i vincoli:
ai (k) = S
j
i (k) aj (−k) , a†i (k) = a†j (−k)Sij (−k) (3.13)
Si veriﬁca che in termini dell'algebra A così deﬁnita i campi ψ e ψ† assumono
la forma più semplice:
ψi =
+∞∫
−∞
dk
2pi
ai (k)e−iω(k)t+ikx (3.14)
ψ†i =
+∞∫
−∞
dk
2pi
a†i (k) eiω(k)t−ikx (3.15)
dove ora l'integrazione avviene su tutta la retta reale. I vincoli (3.13) fanno sì
che le condizioni al bordo (2.6) siano rispettate grazie all'unitarietà di S e alla
relazione (2.19).
Per via dell'equazione (2.12) inoltre, le condizioni iniziali (3.2) e (3.3) non sono
inﬂuenzate dal termine in S del commutatore (3.12). La matrice di scattering
è però inﬂuente nell'evoluzione temporale del campo e codiﬁca l'interazione del
vertice che riveste il ruolo di un difetto non dissipativo.
L'Hamiltoniana del sistema si ottiene dalla densità di lagrangiana nel bulk (3.4);
utilizzando questa struttura algebrica essa assume la consueta forma quadratica:
H =
1
2
+∞∫
−∞
dk
2pi
ω (k) a†i (k) ai (k) =
+∞∫
0
dk
2pi
ω (k) a†i (k) ai (k) (3.16)
che genera l'evoluzione temporale:
ψi (t, x) = eiHtψi (0, x) e−iHt (3.17)
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come si può facilmente veriﬁcare. Si può inoltre constatare che l'operatore N è
dato da:
N =
1
2
+∞∫
−∞
dk
2pi
a∗i (k) ai (k) (3.18)
in quanto soddisfa le relazioni:[
N, a†i (k)
]
= a†i (k) , [N, ai (k)] = −ai (k) (3.19)
I campi descritti ﬁnora sono deﬁniti per x ≥ 0. Ciò nonostante le deﬁnizioni
(3.14) e (3.15) possono essere estese ad ogni x ∈ R. I campi risultanti soddisfe-
rebbero l'equazioni del moto (3.1) ma non il commutatore a tempi uguali (3.3). I
vincoli (3.13) implicherebbero inoltre la relazione:
ψi (t, x) =
0∫
−∞
dyS˜ji (y)ψj (t, y − x) (3.20)
dove si è fatto uso della relazione (2.12).
L'approccio algebrico caratterizzato dal commutatore (3.12) consente inoltre
di estendere la trattazione a matrici di scattering più generali di quelle deﬁnite da
(2.15); infatti l'algebra A è ben deﬁnita per ogni matrice di scattering che soddisﬁ
le relazioni (2.18) e (2.19) senza limitarsi alle matrici di tipo (2.15). In particolare
le condizioni al bordo (2.6) possono essere generalizzate sostituendo la derivata con
operatori pseudodiﬀerenziali, per esempio nel caso n = 1 è possibile deﬁnire:
[Dsf ] (x) =
+∞∫
−∞
dk
2pi
s (k) f˜ (k) e−ikx
con il simbolo dell'operatore Ds, s(k) ∈ R, tale che s(−k) = −s(k). In questo
modo la generica matrice di scattering unitaria:
S (k) =
s (k)− i
s (k) + i
può essere ottenuta partendo dalle condizioni al bordo:
[(Ds + i)ψ] (t, 0) = 0
Il campo non relativistico ψ può essere quantizzato anche con una statistica di
Fermi. In questo caso occorre sostituire i commutatori nelle relazioni (3.2), (3.3),
(3.10) e (3.12) con anticommutatori come vedremo nei capitoli 5 e 6.
3.2 Dispersione relativistica
Consideriamo ora un campo scalare hermitiano ϕi(t, x) deﬁnito sul grafo a stella
Γ e procediamo in maniera analoga al caso non relativistico. L'equazione del moto
è data dall'equazione di Klein - Gordon:(
∂2t − ∂2x +m2
)
ϕi (t, x) = 0 (3.21)
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con t ∈ R, x > 0 e i = 1...n. Le relazioni di commutazione canonica risultano:
[ϕi1 (0, x1) , ϕi2 (0, x2)] = 0 (3.22)
[ϕi1 (0, x1) , ∂tϕi2 (0, x2)] = iδ
i2
i1
δ (x1 − x2) (3.23)
Essendo ϕ hermitiano le corrette condizioni al bordo per il vertice sono date dall'e-
quazione (2.6) con matrici A e B reali; imponendo infatti l'hermitianità di ϕ e la
simmetria per inversione temporale, si ottiene che può essere adottata una coppia
di matrici A e B reali senza perdita di generalità. La densità di lagrangiana può
essere espressa in due termini analogamente al caso non relativistico:
LB (t, x, i) = 12
[
(∂tϕ)
2 − (∂xϕ)2 −m2ϕ2
]
(t, x, i) (3.24)
LV (t) = 12ϕ
j (t, 0)
(
B−1A
)i
j
ϕi (t, 0) (3.25)
e l'azione risulta:
I =
n∑
i=1
+∞∫
−∞
dt
+∞∫
0
dxLB (t, x, i) +
+∞∫
−∞
dtLV (t) (3.26)
Essendo le matrici A e B reali, inoltre, la matrice di scattering S è simmetrica,
cioè ST (k) = S(k).
Analogamente al caso precedente possiamo introdurre l'algebra A caratteriz-
zata da una matrice unitaria S che soddisﬁ le relazioni (2.12), (2.18) e (2.19). Il
campo ϕ è pertanto deﬁnito da:
ϕi (t, x) =
+∞∫
−∞
dk
2pi
√
2ω (k)
(
a†i (k) eiω(k)t−ikx + ai (k) e−iω(k)t+ikx
)
(3.27)
con:
ω (k) =
√
k2 +m2 (3.28)
In questo caso l'Hamiltoniana H risulta analoga alla precedente (3.16) sostituen-
dovi la legge di dispersione. Approfondiremo nel capitolo 5 il ruolo della legge di
Kirchhoﬀ nell'indipendenza dell'Hamiltoniana dal tempo.
3.3 Funzioni di correlazione
Al ﬁne di ricavare informazioni ﬁsicamente rilevanti dall'algebra A occorre studiare
le sue rappresentazioni. Concentreremo la nostra attenzione sulla rappresentazione
di Fock F(A) e sulla rappresentazione di Gibbs a temperatura inversa β, Gβ(A).
I dettagli tecnici possono essere trovati rispettivamente in [19] e [18].
Utilizzando le regole di commutazione (3.10) e (3.12) è possibile esprimere la
generica funzione di correlazione nella forma:
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〈
m∏
k=1
aik (pik)
n∏
l=1
a†jl (qjl)
〉
=
= δmn
m∑
k=1
〈
ai1 (pi1) a
†jk (qjk)
〉〈 m∏
r=2
air (pir)
n∏
l=1
l 6=k
a†jl (qjl)
〉
dove è stata espressa la forma iterativa che permette di ridurre la funzione di
correlazione a funzioni a due punti. In F(A) le funzioni a due punti assumono i
valori: 〈
ai (p) a†j (q)
〉
= 2pi
(
δji δ (p− q) + Sji (p) δ (p+ q)
)
,〈
a†j (p) ai (q)
〉
= 0
(3.29)
Grazie alla condizione Kubo-Martin-Schwinger (KMS) possiamo calcolare le
analoghe funzioni a due punti in Gβ(A):〈
ai (p) a†j (q)
〉
β
=
2pi
1± e−β(ω(p)−µ)
(
δji δ (p− q) + Sji (p) δ (p+ q)
)
(3.30)
〈
a†i (p) aj (q)
〉
β
=
2pi
eβ(ω(p)−µ) ± 1
(
δji δ (p− q) + Sji (−p) δ (p+ q)
)
(3.31)
dove il ± indica la statistica di Fermi o di Bose e µ ∈ R è il potenziale chimico
associato all'operatore N (3.18).
Ricordiamo che la condizione KMS (vedere per esempio [32], cap.V) caratteriz-
za gli stati termici ad una temperatura inversa β e stabilisce che, dati due elementi
A e B dell'algebra delle osservabili A, vale la relazione:
〈Bαt+iβ (A)〉β = 〈αt (A)B〉β (3.32)
dove αt è l'automorﬁsmo:
αt (A) = ei(H−µN)Ae−i(H−µN) (3.33)
Utilizzando queste relazioni è possibile stabilire le funzioni di correlazione per
i campi non relativistici e relativistici. Per la rappresentazione di Fock si ottiene:〈
ψ†i (t1, x1)ψj (t2, x2)
〉
= 〈ψi (t1, x1)ψj (t2, x2)〉 =
=
〈
ψ†i (t1, x1)ψ†j (t2, x2)
〉
= 0 (3.34)
〈
ψi1 (t1, x1)ψ
†i2 (t2, x2)
〉
=
+∞∫
−∞
dk
2pi
e−iω(k)t1,2
(
δi2i1e
ikx12 + Si2i1 (k) e
ikx˜12
)
(3.35)
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con x12 = x1 − x2 e x˜12 = x1 + x2 e la legge di dispersione (3.9). Nel caso
relativistico hermitiano con legge di dispersione (3.28) si ottiene invece:
〈ϕi1 (t1, x1)ϕi2 (t2, x2)〉 =
+∞∫
−∞
dk
4piω(k)
eiω(k)t12
(
δi2i1e
ikx12 + Si2i1 (k) e
ikx˜12
)
(3.36)
Da queste relazioni si può notare che i campi nei diﬀerenti lati del grafo sono fra
loro dipendenti per via del termine di interazione dovuto alla matrice di scattering
S.
Per quanto riguarda la rappresentazione di Gibbs si ottiene (per il caso bosonico
poniamo µ < 0):
〈ψi (t1, x1)ψj (t2, x2)〉β =
〈
ψ†i (t1, x1)ψ†j (t2, x2)
〉
β
= 0 (3.37)
〈
ψi1 (t1, x1)ψ
†i2 (t2, x2)
〉
β
=
=
+∞∫
−∞
dk
2pi
1
1± e−β(ω(k)−µ) e
−iω(k)t1,2
(
δi2i1e
ikx12 + Si2i1 (k) e
ikx˜12
)
(3.38)
〈
ψ†i1 (t1, x1)ψi2 (t2, x2)
〉
β
=
=
+∞∫
−∞
dk
2pi
1
eβ(ω(k)−µ) ± 1e
iω(k)t1,2
(
δi2i1e
ikx12 + Si2i1 (k) e
ikx˜12
)
(3.39)
〈ϕi1 (t1, x1)ϕi2 (t2, x2)〉β =
+∞∫
−∞
dk
4piω (k)
e−β(ω(k)−µ)+iω(k)t1,2 + e−iω(k)t1,2
1− eβ(ω(k)−µ)
×
(
δi2i1e
ikx12 + Si2i1 (k) e
ikx˜12
)
(3.40)
3.4 Osservabili
Grazie alle funzioni di correlazione ricavate possiamo ora calcolare i valori medi di
alcune osservabili associate ai campi. Consideriamo dapprima il caso non relativi-
stico. Le osservabili locali fondamentali sono la densità di particelle, la densità di
corrente e la densità di energia (nelle seguenti equazioni non si sommano gli indici
ripetuti):
ρi (t, x) =
[
ψ†iψi
]
(t, x) (3.41)
ji (t, x) =
i
2m
[
ψ†i (∂xψi)−
(
∂xψ
†i
)
ψi
]
(t, x) (3.42)
θi (t, x) = − 14m
[
ψ†i
(
∂2xψi
)
+
(
∂2xψ
†i
)
ψi
]
(t, x) (3.43)
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La legge di Kirchoﬀ locale e l'equazione di continuità risultano:
n∑
i=1
ji (t, 0) = 0 ∂tρi (t, x) = ∂xji (t, 0) (3.44)
Possiamo calcolare i valori medi di queste osservabili su uno stato termico
utilizzando le funzioni a due punti ricavate precedentemente e la procedura di
point-splitting; dall'equazione (3.39) otteniamo:
〈ρi (t, x)〉β = limt1→t2=t
x1→x2=x
〈
ψ†i (t1, x1)ψi (t2, x2)
〉
β
=
=
+∞∫
−∞
dk
2pi
1
eβ(ω(k)−µ) ± 1
(
1 + Sii (k) e
2ikx
)
(3.45)
con la relazione di dispersione (3.28). In maniera analoga si ottiene
〈ji (t, x)〉β = 0 (3.46)
sfruttando la relazione (2.19). Inﬁne il valor medio della densità di energia risulta:
〈θi (t, x)〉β =
+∞∫
−∞
dk
2pi
ω (k)
1
eβ(ω(k)−µ) ± 1
(
1 + Sii (k) e
2ikx
)
(3.47)
Le equazioni (3.45) e (3.47) costituiscono una rappresentazione integrale della den-
sità di particelle e di energia. Poichè gli integrandi comprendono solo i termini
diagonali della matrice S queste quantità risultano reali per via della condizione di
analiticità hermitiana (2.19). In accordo con l'invarianza per evoluzione temporale
degli stati di Gibbs questi valori medi sono indipendenti dal tempo; inoltre per
β → ∞, e quindi per il limite di temperatura nulla, entrambe le aspettazioni si
annullano il che dimostra che esse hanno una natura puramente termica.
Consideriamo ora la densità di energia (3.47): possiamo separare il contributo
dipendente dal vertice ε′±(β) dal contributo indipendente dalla matrice S, ε±(β).
L'unitarietà della matrice S comporta inoltre che
∣∣Sii (k) e2ikx∣∣ ≤ 1 il che implica
ε′±(β) < ε±(β) e quindi la positività dell'energia nello stato di Gibbs:
ε± (β) + ε′± (β) ≥ 0 (3.48)
Analizziamo il termine indipendente da S per stimare l'andamento della densità
di energia. L'integrazione in k da il risultato:
ε± (β) = ∓
√
m
2
√
2pi
Li 3
2
(
∓eβµ
)
β−
3
2 (3.49)
dove Lis è la funzione polilogaritmo che si ottiene integrando ω
s−1 per le distribu-
zioni di Fermi o Bose. Questa equazione è l'analogo della legge di Stefan Boltzmann
per la dispersione non relativistica e per µ = 0 si ottiene:
ε− (β) =
√
m
2
√
2pi
ζ
(
3
2
)
β−
3
2 , ε+ (β) =
√
2− 1
2
√
m
2
√
2pi
ζ
(
3
2
)
β−
3
2 (3.50)
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dove ζ è la funzione zeta di Riemann. Possiamo notare l'andamento T
3
2 nella tem-
peratura. ε′±(β) costituisce invece una correzione alla legge di Stefan Boltzmann
generata dal difetto in x = 0.
Consideriamo ora il caso di dispersione relativistica; la densità di energia risulta
essere:
θi (t, x) =
1
2
[
(∂tϕi)
2 − 1
2
(
ϕi
(
∂2xϕi
)
+
(
∂2xϕi
)
ϕi
)
+m2ϕ2i
]
(t, x) (3.51)
Utilizzando un limite analogo al precedente per calcolare il valor medio 〈θi (t, x)〉β si
otterrebbe un risultato divergente come accade di consueto in presenza dell'eﬀetto
Casimir. Per risolvere questa divergenza è conveniente sottrarre a 〈θi (t, x)〉β il
valore:
〈θi (t, x)〉line∞ =
+∞∫
−∞
dk
4pi
ω (k) (3.52)
che rappresenta l'integrale della densità di energia a temperatura nulla e in assenza
di scattering su tutta la retta reale. In questo modo è possibile descrivere la densità
di energia come somma di tre termini:
〈θi (t, x)〉β − 〈θi (t, x)〉line∞ = εSB (β) + εCi (x) + εi (x, β) (3.53)
Dove:
εSB (β) =
+∞∫
−∞
dk
2pi
ω (k)
1
eβ(ω(k)−µ) − 1 (3.54)
è il contributo di Stefan Boltzmann,
εCi (x) =
1
2
+∞∫
−∞
dk
2pi
ω (k)Sii (k) e
2ikx (3.55)
è la densità di energia di Casimir a temperatura nulla, e
εi (x, β) =
+∞∫
−∞
dk
2pi
ω (k)
1
eβ(ω(k)−µ) − 1S
i
i (k) e
2ikx (3.56)
è la correzione dell'energia di Casimir dovuta alla temperatura.
Consideriamo il caso particolare con µ = m = 0. Si ha:
εSB (β) =
pi
6β2
(3.57)
che è la consueta densità di energia di Stefan Boltzmann per un campo scalare her-
mitiano a massa nulla: l'andamento quadratico nella temperatura è infatti tipico
del caso unidimensionale.
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Come vedremo nei capitoli successivi risulta particolarmente interessante in-
dagare i punti critici invarianti di scala del sistema; in questo caso la matrice S è
costante in k e si ottengono le seguenti relazioni:
εCi (x) = −
Sii
8pix2
(3.58)
εi (x, β) =
piSii
2β2 sinh
(
2pix
β
) − Sii
8pix2
(3.59)
dove l'andamento per εC è quello tipico dei sistemi unidimensionali e concorda, per
esempio, con i risultati ottenuti in [14, 15] per graﬁ a stella aventi lati di lunghez-
za ﬁnita (Casimir pistons). Possiamo notare che la densità di energia di Casimir
a temperatura nulla genera un contributo all'energia del sistema proporzionale a
−Tr(S); in base a ciò le condizioni al bordo di Neumann (S = I) minimizza-
no l'energia del sistema mentre le condizioni di Dirichlet (S = −I) sono tali da
massimizzare il contributo di Casimir.
3.5 Esempio con condizioni asimmetriche
Possiamo indagare un esempio di campo hermitiano relativistico con condizioni al
bordo asimmetriche per permutazione dei lati e ricavare la distribuzione dell'ener-
gia di Casimir εCi per i diversi lati i. Consideriamo il caso con n = 3 dato dalle
matrici:
A =
2λ
3
 −1 1 00 −1 1
0 0 0
 B =
 1 0 00 0 0
1 1 1
 (3.60)
con λ parametro reale positivo. La corrispondente matrice di scattering risulta:
S (k) =
1
3 (k + iλ)
 3k − iλ 2iλ 2iλ2iλ −iλ 3k + 2iλ
2iλ 3k + 2iλ −iλ
 (3.61)
In questo caso l'integrazione in (3.55) restituisce come risultato:
εC1 (x) = −
1
8pix2
+
λ
3pix
+
2λ2e2λx
3pi
Ei (−2λx) (3.62)
εC2,3 (x) =
λ
12pix
+
λ2e2λx
6pi
Ei (−2λx) (3.63)
dove Ei è la funzione integrale esponenziale.
Possiamo notare che il lato 1 si comporta in modo estremamente diverso dagli
altri due poichè presenta in prossimità del vertice una forza di Casimir attrattiva,
a diﬀerenza dei lati 2 e 3 caratterizzati invece da un'interazione repulsiva.
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Figura 3.1: Distribuzione dell'energia di Casimir sul lato 1 (eq. 3.62)
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Figura 3.2: Distribuzione dell'energia di Casimir sui lati 2 e 3 (eq. 3.63)
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Capitolo 4
Punti Critici ed Invarianza di
Scala
In questo capitolo analizzeremo quali sono le condizioni che caratterizzano l'inva-
rianza di scala su un grafo a stella e classiﬁcheremo i punti critici utilizzando le
matrici A e B che deﬁniscono le condizioni al bordo del campo sul vertice (equa-
zione 2.6) [21]; studieremo inﬁne la stabilità dei punti critici ottenuti e mostreremo
che le condizioni al bordo di Dirichlet sono le uniche a garantire dei punti critici
stabili in senso infrarosso.
Il grafo a stella, caratterizzato dall'assenza di una parte interna I, risulta la
struttura più adatta per lo studio dell'invarianza di scala. Esso è infatti invariante
per il gruppo di rinormalizzazione e può considerarsi il limite, in senso infrarosso,
verso il quale tendono tutti i graﬁ aventi un numero di vertici ﬁnito. Occorre
notare infatti che qualunque lato di dimensione ﬁnita in un grafo si annulla nel
limite infrarosso per il parametro di scala che tende a inﬁnito e, di conseguenza,
la parte interna di ciascun grafo collassa in un punto per eﬀetto del gruppo di
rinormalizzazione; per questo la struttura del grafo a stella può essere considerata
il limite invariante di scala di un generico grafo a vertici ﬁniti e costituisce il sistema
essenziale sul quale studiare la classiﬁcazione dei punti critici (per un'approfondita
analisi della relazione fra struttura interna di un grafo ﬁnito e matrice di scattering
rimandiamo a [5]).
4.1 Invarianza di scala
Per lo studio del gruppo di rinormalizzazione e dell'invarianza di scala sul grafo
a stella di valenza n introduciamo un campo scalare hermitiano relativistico ϕ
che evolva liberamente sui lati del grafo e obbedisca alle condizioni illustrate nel
paragrafo 3.2. Indicando con ϕ (t, x, i) la componente del campo lungo il lato i
possiamo esprimere l'azione del campo (3.26) nella forma:
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I = I0 (ϕ) +
1
2
+∞∫
−∞
dt ϕ (t, 0, i)
(
B−1A
)j
i
ϕ (t, 0, j) (4.1)
I0 (ϕ) =
1
2
n∑
i=1
+∞∫
−∞
dt
+∞∫
0
dx
[
(∂tϕ)
2 − (∂xϕ)2 −m2ϕ2
]
(t, x, i) (4.2)
dove, nella prima equazione, gli indici di lato i e j si intendono sommati; le matrici
A e B deﬁniscono le condizioni al bordo e possono essere scelte reali senza perdita
di generalità per via dell'hermitianità del campo e dell'invarianza per inversione
temporale. Adottando il formalismo euclideo otteniamo, applicando una rotazione
di Wick (t → iτ) all'azione, la seguente hamiltoniana eﬃcace in dimensione d =
1 + 1:
H (ϕ) =
1
2
n∑
i=1
∫
d2x
[
m2ϕ2 (~x, i) + (∇ϕ)2 (~x, i)
]
+
− 1
2
∫
d2x δ1 (x2)
(
B−1A
)ij
ϕ (~x, i)ϕ (~x, j) (4.3)
Il primo integrale ricalca il modello gaussiano mentre nel secondo termine la δ1 (x2)
indica che l'integrazione avviene solo sulla dimensione temporale x1 e descrive le
condizioni al bordo in x2 = 0. L'Hamiltoniana così deﬁnita caratterizza la funzione
di partizione del sistema:
Z =
∫
Dϕe−H(ϕ) (4.4)
Per questo richiediamo che H (ϕ) sia invariante per trasformazioni di scala del
tipo:
x→ x′ = x
s
(4.5)
dove s è il parametro di scala. Possiamo quindi eseguire un'analisi delle dimensioni
di scala dei vari elementi che compongono l'invariante H (ϕ). Poichè il coeﬃciente
del termine di gradiente è uno scalare e ha dimensione nulla otteniamo le seguenti
dimensionalità (consideriamo le dimensioni in termini del parametro di scala: [x] =
−1 e [k] = 1):
[ϕ] =
1
2
(d− 2) = 0 (4.6)[
m2
]
= 2 (4.7)[
B−1A
]
= 1 (4.8)
Il termine di gradiente risulta perciò un termine marginale che può essere presente
in un punto critico invariante di scala; al contrario il termine di massa è un termine
rilevante che diverge nel limite per s → ∞ (limite infrarosso); pertanto, aﬃnchè
H (ϕ) sia invariante, è necessario imporre:
m2 = 0 (4.9)
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Aﬃnchè il sistema sia invariante di scala è necessario imporre inoltre l'inva-
rianza delle condizioni al bordo date dal secondo integrale in (4.3). In particolare
deve risultare invariante l'equazione (2.6):
Aϕ (0) +B∂xϕ (0) = 0
Poichè il campo ha dimensione nulla si ottiene:
[A] = 0
[B] = −1 (4.10)
Di conseguenza, data la trasformazione di scala (4.5), deve valere:
A→ A′ = A B → B′ = B
s
(4.11)
In un punto critico invariante di scala le matrici A′ e B′ devono deﬁnire le stesse
condizioni al bordo delle matrici A e B e, per quanto visto in precedenza, deve
perciò esistere una matrice invertibile C (s) tale che:
C (s)A = A′ = A C (s)B = B′ =
B
s
(4.12)
in maniera che le coppie (A,B) e (A′, B′) appartengano ad una stessa classe di
equivalenza e deﬁniscano una stessa matrice di scattering. L'esistenza di una ma-
trice invertibile C (s) che soddisﬁ l'equazione (4.12) è la condizione di invarianza
di scala per il sistema. Questa condizione risulta veriﬁcata se nell'equazione (2.6)
per le condizioni al bordo, il campo ϕ e la sua derivata ∂xϕ sono disaccoppiati. Per
questo le matrici A e B devono avere righe non nulle complementari ed assumono
la particolare forma:
A =

a1,1 a1,2 · · · a1,n
...
... · · · ...
ap,1 ap,2 · · · ap,n
0 0 · · · 0
...
... · · · ...
0 0 · · · 0

B =

0 0 · · · 0
...
... · · · ...
0 0 · · · 0
bp+1,1 bp+1,2 · · · bp+1,n
...
... · · · ...
bn,1 bn,2 · · · bn,n

dove p ≤ n indica il numero di righe non nulle di A. Per via della condizione di
rango massimo della matrice (A,B) possiamo perciò indicare con p il rango della
matrice A e con (n− p) il rango della matrice B. Appare evidente che la matrice
C deve avere p autovalori uguali a 1 in corrispondenza delle righe non nulle di A
e (n− p) autovalori uguali a s−1 in corrispondenza delle righe non nulle di B.
Nel caso invariante di scala la matrice di scattering SA,B risulta indipendente
dall'impulso k come asserisce la seguente proposizione di Kostrykin e Schrader [2]:
Proposizione 5 Si assuma che per ogni parametro di scala s esista una matrice
C (s) tale che sia soddisfatta la condizione di invarianza di scala (4.12). Allora:
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1. Sia la matrice di scattering SA,B(k) sia la matrice S−B,A(k) sono
indipendenti dall'impulso k;
2. Gli unici autovalori di SA,B sono +1 e −1 con molteplicità rispettivamente
(n− p) e p;
3. Vale la relazione:
AB† = 0 (4.13)
4. Le matrici SA,B e S−B,A sono hermitiane e, nel caso di matrici A e B reali,
sono reali;
Viceversa se la matrice di scattering SA,B (k) è indipendente dall'impulso k allora
esiste una matrice invertibile C (s) che soddisfa la condizione di invarianza di scala
(4.12).
Dimostrazione Il primo punto della proposizione risulta evidente dalla deﬁnizione
della matrice SA,B (2.15):
S (k) = − (A+ ikB)−1 (A− ikB) =
= − (A+ iksB)−1C−1C (A− iksB) = S (sk) (4.14)
Per dimostrare la seconda parte della proposizione consideriamo la relazione (2.14);
essendo SA,B(k) costante si ha:
SA,B (k)
†B† = B† e SA,B (k)†A† = −A†
Di conseguenza i vettori colonna di A† e B† sono autovettori di SA,B (k)† =
SA,B (k)
−1 e quindi di SA,B(k) con autovalori −1 e +1 rispettivamente. Tali vetto-
ri generano sottospazi di Cn di dimensione (n− p) e p che sono fra loro ortogonali
per via della proposizione 2, di conseguenza vale il terzo punto della proposizio-
ne. Utilizzando la relazione (4.13), il quarto punto risulta dalla deﬁnizione della
matrice S (2.15):
S†A,B (k) = −
(
A† + ikB†
)(
A† − ikB†
)−1
(A− ikB)−1 (A− ikB) =
= −
(
A† + ikB†
)(
AA† − k2BB†
)−1
(A− ikB) =
= − (A+ ikB)−1 (A− ikB) = SA,B (k)
Nel caso in cui A e B siano reali si veriﬁca che ST = S = S† = S−1. Per quan-
to riguarda la proposizione inversa essa può essere dimostrata diagonalizzando la
matrice S indipendente da k che presenta autovalori ±1 e deﬁnendo le matrici A′
e B′ in base all'equazione (2.20). Queste matrici hanno righe non nulle comple-
mentari e questo garantisce l'esistenza di una matrice invertibile C(s) che soddisﬁ
la condizione di invarianza di scala (4.12) 
Utilizzando le proposizioni 4 e 5 è facile dimostrare che nel caso invariante di
scala la matrice S può essere scritta nella forma [5]:
S = I− 2PKerB = −I+ 2PKerA (4.15)
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dove P indica i proiettori sui nuclei di B e A. Questa relazione è particolarmente
importante poichè determina univocamente la matrice S a partire dal nucleo di B
che è uno spazio vettoriale di dimensione p, come si deduce dalla relazione (4.13).
Dall'equazione (4.15) si ricava inoltre il valore della traccia di S:
TrS = n− 2p (4.16)
4.2 Classiﬁcazione dei punti critici
La matrice di scattering S deﬁnisce univocamente le condizioni al bordo e, di
conseguenza, l'interazione puntuale nel vertice. Nel caso invariante di scala, inoltre,
S è in corrispondenza biunivoca con il sottospazio vettoriale di Cn dato dal nucleo
della matrice B (4.15) che, come abbiamo visto, ha dimensione p pari al rango della
matrice A. Per questo motivo, una volta ﬁssata la valenza del grafo a stella n, è
possibile utilizzare il parametro p per classiﬁcare tutti i punti critici e le rispettive
matrici di scattering.
Per ogni valore di n, nei casi estremi in cui si abbia p = 0 o p = n, si ottiene
rispettivamente A = 0 o B = 0 che corrispondono alle condizioni al bordo di
Neumann o di Dirichlet caratterizzate da:
Sp=0 = SN = In Sp=n = SD = −In (4.17)
Queste matrici di scattering non dipendono dall'impulso k e identiﬁcano perciò
due punti critici isolati presenti per ogni valore di n.
Nei casi intermedi con 0 < p < n si ha invece una famiglia di punti critici
di dimensione R. In particolare indicheremo con R (n, p) il numero di parametri
necessari a deﬁnire un punto critico una volta ﬁssati n e p. Questo è perciò il
numero di parametri indipendenti che intervengono nella deﬁnizione della matrice
di scattering invariante di scala in funzione di p e n. Poichè la matrice di scattering
è deﬁnita univocamente a partire dal nucleo della matrice B (4.15) vale la relazione:
R (n, p) = p (n− p) (4.18)
R è infatti il numero di parametri necessario a deﬁnire un sottospazio di dimen-
sione p all'interno di uno spazio vettoriale di dimensione n: partendo da una base
di KerB composta da p vettori è possibile introdurre n− p vettori che la comple-
tano formando una base di Cn; la posizione del sottospazio KerB è determinata
scegliendo tutti i possibili prodotti fra i p vettori di una sua base e gli n−p vettori
del completamento da cui deriva appunto R (n, p).
A titolo di esempio possiamo analizzare il punto critico per n = 2 e p = 1
che, insieme ai punti critici di Neumann e Dirichlet, completa il caso n = 2. Le
generiche matrici reali A e B per un punto critico con p = 1 hanno la forma:
A =
(
a1 −a2
0 0
)
B =
(
0 0
b1 b2
)
e la condizione (4.13) che caratterizza il caso invariante di scala diviene:
AB† =
(
0 a1b1 − a2b2
0 0
)
= 0
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Possiamo porre perciò α = a1a2 =
b2
b1
e, utilizzando la deﬁnizione (2.15), si ottiene:
S = − (A+ ikB)−1 (A− ikB) = 1
1 + α2
(
α2 − 1 −2α
−2α 1− α2
)
che descrive una famiglia di punti critici ad un parametro come previsto dalla
relazione (4.18).
4.2.1 Punti critici per n = 3
Un altro esempio interessante è costituito dalle famiglie di punti critici per n = 3.
Nei casi estremi per p = 0 e p = 3 si ottengono i punti critici isolati di Neumann
e Dirichlet con matrici di scattering date dalle relazioni (4.17). Per p = 1 e p = 2
invece sono presenti famiglie a due parametri di punti critici come previsto dalla
formula (4.18). Analizziamo prima il caso per p = 2. In generale le matrici A e B
sono del tipo:
A =
 a11 a12 a13a21 a22 a23
0 0 0
 B =
 0 0 00 0 0
b1 b2 b3

La condizione (4.13) risulta:
AB† =
 0 0 a11b∗1 + a12b∗2 + a13b∗30 0 a21b∗1 + a22b∗2 + a23b∗3
0 0 0
 = 0
e quindi: {
a11b
∗
1 + a12b
∗
2 + a13b
∗
3 = 0
a21b
∗
1 + a22b
∗
2 + a23b
∗
3 = 0
Possiamo porre β1 = b1b3 , β2 =
b2
b3
e, utilizzando le precedenti equazioni, otteniamo:
S3,2 (β1, β2) =
(∣∣β21∣∣+ ∣∣β22∣∣+ 1)−1 ·
·

∣∣β21∣∣− ∣∣β22∣∣− 1 2β∗1β2 2β∗1
2β∗2β1 −
∣∣β21∣∣+ ∣∣β22∣∣− 1 2β∗2
2β1 2β2 1−
∣∣β21∣∣− ∣∣β22∣∣
 (4.19)
che descrive una famiglia a due parametri di punti critici. Possiamo constatare
inoltre che questa matrice di scattering soddisfa l'equazione (4.16).
Consideriamo ora il caso per p = 1. La matrice di scattering può essere fa-
cilmente calcolata con l'ausilio dell'equazione di dualità (2.24) imponendo l'indi-
pendenza dall'impulso k che caratterizza il caso invariante di scala. La matrice
per p = 1 può pertanto essere ottenuta scambiando le matrici A e B del caso
precedente con p = 2 e vale la relazione
S3,1 (−B,A) = −S3,2 (A,B)
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che descrive la matrice Sp=1 in funzione di due parametri indipendenti.
Utilizzando una matrice invertibile si può porre:
A =
 0 0 00 0 0
α1 α2 1

da cui risulta:
S3,1 (α1, α2) = −
(∣∣α21∣∣+ ∣∣α22∣∣+ 1)−1 ·
·

∣∣α21∣∣− ∣∣α22∣∣− 1 2α∗1α2 2α∗1
2α∗2α1 −
∣∣α21∣∣+ ∣∣α22∣∣− 1 2α∗2
2α1 2α2 −
∣∣α21∣∣− ∣∣α22∣∣+ 1
 (4.20)
4.2.2 Flussi del gruppo di rinormalizzazione
Abbiamo visto che l'eﬀetto di una trasformazione di scala è di ridurre la matrice B
del fattore s (4.11). Partendo da questa osservazione è possibile indagare quali sono
i ﬂussi fra i punti critici deﬁniti dal gruppo di rinormalizzazione. In particolare
possiamo studiare il comportamento delle matrici A e B al variare del parametro
di scala s da 0 (limite ultravioletto) a +∞ (limite infrarosso). Consideriamo delle
condizioni al bordo reali del tipo:
A =

a1,1 · · · a1,n
... · · · ...
ap+1,1 · · · ap+1,n
... · · · ...
ap+k,1 · · · ap+k,n
0 · · · 0
... · · · ...
0 · · · 0

B =
1
s

0 · · · 0
... · · · ...
0 · · · 0
bp+1,1 · · · bp+1,n
... · · · ...
bp+k,1 · · · bp+k,n
... · · · ...
bn,1 · · · bn,n

La matrice A possiede p + k righe non nulle mentre la matrice B ha n − p righe
non nulle: per un generico valore di s perciò ci sono k righe che risultano non
nulle sia per A che per B. Nel limite ultravioletto, s → 0, queste k righe non
nulle di A risultano trascurabili rispetto a quelle di B e, pertanto, si ottengono
delle condizioni al bordo invarianti di scala caratterizzate dai parametri (n, p). Al
contrario, nel limite infrarosso, s → +∞, sono le k righe di B a risultare trascu-
rabili e, di conseguenza, le condizioni al bordo convergono per eﬀetto del gruppo
di rinormalizzazione alla famiglia di punti critici data dai parametri (n, p+ k).
Possiamo asserire perciò che il ﬂusso deﬁnito dal gruppo di rinormalizzazione può
scorrere solo da punti critici caratterizzati da un parametro p minore a punti critici
caratterizzati da un parametro p maggiore. In questo schema gli unici punti criti-
ci stabili in senso infrarosso per ogni direzioni risultano quelli caratterizzati dalle
condizioni di Dirichlet (B = 0) in quanto ogni altro punto critico caratterizzato
dal parametro p può essere espresso utilizzando una matrice A senza righe nulle
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(caso k = n− p) e una matrice B del tipo precedente con n− p righe non nulle nel
limite per s→ 0. Con queste condizioni è possibile creare un ﬂusso da qualunque
punto critico (s→ 0) al punto critico di Dirichlet (s→∞).
Come esempio di un generico ﬂusso fra famiglie diverse di punti critici
consideriamo le seguenti condizioni al bordo:
A =
 α1 α2 1α3 α4 α5
0 0 0
 B = 1
s
 0 0 0β3 β4 β5
β1 β2 1

Nei limiti per s = 0 e s→ +∞ ritroviamo le condizioni al bordo che determinano le
matrici di scattering a due parametri S3,1 e S3,2 che caratterizzano i punti ﬁssi per
n = 3. Imponendo la condizione (4.13) nei due casi limite otteniamo le seguenti
equazioni: 
α1β1 + α2β2 + 1 = 0
α1β3 + α2β4 + β5 = 0
α3β1 + α4β2 + α5 = 0
La prima di queste equazioni, in particolare, implica:
β2 = −1 + α1β1
α2
Questa relazione asserisce che, partendo da un generico punto critico della famiglia
(n = 3, p = 1), la cui matrice di scattering S3,1 è deﬁnita dai due parametri
indipendenti α1 e α2 (4.20), è possibile raggiungere con trasformazioni di scala un
sottoinsieme della famiglia (n = 3, p = 2) parametrizzata dal valore di β1 poichè
il secondo parametro β2 dipende dagli altri tre.
In maniera analoga è possibile costruire ﬂussi dal punto ﬁsso di Neumann a
qualunque altro punto ﬁsso e da una qualunque famiglia di punti ﬁssi al punto
ﬁsso di Dirichlet.
4.2.3 Punti critici e condizione di Kirchhoﬀ
Lo studio ﬁn qui eseguito sui punti critici per invarianza di scala è basato sul campo
scalare a massa nulla nelle cui applicazioni è spesso conveniente considerare sistemi
che soddisﬁno la condizione di Kirchhoﬀ, che sarà discussa più dettagliatamente
nel prossimo capitolo. Tale condizione è legata all'invarianza della lagrangiana per
trasformazioni del tipo:
ϕ (t, x, i)→ ϕ (t, x, i) + c
che implica la conservazione della corrente:
kν (t, x, i) = ∂νϕ (t, x, i)
Utilizzando la deﬁnizione del campo (3.27) nel caso con m = 0 e i vincoli (3.13) si
può ottenere la condizione di Kirchhoﬀ (5.16)
n∑
i=1
∂xϕ (t, 0, i) = 0
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imponendo le seguenti condizioni fra loro equivalenti sulla matrice di scattering o
sulla matrice A:
n∑
j=1
Sji = 1 ∀i ⇐⇒
n∑
j=1
Aji = 0 ∀i (4.21)
In particolare quest'ultima relazione, equivalente alla condizione di Kirchhoﬀ,
corrisponde alla seguente condizione sul nucleo della matrice A:
v ≡ (1, 1, ..., 1) ∈ KerA
Imponendo che il vettore v appartenga al KerA di fatto si elimina un parametro
nella deﬁnizione del KerB che ora risulta un sottospazio di dimensione p all'interno
dello spazio vettoriale Rn−1. Di conseguenza la condizione di Kirchhoﬀ, equiva-
lente alle relazioni (4.21), implica che il numero di parametri indipendenti per la
deﬁnizione di una famiglia di punti critici risulti:
RK (n, p) = p (n− 1− p) (4.22)
Inoltre il parametro p, dato dal rango di A, varia ora da 1 a n− 1 poichè il vettore
v è sempre presente nel nucleo di A che pertanto ha dimensione maggiore o uguale
a 1. Questo implica, per esempio, che i punti critici di Dirichlet devono essere
esclusi da una trattazione nella quale valgano le condizioni (4.21). Al contrario i
punti critici di Neumann (p = 0) soddisfano la condizione di Kirchhoﬀ e rimangono
perciò presenti nella classiﬁcazione dei punti invarianti di scala.
Poichè il valore massimo di p è n − 1, i punti critici isolati caratterizzati dai
parametri (n, p = n − 1) risultano essere punti stabili nel caso in cui valga la
condizione di Kirchhoﬀ; essi corrispondono alle condizioni al bordo di tipo δ (2.8)
con intensità nulla (α = 0) e le corrispondenti matrici di scattering assumono la
forma (2.25). Questi punti non esauriscono però l'insieme dei punti ﬁssi stabili
come è possibile vedere nel caso n = 3 che ora prendiamo in considerazione come
esempio.
Punti critici per n = 3 con condizione di Kirchhoﬀ
Nel caso n = 3, imponendo la condizione di Kirchhoﬀ, si hanno due punti critici
isolati nei casi estremi (condizioni di Neumann per p = 0 e condizioni di tipo δ per
p = 2) e una famiglia ad un parametro di punti critici per p = 1.
• Nel caso p = 2 le condizioni al bordo sono date da:
A =
 1 −1 00 1 −1
0 0 0
 B =
 0 0 00 0 0
1 1 1

E la matrice di scattering risulta:
Sk3,2 =
1
3
 −1 2 22 −1 2
2 2 −1
 (4.23)
che corrisponde la caso generale (4.19) per β1 = β2 = 1.
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• Nel caso p = 1 imponendo la condizione di Kirchhoﬀ si ottengono le
condizioni al bordo:
A =
 α 1 − (1 + α)0 0 0
0 0 0
 B =
 0 0 0b21 b22 b23
b31 b32 b33
 (4.24)
da cui deriva la matrice di scattering:
Sk3,1 (α) =
1
1 + α+ α2
 α+ 1 −α α (α+ 1)−α α (α+ 1) α+ 1
α (α+ 1) α+ 1 −α
 (4.25)
che corrisponde al caso generale (4.20) per α = α2 = − (1 + α1) permutando
i lati.
Possiamo ora analizzare i ﬂussi fra questi punti critici.
Flusso da p = 0 a p = 2
Per descrivere il passaggio dal punto critico di Neumann al punto critico (4.23)
possiamo adottare le seguenti condizioni al bordo:
A =
 −1 0 10 −1 1
0 0 0
 B = 1
s
 1 0 00 1 0
1 1 1

che implicano:
S (k) =
1
(k + is) (k + 3is)
 k2 + 2isk + s2 −2s2 2is (k + is)−2s2 k2 + 2isk + s2 2is (k + is)
2is (k + is) 2is (k + is) k2 − s2

Notiamo che:
1. per s→ 0 le condizioni al bordo risultano quelle di Neumann e si ha S → I;
2. per s→∞ si ottiene il caso con p = 2 e S → Sk3,2.
Inﬁne possiamo calcolare l'azione in funzione del parametro s che risulta:
I = I0 − s2
+∞∫
−∞
dt
[
ϕ21 + ϕ
2
2 + 2ϕ
2
3 − 2ϕ1ϕ3 − 2ϕ2ϕ3
]
(t, 0)
dove I0 è deﬁnita nell'equazione (4.2).
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Flusso da p = 0 a p = 1
Dal punto critico di Neumann è possibile raggiungere tutti i punti della famiglia
ad un parametro (4.25) mediante le condizioni:
A =
 α 1 − (1 + α)0 0 0
0 0 0
 B = 1
s
 1 0 0b1 b2 b3
b4 b5 b6

dove i parametri bj dipendono dal valore di α in maniera da soddisfare la relazione
(4.13) nel limite s→∞ corrispondente alle condizioni al bordo (4.24). Nel limite
s→ 0 si ottengono invece le condizioni di Neumann.
Flusso da p = 1 a p = 2
Il ﬂusso dalla famiglia a un parametro per p = 1 al punto critico isolato di tipo δ
per p = 2 può avvenire solo nel caso in cui la prima riga delle matrici A dei due
casi coincida a meno di permutazioni, il che è veriﬁcato per i valori α ∈ {0,−1} in
(4.24). Questi due valori del parametro α descrivono le stesse condizioni al bordo
a meno di una permutazione dei lati del grafo. La matrice B deve coincidere con la
matrice B delle condizioni δ per s→∞ e deve rispettare la condizione (4.13) per
s→ 0. Per soddisfare queste richieste possiamo utilizzare le seguenti condizioni al
bordo:
A =
2
3
 −1 1 00 −1 1
0 0 0
 B = 1
s
 1 0 00 0 0
1 1 1

che deﬁniscono la matrice di scattering:
S (k) =
1
3 (s+ ik)
 3ik − s 2s 2s2s −s 2s+ 3ik
2s 2s+ 3ik −s

Notiamo che:
1. per s→ 0 si ha il caso p = 1 e:
S → S3,1 (α = 0) =
 1 0 00 0 1
0 1 0

2. per s→∞ si ottiene invece il caso con p = 2 e S → Sk3,2.
Imponendo la condizione di Kirchhoﬀ risulta perciò che i punti critici stabili in
senso infrarosso sono il punto isolato p = 2 e tutti i punti della famiglia p = 1
eccetto i due corrispondenti ai valori del parametro α ∈ {0,−1}.
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4.3 Stabilità dei punti critici
Per indagare la stabilità per trasformazioni di scala dei punti critici classiﬁca-
ti precedentemente è conveniente adottare la notazione di Harmer (2.22) per le
condizioni al bordo:
(I− U)ϕ (0)− i (I+ U)ϕ′ (0) = 0 (4.26)
dove U è una generica matrice unitaria e tali condizioni pertanto non soddisfano in
generale la condizione di Kirchhoﬀ. Analogamente a quanto visto prima utilizzando
le matrici A e B, per eﬀetto della trasformazione di scala (4.5) le condizioni al bordo
riscalate risultano:
(I− U)ϕ (0)− i
s
(I+ U)ϕ′ (0) = 0 (4.27)
che possono essere espresse nuovamente nella forma (4.26) mediante una matrice
unitaria Us, corrispondente ad U per la trasformazioni (4.5). Il valore di Us può
essere calcolato imponendo l'esistenza di una matrice invertibile C tale che:{
C (I− U) = I− Us
s−1C (I+ U) = I+ Us
In questo modo la matrice C permette di riscrivere le condizioni al bordo trasfor-
mate (4.27) nella forma (4.26) utilizzando la matrice unitaria Us al posto della U
iniziale. Risolvendo le precedenti equazioni si ottiene:
Us = (I+ U + s (I− U))−1 (U + I+ s (U − I)) (4.28)
che risulta essere un caso particolare dell'equazione (2.21) in quanto U = S(k0 = 1)
e Us = S(k = s−1). Derivando per s otteniamo l'equazione del ﬂusso di
rinormalizzazione:
dUs
ds
=
1
2s
(
Us − U †s
)
Us (4.29)
Possiamo notare che i punti critici, nei quali tale derivata si annulla, devono esse-
re caratterizzati da Us = U
†
s , come asserito nella proposizione 5. Per studiare la
stabilità dei punti critici è conveniente diagonalizzare la matrice U , che possiede p
autovalori uguali a −1 (di tipo Dirichlet) e n− p autovalori 1 (di tipo Neumann),
in maniera da disaccoppiare le equazioni in (4.29). Introduciamo una piccola per-
turbazione nel sistema variando gli autovalori 1 (Neumann) e −1 (Dirichlet) della
matrice U :
1. Gli autovalori di tipo Neumann, una volta perturbati, assumono il valore
eiαj con αj  1. Utilizzando l'equazione (4.29) otteniamo per la derivata
rispetto al parametro di scala s del parametro α:
dα
ds
∣∣∣∣
α
=
sinα
s
Di conseguenza per piccoli α positivi (risp. negativi) la derivata prima è
positiva (negativa) e si veriﬁca pertanto una situazione di instabilità; le per-
turbazioni α per gli autovalori di tipo Neumann risultano perciò rilevanti e
gli autovalori 1 di ciascun punto critico non sono parametri stabili in senso
infrarosso per il ﬂusso del gruppo di rinormalizzazione.
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2. Gli autovalori di tipo Dirichlet per eﬀetto della perturbazione assumono
il valore ei(αj+pi) con αj  1. Analogamente a prima utilizziamo l'equazione
(4.29) per calcolare la derivata del parametro α rispetto a s:
dα
ds
∣∣∣∣
α
=
sin (α+ pi)
s
= −sinα
s
A diﬀerenza del caso precedente, per una piccola perturbazione α positiva
(risp. negativa) la derivata prima è negativa (risp. positiva) il che descrive
una situazione di stabilità. Le perturbazioni degli autovalori di tipo Dirichlet
sono perciò irrilevanti e questi autovalori risultano stabili per trasformazioni
del gruppo di rinormalizzazione.
Figura 4.1: Flusso del gruppo di rinormalizzazione per gli autovalori di U
Di conseguenza possiamo asserire che i ﬂussi del gruppo di rinormalizzazione
trasformano autovalori di tipo Neumann in autovalori di tipo Dirichlet e perciò,
come mostrato precedentemente, il parametro p deve aumentare per eﬀetto delle
trasformazioni di scala. In particolare si nota che l'unico punto critico stabile in
senso infrarosso è quello di Dirichlet mentre tutti gli altri sono caratterizzati da
p direzioni stabili e n − p direzioni instabili. Al contrario l'unico punto stabile
in senso ultravioletto risulta quello di Neumann. Le nostre conclusioni risultano
perciò opposte a quanto asserito in generale in [23].
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Capitolo 5
Bosonizzazione e Conducibilità
Nei capitoli precedenti abbiamo indagato le caratteristiche del campo scalare sul
grafo a stella descrivendo mediante l'equazione di KleinGordon la sua evoluzione
libera nel bulk e deﬁnendo il suo comportamento al vertice con adeguate condizioni
al bordo. Il modello dei quantum graphs risulta però particolarmente interessante
soprattutto nella descrizione di sistemi fermionici ed è tipicamente adottato nel-
lo studio degli elettroni all'interno di strutture mesoscopiche quali i nanotubi di
carbonio. A tal ﬁne la semplice trattazione del campo scalare non è soddisfacente
e diviene perciò necessario introdurre un campo fermionico di spin 1/2 che possa
delineare il comportamento degli elettroni.
In seguito esporremo due diﬀerenti approcci allo studio del caso fermionico: in
questo capitolo svilupperemo la tecnica della bosonizzazione su quantum graphs
[17]; in quello successivo adotteremo invece un campo di Dirac a massa nulla per
descrivere la propagazione degli elettroni.
I punti di partenza per la deﬁnizione della bosonizzazione e degli operatori di
vertice sul grafo a stella saranno il campo scalare hermitiano ed il suo duale nel
caso invariante di scala analizzato nel capitolo precedente. Partendo da essi intro-
durremo i campi chirali e deﬁniremo gli operatori di vertice che ci permetteranno di
descrivere il campo fermionico. Le osservabili quali la corrente elettrica potranno
essere così scritte in funzione del campo bosonico e, introducendo un potenziale
esterno Aν mediante accoppiamento minimale, indagheremo la conducibilità del
sistema in funzione della matrice di scattering del campo bosonico, che descrive
l'interazione al vertice.
5.1 Campo scalare duale e simmetrie
Il metodo della bosonizzazione gioca un ruolo essenziale nella risoluzione esatta
di diversi modelli atti a descrivere sistemi unidimensionali quali, per esempio, il
modello di TomonagaLuttinger, il modello di Thirring ed il modello di Schwinger.
In questa sezione ci proponiamo di sviluppare un approccio alla bosonizzazione nel
caso unidimensionale singolare costituito dal grafo a stella [17, 20] che, per via del
vertice, ha la peculiarità di non essere invariante per il gruppo di Poincaré. Gli
elementi fondanti della tecnica della bosonizzazione (vedere per esempio [33]) sono
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il campo scalare a massa nulla ϕ ed il suo duale ϕ˜, deﬁnito dalle relazioni:
∂tϕ˜ (t, x, i) = −∂xϕ (t, x, i)
∂xϕ˜ (t, x, i) = −∂tϕ (t, x, i) (5.1)
per ogni x > 0 e per i = 1, . . . , n.
Il nostro obiettivo è descrivere un campo fermionico a massa nulla in termini
dei campi scalari ϕ e ϕ˜. Al ﬁne di sempliﬁcare i calcoli imponiamo le condizioni
di invarianza di scala (deﬁnite nel capitolo precedente) per il campo ϕ, che risulta
perciò caratterizzato da una matrice di scattering S costante negli impulsi. Con-
sideriamo inoltre per semplicità che i campi scalari siano hermitiani e supponiamo
valida la simmetria per inversione temporale.
Le equazioni (5.1) implicano che anche il campo duale ϕ˜ è un campo scalare a
massa nulla e, analogamente a ϕ, soddisfa:(
∂2t − ∂2x
)
ϕ˜ (t, x, i) = 0, ∀x > 0, i = 1, . . . , n (5.2)
Seguendo la deﬁnizione data nel capitolo 3, imponiamo che il campo scalare
ϕ sia hermitiano e soddisﬁ le regole di commutazione canonica a tempi uguali
(3.22,3.23) e le condizioni al bordo (2.6):
Aϕ (t, 0) +B∂xϕ (t, 0) = 0
dove le matrici n × n A e B possono essere scelte reali nel caso di invarianza per
inversione temporale grazie all'hermitianità del campo. Anche per il campo duale
ϕ˜ ﬁssiamo le condizioni iniziali imponendo le regole di commutazione canonica:
[ϕ˜ (0, x1, i1) , ϕ˜ (0, x2, i2)] = 0
[∂tϕ˜ (0, x1, i1) , ϕ˜ (0, x2, i2)] = −iδi1,i2δ (x1 − x2)
(5.3)
Con questi vincoli il problema della quantizzazione, analogamente a quanto visto
nel capitolo 3, ha un'unica soluzione per ϕ e ϕ˜:
ϕ (t, x, i) =
+∞∫
−∞
dk
2pi
√
2ω
(
a†i (k) eiωt−ikx + ai (k) e−iωt+ikx
)
, (5.4)
ϕ˜ (t, x, i) =
+∞∫
−∞
dk ε (k)
2pi
√
2ω
(
a†i (k) eiωt−ikx + ai (k) e−iωt+ikx
)
, (5.5)
dove ω = |k| e ε indica la funzione segno. E' importante notare che gli operatori
ai e a
†i sono gli stessi in entrambi i campi ed appartengono all'algebra A (3.12)
studiata nel capitolo 3 e caratterizzata dai vincoli (3.13). La matrice di scatte-
ring S necessaria alla deﬁnizione di A risulta deﬁnita dall'equazione (2.15) ed è
indipendente dall'impulso k per l'ipotesi di invarianza di scala.
Entrambi i campi ϕ e ϕ˜ sono locali in quanto la loro evoluzione temporale è di
tipo iperbolico. Come vedremo in seguito, introducendo i campi chirali ϕR e ϕL,
ϕ e ϕ˜ non sono però locali fra loro, il che costituisce una caratteristica essenziale
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per la bosonizzazione. La loro reciproca non località è strettamente legata alle
seguenti trasformazioni che lasciano invariate le equazioni del moto [33]:
ϕ (t, x, i)→ ϕ (t, x, i) + c (5.6)
ϕ˜ (t, x, i)→ ϕ˜ (t, x, i) + c˜ (5.7)
con c, c˜ ∈ C. Tali trasformazioni sono associate alle seguenti correnti di Noether:
kν (t, x, i) = ∂νϕ (t, x, i) (5.8)
k˜ν (t, x, i) = ∂νϕ˜ (t, x, i) (5.9)
le quali soddisfano nel bulk le leggi di conservazione:
∂νkν (t, x, i) ≡ ∂tkt (t, x, i)− ∂xkx (t, x, i) = 0 (5.10)
∂ν k˜ν (t, x, i) ≡ ∂tk˜t (t, x, i)− ∂xk˜x (t, x, i) = 0 (5.11)
come può essere veriﬁcato dalle equazioni del moto per i campi. Come vedremo in
seguito queste correnti saranno le correnti vettoriale ed assiale del campo fermionico
e la trasformazione (5.6) rivestirà il ruolo di trasformazione di gauge.
Il concetto di simmetria e di carica conservata su un grafo a stella richiede
però una particolare attenzione al comportamento nel vertice. Data una corrente
conservata jν (t, x, i) che soddisfa una legge di conservazione locale nel bulk analoga
alle precedenti, ∂νjν (t, x, i) = 0, la derivata temporale della carica corrispondente
risulta:
∂t
n∑
i=1
∞∫
0
dx jt (t, x, i) =
n∑
i=1
∞∫
0
dx ∂xjx (t, x, i) =
n∑
i=1
jx (t, 0, i)
il che implica che tale carica si conserva nel tempo se e solo se vale la legge di
Kirchhoﬀ:
n∑
i=1
jx (t, 0, i) = 0 (5.12)
A titolo d'esempio consideriamo l'invarianza delle equazioni del moto sotto
traslazioni temporali. Essa implica la conservazione locale della corrente:
θtt (t, x, i) =
1
2
:
[
(∂tϕ)
2 − ϕ (∂2xϕ)] : (t, x, i) (5.13)
θtx (t, x, i) =
1
2
: [(∂tϕ) (∂xϕ)− ϕ (∂t∂xϕ)] : (t, x, i) (5.14)
La legge di Kirchhoﬀ ad essa associata:
n∑
i=1
θtx (t, 0, i) = 0 (5.15)
garantisce la conservazione dell'energia ed è soddisfatta grazie alle condizioni
di autoaggiunzione del laplaciano (vedere sezione 2.1) poichè entrambi i vettori
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(ϕ (t, 0) , ∂xϕ (t, 0))
T e (∂tϕ (t, 0) , ∂t∂xϕ (t, 0))
T appartengono allo spazio isotropo
massimale M(A,B).
Per quanto riguarda la corrente kν deﬁnita nell'equazione (5.8) la conservazione
della carica corrispondente è legata alla condizione di Kirchhoﬀ già citata nel
capitolo precedente:
n∑
i=1
kx (t, 0, i) = 0 (5.16)
Tale condizione è veriﬁcata se e solo se vale la relazione:
n∑
j=1
Sji (k) = 1, ∀i = 1, . . . , n (5.17)
come si può veriﬁcare usando la deﬁnizione del campo (5.4) ed i vincoli (3.13).
Analogamente la legge di Kirchhoﬀ per la corrente k˜v:
n∑
i=1
k˜x (t, 0, i) = 0 (5.18)
vale se e solo se:
n∑
j=1
Sji (k) = −1, ∀i = 1, . . . , n (5.19)
Poichè le condizioni (5.17) e (5.19) sono fra loro incompatibili si può trarre l'im-
portante conclusione che la legge di Kirchhoﬀ non può valere contemporaneamente
per la corrente kx e per la sua duale k˜x; di conseguenza, almeno una delle cariche
corrispondenti
Q =
n∑
i=1
+∞∫
0
dx kt (t, x, i) (5.20)
Q˜ =
n∑
i=1
+∞∫
0
dx k˜t (t, x, i) (5.21)
non si conserva e dipende dal tempo.
Come abbiamo visto nello studio dei punti critici è utile tradurre queste condi-
zioni in funzione delle condizioni al bordo per il campo. A tal ﬁne introduciamo il
vettore v ≡ (1, 1, ..., 1); grazie alla proposizione 4 risulta evidente che la condizione
(5.17) equivale a:
v ∈ Ker (S (k)− I) = KerA (5.22)
che implica che per ogni riga di A la somma degli elementi si annulli (4.21). Allo
stesso modo la relazione (5.19) comporta:
v ∈ Ker (S (k) + I) = KerB (5.23)
Per concludere osserviamo che le equazioni del moto (5.1,5.2) e le regole di
commutazione sono invarianti per lo scambio di ϕ↔ ϕ˜; le condizioni al bordo (2.6)
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rompono però questa simmetria. Questo suggerirebbe la possibilità di considerare
un problema simile, ma non equivalente, deﬁnito da nuove condizioni al bordo su
ϕ˜ al posto di quelle sul campo ϕ:
A˜ϕ˜ (t, 0) + B˜∂xϕ˜ (t, 0) = 0 (5.24)
In questo modo occorrerebbe considerare una nuova matrice di scattering S˜ per
rideﬁnire l'algebra A.
5.2 Campi chirali e operatori di vertice
Per deﬁnire un campo fermionico partendo dai campi bosonici descritti nel para-
grafo precedente è conveniente utilizzare gli operatori di vertice del grafo Γ. Essi
potrebbero essere costruiti per una generica matrice di scattering S (k) ma as-
sumono una forma estremamente più semplice ed utile in un punto critico. Per
questo motivo concentriamo la nostra attenzione sul caso invariante di scala e,
innanzitutto, introduciamo i campi chirali destro e sinistro deﬁniti dalle seguenti
combinazioni lineari di ϕ e ϕ˜:
ϕi,R (ξ = t− x) = ϕ (t, x, i) + ϕ˜ (t, x, i)
ϕi,L (ρ = t+ x) = ϕ (t, x, i)− ϕ˜ (t, x, i) (5.25)
Questi campi sono legati alle particelle uscenti ed entranti sui lati del grafo e,
utilizzando le soluzioni (5.4, 5.5), si ottiene:
ϕi,R (ξ) =
∞∫
0
dk
pi
√
2k
[
ai (k) e−ikξ + a†i (k) eikξ
]
(5.26)
ϕi,L (ρ) =
∞∫
0
dk
pi
√
2k
[
ai (−k) e−ikρ + a†i (−k) eikρ
]
(5.27)
I commutatori dei due campi chirali possono essere facilmente ottenuti per mezzo
delle regole di commutazione dell'algebra A (3.10, 3.12):
[ϕi1,R (r1) , ϕi2,R (r2)] = −iε (r12) δi1i2 (5.28)
[ϕi1,L (r1) , ϕi2,L (r2)] = −iε (r12) δi1i2 (5.29)
[ϕi1,R (r1) , ϕi2,L (r2)] = −iε (r12)Si2i1 (5.30)
dove r12 = r1 − r2 e abbiamo utilizzato l'indipendenza di S da k. E' importante
notare che i campi chirali, a diﬀerenza di ϕ e ϕ˜, non sono campi locali e non
commutano a distanza di tipo spazio. Ciò è dovuto al fatto che ϕ e ϕ˜ non sono
locali fra loro.
E' possibile deﬁnire le seguenti cariche chirali associate a ϕR e ϕL:
Qi,Z =
1
4
+∞∫
−∞
dr ∂rϕi,Z (r) , Z = R,L (5.31)
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che soddisfano le relazioni di commutazione:
[Qi,R, ϕj,R (r)] = [Qi,L, ϕj,L (r)] = − i2δij (5.32)
[Qi,R, ϕj,L (r)] = [Qi,L, ϕj,R (r)] = − i2S
j
i (5.33)
[Qi,Z1 , Qj,Z2 ] = 0 (5.34)
A questo punto abbiamo deﬁnito tutti gli elementi necessari ad introdurre la
seguente famiglia di operatori di vertice parametrizzata dalla coppia di elementi
reali ζ = (σ, τ) [17]:
v (t, x, i; ζ) = ziei
√
pi(σQi,R− τQi,L) : ei
√
pi[σϕi,R(t−x)+ τϕi,L(t+x)] : (5.35)
dove zi è una costante di normalizzazione che ﬁsseremo in seguito. Possiamo
indagare le proprietà di scambio degli operatori v (t, x, i; ζ) che ne determinano la
statistica. Dalle precedenti relazioni si ha:
v (t1, x1, i1; ζ1) v (t2, x2, i2; ζ2) =
= R (t12, x1, i1, x2, i2; ζ1, ζ2) v (t2, x2, i2; ζ2) v (t1, x1, i1; ζ1) (5.36)
dove il fattore di scambio R ∈ C. La statistica degli operatori v è determinata dal
valore di R ad una distanza di tipo spazio. Imponendo t212−x212 < 0 ed utilizzando
le regole di commutazione per i campi chirali (5.28-5.30) e (5.32-5.34) si ottiene:
R (t12, x1, i1, x2, i2; ζ1, ζ2) = e−ipi(σ1σ2− τ1τ2)ε(x12)δi1i2 (5.37)
Perciò gli operatori v (t, x, i; ζ) obbediscono a statistiche anioniche con parametri
ϑ (ζ1, ζ2) = σ1σ2 − τ1τ2 (5.38)
se localizzati sullo stesso lato i; altrimenti gli operatori v (t, x, i; ζ) commutano.
Ai ﬁni della bosonizzazione dei fermioni di Dirac a due componenti sul grafo Γ,
consideriamo una coppia ζ = (σ, τ) con σ 6= ±τ e deﬁniamo:
ζ ′ = (τ, σ) (5.39)
Introduciamo inoltre gli operatori
V (t, x, i, ζ) = ηiv (t, x, i, ζ) , V
(
t, x, i, ζ ′
)
= η′iv
(
t, x, i, ζ ′
)
(5.40)
dove {ηi, η′i} sono i fattori di Klein che generano l'algebra associativa K con identità
I e soddisfano le relazioni di anticommutazione:
{ηi, ηj} = 2δijI,
{
η′i, η
′
j
}
= 2δijI,
{
ηi, η
′
j
}
= 0 (5.41)
Dalle equazioni (5.37, 5.41) si deduce che gli operatori (5.40) ed i loro operatori
aggiunti obbediscono alla statistica di Fermi nel caso in cui:
σ2 − τ2 = 2l + 1, l ∈ Z (5.42)
E' perciò possibile deﬁnire l'algebra di vertice Vζ generata da{
V (t, x, i, ζ) , V † (t, x, i, ζ) , V ′ (t, x, i, ζ) , V ′† (t, x, i, ζ)
}
(5.43)
per un dato valore di ζ ∈ R2 che soddisﬁ (5.42). Senza perdita di generalità
possiamo iporre inoltre σ > 0. L'algebra Vζ così ottenuta risulta lo strumento
fondamentale per la bosonizzazione.
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5.3 Funzioni di correlazione
Tutti i risultati esposti ﬁnora valgono ad un livello algebrico generale e non si riferi-
scono ad una particolare rappresentazione diA o K. Per procedere nella descrizione
del campo fermionico ﬁssiamo ora la rappresentazione di Fock per l'algebra A e
deﬁniamo una semplice rappresentazione per K.
Indicando con Ω lo stato di Fock e con (·, ·) il prodotto scalare nella
rappresentazione di Fock di A, i correlatori dei campi chirali
〈ϕi,Z1 (ξ1) , ϕj,Z2 (ξ2)〉 = (ϕi,Z1 (ξ1) Ω, ϕj,Z2 (ξ2) Ω)
risultano [20, 21]:
〈ϕi,R (ξ1) , ϕj,R (ξ2)〉 = 〈ϕi,L (ξ1) , ϕj,L (ξ2)〉 =
∞∫
0
dk
pi
(
k−1
)
µ
e−ikξ12δji (5.44)
〈ϕi,R (ξ1) , ϕj,L (ξ2)〉 =
∞∫
0
dk
pi
(
k−1
)
µ
e−ikξ12Sji (k) (5.45)
〈ϕi,L (ξ1) , ϕj,R (ξ2)〉 =
∞∫
0
dk
pi
(
k−1
)
µ
e−ikξ12Sji (−k) (5.46)
dove
(
k−1
)
µ
è la distribuzione non deﬁnitapositiva:
(
k−1
)
µ
=
d
dk
ln
keγE
µ
(5.47)
che caratterizza le funzioni di correlazione del campo bosonico a massa nulla nel
caso a 1 + 1 dimensioni. La derivata è intesa come derivata distribuzionale, γE è
la costante di Eulero e µ > 0 è un parametro di scala con le dimensioni di una
massa avente un'origine infrarossa e necessario ad evitare divergenze per k = 0.
E' importante notare che queste funzioni a due punti non soddisfano la richiesta
di positività, il che rende necessaria un'attenta deﬁnizione della rappresentazione
di Fock utilizzata (per una discussione dettagliata consultare [20] o [33]). Risulta
evidente che i correlatori (5.45) e (5.46) contengono l'informazione riguardo l'inte-
razione al vertice deﬁnita dalla matrice di scattering S; nel caso invariante di scala
essa è indipendente da k e gli integrali nelle funzioni precedenti possono essere
calcolati mediante la deﬁnizione (5.47) e risultano:
u (µξ) ≡
∞∫
0
dk
pi
(
k−1
)
µ
e−ikξ = − 1
pi
ln (µ |ξ|)− i
2
ε (ξ) = − 1
pi
ln (iµξ + ) (5.48)
nel limite → 0+. In questo modo si ha:
〈ϕi,L (ξ1) , ϕj,R (ξ2)〉 = 〈ϕi,R (ξ1) , ϕj,L (ξ2)〉 = Sji u (µξ12) (5.49)
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Per calcolare le funzioni di correlazione degli operatori di vertice (5.40) occorre
anche una rappresentazione dell'algebra K dei fattori di Klein. Adottiamo quella
deﬁnita dai seguenti correlatori:
〈ηiηj〉 =
〈
η′iη
′
j
〉
= κij ≡
{
1, i ≤ j
−1, i > j (5.50)〈
ηiη
′
j
〉
= − 〈η′jηi〉 = κij (5.51)
Indicando con η◦i un generico fattore ηi o η
′
i, le funzioni a n punti possono essere
scritte come:
〈
η◦i1 . . . η
◦
in
〉
=
 0, n = 2l + 1∑
p∈P2l
Ep
〈
η◦p1η
◦
p2
〉
· · ·
〈
η◦p2l−1η
◦
p2l
〉
, n = 2l (5.52)
dove la sommatoria è su tutte le possibili fattorizzazioni in coppie P2l e Ep indica
la parità della permutazione p degli indici.
Per quanto riguarda i correlatori degli operatori di vertice, è necessario intro-
durre il concetto di operatori di vertice ﬁsici Vph (t, x, i; ζ) che garantiscano una
metrica positiva nella rappresentazione del campo fermionico. Questi sono deﬁniti
scegliendo fra le funzioni di correlazione degli operatori di vertice quelle che risul-
tano invarianti sotto le trasformazioni (5.6,5.7) (che assumono un ruolo simile a
trasformazioni di gauge) e che, per via di (5.35), sono caratterizzate dalla regola
di selezione:
n∑
j=1
σj =
n∑
i=1
τi = 0 (5.53)
A questo punto gli operatori ﬁsici Vph (t, x, i; ζ) sono deﬁniti attraverso i loro valori
di aspettazione sul vuoto dati da:
〈Vph (t1, x1, i1; ζ1) . . . Vph (tn, xn, in; ζn)〉 =
=
{ 〈V (t1, x1, i1; ζ1) . . . V (tn, xn, in; ζn)〉 , se vale (5.53),
0, altrimenti.
(5.54)
Consideriamo ora gli elementi di Vζ ; utilizzando le deﬁnizioni degli operatori di
vertice (5.35,5.40), le funzioni a due punti (5.44-5.49) ed applicando la formula〈
: eA :: eB :
〉
=
〈
: eA+B :
〉
e〈AB〉 (5.55)
si ottiene:〈
Vph (t1, x1, i; ζ)V
†
ph (t2, x2, j; ζ)
〉
=
= zizjµ−[(σ
2+ τ2)δji +2στSji ]κij
[
1
i (t12 − x12) + 
]σ2δji [ 1
i (t12 + x12) + 
]τ2δji
·
·
[
1
i (t12 − x˜12) + 
]στSji [ 1
i (t12 + x˜12) + 
]στSji
(5.56)
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dove x˜12 = x1 + x2 ; analogamente:〈
Vph
(
t1, x1, i; ζ ′
)
V †ph
(
t2, x2, j; ζ ′
)〉
=
= zizjµ−[(σ
2+ τ2)δji +2στSji ]κij
[
1
i (t12 − x12) + 
]τ2δji [ 1
i (t12 + x12) + 
]σ2δji
·
·
[
1
i (t12 − x˜12) + 
]στSji [ 1
i (t12 + x˜12) + 
]στSji
(5.57)
Queste equazioni suggeriscono di scegliere i fattori di normalizzazione nel seguente
modo:
zi = µ
1
2(σ2+ τ2+2στSii) (5.58)
In questo modo i correlatori di vertice (5.56,5.57) risultano indipendenti dal
parametro di scala µ nel caso in cui siano localizzati sullo stesso lato del grafo.
Applicando una trasformazione di scala del tipo (4.5):
xi → xi
s
, ti → ti
s
le funzioni di correlazione precedenti diventano:〈
Vph
(
t1s
−1, x1s−1, i; ζ
)
V †ph
(
t2s
−1, x2s−1, j; ζ
)〉
=
= sD
j
i
〈
Vph (t1, x1, i; ζ)V
†
ph (t2, x2, j; ζ)
〉
(5.59)
con:
D =
(
σ2 + τ2
)
I+ 2στS (5.60)
Le dimensioni di scala degli operatori di vertice si ottengono diagonalizzando la
matrice D:
di =
1
2
(
σ2 + τ2
)
+ στsi (5.61)
dove gli si = ±1 sono gli autovalori della matrice di scattering invariante di scala.
Di conseguenza:
di =
1
2
(σ + siτ)
2 ≥ 0 (5.62)
e possiamo constatare che l'interazione al vertice modiﬁca le dimensioni di scala
degli operatori Vph.
5.4 Bosonizzazione
Dopo aver deﬁnito gli operatori ﬁsici di vertice e le loro funzioni di correlazione
siamo pronti a descrivere le due componenti di un campo di Dirac a massa nulla
sul grafo Γ mediante Vζ . L'equazione di Dirac risulta:
(γt∂t − γx∂x)ψ (t, x, i) = 0 (5.63)
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dove ψ è il campo fermionico a due componenti:
ψ (t, x, i) =
(
ψ1 (t, x, i)
ψ2 (t, x, i)
)
(5.64)
e le matrici 2× 2 γ possono essere scelte in rappresentazione spinoriale:
γt = γt =
(
0 1
1 0
)
, γx = −γx =
(
0 1
−1 0
)
(5.65)
e sono tali che:
γ2t = −γ2x = I , {γt, γx} = 0 (5.66)
Le correnti vettoriale ed assiale standard risultano:
jν (t, x, i) = ψ¯ (t, x, i) γνψ (t, x, i) , (5.67)
j5ν (t, x, i) = ψ¯ (t, x, i) γνγ
5ψ (t, x, i) (5.68)
con ψ¯ ≡ ψ†γt che indica il campo Diracconiugato e:
γ5 = γtγx =
(
1 0
0 −1
)
(5.69)
Imponendo ζ = (σ > 0, 0) possiamo quantizzare il campo fermionico deﬁnendo:
ψ1 (t, x, i) =
1√
2pi
Vph (t, x, i; ζ) (5.70)
ψ2 (t, x, i) =
1√
2pi
Vph
(
t, x, i; ζ ′
)
(5.71)
dove ψ1 e ψ2 risultano legati rispettivamente ai campi ϕR e ϕL (poichè τ = 0)
dalle deﬁnizioni di operatore di vertice (5.35). Si veriﬁca facilmente, grazie alla
dipendenza dei campi chirali dalla sola variabile ξR,L = t ∓ x, che le componenti
(5.70) e (5.71) soddisfano l'equazione di Dirac (5.63) ed obbediscono alla statistica
di Fermi se vale (5.42):
σ2 = 2l + 1 (5.72)
con l ∈ N. Dalle equazioni (5.56,5.57) per τ = 0 è possibile ricavare gli
anticommutatori a tempi uguali di ψa , (a = 1, 2):{
ψa1 (0, x1, i) , ψ
a2† (0, x2, j)
}
=
(−1)l
(2l)!
δ(2l) (x12) δ
j
i δ
a2
a1 (5.73)
{ψa1 (0, x1, i) , ψa2 (0, x2, j)} = 0 (5.74)
dove δ(2l) indica la derivata 2lesima in senso distribuzionale della δ di Dirac. Di
conseguenza otteniamo il campo di Dirac convenzionale imponendo l = 0.
Calcoliamo ora, in funzione dei campi scalari, la corrente (5.67). Adottiamo la
procedura di pointsplitting e consideriamo il limite:
jν (t, x, i) = lim
→0+
Z ()
2
[
ψ¯ (t, x, i) γνψ (t, x+ , i) + ψ¯ (t, x+ , i) γνψ (t, x, i)
]
(5.75)
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dove la quantità Z() implementa la rinormalizzazione. Applicando la formula
(5.55) e svolgendo i conti [21] si ricava la costante di rinormalizzazione:
Z () =
−σ2−1
σ sin
(
pi
2σ
2
) (5.76)
Svolgendo il limite in (5.75) con questa costante di rinormalizzazione si ottiene che
la corrente di Dirac coincide con la corrente conservata (5.8):
jν (t, x, i) =
√
pi∂νϕ (t, x, i) =
√
pikν (t, x, i) (5.77)
di conseguenza si ritrova anche per il grafo a stella Γ il risultato usuale della
bosonizzazione. Analogamente a (5.75) possiamo introdurre la corrente assiale
nella forma:
j5ν (t, x, i) =
= lim
→0+
Z ()
2
[
ψ¯ (t, x, i) γνγ5ψ (t, x+ , i) + ψ¯ (t, x+ , i) γνγ5ψ (t, x, i)
]
(5.78)
da cui si ricava:
j5ν (t, x, i) =
√
pi∂νϕ˜ (t, x, i) =
√
pik˜ν (t, x, i) (5.79)
Entrambe le correnti jν e j
5
ν sono conservate per via dell'equazione di Dirac, inoltre
per via delle uguaglianze γtγ
5 = −γx e γxγ5 = −γt valgono le relazioni:
j5t = −jx, j5x = −jt (5.80)
che corrispondono alle relazioni (5.1) alla luce delle equazioni (5.77,5.79).
Come evidenziato in precedenza le correnti jν e j
5
ν non possono veriﬁcare con-
temporaneamente la legge di Kirchhoﬀ. In quanto segue imporremo che sia valida
la relazione (5.16) in maniera da garantire la conservazione della carica Q (5.20).
E' estremamente importante analizzare come si traducono le condizioni al bordo
(2.6), imposte sul campo bosonico ϕ, in termini del campo di Dirac ψ. Esse posso-
no essere formulate in funzione della corrente vettoriale jν sfruttando l'equazione
(5.77); si ottiene:
n∑
j=1
Aji
∞∫
0
dx jx (t, x, j) =
n∑
j=1
Bji jx (t, 0, j) (5.81)
dove abbiamo imposto che
lim
x→∞ϕ (t, x, i) = 0 (5.82)
Occorre evidenziare che, a diﬀerenza dei campi visti nei precedenti capitoli, queste
condizioni non hanno più un carattere locale di interazione puntuale al vertice ma
coinvolgono il valore del campo ψ su ogni punto del grafo. Inoltre tali condizioni
non sono neppure lineari nel campo ψ, il che costituirà la principale diﬀerenza con
la costruzione del campo di Dirac nel capitolo successivo, dove imporremo per il
campo fermionico delle vere e proprie condizioni al bordo analoghe all'equazione
(2.6). Tenendo presente questi elementi possiamo ora dedicarci allo studio della
conducibilità sul grafo a stella utilizzando la tecnica della bosonizzazione e studian-
do la risposta lineare del sistema ad un campo esterno in funzione della matrice di
scattering del campo scalare S.
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5.5 Conducibilità
Al ﬁne di indagare la conducibilità del grafo a stella Γ, studiamo la risposta li-
neare della corrente jν ad un potenziale esterno classico Aν = (At, Ax) introdotto
mediante accoppiamento minimale al campo ψ. L'equazione di Dirac assume la
forma:
γν (∂ν + iAν (t, x, i))ψ (t, x, i) = 0 (5.83)
Vogliamo estendere la tecnica della bosonizzazione illustrata precedentemente per
il caso libero anche in questo frangente e ci proponiamo di determinare un'azione
I che possa correttamente descrivere la dinamica del sistema (5.83) in termini del
campo scalare ϕ e del campo esterno Aν . Questa azione deve risultare invariante
per le trasformazioni di gauge locali:
ψ (t, x, i) → eiΛ(t,x,i)ψ (t, x, i) (5.84)
Aν (t, x, i) → Aν (t, x, i)− ∂νΛ (t, x, i) (5.85)
che, appunto, non modiﬁcano l'equazione (5.83). Per prima cosa notiamo che, in
accordo con le equazioni (5.70,5.71), la trasformazione (5.84) è implementata da:
ϕ (t, x, i)→ ϕ (t, x, i) + 1
σ
√
pi
Λ (t, x, i) , ϕ˜ (t, x, i)→ ϕ˜ (t, x, i) (5.86)
dove σ deve soddisfare la richiesta (5.72). Di conseguenza, aﬃnchè la corrente
bosonizzata jν (5.77) sia invariante di gauge, deve valere:
jν (t, x, i) =
√
pi∂νϕ (t, x, i) +
1
σ
Aν (t, x, i) (5.87)
I commutatori fra correnti possono essere calcolati usando la deﬁnizione del campo
scalare (5.4); poichè la matrice S è reale, simmetrica ed indipendente dall'impulso
per le ipotesi di invarianza di scala ed invarianza per inversione temporale, si
ottengono le seguenti relazioni:
[jx (τ, y, j) , jx (t, x, i)] = pi [∂yϕ (τ, y, j) , ∂xϕ (t, x, i)] =
=
ipi
2
(
δji δ
′ (τ − t− y + x) + δji δ′ (τ − t+ y − x)
)
+
+
ipi
2
(
−Sji δ′ (τ − t− y − x)− Sji δ′ (τ − t+ y + x)
)
(5.88)
[jt (τ, y, j) , jx (t, x, i)] = pi [∂τϕ (τ, y, j) , ∂xϕ (t, x, i)] =
=
ipi
2
(
−δji δ′ (τ − t− y + x) + δji δ′ (τ − t+ y − x)
)
+
+
ipi
2
(
Sji δ
′ (τ − t− y − x)− Sji δ′ (τ − t+ y + x)
)
(5.89)
Per una corretta descrizione della dinamica del sistema possiamo adottare la
densità di Lagrangiana nel bulk:
L (ϕ,Aν) = 12
[
∂νϕ∂νϕ+
2
σ
√
pi
∂νϕAν +
1
σ2pi
AνAν
]
(t, x, i) (5.90)
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per ogni x > 0 e i = 1...n. L'azione I risulta deﬁnita da:
I (ϕ,Aν) =
n∑
i=1
+∞∫
−∞
dt
∞∫
0
dxL (t, x, i) +
+∞∫
−∞
dtLV (t) (5.91)
dove LV è un termine di vertice analogo a (3.25). Variando l'azione I rispetto al
campo ϕ otteniamo:
∂ν ∂νϕ (t, x, i) +
1
σ
√
pi
∂νAν (t, x, i) = 0 (5.92)
che costituisce esattamente la legge locale di conservazione per la corrente (5.87).
Per determinare la risposta lineare della corrente jν consideriamo l'Hamiltoniana
di interazione associata all'azione I:
Hint (t) =
n∑
i=1
∞∫
0
dx
[
− 1
σ
√
pi
∂νϕAν − 1
σ2pi
AνAν
]
(t, x, i) (5.93)
Il valore di aspettazione della corrente 〈jx (t, x, i)〉Aν in presenza del campo clas-
sico Aν si ottiene considerando il seguente termine lineare in Hint (teoria delle
perturbazioni al primo ordine):
〈jx (t, x, i)〉Aν = 〈jx (t, x, i)〉+ i
t∫
−∞
dτ 〈[Hint (τ) , jx (t, x, i)]〉 (5.94)
Sostituendo al suo interno le equazioni (5.87) e (5.93) si ha:
〈jx (t, x, i)〉Aν =
1
σ
Ax (t, x, i)+
+
i
σ
n∑
j=1
t∫
−∞
dτ
∞∫
0
dy {Ax (τ, y, j) 〈[∂yϕ (τ, y, j) , ∂xϕ (t, x, i)]〉+
− At (τ, y, j) 〈[∂τϕ (τ, y, j) , ∂xϕ (t, x, i)]〉} (5.95)
Per procedere nel calcolo sostituiamo il valore dei commutatori (5.88,5.89) e im-
poniamo che il campo Aν si annulli ovunque per t → −∞; l'equazione (5.95)
risulta:
〈jx (t, x, i)〉Aν =
1
σ
Ax (t, x, i)− 12σ
n∑
j=1
[
δji + S
j
i
]
Ax (0, t− x, j)+
+
1
2σ
n∑
j=1
t∫
−∞
dτ
∞∫
0
dy [∂tAt (τ, y, j)− ∂yAx (τ, y, j)] ·
·
[
δ (τ − t− y + x) δji − δ (τ − t+ y − x) δji + Sji δ (τ − t+ y + x)
]
(5.96)
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A questo punto possiamo imporre un'adeguata scelta per la gauge; si nota che la
gauge di Lorentz deﬁnita da:
∂tAt − ∂xAx = 0 (5.97)
risulta particolarmente comoda poichè l'integrando nell'equazione (5.96) si annulla
lasciando esclusivamente i primi termini in Ax. Usando questa scelta di gauge cal-
coliamo il valore d'aspettazione della corrente in prossimità del vertice imponendo
x = 0:
〈jx (t, 0, i)〉Aν =
1
2σ
n∑
j=1
[
δji − Sji
]
Ax (0, t, j) (5.98)
Tale valore è identico a ciò che è stato ottenuto in [17] utilizzando la gauge di
Weyl (At = 0) ed imponendo che il campo elettrico fosse uniforme su ciascun ramo
(∂xAx = 0). Di fatto queste condizioni sono un caso particolare della gauge di
Lorentz da noi scelta e, pertanto, il risultato che abbiamo ottenuto può essere
considerato una generalizzazione di quanto riportato in [17].
E' estremamente importante notare che la matrice S che appare in (5.98) non
è la matrice di scattering del campo fermionico ψ bensì quella per il campo scalare
ϕ. Di conseguenza l'interpretazione ﬁsica delle equazioni (5.96) e (5.98) non è
immediatamente riconducibile alle probabilità di trasmissione dei fermioni da un
lato all'altro; nel prossimo capitolo confronteremo questo risultato basato sulla
tecnica della bosonizzazione con ciò che si ottiene considerando il campo di Dirac
e la sua matrice di scattering. Vedremo inoltre che sarà possibile introdurre un
paragone fra i valori di aspettazione ottenuti per la corrente sul grafo a stella e la
teoria dello scattering di Landauer - Büttiker [25].
Possiamo ora deﬁnire la conducibilità Gji del grafo che lega il valore di aspet-
tazione delle correnti uscenti dal vertice jx (t, 0, i) al valore del campo sul lato j,
Ax (0, t, j):
Gji =
1
2σ
(
δji − Sji
)
= Gline
(
δji − Sji
)
(5.99)
dove indichiamo con Gline la conducibilità che si ottiene sostituendo al grafo a
stella una singola retta senza impurità:
Gline =
1
2σ
(5.100)
Vedremo nel capitolo successivo che Gline può essere associato al quanto di
conduttanza 2e2/h. Osserviamo che, grazie alla condizione (5.17), si ottiene:
n∑
j=1
Gji = 0 (5.101)
il che garantisce la validità della legge di Kirchhoﬀ per jx (t, 0, i). Nel caso inva-
riante di scala il valore di Sji è reale e può essere sia positivo che negativo dando
origine a fenomeni di incremento (Sji > 0) o decremento (S
j
i < 0) della conducibi-
lità che si avrebbe in assenza del vertice; in particolare l'unitarietà della matrice
S comporta il limite |Sji | < 1, il che implica:
0 ≤ Gji ≤ 2Gline (5.102)
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dove abbiamo imposto che σ e, di conseguenza, Gline siano positivi. Un altro
vincolo soddisfatto dagli elementi diagonali di G è dato dall'equazione (4.16):
TrG = 2pGline (5.103)
dove p è il rango della matrice A che caratterizza le condizioni al bordo per il
campo scalare (2.6).
E' interessante analizzare qualche esempio. Per i punti critici dati dalle
condizioni al bordo libere (2.25) gli elementi fuori diagonale della conducibilità
risultano:
Gji = −
2
n
Gline → 0 per n→∞ (5.104)
e la conducibilità da i a j risulta depressa per ogni n ≥ 3; al contrario per i termini
diagonali si ha:
Gii = 2
(
1− 1
n
)
Gline → 2Gline per n→∞ (5.105)
e si veriﬁca un fenomeno di incremento della conducibilità per n ≥ 3; questo
potenziamento della conducibilità in presenza del vertice è stato evidenziato per la
prima volta in [26] dove gli autori lo interpretano come un fenomeno di riﬂessione
di Andreev [29], il che suggerisce la possibilità di descrivere, mediante la tecnica
di bosonizzazione che abbiamo illustrato, fenomeni di scattering che coinvolgano
interazioni con elementi superconduttivi.
Esaminiamo il caso di grafo con n = 3 i cui punti critici sono stati classiﬁcati
nella sezione 4.2.3; nel punto stabile (4.23) i tre lati hanno la stessa conducibilità
diagonale incrementata secondo la formula (5.105):
G11 = G
2
2 = G
3
3 =
4
3
Gline (5.106)
La situazione è però diversa per la famiglia di punti critici ad un parametro
descritta da (4.25); in questo caso l'equazione (5.103) diviene:
G11(α) +G
2
2(α) +G
3
3(α) = 2Gline (5.107)
Riportiamo di seguito i graﬁci che illustrano gli elementi diagonali della conducibili-
tà in funzione del parametro α; la conducibilità è rappresentata ponendo Gline = 1:
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Figura 5.1: Conducibilità G11(α)
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Figura 5.2: Conducibilità G22(α)
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Figura 5.3: Conducibilità G33(α)
Si possono notare domini di incremento e di decremento delle conducibilità
diagonali ed esistono punti di minimo per G11 e G
3
3 in cui la conducibilità si annulla,
corrispondenti alla situazione in cui si hanno condizioni al bordo di Neumann su
un lato e di trasporto libero sugli altri; in questo caso, di fatto, il grafo a stella
risulta costituito da un lato isolato rispetto agli altri due che compongono una
retta senza impurità. Osserviamo inﬁne che nel caso n = 3 si ha:
0 ≤ Gii(α)
∣∣
n=3
≤ 4
3
Gline (5.108)
che costituisce un limite più forte rispetto a (5.102).
Risultati analoghi a quelli ottenuti per la corrente vettoriale jµ possono es-
sere ricavati per la corrente assiale j5µ; in questo caso la conducibilità è data
dall'equazione (5.99) mediante la sostituzione Sji 7−→ −Sji .
Possiamo inﬁne paragonare il comportamento dei termini diagonali della con-
ducibilità sui lati del grafo a stella con i risultati ottenuti per la densità di energia
di Casimir (3.58):
εCi (x) = −
Sii
8pix2
Questa relazione suggerisce un legame fra la variazione di conducibilità e l'eﬀetto
Casimir in presenza del vertice. In particolare Gii risulta incrementata quando la
densità di energia di Casimir è positiva (Sii < 0), mentre diminuisce in presenza di
una densità di energia negativa (Sii > 0).
5.6 Parallelismo fra grafo a stella e circuiti elettrici
In questa sezione analizzeremo cosa succede lontano da un punto critico e co-
struiremo un confronto fra la generica conducibilità deﬁnita sul grafo a stella e il
comportamento di alcuni circuiti elettrici.
Quando l'ipotesi di invarianza di scala viene meno, la matrice di scattering S
del campo bosonico non è più necessariamente autoaggiunta: essa risulterà simme-
trica per via dell'invarianza del sistema sotto inversione temporale ma, in genere,
assumerà valori complessi. Consideriamo la componente a frequenza ω di un campo
classico in gauge di Weyl che sia uniforme lungo i lati del grafo:
At (t, x, i) = 0
Ax (t, i) = A˜x (ω, i) eiωt
(5.109)
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Introducendo questo campo nel calcolo della conducibilità ed utilizzando le funzioni
di correlazione del campo bosonico (5.45,5.46) è possibile ottenere:
Gji (ω) = Gline
(
δji − Sji (ω)
)
(5.110)
Questa equazione descrive l'andamento della conducibilità in funzione della fre-
quenza del campo Ax(t, i) e, in questo caso, la matrice di scattering S(ω) è una
matrice complessa, a diﬀerenza di quanto visto prima nel caso invariante di scala.
Il valore della conducibilità Gji non è più esclusivamente `resistivo' ed è signiﬁcativo
indagare quali sono i circuiti elettrici il cui comportamento può essere riprodotto
da un grafo a stella. Ovviamente la conducibilità del grafo a stella Gji è legata al
campo Ax tale che
E = ∂tAx (t, i) = iωA˜x (ω, i)
e non al potenziale scalare V che viene preso in considerazione per i normali cir-
cuiti; ciò nonostante riteniamo sia interessante istituire un parallelo fra Gji ed una
normale conducibilità elettrica e prenderemo a prestito la terminologia e le relazioni
utilizzate nello studio dei consueti circuiti. Da questo confronto risulterà evidente
che non è possibile riprodurre una qualunque impedenza complessa utilizzando un
grafo a stella per via delle caratteristiche della matrice di scattering S(ω) e del suo
andamento in funzione della frequenza che è vincolato alle condizioni al bordo e
all'equazione (2.21).
I circuiti elettrici che prenderemo in considerazione sono costituiti da singole
impedenze complesse poste fra ciascuna coppia dei lati del grafo a stella; il no-
stro obiettivo è di deﬁnire quali sono le condizioni a cui devono sottostare queste
impedenze aﬃnchè la conducibilità del circuito sia riproducibile con un grafo a
stella e, di conseguenza, possa essere espressa nella forma (5.110) in funzione della
matrice di scattering del campo scalare S. Iniziamo la nostra analisi studiando nel
dettaglio il caso più semplice dato da n = 2.
5.6.1 Conducibilità per n = 2
V1
I1
V2
I2
Z ﬀ-
Supponiamo di voler simulare un'impedenza Z utilizzando un grafo a stella a
due lati. Indichiamo con V1 e V2 i potenziali ai capi di questa impedenza; come già
accennato questi potenziali sono in realtà potenziali Ax(t, i = 1) e Ax(t, i = 2) del
tipo (5.109). Indicando con Ij le correnti elettriche entranti −jx(t, x, i) (il segno
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meno è dovuto alla carica dell'elettrone), deﬁniamo l'impedenza Z(ω) in maniera
che valga la relazione:(
I1 = (V1 − V2)Z−1
I2 = (V2 − V1)Z−1
)
=
(
Z−1 −Z−1
−Z−1 Z−1
)(
V1
V2
)
Dalla relazione (5.110)
G =
1
2σ
(I− S)
otteniamo:
S =
1
Z
(
Z − 2σ 2σ
2σ Z − 2σ
)
S† =
1
Z∗
(
Z∗ − 2σ 2σ
2σ Z∗ − 2σ
)
Aﬃnchè S sia unitaria deve valere SS† = I che equivale alla relazione:
2σ
ZZ∗
(Z + Z∗ − 4σ) = 0 ⇒ Re (Z) = 2σ
Quindi la generica forma dell'impedenza Z ottenibile da un grafo di questo tipo è:
Z = 2σ + if
con f reale. Si ha perciò:
S =
1
2σ + if
(
if 2σ
2σ if
)
A titolo d'esempio possiamo scegliere Z nella forma:
Z = 2σ + iωL
e otteniamo:
S =
1
2σ + iωL
(
iωL 2σ
2σ iωL
)
Cerchiamo ora la forma generale di S (k) nel caso in cui si imponga il valore
dell'impedenza Z (ω0) = 2σ+if0 ad una data frequenza ω0. Utilizzando le relazioni
per lo scattering inverso (2.20) otteniamo le seguenti matrici A e B per le condizioni
al bordo:
A =
1
2
(I − S (ω0)) = σG (ω0) = σ
Z (ω0)
(
1 −1
−1 1
)
B = − i
2ω0
(I + S (ω0)) =
−i
ω0Z (ω0)
(
σ + if0 σ
σ σ + if0
)
A queste corrisponde la matrice di scattering:
S(k) = − (A+ ikB)−1 (A+ ikB) = 1
2σω0 + if0k
(
if0k 2σω0
2σω0 if0k
)
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Utilizzando questa matrice S (k) si ottiene il seguente valore della conducibilità:
G (k) =
1
2σ
(I− S) = ω0
2σω0 + if0k
(
1 −1
−1 1
)
che corrisponde ad un'impedenza:
Z (k) = 2σ + if0
k
ω0
costituita da una resistenza ed un'induttanza in serie. Di conseguenza utilizzando
un grafo a due lati è possibile ricostruire un'impedenza che contenga un termine
resistivo 2σ pari alla resistenza di una retta senza impurità e un termine induttivo
qualsiasi.
5.6.2 Ammettenze per n = 3
- ﬀ
?
I1
V1
I2
V2
Z3
I3 V3
Z2 Z1
Figura 5.4: Struttura del circuito a tre impedenze
Consideriamo ora il caso generico di grafo a stella a tre lati (Figura 5.4). Sup-
poniamo di voler simulare un circuito nel quale ciascuna coppia di lati i,j sia
collegata dall'impedenza Zk. Indichiamo con Yi = Z−1i le ammettenze complesse
corrispondenti. La matrice di conducibilità è data da:
G =
1
2σ
(I− S) =
 Y3 + Y2 −Y3 −Y2−Y3 Y3 + Y1 −Y1
−Y2 −Y1 Y1 + Y2

Da cui si ricava la matrice di scattering:
S =
 1− 2σ (Y3 + Y2) 2σY3 2σY22σY3 1− 2σ (Y3 + Y1) 2σY1
2σY2 2σY1 1− 2σ (Y1 + Y2)

La condizione di unitarietà SS† = I impone le seguenti relazioni (fra loro non
indipendenti):
2ReY3 − 4σ |Y3|2 = 2σ (Y2Y ∗3 + Y3Y ∗1 − Y2Y ∗1 )
2ReY2 − 4σ |Y2|2 = 2σ (Y3Y ∗2 + Y2Y ∗1 − Y3Y ∗1 )
2ReY1 − 4σ |Y1|2 = 2σ (Y2Y ∗1 + Y1Y ∗3 − Y2Y ∗3 )
(5.111)
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e
2Re (Yi + Yj) = 2σ
(
|Yi + Yj |2 + |Yi|2 + |Yj |2
)
con i 6= j (5.112)
Queste equazioni costituiscono i vincoli che devono essere soddisfatti aﬃnchè la
conducibilità G possa essere ottenuta mediante un grafo a stella. Analizziamo ora
alcuni esempi.
Caso di tre impedenze con la stessa fase
Possiamo analizzare un caso particolare in cui valga:
Im (Y2Y ∗1 ) = Im (Y2Y
∗
3 ) = Im (Y3Y
∗
1 ) = 0
Per cui le ammettenze Yi hanno tutte la stessa fase e possono essere espresse nella
forma:
Yi = ρieiϕ
con ρi reale (lo imponiamo positivo poichè richiediamo che la parte resistiva sia
positiva). Utilizzando le equazioni (5.112) e sottraendole a due a due si ricava:
cosϕ (ρi − ρj) = 2σ (ρi − ρj) (ρ1 + ρ2 + ρ3) (5.113)
con i, j diversi fra loro. Supponendo che i moduli ρi siano diversi fra loro (il punto
critico (4.23) non rientra in questa descrizione) si ottiene la seguente relazione fra
i moduli:
ρ1 + ρ2 + ρ3 =
cosϕ
2σ
che equivale a:
1
Re (Z1)
+
1
Re (Z2)
+
1
Re (Z3)
=
1
2σ
(5.114)
Questa relazione e la richiesta che le Zi abbiano la stessa fase garantiscono
l'unitarietà di S.
La forma più generale (5.113) vale anche nel caso del punto critico (4.23) a
diﬀerenza della relazione (5.114). In questo caso le ammettenze sono tutte uguali
e dall'equazione (5.112) si ottiene:
ρ =
cosϕ
3σ
e, nel caso reale:
Y =
1
3σ
che corrisponde al punto critico stabile.
Entrambe le equazioni (5.113) e (5.114) sono veriﬁcate dalla famiglia di punti
critici (4.25) nel caso in cui le impedenze soddisﬁno le condizioni:
2σ
Z1
=
α+ 1
1 + α+ α2
,
2σ
Z2
=
α (α+ 1)
1 + α+ α2
,
2σ
Z3
=
−α
1 + α+ α2
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Esempio con tre impedenze identiche
Consideriamo tre impedenze uguali Z = Y −1 = R+ iω0L, dove ω0 è una frequenza
arbitraria. Dalla condizione (5.111) sulle ammettenze si ottiene R = 3σ che ﬁssa
il valore del termine resistivo di ciascuna impedenza. La matrice di scattering per
la frequenza ω0 risulta:
S (ω0) =
1
3σ + iLω0
 −σ + iLω0 2σ 2σ2σ −σ + iLω0 2σ
2σ 2σ −σ + iLω0

Utilizzando questa matrice è possibile deﬁnire le condizioni al bordo per il campo
scalare e, di conseguenza, il valore della matrice di scattering per una generica
frequenza ω. Dall'equazione(2.21) si ottiene:
S (ω) = [(ω + ω0) I+ (ω − ω0)S (ω0)]−1 [(ω − ω0) I+ (ω + ω0)S (ω0)] =
=
1
3σ + iLω
 −σ + iLω 2σ 2σ2σ −σ + iLω 2σ
2σ 2σ −σ + iLω
 (5.115)
S (ω) corrisponde per ogni frequenza al circuito ottenuto con tre impedenze iden-
tiche Z (ω) = 3σ + iLω costituite da una parte resistiva 3σ e da una induttanza
L.
5.6.3 Caso generale a n lati
Vogliamo paragonare il comportamento di un grafo a stella a n lati con quello di
una rete di impedenze caratterizzata da n linee esterne. Supponiamo che ciascuna
coppia (i, j) di linee esterne sia connessa mediante un'ammettenza Yij . In questo
caso la rete di ammettenze sarà deﬁnita dalla matrice simmetrica a diagonale nulla:
0 Y1,2 Y1,3 · · · Y1,n
Y1,2 0 Y2,3 · · · Y2,n
Y1,3 Y2,3
. . .
. . .
...
...
...
. . . 0 Yn−1,n
Y1,n Y2,n · · · Yn−1,n 0

La matrice di conducibilità G corrispondente è:
∑
i Y1,i −Y1,2 −Y1,3 · · · −Y1,n
−Y1,2
∑
i Y2,i −Y2,3 · · · −Y2,n
−Y1,3 −Y2,3 . . . . . .
...
...
...
. . .
∑
i Yn−1,i −Yn−1,n
−Y1,n −Y2,n · · · −Yn−1,n
∑
i Yn,i

dove si considera Yi,i = 0 per ogni i. La matrice di scattering S risulta:
Sji = δ
j
i − 2σGji = δji
(
1−
∑
a
2σY aj
)
+ 2σY ji
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Imponendo l'unitarietà della matrice S si ottiene:
δjk = S
j
i S
†i
k =
(
δji − δji
∑
a
2σY ia + 2σY
j
i
)(
δik − δik
∑
a
2σY ∗ka + 2σY
∗i
k
)
Da cui, sfruttando la simmetria di S:
0 = δkj
[(∑
a
2σY ja
)(∑
b
2σY ∗b,k
)
−
∑
a
2σY ja −
∑
b
2σY ∗jb
]
+
+ 2σY jk
(
1−
∑
b
2σY ∗kb
)
+ 2σY ∗jk
(
1−
∑
a
2σY ja
)
+ 4σ2Y ji Y
∗i
k (5.116)
Questa relazione costituisce la variare di j e k il sistema di vincoli che le am-
mettenze del circuito devono soddisfare aﬃnchè la conducibilità abbia la forma
(5.110)
5.7 Modello di Thirring a massa nulla
La tecnica della bosonizzazione risulta particolarmente utile nella descrizione di
alcuni sistemi interagenti quali il modello di Thirring, che rappresenta una versione
in 1 + 1 dimensioni dell'interazione a quattro fermioni di Fermi. La dinamica del
modello è governata dalle seguenti equazioni del moto:
i (γt∂t − γx∂x)ψ (t, x, i) = λ [γtjt (t, x, i)− γxjx (t, x, i)]ψ (t, x, i) (5.117)
dove λ > 0 è la costante di accoppiamento e jν è la corrente conservata (5.67)
(costruita però con il campo interagente). Consideriamo un sistema invariante di
scala e quantizziamo il campo mediante l'algebra di vertice Vζ (5.43) utilizzando le
relazioni (5.70,5.71) con un generico valore ζ = (σ > 0, τ) che soddisﬁ la relazione
(5.42) al ﬁne di avere la statistica di Fermi. La corrente jν è costruita in maniera
analoga a (5.75) dove, in questo caso, la costante di rinormalizzazione risulta:
Z (x, i; ) = − 
σ2+τ2−1 (2x)στS
i
i
(σ − τ) sin [pi2 (σ2 − τ2)]
La dipendenza dalla posizione della costante di rinormalizzazione non deve sor-
prendere poichè sul grafo a stella le traslazioni e le permutazioni dei lati non
sono simmetrie in generale. Analogamente al caso libero, utilizzando la tecnica di
pointsplitting (5.75), si ottiene anche per il caso interagente la relazione (5.77):
jν (t, x, i) =
√
pi∂νϕ (t, x, i)
L'equazione del moto (5.117) può essere perciò riscritta nella forma:
i (γt∂t − γx∂x)ψ (t, x, i) = λ
√
pi : (γt∂tϕ− γx∂xϕ)ψ (t, x, i) : (5.118)
Usando le relazioni per il campo ψ (5.70,5.71) e la deﬁnizione degli operatori di
vertice (5.35) si veriﬁca che l'equazione (5.118) è soddisfatta se:
τ = −1
2
λ (5.119)
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Da questa relazione e da (5.42) si ricava:
σ =
√
λ2
4
+ (2l + 1) (5.120)
con:
l ∈ Z, l > −λ
2 + 4
8
che assicura σ ∈ R. Analogamente a quanto visto precedentemente (5.73) per
garantire le regole di anticommutazione canonica del campo fermionico è necessario
porre l = 0.
Per derivare la conducibilità dovuta al modello di Thirring è possibile appli-
care lo stesso procedimento della sezione 5.5: si introduce un campo esterno Aν
mediante accoppiamento minimale con il campo interagente ψ e si osserva che le
trasformazioni di gauge locale sono ora implementate dalle relazioni:
ϕ (t, x, i) 7→ ϕ (t, x, i) + 1√
pi(σ+τ)
Λ (t, x, i)
ϕ˜ (t, x, i) 7→ ϕ˜ (t, x, i) (5.121)
Seguendo gli stessi passi per il calcolo della conducibilità nel caso libero, si ottiene:
Gji =
1
2 (σ + τ)
(
δji − Sji
)
(5.122)
Di conseguenza l'interazione nel bulk si traduce nel fattore:
1
2 (σ + τ)
=
1√
λ2 + 4 (2l + 1)− λ
che coincide con (5.100) per λ = 0. Notiamo inﬁne che la densità di lagrangiana
di interazione nel bulk per il modello di Thirring è costituita da:
Lint = −λ2 j
µjµ = −λ2∂
µϕ∂µϕ (5.123)
Questo termine ha dimensione di scala nulla e, una volta posto all'interno della
hamiltoniana eﬃcace (4.3), non altera la trattazione del gruppo di rinormalizza-
zione; di conseguenza la classiﬁcazione dei punti critici del sistema eﬀettuata nel
caso libero rimane valida nel modello di Thirring e le caratteristiche della matrice
di scattering invariante di scala S sono le stesse illustrate nel capitolo precedente.
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Capitolo 6
Campo di Dirac
Nel capitolo precedente abbiamo studiato la propagazione di un campo fermionico
utilizzando la tecnica della bosonizzazione ed esprimendo le correnti e la conduci-
bilità del grafo a stella Γ in funzione del campo scalare ϕ e della sua matrice di
scattering.
Diﬀerentemente da quanto fatto nella sezione 5.4, lo studio delle particelle a
spin 1/2 può però essere aﬀrontato anche utilizzando il convenzionale formalismo
spinoriale a quattro componenti. Ciò consente l'introduzione dei gradi di libertà
di spin e permette di indagare il comportamento nel vertice del campo di Dirac,
che verrà descritto in termini locali con una relazione lineare simile all'equazione
(2.6) e non in termini della corrente come accade per la bosonizzazione (5.81).
La diﬀerenza sostanziale rispetto a quanto fatto ﬁnora è l'introduzione nell'al-
gebra A di operatori di creazione e distruzione delle componenti di `antiparticella'
del campo fermionico (soluzioni ad energia negativa dell'equazione di Dirac) che
verranno indicati con b† e b. Come vedremo ciò ha numerose implicazioni e compor-
ta la necessità di introdurre alcune ipotesi ulteriori sul tipo di interazione puntuale
al vertice del grafo; in particolare la nostra trattazione si limiterà a fenomeni di
scattering in cui le componenti del campo di `particella' e di `antiparticella' non
vengono fra loro mischiate dalla matrice S: questo implica da un lato la neces-
sità di introdurre due diﬀerenti matrici di scattering per le componenti a energia
positiva e negativa, e, dall'altro, limita la nostra trattazione al campo di Dirac
a massa nulla. Quest'ultima è una forte restrizione; occorre però notare che la
nostra teoria rappresenta solo una descrizione fenomenologica della propagazione
di particelle di spin 1/2 in sistemi mesoscopici che possano essere rappresentati
con strutture unidimensionali; ciò è veriﬁcato, per esempio, quando il diametro
dei quantum wires che compongono la struttura in esame risulta molto inferio-
re alla lunghezza di Fermi del sistema in considerazione. In casi come questo è
piuttosto frequente imbattersi in approssimazioni di dispersione lineare basate su
un'analisi del comportamento delle particelle ad impulsi intorno al livello di Fermi
(un esempio tipico è costituito dal grafene). In questa chiave, inoltre, è possibile
interpretare le componenti antiparticellari del campo di Dirac come delle buche e
confrontare i nostri risultati con la teoria dello scattering di LandauerBüttiker (si
vedano per esempio [24, 25]).
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6.1 Operatore di Dirac sul grafo a stella
Il problema dell'equazione di Dirac su un grafo è stato trattato per la prima volta
da Bulla e Trenkler in [27] e successivamente ripreso da Bolte e Harrison [28] alla
luce dell'approccio dato da Kostrykin e Schrader [2] alla teoria dei quantum graphs.
Partendo dall'impostazione data in [28] per la deﬁnizione delle condizioni al
bordo delle funzioni d'onda in presenza di vertici, ci proponiamo di costruire una
teoria canonica per un campo di Dirac che si propaghi sul grafo a stella. Ci
occuperemo dapprima del caso di propagazione libera in maniera analoga a quanto
fatto per il campo scalare nel capitolo 3 e, successivamente, introdurremo un campo
classico esterno Aµ per studiare la conducibilità del grafo in funzione della matrice
di scattering del campo fermionico, confrontando i risultati con quelli ottenuti
precedentemente con la tecnica della bosonizzazione.
L'analisi dell'equazione di Dirac nel caso unidimensionale può essere svolta
sia con spinori bidimensionali che con spinori quadridimensionali del tipo richie-
sto in tre dimensioni. Noi adotteremo questo secondo approccio che permette di
evidenziare meglio le caratteristiche ﬁsiche del sistema, soprattutto per quanto ri-
guarda i gradi di libertà di spin. Dovendo ridurre le dimensioni spaziali da tre a
una possiamo scegliere arbitrariamente una rappresentazione dell'algebra di Dirac
ed utilizzeremo le matrici γt = γ0 e γx = γ2 prese in rappresentazione di Pauli
(analogamente a [28]). La nostra scelta è stata dettata da una maggior comodi-
tà nel descrivere la matrice di scattering e gli spinori, legata, in particolare, alla
somiglianza fra la matrice γ2 e la matrice simplettica J (2.5). In questo modo
l'equazione di Dirac nel bulk (x > 0, j = 1 . . . n) risulta:
(iγt∂t − iγx∂x −m)ψ(t, x, j) = 0 (6.1)
dove, per ora, abbiamo incluso anche il termine di massa e le matrici γ 4× 4 sono
prese in rappresentazione di Pauli:
γt = γt =
(
I 0
0 −I
)
, γx = −γx =
(
0 −σ2
σ2 0
)
, σ2 =
(
0 −i
i 0
)
(6.2)
L'equazione di Dirac può essere anche riscritta nella forma:
i∂tψ (t, x, j) = (iγtγx∂x + γtm)ψ (t, x, j) ≡ Dψ (t, x, j) (6.3)
dove abbiamo deﬁnito l'operatore di Dirac D. All'interno di un generico lato e del
grafo, D è un operatore essenzialmente autoaggiunto avente per dominio H1e ⊗C4
dove H1e indica lo spazio di Sobolev delle funzioni L2(e) le cui derivate prime sono
anch'esse in L2(e).
Ai ﬁni di ottenere delle estensioni autoaggiunte di D sul grafo a stella Γ occorre
speciﬁcare adeguate condizioni al bordo per il vertice in maniera analoga a quanto
fatto nella sezione 2.1. Pertanto consideriamo dapprima l'operatore hermitiano D0
deﬁnito sul dominio:
H0 = ⊕
e∈E
H1,0e ⊗ C4
dove H1,0e indica lo spazio delle funzioni di Sobolev sul lato e tali che si annullano
nel vertice (ψ(x = 0, j) = 0 per ogni lato j).
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L'operatore D0 ha indici di difetto (2n, 2n) che costituiscono la dimensione
degli spazi di difetto:
H± =
{
ψ ∈ ⊕
e∈E
H1e ⊗ C4
/
Dψ ± iψ = 0
}
Pertanto, per la teoria delle estensioni autoaggiunte di Von Neumann, è possibile
parametrizzare tutte le estensioni di D0 con il gruppo U(2n) degli operatori unitari
da H+ a H−. Come vedremo le matrici di scattering delle componenti a energia
positiva del campo risultano esprimibili appunto come matrici unitarie 2n× 2n, il
che suggerisce che esse possano fornire una classiﬁcazione completa delle interazioni
nel vertice in maniera analoga a quanto succede per l'operatore laplaciano [2].
Possiamo ora deﬁnire la forma quadratica antihermitiana Ω sullo spazio
⊕
e∈E
H1e ⊗ C4:
Ω (φ, ψ) ≡ 〈Dφ, ψ〉 − 〈φ,Dψ〉 = −Ω (ψ, φ)∗ (6.4)
dove l'asterisco indica il complesso coniugato. Analogamente a quanto illustra-
to nella sezione 2.1 per l'operatore laplaciano, anche in questo caso le estensioni
autoaggiunte di D0 sono poste in corrispondenza biunivoca con gli spazi isotropi
massimali di Ω. In questo caso Ω può essere riscritta in funzione delle condizioni
al bordo nel seguente modo
Ω (φ, ψ) =
n∑
i=1
φ∗1 (0, i)ψ4 (0, i)− φ∗4 (0, i)ψ1 (0, i)
+ φ∗3 (0, i)ψ2 (0, i)− φ∗2 (0, i)ψ3 (0, i) (6.5)
e, posta in forma simplettica, risulta:
Ω (φ, ψ) = − (φ∗1(0), φ∗2(0),−φ∗4(0), φ∗3(0))
(
0 I2n
−I2n 0
)
ψ1(0)
ψ2(0)
−ψ4(0)
ψ3(0)
 (6.6)
dove ψα(0) è un vettore a n componenti. Si può notare che i termini di massa si
eliminano nell'integrazione per parti eseguita per ottenere (6.5).
Le estensioni autoaggiunte di D0 sono poste in relazione agli spazi isotropi
massimali di Ω che, sfruttando la forma simplettica (6.6) in maniera analoga a
quanto fatto nella sezione 2.1, possono essere descritti dalle condizioni al bordo:
Aij
(
ψ1 (t, 0, j)
ψ2 (t, 0, j)
)
+Bij
( −ψ4 (t, 0, j)
ψ3 (t, 0, j)
)
= 0 (6.7)
dove A e B sono matrici 2n× 2n che soddisfano la condizione di autoaggiunzione
(2.7) e tali che la matrice 2n × 4n (A,B) abbia rango 2n (condizione di rango
massimo). Le condizioni al bordo per il campo fermionico legano perciò le quat-
tro componenti degli spinori e non coinvolgono derivate delle funzioni d'onda in
quanto l'operatore di Dirac è un operatore del primo ordine. Queste condizioni
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selezionano gli spazi isotropi massimali di Ω e perciò garantiscono che l'operatore
D sia autoaggiunto sul grafo a stella; come vedremo Ω (ψ,ψ) indica la somma delle
correnti elettriche uscenti dal vertice e, di conseguenza, l'equazione (6.7) seleziona
funzioni d'onda tali che la legge di Kirchhoﬀ per la corrente elettrica sia veriﬁcata.
Analogamente al caso scalare l'equazione (6.7) può essere convenientemente
riscritta in notazione di Harmer in funzione di una generica matrice 2n×2n unitaria
U :
(I2n − U)ij
(
ψ1 (t, 0, j)
ψ2 (t, 0, j)
)
+ i (I2n + U)ij
( −ψ4 (t, 0, j)
ψ3 (t, 0, j)
)
= 0 (6.8)
dove gli indici j si intendono sommati. Questa notazione ci permetterà di esprimere
in maniera immediata la matrice di scattering nel caso di massa nulla.
6.2 Matrice di scattering
Al ﬁne di indagare l'interazione presente al vertice del grafo a stella Γ è utile deﬁnire
quali sono le autofunzioni dell'operatore di Dirac e come possono essere espresse
in termini della matrice di scattering. Innanzitutto sappiamo che, sviluppando
in onde piane il campo ψ, si ottengono soluzioni dell'equazione (6.1) a energia
positiva e negativa (che indicheremo come particelle e antiparticelle) che possono
essere descritte rispettivamente mediante l'utilizzo dei seguenti spinori:
ur (k) =
√
ω +m
 urkσ2
ω +m
ur
 vr (k) = √ω +m
 kσ2ω +mvr
vr
 (6.9)
dove ω è deﬁnita dalla dispersione relativistica (3.28), σ2 è la matrice di Pauli
(6.2), {ur} e {vr} costituiscono due distinte basi ortonormali di R2, e r = 0, 1
rappresenta l'indice di spin. Nel caso di massa nulla gli spinori ur e vr assumono
la forma:
ur (k) =
√
|k|
(
ur
ε (k)σ2ur
)
vr (k) =
√
|k|
(
ε (k)σ2vr
vr
)
(6.10)
dove ε indica la funzione segno. Gli spinori così deﬁniti soddisfano inoltre la
relazione di ortogonalità:
u†r (k)us (k) = v
†
r (k)vs (k) = 2ωδrs (6.11)
Consideriamo ora il comportamento al vertice, il nostro obiettivo è deﬁnire delle
adeguate matrici di scattering per le diverse componenti del campo. Per sempli-
ﬁcare la nostra trattazione imponiamo la seguente ipotesi sul tipo di interazione
al vertice: supponiamo che lo scattering non possa mischiare termini a energia
positiva e negativa del campo.
Questa richiesta è estremamente importante ed esclude dalla nostra trattazione
processi quali la riﬂessione di Andreev, che si otterrebbe in presenza di impurità
superconduttive nelle quali il gap nella legge di dispersione delle particelle impli-
ca la possibilità di ottenere la riﬂessione di buche, pur avendo onde entranti di
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particelle [29]. Questo suggerisce un legame fra la massa e la possibilità di avere
scattering da particelle ad antiparticelle che potrebbe fornire alcune indicazioni
sulla necessità di imporre che la massa sia nulla aﬃnchè siano veriﬁcate le regole
di anticommutazione canonica del campo di Dirac.
Data la precedente ipotesi si ottengono due diﬀerenti matrici di scattering per
particelle, che indicheremo con Su, e per antiparticelle, Sv; tali matrici possono
essere deﬁnite partendo da due distinti tipi di autofunzione dell'operatore di Dirac:
χij (k, x) = δije−iωt+ikxu (k) + Su,ij (−k) e−iωt−ikxu (−k) (6.12)
ζij (k, x) = δijeiωt+ikxv (−k) + Sv,ij (k) eiωt−ikxv (k) (6.13)
dove le funzioni χ e ζ si riferiscono rispettivamente a particelle ed antiparticelle, e
il generico elemento di matrice Sij indica l'ampiezza di trasmissione dal lato j al
lato i. Le matrici S sono di dimensione 4n× 4n e riguardano tutte le componenti
degli spinori; occorre però considerare che queste componenti non sono fra loro
indipendenti ma risultano vincolate dall'equazione di Dirac e devono essere pro-
porzionali agli spinori (6.9). Per deﬁnire l'interazione al vertice è perciò suﬃciente
utilizzare le matrici di scattering 2n× 2n Su e Sv tali che:
χ˜ij (k, x) = δije−iωt+ikxu˜ (k) + Su,ij (−k) e−iωt−ikxu˜ (−k) (6.14)
ζ˜ij (k, x) = δijeiωt+ikxv˜ (−k) + Sv,ij (k) eiωt−ikxv˜ (k) (6.15)
dove abbiamo deﬁnito gli spinori a due componenti:
u˜ (k) =
(
u (k)1
u (k)2
)
v˜ (k) =
( −v (k)4
v (k)3
)
Possiamo perciò riscrivere le condizioni al bordo (6.7) per le funzioni (6.12) nella
seguente forma:
Aδij u˜ (k)−Biku˜ (k)
ω +m
+ASu,ij (−k) u˜ (k) +BSu,ij (−k) iku˜ (k)
ω +m
= 0
−Aδij ikv˜ (k)
ω +m
+Bδij v˜ (k) +ASv,ij (k)
ikv˜ (k)
ω +m
+BSv,ij (k) v˜ (k) = 0
Da cui si ricavano le matrici di scattering
Su (k) = −
(
A− ik
ω +m
B
)−1(
A+
ik
ω +m
B
)
(6.16)
Sv (k) = −
(
ik
ω +m
A+B
)−1(
− ik
ω +m
A+B
)
(6.17)
che, nel limite di massa nulla, risultano:
Su (k) = − (A− iε (k)B)−1 (A+ iε (k)B) (6.18)
Sv (k) = (A− iε (k)B)−1 (A+ iε (k)B) (6.19)
In questo caso vale quindi:
Su(k) = −Sv(k) ≡ S(k) (6.20)
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che lega le matrici di scattering per particelle ed antiparticelle per m = 0 e ci
consente di deﬁnire quella che in seguito indicheremo con matrice S. Occorre
notare che le matrici di scattering (6.16,6.17) e (6.18,6.19) risultano ben deﬁnite
in quanto le matrici
A− ik
ω +m
B e
ik
ω +m
A+B
risultano invertibili grazie alle condizioni di autoaggiunzione e rango massimo sulle
matrici A e B (in maniera analoga a quanto descritto per il caso scalare con la
proposizione 2). Inoltre tutte le matrici di scattering soddisfano le condizioni di
unitarietà (2.18) e di analiticità hermitiana (2.19):
S†u/v (k) = S
−1
u/v (k) = Su/v (−k) (6.21)
Per quanto riguarda il caso a massa nulla, inoltre, possiamo osservare che la matrice
S dipende esclusivamente dal segno di k e può perciò essere riscritta nella forma:
S (k) = θ (k)U + θ (−k)U † (6.22)
dove θ è la funzione a scalino e U = S(k > 0) è una matrice unitaria.
Analogamente a quanto fatto per il caso scalare è possibile deﬁnire delle relazio-
ni di scattering inverso: la matrice S(k0) deﬁnisce completamente l'interazione nel
vertice ed è possibile identiﬁcare una coppia di matrici (A,B) in grado di deﬁnire
le condizioni al bordo (6.7) (ricordiamo che le stesse condizioni al bordo sono de-
scritte da una classe di equivalenza di matrici (A,B) come illustrato nella sezione
2.3.2):
A =
1
2
(I− S (k0)) B = i2ε (k0) (I+ S (k0)) (6.23)
il che giustiﬁca la notazione di Harmer (6.8).
A titolo di esempio consideriamo il caso a massa nulla di una semiretta nella
quale l'estremo inverte l'indice di spin delle particelle entranti:
χ (x) = eiqx

1
0
0
i
+ e−iqx

0
1
i
0
 q > 0
Si ha:
S (−q) =
(
0 −1
1 0
)
e le condizioni al bordo in x = 0 sono date dalle matrici:
A =
1
2
(I− S (−q)) = 1
2
(
1 1
−1 1
)
B = − i
2
(I+ S (−q)) = 1
2
( −i i
−i −i
)
che soddisfano la condizione di autoaggiunzione e di rango massimo.
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6.3 Approccio algebrico e deﬁnizione del campo
Analogamente a quanto visto per il campo scalare, è possibile codiﬁcare l'infor-
mazione relativa all'interazione sul vertice all'interno dell'algebra A di riﬂessione
e trasmissione. A è un'algebra associativa generata dagli operatori di creazione e
annichilazione di particelle e antiparticelle{
ai,r (k) , a
†
i,r (k) , bi,r (k) , b
†
i,r (k)
}
, k ∈ R, i = 1 . . . n (6.24)
dove r costituisce l'indice di spin.
Aﬃnchè questi operatori forniscano una base completa per l'algebra delle osser-
vabili supporremo che il sistema in esame non possieda stati legati, il che equivale
a dire che le matrici Su(k) e Sv(k) siano ben deﬁnite rispettivamente nei semipiani
superiore ed inferiore del piano complesso.
Il nostro obiettivo è di utilizzare A per deﬁnire il campo di Dirac e le principali
osservabili ﬁsiche; a tal ﬁne è però necessario imporre l'ipotesi che la massa sia
nulla: solo per un campo a massa nulla, infatti, possiamo ottenere le regole di
anticommutazione canonica per il campo di Dirac (6.30) una volta stabilita l'ipotesi
che le componenti a energia negativa e positiva non vengano mischiate dal processo
di scattering. Possiamo notare inoltre che nel caso di massa nulla non possono
esserci stati legati e la matrice S deﬁnita in (6.20) risulta analitica per ogni k 6= 0.
Per deﬁnire A imponiamo che i suoi generatori soddisﬁno le seguenti relazioni
di anticommutazione:{
ar,i (k) , a
†
s,j (p)
}
= 2piδrs [δijδ (k − p) + Sij (k) δ (k + p)] I (6.25){
br,i (k) , b
†
s,j (p)
}
= 2piδrs
[
δijδ (k − p)− STij (k) δ (k + p)
]
I (6.26)
dove l'apice T indica la matrice trasposta e tutti gli altri anticommutatori si an-
nullano. La relazione (6.20) implica un diverso comportamento degli operatori di
particella ed antiparticella che, ovviamente, appaiono in maniera diﬀerente all'in-
terno del campo fermionico. Per una corretta deﬁnizione di A è inoltre necessario
imporre i seguenti vincoli:
ar,i (−k) = Sij (−k) ar,j (k) , a†r,i (−k) = a†r,j (k)Sji (k) (6.27)
br,i(−k) = −br,j(k)Sji(−k) , b†r,i(−k) = −Sij(k)b†r,j(k) (6.28)
che legano componenti a impulsi positivi e negativi in maniera analoga a (3.13);
anche in questo caso osserviamo però un comportamento diverso per gli operatori
di particella e antiparticella.
Possiamo ora introdurre il campo di Dirac, soluzione a massa nulla (ω = |k|)
dell'equazione (6.1):
ψ (t, x, i) =
∑
r
+∞∫
−∞
dk
2pi
√
2ω
[
e−iωt+ikxar,i (k)ur (k) + eiωt−ikxb
†
r,i (−k)vr (k)
]
(6.29)
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dove gli spinori u e v sono deﬁniti in (6.10). Utilizzando le relazione di anticom-
mutazione (6.25,6.26), le proprietà della matrice S a massa nulla (6.21,6.22) e la
deﬁnizione degli spinori (6.10) si veriﬁca che il campo di Dirac (6.29) soddisfa le
regole di anticommutazione canonica a tempi uguali:{
ψα (t, x, i) , ψ
†
β (t, y, j)
}
= δαβδijδ (x− y) (6.30)
dove α e β indicano la componente dello spinore. E' appunto per garantire la
validità di questa relazione che, nel nostro modello, dobbiamo considerare l'ipotesi
m = 0. Nel caso questa venisse meno non varrebbero più le relazioni (6.25,6.26)
necessarie al calcolo di questo anticommutatore. Non escludiamo che la nostra
deﬁnizione di campo possa essere estesa al caso di m 6= 0 considerando anche
possibili interazioni fra particelle ed antiparticelle che comporterebbero una strut-
tura profondamente diversa dell'algebra A e delle autofunzioni (6.12,6.13); inoltre,
introducendo la massa, sarebbe necessario completare l'algebra con operatori di
creazione e distruzione per gli stati legati i cui contributi annullerebbero i residui
ai poli della matrice di scattering.
6.4 Evoluzione temporale e leggi di conservazione
Analogamente al caso scalare possiamo costruire un'azione in funzione del campo
di Dirac ψ che generi l'evoluzione temporale (6.1) e le condizioni al bordo (6.7).
L'azione I può essere espressa come somma dell'azione nel bulk I0 e del termine
di bordo IB:
I0 =
∑
i
1
2
∞∫
0
dx
[
ψ¯ (iγt∂t − iγx∂x)ψ
]
(t, x, i) + h.c. (6.31)
dove ψ¯ = ψ†γt indica il campo Diracconiugato;
IB = −12 ψ¯ (t, 0, i)
( (
B−1A
)
ij
0
0 − (JA−1BJ)
ij
)
ψ (t, 0, j) (6.32)
dove le matrici A−1 e B−1 si intendono proiettate sugli spazi immagine di A e B
nel caso queste non fossero invertibili e la matrice simplettica J su C2n è deﬁnita
in (2.5).
Il campo di Dirac generato da questa azione è caratterizzato da un'evoluzione
libera lungo i lati del grafo a stella (6.1) e soddisfa le condizioni al bordo (6.7) che
sono invarianti per traslazione temporale; è possibile perciò deﬁnire una corrente
d'energia conservata θtν = (θtt, θtx) tale che:
∂tθ
tt (t, x, i) + ∂xθtx (t, x, i) = 0, ∀t ∈ R, x > 0 (6.33)
dove:
θtt (t, x, i) =
i
2
:
[
ψ† (∂tψ)−
(
∂tψ
†
)
ψ
]
: (t, x, i) (6.34)
θtx (t, x, i) = − i
2
:
[
ψ† (∂xψ)−
(
∂xψ
†
)
ψ
]
: (t, x, i) (6.35)
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con : . . . : indicante il prodotto normale rispetto all'algebra A; si nota che l'e-
quazione (6.33) è veriﬁcata in quanto le singole componenti del campo di Dirac
soddisfano l'equazione di KleinGordon.
Mediante la deﬁnizione di θtt e quella del campo (6.29) possiamo scrivere
l'Hamiltoniana del sistema H:
H =
n∑
i=1
∞∫
0
dx θtt (t, x, i) =
∑
i,r
∞∫
0
dk
2pi
ω
(
a†r,i (k) ar,i (k) + b
†
r,i (k) br,i (k)
)
(6.36)
dove abbiamo utilizzato l'ipotesi m = 0. Questa Hamiltoniana è composta da
termini distinti per particelle ed antiparticelle e per ciascun indice di spin; essa ri-
sulta indipendente dal tempo e genera l'evoluzione temporale del sistema in quanto
valgono le relazioni:[
H, a†r,i (k)
]
= |k| a†r,i (k) , [H, ar,i (k)] = − |k| ar,i (k) (6.37)
ed analoghe relazione per gli operatori b. Da queste si ottiene:
eiHτψα (t, x, i) e−iHτ = ψα (t+ τ, x, i) (6.38)
che deﬁnisce l'evoluzione del campo. Inﬁne, come abbiamo visto nel capitolo
precedente, alla legge di conservazione dell'energia corrisponde la relazione di
Kirchhoﬀ:
n∑
i=1
θtx (t, 0, i) = 0 (6.39)
La lagrangiana del sistema è invariante anche per trasformazioni di gauge
globale del tipo:
ψ (t, x, i)→ eiρψ (t, x, i) (6.40)
A questa simmetria possiamo associare tramite il teorema di Noether la corrente
elettrica jν = (jt, jx):
jν (t, x, i) =: ψ¯γνψ : (t, x, i) , ν = t, x (6.41)
Questa corrente è conservata localmente:
∂tjt (t, x, i)− ∂xjx (t, x, i) = 0, ∀t ∈ R, x > 0 (6.42)
e possiamo notare che la legge di Kirchhoﬀ (5.12)
n∑
i=1
jx (t, 0, i) = iΩ (ψ,ψ) = 0
è soddisfatta in quanto le condizioni al bordo (6.7) implicano che il campo ψ
appartiene ad un spazio isostropo di Ω (6.4). Analogamente al caso scalare quin-
di le condizioni di autoaggiunzione dell'operatore di evoluzione temporale sono
direttamente collegate alla conservazione della carica elettrica:
Q =
∑
i
∞∫
0
dxjt (t, x, i) =
∑
r=0,1
∞∫
0
dk
2pi
(
a†r,i (k) ar,i (k)− b†r,i (k) br,i (k)
)
(6.43)
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che genera le trasformazioni globali di gauge:
[Q,ψ(t, x, i)] = −ψ(t, x, i) (6.44)
Tale carica è indipendente dal tempo e si possono distinguere al suo interno i
contributi di particelle ed antiparticelle per ogni componente di spin.
Utilizzando la deﬁnizione del campo (6.29) è possibile riscrivere la corrente
elettrica jx nella forma esplicita:
jx (t, x, i) = −
∑
r
+∞∫
−∞
dkdq
8pi2
(ε (k) + ε (q)) ·
·
[
a†r,i (q) ar,i (k) e
i(q−k)x − b†r,i (−k) br,i (−q) ei(k−q)x
]
+
−
∑
r,s
+∞∫
−∞
dkdq
8pi2
(1 + ε (k) ε (q))
[
a†s,i (q) b
†
r,i (−k)usσ2vrei(k+q)x
]
+
−
∑
r,s
+∞∫
−∞
dkdq
8pi2
(1 + ε (k) ε (q))
[
bs,i (−q) ar,i (k) vsσ2ure−i(k+q)x
]
(6.45)
dove i prodotti agli esponenti vanno intesi nello spazio in due dimensioni di
Minkowski (kx→ ωt−kx) e sono state utilizzate le deﬁnizioni degli spinori (6.10).
Riportiamo inﬁne un'ultima corrente caratteristica del sistema, la corrente di
spin Σν :
Σt (t, x, i) = : ψ†
(
σ2 0
0 σ2
)
ψ : (t, x, i) (6.46)
Σx (t, x, i) = : ψ†
(
0 I
I 0
)
ψ : (t, x, i) (6.47)
che soddisfa la legge di conservazione ∂νΣν (t, x, i) = 0 e la legge di Kirchhoﬀ
al vertice. Notiamo infatti che, a diﬀerenza del caso tridimensionale, nel caso
unidimensionale di un grafo non si hanno ulteriori termini di momento angolare
oltre a quelli di spin.
6.5 Osservabili e rappresentazioni
Al ﬁne di studiare le osservabili ﬁsiche del sistema è necessario introdurre delle
rappresentazioni dell'algebra A; seguendo quanto fatto per il campo scalare adot-
teremo la rappresentazione di Fock F (A) e la rappresentazione di Gibbs G (A) a
temperatura inversa β e potenziale chimico µ, che permette di descrivere il sistema
in una situazione di equilibrio termodinamico.
Il teorema di Wick consente di valutare le osservabili attraverso le funzioni a
due punti degli operatori di creazione e distruzione; quindi è suﬃciente dare una
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rappresentazione di queste ultime per deﬁnire la rappresentazione di A. Calco-
liamo dapprima il loro valore in rappresentazione di Fock F (A): in questo caso
gli operatori ar,i e br,i annichilano il vuoto e dalle regole di anticommutazione
(6.25,6.26) otteniamo:〈
ar,i (k) a
†
s,j
(
k′
)〉
= 2piδrs
[
δijδ
(
k − k′)+ Sij (k) δ (k + k′)] (6.48)〈
br,i (k) b
†
s,j
(
k′
)〉
= 2piδrs
[
δijδ
(
k − k′)− STij (k) δ (k + k′)] (6.49)
e tutte le altre funzioni caratterizzate da operatori di distruzione che agiscono sullo
stato di Fock svaniscono, così come tutti i correlatori misti di operatori a e b.
Per quanto riguarda la rappresentazione di Gibbs, essa può essere deﬁnita
utilizzando la condizione KMS (3.32) [32] e le funzioni a due punti risultano:〈
ar,i (k) a
†
s,j
(
k′
)〉
β,µ
=
2piδrs
e−β(ω−µ) + 1
[
δijδ
(
k − k′)+ Sij (k) δ (k + k′)]〈
a†r,i (k) as,j
(
k′
)〉
β,µ
=
2piδrs
eβ(ω−µ) + 1
[
δijδ
(
k − k′)+ STij (k) δ (k + k′)]〈
br,i (k) b
†
s,j
(
k′
)〉
β,µ
=
2piδrs
e−β(ω+µ) + 1
[
δijδ
(
k − k′)− STij (k) δ (k + k′)]〈
b†r,i (k) bs,j
(
k′
)〉
β,µ
=
2piδrs
eβ(ω+µ) + 1
[
δijδ
(
k − k′)− Sij (k) δ (k + k′)]
(6.50)
e tutte le altre funzioni a due punti si annullano. Notiamo che è necessario inver-
tire il segno del potenziale chimico per i termini di antiparticella in quanto esso è
canonicamente coniugato alla carica Q (6.43). In queste funzioni possiamo distin-
guere due termini legati al contributo libero e a quello di scattering moltiplicati
per i fattori tipici dati dalla distribuzione di Fermi.
Utilizzando queste formule è possibile ottenere il valore delle funzioni a due
punti per il campo di Dirac ed i valori di aspettazione di tutte le osservabili; consi-
deriamo, per esempio, la densità di energia del campo θtt (6.34): nel caso di rappre-
sentazione di Fock il suo valore di aspettazione è nullo, invece in rappresentazione
di Gibbs si ottiene
〈θtt (t, x, i)〉β,µ =
pi
3β2
+
µ2
pi
(6.51)
dove abbiamo sommato sui gradi di libertà di spin. In questo valore d'aspetta-
zione possiamo riconoscere un primo termine il cui andamento in funzione della
temperatura T 2 è tipico della legge di StefanBoltzmann in una dimensione ed un
secondo termine dipendente dalla distribuzione di Fermi a potenziale chimico µ. A
diﬀerenza del campo scalare, non si hanno eﬀetti dovuti allo scattering e non vi è
alcun contributo di tipo Casimir. Per quanto riguarda invece il valore di aspetta-
zione della corrente θtx (6.35), esso risulta nullo per ogni valore della temperatura
e del potenziale chimico.
Anche il valore d'aspettazione della corrente di spin Σν (6.46,6.47) risulta nullo
in rappresentazione di Gibbs; al contrario la densità di carica jt assume il seguente
valore, indipendente dalla temperatura, in funzione del potenziale chimico µ:
〈jt (t, x, i)〉β,µ =
2µ
pi
(6.52)
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dove abbiamo eﬀettuato la somma sugli indici di spin.
6.5.1 Confronto con la teoria di LandauerBüttiker
La corrente elettrica jx (6.41,6.45) merita una trattazione a parte in quanto ci
consente di trarre alcune prime conclusioni sulla conducibilità del grafo a stel-
la ricorrendo al confronto con la teoria dello scattering di LandauerBüttiker (si
vedano per esempio [24, 25]).
Sia in rappresentazione di Fock sia in rappresentazione di Gibbs il valore di
aspettazione della corrente elettrica jx risulta nullo: i termini contenenti le funzio-
ni a due punti di tipo
〈
a†a
〉
e
〈
b†b
〉
si annullano poichè risultano dispari nell'in-
tegrazione in k, gli altri termini invece sono caratterizzati da funzioni a due punti
nulle.
Possiamo però abbandonare l'ipotesi di equilibrio termodinamico fornita dalla
rappresentazione di Gibbs e seguire l'approccio di Landauer e Büttiker supponendo
che ciascun lato del nostro grafo sia collegato con un reservoir esterno caratterizzato
da un potenziale chimico µi. Queste sorgenti esterne consentono di mantenere il
grafo a stella in una situazione fuori equilibrio (potenziali chimici diﬀerenti) e
possono essere considerati come delle sorti di `corpi neri' per gli elettroni, in grado
di assorbire totalmente ogni particella uscente dal grafo ma di emettere particelle
entranti esclusivamente con la distribuzione dettata dal potenziale chimico µi che
quindi risulta diﬀerente su ogni lato. Per questo è necessario distinguere i valori
delle funzioni a due punti per impulsi positivi e negativi; solo le onde entranti sono
di fatto all'equilibrio chimico mentre le componenti uscenti possono essere espresse
in funzione della matrice di scattering; in particolare le funzioni a due punti di
operatori sullo stesso lato risultano:
〈
a†r,i (k) ar,i (k)
〉
=

1
1 + eβ(ω−µi)
per k > 0
n∑
j=1
|Sij (k)|2 1
1 + eβ(ω−µj)
per k < 0
(6.53)
e, analogamente per le antiparticelle:
〈
b†r,i (−k) br,i (−k)
〉
=

1
1 + eβ(ω+µi)
per k > 0
n∑
j=1
|Sij (k)|2 1
1 + eβ(ω+µj)
per k < 0
(6.54)
Queste relazioni costituiscono la traduzione dell'approccio di LandauerBüttiker
nel nostro formalismo: mediante le equazioni (6.27,6.28) è infatti possibile deﬁnire
gli operatori per le particelle uscenti (k < 0) in funzione di quelli per particelle
entranti (k > 0); nell'ipotesi di non equilibrio di LandauerBüttiker le particelle
immesse in ogni lato dai reservoirs esterni possiedono la distribuzione di Fermi
caratterizzata dai potenziali chimici diﬀerenti µi; dopo lo scattering le particelle
uscenti risultano invece in una sovrapposizione lineare di quelle entranti: sul la-
to i a questo punto si troveranno particelle `provenienti' da tutti gli altri lati in
proporzione data dalla matrice di scattering. La loro distribuzione in energia sarà
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perciò deﬁnita da una combinazione lineare delle distribuzioni a potenziali chimici
diversi che si avevano prima dello scattering sul vertice.
Inserendo le relazioni (6.53,6.54) in (6.45), separando i contributi con impulso
positivo e negativo e facendo il limite di temperatura nulla (β → ∞) otteniamo
per il valore di aspettazione della corrente la seguente relazione:
〈jx (t, x, i)〉 = − 1
pi
n∑
j=1
|U †ij |2 (µi − µj) (6.55)
dove la matrice U † è la matrice di scattering per impulsi negativi (6.22). Questa
formula coincide con l'equazione per la conducibilità di LandauerBüttiker, infatti
|U †ij |2 fornisce i coeﬃcienti di trasmissione dal lato j al lato i del grafo. E' in-
teressante notare che sostituendo i valori dei potenziali chimici in funzione di un
generico potenziale elettrico µi = eVi che rappresenta il potenziale fornito da un
elettrodo esterno al sistema e moltiplicando la densità di corrente per la carica
dell'elettrone, il coeﬃciente numerico inziale risulta:
G0 =
2e2
h
(6.56)
che è proprio il quanto di conducibilità per sistemi balistici e tiene conto della
degenerazione di spin (abbiamo reintrodotto in questa equazione la costante ~ che
fornisce il valore di G0 tenedo conto del coeﬃciente in (6.55)). Possiamo inﬁne
osservare che nel limite di temperatura nulla le componenti a energia negativa del
campo non inﬂuenzano in nessun modo la corrente.
In questa situazione fuori equilibrio possiamo quindi deﬁnire una conducibilità
Gij del grafo che lega la corrente elettrica nel lato i al potenziale Vj che caratterizza
la distribuzione di Fermi delle particelle entranti in j:
〈jx (t, x, i)〉 = GijVj (6.57)
Gij = −G0
(
δij − |U †ij |2
)
(6.58)
E' estremamente interessante confrontare questo risultato ottenuto con l'approccio
di LandauerBüttiker e la conducibilità (5.99) espressa in funzione della matrice
S del campo bosonico. Le due equazioni indicano due tipi di conducibilità diversa
relative al potenziale scalare Vj e alla componente del campo esterno Ax, ciò nono-
stante è signiﬁcativo fare alcune osservazioni. La diﬀerenza sostanziale fra le due
è che con la bosonizzazione si ottiene un risultato lineare in S che, rompendo la
richiesta di invarianza di scala, può assumere valori complessi e può essere anche
negativa dando origine ad un incremento della conducibilità. Al contrario, con
il campo di Dirac fuori dall'equilibrio chimico, abbiamo ottenuto un'espressione
in funzione del modulo quadro della matrice di scattering del campo fermionico
(6.12,6.22) che rappresenta una probabilità di trasmissione ed è sempre reale e
positivo; per questo non si hanno fenomeni di incremento della conducibilità dia-
gonale. Ciò suggerisce che la tecnica della bosonizzazione e la teoria di campo
fermionico possano essere adoperate per descrivere sistemi distinti. Nel primo ca-
so, infatti, le condizioni al bordo per il campo bosonico si traducono in condizioni
80
non locali e non lineari in termini del campo fermionico (5.81) e, di conseguenza,
la tecnica della bosonizzazione descrive un sistema interagente all'interno del bulk.
Al contrario il campo di Dirac deﬁnito in (6.29) è un campo che si propaga libe-
ramente sui lati e la conducibilità (6.58) deve essere riferita a questo caso libero.
Resta un problema aperto trovare una relazione valida in generale fra la matrice
di scattering del campo scalare S in (5.99) e la matrice di scattering per il campo
fermionico in (6.58). Notiamo inﬁne che il segno diﬀerente è dovuto alla scelta
arbitraria del parametro σ eﬀettuata nella deﬁnizione della conducibilità (5.99)
[17].
6.5.2 Correlazione fra correnti
Per approfondire il confronto fra la tecnica della bosonizzazione e la teoria di campo
fermionico è utile analizzare quali sono le funzioni di correlazioni fra le componenti
della corrente elettrica. Sfruttando queste relazioni sarà possibile, inoltre, calcolare
la conducibilità del grafo a stella in presenza di un campo esterno Aν in maniera
analoga a quanto fatto nel capitolo precedente.
Dalla deﬁnizione della corrente elettrica (6.41), ed utilizzando la relazione (6.45)
e un'equazione analoga per la densità di carica jt, si ottengono le seguenti funzioni
di correlazione:
〈jx (t1, x1, i) jx (t2, x2, j)〉β, µ =−
1
2β2
1
sinh2
(
pi
β (t12 − x12 − i)
)δij
− 1
2β2
1
sinh2
(
pi
β (t12 + x12 − i)
)δij
+
1
2β2
1
sinh2
(
pi
β (t12 + x˜12 − i)
) |U †ij |2
+
1
2β2
1
sinh2
(
pi
β (t12 − x˜12 − i)
) |Uij |2
(6.59)
〈jt (t1, x1, i) jx (t2, x2, j)〉β, µ =
1
2β2
1
sinh2
(
pi
β (t12 − x12 − i)
)δij
− 1
2β2
1
sinh2
(
pi
β (t12 + x12 − i)
)δij
+
1
2β2
1
sinh2
(
pi
β (t12 + x˜12 − i)
) |U †ij |2
− 1
2β2
1
sinh2
(
pi
β (t12 − x˜12 − i)
) |Uij |2
(6.60)
dove t12 = t1 − t2, x12 = x1 − x2 e x˜12 = x1 + x2. In questa relazione è possibile
veriﬁcare la legge di Kirchhoﬀ grazie all'unitarietà della matrice di scattering U
ed è interessante notare che queste funzioni di correlazione non dipendono dal
potenziale chimico µ.
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Utilizzando queste relazioni è possibile calcolare i valori d'aspettazione dei
relativi commutatori:
〈[jx (t1, x1, i) , jx (t2, x2, j)]〉β, µ =
=
i
pi
δij
[
δ′ (t12 − x12) + δ′ (t12 + x12)
]
+
− i
pi
[
|U †ij |2δ′ (t12 + x˜12) + |Uij |2δ′ (t12 − x˜12)
]
(6.61)
〈[jt (t1, x1, i) , jx (t2, x2, j)]〉β, µ =
=
i
pi
δij
[
δ′ (t12 + x12)− δ′ (t12 − x12)
]
+
+
i
pi
[
|Uij |2δ′ (t12 − x˜12)− |U †ij |2δ′ (t12 + x˜12)
]
(6.62)
ed è interessante notare che questi commutatori non dipendono dalla temperatura.
Possiamo confrontare le equazioni (6.61,6.62) con i rispettivi commutatori ottenuti
nel capitolo precedente mediante bosonizzazione (5.88,5.89). Queste relazioni coin-
cidono a patto di sostituire |U †ij |2 e |Uij |2 con la matrice di scattering del campo
scalare nel caso invariante di scala Sji . Se consideriamo un sistema invariante per
inversione temporale allora la matrice di scattering fermionica Uij è simmetrica e
vale |U †ij |2 = |Uij |2 ; in questo caso la corrispondenza fra matrice di scattering per
il campo di Dirac e matrice di scattering per il campo bosonico è dello stesso tipo
di quella già osservata mediante il confronto fra la conducibilità (6.58) e la con-
ducibilità (5.99) e ciò costituisce un ulteriore elemento di paragone fra il sistema
bosonizzato e la trattazione attraverso il campo di Dirac.
Un'indagine delle funzioni di correlazione può essere eﬀettuata anche per diversi
tipi di corrente. Nel caso della corrente di spin Σν (6.46,6.47) i correlatori risultano
identici a quelli per la corrente elettrica jν (6.59,6.60):
〈Σx (t1, x1, i) Σx (t2, x2, j)〉β, µ = 〈jx (t1, x1, i) jx (t2, x2, j)〉β, µ (6.63)
〈Σt (t1, x1, i) Σx (t2, x2, j)〉β, µ = 〈jt (t1, x1, i) jx (t2, x2, j)〉β, µ (6.64)
6.6 Conducibilità
Nel capitolo precedente abbiamo indagato l'andamento della corrente elettrica sul
grafo a stella in presenza di un campo classico esterno Aν e, utilizzando la teo-
ria della risposta lineare e i risultati ottenuti mediante bosonizzazione, abbiamo
deﬁnito la conducibilità (5.99) rispetto al campo Ax in gauge di Lorentz.
Lo stesso procedimento può essere riproposto considerando direttamente il
campo di Dirac e la corrente elettrica (6.41); al ﬁne di calcolare la conduci-
bilità corrispondente introduciamo tramite accoppiamento minimale un campo
elettromagnetico classico (5.83):
[γt (∂t + iAt (t, x, i))− γx (∂x + iAx (t, x, i))]ψ (t, x, i) = 0 (6.65)
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In questo modo le equazioni del moto sono invarianti per trasformazioni di gauge
locale (5.84,5.85) e la soluzione dell'equazione (6.65) può essere espressa in funzione
del campo libero ψ0 che risolve l'equazione di Dirac libera (6.1):
ψ (t, x, i) = ψ0 (t, x, i) e
i
∞R
t,x
dyµAµ(y,i)
Anche la corrente elettrica necessita di essere rideﬁnita in forma invariante di gauge
e può essere espressa, adottando la procedura di pointsplitting, in funzione della
corrente libera jv (6.41):
Jν (x, i) = lim
→0
[
ψ¯ (x, i) γvψ (x+ , i)−
〈
ψ¯0 (x, i) γvψ0 (x+ , i)
〉
0
]
=
= lim
→0
[
jν (x, i)− iνAν (x, i)
〈
ψ¯0 (x, i) γvψ0 (x+ , i)
〉
0
−iνAν (x, i) : ψ¯0 (x, i) γvψ0 (x+ , i) :
]
(6.66)
dove Jν è la corrente nel caso interagente, x e  sono vettori a due componenti, i
valori di aspettazione sono presi sullo stato di Fock nel caso libero e l'ultimo termine
si annulla prendendone il valore di aspettazione sul vuoto. Tale deﬁnizione è stata
scelta sottraendo il termine divergente della corrente nel caso libero.
L'Hamiltoniana di interazione del sistema risulta:
Hint (t) =
∑
i
∞∫
0
dy [jt (t, y, i)At (t, y, i)− jx (t, y, i)Ax (t, y, i)] (6.67)
dove è stata espressa in funzione della corrente libera jν (6.41).
Utilizzando l'usuale teoria della risposta lineare in rappresentazione di Fock
(temperatura nulla) possiamo calcolare il valore di aspettazione della corrente Jx
(6.66) in presenza del campo esterno Aν :
〈Jx (t, x, i)〉A = −i limε→0 ε
νAν (x, i)
〈
ψ¯0 (x, i) γvψ0 (x+ ε, i)
〉
0
+
+ i
t∫
−∞
dτ 〈[Hint (τ) , jx (t, x, i)]〉0 (6.68)
Sostituendo al suo interno il valore di Hint e utilizzando i commutatori (6.61,6.62)
si ottiene il seguente risultato:
〈Jx (t, x, i)〉A = −
2
pi
Ax (t, x, i) +
1
pi
n∑
j=1
[
δji + |U †ji|2
]
Ax (0, t− x, j)+
− 1
pi
n∑
j=1
t∫
−∞
dτ
∞∫
0
dy [∂tAt (τ, y, j)− ∂yAx (τ, y, j)] ·
·
[
δ (τ − t− y + x) δji − δ (τ − t+ y − x) δji + |U †ji|2δ (τ − t+ y + x)
]
(6.69)
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dove abbiamo posto che il campo Aν si annulli ovunque per t → −∞. Questa
formula è estremamente simile a quanto ottenuto con la bosonizzazione (5.96);
anche in questo caso la scelta di gauge più conveniente risulta la gauge di Lorentz
(5.97) e, considerando il valore della corrente in x = 0 sul lato i, si ottiene:
〈Jx (t, 0, i)〉A = −
1
pi
∑
j
[
δij − |U †ji|2
]
Ax (t, 0, j) (6.70)
Questa relazione consente di deﬁnire la conducibilità del grafo Gij che lega la
corrente sul lato i al potenziale Ax(t, 0, j) sul lato j. Introducendo il valore della
carica e e la costante ~ si ottiene:
Gij = −G0
(
δij − |U †ji|2
)
(6.71)
dove G0 è il quanto di conducibilità (6.56). Notiamo che questa conducibilità per
il campo esterno Ax risulta uguale alla conducibilità G rispetto V (6.55) nel caso
in cui valga la simmetria per inversione temporale e, di conseguenza, la matrice di
scattering per il campo fermionico sia simmetrica.
Confrontando invece il risultato ottenuto mediante bosonizzazione (5.99) con
questo, valgono le considerazioni fatte in precedenza per la conducibilità di
LandauerBüttiker G (6.55): nel caso di campo fermionico la correzione a G do-
vuta allo scattering dipende dal modulo quadro dei coeﬃcienti di trasmissione e,
pertanto, a diﬀerenza di quanto illustrato nel capitolo precedente, non si può avere
un incremento della conducibilità diagonale:
|Gii| ≤ G0
In questo caso, inoltre, stiamo trattando un campo avente condizioni al bordo nel
vertice lineari (6.7), a diﬀerenza di quanto avviene con la tecnica della bosonizza-
zione (5.81) dove tali condizioni coinvolgono le correnti e non sono localizzate solo
nel vertice. Le diﬀerenze nei risultati sono perciò imputabili a diﬀerenze sostanziali
nel sistema ﬁsico in esame. Osserviamo inﬁne che il segno diﬀerente fra (6.71) e
(5.99) è dovuto alla convenzione scelta per la costante σ in (5.100).
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Conclusioni e Prospettive Future
L'interesse per vari aspetti della teoria dei campi e dei fenomeni critici sul gra-
fo a stella si sta sviluppando velocemente negli ultimi anni, incalzato dalle nuove
possibilità sperimentali di costruire giunzioni di nanotubi e dalla necessità di tro-
vare modelli soddisfacenti per la descrizione del trasporto di elettroni all'interno
di strutture mesoscopiche di diversa origine.
In questo lavoro ho proposto un possibile approccio allo studio di simili sistemi
basato sull'approssimazione di unidimensionalità tipica dei quantum graphs. L'e-
lemento fondante di questa trattazione è il carattere puntuale dell'interazione che
avviene esclusivamente sul vertice del grafo a stella e determina tutte le caratteri-
stiche del processo di scattering; con questa ipotesi è possibile utilizzare la teoria
delle estensioni autoaggiunte sui graﬁ [2]-[6] e le tecniche algebriche adottate nella
descrizione di campi in presenza di difetti [16]-[21].
Questo ci ha consentito di deﬁnire una teoria per il campo scalare sul grafo
a stella, di discutere alcuni aspetti legati alle sue osservabili (legge di Stefan
Boltzmann e densità di energia di Casimir) e di classiﬁcare i punti critici del campo
ϕ analizzando i ﬂussi del gruppo di rinormalizzazione.
Partendo dall'analisi del campo scalare a massa nulla abbiamo successivamen-
te adottato la tecnica della bosonizzazione per una prima descrizione del campo
fermionico in grado, per esempio, di fornire una soluzione al modello di Thirring.
In questo modo abbiamo ottenuto l'espressione della conducibilità del grafo in fun-
zione della matrice di scattering del campo ϕ le cui condizioni al bordo sul vertice
si traducono in relazioni non lineari e non localizzate per il campo fermionico. La
conducibilità ottenuta nel caso invariante di scala è stata poi generalizzata anche
alla situazione lontano da punti ﬁssi, e questo ha permesso un confronto fra il grafo
a stella e i circuiti elettrici passivi di tipo standard.
Ci siamo dedicati inﬁne alla costruzione del campo di Dirac a massa nulla sul
grafo a stella; per far questo abbiamo nuovamente tradotto le condizioni dettate
dalla teoria delle estensioni autoaggiunte a livello algebrico e ciò ci ha consentito di
indagare alcune fondamentali caratteristiche del campo fermionico. In particolare
abbiamo deﬁnito due conducibilità: la prima tipica di un sistema nel quale viene
meno l'equilibrio chimico (approccio di LandauerBüttiker) e la seconda basata
sull'introduzione di un campo esterno.
Confrontando queste conducibilità con quanto ottenuto mediante bosonizzazio-
ne abbiamo cercato un confronto fra la matrice di scattering del campo bosonico
ϕ, che appare in maniera lineare nella corrente e che, pertanto, può originare fe-
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nomeni di incremento della conducibilità, e quella del campo di Dirac che invece
ﬁgura in modo quadratico seguendo la legge di LandauerBüttiker.
I due sistemi non risultano equivalenti per via della natura diﬀerente delle
condizioni al bordo ed è un problema interessante studiare sotto quali ipotesi i
risultati ottenuti col campo di Dirac possono essere ottenuti con la tecnica della
bosonizzazione. Uno dei possibili sviluppi futuri di questo lavoro è ricercare un
nuovo tipo di bosonizzazione in grado di riprodurre condizioni al bordo locali e
lineari sul campo di Dirac e, allo stesso tempo, di consentire la risoluzione di
sistemi interagenti quali in modello di Thirring.
Sarebbe inoltre interessante, utilizzando la descrizione che abbiamo fornito dei
campi scalari e spinoriali liberi, analizzare il modello di Schwinger sulla struttura
del grafo a stella: l'analisi che abbiamo eﬀettuato sulla corrente elettrica è infatti
basata sulla presenza di campi classici esterni e le relazioni che abbiamo ottenu-
to sono state ricavate a livello perturbativo; sappiamo però che l'elettrodinamica
quantistica in 1+1 dimensioni è esattamente risolubile in termini di combinazioni
di campi scalari e fermionici liberi [30] e si potrebbe analizzare come l'interazione
singolare al vertice entra in gioco in questo modello.
Un'altra forte ipotesi che abbiamo imposto nella nostra trattazione è quella di
campo a massa nulla nel caso fermionico: introdurre una massa all'interno della
descrizione del campo infatti porta a regole di anticommutazione non canoniche
piuttosto complesse e, di conseguenza, all'impossibilità di deﬁnire in maniera at-
tendibile le principali caratteristiche del sistema a partire dall'hamiltoniana. Ciò
è probabilmente legato alla richiesta che la matrice di scattering non mischi com-
ponenti ad energia positiva e negativa del campo. L'introduzione di una massa
all'interno del nostro modello rimane perciò un problema ancora aperto che po-
trebbe richiedere di modiﬁcare le ipotesi sullo scattering o le condizioni al bordo
per il campo.
In questo lavoro, inoltre, abbiamo analizzato la conducibilità esclusivamente
nel limite di temperatura nulla; è sicuramente interessante studiare la dipenden-
za dalla temperatura del valore di aspettazione della corrente e, per far questo,
occorre abbandonare la teoria della risposta lineare in favore di costruzioni più
complesse in grado di descrivere anche sistemi fuori dall'equilibrio termodinamico.
In questo modo potrebbe essere possibile indagare fenomeni quali l'eﬀetto Kondo
di dipendenza delle proprietà di trasporto dalla temperatura.
Una ulteriore possibile estensione della nostra teoria del campo di Dirac ri-
guarda graﬁ più complessi rispetto al grafo a stella. Per quanto riguarda il campo
scalare la costruzione algebrica alla base della deﬁnizione del campo è stata estesa
al problema di una retta con un qualsivoglia numero di impurità [22] e, probabil-
mente, un simile approccio può essere esteso anche al campo fermionico. Inﬁne,
sfruttando il formalismo a quattro componenti per il campo di Dirac, è possibile
studiare il comportamento dei gradi di libertà di spin nel processo di scattering
e, in particolare, si può tentare di confrontare la conducibilità elettrica che abbia-
mo ricavato, con una analoga conducibilità per la corrente di spin. Il modello dei
quantum graphs da noi utilizzato è puramente unidimensionale, ciò nonostante è
possibile introdurre un'interazione di tipo magnetico a livello fenomenologico inse-
rendo nell'Hamiltoniana un termine di interazione legato alla corrente di spin. In
86
questo modo dovrebbe essere possibile deﬁnire una conducibilità per la corrente di
spin in funzione della matrice di scattering in maniera analoga a quanto fatto per
la corrente elettrica.
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