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ABSTRACT 
 
 
 
 
Lip synchronization of 3D face model is now being used in a multitude of 
important fields.  It brings a more human and dramatic reality to computer games, 
films and interactive multimedia, and is growing in use and importance.  High level 
realism can be used in demanding applications such as computer games and cinema.  
Authoring lip syncing with complex and subtle expressions is still difficult and 
fraught with problems in terms of realism.  Thus, this study proposes a lip syncing 
method of realistic expressive 3D face model.  Animated lips require a 3D face 
model capable of representing the movement of face muscles during speech and a 
method to produce the correct lip shape at the correct time.  The 3D face model is 
designed based on MPEG-4 facial animation standard to support lip syncing that is 
aligned with input audio file.  It deforms using Raised Cosine Deformation function 
that is grafted onto the input facial geometry. This study also proposes a method to 
animate the 3D face model over time to create animated lip syncing using a 
canonical set of visemes for all pairwise combinations of a reduced phoneme set 
called ProPhone.  Finally, this study integrates emotions by considering both Ekman 
model and Plutchik’s wheel with emotive eye movements by implementing 
Emotional Eye Movements Markup Language to produce realistic 3D face model.  
The experimental results show that the proposed model can generate visually 
satisfactory animations with Mean Square Error of 0.0020 for neutral, 0.0024 for 
happy expression, 0.0020 for angry expression, 0.0030 for fear expression, 0.0026 
for surprise expression, 0.0010 for disgust expression, and 0.0030 for sad expression.    
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ABSTRAK 
 
 
 
 
Penyelarasan bibir bagi model muka 3D kini digunakan dalam pelbagai 
bidang yang penting. Ia memberi sentuhan yang lebih bersifat manusia dan realiti 
dramatik kepada permainan komputer, filem dan multimedia interaktif, dan 
berkembang dari segi penggunaan dan kepentingan. Realisme peringkat tinggi boleh 
digunakan dalam aplikasi yang mencabar seperti permainan komputer dan pawagam. 
Mencipta penyegerakan bibir dengan pengucapan yang kompleks dan halus masih 
sukar dan penuh dengan masalah dari segi realisme. Justeru, kajian ini telah 
mencadangkan kaedah penyegerakan bibir realistik model muka 3D ekspresif. Bibir 
animasi memerlukan satu model muka 3D yang berkebolehan untuk mewakili 
pergerakan otot muka semasa pengucapan dan satu kaedah untuk menghasilkan 
bentuk bibir yang betul pada masa yang sesuai. Model muka 3D tersebut direka 
berasaskan  animasi muka standard MPEG-4 untuk menyokong penyegerakan bibir 
yang diselaras dengan input fail audio. Ia berubah bentuk menggunakan fungsi Ubah 
Bentuk Kosinus Yang Dinaikkan yang mana ia dicantum kepada geometri input 
muka. Kajian ini juga telah mencadangkan satu kaedah untuk menghidupkan model 
muka 3D dari masa ke masa untuk membuat penyegerakan bibir animasi 
menggunakan satu set viseme berprinsip untuk semua kombinasi pasangan fonem 
yang dikurangkan yang dipanggil ProPhone. Akhir sekali, kajian ini 
mengintegrasikan emosi dengan mempertimbangkan kedua-dua model Ekman dan 
roda Plutchik dengan pergerakan mata beremosi dengan melaksanakan Bahasa 
Pergerakan Mata Beremosi untuk menghasilkan model muka 3D realistik. Keputusan 
eksperimen menunjukkan bahawa model yang dicadangkan ini boleh menjana 
animasi visual yang memuaskan dengan Min Kuasa Dua Ralat adalah 0.0020 untuk 
neutral, 0.0024 untuk ekspresi gembira, 0.0020 bagi ekspresi marah, 0.0030 untuk 
ekspresi rasa takut, 0.0026 untuk ekspresi kejutan, 0.0010 untuk ekspresi jijik, dan 
0.0030 untuk ekspresi sedih. 
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CHAPTER 1 
 
 
 
 
INTRODUCTION  
 
 
 
 
1.1 Introduction  
 
 
Face is the central element for expressing human emotion and personality (Xu 
et al., 2013). Lip syncing is a process of speech assimilation with the lip motions of a 
3D face model. A talking model is a challenging task because it should provide 
control of all articulatory movements and must be synchronized with the speech 
signal. Many different types of vital information are detectable through lip syncing. 
Lately, many applications of computer facial animation in the foundation of 3D face 
model with diverse facial expressions are used in entertainment and other fields. An 
attractive application can advance the interaction between users and devices via 
interactive virtual speech, and thereby attract users by providing a pleasant interface. 
With the advent of computer-aided technologies, animated virtual characters are 
widely used in movies, games and embodied conversational agents (ECAs) to provide 
an effective and realistic human computer interaction. 
 
 
Since the early 1990’s researchers have focused on developing Embodied 
Conversational Agents (ECA) or Virtual Character (VC) for interactions with humans 
in social situations.  The introduction of these models created a ripple effect in several 
fields such as filming and animation.  Creation of interactive graphical user interfaces 
2 
 
has been one of the long term goals in this area of research and has become one of the 
most significant branches of Human Computer Interaction research (HCI).  Figure 1.1 
shows some examples on lip syncing of 3D face model.  
 
 
Figure 1.1 Examples on Lip Syncing of 3D Face Models (a) Wei and Deng, 2015, 
(b) Xu et al., 2013, (c) Maya Lip Syncing 2014.  
 
Recently lip syncing has gained wide acceptance in the field of Human-
Computer Interaction.  These models show a realistic human face and talk in social 
situations with emotions such as in e-learning system, healthcare system, e-retail 
environments and games.  Lip syncing usually has an interface which is backed up by 
a suitable dialogue manager and knowledge base.  The 3D face model are capable of 
using voice; animated dialogue with lips and face appearances; eye, head, and body 
movements to comprehend signals; expressions of emotions; and execute actions or 
exhibit hearing or imagining postures (Xu et al., 2013).  The presence of these 3D 
face models has had a positive impact on user experience as reported in previous 
works (Cassell, 2000; Oyarzun et al., 2010; Yang et al., 2011; Stevens et al., 2013; 
Ding et al., 2013) 
 
 
Revelation of human emotion via facial animation is definitely an intricate 
subject matter in computer graphics, artificial intelligence, physiology, and 
communication (Cai et al., 2010) (Lee et al., 2011).  Creation of a pragmatic face 
expression is a tricky task because of all-inclusive facial structure.  In addition, 
humans are exceptionally recognizable with facial motions and can easily recognize 
microscopic details that are deviant or contradictory in an animated face.  Truly, the 
3 
 
amalgamation between eye movements, lip syncing, motions, appearances of 
emotions on face, and body direction provide clues regarding flow of thoughts, 
sequences of thoughts in decision making and depth of understanding and knowing.  
The alignment of audio with the utterance is so important to get realistic lip syncing.  
The gaze and saccadic eye movements that speak a lot about the thinking process in 
human mind are often referred as "window to the mind". Eye movements blended 
with the expressive gaze convey significant nonverbal information and emotional 
intentions when a person speaks.  
 
 
The efficacy of an agent banks on a major factor which is credibility.  3D face 
models have been made more believable by incorporating emotions.  It is very 
important for these characters to have emotions because they will absolutely increase 
the user understanding and experience (Cassell, 2000; Deng and Neumann, 2008; 
Mlakar and Rojc, 2011; Zhao et al., 2013).  One of the first major 3D face models 
that hit the market was the Microsoft Agent which was introduced to help the users of 
Microsoft products.  Microsoft Agent used simple 2D cartoon characters called 
Merlin, Peedy, Genie and Robby.  They were simple speakable characters with a 
Speech API (SAPI) text to speech engine.   
 
 
This research focuses on alignment of the lips with an input text or audio file. 
The generation of emotional 3D realistic talking face model offers more engagement 
of the users. This motivates one to create a system by improving the weight formula 
to get smooth movement of facial animation parameters (FAPs) for the lip region. 
Then, a new lip syncing method is proposed that aligns lips movements with the input 
text or audio file followed by integrating emotion and eye expression to the 3D face 
model to acquire realism.  In this chapter a rationale of the research is developed and 
an attempt is made to argue why extensive investigation in the cited thesis topic is 
absolutely indispensable.  In addition, the problem statement, objectives, scope of 
studies, contribution, research significance and a brief thesis organization are 
underscored. 
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1.2 Problem Background 
 
Over the last few years, Virtual Worlds (VWs) particularly 3D graphics 
contents have advanced significantly.  Technological advances in the hardware and 
software sectors have resulted in tremendous advancement in the technology 
including animation, display, graphics, distribution network, and mobile 
communications.  Such progress has allowed nearly all users to have access to 
different tools and applications for the virtual worlds.  Creating a 3D face model 
requires the contribution of several skills for the precise integration of lip syncing 
with eye gaze and facial expression.  Figure 1.2 displays several important facial 
features that exemplify much of the verbal and non-verbal information required for 
such combination (Zhang et al., 2010).  
 
 
Figure 1.2 Synthesized facial expressions based on talking 3D face model (Zhang 
et al., 2010) 
 
 
Queiroz et al. (2009) introduced a technique to develop a working, 
extendable, and stable facial animation platform that can easily animate the MPEG-4 
parameterized faces.  This work uses sophisticated parameters to describe the face 
actions and properties by rendering interactive platform between user and 3D face 
model. However, the limitation of this research is in the use of restricted parameters 
in the face. Bailly et al. (2010) acknowledged the process of creating interesting 3D 
face model by examining audio-visual opposite communication between human to 
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human and a human to virtual conversational agent.  The central aim was to configure 
the mutual gaze patterns in the interaction using innovative instruments.  Some 
measures of the effects of thinking states on communication functioning are 
demonstrated.  A limitation of this work is the weak reproduction of the face 
deformations around the eyes of the Embodied Conversation Agents (ECA) during 
eye gaze deviation from the direction of head. 
 
 
According to Balci et al. (2007), it is easy to extend research on virtual face 
by using Xface Open Source Project and SMIL-Agent Scripting Language. Figure 1.3 
illustrates the creation of animated 3D face model.  MPEG-4 cannot render an 
animated language but only a set of low- and high-level considerations.  Though 
Xface is a dominant system in face animation it further needs higher levels 
abstraction, time control and incident organization.  Another limitation of Xface is the 
non-implementation of various Facial Animation Parameters (FAPs), (such as the 
FAPs 14, 15, 23-30, 35, 36, 39-47). Therefore, this research implemented more FAPs 
than was implemented in Xface to give a more realistic motion and smooth blending. 
 
 
Lee et al. (2010) developed realistic expressive 3D face model of real human.  
This was implemented to analyse the efficiency of expressive model.  This method 
did not take into account in the pilot study human emotion recognition during 
temporal changes and or verbal clues.  Gillies et al. (2010) introduced a real-time 
multimodal interaction to the 3D face model animation system in virtual reality 
situation.  Shapiro (2011) achieved a high level of realism and control by describing a 
system for virtual characters motions, where a set of significant features of simulated 
character models and games are included.  Xu et al. (2013) improved the work of 
Shapiro in practical terms by demonstrating a lip syncing method without addressing 
the issue of emotional content during speech.  Čereković et al. (2010) applied pre-
processed sets of realized behaviours to virtual character modules using Back-
propagation Neural Network (BNN).  This work was further improved by Čereković 
and Pandžić (2011) by innovating multi-platform Real Actor animation system for 
realizing real-time behaviour of Embodied Conversational Agents (ECA).  The work 
relied on a solution for gestures and speech synchronization using neural networks.  
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Leuskia et al. (2014) demonstrated 3D face model assisted portable private health-
care system, which is a model interface for user-level medical diagnoses gadgets with 
various subjects.  
 
 
 
Figure 1.3 Visual phoneme (Balci et al., 2007) 
 
 
It is established that the lip syncing is the essential component in human 
interaction. It plays a key role in practical conversation between humans and 3D face 
model. The coherence in expressive face appearance is significant to enhance the 
realism of the 3D face model. The voice conveys much emotional information and the 
dialogue reveals a sequence of phones, where each phone is connected with an ocular 
depiction of the phoneme viseme. The animated visemes in a given phoneme are 
related to the pose of lip, jaw and tongue location.  These methods are fashionable for 
creating real-time speech animation system including personality and interactive 
emotions.  Shih et al. (2010) designed a mobile device for real-time voice driven lip 
shape character generation system that synchronizes the lip shape with the 
corresponding speech with the exception of emotion and eye movements. 
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Making an accurate synchronization with the event expected for normal 
behaviour is the main challenge in designing real-time voice driven lip shape 
character generation system.  Li Zheng and Mao (2011) proposed an Emotional Eye 
Movement Markup Language (EEMML) as a script instrument.  This aids in 
designing eye movements in face to face conversation that describes non-verbal 
interactions and intention of emotions.  Based on lively talking, a real-time pragmatic 
talking animation is created by decomposing lower face movements and ending with 
applying motion blending. The issue of this work is a very high missing rate because 
it used a limited size of the captured dataset (Wei and Deng, 2015).  
 
 
To achieve a realistic 3D face model, the combination of eye gaze, lip shapes, 
and expressions should be taken into consideration (Zhang et al., 2010; Shapiro, 
2011).  The lip motions and voice should be synchronized to give realistic lip 
synchronization animation. To obtain the abilities used in spoken dialog, higher-level 
synchronization between two modules is necessary (Wei and Deng, 2015).  Major 
systems use text-to-speech engine (TTS) activated visemes sets (Chuensaichol et al., 
2011; Xu et al., 2013), where TTS engine converts a text format sound into a series of 
phonemes (Tao et al., 2011; Xu et al., 2011).  This procedure is used to create a 
pragmatic speech animation without having to manually set the positions for visemes 
sets (Lee et al., 1995).  Serra et al. (2012) developed a visual dialogue simulation 
module in an attempt to accelerate and assess the quality of phonemes to viseme 
mappings device for English.  Figure 1.4 summarizes chronologically some of the 
relevant researches focusing on eyes, lips, and facial expressions.   
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Figure 1.4 Previous researches concerning 3D face models, facial expressions, 
and eye movements.  
 
In summarizing these works, it is concluded that 3D face models carry 
remarkable information about an individual.  It is evident from the wide range of 
applications of 3D model.  Indeed, this is the motivating factor to choose a 3D face 
model as the research domain.  Actually, facial animation is a wide research area 
focusing on very important aspects of combination between eye behaviours, 
emotional facial expression, and lip syncing according to the input text with optimal 
real-time interaction.  
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 1.3 Problem Statement 
 
 
Despite continuous research progression and model development the animation 
of realistic facial appearances remains a critical challenge (Yu et al., 2014).  The most 
sophisticated component in the face is the lip movements (Fratarcangeli, 2013). As 
mentioned above, this is mainly due to depiction of emotions which is a vital course 
of action in human intellect (Ichim, 2015).  Therefore, it is imperative to produce 3D 
face model in terms of practical utterances with correct lip synchronized face 
animation involving close-to-nature lip movements and to integrate face expressions 
with eye movements to improve the realism of the 3D model (Kang et al., 2015).  The 
emerging issues can be stated as follows based on the problem background and 
research questions:  
 
1. The motion parameters of 3D face model have been the focal issue of 
generating an efficient 3D model in computer graphics for a few decades. 
Much effort has been put into creating models that can heighten the 
believability of animated models in social science, yet this issue has not been 
solved (Pasquariello and Pelachaud, 2002; Tao and Tan, 2004; Balci, 2007; 
Paul, 2010; Shapiro, 2011; Leone et al., 2012) (Cai et al., 2010) (Lee et al., 
2011).   
 
2. Inaccurate alignment in lip syncing is an important issue that must be 
addressed.  Lip shapes for many phonemes are modified based on phoneme. 
Although previous efforts focused on lip syncing, this issue has not been 
solved yet (Queiroz et al., 2009; Lee et al., 2011; Serra et al., 2012; Taylor et 
al., 2012; Leuski and Richmond, 2014; Wei and Deng, 2015).   
 
3. Realistic 3D model issue is insufficient in facial animation area. Inspection of 
the eye movements with expressions to the 3D face model will increase the 
realism (Bailly et al., 2010; Fagel and Bailly, 2011). Previous efforts  (Lee et 
al., 2010; Moussa et al., 2010; Tinwell et al., 2011; Mlakar and Rojc, 2011; 
Pelachaud, 2011; Ibbotson and Krekelberg, 2011; D’Mello et al., 2012; Zhao 
et al., 2012; Sun et al., 2014) offered a series of eye behaviours, which are 
combined with diverse emotions, but also have not solved the realism issue.  
1
0
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1.4  Research Aim  
 
The aim of this research is to improve the motions of the parameters in the lip 
regions and to propose a new lip syncing method that aligns the text or audio file with 
the lip movements of the 3D face model and to improve the realism of the proposed 
3D face model by integrating facial expression and eye behaviours. 
 
 
1.5 Research Objectives 
 
To achieve the aim, the following objectives need to be followed: 
 
1. To formulate the motion parameters of the lip region to get believable 3D 
face model. 
2. To propose a new lip syncing method for aligning the lip movements with 
the input text or audio file.  
3. To integrate facial expressions and eye behaviours with 3D face model to 
improve the realism of the 3D face model. 
 
 
1.6 Research Scope 
 
 
To accomplish the proposed research objectives, the following research scopes 
are set: 
 
1. MPEG-4 facial animation approach is used to animate the feature points in 
the 3D face model. 
2. The proposed lip syncing method used 15 phonemes of English Language.   
3. EEMML is used to implement the eye movements and combine with the 
proposed 3D model by SMIL language. 
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1.7 Significance of the Study  
 
 
The virtual reality 3D face model provides accurate interaction between users 
and the applications of the 3D face model.  Users need to stimulate more in the 
communication domain so that the synchronization between users and 3D face model 
allows more realistic, interesting, understandable, and interactive relationship. This 
thesis suggests a model which can be used to build facial animation engine and create 
an integrated model.  This will create MPEG-4 animation automatically using facial 
action scripts with lip synchronization and eye movements even in the absence of 
key-framing meshes.  In this model, interactive character actions can be defined via 
exterior controls.  Some simple applications will be developed using combined 
computer vision algorithms to obtain communication between users and 3D model.  
This model following the MPEG-4 face animation standard will be able to illustrate a 
succession of various kinds of high-level facial action including talking, emotional 
expressions, and eye behaviour.  These face actions being independent of each other 
will be processed using the proposed animation engine via different modules 
including lip harmonization and emotional face appearance.  The main contribution 
would be the construction of a comprehensive animation system using open-ware 
resources.  This will further integrate some popular simulation models that can create 
varieties of realistic face behaviour interactively or through a script based way with 
superior quality.  
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1.8 Thesis Outline 
 
 
This thesis consists of six chapters.  Chapter 2 provides a thumb nail sketch of 
the recent relevant literatures.  Some of the exhaustively reviewed topics are facial 
animation, facial animation techniques, lip syncing, vocal and structural properties of 
English language, realistic 3D face model consist of emotion modelling, facial 
expression, and eye behaviour, current 3D face model systems and vital analysis on 
realistic expressive 3D face model systems. 
 
 
Chapter 3 describes the detailed research methodology.  It highlights the 
proposed model including research framework, stages of research methodology, 
literature review and problem definition, system design and implementation, system 
motion and rendering, evaluation and operational framework. Chapter 4 describes the 
proposed methodology in detail with respect to formulating motion parameters of 3D 
face model, proposing new lip syncing method, improving the realism by integrating 
facial expressive synthesise and eyes movements method then synthesizing facial 
motion with MPEG-4 approach, interpolation and smoothing, employing 
interpolation and smoothing rendering and SMIL scripting language. 
 
Chapter 5 describes the experimental results based on the newly formulated 
model.  The implementation and benchmarking of the model are also highlighted. 
This chapter renders experimental setting, details of the conducted performance 
evaluations, and the implementation results of analysis of the facial model, the result 
of lip syncing method, the result of integration, animation results, evaluation of the 
experimental results, real benchmark, objective evaluation, and analysis of the 
displacements of motion parameters.   
 
 
Chapter 6 concludes the thesis with future outlook.  The successful fulfilment 
of all the proposed research objectives and the remaining unresolved issues are 
systematically discussed.  The major contributions are also emphasized. 
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