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Abstract 
The maximum capacity augmentation algorithm is a variant of the Ford-Fulkerson labeling method 
in which each flow augmentation is along an augmenting path that yields the maximum increase in 
flow value. For networks with integer capacities this algorithm has been shown to be polynomial but 
not to be strongly polynomial, while for networks with real capacities it has been shown that it may 
require an infinite number of iterations. In this paper, we present two modified versions of the 
maximum capacity augmentation algorithm which we prove to be strongly polynomial even for real 
capacities. One of these is a simplex variant. 
1. Introduction 
Consider a finite directed network G = (N, A, c), where N is the node set of 
cardinality n, A is the arc set of cardinality m and c is a positive real-valued function on 
A. For every arc a, we define its head h, and its tail t,. For each node u, let F(o) denote 
the set (w E N I (v, w) E A} and B(u) denote the set {u E N ((u, u) E A}. Given two 
vertices s and t, called the source and the sink respectively, an (s, t)-flow is any 
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real-valued function x defined on A which satisfies 
0 I x,, v I c,, v V(u, u) E A. 
The maximum flow problem is that of finding an (s, t)-flow x* that maximizes 
f- c X,,” = 1 xw,t. 
vsF(s) WEB(t) 
For an up-to-date survey of algorithms for solving the maximum flow problem, see 
either Ahuja, Magnanti and Orlin [l] or Goldberg, Tardos and Tarjan [S]. 
The so-called maximum capacity augmentation (MCA) algorithm first analyzed by 
Edmonds and Karp [2] is a variant of the Ford-Fulkerson [3] labeling method in 
which each flow augmentation is along an augmenting path which yields the greatest 
increase in the flow value f: An augmenting path relative to a feasible flow x is an 
(s, t)-path P in G such that for each a E P, x, > 0 if a is backward in P, and x, < c, if 
a is forward in P. Edmonds and Karp [2] showed that when the capacities and the 
initial flow are integral, the number of maximum capacity augmentations is bounded by 
O(n2(log n + log c)), where C is the average capacity of an arc in the network. 
However when the capacities are real, Queyranne [S] showed that the algorithm can 
take an infinite number of steps. Moreover, Queyranne proved that no bound 
independent of the capacities can be given for the MCA algorithm by exhibiting 
a class of networks with integral capacities for which this algorithm requires 
R(m(log m + log C)) augmentations. 
In this paper, we present a modified version of the MCA algorithm which we show 
to be strongly polynomially bounded even if the capacities are real numbers. Our 
modified algorithm consists of at most m stages. Each stage starts with a special 
feasible flow, which is defined as a flow x with x, = 0 or x, = c, for all arcs a in some 
(s, t)-cut C, and maximum capacity augmentations are performed until an arc is 
identified for which the lower or upper bound constraint on the flow in that arc can be 
relaxed. This is then followed by at most m restricted augmentations of maximum 
capacity (or any other kind of augmentations) along (s, t)-paths that do not contain 
any arcs with either zero flow or zero residual capacity to produce another special 
feasible flow for the next stage. 
We also give a primal network simplex MCA algorithm, which after finding an 
augmenting path P of maximum capacity, considers only those arcs in P as candidates 
for entering arcs until some arc in P is saturated. This process is repeated until an 
optimal solution is reached. We prove that this simplex algorithm is also strongly 
polynomial. 
The strong polynomiality of both algorithms depends crucially on the property, 
originally used by Tardos [9] to develop the first strongly polynomial algorithm for 
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the minimum cost circulation problem, that at certain points in the algorithms, the 
nonnegativity or capacity bound for at least one additional arc in the network can be 
permanently relaxed. 
2. A maximum capacity augmentation algorithm 
Algorithm 2.1. 
(0) Let the initial special feasible flow be x0 = 0 with flow value f0 = 0, and let 
0 < Y I 1 be a given constant. Set i t 0, and specify that no constraint is 
relaxed. 
(1) Start from a special feasible flow xi: Set w c cc. 
(a) Find an augmenting path Pi of maximum capacity. If there is no such path, 
stop; xi is optimal. Otherwise, let Wi be the amount we can augment the flow 
along Pi and set w = min(rw, Wi). 
(b) For each a E A if x6 > mw and the constraint X, 2 0 has not been relaxed, 
relax it; if c, - XL > mw and the constraint x, I c, has not been relaxed, 
relax it. 
(c) Set 
h+1 +_A + wi, 
i+l 
&I 
I 
+- x0, if a#Pi, 
it1 
xl2 +- xi - wi, if a is backward arc in Pi, 
Xl3 i+l + x6 + wi, if a is forward arc in Pi, 
and i c i + 1. If no constraint was relaxed in (b) go to (a); otherwise go to 
(2). 
(2) Convert the current flow into a special feasible flow: Find an augmenting path 
Pi of maximum capacity only on those arcs e such that 0 < x6 < c,. If there is no 
such augmenting path stop; the current flow is special; return to (1). Otherwise, 
let Wi be the amount we can augment the flow along Pi. Set 
fi+, -5 + Wir 
i+l 
xl2 
L 
+- x0, if a$Pi, 
if1 
&I + XL - wi, if a is backward arc in Pi, 
xi+l + x6+ wi, if a is forward arc in Pi, 
and i t i + 1 and repeat step (2). 
The following result is well known; see Lawler [7] or Queyranne [S]. 
Lemma 2.2. Given a feasible fiow in a network, there exists a sequence of at most 
m augmentations which yields a maximumjlow and all thejlow changes in any arc are in 
the same direction. 
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Lemma 2.3. Given a feasibleflow xi withjow value&, let Ai = f * -f;, where f * is the 
maximum pow value, and wi = 1;+ I -fi be the increase in flow value resulting from 
a maximum capacity flow augmentation. 
(a) (Edmonds and Karp [2]). Then Ai 5 wim. 
(b) Moreover, if xi > Ai (respectively, c, - x6 > Ai), then no maximumJlow x* can 
have x,* = 0 (respectively, xt = c,). 
Proof. (a) By Lemma 2.2, we know the maximum flow f * can be reached from xi by 
a sequence of at most m augmentations each of which increases the flow value by at 
most Wi; hence, Ai = f * -f;: I wim. 
(b) This is an obvious consequence of the fact that the flow in each arc can change 
by at most Ai as a result of all (s, t)-flow augmentations. 0 
Lemma 2.4. Starting with a special feasible flow xi in step (1) of Algorithm 2.1 with 
r = 1, the conditions in step (1 b) for relaxing either an upper bound constraint x, I c, or 
a lower bound constraint x, 2 0 (a) are valid, and (b) will be satisfied for at least one arc 
e, for which x3 = 0 or XL = c,, after at most m2 augmentations. 
Proof. (a) Since at iteration k, w = wI for some 1 I k, it follows from Lemma 2.3(a) 
that if x3; > mw (respectively, c, - xt > mw), then xt > mwl 2 Al 2 Ak (respectively, 
c, - xi > Ak), and hence from Lemma 2.3(b) that the bound X, 2 0 (respectively, 
x, I c,) can be relaxed. 
(b) Since we start with a special feasible flow, there is an (s, t)-cut C such that all 
arcs a in this cut have flow XL = 0 or xi = c,. After m2 augmentations of maximum 
capacity, the (s, t)-flow, and hence the flow through C, is increased by 
h+m2 -fi = c;‘=? wj 2 m2w since w I wj, for i I j 2 i + m2. Here w is the value 
obtained by Algorithm 2.1 at iteration i + m2. Hence, since C contains fewer than 
m arcs, assuming that m > 1, there must be at least one arc e in C with xd+“” > mw or 
c, - x;+~’ > mw. 0 
Since there are 2m bound constraints in (1) and not all can be relaxed, the total 
number of maximum capacity augmentations in step (1) of Algorithm 2.1 (with r = 1) 
is bounded above by 2m3. It is easy to see that at most m successive augmentations 
are needed in step (2) to convert a feasible flow to a special feasible flow. Hence, 
there can be a total of at most 2m2 step (2) augmentations. We now show that by 
setting r = 1 - l/m in Algorithm 2.1, the total number of augmentations required 
can be bounded above by O(m2 logm). For this purpose, we need the following 
lemmas. 
Lemma 2.5 (Edmonds and Karp [2]). Let Ai = f * -5 and Ai+ 1 = f * -fi+ 1. Then 
Ai+l/Ai I 1 - l/m. 
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PrOOf. Since Wi =J+l -A = di - di+l, and Ai = f * -A I mwi by Lemma 2.3, we 
have that Ai 5 m(Ai - Ai+l) which implies that Ai+l I Ai(1 - l/m). 0 
We note that Edmonds and Karp [2] prove slightly stronger versions of Lemmas 
2.3(a) and 2.5, in which m is replaced by a bound on the maximum number of arcs 
across a cut. 
Lemma 2.6. Let r = 1 - l/m, m > 1; then ci= 1 rjmh > mz if h 2 r m log(m + 3) 1. 
Proof. Since rmh is an increasing function of h and (1 - l/m)-m > e for all finite 
m > 1, rPh 2 (1 - l/m)-m’o~~m+3) > m + 3. Hence, 
i rj-h = r-h ‘(1 - rh) ~ = (m - l)(rmh - 1) > (m - l)(m + 2) 2 m2. 0 
j= 1 l-r 
Lemma 2.7. Starting with a special feasible jaw xi in step (1) of Algorithm 2.1 with 
r = 1 - l/m, the conditions in step (1 b) for relaxing either the upper bound constraint 
x, 5 c, or the lower bound constraint x, 2 0 (a) are valid and(b) will be satisjied after at 
most r m log(m + 3) 1 maximum capacity augmentations. 
Proof. (a) It is easy to verify from the recursive definition of w that at 
w = rkPsw, for some s, i I s I j. Therefore, from Lemmas 2.3(a) and 2.5 
mw = mrkmsw, 2 rkPsAs 2 Ak. 
iteration k, 
Hence, xt > mw implies that xi > dk, and it follows from Lemma 2.3(b) that the 
bound constraint x, 2 0 can be relaxed. Similarly, if c, - x); > mw, then c, - xi > A, 
and the bound constraint x, 5 c, can be relaxed. 
(b) Since we begin step (1) with a special feasible flow, there is an (s, t)-cut C such 
that all arcs e in this cut have flow xi = 0 or XL = c,. After h = rrn log(m + 3)1 
augmentations, the (s, t)-flow f is increased by 5th -A = cF= 1 Wj+i- 1. But at this 
point WI rh-jWi+j_l, 1 I j I h. Hence the flow through the (s, t)-cut C is increased 
bYfi+, --fi2 WE;=1 - rj-h > m’w, where the last inequality follows from Lemma 2.6. 
Since C contains fewer than m arcs, there is at least one arc e E C with x2” > mw or 
c,-xXk+h >mw. 0 
Theorem 2.8. Algorithm 2.1 with r = 1 - l/m takes at most 0(m2 log m) augmentations 
and at most O(m3 log m) operations. 
Proof. The main work occurs in step (1). It takes at most r m log(m + 3) 1 augmenta- 
tions to complete step (1). Each execution of step (la) takes O(m) operations (e.g., see 
Tarjan, [lo]), as does each execution of steps (lb) and (1~). Since there are 2m bound 
constraints and not all can be relaxed, step (1) is repeated less than 2m times. Thus the 
total number of augmentations required is at most 0(m2 log m) and the total complex- 
ity of the algorithm is 0(m3 log m). 0 
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We note that a version of the preflow-push algorithm of Goldberg and Tarjan 
currently has the best strongly polynomial-time bound (O(mn log(n’/m))) for solving 
the maximum flow problem. 
3. A primal simplex algorithm 
We now consider a simplex version of the MCA algorithm. 
Adding a backward arc from t to s, we can formulate the maximum flow problem as 
the following linear program: 
maximize f = x*,~, 
subject to c x,,, = c x,,. Vu E N, (3) 
lXF(U) WEB(U) 
0 I xl&” I CU.” V(u, u) E A. 
We define a basis tree to be an acyclic spanning graph in G u (t, s), containing the 
arc (t, s) such that if a# T, then x, = c, or x, = 0. Given an augmenting path 
P=(el,e2,..., ek) in G with respect to a basic feasible flow xi, arc ei is said to be 
saturated by a simplex pivot if xi: i = c,, and ei is forward in P, or xi+ ’ = 0 and ei is 
backward in P; otherwise it is said to be nonsaturated. 
We shall use d, to denote the reduced cost of arc a with respect to the current basis 
tree. 
MCA simplex algorithm. 
(0) Let the initial special feasible flow be x = 0 and Tg be any basis tree. 
(1) Find an augmenting path Pi = (el, e2,. . . , ef) in G of maximum capacity. If 
there is no such augmenting path stop; x is optimal. 
(2) Choose p = e, as the entering arc such that: v = min { j 1 ej E Pi, dej = l> and 
perform a simplex pivot. If no arc in Pi is saturated, repeat this step. Otherwise, go to 
(1). 
To show that this algorithm is strongly polynomial, we need to prove that the 
number of simplex pivots in step (2) is polynomially bounded. Given 
Pi = (el, e2, . . . ,e,J, let the ith sequence of basis trees be Tb, T:, Ti, . . . , Tf, where 
Ti is the basis tree just before a simplex pivot produces a saturated arc in Pi. In 
Lemma 3.2 below we shall show that s is finite; i.e., cycling cannot occur. Let pj, qj be 
the in-arc and out-arc corresponding to T/ and define R: = Tj u pj and 
Qj = xevEPi n R! v. Note that e, denotes the vth arc in Pi. 
Lemma 3.1. Zf qj = e, E Pi leaves the basis and is nonsaturated, then there is an arc 
pj+ 1 = e, E Pi with index v < u and d,,, = 1. Furthermore, if e, enters the basis, then 
Qj,, I Qj - 1. 
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Proof. Let Sj, Sj be the node partition of Tj that results from the removal of arc (t, s) 
from Tj, where s E Sj and t E Sj. Since e, is nonsaturated, the augmenting path must 
across the cut (Sj, Sj) in the backward direction (i.e., from Sj to Sj) at e,. Hence, there 
is at least one arc e, E Pi in (Sj, Sj) with v < u and de” = 1. If e, enters the basis, then 
Q;+i=Q;-u++vQQj-1. 0 
Lemma 3.2. The number of bases in the sequence T b, Ti, Ti, . . . , Tl generated by the 
capacity simplex algorithm is at most s I $n(n - 1). 
Proof. Qb I 1 e,EPinRb u I )n(n - 1) - 1 and Qb 2 1. Let q. be the leaving arc in Tj. 
There are three cases to consider: 
(i) 4” $ pi2 
(ii) q,, E Pi, qU leaves the basis and is nonsaturated, 
(iii) q,, E Pi, qU leaves the basis and is saturated. 
In case (iii) T/ = T,i, so we need only consider the first two cases. In case (ii) 
Qj, 1 I Qj - 1 from Lemma 3.1. In case (i) it is clear that Qj, 1 I Qj + n - 1. Case (i) 
can happen at most n - 1 times since TJ has at most n - 1 arcs which are not in 
Pi and every arc that enters the basis must be in Pi. Thus case (ii) can happen at most 
(n - 1)2 + +n(n - 1) - 1 = ($n - l)(n - 1) - 1 times. Therefore s I (n - 1) + 
($n - l)(n - 1) - 1 + 1 = jn(n - 1). 0 
Theorem 3.3. The MCA simplex algorithm requires at most O(m2n2 logm) simplex 
pivots and at most 0(m2n3 log m) operations. 
Proof. We first note that fi + i -h 2 wi, and hence that Lemma 2.5 remains valid for 
the MCA simplex algorithm. Consequently, since each basic feasible solution is 
a special feasible flow, a result analogous to Lemma 2.7 applies to the MCA simplex 
algorithm and the total number of augmenting paths of maximum capacity found in 
step (1) is at most O(m2 log m). By Lemma 3.2, each time we call step (2), at most 0(n2) 
simplex pivots are required. Therefore, the total number of simplex pivots is bounded 
above by O(m2n2 log m). Since finding an augmenting path of maximum capacity 
requires at most O(m) operations and performing a simplex pivot requires at most 
O(n) operations, the total complexity of the algorithm is 0(m2n3 logm). 0 
We note that the smallest label network simplex algorithm of Goldfarb and Hao 
[6] solves the maximum flow problem in at most nm pivots and that its implementa- 
tion by Goldberg, Grigoriadis and Tarjan [4] runs in O(mnlogn) time. 
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