We consider the behavior of spatial point processes when subjected to a class of linear transformations indexed by a variable T . It was shown in Ellis [Adv. in Appl. Probab. 18 (1986) 646-659] that, under mild assumptions, the transformed processes behave approximately like Poisson processes for large T . In this article, under very similar assumptions, explicit upper bounds are given for the d2-distance between the corresponding point process distributions. A number of related results, and applications to kernel density estimation and long range dependence testing are also presented. The main results are proved by applying a generalized Stein-Chen method to discretized versions of the point processes.
1. Introduction. Let D 1 , D 2 ∈ N = {1, 2, 3, . . . } and D = D 1 + D 2 . Consider a point process ξ on R D = R D 1 × R D 2 , which has expectation measure ν and meets three conditions, namely, absolute continuity of ν with a mild restriction on the density, an orderliness condition in the R D 1 -directions and a mixing condition in the R D 2 -directions (formal versions of these conditions can be found at the end of this section). Let η be a Poisson process with the same expectation measure and let θ T : R D → R D be the linear transformation that stretches the first D 1 coordinates by a factor w(T ) 1/D 1 and compresses the last D 2 coordinates by a factor T 1/D 2 , that is, for T ∈ R, T ≥ 1, we set
where w(T ) → ∞ and w(T ) = O(T ) for T → ∞. In particular, we usually writeθ T instead of θ T if our stretch factor is T 1/D 1 .
T | J )) can be shown to be small for large T if we choose for d a probability distance between distributions of point processes which metrizes a topology that is equal to or not too much finer than the weak topology (i.e., the topology of convergence in distribution).
Our choice for d will be the d 2 -distance [see Barbour, Holst and Janson (1992) , Section 10.2], which, besides meeting the aforementioned requirement, has a number of other useful properties; it is rather easy to handle, and bounds on d 2 (L(ξ 1 ), L(ξ 2 )) for point processes ξ 1 , ξ 2 imply bounds on |Ef (ξ 1 ) − Ef (ξ 2 )| for a number of desirable functions f . The d 2 -distance can be constructed as two Wasserstein distances, one on top of the other, in the following way. Consider a compact set X ⊂ R D and write M p for the space of point measures on X . Let d 0 be the usual Euclidean distance on R D , but bounded by 1, and F 1 := {k : X → R; |k(x 1 ) − k(x 2 )| ≤ d 0 (x 1 , x 2 )}. Define the where |ρ i | := ρ i (X ) < ∞. It can be seen that (M p , d 1 ) is a complete, separable metric space and that d 1 is bounded by 1. Furthermore, the KantorovichRubinstein theorem [see Dudley (1989) , Section 11.8] when |ρ 1 | = |ρ 2 | =: n ≥ 1 yields that
where the convergence in distribution for point processes is defined in the usual sense [see Kallenberg (1986) , Section 4.1]. The fact that is crucial here is that, for d 0 as defined, the topology generated by the metric d 1 on M p is equal to the vague topology, which is used for the definition of convergence in distribution for point processes.
d 2 is the distance that we are mainly interested in, but we will also deal with two other probability distances; namely, on the one hand, the total variation distance between distributions µ 1 and µ 2 on Z + , which is defined as and, on the other hand, the bounded Wasserstein distance between distributionsμ 1 andμ 2 on R, which is defined as
where F BW := {f : R → R; |f (x) − f (y)| ≤ |x − y| and |f (x)| ≤ 1 2 for x, y ∈ X }, the set of Lipschitz continuous functions with constant 1 that are bounded by 1 2 . For equivalent expressions and properties see Barbour, Holst and Janson (1992) , Appendix A.1 for the total variation distance and Dudley (1989) , Section 11.3 for the bounded Wasserstein distance.
It will be the main goal of our endeavors to find upper estimates for the distance d 2 (L(ξθ for an appropriate T -independent measure ν ′ on R D (Section 2.5). Throughout the article we use Po(ν ′ ) to denote the Poisson distribution with parameter ν ′ if ν ′ is a positive real number and to denote the distribution of the Poisson process with parameter measure ν ′ if ν ′ is a boundedly finite measure.
In Section 3 we present some applications of our results. Most importantly, we calculate an upper bound for the bounded Wasserstein distance between the distribution of a kernel estimate of the density of ν at a certain point and the actual value of the density at that point. Furthermore, we briefly describe an application to testing for long range dependence.
Apart from the paper of Ellis (1986) , which provided the initial motivation for many of the theorems in this article, stretched point processes have also been investigated in the context of light traffic analysis for queues and in other, similar topics: see, for example, Borovkov (1996) and the references therein. These authors, however, were interested in the quite different question of finding asymptotic expansions for the expectation of functionals of purely stretched marked point processes, which vanish in the limit on every compact set; our procedure, in contrast, leads to point processes with, essentially, a stable or increasing number of points in every compact set.
We conclude this section by having a detailed look at the three conditions for the point process ξ.
Condition 1 (Absolute continuity of the expectation measure). Let µ = µ 1 ⊗ µ 2 , where µ 1 := λ D 1 is the Lebesgue measure on R D 1 , and either
Then we require that ν ≪ µ with a Radon-Nikodym density p, such that κ ∈ R + exists with
In the same way, we choose ι ∈ R + with
(For the asymptotic result it is enough, of course, to assume both statements only for all T bigger than some T 0 ≥ 1.)
Condition 2 (Orderliness). There is a continuous functionα :
For the third condition, there are different versions that can be considered. According to the type of mixing we are interested in, we write this condition as 3x, where x ∈ {β, ρ, ϕ}:
there is a decreasing functionβ :=β a,b : R + → R + with the two following properties:
where x is one of the three mixing coefficients β, ρ or ϕ with
In the following we suppress the indication of the interval [a, b) and write simplyβ. The corner points a and b are to be chosen appropriately; for
No further explanation is needed for the first condition. It simply states the absolute continuity of the expectation measure with respect to what is basically Lebesgue measure, with a mild condition on the density. The fact that we admit the counting measure for the D 2 -part of the reference measure µ allows us to apply our future estimates to (mixing) sequences of certain R D 1 -valued point processes. In order to simplify certain formulas, we will always tacitly assume that T ∈ {n D 2 ; n ∈ N} if µ 2 is the counting measure. The second condition is a form of orderliness in the R D 1 -directions. For a detailed account of orderliness, see Daley (1974) . For what we are interested in here, it is enough to understand that the upper bound for E [(ξ(C) 
and that Condition 2 implies the simplicity of ξ (i.e., P[ξ({x}) ≤ 1 ∀ x ∈ R D ] = 1). The latter implication is due to Theorem 2.6 in Kallenberg (1986) .
The various versions of the third condition are mixing conditions of different strength. It can be seen [Doukhan (1994) ] that
for arbitrary σ-fields B, C ⊂ F on some common probability space (Ω, F, P). Thus, the concept of ϕ-mixing is the strongest of the three, followed by the β-mixing and ρ-mixing concepts, which are not generally comparable with each other, although from an empirical point of view, β-mixing often turns out to be the stronger of the two. Two mixing concepts that are not treated here are α-mixing, which would be weaker, and ψ-mixing, which would be stronger than any of the three mentioned concepts [see Doukhan (1994) ]. The kind of mixing used in Ellis (1986) is ρ-mixing. However, it is important to notice that we need a stronger mixing condition, in the sense that the set underlying the σ-field F ext may enclose the set underlying the σ-field F int from all of the 2D 2 possible directions of the R D 2 . As partial compensation, the order we need for the convergence of our mixing coefficient to zero is only half the order that was needed for Ellis' result, and what is more, we could actually manage with a mixing condition where the σ-fields F ext and F int are quite a bit smaller (namely, generated by the numbers of points of ξ in the corresponding discretization cuboids that we will need for the proof).
The main results.
The results given within this section have somewhat similar flavor, and their proofs all follow the same path; first discretizing the point processes and then applying a local Stein theorem. An outline of this method can be found in Section 2.1; thereafter, in Sections 2.2-2.5 the different results are presented. A detailed, self-contained proof is given only for Theorem 2.A; for the other statements the necessary adaptations are given.
2.1. The approach. All statements in Section 2 are about upper bounds for distances between the distribution of a transformed ξ-process and the distribution of a transformed Poisson process (or a function of the respective process, as in Section 2.3). For the sake of clarity of presentation, we T | J in Section 2.4), the arguments presented here can be applied literally (or almost literally in the case of Section 2.3) to calculate the presented upper bounds for any of the distances appearing in this section.
As mentioned before, our basic strategy of proof is to discretize ξθ
T (in general, the point processes involved) and then apply an estimate, obtained by a generalized version of the Stein-Chen method, to the discretized point processes (in fact, the classic Stein-Chen method will be enough for Section 2.3, where only the numbers of points are involved). The corresponding estimate can be found in the Appendix.
The discretizations are carried out as follows. For every T ≥ 1 and for h(T ) ≥ 1, set n 1 := ⌈h(T ) 1/D 1 ⌉ − 1 and n 2 := ⌈T 1/D 2 ⌉ − 1, where ⌈x⌉ denotes, for any x ∈ R, the smallest integer z ≥ x. We subdivide J T into smaller "discretization cuboids" C kl with lengths 1 in the R D 2 -directions and widths
in the R D 1 -directions, whenever the C kl are not too close to the boundary of J T . Here h(T ) can be thought of as order of the number of discretization cuboids in the
To be more precise, we set, for every T ≥ 1,
kl . Note that in order to reduce the complexity of presentation, we will make use of simplified notations for multi-indices that should be obvious in their meaning. For instance, we write, in short,
Also, where not stated otherwise, the ranges of the indices in expressions like k,l or k,l are given by k ∈ {0, 1, . . . , 2n 1 + 1}, l ∈ {0, 1, . . . , 2n 2 + 1}. Some more notation is needed. We denote by α kl the centre of C kl and define in the image space of the transformation θ T
for all k, l and write ρ kl for the centre of R kl [correspondingly, we useR kl :
The discretization Ξ of the point process ξ is obtained by setting a point in the middle of every discretization cuboid C kl which contains any points of ξ. Formally, we set
and define Ξ as
The error we make in the transition from ξθ
T in terms of the d 2 -distance (with a slight alteration, the argument holds also for the d TVdistance between the numbers of points; see Section 2.3) is small for large T , because, on the one hand, the orderliness condition (Condition 2) takes care that the probability of two points within the same discretization cuboid (and, as a consequence, of any point vanishing in the transition) is small, and, on the other hand, we have chosen our discretization in such a way that we only have to move points by a d 0 -distance of, at most, half a body diagonal of a discretization cuboid R kl (R kl in Section 2.4) in the image space, which is small for large T as well.
As a discretization (at least "in distribution") of the Poisson point process η, we take
where U kl are arbitrary independent Po(p kl )-distributed random variables for 0 ≤ k ≤ 2n 1 + 1, 0 ≤ l ≤ 2n 2 + 1. Again, the error we make in the transition from ηθ
T is small for reasons quite similar to those stated above for the transition from ξθ
T (note that the two discretizations were not realized in the same way, and that we have to argue a little more carefully in Section 2.5, where a limiting Poisson process that is independent of T is considered).
We then have an indicator point process Ξ with a local dependence property (stemming from the mixing Condition 3x) and a discrete Poisson point process with the appropriate intensity measure, so that we are in the position to apply the local Stein Theorem A.D for point processes (or, in case of Section 2.3, Theorem A.A for sums of indicators), which in each case yields the stated result.
There is one point about the refinement of our discretization that is worth noting. In our main ρ-mixing case we retain the highest possible flexibility by introducing the variable h(T ). Although it will often turn out to be a natural and relatively good choice to set h(T ) := T , doing so is, in many cases, not optimal. The optimal choice of h(T ) depends on the specific orderliness and mixing conditions that can be obtained for ξ. The weaker the orderliness condition [the slowerα(v) goes to zero for v → 0], the higher the optimal h(T ) will be; conversely (and somewhat surprisingly at the moment), the weaker the mixing condition [the slowerβ(u) goes to zero for u → ∞], the lower the optimal h(T ) will be. In contrast, no such considerations are necessary for the discretization in the R D 2 -directions. A discretization cuboid length of 1 can easily be seen to be both natural and optimal. A length of higher order in T only increases the distance, by which we have to move points for discretizing, a length of lower order in T increases the number of discretization cuboids without changing the order of the length that the orderliness condition "sees" [i.e., without changing v(C kl ) with v as in Condition 2].
The d 2 -distance between the point processes.
In this section the d 2 -distance between the transformed point processes ξθ
In all the results we use the notation O(f 1 (T ), . . . , f j (T )) as short hand for O(max{f 1 (T ), . . . , f j (T )}).
Results.
Theorem 2.A ("The principal theorem"). Suppose that the prerequisites of Section 1 hold, including the Conditions 1, 2 and 3ρ, and let ι > 0.
Then we obtain for arbitrary m := m(T ) ∈ Z + and h(T ) ≥ 1 for every
where we write log
For a quantitative form of the upper bound see (2.10) and (2.11) at the end of the proof. Note that the powers of 2 and 5 that appear in these inequalities have been chosen (for the convenience of calculations) to be unnecessarily large and might be dramatically improved.
One now might ask the question under what conditions the d 2 -distance converges to zero.
Corollary 2.B (Convergence to zero in Theorem 2.A). Suppose that the prerequisites of Theorem
Remark 2.C (Convergence to zero, simplified).
(a) By adjusting m and h(T ) to the functionβ it can be shown easily that
T | J )) → 0 holds under the general prerequisits of Theorem 2.A. This is consistent with Corollary 2.B for δ = 1 (note that the requirements for the functionsα andβ are a bit stronger in Corollary 2.B).
(b) From Corollary 2.B follows that for arbitrary δ ∈ (0, 1] and for r >
These simpler, but stronger requirements on the functionsα andβ reflect the case where we refrain from adapting h(T ) to the concrete problem and simply set h(T ) = T .
In the principal Theorem 2.A, it may seem a little unsatisfactory that our "discretization depth" h(T ) in the R D 1 -directions appears in the term T h(T )β(m), which stems from the mixing condition in the R D 2 -directions, and that, in fact, a finer discretization could increase the overall upper bound we get for the d 2 -distance. Whereas it might well be that the factor h(T ) is superfluous, it has not been possible to prove this so far. However, there are other ways in which this problem can be, if not remedied, then at least circumvented, simply by assuming one of the other two mixing conditions. 
the same order as that stated in Theorem 2.A, except for the term T h(T )β(m), which is replaced by the two terms
has the same order as that stated in Theorem 2.A, but the term T h(T )β(m) can be replaced by T /w(T )β(m); hence, as above,
Remark 2.E. Note that in the above theorem, a certain price must be paid for the elimination of h(T ) in the term that comes from the mixing condition: In statement (a) we obtain for our upper bound an order which is, in many cases, worse than the corresponding order we get for an optimal choice of h(T ) in Theorem 2.A; only for sufficiently high D 1 is the upper bound order from Theorem 2.D(a), in general, better. In statement (b) we require a much stronger kind of mixing condition than in Theorems 2.A and 2.D(a).
On the other hand, we do not have to require a strictly stronger mixing condition in statement (a) and we get a strictly better upper bound in statement (b).
Example. A typical choice of parameters for illustrating the above mentioned points is given byα(v) = v,β(u) = 1 u 2D 2 and w(T ) = T , whence we immediately get O(T −1/3 ) and O(T −2/3 ) as upper bound orders for the d 2 -distance under the β-mixing and ϕ-mixing conditions, respectively; solving a little optimization problem yields the order O(T −3/(D 1 +6) ) under the ρ-mixing condition, which for D 1 < 3 is better and for D 1 > 3 is worse than the order under β-mixing.
2.2.2.
Proofs. The following simple lemma will be useful.
Lemma 2.F. For all k, l, we have
Proof. The second inequality is immediate, the first one is obtained as
by the orderliness condition with v(
Proof of Theorem 2.A. We use the notation introduced in Section 2.1; in particular, we write
for the discretized point processes, where U kl are independent Po(p kl )-
The overall d 2 -distance can now be split up accordingly:
We first take a look at the discretization errors. For the ξ-discretization we can obtain, via the Kantorovich-Rubinstein equation (1.2),
(2.2)
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The second summand can easily be estimated as follows: 
is, in such a way that Y i is the centre ρ kl of the cuboid R kl which contains X i . Thus, by (1.1), and since in the transition from ξ to Ξ we do not move the points any farther than half a body diagonal of a cuboid R kl ,
whence we get for the total ξ-discretization error
.
Next we consider the discretization error for η. Let H ′ := k,l η(C kl )δ α kl and q kl := ν(C kl ). We split up the error as
(2.5)
The first summand gives us a little more trouble. Since for any two point processes ξ 1 and ξ 2 on a compact set X the inequality
holds, it can be seen from (1.2) and the analogue of (1.4) for probability distributions on more general spaces [see Barbour, Holst and Janson (1992) , Appendix A.1] that
for any distributions P , Q of point processes on X . Hence, by another application of the more general version of (1.4) in the second inequality, 6) where the last two inequalities follow from Proposition A.C and Lemma 2.F, respectively. For the second summand in (2.5), we obtain
by the same argument that was used in (2.4). So, an estimate for the total η-discretization error is given by
Last, we look at the remaining term d 2 (L(Ξθ
, which is perfect for the application of a Stein estimate. In the notation of the Appendix we write
[accordingly, we write elements of Γ as (i, j), meaning i ∈ {0, 1, . . . , 2n 1 + 1} D 1 , j ∈ {0, 1, . . . , 2n 2 + 1} D 2 ], and for the sets of strongly and weakly dependent indicators, respectively,
for every k, l, where |j − l| := max 1≤s≤D 2 |j s − l s | and m := m(T ) ∈ Z + for every T ≥ 1 is chosen arbitrarily. We can assume w.l.o.g. that m ≤ 2n 2 + 1 [note that for m > 2n 2 + 1 we have e kl = 0, so that (2.9) below is still true]. As in the Appendix, we set
From the local Stein Theorem A.D for point processes we know that
with e kl = 2 max
Starting from the right-hand side, most further estimates are very easy. First, we have
and
furthermore, by the mixing condition,
(2.9) and, by Lemma 2.F,
whence we get a "magic factor" estimate of
)) for T → ∞, provided that ι > 0. For the remaining term, E(I kl Z kl ), a little trick is required. We subdivide the set Γ = {0, 1, . . . , 2n 1 + 1} D 1 × {0, 1, . . . , 2n 2 + 1} D 2 along the last D 2 dimensions in D 2 -cube sections of extension 2m + 1 in every dimension (except for possible left over cuboids), and look at the individual sections separately.
2m+1 ⌉} D 2 , set for the sth section, that is, the section containing the s j th collection of 2m + 1 numbers in the jth coordinate,
which is the "lower left" corner index (the multi-index that is in each coordinate minimal among all indices belonging to the sth section), and
1 (s), . . . , c
which is the "upper right" corner index (the multi-index that is in each coordinate maximal among all indices belonging to the sth section). Furthermore, we set
C ij , the subset of J T that naturally belongs to the m-neighborhood cube of the sth section. Using our usual multi-index notation and index range convention for sums, we now obtain for the remaining term
by the orderliness condition with v(D
. All that is left to do now is to combine the various estimates for the righthand side terms of the Stein inequality (2.8). Then, adding the discretization errors and setting For ι > 0 and preferably T large enough, we get the rougher, but less nasty looking upper bound
which is of the required order.
Proof of Corollary 2.B. For T ≥ 1, we have to find h(T ) ≥ 1 and m := m(T ) ∈ Z + , such that all six terms on the right-hand side of the equality in Theorem 2.A go to zero as T → ∞. We set h(T ) = T q and m := [T x ], with q > 0 and 0
so the only two terms we have to worry about are
which both converge to zero if there exist q > 0 and 0
This last is true provided that
whence we obtain the statement.
Proof of Theorem 2.D. Since the mixing condition is used only once in the proof of Theorem 2.A, namely, in (2.9) for obtaining the upper bound of the e kl from the Stein estimate, we can simply transfer the proof and re-calculate this upper bound under our new mixing conditions.
(a) Let l ∈ {0, 1, . . . , 2n 2 + 1} D 2 be fixed, set C ·l := 2n 1 +1 k=0 C kl , and definẽ
Note thatF
where x k is the element of {0, 1} {0,1,...,2n 1 +1} D 1 , which has a 1 in the kth and a 0 in every other component. We denote the first summand by A kl , the second by B kl and look at the sums over k separately. For the A kl -sum we obtain
, where the monotony of the β-mixing coefficient is immediate if it is written in its dual form as a supremum over measurable partitions [see Doukhan (1994) , Section 1.1]. For the B kl -sum, the upper bound is obtained by application of the orderliness condition:
We thus have for the total e kl -sum over k the estimate
(b) In the case of the ϕ-mixing condition, the corresponding estimate is very easy. It follows that e kl = 2 max
The d TV -distance between the numbers of points. Since for every
is in F 2 , it follows for any two point processes ξ 1 , ξ 2 on a compact set X , that
Thus, the upper bounds we obtained in the theorems of Section 2.2 are also upper bounds for d TV (L(ξθ
T (J))). However, using the same method as above and making only slight modifications in the proofs, one can do a little better. Note that although now we are only concerned about numbers of points and not about their positions, we can still improve (but possibly also impair, depending on the leading term in our estimate) our upper bound by choosing a finer discretization in the R D 1 -directions. This is because the advantage we get from the orderliness condition if we have smaller discretization cuboids surmounts the disadvantage of having more of them.
Theorem 2.G. Suppose that the prerequisites of Section 1 hold, including the Conditions 1, 2 and 3ρ, and let ι > 0.
Remark 2.H. Of course, all theorems stated in Section 2.2 have their equivalents for the d TV -distance between the distributions of the numbers of points. The corresponding upper bounds can simply be obtained by leaving out the log ↑ -terms, as well as the terms
Note, however, that the conditions in Corollary 2.B for convergence to zero of the principal upper bound remain unchanged.
Proof of Theorem 2.G. Although our task now seems to be quite different, we can proceed exactly as we did in the proof of Theorem 2.A. First, we split up the distance as
Here the two discretization errors can be estimated very easily. By the orderliness condition, we obtain
and by Proposition A.C,
As for the remaining term, d TV (L(W ), Po(λ)), we can proceed exactly as
T )), with the only difference that now we use the classical local Stein-Chen Theorem A.A. Thus,
All notation has exactly the same meaning as it had in the proof of Theorem 2.A, so except for the logarithmic factor in front of the first sum, and the constant 1.65 in front of the second, we get exactly the same upper bound
T )). Assembling of all the different pieces yields the result claimed.
2.4.
Results for measure preserving transformationsθ T . When we consider a stretch factor w(T ) 1/D 1 = o(T 1/D 1 ), the expected number of points of the transformed process ξθ −1 T contained within the fixed cube J goes to infinity as T → ∞ if ι > 0, which for some applications is not desirable (e.g., if we want to approximate ξθ −1 T | J by a Poisson process that does not depend on T , see Section 2.5). We therefore formulate another theorem in this section, which deals with the case where we adjust the volume of the cuboid J to the volume of the cuboids J T , and thus produce space for the additional points.
In this regard, letθ T andJ T , defined as in Section 1, be our substitute for the transformation θ T and our enlarged version of the cuboid J , respectively. We then obtain the following result, where once more the quantitative form of the upper bound can be found at the end of the proof.
Theorem 2.I. Suppose that the prerequisites of Section 1 hold, including the Conditions 1, 2 and 3ρ, and let ι > 0.
,
which is the same order as in Theorem 2.A, apart from the factor (T /W (T )) 1/D 1 .
Proof. For a large part we can adopt the proof of Theorem 2.A. We use the same notation and the same discretization as we did there, replacing only θ T byθ T and J byJ T . First note that there is no change at all for the estimate of the Stein term, now written as
T )), because in the Stein estimate only objects in the pre-image ofθ T have to be considered (the Stein estimate does not take into account the distances between the points!).
But the changes for the estimates of the approximation errors are not exactly huge either: As we have seen in the proof of Theorem 2.A, these errors can be split up into two additive parts, one stemming from the fact that the original and the discretized point process need not have the same numbers of points in every discretization cuboid [see (2.3), resp. (2.6), in the proof of Theorem 2.A] and one stemming from the fact that even when we have the same numbers of points in every discretization cuboid, their positions are, in general, a bit shifted [see (2.4), resp. (2.7)]. From those two parts only the second is affected by the transition from θ T toθ T and from J toJ T (inasmuch as the discretization cuboids in the image space get a little bigger), because for the first, we have to deal once more only with objects in the pre-image ofθ T . A short calculation taking into account the above considerations [reproducing inequalities (2.4) and, accordingly, (2.7)] provides as upper bounds for each of the discretization errors d 2 (L(ξθ
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D. SCHUHMACHER Thus, we obtain as possible upper bounds for the overall d 2 -distance those of (2.10) and (2.11) with
, which yields the required qualitative estimate.
Again we can formulate versions of the other results of Section 2.2 with only slight (and very obvious) changes; in particular, we get the following:
Corollary 2.J (Convergence to zero in Theorem 2.I). Suppose that the prerequisites of Theorem 2.I hold. Furthermore, suppose that w(T ) ≥ kT δ for k > 0, δ ∈ (0, 1] and that
for v → 0 with r > 0,
Note that under the β-mixing or the ϕ-mixing condition, no changes in the respective upper bound order obtained in Theorem 2.D are necessary. T . Of course, this implies that the expectation measure may (and, unless it is a constant multiple of the Lebesgue measure, does) change as T tends to infinity: The approximating Poisson process, in general, will not be stable. One might therefore ask under what circumstances it is possible to approximate the transformed ξ-process by a fixed Poisson process, whose distribution does not depend on T , and what loss in terms of the d 2 -distance one has to face.
First of all, the correct T -independent intensity measure for our new Poisson process has to be found. Clearly, for ι > 0, using the transformation θ T with a stretch factor w(T ) = o(T ) is unnatural, because in that case the expected number of points of ξθ −1 T contained in J goes to infinity, whereas, of course, for any fixed Poisson process, the expectation of the number of points in J is always finite. So the natural choice for general w(T ) is the measure preserving transformationθ T , together with the enlarged cuboid J T from Section 2.4.
For the following heuristics we ignore the fact that µ 2 might be a counting measure. Then, restricted to the cuboid J T for T relatively large, the measure ν with density p with respect to λ D should be relatively "close" to the measure ν ′ := p(0)λ D , provided that p is constant in the R D 2 -directions [hence, the notation p(s) = p(s, t) for all s ∈ R D 1 , t ∈ R D 2 ] and that p satisfies a regularity condition in the R D 1 -directions at 0. Thus, restricted toJ T , νθ The following makes the above considerations rigorous. First, we formulate the additional regularity condition for p.
Condition 4 (Regularity of p). The density p = dν/dµ is constant in the R D 2 -directions, so that we can write
. Moreover, p satisfies the following regularity condition in the R D 1 -directions: There exist L ≥ 0 and z > 0, such that
for the T one wishes to consider).
We are now in the position to formulate the theorem. 
by result (1.3).
Proof of Theorem 2.K. Once again we can largely adopt the proof of Theorem 2.A (or, more precisely, that of Theorem 2.I). This time only the estimate for the discretization error d 2 (L(Hθ
) has to be replaced by an appropriate estimate for our new error d 2 (L(Hθ
We proceed just as we did in Theorem 2.A.
Let
, and split up the error as
Inequality (2.7) (or, more precisely, the corresponding modification from the proof of Theorem 2.I) yields for the second summand, as before,
For the first summand we get, by the same method as in (2.6), 13) where the first sum was already estimated in (2.6). Its upper bound, together with the upper bound from (2.12), forms the bound we arrived at for
). Therefore, all that is left to do is to show that the second sum on the right-hand side of (2.13) can be estimated by the claimed additional term. This, however, is done very easily:
3. Applications. The results of Section 2 can be applied in a number of different ways. For example, they yield useful upper bounds for certain theoretical statements about Poisson process approximation, such as classical thinning and superposition theorems (by projection of the point processes involved on the R D 2 -directions and the R D 1 -directions, resp.). There are also statistical problems where the results of Section 2 can be of help. To obtain an idea of what is possible, we look at two examples in more detail: in Section 3.1 we consider a fairly general density estimation problem, examined by Ellis (1991) , and in Section 3.2 we consider a problem of testing for long range dependence.
3.1. Density estimation. First of all, we need a new regularity condition for the density p.
Condition 4 ′ (Regularity of p). The density p = dν/dµ is constant in the R D 2 -directions, so that we can write p(s, t) = p(s) for all s ∈ R D 1 , t ∈ R D 2 (resp. t ∈ Z D 2 + 1 2 1). Moreover, p satisfies the following regularity condition in the R D 1 -directions:
Of course, it is enough if p| Z ∈ C 2 (Z) for a sufficiently large neighborhood Z of 0 ∈ R D 1 .
Suppose that Condition 4 ′ holds (along with the usual conditions from Section 1), and that we want to estimate the density p at the point 0 ∈ R D 1 , say.
By way of illustration, it is convenient to think of the R D 1 -space as the "data space" (i.e., the space of possible data points) and the R D 2 -space as the "ascertainment space" [i.e., the space of points at which data is obtained, typically by continuous observation over time (R D 2 = R = time axis) or by repetition of experiments (R D 2 with reference measure µ 2 = H D 2 0 )]. An example suggested by Ellis (1986 Ellis ( , 1991 is the estimation of the rate at which For the standard deviation we obtain sd(p η (0)) = var 1
where the second and third steps are applications of Campbell's theorem for the variance of an integral w.r.t. a Poisson point process [see Kingman (1993) ] and Fubini's theorem, respectively [note that (λ D 1 ⊗ µ 2 )θ
, where I D 2 : R D 2 → R D 2 is the identity]. An application of Campbell's theorem for the expectation [see Kingman (1993) ] and Fubini's theorem again then yields
Thus, we obtain for the bias
by Taylor's approximation, where · is the standard norm for bilinear forms on R D 1 . Of the last three summands, the first is always zero because of Condition 5(iv), the second can be estimated by L ′ 1 w(T ) 2/D 1 with a constant L ′ , which for "nice" Kernels (e.g., if K is radially symmetric) can be written as Once more we formulate the conditions under which the upper bound goes to zero. 
