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Efficient retrieval and categorization of 3D models are in urgent need due to the rapid 
proliferation of 3-Dimensional (3D) digital models. Recently, bag-of-words approach 
based on the visual similarity for 3D model retrieval has received a lot of attention for 
its superior performance and scalability to various input formats. It represents 3D 
model as histogram of visual words according to a codebook generated from local 
features extracted from 2D depth images. However, existing salient feature extraction 
methods not only are time-consuming, but also require large computation and storage 
capacity. Besides, very little research work has addressed 3D model categorization 
problem compared to large amount of work for the 3D model retrieval tasks. The 
categorization of 3D models is of great importance because when the database is huge, 
it is impossible to compare the query example with all target models, so there is a need 
for a mechanism to classify the query models into categories. This research aims at 
achieving two main objectives. The first objective is to develop more discriminative 
but computationally less expensive feature extraction methods. The second objective is 
to develop a 3D model categorization system which is very little addressed in the past. 
Both of the two objectives are achieved based on the bag-of-words framework.   
 
Firstly, a modified dense sampling and multi-scale dense (MSD) sampling strategy of 





Dense sampling is to extract features on uniformly distributed grids and MSD 
sampling is to extract features at multiple scales on the same grids as dense sampling. 
The proposed sampling strategies extract local features over the full range of the depth 
images rendered from the 3D model and therefore more suitable for the 3D model 
description. With a flat window to substitute circular Gaussian window, the feature 
extraction speed for the proposed sampling strategies are in an order of magnitude 
faster than the original Scale Invariant Feature Transform (SIFT) detection.  In 
combination with bag-of-words models, the proposed sampling strategies have shown 
superior performance over the original salient SIFT sampling.   
 
Secondly, two region feature descriptors Region Speeded-Up Robust Features (RSURF) 
and Histogram of Oriented Gradients (HOG) features are proposed for 3D model 
description. The proposed RSURF and HOG features extract features on uniform grids 
over a local region.  As they extract features with a pre-assumed scale and location, 
the proposed region-based feature detections are much faster and of lower dimension 
than the salient point detection.  The region size, number of orientation bins and 
coarse spatial binning will influence the descriptiveness and distinctness of the 
region-based feature descriptor together. The proposed region feature descriptors are 
used as inputs for bag-of-words model and show a much better accuracy than salient 
feature description for the 3D model retrieval tasks.   
 





is proposed using kernelized multi-class SVM for classification. The chi-square kernel 
and histogram intersection kernel approximated by linear homogeneous map are 
adopted as they are inherently suitable for the histogram-based shape representation. 
The linearly approximated kernel SVM not only show significant improvement than 
the original SVM, but are also very efficient to compute.  Example of the proposed3D 
model categorization system will be given for classification of query examples on 
public shape benchmark.  
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The number of 3-Dimensional (3D) digital models has been rapidly growing due to the 
advancement in fields of 3D data acquisition, geometric modeling and visualization. A 
large number of 3D models are heavily involved in various applications such as 
augmented reality [1], Computer-Aided Design (CAD) [2], cultural heritage [3] and etc. 
With the explosion of 3D models both at Internet and in domain specific databases, there 
is an urgent need for automatic reuse and management of these models. One challenging 
issue is to develop an efficient and effective retrieval and categorization scheme to find 
similar models. Automatic retrieval and categorization of 3D models will not only 
facilitate the reuse of existing digital contents, but also save a lot of time and human 
efforts to create new models and save costs for design and development.  
 
Content-based 3D model similarity search is to use the 3D model itself as query to match 
with existing models in a dataset. The similarity of 3D model defined in this thesis is 
purely based on shape, although similarity in other forms, e.g. functional similarity, is 
also of interest for different applications.  In the content-based 3D model similarity 
search, both of the query and target models are represented as shape descriptors 
computed automatically such that similarity distance between similar models is small in 
the high-dimensional feature space. The shape descriptor is required to be both 
representative and discriminative in order to better characterize the 3D models for the 




similar class and differentiate the models from different classes. 
 
When the number of target models is small, retrieval can be achieved by one-to-one 
comparison between query model and target models. However, when the amount of 
target models hits a large number, one-to-one comparison becomes unaffordable. 
Therefore, one-to-class comparison scheme is needed which could reduce the number of 
comparisons only related to the number of categories of existing models. In this thesis, 
the one-to-one comparison scenario is named as 3D model retrieval and the one-to-class 
comparison procedure is called 3D model categorization. The input format of 3D 
models in this thesis is polygonal mesh, however, the methods proposed could be easily 
extended to any format of object, including 2D sketches, range scans, point clouds etc.  
 
1.2 Research Motivation 
 
Visual similarity based methods have received appealing retrieval accuracy than other 
methods for 3D model retrieval tasks. Among them, bag-of-words methods are most 
attractive not only because of their retrieval accuracy, but also of less storage space 
compared with other view-based methods. This is because only the codebook and 
histogram of visual words are kept without the details of descriptors for each model after 
the codebook generation. Due to these advantages, this thesis employs the bag-of-words 
representation of 3D models. However, there are two limitations to be overcome for 
existing approaches of bag-of-words representation of 3D models in order to develop 
efficient algorithms to search for similar 3D models in a large-scale dataset in this thesis.  





Firstly, local salient features, such as Scale Invariant Feature Transform (SIFT) features, 
are often extracted for further shape description. These scale and rotation invariant salient 
features are often detected along corners and sharp changes. They might be more suitable 
for tasks like object recognition, where a number of notable features are extracted to build 
correspondence between two models. However, salient features often do not cover the 
whole content of the views of a 3D model, thus not descriptive enough for the 
representation of the 3D models. Therefore, there is a need to develop new feature 
descriptors which are more representative and discriminative than the previously 
proposed salient feature descriptors. 
 
Secondly, when the amount of 3D models grows large to a certain extent, there are at 
least two practical issues to be considered for the 3D model similarity comparison. 
One is regarding the computation cost and storage. Although SIFT features are very 
descriptive in terms of saliency, it is of very high dimension at 128. Some work 
proposed to use 42 views of depth images, and extract around 1k features per image, 
the storage requirement becomes unaffordable. Therefore, there is a need to develop 
some feature detection and description methods, which not only need less storage 
space, but also more representative than the salient features. Another issue is the 
affordable computational expense for the 3D model comparison. Existing one-to-one 
comparison of models is too time consuming, and sometimes not practical for 
large-scale problems. Hence, a scalable system for large-scale 3D model comparison 




system needs to be devised. 
 
1.3 Research Objectives 
 
From the above research motivation in Section 1.2, the objectives of this research are 
as follows: 
 
 To develop feature sampling strategies which are descriptive enough for 
bag-of-words representation of 3D model. The sampled features should represent 
the 3D model by covering the full content of 3D models. Feature sampling 
parameters, such as scales and sampling step, will be investigated to find the 
optimal configurations for higher retrieval accuracy. The proposed feature 
sampling strategies should also compute the features in a much faster fashion. 
 
 To develop two region-based feature descriptors which not only are compact in 
representation, but also simple and fast to compute. The Region-SURF (RSURF) 
feature is to use the SURF-like descriptor sum Haar wavelet responses over local 
image regions for shape representation. The Histogram of Oriented Gradients 
computes the derivative of a depth image and votes the gradients into orientation 
bins.  
 
 To develop an algorithm for categorization of large-scale 3D models. A multi-class 




Support Vector Machines (SVM) will be exploited for the categorization scheme. 
This learning-by-example approach obtain classifiers from existing models and 
assign a query example to a class of similar models without explicit comparison 
with all models in a dataset. As the 3D models are represented using the 
bag-of-words model, efficient non-linear kernels, such as the histogram 
intersection kernel and chi-square kernel that are suitable for the histogram-based 
data, can be incorporated with the SVM. The comparisons between the query 
model and target models are reduced from the total number of target models to the 
number of classes of the target models.  
 
The proposed work of this thesis may have significant impacts for large-scale similarity 
comparison of 3D models. The proposed feature detection methods are not only simple 
and fast to compute than the salient features, but also more representative and 
discriminative. They require less storage space and computational power than the SIFT 
feature detection, and therefore more affordable for the generation of codebooks using 
K-means clustering. The proposed 3D model categorization system makes the 
large-scale comparison of 3D models practical. It may potentially handle thousands of 
3D models and large number of categories thanks to the indirect one-to-class 
comparison and bridge the gap between single 3D model recognition and generic 
recognition. The proposed work has accommodated the needs of managing 3D models 
with a rapid growing amount.  
 




1.4 Organization of this Thesis 
 
This chapter presents the background and motivations of this research. A 
comprehensive literature review for content-based 3D model retrieval and 
categorization is given in Chapter 2. Chapter 3 outlines the framework of this thesis. 
The procedures of using bag-of-words approach to represent 3D models are also 
presented. Standard evaluation measures and four public available datasets for 3D 
model retrieval are also introduced in chapter 3. In Chapter 4, the modified dense 
sampling and multi-scale dense sampling of local features using SIFT description are 
proposed to incorporate with bag-of-words representation to improve the retrieval 
efficiency of 3D models. Chapter 5 proposes two region based descriptors, which are 
not only simpler in representation, but are also more discriminative for bag-of-words 
model based 3D model retrieval. In chapter 6, a multi-class SVM 3D model 
categorization system is proposed for the matching of large-scale 3D models. The 
histogram intersection kernel and chi-square kernel approximated with linear 
homogeneous maps are combined with the multi-class SVM have showed to improve 
the classification accuracy.  The last chapter concludes this thesis and proposed 
recommendations for future work.  
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Chapter 2 LITERATURE REVIEW 
 
2.1 Introduction   
 
Recent advancements in techniques for modeling, digitizing and visualizing 3D models 
have led to an explosion in the number of available 3D models on the Internet and in 
domain-specific databases. Therefore, it is highly desirable to develop 3D model matching 
and retrieval algorithms to automatically annotate, recognize and classify 3D models in 
large-scale databases. In recent two decades, researchers in field of computer graphics and 
vision, geometrical modeling and pattern recognition, have conglomerated and dedicated 
enormous efforts to develop effective and efficient similarity search and retrieval 
algorithms. Several literature surveys can be found in [4-7]. According to the surveys, the 
existing 3D model retrieval approaches can be roughly categorized into four categories: 
statistical-based, spatial map-based, topology-based and view-based methods.  
 
The statistical-based methods extract geometrical information of the object and then bin 
the measurements into histogram representation. These kinds of methods are generally 
easy to implement but not discriminative enough.  Horn [8] first introduced the extended 
Gaussian Images to map the orientations of surface normal onto a Gaussian sphere and 
vote each triangle based on the normal direction. Other geometric measures, e.g., normal 
distance of the surface points to the object origin [9], are further investigated. Ankerst et al. 




[10] introduced an intuitive representation of adaptive similarity distance function into 
spatial histograms. Ohbuchi et al. [11] partitioned the object into slices along the principle 
axes of the model and proposed the representation to extract the moment of inertia, the 
average distance of surface from axis, and the variance of distance of surface from the axis 
for each slice. The most popular work of this paradigm is shape distributions, proposed by 
Osada et al. [12]. The idea is simple, which is to measure distance between randomly 
sampled surface points, angle, area or volume properties and quantize them into histogram 
bins. The similarity is evaluated using earth mover’s distance. Many extensions have been 
made based on shape distributions, for example generalized shape descriptor (GSD) [13] 
and shape distributions for solid CAD models [14].  
 
Spatial map based methods represent the shape with its entries corresponding to physical 
locations of an object. Spherical representations are the most natural and common 
representations for 3D models. This representation is in general not invariant to rotations; 
therefore, a pose normalization step is critical to the exact description of the shape. Vranic 
et al. [15-17] proposed a seminal series of work to extract the coefficients of intersected 
ray extents with the sphere a 3D model and apply Spherical Fast Fourier Transform, 
known as Spherical  Harmonic (SH) descriptors. SH descriptors can provide the 
multi-resolution representation of the shape and rotation invariant with respect to the 
z-axis. Kazhdan et al. [18] proposed to do pose alignment for the polygonal model first 
and then voxelise it in order to be more robust to local changes and artifacts. The resulted 
descriptor is not only rotation invariant but also has a lower dimensionality of the feature 




vector. Novotni et al. [19] further proposed to use 3D Zernike moments computed as 
projection of the function defining the object as a set of orthonormal functions. This 
generalization considers the full volumetric information. The more compact 3D Zernike 
descriptors can capture extensions as a projection of the function onto a set of orthonormal 
basis functions within the unit ball. Papadakis et al. [20] decomposed a 3D model into set 
of spherical functions represented by intersections of emanating rays with the surfaces of 
3D model. Later, the Generalized Radon Transform [21] and Spherical Trace Transform 
[22] have been applied in order to achieve better performance. The spatial map based 
descriptors basically show better results than some coarser histogram and distribution 
based approaches. These methods are intuitive in the meaningful interpretations with 
respect to the model’s geometry but one main drawback is that only global information is 
encoded without specifying the relations between parts and features. Partial matching and 
deformable structures are not supported with these approaches. 
 
The topology based methods build a graph according to the geometry meaning of a 3D 
shape, showing how parts are linked together. It is more intuitive to encode both the 
geometrical and topological shape properties, but is also more complex and difficult to 
obtain and index in general.   For instance, Hilaga et al. [23] proposed topology 
matching to automatically calculate similarity between polyhedral models by comparing 
Multiresolutional Reeb Graphs (MRG). The MRG is computed via geodesic distance 
function to get the skeletal and topological structure of a 3D shape. Tung and Schmitt [24, 
25] extended the Reeb graph with geometrical attributes for a more flexible 




multiresolutional representation, known as augmented Reeb Graph. The inherent 
drawbacks of topology-based methods are it is too computational expensive for real 
applications and the resulted representations are very sensitive to noises and part 
perturbations. Therefore less work has been done in this area.  
 
As this thesis mainly focused on visual-similarity based methods, and especially using 
bag-of-words approach, the visual similarity based approaches and that based on 
bag-of-words model are reviewed in more detail in the following sections.   
 
2.2 3D Model Retrieval based on Visual Similarity   
 
View-based methods are based on the fact that similar objects also look similar from 
different viewing angles. It not only opens up the way to use 2D query interfaces in typical 
3D model retrieval systems, but also makes it possible to use the substantial amount of 
existing work from computer graphics and computer vision.  
 
Earlier work on view-based methods, for instance [26, 27] , proposed the so-called shock 
graph descriptor which stores a number of views of a 3D model. Clustered views of the 
object are then represented in the shock graph.  However, effective shock graph indexing 
is not addressed in these approaches and reduces the problem to a linear search over all 
views in the database.   
 




This first prominent work based on visual similarity is Light Field Descriptor (LFD) by 
Chen et al. [28], which proposed to describe the objects by silhouettes from ten uniformly 
distributed viewing angles of a sphere. Zernike moments and Fourier transforms are 
applied to the silhouettes and the dissimilarity is determined by summing up the similarity 
scores over all corresponding views. This approach has won the superior precision-recall 
accuracy over all other matching methods till its publication. However, LFD still suffers 
the following drawbacks: (i) only silhouettes -the external outline of the geometry, are 
encoded, and inner structures are not considered; (ii) no rotation alignment is applied, 
therefore by choosing N views of one model, total ሺܰ ൈ ሺܰ െ 1ሻ ൅ 1ሻ ൈ 60 comparisons 
need to be done, which is computationally inefficient while leaving the critical problem of 
rotation invariance intact. 
 
Vranic [17] has extended the silhouettes to the depth-buffer images, which could tackle the 
problem of inner structures, but they only use 6 views to calculate the shape descriptors. 
Chaouch et al. [29] presented a set of depth sequence information for a more accurate 
description of 3D boundaries from 20 depth images rendered of a 3D model. This 
description method classifies the regions into background regions and projected object 
regions and generates 2 ൈ N depth lines for a depth mage of size N ൈ N. For the object 
regions, the first derivatives of the sequences are used for description.  Similarity is 
computed via dynamic programming distance, which could lead to an accurate matching 
of sequences even in the presence of local shifting of the shape.  
 




Axenopoulous and Daras [30] have proposed a Compact Multi-View Descriptor (CMVD) 
which compactly represents a 3D object as a set of multiple 2D views, both silhouettes and 
depth images. For each view, a set of 2D rotation-invariant descriptors, Plolar-Fourier 
Transform, Zernike Moments and Krawtchouk Moments are extracted. 18 views from 
32-hedron are extracted and the authors stated that 18 views can best compromise 
representativeness and compactness. The matching scheme effectively calculates the 
global shape similarity by combining the extracted information from the multi-view 
representation.   
 
Makadia and Daniilidis [31] defined the similarity measure as the cross-correlation of the 
rendered silhouette image collections. This technique takes the advantage of that spherical 
correlation being equal to the multiplication in the spherical Fourier domain. A 
coarse-to-fine comparison strategy is achieved by using low-degree Fourier coefficients 
for coarse estimation and high-degree Fourier coefficients for finer estimation. The feature 
design is rotation invariant and 2ܮଶ	ሺܮ ൌ 3,5,17ሻ images are rendered respectively for 
consecutive fine-tuning. The results show that the matching similarity depends more on 
low-frequency coefficients.   
 
Stavropoulos et al. [32] considers the query-by-range-image approach from a computer 
vision perspective. The concept is that there should be a virtual camera with certain 
intrinsic and extrinsic parameters that can produce an optimal range image from the 3D 
object to correspond with the query range image.  Initially, salient features are extracted 




for both query range image and 3D target model, and an objective error function is 
minimized based on the salient features of the object. A hierarchical search framework is 
applied to search for the optimal solution in the parameter space. The proposed framework 
is proved to be efficient and can be easily extended to use other kinds of models.  
 
More recently, Papadakis et al. [33] proposed to use a set of panoramic views of a 3D 
object which could describe the position information and orientation of the object’s surface 
in 3D space. The panoramic view is particularly descriptive because it can capture a large 
portion of an object, equivalent to information from several views using orthogonal 
projections.  For each panoramic view, 2D Discrete Fourier Transform and 2D Discrete 
Wavelet Transform are applied. It is reported by the authors that using the wavelet features 
can increase the efficiency in terms of storage and computational time. A local relevance 
feedback scheme is also employed to increase the retrieval performance.  
 
In the engineering domain, Pu et al. [34, 35] proposed to use 2.5D spherical harmonics 
transformation and 2D shape histogram to retrieve 2D drawings based on their shape 
similarity. The first approach uses the spherical function to transform the drawing from a 
2D space into a 3D space. The second approach is based on statistical distribution between 
two randomly sampled points. A flexible sampling strategy is applied to allow users 
interactively emphasize certain local shapes. The results show the proposed methods have 
good discriminative ability and can be extended to free-hand sketches, vector drawings 
and scanned drawings.  





In conclusion, the 2D visual-based similarity methods in common bear the advantages of 
being highly discriminative, and if applied appropriately, can work for articulated objects 
and partial matching. They are also beneficial for multimodal queries of 2D sketches, 
images, as well as 3D models. The state-of-art performance suggests that this is an 
appealing candidate for further investigations. The main drawback is that the valuable 
information, due to self-occlusion, is discarded. A potential research direction may 
combine shape descriptors both directly from 3D models and their 2D view projections in 
order to achieve satisfying results.  
 
2.3 3D Model Retrieval using Bag-of-Words Model 
 
Bag-of-words approach has been one of the most popular and effective methods in 
fields of document retrieval [27, 34, 36, 37] and image categorization [38-40] and 
content-based image retrieval [41]. In essence, it represents an object as histogram of 
feature occurrence frequency according to a codebook learned from sets of features 
extracted from all the models in a dataset. Each feature is encoded as a visual “Word” 
according to the codebook, and therefore this approach is called “Bag-Of-Words” 
approach. As both the spatial and geometric information of the features are discarded, 
and only the orderless histograms of visual “words” are kept as shape descriptors. The 
bag-of-words approach is not only efficient but also effective for matching of sets of 
local features.  





Ohbuchi et al. [42] was among the earlier works to use bag-of-words model for 3D 
model retrieval. In their bag-of-SIFT features (BF-SIFT) approach [42], a set of range 
images, 6-view, 20-view and 42-view, are evenly sampled from vertices of 
polyhedrons for each model.  Then, Scale Invariant Feature Transform (SIFT) [43] 
features are extracted from the range images and quantized into a visual codebook 
using unsupervised K-means clustering. The features are coded according to the 
codebook using direct quantization. Similarity distance is computed using 
Kullback-Leibler divergence (KLD). The influence of number of views and codebook 
size for the retrieval performance are tested on Princeton Shape Benchmark (PSB) of 
the rigid generic 3D models [44] and McGill Shape Benchmark (MSB) [45] of 
articulated 3D models. The BF-SIFT method shows better retrieval accuracy than both 
the Light Field Method (LFM) [46] and Spherical Harmonics Descriptor (SHD) [18] 
on MSB and no worth than peers on PSB. By increasing the vocabulary size from 100 
to around 3000, the R-precision increases first, reaches at a peak and then decreases. In 
addition, it is also found out that with the increasing of number of views, the 
R-precision tends to increase as well. This is because there are more features extracted 
for each model with larger number of views, and therefore it is more robust because a 
local visual feature tends to be described by multiple visual words.  
 
Based on above findings, Furuya et al. [47] proposed to extract a much larger number 
of local features by over densely sampled spatial grids and scales. To deal with the 




thousands of features of high dimensions, there are two possible ways which could 
alleviate the difficulty of feature quantization and histogram indexing. The first method 
is to use a fast feature encoding method, e.g., tree-based encoder Extremely 
Randomized Clustering Trees (ERC-trees) [48] to accelerate the implementation speed. 
Another method is to reduce the dimensionality of the feature vectors. Ohbuchi et al. 
[49] proposed to use dimension reduction for the extracted SIFT features. 
Unsupervised Dimension Reduction (UDR), Supervised Dimension Reduction (SDR), 
and Semi-Supervised Dimension Reduction (SSDR) are proposed to learn features in a 
batch and encode the knowledge to a smaller m-dimensional subspace. Although the 
results suggest that the dimension reduction is able to compress the feature and 
achieves an improved retrieval performance, there is only empirical quantization levels 
mentioned.  
 
Ohbuchi et al. [50] further proposed an unsupervised distance metric learning approach 
with a combination of both the local visual features and global features to improve the 
bag-of-words method. The motivation is to look for a compromise of shape 
representation using local features and global features. On one hand, it may happen 
that the local features are almost identical while the global shape is different, for 
example the pipes bent in U shape and S shape. On the other hand, shape with 
articulated parts may appear totally different using global feature description.  
Experiments using the adaptive distance metric have shown better retrieval accuracy 
across multiple benchmarks with different characteristics.  However, the intention to 




add one global descriptor, which is one SIFT feature at the center of each range image, 
with local feature descriptors does not show difference in the performance of using 
only local features. Interestingly, the 1SIFT descriptor itself performs well enough, e.g. 
better than the BF-SIFT approach. 
 
Lian et al. [51-53] proposed a multi-view matching scheme, called Clock Matching 
Bag-of-Features (CM-BOF),  by finding the minimum distance pair between all 24 
possible matching pairs due to inexact pose alignment. No explicit description and 
explanation of advantages using CM-BOF over BF-SIFT are found in these two works, 
but if the histograms are generated for each view and compiled into a descriptor with 
certain order, the spatial relations between views are incorporated in this way. The 
CM-BOF performs slightly better than the BF-SIFT approach.  
 
Except for SIFT features, there are other local feature descriptors that are used in 
combination with Bag-of-Words approach. Spin images [54] are applied to the 3D 
model directly to obtain local oriented gradients image as feature descriptor. Unlike 
SIFT features, spin image is a projection of normals within a certain range to basis 
points, therefore it can capture the details of concaves and self-hidden area in a mesh.  
Li et al. [55] proposed a weak spatial constraint to encode the spatial information 
within concentric spheres. Instead of using a global dictionary to describe the 
histogram of words, the model is partitioned into M regions from outer sphere to inner 
sphere. The final feature descriptor is therefore of length N*M, where N is the 




codebook size and M is the number of regions. The results in [55] show that spatially 
enhanced bag-of-words approach slightly outperforms than the bag-of-words approach. 
However, factors include the partition of number of regions, the support range r of spin 
image, the number of oriented points for each model are all non-trivial and not 
discussed in detail in [55].   
 
Bag-of-words approaches which extract local features from 2D images are then 
extended to extract features from 3D mesh directly.  
 
Fehr et al. [56] proposed to extract spherical patches in the 3D shape centered in 
respective sampling locations for local feature description. They stated that the 
selection of interest points in 3D model is far less crucial than the 2D case, because in 
2D setting, the objects of interest may suffer from cluttered scenes. This may be true in 
certain cases; however, the authors only test the proposed approach on the well 
segmented Princeton Shape Benchmark (PSB) and have not compared the 3D 
Bag-of-Words method with its 2D equivalent. Tabia et al. [57] also proposed to extract 
local features, which are patches from the 3D mesh model directly, for non-rigid shape 
retrieval using bag-of-words approach.  
 
Ohkita et al. [58] employed a shape-based 3D model representation, namely Local 
Statistical Features (LSF) to integrate with the bag-of-words model. LSF computes 
statistical values between sampling feature points within local sphere geometry.  Thus 




it is not only compliant to well-defined closed mesh, but also can be used for other 
types of shape models, for example polygon soup.  From the results tested on MSB 
and PSB, the BF-LSF has achieved near or no better R-precision than the 2D version 
proposed in [47]. Kawamura et al. [59] proposed a novel local feature, which combines 
local geometrical information and spatial context, computed over mesh surface. As 
bag-of-words approach discards all the spatial information of local features, statistical 
diffusion distance is added to augment the contextual information. The combination of 
geometrical and spatial information is demonstrated to outperform either the local 
geometrical features alone or the spatial information. A single-scale version and a 
multi-scale version of the local features are both tested using bag-of-words model. The 
results still show no better than the dense 2D version of BF-SIFT in [47]. Tang et al. 
[60] conducted an extensive evaluation of different 3D shape descriptors with 
bag-of-words algorithm for 3D model retrieval using SHREC 2011 Non-rigid 
Watertight Meshes Dataset [61]. Six local descriptors evaluated using the method by 
Heider et al. [62], namely Distance to plane (DTP), Normal Distribution (ND), Mean 
Curvature (Mean), Gaussian curvature (Gauss), Shape Index (SI) and Curvature Index 
(CI) are extracted either randomly or using salient location detections are implemented 
within the bag-of-words framework. For random sampling, the best descriptors overall 
in terms of retrieval accuracy and high statistical values are Mean Curvature (Mean), 
Shape Index (SI), and Curvature Index (CI). Salient sampling of local shape 
descriptors needs slightly less number of features than random sampling in order to 
achieve a similar level of performance, but the advantage is very much limited. The 




authors also examined combing descriptors by concatenating feature vectors and by 
concatenating histograms. The best combination comes from concatenating vectors, 
and concatenating histograms gives better performance overall. But there are also 
some combinations perform worse than using single descriptor.  
 
To deal with articulated and partially occluded shape, Toldo et al. [63] proposed a 
hierarchical 3D object segmentation technique to partition objects into different 
segments. Sub-parts are then described by local region descriptors, which are properly 
clustered in order to be both discriminative enough and robust to irrelevant variations. 
Instead of using a single codebook, this method might need up to 108 different visual 
codebooks for classification of each particular 3D shape, which are very 
computationally expensive. The object is represented by a histogram assigning the 
object sub-parts to visual word, and SVM is used for classification. The part-based 
representation shows comparable retrieval accuracy with state-of-art approaches on 
SHREC 2007 Watertight models [64] and Tosca dataset [65].  
 
Lavoue [66] proposed to uniformly sample local patches described on the mesh surface, 
which are computed by projecting the geometry of neighborhood onto the 
eigen-vectors of the Laplace-Beltrami operator. These descriptors are not only 
translation and rotation invariant, but also discriminative enough and robust to noise 
and connectivity changes. A hybrid representation of original and spatially-sensitive 
bag-of-features is proposed for final shape representation.  Experimented on SHREC 




2007 Watertight models, the hybrid bag of 3D features approach achieves almost 
equivalent accuracy as that of Toldo et al. [63] at a higher recall level, but more stable 
at a lower recall level. Although this method has achieved satisfying retrieval accuracy 
in most cases, it cannot find precise matching for corresponding subparts.  
 
2.4 3D Model Categorization 
 
Previous approaches have put very much focus on the retrieval of 3D models. However, 
the one-to-one comparison of 3D models in the 3D model retrieval algorithms is not 
scalable for large-scale datasets. Until very recently, there are a small amount of work 
turns to categorization system for large-scale similarity search of 3D models.  
 
Toldo et al. [67] proposed a 3D model categorization system with part-based 
bag-of-words representation. The work has mainly put focus on the part-based 
representation with simple explanations for the categorization scheme with details 
undisclosed. It also mentions to adopt the histogram intersection kernel in the 
multi-class SVM and a one-against-all strategy is followed. However, the training 
process with the nonlinear kernel takes longer time than the proposed methods in this 
thesis.   
 
Li et al. [68] proposed a non-parametric kernel discriminant analysis approach for 3D 
model classification. Invariable features are extracted by geometry projection-based 




histogram model to represent the 3D models. The kernel discriminant analysis is based 
on a conceptual transformation of the features from the input space into the kernel 
space. The authors reported a high classification rate is on the Princeton shape 
benchmark. 
 
Tabia et al. [69] proposed a belief function based approach for the categorization of 3D 
models. The training stage is processed on a set of representative parts for 3D models 
within the same category. Specifically, the labeled part is of evidence supporting the 
prediction of the category of the whole object. And it is especially able to handle 
objects which are “unclassifiable” by being able to reject it. However, the partitioning 
procedure is biased, as stated by the authors, in the categorization procedure. And the 




This chapter has surveyed existing methods for 3D model retrieval and few works for 
3D model categorization. Among all the approaches, bag-of-words representation of 
3D models based on the 2D visual similarity information proves to be the most 
promising approach for its superior performance and compactness in representation. 
However, there are still several limitations which hinder the bag-of-words 
representation for the further improvement of retrieval efficiency and scalability into 
large-scale retrieval problems. First, although salient feature detection methods might 




be more suitable for object recognition, they are not efficient and representative 
enough for the 3D model retrieval tasks. Second, current 3D model retrieval systems 
can only handle several hundred of models for similarity and comparison and not 
scalable to deal with the huge amount of models. Therefore there is a gap between 
current single model comparison and generic model comparison. Therefore, the work 
in this thesis is proposed to address the two research gaps mentioned above.
Chapter 3  
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Chapter 3 FRAMEWORK FOR RETRIEVAL AND 
CATEGORIZATION OF 3D MODELS USING BAG-OF-WORDS 
MODEL REPRESENTATION 
 
This chapter gives an overview of this research. The framework of bag-of-words 
approach is outlined first. The links between this chapter and the following Chapter 4, 
Chapter 5 and Chapter 6 are addressed. The procedures of using bag-of-words 
approach for 3D model representation are introduced in more details. Similarity 
distance computation and evaluation measures for 3D model retrieval are also given in 
this chapter. Lastly, four public 3D model benchmarks that will be used in the 
following chapters are briefly introduced in this chapter. 
 
3.1 Overview of this Research 
 
This thesis aims at develop efficient retrieval and categorization algorithms of 3D 
models using bag-of-words model for 3D model representation. The concept of 3D 
model retrieval is to compare query model with each target model by calculating the 
similarity distance between them. When the stored number of existing models grows 
large, it becomes unaffordable for one-to-one comparison of query model with all the 
available target models. Therefore, there is a need to develop a system to reduce the 
number of comparisons. The categorization of 3D models is to compare the query 




model only with a limited number of category classifiers and assign it to a category of 
similar models. Figure 3.1 depicts the structure of this thesis. Both of the proposed 
retrieval and categorization tasks are based on the bag-of-words approach for the 3D 
model representation. Chapter 4 and Chapter 5 of this thesis focus the case studies 





Figure 3.1 Overview of Retrieval and Categorization of 3D Models based on 
Bag-of-words Representation.  
 
As bag-of-words model is used for the 3D model representation method for both 
retrieval and categorization tasks throughout this thesis, the procedures to compute 
bag-of-words representation of 3D models are introduced briefly in this section. The 
procedures are illustrated in Figure 3.2. Pose alignment is performed for each model to 
achieve position, rotation and scale invariance. This is followed by multi-view 
depth-buffer images extraction at specific viewing directions. Local visual features are 
extracted from the 2D depth images. A codebook is learned from the sets of local 
features extracted and each feature can be encoded as a visual word according to the 
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according to the occurrence frequency of features in the codebook, and the histogram 
is the final 3D representation. 
 
 
Figure 3.2  Procedures to compute bag-of-words representation for 3D models. 
  
In this thesis, Chapter 4 and Chapter 5 are dedicated to improve the local feature 
extraction and description methods for 3D model retrieval using bag-of-words model 
representation. Specifically, Chapter 4 proposes modified dense sampling and 
multi-scale sampling strategies of local features using SIFT description for fast and 
more accurate 3D model representation. Chapter 5 proposes two region-based feature 
detection and description methods, which are both of lower dimension, efficient to 
compute and discriminative for 3D model retrieval. Chapter 6 develops a 3D model 
categorization system using multi-class kernelized SVM for classification. Linearly 
approximated histogram intersection kernel and chi-square kernel are incorporated in 
the SVM. These two kernel mappings are effective for histogram-based representation, 



















3.2 Pose Alignment and Depth Image Extraction 
3.2.1 Pose Alignment 
 
Objects represented as polygonal meshes are often given in arbitrary position, 
orientation, reflection and scale in the three dimensional space. Some feature 
descriptors, e.g., shape distribution, are invariant to the pose changes due to the design 
of feature representation methods.  However, pose alignment is not a trivial problem 
for most of feature-based model representation methods because they are extracted 
with respect to the absolute position of the object. Therefore, in order to extract stable 
features each time, the 3D models must be transformed into a canonical position, and 
the process is called pose alignment.  
 
In this thesis, pose alignment is applied to achieve translation, rotation, scale and 
reflection invariance. The translation, scale and reflection invariance are implemented 
use the methods proposed in [17]. For the rotation invariance transformation, we 
proposed to choose the best rotation among multiple rotation methods in this thesis. 
The details are followed. 
 
Given the mesh model as a collection of triangles 	M ൌ U୧ୀଵ୫ T୧	 , 
whereT ൌ ሼTଵ, Tଶ, … , T୫ሽ, T୧ ∈ Rଷcontains the connectivity of vertices for each face, 
and P ൌ ሼݒଵ, ݒଶ, … , ݒ୫ሽ, ݒ୧ ൌ ሺx୧, y୧, z୧ሻ ∈ Rଷ  are the positions of vertices in the 
coordinate system. 





First, the model is translated to the center of this mass to the origin of the coordinate 
system to achieve translation invariance. The following formula is applied: 
                  					ܯଵ ≔ ܯ െ ܿ ൌ ሼݑ	|ݒ െ ܿ, ݒ	߳	ܯሽ                  (3.1)             
Where ܿ ൌ ଵௌ ∑ 	ݏ௜ܿ௜௠௜ୀଵ  is the center of mass, ݏ௜, ܿ௜are the area and centroid of each 
triangle and S is the total surface area of the mesh model. The center of mass is 
calculated by taking into account the tessellations of the mesh model, and is therefore 
more robust to model degenerations. 
 
Principal Component Analysis (PCA) [70, 71] is the most widely used approach for 
rotation estimation. It seeks a projection onto a lower dimensional space which can 
best represent the data. The main shortcoming for rotation alignment using PCA is that 
it can often produce poor alignments due to lack of consideration of object local 
structures and cannot produce pair-wise alignment of models  within the same class.  
In this thesis, Continuous PCA (CPCA) [17], Normal PCA (NPCA) [72] and 
Maximum Normal Distribution (MND) [35] are used to obtain the rotation matrix R 
and the method resulted in a minimum Axis-Aligned Bounding Volume (AABV)  is 
finally chosen. 
The rotation alignment is given as: 
                   ܯଶ ≔ ܴ ∙ ܯଵ ൌ ሼݑ	|ݑ ൌ ܴ ∙ ݒ, ݒ߳ܯଵሽ                 (3.2)      
where ܴ  is the rotation matrix and ݒ  is the vertices positions after translation 
alignment.  





In standard PCA, R is obtained by performing Singular Value Decomposition (SVD) 
on the covariance matrix constituted by the vertices’ directions directly. The first, 
second and third largest variance is the first, second and third principal directions of 
the rotation matrix.  
 
In CPCA, the covariance matrix is computed by integral of a function over the model’s 
surface, which demonstrates more robust rotation estimation than standard PCA 
applied on vertices position after this mapping.  Because the CPCA has taken into 
account all points of the model with equal weight and is stable regardless of the 
degenerations of the triangulated meshes. CPCA is the most widely adopted orientation 
alignment step although it would still often result in 24 ambiguities of the placement of 
the orientations.  
 
The covariance matrix is therefore given as: 
            ܥ ൌ ଵௌ∬ ሺݒ െ ܿሻ ∙ ሺݒ െ ܿሻ்݀ݏ௩ఢெ                             (3.3)           




NPCA is calculated by performing PCA on the normal distributions of the mesh model. 
The area of each triangle is taken as the weight factor for each facet normal. The 
covariance matrix is given as: 
                             ܥ ൌ ଵௌ ∑ ݏ௜ ∙ ݊௜ ∙ ݊௜ே௜                      (3.4)            
where ݊௜ is the surface normal for each triangle.  





Comparing to NPCA, the Maximum Normal Distribution (MND) method is to 
exhaustedly search for the maximum direction the normals of triangels are projected 
on. The intuition behind is larger triangles contributes more to the overall distribution 
of surface normals. It first calculates the normal of each triangle and normalizes it to 
the unit length, and followed by summing up the areas of all triangles with the same 
and opposite directions. The first principal axis is chosen by the direction of normal 
with the maximum areas, the second principal axis is then determined by searching the 
remaining distribution and orthogonal to the first principal axis, and the third axis is 
determined  when the first two principal axes are fixed. Both NPCA and MND are 
more suitable to tackle the problem of objects with large flatten areas or sparse 
structures. 
 
Although the PCA-based pose alignment methods and MND has the shortcoming of 
inaccuracies for pair-wise alignment of 3D models, studies have shown that descriptors 
designed with explicitly alignment are generally more accurate than encoding rotation 
invariance directly into descriptors [73]. Therefore, explicit pose alignment remains 
valuable and is needed for further investigation. 
 
3.2.2 Depth Image Extraction  
 
After pose alignment, a set of multi-view depth images need be rendered from the 3D 




model. Vranic [17] proposed to use only 6-view images extracted from an 8-hedron 
and Ohbuchi et al. [42] suggested that more features generated from more views will 
achieve better retrieval accuracy and they therefore used 42 views of depth images 
extracted from an 80-hedron. As 42-view might be too time-consuming and redundant 
in representation, 18 views extracted from a 32-hedron are proposed by Daras et al. 
[73], which are expected to be symmetric with respect to 90 degrees rotations for the 
three orthogonal axes.   
 
In this thesis, 6-view depth images are employed throughout the experiments as we 
only want to demonstrate the effectiveness of our proposed methods. More views will 
undoubtedly result in better retrieval accuracy, but also more computational cost. The 
6-view depth images are generated from 6 vertices of an octahedron enclosing the 
model scaled to unit. The camera and object positions are illustrated as an example, as 
shown in Figure 3.3. 
 













To get the depth images, we first do mesh voxelization [74] for each model into grid of 
256×256×256. The mesh voxelisation implementation toolbox [75] is used in this work.  
Then the depth value of each voxel is projected onto the viewing plane orthogonally to 
generate depth images of resolution 256×256.  
3.3 Bag-of-Words Model Representation 
To represent a 3D model using Bag-of-Words model, the collection of projected depth 
images of the 3D model can be treated as a document. The "words" of the depth 
images can be defined by generating a universal codebook from sets of local image 
features detected. The 3D model can then be represented as the occurrence of each 
"word" according to the codebook, where the ordering and spatial relations of the 
words are irrelevent.   
3.3.1 Codebook Generation and Model Representation 
 
The codebook can be generated via unsupervised K-means clustering by learning from 
thousands of features extracted.  As we will detail the feature extraction stages in 
chapter 4 and chapter 5. In this section, we only put focus on the codebook generation 
and representation of 3D models according to the codebook. 
 
Given the set of local features ሺ ଵ݂, ଶ݂, … , ௡݂ሻ, the k-means clustering is to find the k 
mean vectors ሺߤଵ, ߤଶ, … , ߤ௞	ሻ, such that the squared Euclidean distance for a feature to 
the nearest center is minimized 




                    argmin∑ ∑ ฮ ௝݂ െ ߤ௜ฮଶ௡௝ୀଵ௞௜ୀଵ                       (3.5) 
The k cluster means therefore constitute a codebook of k number of words. Then for 
any given feature, it can be encoded by the nearest center mean cluster obtained in 
equation 3.5. Thus, a 3D model of m number of local features can be described as a 
histogram of k bins where the binning elements are summed into m. The histogram ܪ 
is then the shape descriptor of this 3D model. 
 
3.3.2 Similarity Distance Comparison 
In this section, two similarity distances for computation of model similarity distance 
are introduced. Given two shape histograms ܪଵ and ܪଶ, and a codebook of size K, 
the similarity distance can be computed using the following distance measures. The 
distance metrics are all normalized into the range of 0 to 1, when the distance is small 
it means the two models are more similar and vice versa.  
 
Normalized L1 distance is a standard measure for the comparison of two feature 
vectors. In this work, it is calculated as the sum of absolute difference for all histogram 
bins. 
                    ܦ௅ଵሺܪଵ, ܪଶሻ ൌ ∑ |ுమሺ௜ሻିுభሺ௜ሻ|೔಼సభ୫ୟ୶	ሺ∑ ுభሺ௜ሻ,೔಼సభ ∑ ுమሺ௜ሻ	೔಼సభ ሻ               (3.6) 
Maximum Histogram Intersection Distance (MHID) is developed by Swain et al. [76] 
to recognize image object to a large database of models. It is robust to image noise and 
occlusion, and therefore it is stable if the histogram representation has irrelevant 
variations. Lian et al. [51] first adopted this measure for bag-of-features 3D model 




retrieval. It is given by   
                  ܦெுூሺܪଵ, ܪଶሻ ൌ ∑ ୫୧୬	ሺுభሺ௜ሻ,ுమሺ௜ሻሻ೔಼సభ୫ୟ୶	ሺ∑ ுభሺ௜ሻ,೔಼సభ ∑ ுమሺ௜ሻ	೔಼సభ ሻ              (3.7) 
 
3.4 Evaluation Measures for 3D Model Retrieval 
In order to make a confident evaluation of the retrieval performance of proposed 
algorithms, the following measures, namely Precision-Recall curve, Nearest Measure, 
First-Tier, Second-Tier, E-measure, and Discounted Cumulative Gain (DCG), are 
employed in this thesis. The measures are calculated based on a query and a collection 
of objects with known ground truth of relevancy. In response to a given set of queries, 
a retrieval algorithm searches the benchmark database and returns an ordered list of 
responses according to the similarity distance between the target objects and the query. 
Ideally, the 3D model retrieval system is expected to retrieve all relevant objects to the 
query objects in the ranked list. In practice, the following measures can be used to 
evaluate the efficiency of the retrieval algorithms. 
 
 Precision-Recall curve 
Precision-recall curve describes the relationship between precision and recall for a 
ranked list of matches. Precision is the ratio of relevant objects retrieved with the 
amount of all retrieved objects. Recall is the ratio of number relevant objects retrieved 
with respect to the amount of all relevant objects. Precision-recall curve is usually 
plotted along the vertical axis against recall along the horizontal axis. A perfect 
retrieval result produces a horizontal line at the top of the plot, indicating that all the 




models within the query object’s class are retrieved as the top ranked matches.  
 
 Nearest Neighbor, First-Tier and Second-Tier 
These evaluations measure the ratio of relevant models within the top M matches. For 
a class with C	 objects, when M ൌ 1 , it is Nearest Neighbor precision; when 
M ൌ |C| െ 1, it is First-Tier precision; and when M ൌ 2 ∗ ሺ|C| െ 1ሻ, it is Second-Tier 
precision. Nearest Neighbor measure indicates the percentage of the closest matches 
that belong to the same class as the query. The First-Tier indicates the recall for the 
smallest number of M models that could possibly include 100% of the models and the 
Second-Tier is less stringent. Higher the values of these measures indicate better the 
retrieval accuracy.  
 
 E-Measure 
E-measure is to combine precision and recall into a single value for a fixed number of 
retrieved results to evaluate how well a retrieval system performs. The intuition is that 
a user of a search engine would be more interested in the first page of retrieval results 




. The E-measure value for a perfect 
match is 1 and the higher values indicate better retrieval results. 
 
 Discounted Cumulative Gain (DCG) 
Discounted cumulative gain (DCG) measures the usefulness, or gain, of a document 
based on its position in the result list. The gain is accumulated from the top of the 




result list to the bottom with the gain of each result discounted at lower ranks. This 
evaluation weights relevant objects retrieved in the front of list more than the relevant 
objects retrieved in the later of the list, assuming the user is less likely to examine the 
object in the end of ranked list. Specifically, the ranked list is first converted to a list G, 
where G୧ ൌ 1  denotes the object is relevant and G୧ ൌ 0  denotes the object is 
irrelevant. Thus, the cumulative gain vector CG is defined recursively as follows:   
                   	G୧ ൌ ൜Gଵ,																																											i ൌ 1CG୧ ൌ CG୧ିଵ ൅ G୧,				Otherwise                 (3.8)            
A discounted factor is applied to progressively reduce the weight for object that ranks 
in the later of the list: 
                   DCG୧ ൌ ൜Gଵ,																																											i ൌ 1DCG୧ିଵ ൅ G୧/logଶi,				Otherwise             (3.9)  
                          
3.5 Experimental Datasets 
3.5.1 Purdue Engineering Shape Benchmark 
 
The mechanical models are well-known for being characterized by presence of design 
features such as holes, cavities and helixes or they may often be resemblance of two or 
more parts. Different from the multimedia models, the Purdue Engineering Shape 
Benchmark (ESB) [2] is designed to cluster parts according to the engineering context. 
It consists of a primarily shape-based classification of models. There are a total of 801 
models classified into 3 super classes, which are further divided into 42 finer 
categories. The three super classes are: solids of revolution, rectangular-cubic prism 




and thin-walled components. In this study, we exclude 66 models classified into 
"Miscellaneous" classes for experiments because they do not share similar shapes. 
Figure 3.4 shows several examples of models for each super class. 
 
 
Figure 3.4 Examples of CAD models from ESB dataset [2]. 
 
The ESB dataset may have the following limitations. First, the number of models for 
each class varies from several to tens of them, which make it biased to evaluate when 
using certain retrieval algorithms. Second, for some categories, the models seem not be 
similar in shape, which make the ground truth not reliable. Third, some classes, for 
example thick plates, machined plates and machined blocks, are difficult to 
differentiate since there might be only particular fine details changed for them. 
Therefore, in this thesis, we have modified the ESB dataset to overcome the above 
mentioned limitations. 





3.5.2 Modified CAD dataset 
 
The modified CAD dataset has 424 models categorized into 46 classes. It was obtained 
by arranging and sorting up the ESB dataset. The number of models for each class now 
varies in a moderate range, from minimum 4 to maximum 10 for each class, with most 
of classes containing 10 models. Some classes contain a large of number of models in 
the ESB dataset have been portioned into smaller groups based on detailed consistent 
classification rules. The lists of models for the modified CAD dataset are given in 
appendix A.  
 
3.5.3 NIST Generic Shape Benchmark 
 
NIST Generic Shape Benchmark [77] is a public shape benchmark which has been 
used for 3D shape retrieval contest organized by AIM@SHAPE project [38]. There are 
equal number of models for each category to minimize the bias for evaluation. Each 
model in the dataset is triangulated, scaled to the same size, pose normalized and 
partially mesh errors corrected.  The benchmark consists of 80 query models with two 
for each of the 40 classes and 720 complete target models, 18 for each of the 40 classes. 














Table 3.1 List of 40 types of models for SHREC generic shape benchmark 
 
3.5.4 SHREC 2009 Partial Dataset 
 
Although many efforts have been devoted to complete 3D models matching, in 
practice, it is more often when sometimes complete model acquisition is not easily 
accessible or two models are only similar in partial. SHREC 2009 partial dataset [78] 
are obtained by modifying the query dataset from the NIST generic shape benchmark. 
It consists of two query sets. The first query set consists of 20 3D partial models which 
are obtained by cutting parts from complete models. This second query set contains 20 
range images acquired by capturing range data of 20 models from arbitrary view 
















































Figure 3.5 Partial and Range query models for SHREC 09 Partial Dataset [78]. 
 
The range images are captured using a desktop 3D scanner. The target database is the 
same as NIST generic shape benchmark, which contains 720 complete 3D models 
categorized into 40 classes.  
3.6 3D Model Retrieval Case Study  
In this section, a case study of the 3D CAD model retrieval based on bag-of-words 
model is illustrated, as shown in Figure 3.6. For a new query model, it is first pose 
normalized to achieve position, rotation and scale invariance as shown in step 1. This 
is followed by multi-view rendering (step 2) to extract depth-buffer images of the 3D 
model. The proposed sampling methods are then applied to extract all the features 
(step 3), which all lie in a high-dimensional feature space. A codebook is constructed 
via unsupervised learning of the high-dimensional feature space, as shown in step 4. 
Then each model can be represented as a histogram (step 5) and distance between 








Figure 3.6 A case study of 3D model retrieval procedures. 
 
For a specific query model, there is a precision value measured at each recall level. To 
evaluate the proposed algorithms on any given dataset, all the query models need to be 
fed into the retrieval system and compare against all target models in a dataset. The 
final algorithm performance is decided by the average precision values at each recall 
level for all query model are obtained.  
3.7 Summary  
In this chapter, the outline of this thesis is firstly given. Then the pre-processing of 3D 
models and standard procedures for bag-of-words model representation are introduced 
in details. The similarity distance computation and evaluation measures for 3D model 
retrieval are also described in this chapter while the 3D model categorization 




evaluation will be detailed in chapter 6. Then, four public available datasets which will 
be used for tests are also briefly introduced in this chapter. Finally, a case study of 3D 
model retrieval procedures based on bag-of-words model representation is illustrated.
Chapter 4  
43 
 
Chapter 4 MODIFIED DENSE SAMPLING AND MULTI-SCALE 
DENSE SAMPLING OF LOCAL FEATURES USING SIFT 




This chapter investigates the sampling strategies of local visual feature extraction in 
combination with bag-of-words model to improve the 3D model retrieval accuracy.  
 
Scale Invariant Feature Transform (SIFT) [43] algorithm is popular salient local 
feature detection method in computer vision, with wide applications in object 
recognition,  robotic vision, and more recently found in use for 3D model retrieval 
tasks. The SIFT algorithm searches for the most stable features across the image 
scale-space. The features detected are local, typically along edges and corners with 
sharp changes, and robust to scale and rotation variations. Although the SIFT might be 
good enough for tasks like object recognition, for which notable features need to be 
found to build correspondence between the image content and the object model, it is 
not sufficient to represent the 3D model for the purpose of retrieval tasks. In the 3D 
model retrieval scenario, a shape descriptor is required not only discriminative enough 
but also descriptive to faithfully represent a 3D model. As the SIFT algorithm only 
extracts features along with sharp changes and often ignores the smooth part and 
overall geometry of the shape, therefore dense sampling and multi-scale dense 




sampling techniques are proposed in this chapter to address such problem. The 
proposed sampling techniques extract local features over the full range of the depth 
images rendered from the 3D model with different scale and sampling step.  
Experiments using the proposed feature sampling methods prove to be more suitable 
for the 3D model representation.      
 
 
Figure 4.1 Flow chart of sampling strategies of local features for bag-of-words model 
representation. 
 
The proposed sampling strategies are performed after the depth image extraction as 
shown in the Figure 4.1 flowchart. After the features are sampled and extracted, 
codebook can be generated using K-means clustering. Shape descriptors are therefore 
encoded as occurrence of visual words according to the dictionary. In the following 
sections, SIFT algorithm for local feature detection and description are firstly 
introduced. Then, the proposed modified dense sampling and multi-scale dense 
sampling of 2D local features using SIFT description are described in detail. The 
optimal parameters of modified dense and MSD sampling parameters and their 
influence for retrieval accuracy will be studied. Lastly, to evaluate the effectiveness of 
proposed methods, experiments have been conducted on 3D CAD models and 3D 
multimedia models respectively.  
 











4.2 Scale Invariant Feature Transform (SIFT) Algorithm for Feature 
Detection and Description  
 
The idea of Scale Invariant Feature Transform method is to describe local image data 
as histograms of orientation gradients according to scale and orientation invariant local 
coordinates at key locations.  
 
First, it detects locations and scales of local extrema (maxima and minima) by 
searching for stable features across the neighboring scales in the scale-space. The 
image scale-space is generated by convoluting the image with the 
difference-of-Gaussian function, which is given as: 
              ܦሺݔ, ݕ, ߪሻ ൌ ሺܩሺݔ, ݕ, ݇ߪሻ െ ܩሺݔ, ݕ, ߪሻሻ ∗ ܫሺݔ, ݕሻ             (4.1)            
Where ܫሺݔ, ݕሻ	 is the image, ܩሺݔ, ݕ, ߪሻ ൌ ଵଶగఙమ ݁ିሺ௫
మା௬మሻ/ଶఙమ  is the variable-scale 
Gaussian, ∗	is the convolution operator, and ݇	is a constant multiplicative factor. A 
local extrema is found by comparing its 26 neighbors. 
 
Then, the locations, scales, and ratio of principal curvatures of the keypoints are fit by 
the nearby data with Hessian and derivative of a 3D quadratic function. Candidate 
points with unstable extrema or poorly localized along an edge are rejected.  
 
Finally, the keypoint is described by 4×4 sub-regions, with 8 orientation bins in each 
region, resulting in a histogram of orientations of dimension 128. Each sample is 
binned into the histogram and weighted by its gradient magnitude within a 




Gaussian-weighted circular window relative to its scale. The geometry of the SIFT 
descriptor is illustrated in Figure 4.2. 
  
 
Figure 4.2 SIFT descriptor of 4×4 regions and 8 orientations in each region [43]. 
 
Fig 4.3 shows examples of SIFT features detected on the depth images of a door model 
from 3D CAD database Fig 4.3(a) and a 3D flying bird model from 3D generic dataset 
Fig 4.3(c). The detected SIFT features are outlined by frames with different 
orientations and scales.  There are only 34 and 32 SIFT features detected from the 
door model, compared to 73 and 124 features extracted from the flying bird model. To 
find corresponding SIFT features, Lowe’s nearest neighbor matching [43] is used to 
find the minimum distance between two features. The corresponding matches are 
shown in Fig 4.3(b) and Fig 4.3(d), where only 3 matches are found for the door model 
with two are false positives, and 17 matches are found for the flying bird model. The 
above findings suggest that SIFT algorithm detects less features on piece-wise smooth 
surfaces than shapes with smooth changes. Therefore, dense sampling and multi-scale 




dense sampling of local features are proposed. 
 
 
             (a)                                  (b) 
 
 
             (c)                                  (d) 
 
Figure 4.3 (a) SIFT features extracted from depth image of CAD part model, (b) 
Corresponding features, (c) SIFT features extracted from range image of 3D flying 
bird model, (d) Corresponding features. 
 
4.3 Modified Dense Sampling and PHOW Sampling for Feature Extraction 
 
It has been shown that features extracted on evenly sampled grid have shown superior 
performance than features extracted located at keypoints for natural scene 
categorization [40]. This suggests that the uniformly distributed local shape descriptors 
may produce shape representation for the purpose of object recognition and retrieval. 
Therefore, this thesis proposes modified dense sampling and multi-scale dense 
sampling of local features using SIFT description.  




The idea of dense sampling is to extract local features on uniformly distributed grids 
with a moving window sliding over the image. Given a depth image ܫሺݔ, ݕሻ, dense 
sampling extracts local features at location ሺݔ, ݕሻ and scale ߪ with uniform step ݏ. 
 Two parameters are important for effemmmmmctive representativeness of object 
using the modified dense sampling. The scale ߪ determines the window size, which is 
the spatial range of window. Another is the spacing ݏ between two adjacent windows, 
which determines the density of the sampled features. Larger window increases the 
richness of descriptor while reducing the discriminating power, and vice versa.  
 
The original SIFT detection accumulates image gradients which are weighted inversely 
proportional to the distance of the gradients from descriptor centers within a Gaussian 
circular window, as shown in the left side of Figure 4.2. In this work, we propose to 
use a flat rectangular window to substitute the circular window in Figure 4.2, which is 
given as: 
                            ܩሺݖሻ ൌ ଵఙೢ೔೙ ߱ሺ
௭
௠ఙሻ                      (4.2)            
Where ߪ௪௜௡ is the flat window size, ݉ is the magnification factor, which determines 
the ratio to the relative keypoint scale ߪ, and ߱ሺݖሻ ൌ max	ሺ0,1 െ |ݖ|ሻ is the binning 
function for the histogram accumulation. The gradients within the sliding window are 
firstly weighted equally and accumulated into the 4×4 spatial bins. After the 
accumulation, the whole bin is weighted the second time using the average of the 
Gaussian circular window. The usage of above mentioned two steps to substitute the 
original Gaussian inversely proportionally weighting makes the feature extraction 




speed much faster. The above mentioned procedures of dense sampling of local 
features using SIFT description can be summarized in Algorithm 1.  
 
 




            (a)                            (b) 
Figure 4.4 (a) Dense sampling of SIFT features of the door model, (b) Corresponding 
features. 
 
Figure 4.4 shows SIFT features extracted using dense sampling, where the scale and 
spacing are both 16, in terms of pixel values. For a depth image of resolution 256×256, 
Algorithm 1  Modified Dense Sampling using SIFT description
Given an image space I(x,y)  of the spatial range of 256*256
Step 1 Determine the window size σ and sampling step s
While the  sliding window (from top left to bottom right)
Step 2 Compute the image orientation gradients within the window
Step 3 Weight the image gradients  equally within the rectangular 
window region which is the same as sliding window
Step 4 Binning the gradients into histogram representation
Step 5 Re-weight the histogram using the average of Gaussian 
window 
end




there are 256 stable features extracted in this case compared to 19 matches found for 
the two door models in Figure 4.3 (a) and (b) with only one correct corresponding 
feature found using SIFT feature detection. As the amount of features is very important 
for the generation of codebook using bag-of-words model, therefore the modified 
dense sampling can extract more features than the original SIFT detection, especially 
for 3D CAD models with piece-wise smooth surfaces.  
 
While the modified dense sampling extracts features at fixed scale ߪ on the spatial 
grids, the Multiple-Scale Dense (MSD) sampling extracts features at multiple scales 
ሾߪଵ, ߪଶ, … , ߪ௡ሿ on the same evenly distributed spatial grids as dense sampling. The 
MSD descriptors are obtained by extracting densely sampled SIFT features on 
Gaussian smoothed image of different scale	ߪ. Note, the difference between the MSD 
sampling method with the PHOW descriptor proposed by Bosch et al. [79] is that the 
proposed method extracts features on multiple scales, but do not construct the features 
in a pyramid structure.  
 
 
            (a)                            (b) 
Figure 4.5 (a) MSD sampling of SIFT features of the door model, (b) Corresponding 
features. 





Figure 4.5 (a) shows 110 features extracted using MSD sampling with sizes of 8, 16 
and 32 and spacing 32. There are 10 correct matches found using nearest neighbor 
searching, as shown in Figure 4.4(b). If the spacing is changed to 16, there will be 413 
features extracted for each image and 24 correct matches found. 
 
4.5 Results and Discussions 
 
In this section, we have tested the proposed sampling methods with bag-of-words 
model on the Purdue Engineering Shape Benchmark [6], NIST generic shape 
benchmark [77], and the SHREC 2009 Partial Dataset.  
 
On all the three datasets, the influence of codebook size and sampling parameters for 
the modified dense sampling and MSD sampling are compared to the original BF-SIFT 
method. The experiments are run with Matlab R2010b on an Intel E8400 3.00 GHz 
CPU. VLFleat toolbox [80] is used for feature extraction and codebook generation. 
 
The influence of sampling density for the retrieval accuracy is studied to achieve a 
good trade-off between computational and storage efficiency with the retrieval 
accuracy. The more densely the features are extracted, the bigger computation power 
and storage are required. As the sampling density can be determined by the scale and 
spacing, these two parameters are varied from 8 to 56 in terms of pixel values in the 
depth images to obtain features of varying sizes and density. It can be shown that the 
NN, DCG and MAP values increase first and then decrease dramatically when the 




scale and spacing are 56. The optimal NN value is obtained at 32, while DCG and 




Figure 4.6 Influence of sampling density for the retrieval accuracy.  
 
4.4.1 Retrieval Results on ESB 
 
The feature extraction is performed on the 6-view depth images obtained as introduced 
in Section 3.4. The original SIFT algorithm detects an average of 164 features per 
model. For dense sampling, we choose scale ߪ and spacing ݏ both to be 32, which 
gives rise to 150 features per model. For MSD sampling, we choose the scale to be 8, 
16 and 32 and the step to be 32, which will gives 660 features per model. The feature 
extraction time is shown in Table 4.1. It can be observed that the modified dense 
sampling and MSD sampling with flat windowing are almost three times faster than 




























Table 4.1 Feature Extraction Time (s) 
 
The codebook is generated using the Elkan’s speedup [81] version of K-means 
clustering with robust initialization [82].  The computation time is of complexity of 
ܱሺܰ ∙ ݇ሻ,   which is increasing linearly with the codebook size total number of 
features N and number of cluster centers ݇.  
Then, for each sampling method, codebook sizes are chosen as 100, 200, 500 and 1000 
respectively for experiments. Figure 4.7, Figure 4.8 and Figure 4.9 are the retrieval 
results of salient SIFT sampling, dense sampling and MSD sampling of different 
codebook sizes. It is shown that the optimal codebook sizes for different sampling 
methods are different. When K=500, it achieves best accuracy for the salient SIFT 
sampling method. And when K=1000 and K=200, dense sampling and MSD sampling 
achieve the best retrieval accuracy. Although the codebook size has certain impact on 
the retrieval accuracy, the results do not show significant difference. The optimal 
codebook sizes for each of the sampling methods are used for later comparison.  
 





Figure 4.7 Influence of codebook size for original SIFT sampling.  
 
 













































Figure 4.9 Influence of codebook size for MSD sampling. 
 
Normalized L1 distance and Maximum Histogram Intersection Distance are compared 
for the dissimilarity computation. The results are shown in Fig. 4.10. The L1 distance 
and MHID are identical for the proposed dense sampling and MSD sampling methods. 
This is because L1 and MHID degrades to the same distance metric if the total sum of 
the histograms are the same, that is, when the number of features for each model is 
fixed.  However, a big gap appears using MHID and L1 for the original SIFT 
detection method. MHID apparently outperforms Normalized L1 distance when the 
number of features for each model is different. This also suggests that the proposed 
dense sampling and MSD sampling are more robust to different distance metrics when 


























Figure 4.10 Influence of distance metric for original SIFT sampling. 
 
Figure 4.11 gives an example of the retrieved items using a bearing block as a query 
example. It is shown that both of the proposed modified dense sampling and MSD 
sampling show better retrieval accuracy than the original SIFT sampling.  
 
 
Figure 4.11 Retrieval examples of sampling methods: (a) original SIFT sampling, (b) 
























The overall precision-recall retrieval accuracy is illustrated in Fig. 4.12. We choose the 
optimal codebook size for each of the three sampling methods, and use MHID as the 
distance metric. It is shown that modified dense sampling with codebook size of 1000 
achieves the best retrieval accuracy. MSD sampling shows only slightly better retrieval 
accuracy than the original salient sampling method before the recall of 0.5, after which 
the retrieval accuracy decreases slightly.  
 
Figure 4.4 Retrieval accuracy using SIFT, modified dense and MSD sampling. 
 
The results above show that dense sampling achieves generally better retrieval results 
than the original SIFT sampling; while the MSD sampling achieves similar retrieval 
accuracy as SIFT sampling. These findings suggest that modified dense sampling is 
more suitable for the tasks of 3D CAD model retrieval. This could be attributed to the 
reason that dense sampling detects the features covering full spatial range of the model 
























To summarize, the proposed dense sampling and MSD sampling have effectively 
improved the richness of feature representation which could cover the full range of 
piece-wise smooth shapes. With a flat windowing function, modified dense sampling 
and MSD sampling are much faster than the original SIFT feature extraction using a 
Gaussian circular windowing function.  
 
4.4.2 Retrieval Results on NIST Generic Shape Benchmark  
 
In this section, original SIFT sampling, modified dense sampling and MSD sampling 
are tested on the NIST generic shape benchmark [77]. The 6-view depth images are 
generated from the 3D models for comparison. For original SIFT detection, there are 
average 481 features extracted for each model. The window size and sampling step for 
the modified dense sampling are 16, which results in 169 features per depth image and 
therefore 1014 features per model. MSD sampling extracts features at scales of 4, 6, 8 
and 10 at every step of 24, which extracts 2400 features per model. The codebook is 
generated with different size from 100 to 2000. Figure 4.13 to Figure 4.15 show the 
precision-recall curves for original SIFT sampling, modified dense sampling and MSD 
sampling of 6-view depth images. The similarity distance is computed using Maximum 
Histogram Intersection Distance (MHID).   






Figure 4.5 Influence of codebook size for 6-view SIFT sampling. 
 
It can be seen that when the codebook size equals to 1500, the original SIFT sampling 
achieves best retrieval accuracy. For the modified dense sampling, when the recall 
level is less than 0.3, the K=1000 gives the better retrieval accuracy. When the recall 
level increases after 0.3 till 1, K=1500 shows the best retrieval accuracy among all 

















































































Figure 4.8 Overall comparison of precision-recall results for 6-view SIFT sampling, 




Figure 4.9 NN, FT, ST, E-measure and DCG measures for 6-view SIFT sampling, 
modified dense sampling and MSD sampling. 
 
The three sampling methods with different codebook sizes are compared in terms of 






























results show that dense sampling has achieved the best performance and original SIFT 
sampling comes at the second.  
 
4.4.3 Retrieval Results on SHREC 2009 Partial Dataset 
 
This section shows examples of the proposed feature sampling strategies for 3D partial 
model retrieval using bag-of-words model. The parts query set from the SHREC 09 
partial dataset is used to compare with the complete target models. These parts models 
are obtained by cutting parts from complete models. For SIFT sampling, there are an 
average of 447 features for each query model compared to 481 features of target 
models. The same parameters for modified dense sampling and MSD sampling are 
adopted for experiments.  As the modified dense sampling and MSD sampling extract 
features on fixed uniform grids, they do not show different for extraction of features on 
partial models from complete models. Therefore, there are also average number of 
1014 features and 2400 features for the modified dense sampling and MSD sampling 
as in section 4.4.2.  
 
Experiments are conducted to investigate the optimal performance for the matching 
and retrieval of 3D parts models by varying dictionary size K, and sampling 
parameters.  





Figure 4.10  DCG measures for 6-view SIFT sampling, modified dense sampling and 
MSD sampling on SHREC 2009 Partial Dataset. 
 
Figure 4.18 shows the DCG values of different codebook size K for the SIFT, modified 
dense and MSD sampling. It shows that the DCG value for modified dense sampling is 
higher than the other two methods for every codebook size K. The codebook size has 
shown less obvious trends for SIFT and modified sampling, and increase the DCG 
value first and decrease it after K=300 for the MSD sampling.  
 
 
 K NN FT ST DCG E MAP 
SIFT 500 0.1 0.1389 0.2389 0.4534 0.1540 0.1410 
Dense 1500 0.3 0.1833 0.2778 0.4858 0.1940 0.1762 
MSD 300 0.3 0.1111 0.1583 0.4368 0.1060 0.1147 
 
Table 4.2 NN, FT, DCG, ST, E-measure, and MAP for 6-view SIFT sampling, dense 


















Figure 4.11 Overall comparison of precision-recall results for 6-view SIFT sampling, 
dense sampling and MSD sampling with optimal codebook size. 
 
Table 4.2 provides other statistical values for the three sampling methods at their 
optimal codebook size K.  It shows that the modified dense sampling has achieved 
highest statistical values except for the MSD gives best nearest neighbor results. The 
precision-recall curves of the three methods are shown in Figure 4.19, which also 
shows that the modified dense sampling has better retrieval accuracy. As sections 4.4.2 
and 4.4.3 adopt the same target dataset, it makes the comparison sensible that the 
overall retrieval accuracy is less than the complete models. This could be explained 
that only partial information of the 3D models is provided.  
 
In this section, we have tested the proposed methods on SHREC 09’ parts query 
























retrieval accuracy. By identifying the optimal sampling strategies for SIFT feature 





In this chapter, modified dense sampling and multi-scale dense (MSD) sampling of 
local features using SIFT description are proposed to extract features from 3D mesh 
models. The modified dense sampling is to extract features on uniformly distributed 
grids and MSD sampling is to extract features at multiple scales on the same grids as it. 
In combination with bag-of-words models, the proposed modified dense sampling 
have shown better performance over the original SIFT sampling.  With a flat window 
to substitute circular Gaussian window, the feature extraction time for dense sampling 
and MSD sampling are order of magnitude faster than the original SIFT sampling. 
Experiments on 3D CAD models, 3D multimedia models, and 3D partial models all 
have demonstrated the effectiveness of the proposed methods. 
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Chapter 5 REGION-BASED FEATURE DETECTION AND 




Using SIFT features with bag-of-words model has gained appealing results for 3D 
model retrieval tasks compared to other view-based methods. Besides for the 
efficiency of bag-of-words model, the SIFT feature itself is a rich descriptor as it 
captures substantial amount of information of spatial intensities. However, this kind of 
salient feature detection algorithm is not only of high dimensionality, but also very 
complicated to compute. The simplicity and better performance of modified dense 
sampling and MSD sampling of local features using SIFT description proposed in last 
chapter show hints that simple region based feature descriptor on uniform grids might 
be more suitable for 3D model representation for retrieval tasks. Given a dataset of 800 
models and 6 depth images extracted for each model, the SIFT feature might require 
about 55MB storage. And if a higher sampling density is chosen for dense sampling, 
the computational cost could be unaffordable for the codebook generation using 
K-means clustering.   
 
In this chapter, two region based feature descriptors are proposed. These two features 
are not only of lower dimension, but are simpler to compute than the SIFT features 
without degeneration of performance. The proposed feature detectors are used to 




extract features from depth images of 3D models and are then used as inputs for 
bag-of-words model based representation of 3D models.  The experimental results are 
encouraging. In the next section, the two region based feature detectors are introduced.  
 
5.2 Region Speeded-Up Robust Feature (RSURF) and Histogram of 
Oriented Gradients (HOG) Descriptor  
 
In order to compute these features very rapidly at many scales we introduce the 
integral image representation for images. The integral image can be computed from an 
image using a few operations per pixel.  
 
The Region-SURF (RSURF) feature is to use the SURF-like descriptor to describe 
local image regions as features for shape representation. Unlike Speeded-Up Robust 
Features (SURF) detection [83], the RSURF feature does not involve complicated 
steps to detect the scale and orientation invariant locations of interest points. Instead, 
the RSURF feature can be constantly computed at any scale and location once given 
the sampling density and region size.   
 
The idea of RSURF feature detection is to sum Haar wavelet responses over local 
image regions. The Haar wavelet response is natural choice for discretized image 
intensity computation. It is a discontinuous orthonormal function on the unit interval 
between 0 and 1, where the mother wavelet function ߰ሺݐሻ is given as 




                          ߰ሺݐሻ ൌ ൝
1							0 ൑ ݐ ൏ 0.5	
െ1			0.5 ൑ ݐ ൏ 1
0				݋ݐ݄݁ݎݓ݅ݏ݁
                  (5.1) 
To extract the RSURF feature located at ሺݔ, ݕሻ on the image at scale ߪ, a square 
window of size 20ߪ is firstly centered at this location. Instead of computing the 
gradients inside the window as a whole, the window is split to 4 ൈ 4 sub-regions to 
retain the local geometric and spatial information. For each sub-region, the Haar 
wavelet responses ܨሺ∑݀ݔ, ∑|݀ݔ|, ∑ ݀ݕ , ∑|݀ݕ|ሻ  can be computed at the 5 ൈ 5 
regularly sampled points, where ݀ݔ and ݀ݕ are the Haar wavelet responses in the 
horizontal and vertical directions respectively. Then, this RSURF feature can be 
obtained by concatenating the Haar wavelet responses for the 4 ൈ 4 sub-regions 
together, which results in a descriptor of 4 ൈ 4 ൈ 4 dimension. The Region-SURF 
feature detection and description is summarized in Algorithm 2.  
 
 
Algorithm 2 Region-SURF detection and description. 
 
The four kinds of Haar responses are illustrated in Figure 5.1. To make the descriptor 




more self-contained, the absolute value of responses |݀ݔ| and |݀ݕ|are also included 
to make a distinction between the gradual changes (Fig. 5.1 (b)).  And alternating 
pattern (Fig 5.1 (d)).   
 
 
Figure 5.1 Haar wavelet responses for four patterns of image intensity changes [83]. 
 
The resulted shape descriptor is of dimension 64, where ሺ∑݀ݔ, ∑|݀ݔ|, ∑ ݀ݕ , ∑|݀ݕ|ሻ 
are concatenated for the  4 ൈ 4 sub-regions. The feature description based on Haar 
wavelet responses is shown in Figure 5.2.  The left figure depicts the 4 ൈ 4 
sub-region placed at the center of image pointሺݔ, ݕሻ. The right figure shows the image 
intensity gradients are computed over the 5 ൈ 5 sub-regions, where examples of  ݀ݔ 
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Figure 5.2 Illustration of DSURF feature representation based on Haar wavelet 
responses of a ૝ ൈ ૝ sub-region centered at the interest point. 
 
To make the computation much faster, the computation of integral image is introduced 
in this thesis. The above mentioned summations of Haar wavelet responses over a 
region can be easily obtained by several subtractions of rectangular region using 
integral image, which was firstly introduced in [84]. The integral image  ܫ∑ሺݔ, ݕሻ at a 
location ሺݔ, ݕሻ is defined the summation of all pixel values within the rectangular 
region formed by the location ሺݔ, ݕሻ and origin of image, which is given as 
                       ܫ∑ሺݔ, ݕሻ ൌ ∑ ∑ ܫሺ݅, ݆ሻ௝ஸ௬௬ୀ଴௜ஸ௫௜ୀ଴                     (5.2) 
Figure 5.3 shows an example to explain the integral image. For example at a random 
point D, the integral value at that point ܫஊ஽ means the summation of all intensity 
gradient values from the origin to the blue shaded area. Therefore, the summation of 
values over the area of ܣܤܥܦ  can be easily computed via equation 5.3, which 
involves only simple additions and subtractions operation. 













Figure 5.3 Integral images makes the computation of summation of image gradients 
within the region ACDB is simple as subtracting the integral value at point B and C 
from point D, and plus the value at point A [84]. 
 
We compared our proposed descriptor with another region-based descriptor, Histogram 
of Oriented Gradients [85] for 3D model retrieval using bag-of-words model. The 
HOG was originally developed for human detection tasks in images. In this thesis, we 
modified it as a shape description method for 3D model retrieval tasks. Motivated from 
the idea that the local shape can be well characterized by the distribution of local 
intensity gradients, the HOG extracts features at uniformly placed cell blocks. Cell 
blocks are moved from left to right and top to bottom when forming the final 
descriptor. The feature size is easily controllable by varying the cell size. Thus the 
degree of feature robustness and representativeness to local shape deformations can be 
easily adjusted as well. 
 
The Histogram of Oriented Gradients (HOG) descriptor extraction process is as 








decomposed into ቀଶହ଺௦ ቁ ൈ ቀ
ଶହ଺
௦ ቁ cells.  To obtain the image gradient׏݃ሺݔ, ݕሻ, a 1-D 
derivative mask ܯ ൌ ሺെ1,0,1ሻ  is convoluted with the image 	ܫ , where no 
pre-smoothing of the image is required, as shown in equation 5.4. 
                     ׏݃ሺݔ, ݕሻ ൌ ܫሺݔ, ݕሻ ∗ ܯ                          (5.4)             
Figure 5.4 (a) shows the original depth image, and Figure 5.4(b) gives the result of the 




Figure 5.4 Convolution of depth image with 1D mask (-1, 0, 1). 
 
Then the gradients are voted towards orientation bins for each cell weighted by the 
magnitude of each gradient. In practice, the descriptor achieves optimal performance 
with the increasing number of bins up to 9 orientation bins. Therefore, this work 
partitioned the span from 0◦ to 180° into 9 orientation bins throughout the experiments. 
To adjust the local illumination variations to the whole image region, normalization of 
gradient strengths are performed for each block. Adjacent cells are overlapped in order 




to achieve good performance. Four normalization methods are adopted simultaneously, 
namely L2-norm, L2-norm followed by clipping, L1-norm and L1-norm followed by 
square root are used. The four normalization factors are stacked for each cell. 
Therefore, the HOG descriptor is of dimension 4×9. The computation of HOG 
descriptor is summarized as follows.  
 
 
Algorithm 3 HOG descriptor computation 
 
5.3 Results and Discussions   
 
In this section, the two region-based feature descriptors, RSURF and HOG, are tested 
as local depth image descriptors for bag-of-words model for the 3D model retrieval 
tasks. The experiments are tested on 3D multi-media models from the NIST generic 
shape benchmark and 3D CAD models from modified CAD dataset.  
Algorithm 3  Histogram of Oriented Gradients for Shape Description
Given an image space I(x,y)  of the spatial range of 256*256
Step 1 Compute the gradient image via the convolution of 1-D derivative 
mask M=(-1,0,1)
Step 2 Determine the cell size s
While the next cell(from top left to bottom right)
Step 3 Binning the orientation gradients weighted by gradient 
magnitude into 9 circular bins evenly spaced over 0° to 180° range
Step 4 Normalize the gradients within each cell using L2-norm, L2-norm 
flipping, L1-norm, and  L1-norm  squared root normalization and stack 
them together
end
Step 5 Collect the HOG descriptors over the cell blocks





For the proposed RSURF features, there are two parameters to decide the 
descriptiveness and distinctness of the features.  This first parameter is the region size, 
which determines the size and sampling density of RSURF feature. Increasing the 
descriptor region size results in less number of features, but with more information 
contained but less discrimination power and vice versa. Another parameter, the number 
of sub-regions for each description block, decides the number of dimensions of the 
RSURF feature. By default, the number of sub-regions is chosen as 4, which results a 
feature of dimension 64 as introduced in previous section. In this work, we also tests 
the situation when the number of sub-regions is reduced to 2, then the dimension of the 
feature is degraded to 16. Table 5.1 shows the resulted RSURF feature dimension and 
number of features extracted per image with respect to different region size and 






Dimensions Num of features 
per image 
RSURF44 4 4 64 144 
RSURF24 2 4 64 784 
RSURF42 4 2 16 196 
 
Table 5.1 RSURF feature with different region size and number of sub-regions 
 
The feature extraction time for the proposed RSURF features and the SURF feature 
[83] are given in Table 5.2. It can be seen that the proposed RSURF features are much 
faster than the original SURF features, nearly by two orders of magnitude. This fast 




feature extraction speed is very appealing in real applications when tons of models are 
available in a dataset. The feature extraction time also increases linearly with the 
sampling density, but shows little affect by the reduced number of sub-regions.  
 
 RSURF44 RSURF24 RSURF42 SURF 
SHREC dataset 42.3s 89.4s 36.5s 6894.4s
Modified CAD dataset 30.7s 29.8s 15.2s 3333.7s
 
Table 5.2 Feature extraction time (s) for RSURF vs. SURF feature detection 
 
For the HOG descriptor, the cell size can be chosen as different values. And 
particularly we use only one HOG descriptor to describe an entire depth image. The 
cell sizes are chosen to be 8, 16 and 32 respectively, which will result in 1024, 256 and 
64 features for each image. The HOG features are all of dimension 36. The feature 
extraction time for the three cell sizes are given in Table 5.3.  
 
Cell Size cs=8 cs=16 cs=32 
SHREC generic dataset 317.0s 328.2s 326.1s 
Modified CAD dataset 192.0s 189.0s 192.6s 
 
Table 5.3 Feature extraction time (s) for HOG feature detection 
 
Next, the proposed RSURF features and HOG feature with different region sizes are 
compiled with K-means clustering to generate a codebook of different size K varying 
from 100 to 3000.  





For RSURF44, RSURF24 and RSURF42, the discounted cumulative gain (DCG) 
values obtained for the modified CAD dataset and the NIST generic shape benchmark 
are shown in Figure 5.5 and Figure 5.6 respectively. It can be seen that RSURF24 
achieves the highest DCG values on both datasets.  The DCG values for RSURF44 
are more often slightly larger than RSURF24 with small codebook size K, and a little 
less accurate than RSURF24 for most cases. Although the RSURF42 has always got 
the smallest DCG values, but the difference is not too much. Besides, RSURF 44 and 
RSURF 42 apparently extract far less number of features than the RSURF24, 144 and 





























Figure 5.6 DCG of RSURF features on NIST generic shape benchmark for different 
codebook size K. 
 
For HOG features, different cell sizes 8, 16 and 32 are also tested to obtain the optimal 
retrieval accuracy by varying the codebook size K from 100 to 3000 on modified CAD 
dataset and NIST generic shape benchmark.  Figure 5.7 shows the DCG values on 
modified CAD. It can be seen that for cell sizes of 8, 16 and 32, the optimal codebook 
sizes K are 300, 500 and 500 respectively.  Surprisingly, the cell size 32 outperforms 
all other parameters with much less features extracted, 64 features compared to 1024 
features for cell size 8 and 256 features for cell size 16. The DCG values of HOG 
features tested on NIST generic shape benchmark are also given in Figure 5.8. The cell 
size 16 achieves the highest DCG value this time. This is probably because the 3D 
multi-media models contain more local shape variations than the CAD models, 






























Figure 5.8 DCG of HOG features on NIST generic shape benchmark for different 
































To compare the two proposed region-based descriptors with salient feature detectors 
SIFT and SURF, Figure 5.9 shows the precision-recall curves for the four descriptors 
using bag-of-words model for the retrieval tasks on the modified CAD dataset. The 
region size and codebook size K which gives rise to optimal performance are used for 
comparison. The RSURF feature achieves the highest retrieval accuracy, SIFT feature 
comes at second. The precision for HOG features are lower than the SURF features, 
but outperform the SURF features after recall level of 0.5. The first-tier (FT), 
second-tier (ST), discounted cumulative gain (DCG), E-measure (E) and mean average 
precision (MAP) are also listed in Table 5.4. The results also indicate that RSURF44 




Figure 5.9 Precision recall curve for proposed region-based RSURF and HOG features 























 K FT ST DCG E MAP 
SIFT 3000 0.379 0.468 0.682 0.228 0.425 
SURF 1500 0.381 0.456 0.674 0.231 0.414 
RSURF44 2000 0.409 0.492 0.706 0.247 0.452 
HOG cs=32 500 0.376 0.465 0.683 0.236 0.427 
 
Table 5.4 Other evaluation measures for proposed features vs. SIFT and SURF on 
modified CAD dataset 
 
The same comparisons have been made on NIST generic shape benchmark. Figure 
5.10 and Table 5.5 compares the precision-recall curves and other evaluation measures. 
The RSURF features again achieve the best retrieval accuracy while SIFT and HOG 
features come at second and third. 
 
 
Figure 5.10 Precision recall curve for proposed region-based RSURF and HOG 


























 K NN FT ST DCG E 
SIFT 1500 0.563 0.317 0.439 0.639 0.304 
SURF 3000 0.175 0.127 0.211 0.441 0.140 
RSURF44 1500 0.650 0.340 0.444 0.651 0.308 
HOG cs=16 1000 0.588 0.285 0.412 0.599 0.278 
 
Table 5.5 Other evaluation measures for proposed features vs. SIFT and SURF on 
NIST generic dataset 
 
5.4 Summary   
 
To summarize, the region-based uniform sampled RSURF and HOG features show 
superior and similar performance than the salient feature detectors SIFT and SURF 
with bag-of-words model for 3D model retrieval tasks. The region-based descriptors 
assume the scale and location of the features are pre-defined, and therefore there is no 
need for scale-space construction to detect the salient points across different scales 
with respect to different orientations. This makes the region-based features extraction 
time much faster than the salient point detectors SIFT and SURF. Meanwhile, to 
choose optimal parameters for proposed region-based feature detector, suitable region 
size, fine orientation and coarse spatial binning together influence the descriptiveness 
and distinctness of the feature descriptor. Besides, the two feature descriptors are of 
great simplicity in terms of representation, and they are of much less dimensions 
compared to the SIFT descriptor with dimension of 128.  
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Chapter 6 LARGE-SCALE 3D MODEL CATEGORIZATION 





In Chapter 4 and Chapter 5, two feature detection methods using bag-of-words model 
for representation are investigated for the 3D model retrieval problem. In the retrieval 
scenario, given a query model, each of the stored models in the target dataset is 
compared with the query and the models with small similarity distance are retrieved as 
relevant models with respect to the query. But when the number of target models 
grows too large, it is not computationally affordable or efficient to compare the query 
model with every target model. Therefore, there is a need to develop a 
learning-by-example approach, which can assign a query example to a class of similar 
models from the knowledge learned from existing models without explicit comparison 
with all models in a dataset. Such process is called 3D model categorization.   
 
In this chapter, a 3D model categorization scheme is devised. The 3D models are 
firstly represented as histograms of visual words obtained by bag-of-words 
representation. After that, the histogram shape descriptors are fed into multiple-class 
Support Vector Machine (SVM) with non-linear kernel, specifically, chi-square kernel 




and histogram kernel are adopted. The non-linear kernels can be approximated by 
addition of linear homogeneous feature maps, which could significantly increase the 
training and classification speed.  
 
Next, the 3D model categorization procedures and the linearly approximated 
kernelized multi-class SVM will be given in details. And examples for the 
categorization of 3D models will be followed. 
 
6.2 3D Model Categorization with Multi-class Kernel SVM 
6.2.1 Bag-of-Words Representation for Categorization of 3D Models 
 
Given 3D models, which are pre-classified into n categories, they are firstly aligned 
into canonical pose. Then depth images are extracted from the aligned mesh models. 
Local features, which could be the features proposed in Chapter 4 and Chapter 5, are 
extracted and codebook can be learned via K-means clustering from all the features. 
Then the 3D models can be represented as histogram of visual words, which are the 
shape descriptors for the next stage of training classifier. As shown in Figure 6.1, after 
all pre-classified models are represented using the bag-of-words model, a classifier is 
learned for every two classes, which gives rise to a total number of ݊ ∗ ሺ݊ െ 1ሻ/2 
classifiers. Similarly, for any new instances of 3D models with unknown classes, they 
will also be transformed to the bag-of-words representation first, using the codebook 




learned for the training models. Finally, they are fed into the whole set of classifiers 
and a decision of class will be made. Figure 6.1 depicts the categorization procedure of 
3D models using bag-of-words representation. 
 
 
Figure 6.1 Categorization procedures of 3D models using bag-of-words 
representation. 
 
6.2.2 Non-linear Kernel SVM Approximated by Linear Homogeneous Feature 
Maps 
 
Support Vector Machine (SVM) is a simple and efficient tool to solve the linearly 
separable two-category classification problem. Given a set of training data with class 
labels, SVM trains a model to find a hyperplane which gives largest margin between 
two classes. Given a training data set ܦ with n samples, 
                       ܦ ൌ ሼሺ࢞࢏, ݕ௜ሻ|࢞࢏ܴ߳ௗ, ݕ௜߳ሺെ1,1ሻሽ                 (6.1)            
where ࢞࢏ is an training data in the d-dimensional space and ݕ௜ is the class label. 
SVM is to find the hyper plane ݃ሺ࢞ሻ such that the support vectors give rise to a 
maximum-margin. 
























where ݃ሺ࢞ሻ ൌ 1 belongs to one class and ݃ሺ࢞ሻ ൌ െ1 belongs to the other class. The 
distance between two hyperplanes  ݃ሺ࢞ሻ ൌ 1 and ݃ሺ࢞ሻ ൌ െ1 can be obtained as 
ଶ
‖࢝‖. Therefore, to maximize the distance is equal to minimize ‖࢝‖. The primal form 
of SVM is therefore to solve the minimization of ଵଶ ‖࢝‖ଶ sujecting to ݃ሺ࢞࢏ሻ ൌ ࢝ ∗
࢞࢏ െ ܾ ൒ 1.  
 
By introducing the Lagrange multipliers ߙ௜ , the constrained problem can be 
reformulated as 
              minmax	 		ଵଶ ‖࢝‖ଶ െ ∑ ߙ௜ሺݕ௜ሺ࢝ ∗ ࢞࢏ െ ܾሻ െ 1ሻ௡௜ୀଵ             (6.3)            
The quadratic programming can be changed to the unconstrained dual form of 
maximizing the Lagrange function ܮሺߙሻ, where the hyperplane can be obtained by 
maximizing	ܮሺߙሻ, which gives 
                   ܮሺߙሻ ൌ ∑ ߙ௜ െ ଵଶ∑ ߙ௜ߙ௝ݕ௜ݕ௝࢞࢏ࢀ࢞࢐௜,௝௡௜ୀଵ                 (6.4)            
subjecting 0 ൑ ߙ௜ ൑ ܥ and ∑ ߙ௜ݕ௜ ൌ 0௡௜ୀଵ , where C is an important regularization 
parameter which controls the tradeoff between complexity of the SVM and number of 
non-separable points [86].  
 
Whereas the original problem might not be linearly separable in the feature space, it is 
possible to make the separation easier to map the original finite-dimensional space into 
a higher-dimensional space. The histogram-intersection kernel and chi-square kernel 
are the natural candidates for the histogram based shape descriptors. As distance 
measures, the histogram intersection distance and chi-square distance can be 




interpreted as comparing a test histogram to each of the supported histograms. The 
histogram intersection kernel is given by 
                           ܭுூ ൌ min	ሺ࢞࢏, ࢞࢐ሻ                        (6.5)            
And the chi-square kernel is  
                           ܭఞమ ൌ 2 ሺ࢞࢏,ି࢞࢐,ሻ
మ
࢞࢏ା࢞࢐                           (6.6)            
By substituting the kernel ܭሺ࢞࢏, ࢞࢐ሻ into the dual-form of Lagrange function, the 
Lagrangian equation is now as 
                     ܮሺߙሻ ൌ ∑ ߙ௜ െ ଵଶ∑ ߙ௜ߙ௝ݕ௜ݕ௝ܭሺ࢞࢏, ࢞࢐ሻ௜,௝௡௜ୀଵ            (6.7)            
The decision function is also incorporated with the kernel function, resulted in 
݃ሺ࢞ሻ ൌ ∑ߙ௜ݕ௜ܭሺ࢞࢏, ࢞࢐ሻ ൅ ܾ.  
 
The non-linear chi-square kernel and histogram intersection kernel can be 
approximated with a finite series of addictive homogeneous feature maps [87].  A 
homogeneous map of order ݊ therefore can be used to encode the feature ݔ into a 
higher dimension of  2݊ ൅ 1 Ψሺݔሻ. It is equivalent to use a non-linear kernel with 
Support Vector Machine (SVM) for training and testing using the mapped data. 
Therefore, the kernel ܭሺݔ, ݕሻ can be interpreted as mapping the feature ݔ  into 
Hilbert space such that 
                          ࡷሺ࢞, ࢟ሻ ൎ 〈શሺ࢞ሻ,શሺ࢟ሻ〉                   (6.8)             
The homogeneous map Ψሺݔሻ can be constructed in a compact and closed form and 
data-independent. By making a kernel signature ܭ periodic, it can be derived as a 
finite approximation to duplicate with period Λ.  The periodicization ܭ෡  can be 




written as  
                    ܭ෡ ൌ ∑ ܹሺߣ ൅ ݇Λሻܭሺߣ ൅ ݇Λሻା∞௞ୀ∞                   (6.9) 
Where ܹሺߣሻ ൌ ߣ/Λis a rectangular windowing function.   
 
6.2.3 Multi-class SVM categorization 
 
In this research, the multi-category classification is reduced to multiple one-versus-one 
classification problems. Suppose there are ܿ classes, for every pair of classes, a 
classifier is learned as a two-class support-vector machine problem, and a total number 
of  ܿ ∗ ሺܿ െ 1ሻ/2 classifiers needed to be trained. The multi-class categorization 
problem is illustrated in Figure 6.2. An example of four-class classification is shown, 
where 6 hyperplanes (H12, H13, H14, H23, H24, H34) are found.   
 
 















Given a new model ݔ, it will be fed into each of the c ∗ ሺc െ 1ሻ/2 classifiers and 
assigned to ܿ௜ if g୧ሺxሻ ൐ g୨ሺxሻ for all ݆ ് ݅, where the decision function is given as  
                g୧ሺxሻ ൌൌ ∑ߙ௜ݕ௜ܭሺ࢞࢏, ࢞࢐ሻ ൅ ܾ						for	i ൌ 1,2,… , c          (6.10)            
Then the maxi-win voting strategy is adopted. Each of the assigned class gets one vote 
and the instance is finally assigned to the class which gets the most votes.  
The categorization of 3D models using homogeneous map approximated non-linear 
kernel multi-class SVM as described in section 6.2.2 and section 6.2.3 can be 




Algorithm 4 Categorization of 3D models using homogeneous map approximated 
kernel multi-class SVM 
 
6.3 Results and Discussions 
 
In this section, the proposed 3D model categorization system will be demonstrated on 
Algorithm 4 3D Model Categorization using homogeneous map 
approximated kernel multi-class SVM
Given the 3D models for training/testing
Step 1 Compute the histogram descriptor of the 3D model using bag-of-
words model representation
Step 2  Map the histogram descriptor into the (2n+1) dimension of 
homogenous space, either by the histogram intersection kernel map or the 
chi-square kernel map
Step 3 Using the mapped data in step 2 as inputs for training/testing via 
SVM and obtain the (SVM weights/output class labels).




the NIST generic shape benchmark for the categorization of 3D multimedia models 
and the modified CAD dataset of 3D CAD models. Although the dataset used for 
experiment is not extremely large-scale, we only want to demonstrate the effectiveness 
of our proposed methods. In fact, larger amount of training and testing models might 
result in better categorization results. The primal estimated sub-gradient solver for 
SVM [88] and the VLFeat implementation [89] is adopted for classifier training and 
testing.  
 
The classification accuracy is evaluated by the percentage of correctly assigned models. 
Figure 6.3 shows the convergence of energy for the SVM training is achieved around 
200 iterations. We forces the training of SVM converged or until a maximum iteration 
of 2000.  
	
Figure 6.3 Convergence of SVM energy for training 
 











Convergence of Energy for the SVM training




6.3.1 Classification Results on the NIST Generic Shape Benchmark 
 
The query models as testing examples and target models as training examples for the 
NIST generic shape benchmark,. Thus there are 18 models for each class to training 
and 2 models for testing.  
 
Firstly, the regularization parameter C and feature map dimensions are studied to find 
the optimal parameters for the classification while the bag-of-words representation of 
3D models are fixed at 500 visual words.  Table 6.1 shows the classification accuracy 
using linear SVM with no kernel incorporated on the NIST generic shape benchmark 
for different regularization parameter C. It can be seen that when C equals 0.8, the 
classification accuracy is maximum 0.6125 compared to 0.49 for C=0.1. 
 
 
No Kernel C=0.1 C=0.5 C=0.8 C=1 
Accuracy 0.49 0.55 0.6125 0.5875 
 
Table 6.1 Classification accuracy of SVM without kernel for different regularization 
parameters C 
 
The classification accuracy of using approximated Histogram Intersection (HI) kernel 
and Chi-square (Chi2) kernel with the multi-class SVM are given Table 6.2 and Table 
6.3 for different regularization parameter C and order of approximation homogeneous 
map are varied. Note, the histogram descriptors is mapped into a dimension ૛ ∗ ࡺ ൅ ૚ 




space given the order is N. The average classification accuracy of using HI kernel and 
Chi2 kernel is 10%-20% better than SVM with no kernel. The maximum classification 
rate for HI kernel is when C=0.5 and the homogeneous map of order 3. The Chi2 
kernel achieves the best classification rate when C=1 regardless of the order of 
approximated map. HI kernel shows generally higher classification accuracy than the 
Chi2 kernel.  
 
 
HI Kernel N=3 N=5 N=10 
C=0.1 0.675 0.6875 0.7000 
C=0.5 0.75 0.7125 0.7125 
C=0.8 0.7375 0.7125 0.7125 
C=1 0.7125 0.7375 0.725 
 
Table 6.2 Classification accuracy of histogram intersection kernel for different 
regularization parameter C and feature dimension. 
 
 
Chi2 Kernel N=3 N=5 N=10 
C=0.1 0.6750 0.6750 0.6625 
C=0.5 0.7000 0.7125 0.7125 
C=0.8 0.7000 0.7125 0.7000 
C=1 0.7250 0.725 0.725 
 
Table 6.3 Classification accuracy of Chi-square kernel for different regularization 
parameter C and feature dimension. 
 




Next, the number of histogram bins is varied while the regularization parameter and 
homogeneous order N are fixed at optimal. It can be seen that finer histogram binning 
may result in increasing shape representation, hence better classification accuracy. The 
maximum accuracy is reached at 0.8 when K=2000 and further increase of K produces 
a decay in the performance. Both of the HI kernel and Chi2 kernel produce better 
retrieval accuracy than the linear SVM. 
 
 
 Kernel K=500 K=1000 K=2000 K=2500 
C=0.5 N=3 HI 0.7500 0.7750 0.8000 0.7750 
C=1 N=3 Chi2 0.7250 0.7750 0.8000 0.7875 
C=0.8 No Kernel 0.6125 0.625 0.6875 0.6875 
 
Table 6.4 Overall comparisons for optimal configuration for no kernel, HI and chi2 
kernel 
 
The average training time for approximated kernelized SVM is about 11.6s for 
homogeneous map of order 3 compared to average training time 1.47s for non-kernel 
SVM.  The average testing time for approximated kernelized SVM is 1.26s versus 
0.48s for non-kernel SVM. The computation time also increases linearly with the order 
of homogeneous map and number of visual codebook size K, but shows no difference 
for the regularization parameter C.  
 
6.3.2 Classification Results on the Modified CAD Dataset 
 




For the modified CAD dataset, we firstly select the classes such that the number of 
models for each class is equal to 10. There are 34 classes chosen with 9 models for 
training and 1 model for testing for each class. As stated, although the number of 
models for training and testing is too small, we only test the proposed categorization 
system for 3D CAD models for the purpose of demonstration.  
 
Similar as the experiments done for the NIST generic shape benchmark, we first use 
fixed number of histogram visual words to study the effect of regularization parameter 
C and homogeneous order N. First, the influence of C for non-kernel SVM is shown in 
Table 6.5. The classification accuracy is peaked at C=0.8. 
 
 
No Kernel  C=0.1 C=0.5  C=0.8  C=1 
Accuracy  0.3529 0.3824 0.4412 0.4118  
 
Table 6.5 Classification accuracy of SVM without kernel for different regularization 
parameters C 
 
Table 6.6 and Table 6.7 show the classification results of SVM with HI kernel and 
Chi2 kernel. The two parameters C and N are studied for the influence of classification. 
When C=0.1 and N=3, the classification rate for SVM with HI kernel is maximum at 
0.5. When C=1, the classification rate for SVM with Chi2 kernel is best for N=3, 5, 10. 
The HI kernel also shows better classification results than the Chi2 kernel, while the 
non-kernel SVM comes at the last.  
 




HI   N=3  N=5  N=10  
C=0.1 0.5000 0.4418 0.4706  
C=0.5  0.4706 0.4706 0.4412  
C=0.8 0.4706 0.4412 0.4706  
C=1 0.4706 0.4412 0.4412  
 
Table 6.6 Classification accuracy of histogram intersection kernel for different 
regularization parameter C and feature dimension. 
 
Chi2  N=3 N=5 N=10 
C=0.1 0.4412 0.4412 0.4412 
C=0.5 0.4412 0.4412 0.4412 
C=0.8 0.4706 0.4412 0.4412 
C=1 0.4706 0.4706 0.4706 
 
Table 6.7 Classification accuracy of Chi-square kernel for different regularization 
parameter C and feature dimension. 
 
Table 6.8 gives the overall comparison for the non-kernel, HI and Chi2 SVM for 
different number of visual words given optimal regularization parameter C and optimal 
homogeneous order N. It also shows that when K=2000, the classification rates are the 
highest for the three situations, and HI kernel SVM performs the best. The overall 
trend is also the HI kernel performs better than Chi2 kernel, and Chi2 kernel performs 
better than SVM with no kernel.  
 




 Kernel K=500 K=1000 K=2000 K=3000 
C=0.1 N=3 HI 0.5000 0.5000 0.5588  0.4706  
C=1 N=3 Chi2 0.4706 0.5000 0.5000  0.5000  
C=0.8 No Kernel 0.4412 0.4118 0.5000 0.4412 
 
Table 6.8 Overall comparisons for optimal configuration for no kernel, HI and chi2 
kernel 
 
The computational time for the non-kernel SVM is shortest than the kernel SVM, 
however, the kernel SVM also only takes a few seconds to train and test the classifier 
due to the use of linear homogeneous maps to approximate the non-linear kernel. It is 
reported in the literature [87] that the linearly approximated kernel SVM is an order of 
magnitude fast than the traditional non-linear SVM.  
6.4 Summary 
 
This chapter proposed a 3D model categorization system with multi-class SVM for 
classification. The 3D models are represented using bag-of-words model as the shape 
descriptors for training and testing. The histogram intersection kernel and chi-square 
kernel are approximated with linear homogeneous maps to be incorporated with the 
SVM. The proposed categorization scheme is demonstrated on the NIST generic shape 
benchmark and the modified CAD dataset. The results suggest that using the 
kernelized multi-class SVM always perform better than the linear SVM.  
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This thesis employed the bag-of-words approach for efficient retrieval and 
categorization of 3D models. Two feature extraction strategies which are simpler, more 
computation efficient, and more discriminative than the salient feature detections are 
proposed to incorporate with the bag-of-words representation for better 3D model 
retrieval performance. To make the current 3D model retrieval system scalable to 
large-scale datasets, a multi-class SVM 3D model categorization system was proposed 
for the one versus class comparison. 
 
The contributions of this research are mainly in the following areas: 
 
Firstly, a modified dense sampling and multi-scale dense (MSD) sampling strategy 
were proposed to extract local features from depth images of 3D models. Both of the 
modified dense sampling and MSD sampling extract features on uniformly distributed 
grids and the modified dense sampling extract features at a single scale while MSD 
sampling extract features at multiple scales. The proposed sampling strategies cover 
the full range of the depth images rendered from the 3D model compared to that salient 




feature detection algorithm only describes sharp changes. The feature extraction speed 
of proposed sampling strategies is an order of magnitude faster than the original Scale 
Invariant Feature Transform (SIFT) detection weighted with a flat window. In 
combination with bag-of-words models, the proposed sampling strategies not only 
have shown superior performance over the original salient SIFT sampling, but also 
much faster to compute. The proposed modified dense sampling have showed to 
outperform the salient features for 3D model retrieval tasks on Purdue engineering 
shape benchmark, NIST generic shape benchmark and SHREC 2009 partial dataset.  
 
Secondly, encouraged by the success of uniformly sampled features, two region-based 
features, namely Region-SURF (RSURF) and Histogram of Oriented Gradients (HOG) 
were proposed. The RSURF and HOG feature detection sample features at uniform 
grids at fixed scales and locations. Suitable region size, fine orientation and coarse 
spatial binning will together influence the descriptiveness and distinctness of the 
region-based feature detector. The RSURF and HOG features not only are faster and 
simpler to compute, they only take half or less storage than the SIFT feature 
description. With RSURF and HOG features as inputs for bag-of-words model 
representation, they have shown superior performance than salient SIFT and SURF 
features for 3D model retrieval tasks on the modified CAD dataset and NIST generic 
shape benchmark.  
 
Thirdly, a learning-by-example scheme was devised to accommodate the needs for 




large-scale retrieval and categorization tasks of 3D models. This scheme is achieved by 
multi-class Support Vector Machine (SVM) learning of classifiers for every two 
classes. Histogram intersection kernel and chi-square kernel, which are suitable for 
histogram-based descriptions, were approximated by linear homogeneous maps and 
incorporated with the SVM learning procedures. The 3D models are represented using 
bag-of-words approach as the shape descriptors for training and testing. The proposed 
categorization scheme was demonstrated on the NIST generic shape benchmark and 
the modified CAD dataset and showed that using the kernelized multi-class SVM 
always performs better than the linear SVM. The proposed 3D model categorization 
scheme has showed promising applications in recognition, categorization and 
management of large-scale 3D model datasets.  
 
The proposed approaches in this thesis may have significant contributions in the 
following aspects. Firstly, the proposed densely sampled features have proved to be 
more efficient and representative for shape representation than the salient features. 
They are not only simpler and faster to compute, but also save considerate storage 
capacity than existing salient feature descriptions. This may lead to affordable 3D 
model description and storage with increasing amount of 3D models both on internet 
and in domain-specific databases. Secondly, the 3D model categorization system is 
proposed to accommodate the importance of managing 3D models in large-scale. It 
may bring the existing 3D model retrieval and categorization algorithms to practical 
applications. 





7.2 Recommendations for Future Works 
7.2.1 Extension for an Improved Bag-of-Words Representation 
 
Regardless the effectiveness of bag-of-words representation, it may still suffer two 
main disadvantages. The potential solutions are proposed in this section to address 
these insufficiencies. 
 
The first disadvantage is due to that bag-of-words represents a 3D model as a 
resemblance of order-less local features. The spatial information of the local features is 
totally discarded. Although there are some existing work that have attempted to 
incorporate the spatial information by representing the histogram for layered 
concentric spheres [90] or segmented parts [63], the improvement is difficult to 
observe. We proposed to endow the local features to incorporate the locality 
constraints to preserve the shape context information in a neighborhood system. An 
objective function needs to be defined to encode features in the sense of shape context. 
The potential influence of the proposed future work may bring the use of low-level 
features to the middle-level with shape semantics for efficient 3D models 
representation. 
 
The second disadvantage is that the histogram-based representation only described the 




occurrence of local features according to the visual words of the codebook learned. 
However, the cluster centers themselves also contain rich geometric information of 
local intensity gradient distributions. Although the K-means clustering can assign a 
local feature to nearest cluster center, it does not model the cluster center information. 
One potential approach is to employ the Gaussian Mixture Model (GMM) [91] to 
model the geometric information of the visual words. 
 
Given the set of local features ଵ݂, ଶ݂, … , ே݂, each of the Gaussian Mixture Model is 
estimated using Expectation Maximization (EM) algorithm to obtain the parameters 
ߠ௜ ൌ ሺߨ௜, ߤ௜, ∑௜ሻ,  
                 ݌ሺ݂|ߤ௜, ∑௜ሻ ൌ ଵඥଶగୢୣ୲	ሺ∑೔ሻ ݁
ି଴.ହሺ௙ିఓ೔ሻ೅∑೔షభሺ௙ିఓ೔ሻ            (7.1) 
where ߨ௜  is the prior probability, ߤ௜ ∈ ܦ  and ∑௜ ∈ ܦ ൈ ܦ  are the mean and 
positive-definite covariance matrix of the Gaussian component. The encoding of each 
feature to the Gaussian model is according to the geometry of the Gaussian component, 
where, 
                   ݄௜௞ ൌ ௣ሺ௙ೖ|ఓ೔,∑೔ሻగ೔∑ ௣ሺ௙ೖ|ఓೕ,∑ೕሻగೕೕ಼సభ , ݇ ൌ 1,2, … , ܭ	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (7.2) 
so the Gaussian Mixture Model can be fully characterized by parameters of (2D+1)*K 
dimension. 
7.2.2 Extension for an Incremental Bag-of-Words Learning for Classification 
 
Current bag-of-words approach is based on the fixed sets of features to generate the 
codebook. As abundant of the data available may help the system to generate a robust 




and rich codebook for more accurate representation of the 3D models, the current 
learning for fixed categories of models often fail when met with a new class or a new 
instance which has not been learned previously. Therefore, there is a need to develop 
an incremental learning approach for data collecting and learning simultaneously. A 
parametric latent model [92] can be used to incrementally accumulate knowledge and 
examples of new instances just like the human learning process. Given a small set of 
seed models and categories, the algorithm seeks to learn a model which can best 
describe a category. Then newly collected models and categories will add on to the 
dataset to improve the model. With this iterative process, the final categorization 
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Appendix A   Lists of the Modified CAD Dataset  
Part I: Flat-thin wall components: 8 classes, total 67 models. 
Classes 1-8 are: 1-Back Doors (7); 2-Bracket Like Parts (10); 3-Clips (4); 4-Contact 
Switches (8); 5-Curved Housings (9); 6-Rectangular Housings (10); 7-Slender Thin 
Plates (10); 8-Thin Plates (10). 
 
Part II: Rectangular-cubic Prism: Total 17 classes, 165 models.  
Classes 9-16 are: 9-Bearing Blocks (7); 10-Contoured Surfaces (5); 11-Handles (10); 
12-Blocks (7); 13-Long Machined Elements (10); 14-Machined Blocks (9); 
15-Machined Plate with Significant Holes (10); 16-Machined Plate with Small Holes 
(10);  





Classes 17-25 are: 17-Motor Bodies (7); 18-Prismatic Blocks (10); 19-Rocker Arms 
(10); 20-Slender Links (10); 21-Small Machined Blocks (10); 22-T-shaped Parts (10); 
23-Thick Plates (10); 24-Thick Slotted Plates (10); 25-U-Shaped Parts (10). 
 





Part III: Solids of Revolution: Total 22 classes, 215 models.  
Class 26-33 are: 26-90 Degree Elbows (10); 27-Bearing Like Parts (10); 28-Bolt with 
Closed Shape End (10); 29-Bolt with Open or No Shape End (10); 30-Container Like 
Parts (10); 31-Cylindral-like Parts with Large H/R ratio (10); 32- Cylindral-like Parts 
with Small H/R ratio (10); 33-Simple Discs (10). 





Class 34-41 are: 34- Discs Others (10); 35-Flange Like Parts (10); 36-Gear Like Parts 
(10); 37-Intersecting Pipes (9); 38-Long Pins Screw Drives (10); 39-Long Pins Others 
(10); 40-Non-90Degree Elbows (8); 41-Nuts (10). 
 




Class 42-47 are: 42-Oil Pans (8); 43-Posts (10); 44-Pulley Like Parts (10); 45-Round 
Change At End (7); 46-Simple Pipes (10); 47-Spoked Wheels (10). 
 
 
 
