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Abstract
In his seminal paper, Schoenberg (1942) characterized the class P(Sd)
of continuous functions f : [−1, 1] → R such that f(cos θ(ξ, η)) is positive
definite on the product space Sd × Sd, with Sd being the unit sphere of
R
d+1 and θ(ξ, η) being the great circle distance between ξ, η ∈ Sd. In this
paper, we consider the product space Sd×G, for G a locally compact group,
and define the class P(Sd, G) of continuous functions f : [−1, 1] ×G → C
such that f(cos θ(ξ, η), u−1v) is positive definite on Sd × Sd ×G×G. This
offers a natural extension of Schoenberg’s Theorem. Schoenberg’s second
theorem corresponding to the Hilbert sphere S∞ is also extended to this
context. The case G = R is of special importance for probability theory
and stochastic processes, because it characterizes completely the class of
space-time covariance functions where the space is the sphere, being an
approximation of Planet Earth.
MSC: Primary 43A35, Secondary 33C55
Keywords: Positive Definite; Space-Time covariances; Spherical Harmonics
1 Introduction
Positive definite functions on groups or semigroups have a long history and are
present in many applications in operator theory, potential theory, moment prob-
lems and several other areas, such as spatial statistics. They enter as an important
chapter in all treatments of harmonic analysis, and can be traced back to papers
by Carathe´odory, Herglotz, Bernstein and Matthias, culminating in Bochner’s
theorem from 1932− 1933 and by their connection to unitary group representa-
tions. See [23] and the survey in [5] for details. In his tour de force, Schoenberg
[24] considered the class P(Sd) of continuous functions f : [−1, 1]→ R such that
the kernel C : Sd × Sd → R defined by
C(ξ, η) = f(cos θ(ξ, η)) = f(ξ · η), ξ, η ∈ Sd, (1)
1
is positive definite on the d-dimensional unit sphere of Rd+1, given as
S
d =
{
x ∈ Rd+1 |
d+1∑
k=1
x2k = 1
}
, d ≥ 1.
The positive definiteness of C means that for any n ∈ N and for any ξ1, . . . , ξn ∈
Sd the n× n symmetric matrix
[C(ξk, ξl)]
n
k,l=1
is positive semidefinite, i.e., for any (a1, . . . , an) ∈ R
n
n∑
k,l=1
C(ξk, ξl)akal ≥ 0.
Concerning the notation above, θ(ξ, η) = arccos(ξ · η) and · denotes the scalar
product in Rd+1. The mapping θ is known under the name of geodesic (or great
circle) distance, and the mapping C above is called isotropic, because it only
depends on the angle between any two points ξ, η on the d-dimensional sphere of
Rd+1. Throughout, we shall make equivalent use of θ ∈ [0, π] or θ(ξ, η), whenever
no confusion can arise. In recent geostatistical literature the notation Ψd from
[12] has been used for Schoenberg’s class P(Sd).
Schoenberg [24] characterized the members of the class P(Sd) as the functions
of the form
f(cos θ) =
∞∑
n=0
bn,dcn(d, cos θ), bn,d ≥ 0, θ ∈ [0, π],
with
∑∞
n=0 bn,d <∞, where cn(d, x) are certain polynomials of degree n associated
to Sd, often called ultraspherical polynomials, see Equation (15). Further details
about this representation will be given subsequently. The class P(Sd) has received
considerable attention in the last two years, thanks to the review in Gneiting
[12], where an impressive list of references is offered. Statistical and probabilistic
communities are especially interested in this class, because the functions C as in
Equation (1) are the autocorrelation functions of isotropic Gaussian fields in Sd.
Gneiting finishes his essay [12] with a list of open problems contained in [13].
Problem number 16 is related to the representation of correlation functions of
Gaussian fields Z(ξ, u) defined over the sphere cross time Sd × R, and being
isotropic with respect to ξ and stationary with respect to time u. This leads to
considering functions defined on the product space Sd × Sd × R× R, so that the
covariance of the random variables Z(ξ, u), Z(η, v) can be written as
cov (Z(ξ, u), Z(η, v)) = f(cos θ(ξ, η), u− v), (ξ, u), (η, v) ∈ Sd × R, (2)
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for a continuous function f : [−1, 1]× R→ R. Porcu et al. [20] offer parametric
models for such functions, that represent the covariances of Gaussian fields over
S
d × R.
Our characterization of the functions f entering in Equation (2) is the follow-
ing extension of Schoenberg’s Theorem:
f(cos θ, u) =
∞∑
n=0
ϕn,d(u)cn(d, cos θ), (θ, u) ∈ [0, π]× R,
where ϕn,d is a sequence of real-valued continuous positive definite functions on
R. The series is uniformly convergent, which is equivalent to
∑∞
n=0 ϕn,d(0) <∞.
We get only real-valued positive definite functions ϕn,d because the covariance
in Equation (2) is real and symmetric in u, v.
It turns out that in our characterization we can consider complex-valued func-
tions f : [−1, 1]× R→ C such that the kernel
f(cos θ(ξ, η), u− v)
is positive definite on (Sd×R)2 and furthermore, R can be replaced by an arbitrary
locally compact group G.
In other words we shall characterize the set P(Sd, G) of continuous functions
f : [−1, 1]×G→ C such that the kernel
f(ξ · η, u−1v) = f(cos θ(ξ, η), u−1v), ξ, η ∈ Sd, u, v ∈ G (3)
is positive definite in the sense that for any n ∈ N and any (ξ1, u1), . . . (ξn, un) ∈
Sd ×G the n× n-matrix [
f(cos θ(ξk, ξl), u
−1
k ul)
]n
k,l=1
(4)
is positive semidefinite, i.e., for any (a1, . . . , an) ∈ C
n
n∑
k,l=1
f(cos θ(ξk, ξl), u
−1
k ul)akal ≥ 0,
which is equivalent to the matrix of Equation (4) being hermitian and having
nonnegative eigenvalues. Here we follow the terminology of [6] and [16].
The characterization is given in Theorem 3.3. If we restrict the vectors
ξ1, . . . , ξn ∈ S
d from (4) to lie on the subsphere Sd−1, identified with the equator
of Sd, we see that P(Sd, G) ⊆ P(Sd−1, G). The inclusion is in fact strict, see
Remark 3.4 (iii).
We also consider
P(S∞, G) :=
∞⋂
d=1
P(Sd, G), (5)
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which is the set of continuous functions f : [−1, 1]×G→ C such that the matrix
in Equation (4) is positive semidefinite for any d ∈ N. We note in passing that
the notation P(S∞, G) suggests an intrinsic definition using the Hilbert sphere
S
∞ = {(xk)k∈N ∈ R
N|
∞∑
k=1
x2k = 1},
which is the unit sphere in the Hilbert sequence space ℓ2 of square summable
real sequences. The intrinsic definition of P(S∞, G) is as the set of continuous
functions f : [−1, 1]×G→ C such that all matrices (4) are positive semidefinite
when (ξ1, u1), . . . , (ξn, un) ∈ S
∞ ×G.
That these two definitions are equivalent follows on the one hand because any
Sd can be embedded in S∞ by the mapping
(x1, . . . , xd+1) ∈ S
d 7→ (x1, . . . , xd+1, 0, 0, . . .) ∈ S
∞,
and on the other hand by using that any ξ = (xk)k∈N ∈ S
∞ is the limit for d→∞
of the sequence of vectors ξ(d) embedded from Sd, where
ξ(d) :=
(x1, . . . , xd+1, 0, 0, . . .)√
x21 + · · ·+ x
2
d+1
∈ S∞.
We prove a characterization of P(S∞, G) which is completely analogous to Schoen-
berg’s Theorem 2 in [24], see Theorem 3.10. It builds on Ziegel’s result in [26]
that functions in P(Sd) admit a continuous derivative of order [(d − 1)/2] in
] − 1, 1[, and this result can be extended to our context. Here [a] denotes the
largest integer ≤ a.
At this place let us make some comments about the relation of our results to
the existing literature. As we shall see, Theorem 3.3 has been proved for certain
special compact groups G, but apparently not for non-compact groups like R or
Rn, which was the main motivation for the present paper. The compact cases
lead to double sums with non-negative coefficients. The main difficulty in the
non-compact case is the mixture of a sum and an integral, which was overcome
by the crucial technical result in Lemma 4.3. This is inspired by Proposition
13.4.4 in [11].
The paper by Barbosa and Menegatto [3] extends Ziegel’s result from Sd to
two-point homogeneous compact spaces Md. Although there is a formal analogy
between these results and our extension of Ziegel’s result, it does not seem to
be possible to deduce one of these results from the other. However, one should
expect that their results can be extended to the classes P(Md, G), obtained by
replacing the sphere Sd by an arbitrary compact two-point homogeneous space
Md, and G is a locally compact group as above.
Chapter 4 in Shapiro [25] discusses Schoenberg’s Theorem. An extension
to real-valued continuous positive definite functions on Sd × TN is given in [25,
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Theorem 3.1]. This result corresponds to our result, when the locally compact
group G is the N -dimensional torus TN .
In a recent paper [15] Guella, Menegatto and Peron consider isotropic kernels
K((ξ, ζ), (η, χ) = f(ξ · η, ζ · χ), ξ, η ∈ Sd, ζ, χ ∈ Sd
′
, (6)
which are positive definite on the product of two spheres Sd × Sd
′
, where d, d′ ∈
N ∪ {∞}.
Using that the sphere Sd
′
, d′ < ∞ can be identified with the homogeneous
space O(d′ + 1)/O(d′), their characterization of these functions can be obtained
as a special case of our main theorems, see Section 6 for details. Here O(d′) is
the compact group of orthogonal d′ × d′-matrices.
The result of [15] for the case d, d′ < ∞ can also be obtained as a special
case of Theorem 4.11 in [2], which is an adaptation of the Peter-Weyl Theorem
to compact homogeneous spaces X = G/K, where G is a compact group and K
a compact subgroup. In addition Theorem 4.11 uses results from Bochner [8]. It
does not seem possible to obtain [2, Th. 4.11] from our results and vice versa.
The plan for the present paper is the following. Section 2 discusses some
necessary background material. Section 3 reports the main results and Section
4 is devoted to the proofs. In Section 5 we use the non-negative connection
coefficients between the monomials and the Gegenbauer polynomials—a result
given in Bingham [7]— to prove a formula relating the power series coefficients for
f ∈ P(S∞, G) to the expansion coefficients for f with respect to the ultraspherical
polynomials, see Theorem 5.4. Finally in Section 6 we show how some results
from [15] can be obtained from our main results.
2 Background
We start with some expository material related to positive definiteness and to
the Schoenberg class P(Sd) as described in [12].
We recall that for a locally compact group G, a function ϕ : G→ C is called
positive definite if for any n ∈ N and any u1, . . . , un ∈ G the n× n-matrix
[ϕ(u−1k ul)]
n
k,l=1
is positive semidefinite, see e.g. [11, p. 255] (there called hermitian and positive)
or [23, p.14]. The set of continuous and positive definite functions on G is denoted
P(G). It is known that any ϕ ∈ P(G) satisfies |ϕ(u)| ≤ ϕ(e), where e denotes
the neutral element of the group. In the case of an abelian group G we use
the additive notation, and the neutral element is denoted 0. In this case the
continuous positive definite functions are characterized by Bochner’s Theorem,
cf. [21], as the Fourier transforms
ϕ(u) =
∫
Ĝ
(u, γ) dµ(γ), u ∈ G,
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where µ is a positive finite Radon measure on the dual group Ĝ of continuous
characters γ : G→ T. Here T is the unit circle in the complex plane.
In order to describe Schoenberg’s characterization of the class P(Sd), we recall
that the Gegenbauer polynomials C
(λ)
n are given by the generating function (see
[14])
(1− 2xr + r2)−λ =
∞∑
n=0
C(λ)n (x)r
n, |r| < 1, x ∈ C. (7)
One has to assume λ > 0, and for λ = 0 (7) has to be replaced by
1− xr
1− 2xr + r2
=
∞∑
n=0
C(0)n (x)r
n, |r| < 1, x ∈ C. (8)
It is well-known that
C(0)n (x) = Tn(x) = cos(n arccosx), n = 0, 1, . . .
are the Chebyshev polynomials of the first kind. For λ > 0, we have the classical
orthogonality relation:∫ 1
−1
(1− x2)λ−1/2C(λ)n (x)C
(λ)
m (x) dx =
πΓ(n+ 2λ)21−2λ
Γ2(λ)(n+ λ)n!
δm,n, (9)
with δm,n denoting the Kronecker delta. When λ = 0, Equation (9) is replaced
by ∫ 1
−1
(1− x2)−1/2Tn(x)Tm(x) dx =
{
pi
2
δm,n if n > 0
πδm,n if n = 0,
(10)
which is equivalent to the classical orthogonality relations of the family cos(nx), n =
0, 1, . . . .
Putting x = 1 in (7) one easily gets C
(λ)
n (1) = (2λ)n/n! valid for λ > 0, while
Tn(1) = 1. For the benefit of the reader we recall that for a ∈ C
(a)n = a(a + 1) · · · (a+ n− 1), n ≥ 1, (a)0 = 1.
It is of fundamental importance that
|C(λ)n (x)| ≤ C
(λ)
n (1), x ∈ [−1, 1].
Schoenberg used the notation P
(λ)
n = C
(λ)
n in [24]. The special value λ = (d−1)/2
is relevant for the sphere Sd because of the relation to spherical harmonics, which
will be explained now. A spherical harmonic of degree n for Sd is the restriction
to Sd of a real-valued harmonic homogeneous polynomial in Rd+1 of degree n.
Together with the zero function, the spherical harmonics of degree n form a finite
6
dimensional vector space denoted Hn(d). It is a subspace of the space C(S
d) of
continuous functions on Sd. We have
Nn(d) := dimHn(d) =
(d)n−1
n!
(2n+ d− 1), n ≥ 1, N0(d) = 1, (11)
cf. [18, p.4] or [10, p.3].
The surface measure of the sphere is denoted ωd, and it is of total mass
σd = ωd(S
d) =
2π(d+1)/2
Γ((d+ 1)/2)
. (12)
The orthogonal group O(d+1) of orthogonal (d+1)×(d+1) matrices operates
on Sd, and ωd is invariant under O(d+ 1).
The spaces Hn(d) are mutually orthogonal subspaces of the Hilbert space
L2(Sd, ωd). The norm of F ∈ L
2(Sd, ωd) is denoted ||F ||2.
For any F ∈ L2(Sd, ωd) we have the orthogonal expansion
F =
∞∑
n=0
Sn, Sn ∈ Hn(d), ||F ||
2
2 =
∞∑
n=0
||Sn||
2
2, (13)
where the first series converges in L2(Sd, ωd), and the second series is Parseval’s
equation. Here Sn is the orthogonal projection of F onto Hn(d) given as
Sn(ξ) =
Nn(d)
σd
∫
Sd
cn(d, ξ · η)F (η) dωd(η). (14)
See the addition theorem for spherical harmonics, [18, p.10] or [24, (2.4) p. 98].
Here cn(d, x) is defined as the normalized Gegenbauer polynomial being 1 for
x = 1 when λ = (d− 1)/2, i.e., by
cn(d, x) = C
((d−1)/2)
n (x)/C
((d−1)/2)
n (1) =
n!
(d− 1)n
C((d−1)/2)n (x). (15)
Since the Chebyshev polynomials Tn = C
(0)
n are already normalized, the last
expression is not valid for d = 1 and cn(1, x) = Tn(x).
Specializing the orthogonality relation (9) to λ = (d − 1)/2 and using the
Equations (11),(12), we get for d ∈ N∫ 1
−1
(1− x2)d/2−1cn(d, x)cm(d, x) dx =
σd
Nn(d)σd−1
δm,n. (16)
(Define σ0 = 2). All these formulas can also be found in [4], where the notation
is pn(d+ 1, x) = cn(d, x).
This makes it possible to formulate the celebrated theorem of Schoenberg, cf.
[24]:
7
Theorem 2.1 (Schoenberg 1942). Let d ∈ N be fixed. A continuous function
f : [−1, 1]→ R belongs to the class P(Sd) if and only if
f(cos θ) =
∞∑
n=0
bn,dcn(d, cos θ), bn,d ≥ 0, θ ∈ [0, π], (17)
for a sequence (bn,d)
∞
n=0 with
∑∞
n=0 bn,d <∞ given as
bn,d =
Nn(d)σd−1
σd
∫ 1
−1
f(x)cn(d, x)(1− x
2)d/2−1 dx. (18)
Some comments are in order. As already noticed P(Sd) ⊆ P(Sd−1), and
therefore f ∈ P(Sd) has d different expansions like Equation (17). In [12] it is
proved that P(Sd) is strictly included in P(Sd−1) by showing that cn(d − 1, ·) ∈
P(Sd−1) \ P(Sd) when n ≥ 2.
When f(1) = 1, then (bn,d) is a probability sequence and by analogy with what
was done in Daley and Porcu [9], the coefficients bn,d were called d-Schoenberg
coefficients and the sequence (bn,d)n≥0 a d-Schoenberg sequence in [12]. This
stresses the fact that such a sequence is also related to the dimension of the sphere
Sd, where positive definiteness is attained. When d = 1, then the representation
in Equation (17) reduces to
f(cos θ) =
∞∑
n=0
bn,1 cos(nθ), bn,1 ≥ 0, θ ∈ [0, π],
and for d = 2 the Gegenbauer polynomials simplify to Legendre polynomials.
Schoenberg also studied P(S∞) :=
⋂
d≥1P(S
d), which can be considered as
the set of continuous functions f : [−1, 1]→ R such that the matrix
[f(ξk · ξl)]
n
k,l=1
is positive semidefinite for any n ∈ N and any ξ1, . . . , ξn ∈ S
∞. See the discussion
after Equation (5).
A second theorem of Schoenberg, see [24, p.102], states that f ∈ P(S∞) if
and only if
f(cos θ) =
∞∑
n=0
bn(cos θ)
n, bn ≥ 0, θ ∈ [0, π], (19)
where
∑∞
n=0 bn <∞.
A wealth of examples and interesting results can be found in [12]. Observe
that Gneiting makes explicit distinction between strictly and non-strictly positive
definite functions on spheres. When d ≥ 2 the former class occurs when, in
Equation (17), the d-Schoenberg coefficients are strictly positive for infinitely
many even and odd n. The latter class occurs when the d-Schoenberg coefficients
are just non-negative. Such a distinction is beyond the scope of this paper.
8
3 Main Results
We start with a formal definition of the main classes to be discussed.
Definition 3.1. Let G denote a locally compact group with neutral element e,
and let d = 1, 2, . . . ,∞. The set of continuous functions f : [−1, 1]×G→ C such
that all matrices of the form (4) are positive semidefinite is denoted P(Sd, G).
We recall from the introduction that P(S∞, G) =
⋂
d≥1P(S
d, G). The fol-
lowing Proposition states some properties of P(Sd, G) which are easily obtained.
The proofs are left to the reader.
Proposition 3.2. (i) For f1, f2 ∈ P(S
d, G) and r ≥ 0 we have rf1, f1 + f2,
f1f2 ∈ P(S
d, G).
(ii) For a net of functions (fi)i∈I from P(S
d, G) converging pointwise to a con-
tinuous function f : [−1, 1]×G→ C, we have f ∈ P(Sd, G).
(iii) For f ∈ P(Sd, G) we have f(·, e) ∈ P(Sd) and f(1, ·) ∈ P(G).
(iv) For f ∈ P(Sd) and g ∈ P(G) we have f⊗g ∈ P(Sd, G), where f⊗g(x, u) :=
f(x)g(u) for (x, u) ∈ [−1, 1]×G. In particular we have f ⊗ 1G ∈ P(S
d, G)
and f 7→ f ⊗ 1G is an embedding of P(S
d) into P(Sd, G).
Our first main theorem can be stated as follows. The proof will be given in
Section 4.
Theorem 3.3. Let d ∈ N and let f : [−1, 1]×G→ C be a continuous function.
Then f belongs to P(Sd, G) if and only if there exists a sequence (ϕn,d)n≥0 from
P(G) with
∑
ϕn,d(e) <∞ such that
f(cos θ, u) =
∞∑
n=0
ϕn,d(u)cn(d, cos θ), θ ∈ [0, π], u ∈ G. (20)
The above expansion is uniformly convergent for (θ, u) ∈ [0, π]×G, and we have
ϕn,d(u) =
Nn(d)σd−1
σd
∫ 1
−1
f(x, u)cn(d, x)(1− x
2)d/2−1 dx. (21)
We call the coefficient functions ϕn,d d-Schoenberg functions for f ∈ P(S
d, G),
and the sequence (ϕn,d)n≥0 a d-Schoenberg sequence of functions.
Like in Schoenberg’s Theorem, any function f ∈ P(Sd, G) has d expansions
like Equation (20).
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Remark 3.4. (i) For a function f ∈ P(Sd, G) the d-Schoenberg coefficients of
f(·, e) ∈ P(Sd) are bn,d = ϕn,d(e), where ϕn,d are the d-Schoenberg functions for
f .
(ii) For a function f ⊗ g ∈ P(Sd, G) given in Proposition 3.2 part (iv), we
have ϕn,d = bn,dg, where ϕn,d are the d-Schoenberg functions for f ⊗ g and bn,d
are the d-Schoenberg coefficients for f . In particular for f ⊗ 1G ∈ P(S
d, G) we
have ϕn,d(u) = bn,d.
(iii) We can now see that P(Sd, G) is strictly included in P(Sd−1, G) for any
locally compact group G. In fact, Gneiting [12] showed the existence of f ∈
P(Sd−1) \ P(Sd), and for any such f we have f ⊗ 1G ∈ P(S
d−1, G) \ P(Sd, G),
because if f ⊗ 1G ∈ P(S
d, G), then necessarily f ∈ P(Sd) by (ii).
Corollary 3.5. Let d ∈ N, let G denote a locally compact abelian group and let
f : [−1, 1]×G→ C be a continuous function. Then f belongs to P(Sd, G) if and
only if there exists a sequence (µn,d)n≥0 of finite positive Radon measures on Ĝ
with
∑
µn,d(Ĝ) <∞ such that
f(cos θ, u) =
∞∑
n=0
cn(d, cos θ)
∫
Ĝ
(u, γ) dµn,d(γ).
The above expansion is uniformly convergent for (θ, u) ∈ [0, π]×G.
When G denotes the group consisting just of the neutral element, Theorem 3.3
reduces to Schoenberg’s characterization of positive definite functions on Sd as
given in Theorem 2.1.
We give the proof in the next section, but notice that the infinite series in
Equation (20) is uniformly convergent by Weierstrass’ M-test since |ϕn,d(u)| ≤
ϕn,d(e) and |cn(d, cos θ)| ≤ 1 for u ∈ G, θ ∈ [0, π]. It is also clear that any function
given by (20) belongs to P(Sd, G) because of Proposition 3.2 and the fact that
cn(d, ·) ∈ P(S
d) by Schoenberg’s Theorem. The main point in Theorem 3.3 is
that all functions in P(Sd, G) have an expansion (20).
Remark 3.6. Formula (20) with x = cos θ can be interpreted as the expansion
of x 7→ f(x, u) in the orthonormal system of Gegenbauer polynomials(
σd
Nn(d)σd−1
)−1/2
cn(d, x),
cf. Equation (16).
In analogy with [12, Corollary 3] and with the same proof we have the following
relation between the d- and (d + 2)-Schoenberg functions ϕn,d and ϕn,d+2 for
f ∈ P(Sd+2, G):
Proposition 3.7. Let d ∈ N and suppose that f ∈ P(Sd+2, G) ⊂ P(Sd, G). Then
we have
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(a) For d = 1,
ϕ0,3 = ϕ0,1 −
1
2
ϕ2,1
and
ϕn,3 =
1
2
(n + 1)(ϕn,1 − ϕn+2,1), n ≥ 1.
(b) For d ≥ 2,
ϕn,d+2 =
(n + d− 1)(n+ d)
d(2n+ d− 1)
ϕn,d −
(n+ 1)(n+ 2)
d(2n+ d+ 3)
ϕn+2,d, n ≥ 0. (22)
In analogy with Proposition 4.1 in [26] we have the following result:
Proposition 3.8. Let d ∈ N and suppose that f ∈ P(Sd+2, G). Then f(x, u) is
continuously differentiable with respect to x in ]− 1, 1[ and
∂f(x, u)
∂x
=
f1(x, u)− f2(x, u)
1− x2
, (x, u) ∈]− 1, 1[×G
for functions f1, f2 ∈ P(S
d, G). In particular ∂f(x,u)
∂x
is continuous on ]−1, 1[×G.
Corollary 3.9. Let d ∈ N and f ∈ P(Sd, G). Then ∂
nf(x,u)
∂xn
exists and is conti-
nuous on ]− 1, 1[×G for n ≤ [(d− 1)/2].
Our second main result is the following extension of Schoenberg’s second
Theorem:
Theorem 3.10. Let G denote a locally compact group and let f : [−1, 1]×G→ C
be a continuous function. Then f belongs to P(S∞, G) if and only if there exists
a sequence (ϕn)n≥0 from P(G) with
∑
ϕn(e) <∞ such that
f(cos θ, u) =
∞∑
n=0
ϕn(u) cos
n θ. (23)
The above expansion is uniformly convergent for (θ, u) ∈ [0, π]×G.
Moreover,
lim
d→∞
ϕn,d(u) = ϕn(u) for all (n, u) ∈ N0 ×G. (24)
The proof is given in Section 4.
Remark 3.11. In the special case G = {e} where P(Sd, G) = P(Sd), the Equa-
tion (24) states that the d-Schoenberg coefficients bn,d converge to bn from (19)
when d → ∞. This observation is apparently not noticed by Schoenberg, who
only obtains bn by a ”Cantor-diagonal process”. Our proof uses Corollary 3.9
based on Ziegel’s result that f ∈ P(S∞) is C∞ on the open interval ] − 1, 1[, a
result that Schoenberg did not know.
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4 Proofs
Lemma 4.1. Let d ∈ N ∪ {∞}. Any f ∈ P(Sd, G) satisfies
f(x, u−1) = f(x, u), |f(x, u)| ≤ f(1, e), (x, u) ∈ [−1, 1]×G.
Proof. Given (x, u) ∈ [−1, 1]×G we choose vectors ξ, η ∈ Sd such that ξ · η = x.
We next apply (4) for n = 2 and the pair of points (ξ, u), (η, e) giving that the
matrix (
f(1, e) f(x, u)
f(x, u−1) f(1, e)
)
is positive semidefinite, in particular hermitian and having a nonnegative deter-
minant. The result follows.
In the following two lemmas we assume d ∈ N.
Lemma 4.2. Let K ⊂ G be a non-empty compact set, and let δ > 0 and an
open neighbourhood U of e ∈ G be given. Then there exists a partition of Sd×K
in finitely many non-empty disjoint Borel sets, say Mj , j = 1, . . . , r, with the
property:
For (ξ, u), (η, v) ∈Mj one has θ(ξ, η) < δ, u
−1v ∈ U.
Proof. By [17, Theorem 45.1] there exists a finite covering of the compact metric
space (Sd, θ) by open balls B(ξj, δ/2), ξj ∈ S
d. Defining B1 = B(ξ1, δ/2) and
Bj = B(ξj, δ/2) \ ∪
j−1
k=1B(ξk, δ/2), j ≥ 2,
the non-empty sets among Bj will form a finite partition S1, . . . , Sp of S
d such
that for ξ, η ∈ Sj we have θ(ξ, η) < δ.
Given an open neighbourhood U of e ∈ G, there exists a smaller open neigh-
bourhood V of e ∈ G such that V −1V ⊂ U . By the definition of compactness, see
[17, p. 164], there exists a finite covering of the compact set K by left translates
ujV , and from this we can as above produce a partition of K in finitely many
non-empty disjoint Borel sets, say T1, . . . , Tq, such that each Tk is contained in a
left translate of V , and therefore we have
u−1v ∈ V −1V ⊂ U, u, v ∈ Tk, k = 1, . . . , q.
Finally the sets Mj,k := Sj×Tk will form a finite partition of S
d×K with the
desired properties.
Lemma 4.3. For a continuous function f : [−1, 1] × G → C the following are
equivalent:
(i) f ∈ P(Sd, G).
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(ii) f is bounded and for any complex Radon measure µ on Sd ×G of compact
support we have∫
Sd×G
∫
Sd×G
f(cos θ(ξ, η), u−1v) dµ(ξ, u) dµ(η, v) ≥ 0. (25)
Proof. ”(i) =⇒ (ii).” Suppose first that (i) holds. By Lemma 4.1 we know that
f is bounded, and for any discrete complex Radon measure of the form
σ =
n∑
j=1
αjδ(ξj ,uj),
where (ξ1, u1), . . . (ξn, un) ∈ S
d ×G, α1, . . . , αn ∈ C, we have∫
Sd×G
∫
Sd×G
f(cos θ(ξ, η), u−1v) dσ(ξ, u) dσ(η, v)
=
n∑
k,l=1
f(cos θ(ξk, ξl), u
−1
k ul)αkαl ≥ 0.
Let now µ denote an arbitrary complex Radon measure on Sd ×G with com-
pact support. We may therefore suppose that the support of µ is contained in
Sd ×K for a compact set K ⊂ G. Let Mj , j = 1, . . . , r be a partition of S
d ×K
corresponding to given δ > 0 and open U as in Lemma 4.2.
Let us now consider the number
I :=
∫
Sd×G
∫
Sd×G
f(cos θ(ξ, η), u−1v) dµ(ξ, u) dµ(η, v),
which is clearly real. We shall prove that I ≥ 0, by showing that for any ε > 0
there exists J ≥ 0 such that |I − J | < ε||µ||2, where ||µ|| is the total variation of
the complex measure µ, cf. [22].
First of all f(cos θ(ξ, η), u−1v) is uniformly continuous on the compact set
(Sd ×K)2, and for given ε > 0 we therefore know that there exists δ > 0 and an
open neighbourhood U of e ∈ G such that we for all quadruples (ξ, u, η, v), (ξ˜, u˜, η˜, v˜) ∈
(Sd ×K)2 satisfying
θ(ξ, ξ˜) < δ, θ(η, η˜) < δ, u−1u˜ ∈ U, v−1v˜ ∈ U
have
|f(cos θ(ξ, η), u−1v)− f(cos θ(ξ˜, η˜), u˜−1v˜)| < ε,
in particular
|f(cos θ(ξ, η), u−1v)− f(cos θ(ξ˜, η˜), u˜−1v˜)| < ε.
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if
(ξ, u, η, v), (ξ˜, u˜, η˜, v˜) ∈Mk ×Ml.
Next
I =
r∑
k,l=1
∫
Mk
∫
Ml
f(cos θ(ξ, η), u−1v) dµ(ξ, u) dµ(η, v),
and if we choose an arbitrary point (ξj , uj) ∈ Mj and define αj = µ(Mj), j =
1, . . . , r, then
J :=
r∑
k,l=1
f(cos θ(ξk, ξl), u
−1
k ul)αkαl ≥ 0.
Furthermore,
I−J =
r∑
k,l=1
∫
Mk
∫
Ml
[f(cos θ(ξ, η), u−1v)−f(cos θ(ξk, ξl), u
−1
k ul)] dµ(ξ, u) dµ(η, v),
and by the uniform continuity
|I − J | ≤ ε
r∑
k,l=1
|µ|(Mk)|µ|(Ml) = ε||µ||
2,
where |µ| denotes the total variation measure and ||µ|| its total mass called the
total variation of µ.
The implication ”(ii) =⇒ (i)” is easy by specializing the measure µ to a
complex discrete measure concentrated in finitely many points.
Remark 4.4. In Lemma 4.3 it is possible to add the following equivalent condi-
tion:
(iii) f is bounded and for any bounded complex Radon measure µ on Sd ×G
we have ∫
Sd×G
∫
Sd×G
f(cos θ(ξ, η), u−1v) dµ(ξ, u) dµ(η, v) ≥ 0. (26)
The equivalence follows by approximating µ with measures of compact support.
Since the result is not needed, we leave the details to the reader.
Proof of Theorem 3.3. Suppose that f belongs to P(Sd, G) and let us consider
the product measure µ := ωd ⊗ σ on S
d × G, where σ is an arbitrary complex
Radon measure on G of compact support. By Lemma 4.3 applied to µ we get∫
Sd
∫
Sd
∫
G
∫
G
f(cos θ(ξ, η), u−1v) dωd(ξ) dωd(η) dσ(u) dσ(v) ≥ 0. (27)
The integral with respect to ξ, η can be simplified to∫
Sd
∫
Sd
f(cos θ(ξ, η), u−1v) dωd(ξ) dωd(η) = σd
∫
Sd
f(ε1 · η, u
−1v) dωd(η),
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where ε1 is the unit vector (1, 0, . . . , 0) ∈ R
d+1. This is because∫
Sd
f(ξ · η, u−1v) dωd(η)
is independent of ξ ∈ Sd due to the rotation invariance of ωd, so we can put
ξ = ε1. When we next integrate this constant function with respect to ξ, we just
multiply the function with the total mass σd.
Therefore Equation (27) amounts to∫
Sd
∫
G
∫
G
f(ε1 · η, u
−1v) dωd(η) dσ(u) dσ(v) ≥ 0. (28)
We next apply Equation (28) to the function f(x, u)cn(d, x) which belongs to
P(Sd, G) by Proposition 3.2. This gives∫
Sd
∫
G
∫
G
f(ε1 · η, u
−1v)cn(d, ε1 · η) dωd(η) dσ(u) dσ(v) ≥ 0. (29)
The function ϕn,d : G→ C defined by
ϕn,d(u) :=
Nn(d)
σd
∫
Sd
f(ε1 · η, u)cn(d, ε1 · η) dωd(η) (30)
is clearly continuous and bounded, and it is positive definite on G, because Equa-
tion (29) holds for all complex Radon measures σ on G with compact support.
The integral (30) can be reduced to
ϕn,d(u) =
Nn(d)σd−1
σd
∫ 1
−1
f(x, u)cn(d, x)(1− x
2)d/2−1 dx, (31)
cf. [18, p.1].
For each u ∈ G the function ξ 7→ f(ε1 · ξ, u) belongs to C(S
d) and has by (13)
and (14) an expansion in spherical harmonics
f(ε1 · ξ, u) =
∞∑
n=0
Sn(ξ, u)
known to be Abel-summable to the left-hand side for each u ∈ G, cf. [18, Theorem
9], and
Sn(ξ, u) =
Nn(d)
σd
∫
Sd
cn(d, ξ · η)f(ε1 · η, u) dωd(η).
By the Funk-Hecke formula [18, p. 20] and Equation (31) we get
Sn(ξ, u) = ϕn,d(u)cn(d, ε1 · ξ),
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hence
f(ε1 · ξ, u) =
∞∑
n=0
ϕn,d(u)cn(d, ε1 · ξ),
and the series is Abel-summable to the left-hand side for each u ∈ G and each
ξ ∈ Sd. For u = e and ξ = ε1 we have in particular
lim
r→1−
∞∑
n=0
rnϕn,d(e) = f(1, e),
but since ϕn,d(e) ≥ 0, the limit above is equal to
∑∞
n=0 ϕn,d(e) by Lebesgue’s
monotonicity Theorem, hence
∞∑
n=0
ϕn,d(e) = f(1, e) <∞.
Since
|ϕn,d(u)cn(d, x)| ≤ ϕn,d(e),
the M-test of Weierstrass shows that the series
∞∑
n=0
ϕn,d(u)cn(d, x), (x, u) ∈ [−1, 1]×G, (32)
converges uniformly to a continuous function f˜(x, u). By Abel’s Theorem the
series in (32) is also Abel summable with sum f˜(x, u) and therefore f(x, u) =
f˜(x, u) for all x ∈ [−1, 1], u ∈ G, and Theorem 3.3 is proved. 
Proof of Proposition 3.8: Although the proof is very similar to the proof given
in [26], we shall indicate the main steps, where it is crucial that the d-Schoenberg
functions of f ∈ P(Sd, G) satisfy |ϕn,d(u)| ≤ ϕn,d(e).
First of all we note two formulas for the polynomials cn(d, x) which are special
cases of formulas for general Gegenbauer polynomials C
(λ)
n (x):
dc′n(d, x) = n(n + d− 1)cn−1(d+ 2, x), (33)
(1− x2)cn(d+ 2, x) =
d
2n+ d+ 1
(cn(d, x)− cn+2(d, x)) . (34)
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These formulas lead to
(1− x2)
N∑
n=1
ϕn,d(u)c
′
n(d, x)
=
N∑
n=1
ϕn,d(u)
n(n+ d− 1)
2n+ d− 1
(cn−1(d, x)− cn+1(d, x))
=
N∑
n=0
(
ϕn+2,d(u)
(n+ 2)(n+ d+ 1)
2n + d+ 3
− ϕn,d(u)
n(n+ d− 1)
2n+ d− 1
)
cn+1(d, x)
+ ϕ1,d(u)
d
d+ 1
−
N∑
n=N−1
ϕn+2,d(u)
(n+ 2)(n+ d+ 1)
2n+ d+ 3
cn+1(d, x)
=
N∑
n=0
(
d(2n+ d+ 1)(n+ 2)
(2n + d+ 3)(n+ d)
ϕn+2,d(u)−
dn
n + d
ϕn,d+2(u)
)
cn+1(d, x)
+ ϕ1,d(u)
d
d+ 1
−
N∑
n=N−1
ϕn+2,d(u)
(n+ 2)(n+ d+ 1)
2n+ d+ 3
cn+1(d, x).
In the last equality we have used Equation (22), and we have for simplicity as-
sumed d ≥ 2, otherwise we shall use the other equations of Proposition 3.7.
The point is now that the coefficients in front of ϕn+2,d(u) and ϕn,d+2(u) form a
bounded sequence of nonnegative numbers, and since
∑
ϕn+2,d(e) <∞,
∑
ϕn,d+2(e) <
∞, we can let N → ∞. The second trick of Ziegel is to notice that the two
terms in
∑N
n=N−1 tend to 0 for N → ∞. To see this it is enough to prove that
nϕn,d(e)→ 0, and this is done like in [26].
Proof of Theorem 3.10:
As preparation for the proof we need the following lemma.
Lemma 4.5 (Lemma 1 in [24]). Let c
(λ)
n (x) = C
(λ)
n (x)/C
(λ)
n (1) denote the nor-
malized Gegenbauer polynomial. For each x such that −1 < x < 1 and ε > 0
there exists L = L(x, ε) > 0 such that
|c(λ)n (x)− x
n| < ε, n = 0, 1, . . . ,
provided λ > L.
For each d = 1, 2, . . . we have the series expansion
f(x, u) =
∞∑
n=0
ϕn,d(u)cn(d, x), x ∈ [−1, 1], u ∈ G,
and we know that |ϕn,d(u)| ≤ ϕn,d(e) ≤ f(1, e).
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For a topological space X and an index set J we denote as in [17, p. 113]
by XJ the product set of J-tuples (xj)j∈J , or equivalently as the set of functions
x : J → X , where we write x(j) = xj for j ∈ J . We equip X
J with the product
topology.
Let now X = {z ∈ C | |z| ≤ f(1, e)} which is a compact disc in C, and
consider the index set J = N0 × G, where N0 = {0, 1, . . .}. The product set
XN0×G equipped with the product topology is compact by Tychonoff’s Theorem,
and this implies that the sequence
d→ (ϕn,d(u))(n,u)∈N0×G (35)
has an accumulation point in XN0×G, which can be considered as a sequence of
functions ϕn : G→ X, n ∈ N0. Being an accumulation point means that for each
ε > 0 and each finite set F ⊂ N0 ×G we have
|ϕn,d(u)− ϕn(u)| < ε, (n, u) ∈ F (36)
for infinitely many values of d. Therefore each ϕn is a positive definite function
on G. We stress that it is not clear at all at this point that they are continuous.
We now fix x such that −1 < x < 1 and u0 ∈ G, and shall prove that
f(x, u0) =
∞∑
n=0
ϕn(u0)x
n. (37)
We first note that the right-hand side converges because |ϕn(u0)| ≤ f(1, e), and
similarly
∑
ϕn,d(u0)x
n converges for each d.
Let now ε > 0 be given and let L = L(x, ε) be the number from Lemma 4.5.
We next choose N ∈ N such that
∞∑
n=N+1
|x|n < ε.
From Equation (36) (with F = {0, 1, . . . , N} × {u0}) follows that we can choose
d ∈ N such that (d− 1)/2 > L and such that
|ϕn,d(u0)− ϕn(u0)| < ε, n = 0, 1, . . . , N.
We then have
f(x, u0)−
∞∑
n=0
ϕn(u0)x
n =
∞∑
n=0
ϕn,d(u0)(cn(d, x)− x
n) +
∞∑
n=0
(ϕn,d(u0)−ϕn(u0))x
n,
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hence
|f(x, u0)−
∞∑
n=0
ϕn(u0)x
n| ≤
∞∑
n=0
ϕn,d(e)|cn(d, x)− x
n|+
N∑
n=0
|ϕn,d(u0)− ϕn(u0)||x|
n +
∞∑
n=N+1
2f(1, e)|x|n
< εf(1, e) +
ε
1− |x|
+ 2εf(1, e),
where we have used Lemma 4.5.
Since the right-hand side can be made arbitrarily small, we have proved (37).
Putting u0 = e in Equation (37), we have in particular
f(x, e) =
∞∑
n=0
ϕn(e)x
n, −1 < x < 1,
and since ϕn(e) ≥ 0 we get by Lebesgue’s Monotonicity Theorem that
f(1, e) = lim
x→1−
f(x, e) =
∞∑
n=0
ϕn(e).
In particular
∑∞
n=0 ϕn(e) <∞. Combined with the inequality |ϕn(u)| ≤ ϕn(e), u ∈
G for the positive definite function ϕn, this shows that the right-hand side of (37)
is continuous for x ∈ [−1, 1], and finally (37) holds for all (x, u) ∈ [−1, 1]×G.
By Corollary 3.9 we know that ∂nf(x, u)/∂xn is continuous on ]−1, 1[×G for
all n and in particular
∂nf(0,u)
∂xn
n!
= ϕn(u) (38)
is continuous.
We finally have to prove Equation (24). We have shown the identity
f(x, u) =
∞∑
n=0
ϕn(u)x
n, (x, u) ∈ [−1, 1]×G
for any accumulation point (ϕn(u)) in X
N0×G of the sequence
d→ (ϕn,d(u))(n,u)∈N0×G.
However, because of (38), the accumulation point is uniquely determined, and
then it is easy to see that the sequence (35) converges to the unique accumulation
point in the compact space XN0×G. In fact, if the convergence does not take place,
there exists an open neighbourhood U of (ϕn(u)) in X
N0×G and a subsequence
(ϕn,dk(u)), d1 < d2 < . . .
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such that (ϕn,dk(u)) /∈ U for all k ∈ N. By compactness of X
N0×G \ U this
subsequence has an accumulation point in XN0×G \ U , but this accumulation
point is also an accumulation point of the sequence (35) and hence equal to
(ϕn(u)), which is a contradiction. 
5 d-Schoenberg functions for f ∈ P(S∞, G)
In this section we shall describe the d-Schoenberg functions for f ∈ P(S∞, G).
Although this is quite elementary we have included it because of the potential
applications in geostatistics. We need the connection coefficients between the
monomials and the normalized Gegenbauer polynomials cn(d, x). These are given
e.g. in Bingham [7, Lemma 1]. We recall Gegenbauer’s formula for the connection
coefficients between two different Gegenbauer polynomials:
Lemma 5.1. For λ, µ > 0 we have
C(λ)n (x) =
[n/2]∑
k=0
(λ)n−k(λ− µ)k(n + µ− 2k)
(µ)n−k+1k!
C
(µ)
n−2k(x).
A simple proof can be found in [1, p.360]. It is important to notice that the
connection coefficients are non-negative when λ > µ.
Lemma 5.2. For µ > 0 we have
xn =
[n/2]∑
k=0
n!(n + µ− 2k)
2n(µ)n−k+1k!
C
(µ)
n−2k(x), (39)
and for µ = 0 we have
xn =
[n/2]∑
k=0
(
n
k
)
2n
Nn−2k(1)Tn−2k(x), (40)
where Nn(1) = 2 for n ≥ 1 and N0(1) = 1, cf. (11).
Proof. We refer to [7, Lemma 1], but for the convenience of the reader we in-
dicate a proof. Divide the formula in Lemma 5.1 by (2λ)n/n! in order to get
the normalized Gegenbauer polynomials c
(λ)
n (x), and next use that the n’th nor-
malized Gegenbauer polynomial tends to xn for λ → ∞ when −1 < x < 1, cf.
Lemma 4.5. This shows formula (39) for these values of x, but as an identity
between polynomials, it then holds for all values of x. Formula (40) can be found
e.g. in [14].
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It is important to notice that the connection coefficients of Lemma 5.2 are
alternating strictly positive and 0.
Specializing to µ = (d − 1)/2, d ∈ N we can simplify Lemma 5.2 to the
following:
Corollary 5.3. For d ∈ N and n ∈ N0 we have
xn =
[n/2]∑
k=0
γ(d)(n, k)cn−2k(d, x),
where
γ(d)(n, k) =
{
n!(d−1)n−2k(n−2k+(d−1)/2)
2nk!(n−2k)!((d−1)/2)n−k+1
if d ≥ 2
(nk)
2n
Nn−2k(1) if d = 1.
(41)
Using the notation above, we can now give the main result of this section.
Theorem 5.4. For f ∈ P(S∞, G) with the representation
f(x, u) =
∞∑
n=0
ϕn(u)x
n, (x, u) ∈ [−1, 1]×G, (42)
the d-Schoenberg functions in the representation of f ∈ P(Sd, G) as
f(x, u) =
∞∑
n=0
ϕn,d(u)cn(d, x), (x, u) ∈ [−1, 1]×G,
are given as
ϕn,d(u) =
∞∑
j=0
ϕn+2j(u)γ
(d)(n+ 2j, j), u ∈ G (43)
and the series is uniformly convergent for u ∈ G. Here
γ(d)(n+ 2j, j) =
{
(n+2j)!(d−1)n(n+(d−1)/2)
n!2n+2jj!((d−1)/2)n+j+1
if d ≥ 2
(n+2jj )
2n+2j
Nn(1) if d = 1.
(44)
Proof. Inserting the uniformly convergent expansion (42) in Equation (21) for
ϕn,d(u), we get after interchanging integration and summation
ϕn,d(u)
=
∞∑
p=0
ϕp(u)
Nn(d)σd−1
σd
∫ 1
−1
xpcn(d, x)(1− x
2)d/2−1 dx
=
∞∑
p=0
ϕp(u)
[p/2]∑
j=0
γ(d)(p, j)
Nn(d)σd−1
σd
∫ 1
−1
cp−2j(d, x)cn(d, x)(1− x
2)d/2−1 dx,
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where we have used Corollary 5.3.
The last integral is zero unless p− 2j = n, which requires p = n+2j, j ∈ N0.
Using (16) we get
ϕn,d(u) =
∞∑
j=0
ϕn+2j(u)γ
(d)(n+ 2j, j),
and the expression in (44) is obvious from Corollary 5.3. By Stirling’s formula,
the expression γ(d)(n+2j, j) is easily seen to be bounded for j ∈ N0, and therefore
the series in Equation (43) is uniformly convergent.
The special case of Equation (43) where G = {e} is given in [19, Theorem 4.2
(b)].
6 Applications to some homogeneous spaces
In a recent manuscript [15] the authors prove characterization results for isotropic
positive definite kernels on Sd × Sd
′
for d, d′ ∈ N ∪ {∞}. They consider the set
P(Sd, Sd
′
) of continuous functions f : [−1, 1]2 → R such that the kernel K of
Equation (6) is positive definite.
Specializing Theorem 3.3 and Theorem 3.10 to the compact group G = O(d′+
1), d′ ∈ N of orthogonal transformations of Rd
′+1, we can deduce Theorem 2.9
and Theorem 3.4 from [15]. Their Theorem 3.5 corresponding to the case where
d = d′ = ∞ cannot be deduced from our result, since the group of unitary
operators in an infinite dimensional Hilbert space is not compact.
Theorem 6.1 (Theorem 2.9 of [15]). Let d, d′ ∈ N and let f : [−1, 1]2 → R be a
continuous function. Then f ∈ P(Sd, Sd
′
) if and only if
f(x, y) =
∞∑
n,m=0
f̂n,mcn(d, x)cm(d
′, y), x, y ∈ [−1, 1], (45)
where f̂n,m ≥ 0 such that
∑
f̂n,m <∞.
The above expansion is uniformly convergent, and we have
f̂n,m =
Nn(d)σd−1
σd
Nm(d
′)σd′−1
σd′
×
∫ 1
−1
∫ 1
−1
f(x, y)cn(d, x)cm(d
′, y)(1− x2)d/2−1(1− y2)d
′/2−1 dx dy. (46)
Proof. It is elementary to see that the right-hand side of (45) defines a function
f ∈ P(Sd, Sd
′
).
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Let us next consider f ∈ P(Sd, Sd
′
) and define F : [−1, 1]×O(d′+1)→ R by
F (x,A) = f(x,Aε1 · ε1), x ∈ [−1, 1], A ∈ O(d
′ + 1),
where ε1 = (1, 0, . . . , 0) ∈ S
d′ . Then F ∈ P(Sd, O(d′ + 1)) because
F (x,B−1A) = f(x,Aε1 · Bε1), A, B ∈ O(d
′ + 1).
By Theorem 3.3
F (x,A) =
∞∑
n=0
ϕn,d(A)cn(d, x), x ∈ [−1, 1], A ∈ O(d
′ + 1), (47)
and
ϕn,d(A) =
Nn(d)σd−1
σd
∫ 1
−1
f(x,Aε1 · ε1)cn(d, x)(1− x
2)d/2−1 dx (48)
belongs to P(O(d′ + 1)).
The fixed point group of ε1
{A ∈ O(d′ + 1) | Aε1 = ε1},
is isomorphic to O(d′), so we denote it O(d′).
The function ϕn,d is bi-invariant under O(d
′), i.e.,
ϕn,d(KAL) = ϕn,d(A), A ∈ O(d
′ + 1), K, L ∈ O(d′).
This is simply because f(x,KALε1 · ε1) = f(x,Aε1 · ε1).
The mapping A 7→ Aε1 is a continuous surjection of O(d
′ + 1) onto Sd
′
, and
it induces a homeomorphism of the homogeneous space O(d′+1)/O(d′) onto Sd
′
.
It is easy to see that as a bi-invariant function, ϕn,d has the form
ϕn,d(A) = gn,d(Aε1 · ε1)
for a uniquely determined continuous function gn,d : [−1, 1] → R. We have in
addition gn,d ∈ P(S
d′), because for ξ1, . . . , ξn ∈ S
d′ there exist A1, . . . , An ∈
O(d′ + 1) such that ξj = Ajε1, j = 1, . . . , n, hence
gn,d(ξk · ξl) = gn,d(A
−1
l Akε1 · ε1) = ϕn,d(A
−1
l Ak).
This means that Equation (48) can be written
gn,d(y) =
Nn(d)σd−1
σd
∫ 1
−1
f(x, y)cn(d, x)(1− x
2)d/2−1 dx, y ∈ [−1, 1].
By Schoenberg’s Theorem 2.1
gn,d(y) =
∞∑
m=0
b
(n,d)
m,d′ cm(d
′, y), y ∈ [−1, 1], (49)
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where
b
(n,d)
m,d′ =
Nm(d
′)σd′−1
σd′
∫ 1
−1
gn,d(y)cm(d
′, y)(1− y2)d
′/2−1 dy,
hence by Equations (47), (49)
F (x,A) = f(x,Aε1 · ε1) =
∞∑
n=0
(
∞∑
m=0
b
(n,d)
m,d′ cm(d
′, Aε1 · ε1)
)
cn(d, x),
which is equivalent to Equation (45), and f̂n,m = b
(n,d)
m,d′ is given by Equation
(46).
Theorem 6.2 (Theorem 3.4 of [15]). Let d′ ∈ N and let f : [−1, 1]2 → R be a
continuous function. Then f ∈ P(S∞, Sd
′
) if and only if
f(x, y) =
∞∑
n,m=0
f˜n,mx
ncm(d
′, y), x, y ∈ [−1, 1], (50)
where f˜n,m ≥ 0 such that
∑
f˜n,m <∞.
The above expansion is uniformly convergent, and we have
f˜n,m =
Nm(d
′)σd′−1
σd′n!
∫ 1
−1
∂nf(x, y)
∂xn
|x=0 cm(d
′, y)(1− y2)d
′/2−1 dy.
The proof is analogous to the proof of the previous theorem.
Acknowledgments
This work was initiated during the visit of the first author to Universidad Te´cnica
Federico Santa Maria, Chile. The visit and E.P. have been supported by Proyecto
Fondecyt Regular.
The authors want to thank two independent referees for useful suggestions and
references.
References
[1] G. E. Andrews, R. Askey and R. Roy, Special Functions. Cambridge Uni-
versity Press 1999.
[2] C. Bachoc, Semidefinite programming, harmonic analysis and coding the-
ory. arXiv:0909.4767v2, 2010.
[3] V. S. Barbosa and V. A. Menegatto, Differentiable positive definite func-
tions on two-point homogeneous spaces. J. Math. Anal. Appl. 434 (2016),
698–712.
24
[4] C. Berg, Corps convexes et potentiels sphe´riques, Mat.–Fys. Medd. Danske
Vid. Selsk. 37 No. 6 (1969), 64 pages.
[5] C. Berg, Stieltjes-Pick-Bernstein-Schoenberg and their connection to com-
plete monotonicity. Pages 15–45 in Positive Definite Functions: From
Schoenberg to Space-Time challenges. J. Mateu and E. Porcu eds. Castello´n
de la Plana 2008.
[6] R. Bhatia, Positive Definite Matrices. Princeton University Press, Prince-
ton, New Jersey, 2007.
[7] N. H. Bingham, Positive definite functions on spheres. Mathematical Pro-
ceedings of the Cambridge Philosophical Society 73 (1973), 145–156.
[8] S. Bochner, Hilbert distances and positive definite functions. Annals of
Mathematics 42, 3 (1941), 647–656.
[9] D. J. Daley and E. Porcu, Dimension walks and Schoenberg spectral mea-
sures. Proceedings of the American Mathematical Society, 142, 5 (2014),
1813–1824.
[10] F. Dai and Y. Xu, Approximation Theory and Harmonic Analysis on
Spheres and Balls. Springer monographs in mathematics. Springer, New
York 2013.
[11] J. Dixmier, Les C∗-alge`bres et leurs repre´sentations. Gauthier-Villars,
Paris, 1964.
[12] T. Gneiting, Strictly and non-strictly positive definite functions on spheres,
Bernoulli 19(4), (2013), 1327–1349.
[13] T. Gneiting, Online supplemental materials to ”Strictly and non-
strictly positive definite functions on spheres” doi:10.3150/12-BEJSP06.
http://projecteuclid.org/euclid.bj/1377612854.
[14] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series and Products,
Sixth Edition. Academic Press, San Diego, 2000.
[15] J. C. Guella, V. A. Menegatto and A. P. Peron, An extension of a theorem
of Schoenberg to products of spheres. arXiv:1503.08174.
[16] R. A. Horn and C. R. Johnson, Matrix Analysis. Corrected reprint of the
1985 original. Cambridge University Press, Cambridge, 1990.
[17] J. R. Munkres, Topology, Second Edition. Prentice Hall, Inc. New Jersey,
2000.
25
[18] C. Mu¨ller, Spherical Harmonics. Lecture Notes in Mathematics. Springer-
Verlag. Berlin, Heidelberg, New York, 1966.
[19] J. Møller, M. Nielsen, E. Porcu and E. Rubak, Determinantal point process
models on the sphere. Submitted.
[20] E. Porcu, M. Bevilacqua and M. G. Genton, Spatio-Temporal Covariance
and Cross-Covariance Functions of the Great Circle Distance on a Sphere,
Journal of the American Statistical Association. Forthcoming.
[21] W. Rudin, Fourier Analysis on Groups. Interscience Publishers, New York,
London, 1962.
[22] W. Rudin, Real and Complex Analysis. McGraw-Hill Book Company, Sin-
gapore, 1986.
[23] Z. Sasva´ri, Positive Definite and Definitizable Functions. Akademie Verlag,
Berlin, 1994.
[24] I. J. Schoenberg, Positive definite functions on spheres, Duke Math. J. 9
(1942), 96–108.
[25] V. L. Shapiro, Fourier series in several variables with applications to partial
differential equations. Chapman & Hall/CRC Applied Mathematics and
Nonlinear Science Series. CRC Press, Boca Raton, FL, 2011.
[26] J. Ziegel, Convolution roots and differentiability of isotropic positive def-
inite functions on spheres, Proc. Amer. Math. Soc. 142, No. 6 (2014),
2063–2077.
Christian Berg
Department of Mathematical Sciences, University of Copenhagen
Universitetsparken 5, DK-2100, Denmark
e-mail: berg@math.ku.dk
Emilio Porcu
Department of Mathematics, Universidad Te´cnica Federico Santa Maria
Avenida Espan˜a 1680, Valpara´ıso, 2390123, Chile
e-mail: emilio.porcu@usm.cl
26
