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1.1. Cadre de la thèse 
 
Cette thèse s’inscrit dans le domaine de l’intelligence artificielle (IA) et plus 
spécifiquement dans celui du Traitement Automatique des Langues (TAL). L’IA peut être 
définie comme l’ensemble des théories et des techniques mises en œuvre en vue de réaliser 
des machines capables de simuler l'intelligence. Or, comprendre une langue naturelle, au 
sens de langue humaine, est en particulier une forme d’intelligence, que l’on nomme 
l’intelligence linguistique dans la théorie de psychologie des intelligences multiples 
(Gardner, 2011). Le TAL est le domaine de l’IA qui vise à simuler cette intelligence chez 
des machines. Ce domaine d’étude traite pour cela divers aspects de la langue et du 
discours, à tous les niveaux (lexical, morphologique, syntaxique, sémantique, …).  
 
Parmi les applications du TAL, le grand public connaît essentiellement la correction 
orthographique, la reconnaissance de la parole ou encore les moteurs de recherche 
documentaire. En anglais, le terme le plus répandu est NLP (Natural Language Processing). 
Même si la liste suivante n’est pas exhaustive, voici certains des domaines d’étude 
habituels en TAL : 
- L’extraction d’information (EI) : L’EI vise à extraire et à structurer 
automatiquement un ensemble d’informations précises apparaissant dans des 
textes écrits en langue naturelle. L’objectif principal est alors de produire ou de 
compléter des bases de données ou des bases de connaissances (Cowie and Wilks, 
2000). 
- La recherche d’information (recherche documentaire) : l’objectif de la recherche 
d’information est de permettre de trouver un ensemble de documents pertinents, 
pour une question ou un problème donné, dans une large collection (Singhal and 
others, 2001). La recherche d’information peut également s’appuyer sur une étape 
d’EI en amont, ou inversement. 
- La génération automatique de texte : domaine visant à faire générer 
automatiquement du texte à une machine à partir d’informations structurées ou 
d’un texte incomplet (Shannon, 1948; Yngve, 1961). À l’inverse de l’EI, ce 
domaine peut donc viser à améliorer la communication de la machine vers l’être 
humain. 
- La traduction automatique : l’objectif de ce domaine est d’automatiser 
complètement le processus de traduction d’une langue source vers une langue 
cible (Weaver, 1955; Hutchins, 2005). 
 
Les travaux décrits dans ce document pourraient trouver des applications dans plusieurs 
domaines du TAL, mais ils se concentrent principalement sur des contributions au 
domaine de l’extraction d’information. 
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1.2. Motivations 
 
Les processus cognitifs sont ceux qui permettent à un être humain d’acquérir des 
nouvelles connaissances. Ces processus s’appuient sur la comparaison et l’analyse de 
multiples informations appartenant à un même domaine de connaissance (Rowley, 2007). 
Par exemple, si un être un humain fait les observations suivantes : 
- Plusieurs corbeaux observés sont noirs, 
- Aucun corbeau observé n’est d'une autre couleur. 
Alors, selon le raisonnement inductif théorisé par Aristote, il pourra concevoir par 
induction, c’est-à-dire à partir d’exemples, la connaissance que tous les corbeaux sont 
noirs. Ce raisonnement est d’ailleurs au fondement de l’apprentissage automatique. Pour 
que l’humain ou la machine puissent acquérir de nouvelles connaissances, ils doivent donc 
commencer par recueillir des informations. 
 
Or, l’humanité recueille en permanence une quantité gigantesque d’informations qu’elle 
entrepose sous diverses formes, telles que des livres ou des fichiers numériques, pour 
faciliter leur accès à un plus grand nombre. Pour rendre possible leurs analyses à grande 
échelle, une partie est entreposée sous la forme de données structurées, c’est-à-dire sous 
la forme de données interprétables par des machines. Néanmoins, la majorité de ces 
données sont non structurées en moyenne, 31% à 85% (Russom, 2007), donc non 
directement interprétables par des machines. La quantité et la complexité de ces données 
rendent d’ores-et-déjà impossible une structuration manuelle des informations qui y sont 
décrites. Parmi elles, une partie importante est composée de textes rédigés en langue 
naturelle. En conséquence, des besoins importants en systèmes capables d’extraire 
automatiquement les informations contenues dans ces données textuelles ont émergés.  
 
Le domaine de l’extraction d’information (EI) vise à répondre à ces besoins en produisant 
des méthodes capables d’analyser des données textuelles numériques, d’en extraire des 
informations ciblées et de les représenter sous une forme structurée prédéfinie (Dupont 
et al., 2002). Ces informations deviennent alors directement exploitables par d’autres 
programmes ou par des humains. Depuis les débuts de l’EI dans les années 80 (Grishman 
and Sundheim, 1996), le domaine a vu l’apparition de plusieurs approches. Dans cette 
thèse nous nous intéresserons aux méthodes d’EI portant sur l’extraction d’entités et des 
relations qui peuvent les relier. 
 
1.3. Problématique 
 
Nous considérons ici qu’une expression est un mot ou une séquence de mots non-
nécessairement contigus qui peut désigner une entité, c’est-à-dire un objet réel (De 
Saussure, 1989), une unité significative (Martinet, 1956) (Figure 1). Cette expression 
représente alors une mention de cette entité dans un texte. Un couple entité/mention 
représente donc un signe linguistique. Une entité peut également être vue comme une 
1.3 Problématique 
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instance d’un concept, c’est-à-dire comme un objet (l’instance) qui hérite de toutes les 
propriétés d’un autre objet plus abstrait (un concept). La tâche d’extraction d’entités est 
définie comme le processus d’association de la mention d’une entité dans un texte à une 
ou plusieurs références sémantiques faisant office de signifiant. Ces références peuvent 
être les entités associées, si elles existent parmi les références, mais sont principalement 
des concepts, c’est-à-dire des objets plus abstraits que les entités. Selon les objectifs de la 
tâche, les références disponibles peuvent en effet être plus ou moins abstraites : par 
exemple, l’expression “le chien de mon voisin” peut tout aussi bien être associée au 
concept <chien>, qu’à tous les concepts subsumés tels que les concepts <mammifère>, 
<animal>, <être vivant>, etc. Enfin, la tâche d’extraction de relation (voir Figure 2) 
consiste à détecter une relation sémantique exprimée dans le texte et reliant une, deux ou 
plus de mentions d’entités.   
 
Figure 1 : Schéma explicatif des différents concepts abordés 
 
Figure 2 : Exemple d’une extraction d’entité et de relation.  
La plupart des approches s’appuie sur des ressources externes (Friedman et al., 2001; 
Kazama and Torisawa, 2007; Ratinov and Roth, 2009), c’est-à-dire des ressources autres 
que le corpus de texte duquel les informations sont à extraire. Ces ressources peuvent 
prendre des formes diverses, dont celle d’une représentation formelle de connaissances 
telle qu’une ontologie. Ces représentations peuvent contenir de nombreuses autres 
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connaissances et informations d’intérêt pour la tâche d’Extraction d’Information, et ont 
de plus une grande utilité lorsqu’il s’agit de définir formellement les types d’informations 
visées par une tâche, par exemple, les types d’entités (Nédellec et al., 2009). Dans ce cas, 
une tâche d’EI peut être vue comme la mise en relation entre des données textuelles et 
une représentation de connaissances (voir Figure 3). 
 
 
Figure 3 : Exemple d’une mise en relation entre des données textuelles et un modèle de connaissances 
 
 
Figure 4 : Exemple de normalisation par les concepts d’une ontologie. La normalisation s’appuie sur une première 
classification : les mentions d’entités d’intérêts à normaliser sont déjà connues. 
 
Parmi les différentes étapes possibles d’un système d’EI, l’étape de normalisation est celle 
qui classe des mentions d’entités d’intérêt extraites d’un texte dans des classes définies 
dans un ensemble de références sémantiques. Lorsque cet ensemble est défini dans une 
ontologie, ces références prennent la forme de concepts. La normalisation par les 
concepts d’une ontologie est donc une tâche d’association d’expressions, que nous 
limiterons ici à des expressions préalablement identifiées comme étant d’intérêt pour la 
tâche, à des concepts qui les représentent le plus finement possible (voir Figure 4).  
Une des approches classiques en normalisation d’entités est d’étudier les similarités 
morphologiques et/ou syntaxiques entre les mentions d’entités et les étiquettes des 
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concepts du modèle de connaissances. Des mentions possédant une forte similarité de 
forme avec une étiquette d’un concept seront associées à celui-ci. Néanmoins, au-delà des 
possibles flexions et dérivations morphosyntaxiques ou lexicales, il est impossible 
d’expliciter l’ensemble des expressions qui peuvent être mentions d’une entité. Par 
exemple, il n’y a pas de similarité de forme entre l’étiquette de concept “requin” et 
l’expression désignant une des espèces de requin “Carcharhinus isodon”. L’étude de la 
similarité de forme ne peut donc suffire à elle-seule à résoudre le problème de la 
normalisation d’entités (voir Figure 5). 
 
 
Figure 5 : Schéma d’une normalisation par une méthode qui s’appuierait sur un calcul de similarité de forme entre 
mentions et étiquettes de concept pour prédire leur association.   
 
Une autre approche consiste à exploiter une partie des informations internes à un corpus 
pour former des représentations capables de capturer une partie du sens des données 
textuelles, notamment de mentions d’entités. En particulier, à partir de l’hypothèse de 
sémantique distributionnelle (Harris, 1954; Firth, 1935), des méthodes utilisent 
uniquement la distribution des mots ou le nombre d’occurrences, dans un corpus non-
annoté pour former de telles représentations. Selon le corpus d’entraînement utilisé, ce 
genre de méthode peut réussir par exemple à induire, sans aucune autre connaissance 
préalable, que les mots “dog”, “rottweiler” et “beagle” sont des mentions d’entités 
relativement similaires, car leurs vecteurs se retrouvent les plus proches dans l’espace 
vectoriel produit. Ainsi : 
- Si une méthode obtient l’information qu’une expression donnée est à associer à 
un type d’entité donnée (par exemple en lui donnant des données annotées, c’est-
à-dire des associations expression/concept), 
- Si cette expression et toutes celles considérées possèdent une représentation 
vectorielle par ce genre de méthode,  
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- Alors cette méthode pourra également prédire que les expressions dont le vecteur 
est proche du vecteur de l’expression donnée sont à associer au même type 
d’entités (voir Figure 6). 
 
 
Figure 6 : Schéma des approches de normalisation fondée sur des représentations vectorielles de séquences de mots. 
 
Ce genre de méthode s’appuie principalement sur de l’apprentissage automatique, dont 
l’une des principales difficultés reste le problème de la généralisation : comment réussir à 
associer des expressions et concepts pour des concepts absents des données 
d’entraînement ? Dans les tâches où le nombre de données d’entraînement est 
relativement faible, notamment comparé au nombre de concepts d’intérêt, il est plus 
difficile de proposer des méthodes par apprentissage avec une bonne capacité de 
prédiction (Larochelle et al., 2008). 
 
Les espaces vectoriels permettant de capturer le sens de données textuelles sont qualifiés 
d’espaces sémantiques (ES) (Baroni and Lenci, 2010), et ont permis de produire des 
méthodes relativement performantes dans diverses tâches de TALN (Turian et al.,  ; 
Collobert et al.,  ; Socher et al.,  ; Al-Rfou et al., 2013). Cependant, elles sous-exploitent 
les bases de connaissances disponibles, dont l’intégration a pourtant montré son intérêt, 
comme en recherche d’information (Rada et al., 1989; Cohen and Widdows, 2009) ou en 
classification de documents (Lin et al., 2007), et a pu faciliter la découverte de nouvelles 
connaissances à partir de la littérature (Agarwal and Yu, 2009; Doshi-Velez et al., 2009).  
 
Cela soulève plusieurs questions : 
1) Est-ce que ces connaissances pourraient effectivement enrichir les méthodes 
distributionnelles pour améliorer la tâche de normalisation sur laquelle nous nous 
concentrons ? 
2) Comment intégrer ces connaissances aux représentations distributionnelles ? 
3) Les réponses aux questions précédentes permettent-elles de traiter le problème de 
l’insuffisance des données disponibles dans certaines tâches ? 
Le domaine des sciences du vivant ou du biomédical présente de nombreux avantages 
comme domaine de développement pour répondre à ces trois questions, notamment : 
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- Il possède une communauté dynamique et intéressée par les questions de 
représentation de connaissances et de récupération d’informations dans la 
littérature de leur domaine, 
- Il produit de nombreuses publications scientifiques, riches en informations et 
facilement accessibles,  
- Il produit des connaissances qui mettent au défi nos capacités de modélisation, 
- Ses experts produisent de nombreuses représentations de connaissances, dont des 
ontologies. 
 
Ces ontologies permettent principalement de rassembler une communauté d’un domaine 
de spécialité autour d’une description formelle des connaissances expertes du domaine. 
En domaine de spécialité, le nombre de documents textuels produits reste relativement 
limité par rapport au domaine général et le nombre potentiel d'annotateurs humains 
compétents l’est encore davantage, ce qui limite considérablement le nombre de 
documents annotés. Ce contexte représente donc un défi pour les approches par 
apprentissage qui représentent actuellement l’état de l’art dans de nombreuses tâches de 
TALN en domaine général, et qui sont fortement dépendantes du nombre de données 
annotées à disposition.  
 
1.4. Contributions 
 
Pour répondre aux questions posées précédemment, nous avons développé une approche 
originale qui permet d’intégrer une représentation distributionnelle produite à partir d’un 
corpus de textes et des connaissances externes d’une ontologie.  
 
Pour résoudre la tâche de normalisation, notre approche s’appuie sur un alignement entre 
l’espace distributionnel des expressions (EDE), fondé sur la distribution des mots dans 
un corpus externe non-annoté, et un espace sémantique ontologique (ESO). La mise en 
relation entre ces deux espaces permet de déterminer pour une mention donnée quel est 
le concept associé dans l’ontologie. Pour que les deux espaces EDE et l’ESO soient de 
même nature et comparables, nous proposons plusieurs méthodes de construction d’un 
ESO à partir d’ontologies. 
  
Toutes nos méthodes ont été évaluées sur la tâche de normalisation de la compétition 
Bacteria Biotope (Delėger et al., 2016). Nos résultats dépassent les meilleurs résultats 
obtenus par des travaux précédents. Cette performance permet d’argumenter en faveur 
d’une complémentarité des connaissances externes vis-à-vis de l’information 
distributionnelle, en permettant par la même occasion de proposer une manière de les 
intégrer l’une dans l’autre.  
 
Nos méthodes ont également montré une excellente capacité de généralisation à partir de 
peu de données d’entraînement. Elles ouvrent donc également des pistes intéressantes 
quant au dépassement des limitations des algorithmes d’apprentissage supervisé dues à 
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l’insuffisance des données d’entraînement, tout au moins dans leurs applications à des 
représentations sémantiques. 
 
Nous avons développé plusieurs méthodes autour de cette approche principale, avec des 
caractéristiques distinctes, notamment vis-à-vis de leur dépendance à des données 
annotées. Toutes ces méthodes ont été implémentées et partagées en logiciel libre. Elles 
ont été intégrées à la suite logicielle Alvis1, également libre, permettant ainsi le partage 
avec l’ensemble de la communauté de chercheurs en traitement automatique des langues, 
leur réutilisation, ainsi que la reproduction des résultats publiés.  
 
1.5. Plan 
 
Ce manuscrit s’articule autour de cinq chapitres. Voici une description de leur contenu : 
- Le chapitre 2 introduit le contexte général des travaux réalisés durant cette thèse. 
Elle définit la majeure partie des concepts utilisés pour décrire les travaux, et 
montre leur positionnement scientifique vis-à-vis des domaines de l’extraction 
d’information et de la représentation des connaissances. Enfin, une présentation 
plus approfondie de la tâche de normalisation et des difficultés associées y est 
faite. 
- Le chapitre 3 décrit principalement les méthodes de l’état de l’art pour la tâche de 
normalisation d’entité. Deux grandes catégories de méthodes y sont présentées : 
les méthodes par étude de la similarité de forme entre mentions du texte et 
étiquettes de concepts, et les méthodes fondées sur des représentations 
sémantiques, fondées principalement sur l’apprentissage supervisé. Les 
représentations sémantiques sont des représentations vectorielles permettant de 
capturer une partie du sens des expressions qu’elles représentent. Un état de l’art 
sur la construction de ces représentations y est également présenté. 
- Les chapitres 4 et 5 présentent les contributions principales de ces travaux de 
thèse. La nouvelle approche proposée se positionne comme une méthode par 
apprentissage supervisé fondée sur des représentations sémantiques. La méthode 
CONTES, ainsi que plusieurs méthodes dérivées pour aborder certaines 
limitations initiales, y sont présentées. 
- Le chapitre 4 permet de détailler les méthodes de construction des 
représentations sémantiques : celles des mentions d’entités et celles des 
concepts d’une ontologie. 
- Le chapitre 5 présente comment la méthode CONTES utilise les 
représentations sémantiques présentées au chapitre 4 pour apprendre une 
projection permettant de prédire un concept pour une mention. En 
s’appuyant sur cette méthode initiale, plusieurs dérivées sont également 
présentées.  
                                                 
1 https://bibliome.github.io/alvisnlp/ 
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- Le chapitre 6 nous permettra de conclure et d’énoncer plusieurs perspectives 
envisageables à l’issue des travaux réalisés durant cette thèse. 
  
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapitre 2 
- 
Contexte    
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2.1. Introduction 
 
Pour introduire la normalisation d’entité, tâche particulière d’extraction d’information, il 
nous faut tout d’abord introduire ce qu’est une information dans notre contexte. Nous 
verrons que ce concept d’information est intimement lié à celui de donnée et celui de 
connaissance. Les connaissances ont d’ailleurs une place d’importance particulière pour 
le travail présenté ici, puisqu’elles peuvent être modélisées par des ontologies, lesquelles 
seront exploitées par les méthodes présentées dans les chapitres suivants.  
 
Nous présenterons ensuite le domaine de l’extraction d’information par ses tâches les plus 
représentatives : la préparation de corpus, la reconnaissance d’entité, l’extraction de 
relation et enfin la normalisation d’entité. Cela nous permettra d’articuler la tâche de 
normalisation avec le reste du domaine.  
 
Nous pourrons alors introduire les principales difficultés faisant obstacle à la 
normalisation d’un texte. Nous abordons notamment dans nos travaux deux difficultés : 
- Les différences de forme entre les mentions et les étiquettes des concepts qui 
devraient les normaliser.  
- Le nombre trop faible d’exemples annotés par un concept, c’est-à-dire des 
ensembles de mentions dont le concept qui le normalise est connu. 
 
Enfin, nous finirons ce chapitre par la présentation de la tâche de normalisation d’habitats 
bactériens Bacteria Biotope du challenge BioNLP Shared-Task 2016 (Delėger et al., 2016). 
Les données fournies par cette tâche nous permettront d’évaluer les méthodes que nous 
avons développées et de les comparer avec celles dont les résultats ont été publiés.     
 
2.2. Représentations sémantiques pour 
l’extraction d’information 
 
2.2.1. Introduction 
 
Qu’est-ce qu’une connaissance ? Depuis les premières réponses par Platon dans 
Theaetetus (Stocks, 1935) au IVe siècle av. J.-C., il ne semble toujours pas y avoir de 
réponse consensuelle. De même, la définition d’une donnée et d’une information reste 
une tâche complexe. Avant de pouvoir aborder le domaine de l’extraction d’information, 
il est avant toute chose nécessaire de définir les contours de ces concepts fondamentaux. 
Nous faisons le choix ici de nous appuyer sur certaines des définitions existantes et de les 
adapter à nos besoins en extraction d’information, particulièrement pour la normalisation 
d’entité. Notamment, nous nous servirons de ces définitions pour introduire les différents 
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formats structurés utilisés pour représenter des connaissances et/ou des informations, 
dont les deux sur lesquels se fondent nos travaux : les ontologies et les espaces 
sémantiques. 
 
2.2.2. De la donnée, à l’information, à la connaissance 
 
Nous faisons le choix ici de nous appuyer sur le modèle DIKW (Data, Information, 
Knowledge, Wisdom) (Rowley, 2007), qui a été proposé pour faciliter le traitement 
d’information à partir de données brutes dans le cadre de la discipline du management de 
données (voir Figure 7). Ce modèle propose de délimiter la connaissance en s’appuyant 
sur une définition de l’information, elle-même s’appuyant sur une définition de la donnée. 
Ce modèle a donc l’intérêt d’introduire et d’articuler simultanément trois concepts 
fondamentaux en EI. 
 
Une donnée (Ermine et al., 2012) est un élément brut, unitaire, une description 
élémentaire d’une réalité, qui n’a pas encore été interprétée. Dans le cas de l’EI et des 
travaux présentés ici, nous considérons une donnée textuelle comme une séquence 
ordonnée de séquences de caractères, issue d’étapes de préparation d’un corpus brut. Par 
exemple, les séquences (“bcat-1”) et (“bcat-1”, “is”, “a”, “gene”) seront considérées comme 
des données textuelles. Des séquences de données textuelles sont considérées également 
comme des données textuelles. Par exemple, ((“bcat-1”, “is”, “a”, “gene”), (“bcat-1”, “is”, 
“regulated”, “by”, “cholestanol”)) représentent une donnée textuelle qui pourrait être 
considérée comme une représentation de deux phrases segmentées. Une donnée textuelle 
pourra donc représenter des n-grammes, des mots, des phrases, des paragraphes et même 
des corpus entiers. 
 
 
Figure 7 : Schéma du modèle DIKW de (Rowley, 2007), d’après (Choo, 1996) 
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L'information est une donnée à laquelle les connexions relationnelles ont donné un sens 
(Floridi, 2010). C’est le résultat de l’interprétation de données, c’est-à-dire une réponse à 
la question : qu’est-ce que cette donnée ? Dans le cas de l’EI et des travaux présentés ici, 
nous limiterons une information à une donnée textuelle associée à un objet sémantique 
servant de référence. Par exemple, si la référence est un concept représentant un gène, 
associer la donnée “bcat-1” au concept <gène> crée une information. On exprimera alors 
une information structurée sous la forme d’un couple (données, référence).  
 
Une difficulté supplémentaire en français pour réussir à définir la connaissance provient 
de la confusion courante entre “savoir” et “connaissance”, deux concepts traduits en anglais 
par le même terme “knowledge” (Pesqueux, 2008). La connaissance, au sens de “knowledge”, 
est parfois définie comme l’interprétation experte d’une combinaison d’informations 
(Heisig, 2002). La connaissance, notamment en français, est souvent définie comme une 
notion opérationnelle et appliquée : elle permet la transformation d’informations en 
instructions (Ackoff, 1974). A la différence du “savoir”, qui est plutôt le résultat final de 
l'acquisition et de la mise en relation de plusieurs connaissances, et souvent sans aucune 
visée opérationnelle. Dans le cas de l’EI et des travaux présentés ici, nous nous 
rapprocherons de la définition issue de l'empirisme logique et des travaux en 
représentation des connaissances et intelligence artificielle : une connaissance est un 
ensemble de règles logiques connectées entre elles, s’appliquant sur des données et des 
informations (Russell and Norvig, 2016). En particulier, la règle [∀𝑥 ∈ 𝐴 ⇒  𝑥 ∈ 𝐵] est 
une connaissance fondamentale qui exprime la subsomption entre deux concepts A et B. 
 
2.2.3. Ontologie : un modèle formel et structuré de 
connaissances 
 
Un modèle est un système représentant les structures essentielles d’une réalité et capable 
à son niveau d’en expliquer le fonctionnement (Birou, 1966). Un modèle de connaissances 
est donc une représentation essentialisée de connaissances réelles d’un domaine de 
connaissance. Si un modèle est décrit dans un langage formel, c’est-à-dire un langage qui 
ne permet que de produire des propositions vérifiables, c’est un modèle dit formel. Une 
ontologie est en particulier un modèle formel interprétable par la machine, définie 
initialement comme une “spécification explicite et partagée d’une conceptualisation” (Gruber, 
1993). En EI, ce genre de modèle peut être à la fois utilisé comme ensemble de références 
sémantiques pour une tâche(Friedman et al., 2001) et comme ressource contenant des 
connaissances a priori d’un domaine. En particulier, une tâche de normalisation peut alors 
être vue comme une tâche de création automatique d’une base de connaissance à partir 
de texte et d’ontologie, c’est-à-dire comme une tâche de peuplement d’une ontologie à 
partir de mentions d’entités extraites de texte (Baader et al., 2003). 
 
Les modèles formels et structurés de connaissances jouent principalement un rôle 
important pour la représentation de connaissances dans de nombreux domaines 
(Ashburner et al., 2000; Navigli and Ponzetto, 2010; Miller, 1995; Kim et al., 2013). 
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Notamment, ils ont l’avantage d’être facilement partageables et réutilisables, et permettent 
de réunir des communautés spécifiques autour de concepts formellement définis 
représentant leur domaine. Plus spécifiquement, les méthodes usuelles de construction 
d’une ontologie peuvent s’appuyer sur des corpus de textes, lesquels représentent une 
source importante de connaissances à modéliser (Nobécourt, 2000). La première étape 
est alors d’extraire des termes (c’est-à-dire des expressions canoniques) pouvant 
représenter des concepts spécifiques du domaine, c’est-à-dire de construire une 
terminologie, puis de les organiser en thésaurus (Aussenac-Gilles et al., 2000; Lame, 2000) 
via des relations de subsomption. Cette relation de hiérarchisation sémantique est la 
relation principale d’une ontologie (Ashburner et al., 2000; Miller, 1995; Suchanek and 
Weikum, 2008).  
 
Selon le cadre formel, on peut représenter une ontologie sous une forme graphique (voir 
Figure 8) ou sous la forme d’un ensemble de règles logiques. Une ontologie est 
principalement composée : 
- D’un ensemble de concepts étiquetés formant également une terminologie du 
domaine représenté. Un concept permet d’unifier différentes étiquettes sous un 
même objet, malgré les variations des formes de ces étiquettes.  
- D’instances (ou individus), c’est-à-dire d’objet héritant de concept(s), même s’il 
n’est pas requis d’avoir des instances pour constituer une ontologie. Lorsqu’une 
ontologie est instanciée, on parle d’une base de connaissances.  
- De relations sémantiques qui peuvent relier des instances, voire des concepts dans 
le cas particulier de la relation fondamentale de subsomption entre concepts 
(nommée “is a”), qui est en particulier une relation d’ordre. Cette relation entre 
deux concepts A et B (noté 𝐴 𝑖𝑠_𝑎 𝐵ou 𝐴 ⊂ 𝐵) permet d’inférer que toute 
instance de A est aussi une instance de B : ∀𝑥 ∈ 𝐴 ⟹  𝑥 ∈ 𝐵. 
 
 
Figure 8 : Exemple d’une base de connaissances avec ses concepts, ses instances de concepts, ses relations entre instances 
ou entre concepts et ses attributs. 
 
Une ontologie permet donc de représenter des connaissances et d’organiser des 
informations. Même si elles restent peu utilisées en EI, l’utilisation de connaissances 
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externes comme ressources, dont l’ontologie reste le modèle le plus riche, a déjà permis 
d’obtenir des meilleurs résultats en recherche d’information (Cohen and Widdows, 2009) 
ou en classification de documents (Lin et al., 2007), et a pu permettre des découvertes de 
nouvelles connaissances à partir de la littérature (Agarwal and Yu, 2009; Doshi-Velez et 
al., 2009). La modélisation et l’utilisation de connaissances externes est donc un enjeu 
d’intérêt pour l’EI, notamment pour la littérature de domaines de spécialité (Nédellec et 
al., 2009). 
 
2.2.4. Espaces sémantiques  
 
Il existe de multiples manières de représenter le sens d’entités, notamment les modèles 
fondés sur des caractéristiques (“feature-based model”), les espaces sémantiques ou encore 
les ontologies/réseaux sémantiques (voir Figure 9). Avec les ontologies ou les réseaux 
sémantiques, le sens d’une entité est principalement exprimé en fonction des relations 
qu’elle entretient avec les autres entités du réseau (Steyvers and Tenenbaum, 2005). Les 
modèles fondés sur des caractéristiques essaient, quant à eux, de définir une liste de 
caractéristiques quantitatives permettant de décrire chaque entité (Smith and Medin, 
1981). Enfin, un espace sémantique (ES), parfois nommé “modèle fondé sur un espace vectoriel” 
(en anglais : “Vector Space Model”) est un espace vectoriel dans lequel un ensemble de 
vecteurs est définis. Chaque vecteur est une représentation d’un objet qui permet de 
capturer une partie de son sens. Alors que les ontologies et les modèles fondés sur des 
caractéristiques sont principalement produit manuellement (Hinton and Shallice, 1991), 
les ES sont principalement construits automatiquement en analysant les contextes des 
entités (principalement en analysant des contextes de mots dans un corpus). 
 
En TAL, les ES sont majoritairement les espaces vectoriels (ℝ𝑛, +, .) (𝑛 ∈ ℕ∗). Un 
avantage de tels vecteurs composés de nombres réels est qu’ils peuvent être utilisés 
directement par des algorithmes d’apprentissage automatique (Riesen et al., 2007). La 
principale caractéristique dans un ES est que deux objets ayant un sens similaire ont des 
vecteurs spatialement à proximité (selon une certaine distance), et inversement, moins des 
objets seront similaires, plus ils seront distants. En conséquence, une distance entre deux 
objets permet d’estimer la similarité sémantique entre ces deux objets.  
 
Une autre caractéristique couramment observée dans des ES est de représenter des 
relations sémantiques binaires entre deux entités par un vecteur constant (Mikolov et al., 
2013c). Un vecteur de relation peut en effet être déterminé en observant la différence 
entre deux vecteurs d’entité dans l’ES : < 𝑅𝑜𝑦𝑎𝑢𝑡é > = < 𝑅𝑜𝑖 >  − < 𝐻𝑜𝑚𝑚𝑒 > 
(voir Figure 10). Ce vecteur de relation, une fois appliqué à une autre entité, permet alors 
de retrouver l’entité-cible : < 𝐹𝑒𝑚𝑚𝑒 > + < 𝑅𝑜𝑦𝑎𝑢𝑡é > ≈ < 𝑅𝑒𝑖𝑛𝑒 >. Cela permet 
d’effectuer des analogies : <a> est à <b>, ce que <c> est à <d>. L’observation de cette 
caractéristique est actuellement une des façons courantes d’évaluer la qualité d’un ES 
(Drozd et al., 2016). Ce genre d’évaluation fondée sur la disposition de représentations 
d’entités est appelé évaluation intrinsèque. Les évaluations extrinsèques quant à elles sont 
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des évaluations qui utilisent les scores obtenus en utilisant des représentations vectorielles 
sur d’autres tâches de TAL (par exemple, reconnaissance d’entité ou extraction de 
relation). 
 
 
Figure 9 : Exemples de représentations d’entités avec un modèle fondé sur des caractéristiques (à gauche), un graphe de 
connaissances/ontologie (en haut à droite) et un espace sémantique (en bas à droite). 
 
Néanmoins, cette propriété n’est vraie qu’avec les relations un-à-un, et ne peut pas 
permettre de représenter d’autres relations telles que : 
- Les relations symétriques : par exemple, la relation frère/sœur, car si A est frère 
de B, alors B est frère de A. En effet, la seule relation symétrique possible serait 
représentée par un vecteur nul, et l’entité source aurait le même vecteur que l’entité 
cible. 
- Les relations 1:n : par exemple, la relation qui relie un gène aux protéines qu’il 
code. Un gène peut en effet coder plusieurs protéines différentes. Dans ce 
contexte, toutes les protéines devraient être les mêmes et de manière générale, 
toutes les entités ciblées par une relation 1 :n devraient être les mêmes entités. 
- Les relations n:1 : par exemple, l’inverse de la relation précédent, à savoir que 
plusieurs protéines peuvent être codées par un même gène, pour les mêmes 
raisons que les relations précédentes excepté que ce sont alors les entités sources 
qui devraient être identiques. 
- Les relations multivaleurs ou n:n : par exemple, plusieurs personnes peuvent être 
auteurs d’un même document (plusieurs-à-un), mais plusieurs documents peuvent 
avoir également les mêmes auteurs. La relation de subsomption est également une 
relation multivaleurs. Dans ce cas, toutes les entités sources devraient être 
identiques, tout comme toutes les entités cibles. 
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Figure 10 : Exemple de la représentation de relation sémantique dans un ES 
 
 
 
Figure 11 : Représentation de l’approche des méthodes de représentation de relations binaires par projection sur un sous-
espace. Dans l’espace sémantique initial, la relation de <Royauté> (à gauche) ou la relation de subsomption <IsA> (à 
droite) ne sont pas approximées par un vecteur constant dans l’espace. Comme la relation <IsA> est n:1, si cette 
propriété était vérifiée, elle impliquerait nécessairement que <Chien> et <Chat>, qui héritent de <Animal>, soient les 
mêmes entités. 
Pour pallier au manque d’expressivité de ce modèle, certains travaux proposent de 
représenter des relations binaires par des vecteurs constants une fois projeté dans un sous-
espace de l’ES considéré (Wang et al., 2014). Autrement dit, pour chaque type de relation 
binaire, il existe un sous-espace de l’ES initial dans lequel chaque relation de ce type peut 
être approximée par un vecteur constant entre les vecteurs des entités projetés de l’ES 
dans ce sous-espace (voir Figure 11).   
Néanmoins, pour construire un ES avec ces propriétés, il est nécessaire d’avoir à 
disposition un réseau sémantique ou une ontologie, représentant l’ensemble des entités 
d’intérêt mises en relation. Or, l’objectif des méthodes de construction d’espace 
sémantique est justement de faire émerger ce genre de propriété. 
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2.3. L’extraction d’information 
 
2.3.1. Introduction 
 
Historiquement, l'EI a émergé comme un domaine de recherche à la suite du programme 
DARPA MUC (Message Understanding Conference) (Lewis, 1991; Chinchor et al., 1993). 
Depuis ses débuts, l’extraction d’information ne vise pas à l’extraction de l’ensemble 
exhaustif des informations contenues dans des textes : l’EI vise à extraire des mentions 
d’objets particuliers ainsi que les occurrences de types de relations sémantiques qui 
peuvent relier des mentions entre elles (Russell and Norvig, 2016). Ces objets et ces types 
de relation peuvent alors être formalisés par un modèle, tel qu’une ontologie (voir Figure 
12). Autrement dit, l’EI ne cherche pas à comprendre les textes dans leur ensemble, mais 
seulement à structurer une partie des informations contenues dans le texte. 
 
 
Figure 12 : Un exemple d’EI sur une phrase avec une ontologie comme modèle d’extraction. 
 
Cette section se clôture avec une présentation de la tâche de normalisation d’entité, 
laquelle est principalement traitée par les travaux présentés dans ce manuscrit. 
 
2.3.2. La préparation de corpus  
 
Outre les étapes de “haut niveau” spécifiques à l’extraction d’informations variées, de 
nombreuses étapes de préparation ainsi que des étapes intermédiaires sont nécessaires 
pour atteindre les objectifs.  
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En effet, les formats des textes ne sont pas forcément lisibles pour un programme (ex : 
images de textes en écriture manuscrite, fichiers PDF, etc.). Une autre étape de 
préparation est la sélection de documents d’intérêt pour la tâche. Par exemple, si l’objectif 
est d’extraire des informations en lien avec la recherche en sciences du vivant, il n’est sans 
doute pas pertinent de sélectionner comme documents des articles de magazines de mode 
grand public. Cette sélection a donc pour objectif de constituer un corpus de documents 
en lien avec le domaine de connaissances étudié, contenant certainement plus 
d’informations que des documents hors-domaine. En conséquence, les textes sélectionnés 
contiendront par exemple moins d’ambiguïtés. Par exemple, si le domaine d’intérêt est 
juridique, et que cette sélection de documents est correctement effectuée, on trouvera très 
majoritairement le mot “avocat” employé dans le sens d’auxiliaire juridique, et 
certainement très peu ou pas dans le sens de fruit.  
 
De plus, avant d’effectuer une tâche d’EI, il est nécessaire de préparer un corpus de textes 
en le segmentant en mots, phrases, etc. pour qu’ils soient manipulables par un programme 
informatique. 
 
Enfin, en plus de ces étapes non-triviales de préparation de corpus, une grande partie des 
méthodes d’IE nécessite des traitements intermédiaires. Par exemple, l’extraction 
terminologique correspond à l’extraction de termes d’un corpus. Toutes ces étapes sont 
parfois nécessaires, et leur qualité peut avoir des répercussions importantes sur les étapes 
suivantes (Smith, 2011). 
 
2.3.3. La reconnaissance d’entités 
  
Le terme “entité nommée” est apparu durant le programme MUC au début des années 90. 
Une entité nommée est une entité dont les mentions sont principalement des noms 
propres (par exemple, des noms de personnes, de lieux, d’organisations, etc.) (Finkel et 
al., 2005). Aujourd’hui, la tâche de reconnaissance d’entités vise l’extraction d’entités 
quelconques et pas seulement les entités nommées.  
 
Dans le texte, une entité est mentionnée principalement sous la forme d’un groupe 
nominal, étendu ou non (par exemple : “le petit chat noir du voisin que j’adore” est un groupe 
nominal étendu, notamment par une proposition relative). L’ensemble des entités forme 
une classe ouverte, c’est-à-dire qu’il est impossible d'en faire une liste complète, 
notamment parce que de nouvelles entités ou de nouvelles formes d'entités sont 
continuellement créées. De plus, de nombreuses entités similaires sont également 
susceptibles d’apparaître dans du texte avec des variations morphosyntaxiques 
importantes. 
 
Une tâche de reconnaissance d’entités est la tâche d’EI d’identification et d’extraction des 
mentions de ces entités dans un texte vis-à-vis d’un modèle de connaissances de 
références (a minima, un ensemble de classes de références non-reliées). Cela correspond 
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à l’identification d’une mention d’entité, à la détection de ces limites textuelles et à sa 
classification dans la référence correcte. De façon générale, n’importe quel concept 
pourrait être utilisé comme référence. Néanmoins, à la différence d’une tâche de 
normalisation d’entités, cette tâche considère principalement peu de concepts de 
référence avec un haut niveau d’abstraction, généralement appelés types (voir Figure 13). 
Par exemple, pour la tâche Bacteria Biotope, la reconnaissance d’entité utilise comme type 
de référence le concept <Bacterial Habitat>, alors que la normalisation utilisera 
majoritairement des concepts moins abstraits tels que <Raw Ham> ou <Monkey>. 
Naturellement, selon les objectifs de la tâche, un concept pourra être considéré comme 
ayant un haut niveau d’abstraction ou non. 
 
 
Figure 13 : illustration d’une tâche de reconnaissance d’entités 
 
La reconnaissance d’entités nécessite couramment l’utilisation de terminologies 
volumineuses représentant une quantité importante d’exemples d’entité à extraire. La 
tâche est en effet plus difficile si l'on cherche à extraire des entités absentes de la 
terminologie. Dans les domaines de spécialité, elle peut être légèrement simplifiée car les 
terminologies pourront être plus exhaustives. Par exemple, dans le cas d'une tâche 
d'extraction d’entités représentant des espèces vivantes, des dictionnaires d’organismes 
relativement exhaustifs sont disponibles et donc couramment utilisés (Hirschman et al., 
2002). Néanmoins, selon les tâches, des problèmes d'ambiguïtés apparaissent 
régulièrement. Par exemple, (Hanisch et al., 2005) ont remarqué (en anglais du moins) que 
les mentions de gènes chez la mouche contenaient souvent des mots appartenant au 
vocabulaire courant. 
 
Même dans des domaines de spécialité, cette étape reste difficile. Par exemple, en sciences 
du vivant, de nouveaux termes apparaissent régulièrement. Ceux-ci sont créés par des 
communautés différentes (Ananiadou et al., 2004), ce qui entraîne également un nombre 
important de synonymes parfois ambigus. Une ambiguïté fréquente peut être due à des 
termes employés de façon interchangeable avec des significations pourtant 
rigoureusement différentes (métonymie). Par exemple, il est courant d’utiliser le nom 
d’une protéine pour parler également du gène qui l’exprime. 
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2.3.4. L’extraction de relations  
 
Une relation est généralement définie comme un n-uplet : 𝑟 = 𝑅(𝑒1, 𝑒2, . . . , 𝑒𝑛), où les 
𝑒𝑖 sont des mentions d’entités et R est un type de relation de référence (Zhou et al., 2014). 
Des relations plus complexes peuvent également être utilisées, du type : 𝑟 =
𝑅(𝑠1, 𝑠2, . . . , 𝑠𝑛), où les 𝑠𝑖 sont des mentions d’entités nommées ou des relations extraites, 
et R est un type de relation prédéfinie. Lorsque n=1, la relation est dite unaire. Lorsque 
n=2, elle est dite binaire. Enfin, lorsque n>2, la relation est dite n-aire ou qualifiée 
d’événement. Les relations binaires entre entités, sont exprimées sous la forme suivante : 
𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  ((𝑒𝑡ê𝑡𝑒, 𝑒𝑞𝑢𝑒𝑢𝑒), 𝑅), où 𝑒𝑡ê𝑡𝑒 et 𝑒𝑞𝑢𝑒𝑢𝑒 sont des mentions d’entités 
respectivement appelées “tête” et “queue” de la relation. La plupart des systèmes 
d’extraction de relation se concentrent sur le cas particulier des relations binaires (Zhang 
et al., 2017). De plus, dans la plupart des langages de représentation d’expression 
d’ontologies, seules des relations sémantiques orientées et binaires sont utilisées.  
 
 
Figure 14 : illustration d’une extraction de relation 
 
En pratique, des relations orientées n-aires sont à considérer pour représenter certaines 
informations, c’est-à-dire des relations avec plusieurs arguments, ou autrement dit reliant 
plusieurs mentions d’entité. Dans ce cas, le terme utilisé est plutôt celui d’événement que 
celui de relation. Un événement peut être défini de manière structurée comme tel : 
é𝑣é𝑛𝑒𝑚𝑒𝑛𝑡 =  ((𝑎𝑟𝑔1, . . . 𝑎𝑟𝑔𝑁), 𝑟é𝑓é𝑟𝑒𝑛𝑐𝑒), où les 𝑎𝑟𝑔𝑖sont des mentions d’entités 
et 𝑟é𝑓é𝑟𝑒𝑛𝑐𝑒 est un type de relation de référence. Néanmoins, il est possible de réduire 
un événement à plusieurs relations binaires (Xu et al., 2006) au prix d’une augmentation 
importante de la taille de la représentation et par la création de nombreuses relations 
artificielles. Les relations binaires restent majoritairement étudiées et utilisées en 
extraction de relations et en représentation de connaissances. 
 
L'extraction de relation (ER) est définie comme la tâche de détection de relations 
sémantiques entre des entités, préalablement extraites par une annotation manuelle, une 
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reconnaissance ou une normalisation d’entités (voir Figure 14). La détection de mentions 
de relation est également envisageable, mais semble encore rarement abordée (Jiang, 
2012). Dans la plupart des cas, la qualité de l’extraction d’entités a donc directement un 
impact sur la qualité de l’ER. 
 
2.3.5. La normalisation d’entités nommées 
 
 
Figure 15 : Illustration d’une normalisation d’entités 
 
La Normalisation d’Entités (NE), appelée de manière équivalente “liage d’entité” (“entity 
linking” en anglais) dans le domaine général, est principalement présentée comme l’étape 
suivant la reconnaissance d’entité. Là où la reconnaissance d’entité vise à extraire des 
mentions d’entités, puis à les relier à des références sémantiques de haut niveau 
d’abstraction (type), la NE va relier les mentions d’entités d’intérêt identifiées aux 
références sémantiques les plus proches des entités, parmi les références disponibles. Par 
exemple, si une tâche de reconnaissance d’entité extrait les entités qui sont des personnes, 
alors la tâche de NE reliera chaque entité identifiée comme telle à une référence qui 
représente cette personne précise (par exemple : “président de la France” ou “M. Macron” à 
<Emmanuel Macron>). L’ensemble des références sémantiques peut aller d’un modèle 
non-organisé (par exemple : une liste de personnalités avec identifiants uniques) à une 
ontologie (par exemple : une ontologie des espèces animales). Selon la liste de concepts 
de référence pour une tâche, un concept peut être plus ou moins abstrait. Par exemple, 
“Mr. Peanutbutter”, un labrador anthropomorphique d’une série télévisée, doit être relié à 
<chien>, car <chien> ne possède aucun concept plus spécifique tel que <labrador> (voir 
Figure 15). L’extraction d’une entité par normalisation au moyen d’une ontologie consiste 
à produire une association (𝑑𝑜𝑛𝑛é𝑒, 𝑐𝑜𝑛𝑐𝑒𝑝𝑡) telle que l’entité mentionnée par la 
𝑑𝑜𝑛𝑛é𝑒 soit associée au 𝑐𝑜𝑛𝑐𝑒𝑝𝑡 de l’ontologie le plus précis. 
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Historiquement, les méthodes automatiques de NE ont émergé grâce aux besoins 
spécifiques d’automatisation de la maintenance de base de données de termes et 
d’indexation de document dans le domaine des sciences du vivant (Hirschman et al., 
2005b; Lu et al., 2011). Cette maintenance est souvent désignée par terme anglais 
“curation”. La NE a reçu globalement moins d’attention que la reconnaissance d’entités 
depuis son apparition (Cohen, 2005), mais semble tout de même s’inscrire de plus en plus 
dans les défis internationaux en EI (Arighi et al., 2017; Ji et al., 2017). Néanmoins, elles 
sont souvent adossées à une tâche de reconnaissance d’entité, rendant parfois la 
détermination de la performance stricte des méthodes pour la normalisation moins 
évidente. De nombreuses méthodes, notamment celles de l’approche fondée sur 
l’appariement entre expressions d’un dictionnaire et expressions textuelles, effectuent 
conjointement les deux tâches.  
 
Plus qu’une étape d’uniformisation des mentions d’une même entité, cette étape peut 
permettre de générer des informations supplémentaires. En effet, lorsque les concepts de 
référence appartiennent à une ressource plus organisée telle qu’une ontologie, 
l’association entité-concept donne accès à une possible définition du concept de référence, 
à des synonymes, à des relations avec d’autres concepts, etc. (Kang et al., 2013). Dans le 
cas de l’utilisation d’une ontologie, la NE se rapproche aussi de la tâche de Population de 
Base de Connaissances (PBC, ou “Knowledge Base Population”), car on peut aborder la tâche 
comme la création d’instances à partir de texte à classer dans le ou les concept(s) correct(s) 
de l’ontologie. 
 
2.4. Difficultés de la normalisation d’entités 
 
2.4.1. Introduction 
 
Les chapitres précédents ont présenté la tâche de normalisation d’entité (NE). Celui-ci 
introduit à présent les principales difficultés rencontrées pour résoudre cette tâche. 
 
Une grande partie des approches actuelles de NE, tout particulièrement dans le domaine 
biomédical (Aronson and Lang, 2010), s’appuient sur une similarité de forme, c’est-à-dire 
la comparaison entre les deux séquences de caractères que sont les mentions d’entités 
dans le texte et les expressions désignant les références sémantiques. Cette démarche 
semble en effet intuitive pour associer deux objets. Néanmoins, une entité peut être 
mentionnée de nombreuses façons différentes, entraînant fréquemment une différence de 
forme entre étiquettes et mention (Nenadic et al., 2005). Cette variabilité des expressions 
représente la principale difficulté de la NE. 
 
A l’inverse, des expressions identiques ou similaires peuvent se référer à des entités 
différentes. Lorsque deux expressions identiques partagent cette propriété, elles sont 
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appelées homonymes. Les homonymes, par leur ambiguïté, représentent une difficulté 
supplémentaire à la NE. Si deux expressions homonymiques sont à normaliser par des 
concepts distincts, dans certains cas, une expression spécifique dans un texte peut devoir 
être normalisée également par des concepts distincts. C’est alors un problème de 
normalisation multiple. Dans certaines tâches de NE, notamment dans le domaine 
biomédical, les homonymes et les besoins en normalisation multiple sont plutôt rares. 
Néanmoins, dans le domaine général, ce problème est plus fréquent et donc plus abordé, 
notamment sous le nom de désambiguïsation du sens de mot (“Word Sense Disambiguation”) 
(Ranjan Pal and Saha, 2015). 
 
Enfin, de nouvelles approches de NE sont apparues plus récemment pour répondre à la 
difficulté que représente la variabilité des expressions. Elles sont principalement fondées 
sur des méthodes d’apprentissage supervisé, méthodes nécessitant des exemples annotés 
de mentions normalisées. Or, la quantité de ces données reste faible en NE et pour les 
domaines de spécialité. 
 
2.4.2. Variabilité des formes  
 
Cette section présente plusieurs phénomènes courants introduisant des variations de 
forme d’expressions. 
 
Premièrement, dans les langues flexionnelles telles que le français ou l’anglais, chaque 
unité lexicale libre peut posséder des flexions selon son genre, sa nature, son mode, etc. 
Par exemple, les mots “chevaux” et “chienne” sont respectivement des flexions des unités 
lexicales libres “cheval” et “chien”. Une flexion modifie la séquence de caractères d’un mot, 
et empêche donc une comparaison triviale entre la mention d’entité d’intérêt sous forme 
de flexion, et l’étiquette qui serait le même mot, sous forme canonique. Dans les langues 
dotées de lemmatiseurs, cette difficulté semble aujourd’hui dépassée : une étape de 
lemmatisation des expressions permet alors de réduire les flexions à leur forme canonique. 
 
Les synonymes sont des expressions possédant le même sens, ou un sens relativement 
proche, mais qui sont décrites par des séquences de caractères différentes. Par exemple, 
les expressions “laverie”, “station de lavage” et “buanderie” sont des synonymes et doivent 
être normalisés par la même référence. La NE pour les synonymes peut être améliorée si 
les références possèdent plusieurs étiquettes, idéalement un pour chaque forme canonique 
utilisée pour mentionner une entité associée à ces références. La construction d’un 
ensemble de références définies de manière plus exhaustive nécessite néanmoins un effort 
manuel plus important de la part d’experts d’un domaine (Uschold and King, 1995). De 
plus, la disparité du vocabulaire utilisé par différents experts pour exprimer les mêmes 
entités peut être importante (Furnas et al., 1987), rendant la conception d’un ensemble 
d’expressions de références plus complexe. Enfin, de nouvelles expressions apparaissent 
régulièrement dans une langue naturelle (Gerlach and Altmann, 2013). Tout cela a pour 
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conséquence que les lexiques d’un domaine sont incomplets (Klavans and Muresan, 
2001). 
 
Au-delà des problèmes de synonymie, une référence peut représenter un concept 
instanciable par plusieurs entités différentes et dont les mentions ne seront donc pas des 
synonymes.  Par exemple, si la référence est <chien>, les mots hyponymes et non-
synonymes tels que “labrador” ou “doberman”, ne possèdent pas de similarité de forme qui 
permettrait de les associer. Tenter de référencer tous les hyponymes pour une référence 
d’intérêt demande alors un effort important, effort à réitérer pour chaque référence, et ne 
fait que se heurter aux difficultés précédentes.   
 
Enfin, les expressions d’intérêt en NE, ainsi que les étiquettes des références, sont 
fréquemment des expressions multi-mots, régulièrement étendues par des adjectifs, 
adverbes, prépositions, propositions relatives, etc. En plus des possibles variations 
morphosyntaxiques (telle que l’inversion) que peut subir une expression, cela complexifie 
la similarité entre expressions d’intérêt et expressions de référence. Par exemple, 
l’expression “le petit chien de mon voisin qui aboie tout le temps” devrait être normalisée 
par <chien>. Cela complique la comparaison entre deux expressions par rapport à une 
comparaison entre deux mots simples. L’étude de la structure syntaxique de ces 
expressions peut alors avoir une importance sémantique. Par exemple, pour différencier 
“chocolat au lait” et “lait au chocolat”, relier “pancreatic cancer” à “cancer of the pancreas”, détecter 
les têtes sémantiques des expressions, etc. Les expressions figées et les mots composés 
soulèvent une difficulté supplémentaire car l’étude des unités lexicales libres qui les 
composent ne permettent pas toujours d’exprimer le sens de l’expression entière (ex : 
“pomme de terre”). 
 
Pour ces raisons, il est fréquent qu’une partie des mentions d’entité dans un texte ne 
possède aucune forme similaire à une étiquette de référence. Les approches de NE par 
similarité de forme se limitent donc fréquemment à la normalisation d’une sous-partie des 
données textuelles et ne peuvent à elles seules proposer des normalisations pertinentes 
pour le reste.  
 
2.4.3. Normalisation multiple 
 
Selon les objectifs d’une tâche de NE, il est nécessaire qu’une expression soit normalisée 
par plusieurs entités. Par exemple, une tâche pourrait consister à normaliser les 
expressions se référant à la fois aux concepts <mammifère> et <animal domestique>. 
Dans ce cas, l’expression “le labrador de mon voisin” devrait être normalisée par ces deux 
concepts. Pour ne pas avoir à considérer cette difficulté, l’ontologie de référence pourrait 
être complétée en créant des nouveaux concepts pour toutes les conjonctions possibles 
de concepts. En reprenant l’exemple précédent, cela signifierait de créer le concept 
<mammifère domestique>. Néanmoins, avec des ontologies volumineuses contenant peu 
de concepts disjoints, cela augmente considérablement leur taille et rend difficile leur 
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manipulation. Les approches classiques produisent souvent un score par possible 
association mention/concept, laissant la possibilité de sélectionner plusieurs concepts 
pour une même mention (Aronson, 2001; Leaman et al., 2013). Néanmoins, ces méthodes 
choisissent seulement le concept rapportant le plus haut score pour une mention donnée. 
Ce problème semble encore peu abordé dans le cas de la normalisation d’entité, 
notamment parce que ce phénomène reste peu fréquent. 
 
2.4.4. Expression homonymique 
 
Deux homonymes peuvent être vus comme deux expressions à la forme identique mais 
se référant à des entités distinctes. Par exemple, les expressions des informations (“avocat”, 
<fruit>) et (“avocat”, <métier>) sont des homonymes. Des expressions homonymiques 
peuvent donc se référer à plusieurs entités distinctes, ce qui crée une ambiguïté. Lever une 
telle ambiguïté est rendu possible en prenant en compte le contexte de l’expression. Les 
approches de NE qui n’utilisent pas le contexte des expressions qu’elles cherchent à 
normaliser ont donc des difficultés à aborder ce problème d'ambiguïté.  
 
Tout ou partie de plusieurs étiquettes de concepts peuvent également être des 
homonymes. Par exemple, le mot anglais “furrow” peut à la fois désigner un gène et une 
partie anatomique d’une mouche (“morphogenetic furrow”) (Hanisch et al., 2005). Dans 
l’ontologie OntoBiotope (Bossy et al., 2016), on trouve le mot “plant” dans plusieurs 
étiquettes : (“plant”, <living organism>) et (“sewage plant”, <industrial building>). Dans ce 
cas, c’est la position du concept étiqueté dans le graphe ontologique qui permet de 
désambiguïser le sens. Les approches de NE qui ne s’appuient que sur les similarités de 
forme des étiquettes ne peuvent donc résoudre ce problème. 
2.4.5. Insuffisance de données annotées  
 
Produire des exemples annotés manuellement demande des efforts importants (Uschold 
and King, 1995), tout particulièrement pour les domaines de spécialité où le niveau 
d’expertise des annotateurs doit être élevé. De plus, les tâches de NE possèdent un 
nombre de concepts de références important par rapport aux tâches de reconnaissance 
d’entité. Par exemple, l’ontologie de référence pour la tâche de NE de Bacteria Biotope 
(Delėger et al., 2016), OntoBiotope, contient plus de 2320 concepts. D’autres ensembles 
de concepts bien plus volumineux sont utilisés, tels que les plus de 275 000 concepts 
définis dans le “Medical Subject Headings” (Lipscomb, 2000) ou les quelques 5 millions du 
méta-thésaurus biomédical “Unified Medical Language System" (UMLS)2. En conséquence, 
l’ensemble des exemples annotés ne porte que sur une sous-partie des concepts de 
référence pour la tâche. Par exemple, les 747 exemples annotés d’habitats bactériens pour 
la tâche de NE de Bacteria Biotope n’utilisent que 15% des concepts de l’ontologie. En 
comparaison avec le domaine général, la tâche de reconnaissance d’entité nommée de 
                                                 
2 https://www.nlm.nih.gov/research/umls/  
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CoNLL en (Sang and De Meulder, 2003) proposait au minimum 3400 exemples annotés 
dans un jeu de données d’entraînement pour chacun des quatre types d’entités 
recherchées.  
 
Cette insuffisance des exemples annotés ne présente pas une réelle difficulté pour les 
approches de NE fondées sur la similarité de forme entre mention et étiquette. A l’inverse, 
elle en représente une importante pour les approches par apprentissage dont les 
performances augmentent avec le nombre et la qualité des données d’entraînement. Le 
problème de classification par apprentissage supervisé pour lequel certaines classes n’ont 
aucun exemple annoté représente un défi important (Larochelle et al., 2008). Nous 
présenterons plus en détail ces deux familles d’approches, par étude de la similarité de 
forme et par apprentissage, dans le prochain chapitre. 
 
2.5. Tâche de normalisation Bacteria Biotope 
 
2.5.1. Introduction 
 
Pour évaluer la performance d’une méthode de normalisation, il est aujourd’hui courant 
d’évaluer directement ses prédictions sur une ou plusieurs tâches de normalisation 
comportant leurs propres objectifs et jeux de données. De plus, cela permet de comparer 
rapidement plusieurs méthodes distinctes, et de dégager ainsi un état de l’art pour une 
tâche particulière. Nous présentons dans cette section la tâche de normalisation que nous 
avons utilisée pour évaluer et comparer les méthodes des travaux de cette thèse : la tâche 
de normalisation d’habitat bactérien Bacteria Biotope du challenge BioLP Shared Task 
2016. 
 
Pour acquérir une meilleure vision des difficultés linguistiques de cette tâche, ainsi que 
pour participer à la mise en place d’un challenge d’extraction d’information, j’ai participé 
à l’annotation des documents. Le travail de réalisation du challenge BioNLP Shared Task 
a notamment conduit à une publication (Delėger et al., 2016) pour le workshop BioNLP 
Shared Task 2016 adossé à la conférence “Association for Computational Linguistics”.  
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2.5.2. Présentation de Bacteria Biotope 2016 
 
La première édition du challenge BioNLP Shared Task qui a introduit la tâche Bacteria 
Biotope (Delėger et al., 2016)s’est déroulée en 2011, suivie par deux autres éditions en 
2013 et 2016. La tâche Bacteria Biotope est une tâche d’extraction d’information visant à 
extraire les mentions de bactéries et d’habitats bactériens (biotopes et lieux 
géographiques), ainsi que les possibles relations qui expriment la présence d’une bactérie 
vivante dans un habitat bactérien (relation normée nommée “Lives_In”). Les documents 
sont des titres et des résumés d’articles scientifiques disponibles sur PubMed3, ou des 
pages web grand public sur les bactéries, tels que MicrobeWiki4. Les références 
sémantiques pour la normalisation d’entités sont issues de sources de connaissances : 
NCBI Taxonomy5 pour les mentions de bactéries et l’ontologie OntoBiotope (Bossy et 
al., 2015; Bossy et al., 2016) les habitats bactériens.  
 
En 2016, la tâche Bacteria Biotope est divisée en trois sous-tâches, chacune déclinée en 
deux versions alternatives, avec ou sans extraction d’entité d’intérêt. Les règles 
d’annotation sont publiquement consultables6. Pour toutes les sous-tâches, deux jeux de 
données annotées sont fournis (un corpus d’entraînement et un corpus de 
développement). Un jeu de données non-annotées est également fourni, et sert à évaluer 
la performance des méthodes grâce à un système d’évaluation en ligne7. Les trois sous-
tâches sont : 
- Tâche de normalisation d’entités : extraire les mentions de bactéries et d’habitats 
bactériens dans le texte en les reliant à des ontologies du domaine. 
- Tâche d’extraction de la relation : relier les mentions de bactéries à des mentions 
d’habitats bactériens (par la relation <Lives_In>) et de lieux géographiques 
lorsque le texte exprime explicitement que les bactéries mentionnées étaient 
vivantes dans l’habitat mentionné. 
- Tâche d’extraction de base de connaissance : extraire les mentions de bactéries et 
d’habitats, les associer aux concepts corrects dans les ressources fournies et 
extraire les possibles relations <Lives_In> entre mentions. L’objectif est de créer 
une base de connaissances répertoriant la présence de tel taxon bactérien dans tel 
habitat normé. Cette dernière sous-tâche peut être vue comme l’union des deux 
premières, et est une réponse directe à un besoin de la communauté de biologistes. 
 
  
                                                 
3 https://www.nlm.nih.gov/bsd/pubmed.html  
4 https://microbewiki.kenyon.edu/index.php/MicrobeWiki  
5 https://www.ncbi.nlm.nih.gov/books/NBK21100/  
6 http://2016.bionlp-st.org/tasks/bb2/guidelines 
7 http://bibliome.jouy.inra.fr/demo/BioNLP-ST-2016-Evaluation/index.html  
2.5 Tâche de normalisation Bacteria Biotope 
 
43 
2.5.3. Intérêt scientifique de la tâche 
 
Les informations décrivant des bactéries et leurs habitats sont d’un grand intérêt applicatif 
dans l’agro-alimentaire, les sciences de la santé, le traitement des déchets, etc. Ces 
informations sont également importantes pour la recherche fondamentale en 
microbiologie (métagénomique, phylogéographie, phylogéographie, phyloécologie, etc.).  
Néanmoins, il n'y a actuellement aucune ressource permettant de centraliser les 
informations relatives aux relations entre les bactéries et leurs habitats dans un vocabulaire 
standardisé et structuré. Une grande partie de ces connaissances est dispersée dans des 
articles scientifiques ou des bases de données contenant des champs avec des données 
textuelles (par exemple, GenBank8, GOLD9, DSMZ10, GBIF11). La plupart des 
informations sur les biotopes bactériens ne sont donc décrites qu’en langue naturelle. De 
plus, les biotopes sont des entités très diverses et pouvant être décrites par des mentions 
variées. 
 
Utiliser à grande échelle, une extraction d'informations performante effectuée sur des 
documents scientifiques et champs textuels de base de données pourrait alors permettre 
de collecter ces informations et de remplir automatiquement des bases de connaissances 
(Bossy et al., 2012). Néanmoins, les besoins vont au-delà de la reconnaissance d’entités et 
de leurs possibles relations : pour permettre une intégration et une comparaison des 
informations d’intérêt, il est important de pouvoir utiliser un vocabulaire commun et donc 
de normaliser les entités décrites dans les données textuelles (Ivanova et al., 2010; 
Pignatelli et al., 2009; Buttigieg et al., 2013). De telles méthodes d’EI permettraient donc 
de répondre aux besoins importants des communautés mentionnées précédemment. 
 
Enfin, du point de vue des organisateurs de la tâche, la mise à disposition libre12, de toutes 
les ressources nécessaires permet de mettre en place un environnement adapté à 
l’évaluation et à la comparaison des méthodes en EI. 
 
2.5.4. Tâche de normalisation d’habitat bactérien 
 
L’objectif de la tâche de normalisation d’entités de Bacteria Biotope est de normaliser des 
mentions d’habitats et de bactéries respectivement avec les concepts de l’ontologie 
OntoBiotope et les entrées de la base de données NCBI Taxonomy. Nous nous 
intéressons ici plus particulièrement à la sous-tâche “BB-cat” pour laquelle les exemples 
donnés sont des mentions déjà identifiées comme étant des habitats bactériens. 
 
                                                 
8 Site de GenBank : https://www.ncbi.nlm.nih.gov/genbank/  
9 Site de GOLD : https://gold.jgi.doe.gov/  
10 Site de DSMZ : https://www.dsmz.de/  
11 Site de GBIF : https://www.gbif.org/  
12 http://2016.bionlp-st.org/tasks/bb2/  
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Pour cette tâche, trois corpus distincts sont fournis (voir Tableau 1) :  
- Un corpus pour l’entraînement des méthodes contenant des exemples annotés. 
- Un corpus dit de développement, contenant des exemples annotés, et permettant 
principalement de paramétrer sa méthode et d’analyser les erreurs qu’elle produit. 
- Un corpus de test ne contenant que les mentions d’habitats. L’évaluation finale 
est faite sur une prédiction sur ce corpus grâce à un site d’évaluation en ligne13. 
 
 entraînement développement test total 
documents 71 36 54 161 
mots 16295   8890 13797 38982 
mentions d’habitats 747  454  720  1921 
mentions d’habitats 
distinctes  
476  267  478  1125 
concepts d’habitat 
mentionnés 
825  535  861  2221 
concepts d’habitat 
mentionnés 
distincts 
210  122  177  329 
 
Tableau 1 : Description des données fournies pour la tâche de normalisation d’habitats bactériens “BB-cat” 
 
La précédente édition de BioNLP Shared Task précisait que les mentions d’habitats à 
normaliser sont peu concernées par les problèmes de normalisation multiple et 
d’homonyme  (Bossy et al., 2013), de l’ordre de moins de 3% des cas. En conséquence, 
les méthodes qui n'abordent pas ces problèmes sont peu pénalisées. 
 
La tâche est évaluée avec une mesure non-stricte : il y a bien un (ou plusieurs) concept(s) 
correct(s) à prédire pour chaque mention, mais un concept prédit différent ne donnera 
pas pour autant un score nul. Ce score est en effet proportionnel à une distance 
sémantique entre le concept correct et celui prédit. L’utilisation de ce score plutôt qu’un 
score strict est justifiée par les objectifs applicatifs de la tâche : les méthodes d’EI font des 
erreurs et la mise à jour manuelle des informations extraites est moins coûteuse si la 
correction est locale. Par exemple, il est plus simple de corriger (“labrador”, <animal>) par 
(“labrador”, <chien>), que de corriger (“labrador”, <bacterial habitat>). De plus, d’un point 
de vue sémantique, il semble abrupt de pénaliser de la même façon des erreurs de 
différents degrés, ce qui est le cas avec les évaluations strictes.   
 
                                                 
13 http://bibliome.jouy.inra.fr/demo/BioNLP-ST-2016-Evaluation/index.html  
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La mesure utilisée est celle proposée par (Wang et al., 2007). Pour un concept A, soit 𝑇𝐴 
l’ensemble des concepts-ancêtres de A (A inclus), soit c un concept appartenant à 𝑇𝐴, 𝑑 
le nombre minimal d’arêtes séparant A et c dans le graphe ontologique (relation <is_a>), 
et 𝑤 un paramètre appelé facteur de contribution sémantique, alors on calcule la valeur 
suivante : 
𝑆𝐴(𝑐) = 𝑤
𝑑  
Pour calculer un score entre un concept prédit A et le concept correct B, l’intersection 
des ensembles 𝑇𝐴 et 𝑇𝐵 est calculée. Enfin, la mesure finale est calculée par : 
 
𝑠𝑐𝑜𝑟𝑒(𝐴, 𝐵) =
∑ (𝑆𝐴(𝑐)+𝑆𝐵(𝑐))𝑐∈𝑇𝐴∩𝑇𝐵
(∑ 𝑆𝐴(𝑐)𝑐∈𝑇𝐴 )+(
∑ 𝑆𝐵(𝑐)𝑐∈𝑇𝐵 )
   (1) 
 
Si le concept prédit est le concept correct, alors la valeur du score est 1. Dans les autres 
cas, la valeur est non-nulle et strictement inférieure à 1. Pour essayer de donner une idée 
de l’effet de ce score : plus il faut remonter vers la racine pour trouver un concept-ancêtre 
commun à deux concepts, plus ce score est bas. Le choix d’un facteur de contribution 
sémantique sert à pénaliser plus ou moins certains concepts. Par exemple, une valeur de 
0,8 semble favoriser les prédictions de concepts-frères par rapport aux prédictions de 
concepts-ancêtres ou descendants. Des valeurs trop faibles ont tendance à donner un 
poids important à la prédiction du concept-racine. Pour la tâche Bacteria Biotope, le choix 
a été fait de favoriser les concepts-ancêtres, car cela reste une prédiction vraie (un 
“labrador” est un <chien>, mais reste aussi un <animal>), tout en évitant de donner trop 
d’importance à la racine. Pour cela, la valeur de 0,65 a été expérimentalement choisie 
(Bossy et al., 2013).  
 
Un score global est calculé en faisant la moyenne de tous les scores pour chaque mention 
à évaluer, rapportant une valeur strictement supérieure à 0 et inférieure ou égale à 1. Avec 
le paramètre de contribution sémantique à 0,65, pour la tâche de normalisation d’habitat 
bactérien, le score naïf obtenu en prédisant le concept racine pour chaque mention à 
évaluer est alors 0,32. 
 
Cette tâche de normalisation d’habitats bactériens et cette mesure d’évaluation sont celles 
principalement utilisées pour évaluer les méthodes présentées dans ce manuscrit. 
 
2.6. Bilan 
 
Nous avons vu dans ce chapitre que la tâche de normalisation consistait à relier une 
donnée textuelle (des mentions d’entités) à des références sémantiques, telles que les 
concepts d’une ontologie. Plus qu’une simple liste de concepts étiquetés, l’ontologie est 
une représentation formelle de connaissances, qui, par sa structure, enrichit chacun de ses 
concepts d’informations supplémentaires utiles à exploiter.  
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En reliant des expressions, mentions d’entité, à des concepts précis, la normalisation ancre 
les informations d’un texte dans une représentation formelle externe. Ces informations 
sont d’un grand intérêt pour certaines communautés. Néanmoins, la tâche de 
normalisation nécessite que les mentions d’entités d’intérêt pour la tâche soient 
préalablement reconnues, c’est-à-dire que les séquences de mots composant ces mentions 
aient été détectées et annotées comme étant d’intérêt. Ces données sont fournies sous la 
forme d’exemples annotés. Ces pré-annotations à la normalisation peuvent être produites 
par : 
- Des annotateurs humains, ce qui permet d’obtenir des annotations de qualité, mais 
au prix d’un effort important. 
- L’application d’une méthode de reconnaissance d’entité, ce qui fournit des 
annotations de plus faible qualité, mais pour un coût restreint de préparation des 
données. 
 
Cette tâche présente de nombreuses difficultés, dont deux principales : 
- Les différences de forme entre les mentions et les étiquettes des concepts qui 
devraient les normaliser. Cette différence est fréquente, ce qui empêche la 
résolution de la normalisation par la seule utilisation d’information 
morphologique et morphosyntaxique.  
- L’insuffisance due au nombre d’exemples annotés manuellement, c’est-à-dire des 
ensembles de mentions dont le concept qui le normalise est déjà identifié. Cette 
insuffisance est une difficulté particulièrement sensible pour une famille 
d’approches de normalisation : les approches par apprentissage automatique. 
 
Enfin, nous avons présenté la tâche de normalisation d’habitats bactériens Bateria 
Biotope. Cette tâche de normalisation nous donne un cadre pour évaluer nos méthodes 
et les comparer à l’état de l’art.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapitre 3 
- 
Normalisation d’entités fondée sur une 
ontologie : état de l’art   
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3.1. Introduction 
 
L’extraction d’information fondée sur une ontologie ou une base de connaissances 
(‘Ontology-Based Information Extraction’ - OBIE) semble émerger dès la fin des années 90 des 
questions de construction automatique d’ontologie à partir de texte (Faure and Nédellec, 
1998; Hwang, 1999). La différence principale entre des systèmes OBIE et d’autres 
systèmes d’extraction d’information réside dans le fait que pour les systèmes OBIE, la 
même ontologie est utilisée à la fois comme ressource d’entrée et comme référence ciblée 
(Li and Bontcheva, 2007). Une tâche d’OBIE peut aussi être vue comme une tâche de 
peuplement d’ontologie ou base de connaissances (Declerck et al., 2008; Vargas-Vera et 
al., 2001) et est équivalente à la tâche de liaison d’entité (“entity linking”) (Hachey et al., 
2013; Derczynski et al., 2015). Ces deux derniers termes sont plutôt utilisés pour les tâches 
en domaine général. Dans (Wimalasuriya and Dejing Dou, 2010), la définition suivante 
d’un système OBIE est donnée : un système OBIE est un système qui traite un texte en 
langage naturel à l'aide d'un mécanisme guidé par des ontologies pour extraire certains 
types d'informations et présenter le résultat en utilisant des ontologies. 
 
La tâche de normalisation peut être vue comme un problème de classification : l’objectif 
est de prédire en sortie une ou plusieurs classes en fonction d’observations en entrée. 
Dans le cas de la normalisation, les entrées sont des expressions textuelles représentant 
des mentions d’entités, possiblement contextualisées. Une étape préalable consiste à 
déterminer les expressions textuelles candidates, par exemple, les groupes nominaux, ou 
les noms simples. De plus, dans le cadre de la normalisation par les concepts d’une 
ontologie, les classes à prédire sont ces concepts. 
 
L’ensemble des méthodes de normalisation passent par un calcul, implicite ou explicite, 
d’un score de similarité pour toutes les paires de mentions d’entité à normaliser et de 
concepts de référence. Les mentions peuvent être représentées par leur séquence de 
caractères ou par des vecteurs. Les concepts peuvent être directement représentés par des 
vecteurs, ou plus communément par les séquences de caractères ou les vecteurs de leurs 
étiquettes. Soit 𝑆 = {(𝑥𝑖 , 𝑦𝑗)}𝑖,𝑗 l’ensemble des associations possibles de représentations 
de mentions et de représentations de concepts. Soit la fonction 𝑠𝑐𝑜𝑟𝑒 définie par : 
 
𝑠𝑐𝑜𝑟𝑒: 
𝑆
(𝑥, 𝑦)
 
→
⟼
 
ℝ
𝑠𝑐𝑜𝑟𝑒(𝑥, 𝑦)
 
 
Pour chaque mention à normaliser, les concepts prédits seront ceux dont les 
représentations obtiendront les meilleurs scores avec la représentation de la mention. 
 
Ce chapitre présente un état de l’art sur les deux principales familles d’approches, qui se 
différencient selon les représentations de mentions et de concepts utilisées :  
- Les approches fondées sur la similarité de forme entre expressions d’un 
dictionnaire et expressions textuelles : ces approches utilisent directement les 
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formes des mentions et des étiquettes de concepts, c’est-à-dire leur séquence de 
caractères. 
- Les approches fondées sur des représentations sémantiques. Une représentation 
sémantique est une représentation vectorielle d’une expression ou d’un concept 
qui intègre de l’information relative à leur sens.  
 
3.2. Normalisation fondée sur la similarité de 
forme entre expressions d’un dictionnaire 
et expressions textuelles 
 
3.2.1. Introduction 
 
Les concepts de l’ontologie possèdent une ou plusieurs étiquettes. L’ensemble des 
étiquettes forme un dictionnaire. Ces étiquettes sont généralement des expressions 
textuelles désignant des termes du domaine. Les mentions d’entités dans un texte sont 
également des expressions textuelles. Une première approche de la normalisation consiste 
alors à rechercher directement les mentions de même forme que les étiquettes de 
concepts.  
 
Néanmoins, cette approche par appariement exact est souvent très limitée. Pour autant, 
des similarités de formes sont fréquentes entre mentions et étiquettes de concepts. Cette 
section présente un état de l’art de ces méthodes fondées sur la similarité de forme. 
 
3.2.2. Limitations des appariements exacts  
 
Les méthodes par appariement exact cherchent à normaliser des mentions figées par des 
étiquettes figées, c’est-à-dire que la moindre variation de caractères entre mention et 
expression suffit à empêcher une association. On peut modéliser ce type d’approche par 
un score binaire, qui est égal à 1 si les séquences de caractères d’une mention et d’une 
étiquette sont les mêmes, et à 0 sinon.  
 
Les mentions, comme celles de gènes ou de protéines, sont souvent composées de 
plusieurs mots. Or, la présence, l’ordre et la spécificité de ces mots au sein d’une mention 
varient fréquemment, notamment avec les noms contenus dans les bases de données de 
référence du domaine (Hanisch et al., 2002). Dans ce cas, mention et étiquette ne seront 
pas identiques. 
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Pour la tâche de normalisation de BioNLP Shared Task 2013, après une lemmatisation 
des mentions et des étiquettes de concepts, 60% des mentions d’entité avaient une forme 
différente de toutes les étiquettes des concepts qui devaient les normaliser (Bossy et al., 
2015). Pourtant, l’ontologie de référence OntoBiotope a été développée manuellement à 
partir de mentions rencontrées dans des textes du même type que ceux de la tâche, ce qui 
n’est pas le cas de toutes les ontologies. Cela illustre l'inefficacité des méthodes par 
appariements exacts. 
Dans le cas d’expressions multimots, une première amélioration possible est alors de 
considérer chaque expression comme un sac-de-mots (Wei and Kao, 2011), c’est-à-dire 
comme un ensemble de plusieurs mots plutôt qu’une séquence ordonnée. A la place de 
chercher des appariements exacts entre deux séquences, un appariement partiel peut alors 
être recherché en étudiant les mots identiques et en commun entre ces deux séquences. 
Par exemple, la méthode FiGO (Couto et al., 2005) se fonde sur l’analyse des mots 
composant les étiquettes de concepts et les mentions d’entités. La méthode commence 
par décomposer les étiquettes de concepts en mots, puis à étudier la distribution de chaque 
mot dans l’ensemble des étiquettes. L’hypothèse est qu’un mot fréquent dans plusieurs 
concepts est moins important, moins clivant, pour représenter un concept spécifique. Un 
score est alors calculé à partir des appariements exacts entre les mots des mentions et des 
étiquettes, en prenant en compte l’importance du mot. Les résultats de la méthode sur 
plusieurs tâches de normalisation ont néanmoins montré une précision relativement faible 
(inférieure à 30%). 
 
3.2.3. Présentation générale 
 
Les approches fondées sur la similarité de forme s’appuient fréquemment sur des règles 
linguistiques et des appariements partiels entre mention et étiquette. On trouve 
fréquemment les expressions anglaises “rule-based” et “dictionary look-up” pour désigner ces 
approches. La majorité de ces méthodes peuvent être modélisées par quatre étapes 
principales (voir Figure 16) : 
1) Enrichir le dictionnaire de la référence : L’objectif est d’enrichir chaque concept 
de nouvelles étiquettes. Pour cela, des expressions synonymes, co-hyponymes, 
acronymes/formes longues, etc. des étiquettes ou des concepts existants sont 
ajoutés. Cela se fait principalement à partir d’autres ressources terminologiques. 
Des expressions alternatives peuvent également être ajoutées en faisant varier les 
formes des étiquettes existantes. Des règles peuvent par exemple être appliquées 
pour produire des variations d’étiquettes existantes limitées à quelques 
insertions/délétions de caractères. Dans (Ghiasvand and Kate, 2014), 
l’observation a été faite que de nombreuses mentions ne différaient en effet d’une 
étiquette existante qu’à quelques variations de caractères près (d’ordre 
typographique notamment). En augmentant ainsi le nombre d’étiquettes pour 
chaque concept, cela permet d’augmenter la probabilité d’un appariement partiel, 
éventuellement pondéré, entre variations d’étiquettes et variations de mentions. 
Une approche alternative est de représenter chaque expression par une forme 
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canonique, par exemple par sa forme lemmatisée ou racinisée. Cela permet de 
représenter plusieurs expressions initialement différentes, mais supposées 
partager un sens proche, par une seule. Par exemple, en lemmatisant les mots 
“chienne” et “chiens”, ils seront directement appariés avec le mot “chien”, étiquette 
d’un concept <chien>. Nous faisons le choix de classer cette approche dans celle 
par enrichissement du dictionnaire, car une forme canonique représente à elle 
seule plusieurs variations. Par exemple, au lieu d’enrichir <chien> par “chiens”, 
lemmatiser toutes les mentions permettra d’apparier directement “chiens”, mais 
également “chienne”, etc. Cela augmente donc également les probabilités d’obtenir 
des appariements exacts. 
2) Appariement partiel : Un appariement partiel est ensuite opéré. Toutes les 
associations mention/étiquette qui ne possèdent aucun mot en commun sont 
exclues (c’est-à-dire qu’elles obtiennent un score nul). 
3) Filtrer les appariements partiels ambigus : L’étape d’appariement rapporte 
souvent plusieurs étiquettes pour chaque mention, dont une part importante reste 
ambiguë. Il est donc souvent nécessaire de procéder à une étape de 
désambiguïsation, principalement effectuée en supprimant des appariements 
fondés sur des mots estimés comme étant ambigus par des règles manuelles ou 
automatiques. L’objectif de cette étape est d’augmenter la précision en limitant les 
faux positifs. 
4) Calculer un score d’alignement partiel : Un score d’alignement est alors calculé 
pour chaque association d’une variation de mention avec une variation d’étiquette, 
selon différentes métriques selon la méthode. Par exemple, un simple score calculé 
à partir du nombre de mots en commun entre deux expressions peut être utilisées, 
permettant ainsi de sélectionner correctement pour la mention “Human 
immunodeficiency virus 1” les étiquettes de concepts différents “Human” et “Human 
immunodeficiency virus”. L’association possédant alors le meilleur score permet de 
déterminer le concept prédit pour une mention. 
 
 
Figure 16 : Schéma général des méthodes fondées sur l’étude de la similarité de forme entre étiquettes de concepts et 
mentions d’entité extraite. 
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3.2.4. État de l’art 
 
Pour la première étape, plusieurs méthodes commencent donc par augmenter le nombre 
d’étiquettes pour chaque concept de la référence. Par exemple, la méthode ProMiner 
(Hanisch et al., 2005; Fluck et al., 2007) commence par générer des nouvelles expressions 
en : 
- Développant certains mots (par exemple, “a” est développé en “alpha”) 
- Développant tous les acronymes sous leur forme longue (par exemple, “IL” est 
développé en “Interleukin”), lorsque cela est disponible dans le dictionnaire de 
référence 
- Développant tous les mots contenant des nombres en enlevant ou rajoutant un 
espace entre séquence de lettres et séquence de chiffres (par exemple, “Igf1” est 
développé en “Igf 1”) 
 
La méthode décrite dans (Grouin, 2016) commence par une tentative d'appariement exact 
entre mention et étiquette, puis, si aucun appariement n’est rapporté, essaye un 
appariement partiel en générant des flexions pour chaque expression, ainsi que d’autres 
variations linguistiques générées manuellement.  
 
La méthode Peregrine (Schuemie et al., 2007), après une étape de segmentation en mots 
des mentions et des étiquettes, ainsi qu’une suppression des mots-outils, effectue une 
racinisation sur toutes les expressions (au moins à partir d’un certain nombre de 
caractères). La racinisation ne génère pas plusieurs variations pour une même expression, 
mais permet de représenter plusieurs variations possibles sous la forme d’une seule forme 
canonique. Des variations sont alors produites sur chaque séquence racinisée avec les 
deux règles suivantes : 
- Les nombres romains sont remplacés par leur équivalent arabe, et inversement. 
- Si un mot se termine par un nombre, un caractère-délimiteur est ajouté (par 
exemple un espace ou un tiret), et inversement. 
 
La méthode ToMap (Golik et al., 2011) représente chaque expression par sa tête 
syntaxique. L’hypothèse étant que la tête syntaxique est fréquemment la partie la plus 
informative d’une expression (au moins dans le cas des habitats bactériens). Une liste de 
mots évalués comme non-informatifs est néanmoins produite manuellement pour ne pas 
prendre en compte certaines têtes syntaxiques (par exemple : “sample”, “environment”, …). 
 
La méthode de (Tsuruoka et al., 2007) ainsi que UWM (Ghiasvand and Kate, 2014) sont 
entraînées à prédire de nouvelles règles permettant de produire des variations à partir 
d’une expression. Notamment, UWM s’appuie sur des suites d’opérations permettant de 
modéliser le passage d’une chaîne de caractères à une autre, s’appuyant sur une distance 
de Levenshtein (Levenshtein, 1966). Ces opérations peuvent être des insertions, des 
substitutions, des délétions ou des conservations. A partir de données d’entraînement 
(c’est-à-dire associations expressions / étiquettes) et des étiquettes synonymes des 
concepts de l’ontologie, un ensemble de suites d’opérations sont produites. Ces suites 
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d’opérations sont chacune spécifiques à une unique association d’expression. La méthode 
les généralise donc afin d’apprendre les opérations permettant d’obtenir les variations 
générales à partir d’un mot. Par exemple, à partir des suites permettant de passer de 
“cyanotic” à “cyanosis” et de “thrombotic” à ”thrombosis”, la méthode apprend d’une certaine 
façon le modèle de passage d’une forme adjectivale à une forme nominale des adjectifs se 
terminant par la chaîne de caractères “otic”. Le modèle est dans ce cas de détecter une 
chaîne de caractères terminale “otic” dans un mot, puis remplacer le ‘t’ et le ‘c’ par un ‘s’ 
pour produire de nouvelles variations.  
 
Au cœur de cette étape d’augmentation du nombre de variations pour chaque étiquette 
de la référence, pouvant être réalisée par des méthodes dédiées (Golik et al., 2013; Aubin 
and Hamon, 2006), de nombreuses méthodes se concentrent parfois prioritairement sur 
l’intégration de nouvelles étiquettes en provenance d’autres ressources du domaine. La 
méthode MetaMap, qui est un des premiers systèmes de normalisation, génère plusieurs 
variations, pour les mentions seulement, en remplaçant successivement chaque mot de 
l’expression initiale par un autre fourni par le lexique orienté vers le domaine biomédical 
SPECIALIST (Browne et al., 2000). Par exemple, l’adjectif “ocular” dans le groupe 
nominal “ocular complications” aurait pu être remplacé par “eye”, “eyes”, “optic”, 
“ophthalmic”, “oculus”, etc. Ce qui produirait alors plusieurs nouvelles séquences de mots 
telles que “eye complications”, “optic complications”, etc.  
 
La méthode ProMiner suit une démarche similaire en intégrant les étiquettes issues des 
bases de données de gènes Entrez Gene (Maglott, 2004) et UniProt (Bairoch, 2004) pour 
la tâche de normalisation de mentions de gènes et de protéines du challenge Biocreative 
(Hirschman et al., 2005a). Les résultats de la méthode montrent directement une 
amélioration des résultats grâce à l’utilisation de dictionnaires externes.  
L’outils BIOADI (Kuo et al., 2009) permet de prédire des associations abréviation/forme 
longue à partir d’un ensemble d’associations d’entraînement. C’est une méthode par 
apprentissage automatique supervisé, qui s’appuie sur des représentations vectorielles 
fondées sur des caractéristiques (voir 2.2.4). Elle a été utilisée notamment sur PubMed 
pour produire un dictionnaire d’associations abréviation/forme longue pour le domaine 
biomédical. Lors du challenge Biocreative V (Wei et al., 2015), (Lee et al., 2015) ont 
proposé la méthode avec les meilleurs résultats en s’appuyant principalement sur ce 
dictionnaire. Cette méthode a utilisé également un filtrage des mots-outils.  
 
LINNAEUS (Gerner et al., 2010) est une méthode spécialisée dans la normalisation de 
mentions d’organismes vivants, qui s’appuie sur la taxonomie du NCBI (Federhen, 2011) 
et sur un dictionnaire construit spécifiquement pour cette tâche.  
 
La méthode de (Lee et al., 2015) s’appuie de même sur MEDIC (Davis et al., 2012) et sur 
le NCBI disease corpus (Doğan et al., 2014) pour la normalisation de mentions de maladies 
lors du challenge Biocreative V.  
 
Toutes les variations produites permettent d’augmenter la probabilité d’une similarité de 
forme entre les mentions d’entité et les étiquettes de la référence. Néanmoins, cette 
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augmentation introduit de nouvelles ambiguïtés, notamment des étiquettes similaires mais 
de concepts différents. Par exemple, dans les améliorations récentes du système MetaMap, 
la recherche de variations n’est pas effectuée pour les mots d’un ou deux caractères, car 
elle menait presque toujours à de mauvaises prédictions (Aronson and Lang, 2010). Pour 
chaque variation d’une mention, MetaMap calcule un score d’alignement entre la variation 
et toutes les étiquettes partageant au moins un mot exactement apparié. Cela fournit donc 
également une ensemble d’étiquettes par mention, ordonné selon leur score. Le ou les 
concepts ayant une étiquette obtenant le meilleur score représente(nt) alors la ou les 
prédiction(s) de normalisation d’une mention.  
 
(Hanisch et al., 2005) ont développé leur méthode ProMiner en s’attaquant 
prioritairement au problème des ambiguïtés. En effet, les mentions des gènes 
d’organismes différents sont parfois identiques ou partiellement identiques, tout comme 
certaines mentions de gènes différents du même organisme. Certaines autres mentions ne 
diffèrent que par leur casse. Un premier tri est effectué pour supprimer de la référence 
des mots connus comme ambigus. A l’inverse, des mots peuvent y sont ajoutés s’ils sont 
connus comme étant d’intérêt. Une seconde étape consiste à classer chaque mot du 
dictionnaire obtenu dans des catégories sémantiques prédéfinies qui sont censées refléter 
le degrés d'ambiguïté d’un mot. Par exemple, en s’appuyant sur la fréquence d’apparition 
des mots dans un corpus du domaine et appartenant au dictionnaire, les mots les plus 
fréquents se verront classer dans une catégorie “synonyme non-spécifique”. Les mots de 
cette catégorie auront moins de poids lors du calcul du score d'alignement final. 
L’hypothèse sous-jacente est qu’il est peu probable qu’un mot fréquent ne soit utilisé que 
pour définir uniquement un nom de protéine. Lors du challenge BioCreative II (Morgan 
et al., 2008), les 250 étiquettes les plus fréquemment rencontrées dans un corpus externe 
ont été manuellement étudiées, et selon l’appréciation de leur ambiguïté par les auteurs, 
supprimées, afin d’améliorer les performances de la méthode Peregrine. Toutes les 
étiquettes produites lors de la première étape sont également filtrées automatiquement 
selon trois règles : 
- Si une étiquette contient moins de trois caractères,  
- Si une étiquette ne contient que des nombres, 
- Si une étiquette ne contient que des mots-outils. 
Enfin, si une étiquette se réfère à plusieurs concepts, elle est considérée comme ambiguë. 
Lors de l’appariement, si l’étiquette appariée est ambiguë, il faut qu’il y ait une autre 
mention du même concept dans le même document pour comptabiliser cette prédiction. 
 
La méthode de (Lee et al., 2015) s’appuie quant à elle sur une hiérarchisation des 
dictionnaires (ceux fournis par la tâche ou intégrés manuellement par les participants) 
pour désambiguïser. S’il y a plusieurs appariements d’une mention avec des étiquettes de 
plusieurs dictionnaires, celui avec la plus haute priorité décidera du concept à retenir.  
 
Lors d’un appariement entre têtes sémantiques d’une mention et de plusieurs étiquettes, 
la méthode ToMap utilisera prioritairement l’appariement des têtes syntaxiques 
secondaires des expressions pour calculer un score d’alignement. Le concept ayant 
l’étiquette avec le plus de têtes secondaires en commun avec la mention sera celui prédit.  
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Enfin, pour traiter les ambiguïtés, (D’Souza and Ng, 2015) organisent plusieurs groupes 
de règles en fonction de leur niveau de précision estimée. Par exemple, le premier groupe 
recherche un appariement exact entre mention et étiquette. Le second groupe commence 
par développer les abréviations constituant une mention, puis recherche un appariement 
exact entre mention développée et étiquette. Le huitième groupe racinise les mentions 
avant de rechercher un appariement exact avec une étiquette. L’hypothèse est que les 
appariements rapportés par les règles du i-ème groupe sont plus précis que ceux rapportés 
par le (i+1)-ème groupe. La méthode commence donc par essayer d’apparier des mentions 
et des étiquettes avec le premier groupe de règles, puis avec le second, etc. Lors de l’analyse 
par un groupe, si une mention est appariée de façon non-ambigüe, c’est-à-dire s’il n’y 
qu’un unique appariement de la mention avec une étiquette d’un seul concept, alors ce 
concept est choisi pour prédire la normalisation de cette mention. Si une mention ne peut 
être normalisée de façon non-ambiguë (c’est-à-dire si le groupe propose plus d’un concept 
pour normaliser la mention), alors aucune prédiction n’est faite. Dès qu’une mention est 
normalisée, elle est ajoutée comme étiquette de son concept, permettant de rendre cette 
méthode itérative. 
 
3.2.5. Limitations 
 
Bien que ces approches fondées sur l’appariement avec un dictionnaire et des règles peut 
permettre d’atteindre une excellente précision sur un domaine restreint et des entités à 
annotées spécifiques, elles possèdent certaines limitations.  
S’appuyant fréquemment sur l’utilisation de ressources externes pour augmenter le 
nombre de variations des mentions et/ou des étiquettes de concepts, elles sont 
notamment particulièrement spécialisées dans la normalisation d’entités spécifiques d’un 
domaine (principalement, la normalisation de mentions de gènes/protéines, d’organismes 
ou de maladies). Plusieurs autres règles viennent parfois accentuer cette spécialisation. Par 
exemple, pour MetaMap, certains mots des étiquettes de l’UMLS ont été manuellement 
listées pour ne pas être pris en compte et ainsi limiter les ambiguïtés. De même pour 
ToMap, dont l’adaptation au domaine et à la tâche (via sa liste des mots non-informatifs 
pour la reconnaissance d’habitat bactérien) limitent le potentiel d’adaptation de la 
méthode. Ce problème de sur-spécialisation apparaît donc comme une faiblesse de ce 
genre d’approche. 
 
Enfin, la plupart des échecs de ces méthodes, c’est-à-dire les mentions qui ne finissent pas 
normalisées, sont dus à l’absence d’étiquettes avec une nouvelle forme, telles que des 
synonymes ou des hyponymes (Pratt and Yetisgen-Yildiz, 2003). Ces limitations ont rendu 
rapidement d’intérêt les approches par apprentissage automatique mettant en avant leur 
adaptation. Au point où certains travaux relativement récents inscrivent en perspective 
cette volonté de changement d’approche (Lee et al., 2015). 
 
3.3 Construction d’espaces sémantiques 
 
57 
3.2.6. Évaluation de méthodes 
 
Méthode Score de similarité 
ToMap (avec règles spécifiques au domaine) 0,66 
ToMap 0,61 
Méthode de référence 0,54 
(Grouin, 2016) 0,44 
 
Tableau 2 : Résultats des plusieurs méthodes fondées sur la similarité de forme sur la tâche de normalisation d’habitats 
bactériens de Bacteria Biotope. Méthode de référence = lemmatisation et appariement exact. 
 
Lors du challenge BioNLP Shared Task 2016 (Delėger et al., 2016), la seule participation 
d’une méthode par étude de la similarité de forme, qui ne se fondait pas sur des 
représentations sémantiques, était celle de (Grouin, 2016). La méthode a obtenu des 
résultats légèrement en dessous de la méthode de référence, qui effectue une recherche 
des appariements exacts après lemmatisation. Nous avons pu évaluer deux versions 
différentes de ToMap sur la tâche de normalisation également. La méthode ToMap 
possède deux versions dont une plus récente et adaptée à la tâche par intégration manuelle 
de règles supplémentaires. Les résultats sont présentés ci-dessous dans le Tableau 2. 
 
Des méthodes fondées sur de l’apprentissage supervisé et s’attaquant simultanément à la 
reconnaissance et à la normalisation émergent ces dernières années (Leaman et al., 2015; 
Lee et al., 2015), mais le problème de la normalisation reste pour la majorité des cas 
approché par une approche fondée sur la similarité de forme entre mentions et étiquettes. 
 
3.3. Construction d’espaces sémantiques 
 
3.3.1. Introduction 
 
Nous venons de présenter un état de l’art des méthodes de NE fondées sur l’étude des 
formes des expressions, ainsi que leurs limitations, notamment dues à la variabilité 
importante des formes des mentions par rapport aux étiquettes de concepts. De nouvelles 
méthodes sont apparues plus récemment pour dépasser ces limitations en s’appuyant sur 
des représentations sémantiques d’expressions simples ou multi-mots. Ces 
représentations sont des vecteurs représentant chacun une des expressions considérées 
dans un même espace vectoriel réel référentiel. L’objectif de ces vecteurs d’expression est 
de capturer une partie du sens des entités auxquelles elles se réfèrent. Notamment, des 
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expressions de forme différentes mais se référant à des entités sémantiquement proches 
doivent posséder des vecteurs spatialement proches. Cette propriété permet alors de 
dépasser la simple représentation morphologique des expressions. Nous présentons ici un 
état de l’art sur les méthodes permettant de construire ces espaces. 
 
3.3.2. Représentations creuses et non-sémantiques : les 
représentations 1-parmi-N 
 
Les représentations 1-parmi-N (“One-Hot”) ou représentent des objets dans un espace 
vectoriel réel de la taille du nombre d’objets (par exemple, la taille du vocabulaire). Chaque 
objet est associé à un vecteur dans une dimension unique de l’espace. Pour représenter 
un objet particulier, tous les coefficients du vecteur sont à zéro, sauf celui de sa propre 
dimension. Si l’on considère 𝑇 = {𝑡𝑖}𝑖=1
|𝑇|
, l’ensemble des objets considérés, alors chaque 
composante (𝑡𝑖)𝑗 de la représentation vectorielle de l’objet est définie dans l’espace ℝ
|𝑇| 
telle que : 
 
(𝑡𝑖)𝑗 = {
1
0
 
𝑠𝑖 𝑖 = 𝑗
𝑠𝑖𝑛𝑜𝑛
 
 
Les représentations 1-parmi-N ne forment pas d’espaces sémantiques. Au contraire, ce 
sont des représentations vectorielles d’objets (mots, expressions, concept, etc.) qui 
n’introduisent aucune similarité privilégiée entre les objets initiaux considérés. Autrement 
dit, les objets représentés sont tous à la même distance les uns des autres (selon les 
distances usuelles). 
 
En TAL, les représentations 1-parmi-N sont souvent d’une taille importante, par exemple 
pour représenter des mots elles sont de la taille du vocabulaire. Elles sont également très 
creuses, puisque tous les coefficients des vecteurs sont à 0 sauf un. En conséquence, elles 
peuvent facilement poser des difficultés d’utilisation pour des calculs trop complexes. 
Néanmoins, leur représentation numérique facilite leur exploitation par des algorithmes 
d’apprentissage. Elles sont notamment utilisées comme représentations initiales dans 
certains calculs de représentations sémantiques (Mikolov et al., 2013a).  
 
3.3.3. Des représentations creuses et sémantiques : les 
sacs-de-mots TF-IDF  
 
En recherche d’information, TF-IDF (term frequency-inverse document frequency) est une mesure de 
l’importance d’un mot dans un document compris dans un ensemble de documents. Une 
mesure de TF est une représentation du nombre d'occurrences d’un mot : plus un même 
mot est fréquent dans un document, plus ce mot devrait être important. Néanmoins, si 
ce mot est également fréquent dans l’ensemble des documents (par exemple, les mots-
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outils), son importance est moindre, car il ne permet pas de discriminer le document. Une 
mesure IDF est une représentation de cette fréquence d’apparition globale d’un mot dans 
un corpus (Jones, 1972). La pondération d’une mesure TF par une mesure IDF forme 
une mesure TF-IDF d’un mot dans un document appartenant à un corpus. Il existe 
plusieurs variantes de mesures TF et IDF. Classiquement, le TF binaire est égal au nombre 
d’occurrences de mots dans le document considéré. De même, pour un ensemble 𝐷 de 
documents, et son sous-ensemble {𝑑𝑗: 𝑡𝑖 ∈ 𝑑𝑗} de documents dans lequel le terme 𝑡𝑖 
apparaît, la mesure classique d’un IDF est donnée par la formule suivante : 
 
𝑖𝑑𝑓(𝑡𝑖)𝑗 = 𝑙𝑜𝑔(
|𝐷|
|{𝑑𝑗: 𝑡𝑖 ∈ 𝑑𝑗}|
) 
 
Enfin, la mesure TF-IDF s’obtient alors en faisant le produit : 𝑡𝑓𝑖𝑑𝑓(𝑡𝑖)𝑗 =
𝑡𝑓(𝑡𝑖). 𝑖𝑑𝑓(𝑡𝑖)𝑗 
 
Cette mesure TF-IDF initiale peut être complexifiée et certaines variations ont été 
adaptées à la tâche de normalisation en considérant l’étiquette d’un concept comme un 
document. (Claveau, 2013) a notamment proposé une mesure qui différencie deux 
mesures TF différentes : 
- Une qui est corrélée au nombre d'occurrences d’un mot dans une mention 
- Une qui est corrélée au nombre d'occurrences d’un mot dans une étiquette 
Enfin, une mesure IDF est calculée, laquelle est corrélée au nombre d'occurrences d’un 
mot dans l’ensemble des étiquettes de tous les concepts de l’ontologie. Un score de 
normalisation d’une mention est alors calculé en sommant les produits des trois mesures 
précédentes pour tous les mots de la mention avec l’étiquette d’un concept candidat. Pour 
chaque mention, un score est alors calculé pour chaque étiquette de l’ensemble des 
concepts de l’ontologie. Le concept ayant l’étiquette qui obtient le score le plus élevé est 
le concept prédit par la méthode. La mesure proposée, fondée sur les formes des 
expressions et sur leur nombre d’occurrences ne permet pas de dépasser le problème de 
la haute variabilité de forme entre mention et étiquette. 
 
La mesure TF-IDF peut également être utilisée pour construire des représentations 
vectorielles d’expressions (Manning et al., 2009). Plutôt que de calculer un poids binaire 
pour chaque dimension d’un vecteur, une mesure TF-IDF est utilisée en considérant 
l’expression comme un document : pour chaque dimension d’un vecteur d’une 
expression, un TF est calculé pour le mot courant par rapport à l’expression considérée, 
puis celui-ci est pondéré par un IDF du mot par rapport à l’ensemble des expressions 
considérées. 
 
Soit 𝑇, l’ensemble des mots du vocabulaire. Les représentations vectorielles des 
expressions de 𝑇 sont alors initialisées dans l’espace ℝ|𝑇|, chaque dimension étant associée 
à un élément unique de 𝑇. Par exemple, si les expressions sont “le petit chien de mon voisin” 
et “le petit chat”. Le vocabulaire est alors :  
{“le”, “petit”, “chien”, “de”, “mon”, “voisin”, “chat”} 
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Le vocabulaire est constitué de sept mots. Les vecteurs d’expression appartiennent donc 
à ℝ7. Chaque dimension de ces vecteurs est associée à l’un des mots du vocabulaire. Alors 
leurs représentations vectorielles en TF-IDF seraient : 
 
“le petit chien de mon voisin” = [𝑙𝑜𝑔(
7
2
), 𝑙𝑜𝑔(
7
2
), 𝑙𝑜𝑔(7), 𝑙𝑜𝑔(7), 𝑙𝑜𝑔(7), 𝑙𝑜𝑔(7),0] 
“le petit chat” = [𝑙𝑜𝑔(
7
2
), 𝑙𝑜𝑔(
7
2
),0,0,0,0, 𝑙𝑜𝑔(7)] 
 
On observe alors que les mots “le” et “petit”, bien qu’ils soient communs aux deux 
expressions, ont un poids plus faible. Dans l’espace sémantique construit, plus des 
vecteurs d’expressions partagent des mots en commun et discriminants (c’est-à-dire des 
mots qui n'apparaissent pas fréquemment dans les expressions), plus ils seront proches. 
C’est donc une représentation vectorielle qui à elle seule ne permet pas de dépasser le 
problème de la haute variabilité de forme entre mention et étiquette. 
 
3.3.4. Des représentations creuses et non-fondées sur la 
forme : les sacs-de-mots distributionnels 
 
Les représentations 1-parmi-N ne permettent pas de représenter des similarités entre des 
objets. Les représentations TF-IDF ne permettent d’en représenter que lorsque des 
expressions partagent des mots en commun. Les méthodes de construction de 
représentations distributionnelles de mots ne sont pas récentes (Hinton et al., 1986; 
Pollack, 1990; Deerwester et al., 1990; Elman, 1991) et permettent de représenter des 
proximités sémantiques entre des mots de forme différente. Ce sont des représentations 
vectorielles de mots construites à partir de l’étude de la distribution des mots dans des 
corpus. Ces méthodes s’appuient sur l’hypothèse de sémantique distributionnelle (Harris, 
1954) : les objets qui présentent des distributions similaires partagent des similarités 
sémantiques. 
 
Ces méthodes se basent sur une matrice de cooccurrences dans un corpus, c’est-à-dire 
une matrice contenant le nombre d’occurrences d’expressions dans des contextes définis. 
Chaque ligne représente une expression et chaque colonne un contexte. Les premières 
utilisations de cette approche utilisait des documents entiers comme contexte de mot 
(Deerwester et al., 1990). Aujourd’hui, dans la majorité des cas, les contextes utilisés sont 
les mots du vocabulaire (Zweigenbaum and Habert, 2006), mais peuvent être des 
expressions multi-mots, des phrases, des paragraphes, des documents, etc.  
 
Par exemple, considérons les phrases suivantes : “Le petit chien de mon voisin aboie.” et “Le 
petit chat miaule.”. En ne considérant pas les mots-outils, le vocabulaire est alors : {“petit”, 
“chien”, “voisin”, “aboie”, “chat”, “miaule”}. Si nous considérons les mots comme objet à 
représenter, et que les contextes d’un mot sont définis par les autres mots dans une phrase, 
nous obtenons la matrice de cooccurrences carrée de la Figure 17. 
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contextes : 
- 
mots : 
“petit” “chien” “voisin” “aboie” “chat” “miaule” 
“petit” 0 1 1 1 1 0 
“chien” 1 0 1 1 0 0 
“voisin” 1 1 0 1 0 0 
“aboie” 1 1 1 0 0 0 
“chat” 1 0 0 0 0 1 
“miaule” 1 0 0 0 1 0 
 
Figure 17 : Exemple d’une matrice de cooccurrences à partir du corpus : ”Le petit chien de mon voisin aboie. Le petit 
chat miaule.”, filtré de ses mots-outils et en prenant en compte l’ensemble de la phrase comme contexte. Chaque ligne de 
cette matrice permet alors de représenter un mot par un vecteur. 
 
Si une matrice de cooccurrences est construite sur un corpus de grande taille, l’hypothèse 
de sémantique distributionnelle impliquant que des mots partageant un sens proche 
auront une distribution en contexte proche, alors les vecteurs obtenus pour ces mots 
devraient être à une distance relativement proche. 
 
Les principaux inconvénients de cette approche initiale :  
- La taille des vecteurs reste importante (de l’ordre de la taille du vocabulaire).  
- Les vecteurs restent creux, car de nombreux mots n’apparaissent jamais ensemble. 
- En essayant d’utiliser directement des expressions multi-mots comme cibles et/ou 
comme contextes, cela tend à aggraver les deux inconvénients précédents, car 
dans un même corpus, des expressions multi-mots ont globalement moins 
d’occurrences que les mots simples. 
 
Une des premières approches pour dépasser ces inconvénients est de réduire le nombre 
d’objets considérés tout en augmentant leur signal : le nombre de dimensions est alors 
réduit et les cooccurrences plus nombreuses (la matrice est donc un peu moins creuse). 
Par exemple, le corpus peut être filtré de ses mots-outils, puis lemmatisé.  
 
Enfin, des représentations continues et de faible dimension peuvent être construites à 
partir de cette matrice de cooccurrences. L’approche principale étant de réduire la matrice 
initiale. La solution la plus classique est d’appliquer une décomposition en valeurs 
singulières (Jurafsky and Martin, 2014; Manning et al., 2009). Cette méthode décompose 
une matrice de cooccurrences en un produit de trois matrices particulières, dont une 
matrice centrale creuse contenant des valeurs particulières appelées valeurs singulières de 
la matrice de cooccurrences. En supprimant des valeurs singulières, et en multipliant la 
matrice centrale respectivement par celle de gauche ou celle de droite, on obtient une 
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nouvelle matrice contenant des représentations denses et de plus faible dimension, 
respectivement des mots ou des contextes. Le défaut principal de cette approche étant 
que les représentations produites, calculées uniquement sur les statistiques globales du 
corpus, ne réussissent pas à capturer certains sens tels que les analogies (Pennington et 
al., 2014). La méthode GloVe (Pennington et al., 2014) produit des représentations 
différentes appelées plongements lexicaux, mais utilise la matrice de cooccurrences. L’idée 
de GloVe était de prendre le meilleur des informations globales (telles que celles utilisées 
pour les sacs-de-mots distributionnels) et locales (telles que celles utilisées pour les 
plongements lexicaux). Néanmoins, la qualité des représentations a souvent été observée 
comme moindre par rapport à celle des plongements lexicaux (Muneeb et al., 2015).  
 
3.3.5. Des représentations continues et de faible 
dimension : les plongements lexicaux 
 
De nouvelles méthodes que l’on nomme plongements lexicaux (“word embeddings”) se sont 
plus récemment popularisées avec l’intégration de réseaux neuronaux 
computationnellement plus utilisables (Mikolov et al., 2013a). Ces dernières méthodes 
permettent de produire des représentations distributionnelles denses et de dimension 
relativement faible (majoritairement entre 100 et 1000) sans passer par le calcul d’une 
matrice de cooccurrences.  
 
Tout comme les représentations distributionnelles en sac-de-mots, la qualité principale 
des plongements lexicaux réside dans leur capacité à représenter des vecteurs de mots de 
formes différentes (notamment des synonymes) spatialement proches. Ces 
représentations permettent également d’intégrer de nombreuses autres caractéristiques 
linguistiques. Notamment, certaines relations entre entités sont parfois exprimées dans 
l’espace sémantique produit par des translations linéaires (Mikolov et al., 2013c). Par 
exemple, il suffit de prendre le vecteur résultant du calcul suivant : 
𝑣𝑒𝑐𝑡𝑒𝑢𝑟(“𝐿𝑜𝑛𝑑𝑟𝑒𝑠”) − 𝑣𝑒𝑐𝑡𝑒𝑢𝑟("𝑅𝑜𝑦𝑎𝑢𝑚𝑒 − 𝑈𝑛𝑖"), et d’appliquer le vecteur 
obtenu à 𝑣𝑒𝑐𝑡𝑒𝑢𝑟("𝐹𝑟𝑎𝑛𝑐𝑒"). Le vecteur final se retrouve alors à proximité du vecteur 
du mot “Paris”, ce qui indique qu’une certaine relation sémantique <a pour capitale> est 
représentée par une translation linéaire constante dans l’espace.  
 
(Mikolov et al., 2013a) propose initialement deux méthodes par apprentissage non-
supervisé pour calculer des plongements lexicaux : CBOW (pour “Continuous Bag-Of-
Words”) et Skip-Gram. CBOW s’appuie sur un réseau à une seule couche cachée, lequel 
est entraîné à prédire un mot en sortie à partir des mots de son contexte en entrée. Chaque 
mot est utilisé sous sa version 1-parmi-N. Le contexte utilisé est représenté par les mots 
contenus dans une fenêtre limitée à la phrase et symétrique autour du mot que l’on 
cherche à représenter. A l’inverse, Skip-Gram est entraîné à prédire les mots du contexte 
en fonction du mot à représenter. En entraînant le réseau au fur-et-à-mesure, les deux 
systèmes vont apprendre une matrice de paramètres permettant d’optimiser l’ensemble 
des prédictions. Cette matrice possède une colonne par mot du vocabulaire et son nombre 
3.3 Construction d’espaces sémantiques 
 
63 
de lignes est égale au nombre de neurones dans la couche cachée, qui est un paramètre 
libre. La valeur optimale de ce paramètre varie selon les expériences, mais son ordre de 
grandeur reste principalement entre 100 et 1000 (Mikolov et al., 2013a), ce qui reste bien 
inférieur à l’ordre de grandeur des vocabulaires.  
 
Une amélioration de l’architecture Skip-Gram a été proposée pour diminuer la complexité 
des calculs : l'échantillonnage négatif (“negative sampling”). Skip-Gram essaye d’optimiser 
les probabilités de prédire des mots de contexte à partir d’un mot à représenter. Pour 
chaque mot à représenter durant l’entraînement, le système doit recalculer un score de 
similarité entre le mot cible et un mot de contexte, et cela pour tous les mots du contexte. 
La version avec échantillonnage négatif, Skip-Gram NS (Mikolov et al., 2013b) choisit 
seulement quelques mots de contexte semi-aléatoirement, ce qui permet de diminuer le 
temps de calcul.  
 
Quelle que soit l’architecture de Word2Vec utilisée, (Chiu et al., 2016) a montré que 
plusieurs paramètres peuvent avoir un impact significatif sur la qualité des représentations 
produites. De plus, l’architecture Skip-Gram avec échantillonnage négatif semble 
également produire de meilleures représentations que l’architecture CBOW pour le 
domaine biomédical. 
 
D’autres méthodes ont depuis fait leur apparition, telles que FastText (Bojanowski et al., 
2016). Cette méthode s’appuie sur la même architecture que Skip-Gram mais en calculant 
des représentations pour des n-grammes de caractères plutôt que pour des mots. Cette 
approche permet notamment de répondre au problème des mots hors-vocabulaire qui 
n’avaient initialement pas de représentation. Pour cela, une représentation d’un mot hors-
vocabulaire peut être calculée à partir des représentations des n-grammes qui le compose 
et qui eux ont certainement été rencontrés lors de l'entraînement. 
 
Enfin, des méthodes récentes, ELMo (Peters et al., 2018) ou BERT (Devlin et al., 2018), 
ont permis non plus de représenter des mots, mais des mots dans leur contexte par des 
plongements lexicaux. Selon le mot et son contexte, à partir d’un espace sémantique initial, 
ces méthodes produisent dynamiquement une représentation dense et de faible 
dimension. Cette utilisation du contexte permet de répondre notamment aux problèmes 
d’homonymes (voir 2.4.4). Nous ne considérerons pas dans ces travaux ces dernières 
méthodes, car celles-ci ne construisent pas d’espaces sémantiques dans lequel chaque 
expression est représentée par un vecteur. Or, cette propriété est importante pour notre 
approche.  
 
3.3.6. Compositionnalité et représentation vectorielle 
d’expression 
 
Les méthodes classiques de construction de plongements lexicaux utilisent les fréquences 
des mots. La question de la construction de plongements lexicaux pour des expressions 
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composées de plusieurs mots n’est donc pas triviale. Le problème de compositionnalité a 
été modélisé par (Mitchell and Lapata, 2010). Soient 𝑣𝑚1 et 𝑣𝑚2, des vecteurs 
représentants respectivement les mots 𝑚1 et 𝑚2 composant une expression. Une 
fonction 𝑓 de compositionnalité peut alors être définie telle que : 
 
𝑓: 
ℝ𝑛 × ℝ𝑛
𝑣𝑚1, 𝑣𝑚2
 
→
⟼
 
ℝ𝑛
𝑓(𝑣𝑚1, 𝑣𝑚2)
 
 
Quel que soient les mots 𝑚1 et 𝑚2, on attend de 𝑓(𝑣𝑚1, 𝑣𝑚2) qu’elle représente 
l’expression composée de m1 et m2 (c’est-à-dire “m1 m2”). Les fonctions 𝑓 les plus 
communément utilisées sont la somme et la multiplication, avec une certaine efficacité 
(Mitchell and Lapata, 2010), ainsi que la moyenne : 
 
𝑓: 
ℝ𝑛 × ℝ𝑛
𝑣𝑚1, 𝑣𝑚2
 
→
⟼
 
ℝ𝑛
𝑓(𝑣𝑚1, 𝑣𝑚2) =
𝑣𝑚1 + 𝑣𝑚2
2
 
 
Laquelle peut être généralisée pour n’importe quelle expression (𝑚1, …, 𝑚𝑁) (𝑁 ≥ 2) 
composées de 𝑁 mots par la formule suivante : 
 
𝑓: 
(ℝ𝑛)𝑁
𝑣𝑚1, . . . , 𝑣𝑚𝑁
 
→
⟼
 
ℝ𝑛
𝑓(𝑣𝑚1, . . . , 𝑣𝑚𝑁) =
1
𝑁
∗∑𝑣𝑚𝑘
𝑁
𝑘=1
 
 
Lorsque la similarité cosinus est utilisée, il n’y a pas de différence entre l’utilisation de 
l’addition ou de la moyenne, puisque : 
 
                        𝑐𝑜𝑠 (𝑣1,
𝑣𝑚1 + 𝑣𝑚2
2
) =
2
|𝑣1| ∗ |𝑣𝑚1 + 𝑣𝑚2|
∗ 𝑣1. (
1
2
∗ (𝑣𝑚1 + 𝑣𝑚2))
⟹ 𝑐𝑜𝑠(𝑣1, 𝑣2) = 𝑐𝑜𝑠(𝑣1, 𝑣𝑚1 + 𝑣𝑚2)
 
 
Cette méthode reste néanmoins insensible à l'ordre des mots, et plus généralement à la 
structure syntaxique, donnant la même représentation à toutes les constructions qui 
partagent le même vocabulaire. Elle a néanmoins montré son efficacité sur plusieurs 
tâches de TAL (Landauer and Dumais, 1997; Foltz et al., 1998; Kintsch, 2001). 
 
3.3.7. Adaptation de plongements lexicaux à des 
connaissances externes 
 
Historiquement, les méthodes de construction de plongements lexicaux généraux les plus 
performantes et les plus utilisées à ce jour sont apparues à partir de 2013 (Mikolov et al., 
2013a; Pennington et al., 2014). Les premiers travaux à se pencher sur l’intérêt d’adapter 
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des plongements lexicaux à des connaissances externes ont ensuite émergé à partir de 
2014 avec (Yu and Dredze, 2014). 
 
La construction de plongements lexicaux étant fondée sur l’hypothèse de sémantique 
distributionnelle, ceux-ci sont sujets aux limitations de cette approche. Par exemple, en 
raison de la similarité des contextes, les vecteurs d’antonymes (“weak” et “strong”) se 
retrouvent fréquemment à proximité (Ono et al., 2015). Or, la discrimination d’antonymes 
est un besoin fréquent. L’apport de connaissances spécifiques à la tâche et au domaine, 
telles que les expressions représentant des antonymes, pourrait donc permettre de 
modifier les plongements lexicaux de manière à augmenter ou diminuer certaines 
similarités et ainsi améliorer les plongements lexicaux pour cette tâche ou ce domaine en 
les adaptant au besoin. 
  
Une autre limitation des méthodes de production des plongements lexicaux est qu’elles 
nécessitent d’être entraînées sur de grandes quantités de textes. Pour un domaine de 
spécialité et une tâche précise, il est difficile d’obtenir un corpus composé uniquement de 
textes du même domaine et d’un même style de langue. Un compromis est donc souvent 
à faire entre la taille et l’homogénéité, vis-à-vis de la tâche et du corpus d’entraînement 
choisi (Chiu et al., 2016). Les plongements vont alors encoder des informations hors-
domaine qui n’ont potentiellement aucun intérêt pour le contexte applicatif. Autrement 
dit, il y aura des dimensions sémantiques qui seront utilisées pour représenter des 
informations peu pertinentes. Par exemple, dans des textes du domaine général, les mots 
« fraise » et « tomate » seront représentés de façon relativement éloignée, car leurs 
contextes sont plutôt différents : l’un est plutôt assimilé aux fruits sucrés, aux confiseries, 
etc., alors que l’autre, bien qu’étant un fruit, est plutôt assimilé aux légumes, à la cuisine 
salée, etc. Pour une tâche de détection des entités représentant des fruits, cette distinction 
fondée principalement sur l’utilisation culinaire, ne semble pas pertinente. L’utilisation de 
connaissances sur le domaine étudié peut non seulement permettre d’éliminer les 
dimensions non-pertinentes, mais aussi permettre d’utiliser l’espace vectoriel à disposition 
pour améliorer l’expressivité des plongements lexicaux. 
  
Enfin, les plongements lexicaux sont identifiés par les formes de surface des mots du 
vocabulaire. Un mot donné ne possède donc qu’une seule représentation vectorielle. Ils 
sont inaptes à différencier des mots polysémiques et auront donc des difficultés à les 
désambiguïser. Par exemple, le mot français « culture » peut avoir le sens d’une 
exploitation agricole, ou d’un élevage de cellules biologiques, ou encore d’un ensemble de 
traits sociologiques partagé par un groupe d’individus. Si le corpus initial est relativement 
général, voire hors-domaine, un mot polysémique ne sera majoritairement pas ou peu 
utilisé pour son ou ses sens d’intérêt pour le domaine d’intérêt. La connaissance du 
contexte applicatif, notamment en domaine de spécialité, peut donc permettre de corriger 
certains plongements lexicaux de mots polysémiques.  
 
Pour toutes ces raisons, des plongements lexicaux adaptés à des connaissances spécifiques 
à un domaine et à une tâche ont un réel potentiel pour améliorer les performances de 
méthodes d’extraction d’informations. 
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Il existe deux grandes catégories de méthodes de construction de plongements lexicaux 
exploitant des connaissances externes : les méthodes dites “conjointes” (Yu and Dredze, 
2014; Kiela et al., 2015; Ono et al., 2015; Nguyen et al., 2016; Liu et al., 2015) et celles 
dites “post-traitement” (Faruqui et al., 2014; Wieting et al., 2015; Mrkšić et al., 2016; 
Mrkšić et al., 2017). Les connaissances externes principalement utilisées dans les 
évaluations sont des relations de similarité entre des mots (synonymes, co-hyponymes, 
...), ou de dissimilarité (antonymes, …) telles que celles que l’on peut trouver dans 
WordNet dans le graphe de mots dont les arêtes expriment la synonymie (Miller, 1995). 
Malgré cette catégorisation, ces méthodes possèdent des principes relativement proches.  
 
Les méthodes conjointes prennent en compte des connaissances externes en même temps 
qu’elles construisent les plongements. La plupart de ces méthodes s’appuie sur une 
adaptation des méthodes neuronales initiales, à quelques exceptions près (Osborne et al., 
2016). Dans ce cas majoritaire, l’intégration des connaissances se fait au niveau de la 
fonction objectif du réseau neuronal. Au terme distributionnel classique (noté 
𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑛𝑒𝑙), la méthode ajoute un terme supplémentaire permettant de prendre 
en compte ces connaissances (noté 𝑡𝑒𝑟𝑚𝑒𝑐𝑜𝑛𝑛𝑎𝑖𝑠𝑠𝑎𝑛𝑐𝑒). Elles possèdent donc toutes une 
fonction objectif 𝐿 de la forme suivante : 
 
𝐿 =  𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑛𝑒𝑙 + 𝑡𝑒𝑟𝑚𝑒𝑐𝑜𝑛𝑛𝑎𝑖𝑠𝑠𝑎𝑛𝑐𝑒 
 
Ces méthodes permettent de calculer directement des plongements lexicaux adaptés à des 
connaissances externes, mais ne permettent pas d’adapter des plongements existants. 
  
Les méthodes par post-traitement prennent un ensemble de plongements lexicaux, 
appartenant au même espace vectoriel en entrée, et le modifient en prenant en compte 
des connaissances externes. La majorité des méthodes existantes se fondent sur une 
fonction objectif possédant un terme (noté 𝑡𝑒𝑟𝑚𝑒𝑐𝑜𝑛𝑛𝑎𝑖𝑠𝑠𝑎𝑛𝑐𝑒) visant à rapprocher ou 
éloigner les plongements initiaux selon des connaissances externes (par exemple : 
rapprocher des plongements de synonymes, ou éloigner des antonymes), ainsi qu’un 
terme visant à préserver les plongements initiaux (noté 𝑡𝑒𝑟𝑚𝑒𝑝𝑟é𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛). Elles 
possèdent donc toutes une fonction objectif de la forme suivante : 
 
𝐿 =  𝑡𝑒𝑟𝑚𝑒𝑝𝑟é𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 + 𝑡𝑒𝑟𝑚𝑒𝑐𝑜𝑛𝑛𝑎𝑖𝑠𝑠𝑎𝑛𝑐𝑒 
 
L’avantage principal des méthodes post-traitement est qu’elles sont applicables à tout type 
de plongements lexicaux initiaux en entrée. 
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3.4. Normalisation fondée sur des 
représentations sémantiques 
 
3.4.1. Introduction 
 
Nous avons présenté dans la section précédente un état de l’art des méthodes de 
construction de représentations sémantiques, c’est-à-dire des représentations vectorielles 
d’expressions simples ou multi-mots capables de capturer une partie du sens des entités 
désignées par ces expressions. Selon le sens capturé, ces représentations permettent de 
manipuler des expressions sans être totalement dépendantes de leur forme. Leur 
utilisation en normalisation laisse donc envisager un dépassement des limitations des 
approches fondées sur la seule étude de la similarité de forme. Cette section présente un 
état de l’art des méthodes fondées sur ce type de représentation.  
 
3.4.2. Approche par calcul de scores entre 
représentations sémantiques 
 
 
Figure 18 : Schéma de synthèse des méthodes de normalisation fondée sur des espaces sémantiques 
 
Les méthodes de normalisation fondées sur des représentations vectorielles peuvent 
également s’appuyer sur la similarité de forme entre expressions d’un dictionnaire et 
expressions textuelles, à laquelle elles ajoutent de nouvelles caractéristiques sémantiques. 
Notamment, les représentations TF-IDF sont une façon de représenter sous forme 
vectorielle des informations par rapport aux formes de surface des mots qui les 
composent, mais pondérées par un poids que l’on peut considérer comme sémantique. 
Ces méthodes commencent par construire des représentations vectorielles pour chaque 
mention et pour chaque étiquette de concept. Dans l’espace sémantique produit, un score, 
fondée sur une mesure de similarité, est calculé entre chaque association d’une 
représentation de mention et d’étiquette. Le concept prédit est celui dont l’étiquette 
obtient le meilleur score pour une mention (voir Figure 18). 
 
La méthode développée par l’équipe BOUN (Tiftikci et al., 2016) commence par essayer 
d’apparier exactement chaque mention avec une étiquette de l’ontologie. Si aucun concept 
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n’est trouvé de cette manière, la méthode s’appuie alors sur des représentations TF-IDF 
pour les mentions et les étiquettes de concepts. Soit 𝑇 = {𝑚𝑜𝑡𝑖}𝑖=1
|𝑇|
, l’ensemble des mots 
du vocabulaire. Un score est alors calculé par similarité cosinus entre toutes les mentions 
et toutes les étiquettes, définit tel que : 
 
𝑠𝑐𝑜𝑟𝑒: 
ℝ|𝑇| × ℝ|𝑇|
(x, y)
 
→
⟼
 
ℝ
𝑠𝑐𝑜𝑟𝑒(x, y) = cos(𝑥, 𝑦) =
  𝑥⊤. 𝑦
||𝑥||. ||𝑦||
 
 
Méthode Score de similarité 
Turku (Mehryary et al., 2017) 0,63 
BOUN (Tiftikci et al., 2016) 0,62 
Méthode de référence 0,54 
 
Tableau 3 : Résultats de méthodes fondées sur un calcul de score entre représentations sémantiques de mentions et 
d’étiquettes. La méthode de référence effectue une lemmatisation, puis recherche les appariements exacts. 
Le concept possédant l’étiquette rapportant le plus haut score est choisi pour normaliser 
chaque mention. La méthode développée par (Mehryary et al., 2017) se fonde également 
sur des représentations TF-IDF et n’intègre pas d’étape d'appariement exact. A la place 
d’utiliser des représentations TF-IDF fondées sur les mots, elle utilise des représentations 
fondées sur des segmentations en n-grammes de caractères (de taille un, deux et trois). 
Avant de produire ces représentations, une racinisation est effectuée sur les mots des 
mentions et des concepts. Enfin, le même score fondé sur la similarité cosinus est utilisé, 
et le concept possédant l’étiquette rapportant le plus haut score est également choisi pour 
normaliser chaque mention. L’équipe BOUN avait obtenu les meilleurs résultats durant 
l’édition 2016 de BioNLP Shared Task pour la tâche Bacteria Biotope. L’année suivante, 
la méthode de (Mehryary et al., 2017) avait dépassé légèrement ces résultats. Les résultats 
de ces deux méthodes sont précisés dans le Tableau 1. 
 
3.4.3. Approche par apprentissage supervisé 
 
Pour qu’une fonction de score fondée sur une distance mathématique soit pertinente pour 
la normalisation, il est nécessaire que les représentations sémantiques soient d’une qualité 
suffisamment importante pour que chaque représentation de mention soit à faible 
distance de la représentation de leur concept associé. Autrement dit, il faudrait que ces 
représentations soient adaptées spécifiquement à une tâche précise de normalisation. Or, 
même si certaines méthodes tendent à adapter des espaces sémantiques à des domaines 
(voir 3.3.7), ce n’est pas ce que des méthodes telles que GloVe ou Word2Vec produisent 
(Faruqui et al., 2016). Une solution est alors d’utiliser une fonction de score qui elle, soit 
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optimisée pour une tâche précise. Une telle fonction de score, adaptée à une tâche et à 
des représentations de mentions et d’entités disponibles, peut être estimée par 
apprentissage supervisé, et entraînée sur des exemples annotés disponibles. 
L’apprentissage supervisé a en effet pour objectif d’apprendre une fonction de prédiction, 
dépendante d’un ensemble de paramètres, à partir d’exemples annotés. Dans le cas d’une 
méthode de normalisation par des concepts d’une ontologie et par apprentissage supervisé 
fondées sur des espaces sémantiques : 
- Les expressions textuelles sont représentées par des vecteurs sémantiques. 
- Les classes à prédire sont : 
- Soient des représentations vectorielles sémantiques d’étiquettes des 
concepts 
- Soient des représentations vectorielles de concepts, principalement des 
variables catégorielles représentées par des représentations 1-parmi-N 
- Les exemples annotés sont des couples composés d’une représentation 
d’expression et d’une représentation de concept. 
- La fonction de prédiction se fonde principalement sur une fonction de score de 
normalisation permettant de calculer un score entre n’importe quelle 
représentation d’expression et n’importe quelle représentation d’étiquette de 
concept. 
 
Soit 𝐿 une fonction objectif, c’est-à-dire une fonction ayant pour objectif d’approcher les 
paramètres optimaux 𝛩𝑓 pour la fonction de score vis-à-vis de la tâche de normalisation 
et des exemples annotés. L’apprentissage consiste donc à calculer : 𝛩𝑓  =
 𝑎𝑟𝑔𝑚𝑖𝑛𝛩(𝐿(𝛩)). Une des méthodes les plus utilisées pour résoudre ce problème est 
l’algorithme du gradient stochastique (Burges et al., 2005). Cette méthode permet 
d’approcher la matrice optimale 𝛩𝑓 en itérant sur des valeurs intermédiaires en fonction 
d’un paramètre d’apprentissage 𝜆, telle que : 
 
𝛩𝑛+1 = 𝛩𝑛 − 𝜆. 𝛻𝐿(𝛩𝑛) 
 
Du fait de la possible difficulté à calculer le gradient d’une fonction, la fonction objectif 
est souvent choisie sous la forme de sommes de termes simples. 
 
Les méthodes fondées sur des représentations vectorielles et par apprentissage d’un score 
d’association sont définies par deux étapes :  
- Une étape d’entraînement (voir Figure 19) pour apprendre les paramètres 
optimaux pour la fonction de score,  
- Une étape de prédiction (voir Figure 20) qui applique la fonction de score à toutes 
les associations possibles de mentions et de concepts. Le concept (ou son 
étiquette) qui obtient le meilleur score est alors choisi pour normaliser une 
mention. 
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Figure 19 : Description schématique de l’étape d’entraînement des méthodes fondées sur des représentations vectorielles et 
par apprentissage d’un score d’association  
 
 
Figure 20 : Description schématique de l’étape de prédiction des méthodes fondées sur des représentations vectorielles et par 
apprentissage d’un score d’association 
 
3.4.4. État de l’art 
 
La méthode Dnorm (Leaman et al., 2013) est historiquement la première méthode de 
normalisation basée sur l’apprentissage supervisé et des représentations vectorielles 
sémantiques d’expressions. Elle s’appuie sur des représentations TF-IDF pour les 
mentions d’entités ainsi que pour les étiquettes de concepts. L’objectif de la méthode est 
d’apprendre une fonction de score s’appliquant à un couple de vecteurs TF-IDF 
d’expressions. Soit 𝑇 = {𝑚𝑜𝑡𝑖}𝑖=1
|𝑇|
, l’ensemble des mots du vocabulaire. L’espace 
sémantique défini par les représentations TF-IDF est donc ℝ|𝑇|. La fonction inspirée de 
(Bai et al., 2010), dépendante d’une matrice de paramètre 𝛩 ∈ ℳ|𝑇|(ℝ), est définie pour 
deux représentations TF-IDF, telle que : 
 
𝑠𝑐𝑜𝑟𝑒𝛩:
ℝ|𝑇| × ℝ|𝑇|
(x, y)
 
→
⟼
 
ℝ
𝑠𝑐𝑜𝑟𝑒𝛩(x, y) = 𝑥
⊤. 𝛩. 𝑦
 
 
Mentions à 
normaliser
Modèle 
d’apprentissage
(paramètres Θ)
Prédiction du 
concept avec 
le score le 
plus élevé
Concepts 
prédits pour 
chaque mention
Ontologie Étiquettes 
ou concepts
Vectorisation
Vecteurs 
d’étiquettes
Vecteurs de 
mentions Calcul d’un 
score 
d’association
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Cette fonction doit retourner une valeur haute lorsque la mention est à normaliser par le 
concept dont l’étiquette est utilisée en argument. Inversement, elle doit retourner une 
valeur faible lorsque la mention et l’étiquette ne sont pas à associer.  
 
Soit 𝑋 = {𝑥1, . . . , 𝑥𝑁}, un ensemble de 𝑁 représentations vectorielles sémantiques de 
mentions d’entités telle que ∀𝑖 ∈ ⟦1, 𝑁⟧, 𝑥𝑖 ∈ ℝ
𝑛 (𝑛 ∈ ℕ∗). Soit 𝛺 = {𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑖}𝑖=1
𝑀 , un 
ensemble de 𝑀 concepts d’une ontologie et 𝐸(𝐶) = {𝑒𝑡𝑞𝑖}𝑖=1
𝑃 , l’ensemble des 𝑃 
étiquettes des concepts de 𝐶. Soit 𝐶 = {𝑐1, . . . , 𝑐𝑁}, un ensemble de 𝑁 concepts 
appartenant à 𝐶. Soit 𝐴+ = {(𝑥1, 𝑐1), . . . , (𝑥𝑁, 𝑐𝑁)}, l’ensemble des couples de 
représentations TF-IDF de mentions et d’étiquettes de concepts représentant les 
exemples annotés pour l’entraînement de la méthode. Soit 𝑔 une fonction qui permet 
d’obtenir l’ensemble des représentations vectorielles des étiquettes d’un concept. Soit 𝑔− 
une fonction qui permet d’obtenir les représentations vectorielles de toutes les étiquettes 
de concepts qui n’appartiennent pas aux étiquettes d’un concept spécifique : ∀𝑖 ∈
⟦1,𝑀⟧, 𝑔−(𝑐) = {𝑒𝑡𝑞 ∈ 𝑔(𝑐′) / 𝑐′ ∈ 𝐶 − {𝑐}}. La fonction objectif suivante, appelée 
“margin ranking loss” (Herbrich, 2000), est alors définie : 
 
𝐿(𝛩) = ∑∑ ∑ 𝑚𝑎𝑥(0, 1 −  𝑠𝑐𝑜𝑟𝑒𝛩(𝑥, 𝑦
+)  +  𝑠𝑐𝑜𝑟𝑒𝛩(𝑥, 𝑦
−))
 𝑔−(𝑐)
𝑦−
𝑔(𝑐)
𝑦+
𝐴+
(𝑥,𝑐)
 
 
Pour déterminer une matrice 𝛩𝑓 qui minimise cette fonction objectif, un algorithme de 
gradient stochastique est utilisé en parcourant aléatoirement l’ensemble des exemples 
annotés. A chaque itération, chaque score calculé entre une mention et l’étiquette de 
concept qui la normalise correctement doit être supérieur au score obtenu avec une 
étiquette d’un autre concept. Si 𝑥⊤. 𝛩. 𝑦+  −  𝑥⊤. 𝛩. 𝑦−  < 1, une mise à jour est effectuée 
avec le pas d’itération 𝜆 suivant : 
 
𝛩𝑛+1 = 𝛩𝑛 + 𝜆. (𝑥. (𝑦
+)⊤ − 𝑥. (𝑦−)⊤) 
 
Enfin, une amélioration de la méthode consiste à ne prendre en compte pour chaque 
mention qu’une seule étiquette à chaque itération parmi celles du concept associé (c’est-
à-dire 𝑐𝑎𝑟𝑑(𝑔(𝑐)) = 1). L’étiquette utilisée est celle qui rapporte le plus haut score avec 
la mention utilisée. De-même, il est attendu que le meilleur score pour des étiquettes 
d’autres concepts reste inférieur au score précédent.  
 
La méthode TaggerOne (Leaman and Lu, 2016) est une autre méthode apprenant une 
fonction de score entre des représentations TF-IDF. Elle effectue en plus de façon 
simultanée la reconnaissance et la normalisation d’entités. Elle s’inspire des approches 
pour la reconnaissance d’entité fondées sur des modèles semi-markoviens (Cohen and 
Sarawagi, 2004) en calculant des scores de normalisation directement pour des séquences 
continues de mots plutôt que mot par mot. Néanmoins, la prise en compte des prédictions 
précédentes dans les séquences de mots (qui représentent une phrase, un corpus, etc. dans 
lequel il faudrait reconnaître et normaliser des expressions) pour effectuer une nouvelle 
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prédiction, bien qu’étant au centre des modèles markoviens, n’est pas utilisée, car elle 
réduisait systématiquement les performances de la méthode. 
 
Dans les modèles de Markov cachés appliqués à la tâche de reconnaissance d’entité, le 
problème est formalisé par la recherche d’une séquence de catégories sémantiques alignée 
avec une séquence de mots. Les catégories sémantiques sont celles spécifiées par la tâche, 
ainsi qu’une catégorie <vide> en plus, qui est à aligner avec tous les mots qui 
n’appartiennent à aucune mention à identifier par les autres catégories. Par exemple, 
considérons la phrase suivante segmentée en 7 mots : 
[′𝑙𝑒′, ′𝑝𝑒𝑡𝑖𝑡′, ′𝑐ℎ𝑖𝑒𝑛′, ′𝑎𝑏𝑜𝑖𝑒′, ′𝑐𝑜𝑛𝑡𝑟𝑒′, ′𝑢𝑛′, ′𝑐ℎ𝑎𝑡′]. 
Alors l’objectif est de déterminer et d’aligner une séquence de 7 catégories sémantiques 
sur cette séquence de mots. Si les catégories d’intérêt pour la tâche sont <chien> et 
<chat>, alors la séquence solution devrait être :  
 
[< 𝑐ℎ𝑖𝑒𝑛 >,< 𝑐ℎ𝑖𝑒𝑛 >,< 𝑐ℎ𝑖𝑒𝑛 >,< 𝑣𝑖𝑑𝑒 >, < 𝑣𝑖𝑑𝑒 >, < 𝑐ℎ𝑎𝑡 >,< 𝑐ℎ𝑎𝑡 >] 
 
Les modèles semi-markoviens introduisent la notion de segment de texte pour un texte 
préalablement segmenté en mots. Ces segments représentent des sous-séquences de mots. 
Pour qu’un texte segmenté en mots soit décomposé en segments valides, il faut que tous 
les mots du texte initial appartiennent à un unique segment et que tous les segments soit 
continus. Par exemple, la séquence suivante est une séquence de segments valides de la 
phrase précédente et qui représente certainement la meilleure détection des bornes des 
mentions d’entités d’intérêt :  
 
[[′𝑙𝑒′, ′𝑝𝑒𝑡𝑖𝑡′, ′𝑐ℎ𝑖𝑒𝑛′], [′𝑎𝑏𝑜𝑖𝑒′], [′𝑐𝑜𝑛𝑡𝑟𝑒′], [′𝑢𝑛′, ′𝑐ℎ𝑎𝑡′]]  
 
A la différence d’un modèle markovien, l’objectif d’un modèle semi-markovien est alors 
de déterminer une décomposition en segments valides et d’aligner directement chaque 
segment avec une catégorie. Pour l’exemple précédent, la séquence de catégories 
sémantiques solution devrait alors être : 
 
[< 𝑐ℎ𝑖𝑒𝑛 >,< 𝑣𝑖𝑑𝑒 >,< 𝑣𝑖𝑑𝑒 >,< 𝑐ℎ𝑎𝑡 >] 
 
Notons que la catégorie additionnelle <vide> ne doit être alignée qu’avec des segments à 
un mot. 
 
La méthode TaggerOne va alors chercher une fonction de score qui va s’appliquer à une 
décomposition en segment et une séquence de catégories de même taille. En calculant un 
score pour toutes les décompositions en segments valides possibles et tous les alignements 
de catégories de la même taille, la méthode effectue simultanément une reconnaissance et 
une normalisation d’entité. Notons 𝑆 = [𝑠1, . . . , 𝑠𝑀] une séquence de 𝑀 segments telle 
que 𝑆 soit une représentation d’une décomposition en segments valide d’une séquence de 
mots. Notons 𝑌 = [𝑦1, . . . , 𝑦𝑀] une séquence de M étiquettes de concepts de l’ontologie. 
Soit 𝑇, l’ensemble des mots du vocabulaire. Une fois l’ensemble de paramètres 𝛩 
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définissant la fonction de score optimale déterminé, la prédiction d’une décomposition 
en segments 𝑆𝑝𝑟𝑒𝑑 et d’une séquence de catégories alignée 𝑌𝑝𝑟𝑒𝑑 peut être déterminée 
telle que : 
 
(𝑆𝑝𝑟𝑒𝑑, 𝑌𝑝𝑟𝑒𝑑)  =  𝑎𝑟𝑔𝑚𝑎𝑥𝑆,𝑌(𝑠𝑐𝑜𝑟𝑒𝛩(𝑆, 𝑌)) 
 
L’objectif de la méthode est donc d’apprendre une fonction de score qui permette de 
maximiser la valeur obtenue sur un ensemble d’exemples annotés. La fonction de score 
𝑠𝑐𝑜𝑟𝑒𝛩
′  entre une représentation TF-IDF de segment et une représentation TF-IDF 
d’étiquette est définie comme la somme de deux scores : 
 
𝑠𝑐𝑜𝑟𝑒𝛩
′ :
ℝ|𝑇| ×ℝ|𝑇|
(s, y)
 
→
⟼
 
ℝ
𝑠𝑐𝑜𝑟𝑒𝑁𝐸𝑅𝛩(𝑠, 𝑦) + 𝑠𝑐𝑜𝑟𝑒𝑁𝑜𝑟𝑚𝛩(𝑠, 𝑦)
 
 
Le score 𝑠𝑐𝑜𝑟𝑒𝑁𝑜𝑟𝑚𝛩 évalue seulement la normalisation et s’inspire de celui de DNorm 
et utilise un ensemble de paramètre 𝛩 représenté par une matrice 𝑊 ∈ℳ|𝑇|(ℝ) et un 
scalaire 𝛼. Le score est alors défini tel que : 
 
𝑠𝑐𝑜𝑟𝑒𝑁𝑜𝑟𝑚𝛩(𝑠, 𝑦) = 𝛼. (𝑠
⊤. 𝑦) + 𝑠⊤.𝑊. 𝑦 
 
Le score global est alors calculé en sommant tous les scores 𝑠𝑐𝑜𝑟𝑒𝛩
′  entre chaque segment 
et catégorie. 
 
La phase d’entraînement est effectuée par l’algorithme MIRA (Crammer and Singer, 
2001), directement sur le score global pour la reconnaissance et la normalisation d’entité. 
En conséquence, la méthode peut apprendre à utiliser l’information de l’une des deux 
tâches pour améliorer sa prédiction sur l’autre, là où la plupart des méthodes actuelles les 
réalisent l’une à la suite de l’autre. Pour être utilisée seulement pour la normalisation, il 
suffit d’utiliser une décomposition en segment qui représente chaque mention d’entité 
d’intérêt comme un segment, et tous les autres mots du texte comme un segment à un 
mot, préalablement aligné avec la catégorie <vide>. 
 
Malgré l’utilisation de représentations TF-IDF ne permettant directement que de 
comparer des expressions possédant des mots en commun, DNorm et TaggerOne, de 
par leur approche par apprentissage, semblent pouvoir permettre d’apprendre à 
reconnaître des mentions de formes différentes d’une même entité.  
(Limsopatham and Collier, 2016) proposent une méthode neuronale fondée sur un réseau 
neuronal convolutif (“convolutional neural networks” - CNN). Cette méthode a 
systématiquement obtenu de meilleurs résultats que son alternative avec un réseau 
récurrent (“recurrent neural network” - RNN). Elle s’inspire de (Limsopatham and Collier, 
2015), qui fixait manuellement la fonction de score à partir des plongements lexicaux. 
Cette nouvelle méthode est spécialisée dans la normalisation d’expression multi-mots ou 
de phrases, et a été développée pour la normalisation de messages issus de médias sociaux 
par des concepts biomédicaux. Par exemple, la phrase “I don’t hunger or thirst” pourrait être 
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normalisée par le concept <Loss of Appetite>. L’objectif du réseau est de prendre en 
entier une séquence de représentations vectorielles de mots, représentant une expression 
ou une phrase, et de la classer dans l’une des classes définies par les concepts de 
l’ontologie. Elle s’inspire de réseaux appliqués à la traduction automatique, en formulant 
la tâche comme une tâche de traduction automatique de phrase vers un nom de concept 
parmi ceux disponibles. 
 
Pour le CNN, une mention est représentée par une séquence ordonnée de représentations 
vectorielles de chaque mot composant la mention. Soit 𝑆 = (𝑚1, . . . , 𝑚𝑙), une 
représentation définie par une séquence de 𝑙 représentations vectorielles de mots dans ℝ𝑑 
(𝑑 ∈ ℕ∗) telles que : ∀𝑖 ∈ ⟦1, 𝑙⟧,𝑚𝑖 ∈ ℝ
𝑑. Les représentations vectorielles testées sont 
des plongements lexicaux calculés par Word2Vec (Mikolov et al., 2013a) et pré-entraînés 
sur Google News14. Soit ℎ, un entier représentant la taille d’une fenêtre de mots. 
L’ensemble des paramètres d’apprentissage 𝛩 est composé d’un ensemble de vecteurs 
filtres 𝑤(ℎ) ∈ ℝ𝑑×ℎ, et d’un paramètre de biais 𝑏 ∈ ℝ. Soit 𝑚𝑖:𝑖+ℎ−1 ∈ ℝ
𝑑×ℎ, la 
concaténation de ℎ représentations vectorielles de mots consécutifs d’une expression. Soit 
𝑓 une fonction d’activation telle que la fonction ReLu (Nair and Hinton, 2010). On définit 
la valeur 𝑐𝑖(ℎ) telle que : 
 
∀𝑖 ∈ ⟦1, 𝑙⟧, 𝑐𝑖(ℎ) = 𝑓(𝑤(ℎ).𝑚𝑖:𝑖+ℎ−1 + 𝑏) 
 
Pour toutes les variations de fenêtres de taille ℎ, on peut donc calculer 𝑙 valeurs dont on 
voudrait qu’elles représentent chacune un score de dépendance entre les mots composant 
la séquence de mots commençant à la position 𝑖 dans l’expression. Pour capturer la 
caractéristique la plus importante de l’expression, vis-à-vis de la taille de la fenêtre 
commençant à la position 𝑖, une étape de “max-pooling” est appliquée pour obtenir un 
vecteur de caractéristique 𝑐𝑚𝑎𝑥 de l’expression : 
 
𝑐𝑚𝑎𝑥 = [𝑚𝑎𝑥ℎ(𝑐1(ℎ)), . . . , 𝑚𝑎𝑥ℎ(𝑐𝑙(ℎ))] 
 
Ce vecteur 𝑐𝑚𝑎𝑥 est finalement utilisé en entrée d’une couche “softmax” pour obtenir une 
probabilité de classification pour chaque concept de l’ontologie. 
 
L’entraînement est effectué par descente de gradient stochastique avec une mise à jour de 
type Adadelta (Zeiler, 2012). En utilisant des plongements lexicaux plutôt que des 
représentations TF-IDF, la méthode peut aborder le problème de la variabilité des formes 
de mentions d’un même concept. En utilisant de l’apprentissage, elle peut s’adapter à une 
tâche particulière grâce à une étape d’entraînement. Néanmoins, l’architecture CNN 
utilisée reste dépendante d’un nombre important d’exemples annotés. 
 
                                                 
14 https://code.google.com/archive/p/word2vec/  
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3.5. Bilan 
 
Nous venons de voir que les méthodes de normalisation d’entité fondées sur la similarité 
de forme entre mention et étiquette de concept avaient de fortes limitations, notamment 
leur faible capacité de généralisation et de traitement des variations de forme. Les 
approches par apprentissage apportent une réponse au problème de généralisation, et les 
approches fondées sur des plongements lexicaux apportent une réponse au problème de 
variation de forme. De plus, à partir de représentations vectorielles de mention et 
d’étiquette (ou de concept), ces méthodes peuvent produire un score pour l’association 
mention/étiquette ou mention/concept. En pratique, elles prédisent un seul concept en 
choisissant celui qui donne le meilleur score. Néanmoins, le classement des concepts 
fourni par ces méthodes pourrait permettre une étape de prédiction plus complexe, en 
choisissant par exemple plusieurs concepts dans certains cas. La normalisation multiple 
reste néanmoins un problème peu exploré. 
 
Pour les méthodes par apprentissage et représentation sémantique, les deux voies pour 
réaliser tout le potentiel pour la normalisation, sont : 
- Soit une augmentation des données fournies pour une tâche, c’est-à-dire 
principalement de l’augmentation du nombre des données annotées et/ou de 
l’augmentation du nombre d’étiquettes pour chaque concept,  
- Soit de nouveaux progrès dans les méthodes même d’apprentissage pour des 
données étiquetées en quantité limitée (Ching et al., 2018). 
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4.1. Introduction 
 
Dans la section précédente, nous avons présenté le potentiel des méthodes fondées sur 
des plongements lexicaux et sur l’apprentissage supervisé. Néanmoins, rappelons que les 
tâches de normalisation en domaine spécialisé sont contraintes par le petit nombre 
d’exemples annotés manuellement par rapport au nombre de concepts considérés qui est 
souvent très important (au moins de plusieurs milliers). De plus, l’annotation manuelle 
demande un effort supplémentaire car il faut avoir recours à des experts du domaine. Or, 
les approches par apprentissage sont fortement dépendantes de la quantité et de la qualité 
des exemples annotés.  
 
L’approche développée durant cette thèse prend donc inspiration dans l’approche par 
apprentissage automatique supervisé fondée sur des espaces sémantiques et apporte une 
réponse au problème d’apprentissage avec peu ou pas d’exemples annotés. En particulier, 
nous avons fait les choix suivants : 
- Conserver l’utilisation des plongements lexicaux pour leurs propriétés 
sémantiques 
- Représenter chaque concept de l’ontologie directement par une représentation 
vectorielle plutôt que de représenter indépendamment leurs étiquettes de 
concepts. 
 
Son originalité vient de la “sémantisation” des représentations de concepts, au contraire 
des représentations 1-parmi-N : on représente un maximum d’informations contenues 
dans une ontologie par un espace sémantique, dans lequel deux concepts ayant un sens 
proche possèdent des vecteurs spatialement proches. Et pour cela, les connaissances 
externes utilisées sont celles contenues dans l’ontologie de référence.  
 
L’objectif est de donner une représentation vectorielle à l’ontologie en créant un espace 
sémantique de référence pour le domaine et plus particulièrement pour la tâche. (Mikolov 
et al., 2013c) ont montré que l’espace des plongements lexicaux possède des propriétés 
structurelles, et notre objectif est de construire un espace sémantique ontologique (ESO) 
possédant ce genre de propriétés. De plus, notre objectif est de créer un espace de 
référence plus proche de la structure de l’ontologie que les solutions proposées jusqu’ici. 
Cet espace devrait avoir l’avantage de ne pas présenter d'ambiguïté, c’est-à-dire de 
permettre de discriminer ce qu’il est nécessaire de différencier en fonction de la tâche. Les 
mentions d’entités à représenter dans cet espace, représentées par des vecteurs, devraient 
être situées spatialement à proximité de leurs concepts de rattachement.  
 
Nous avons vu que les méthodes de construction de plongements lexicaux sont justement 
capables de représenter des mots dans un espace sémantique où les mots avec un sens 
proche auront des représentations vectorielles à proximité. Des méthodes de composition 
de vecteurs de mots permettent également de transférer cette propriété à des 
représentations d’expressions multi-mots, formant ce que nous appellerons un espace 
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distributionnel des expressions (EDE). Comme les mentions d’un même concept 
désignent des entités avec un sens proche, l’EDE devrait être structuré en plusieurs 
regroupements de représentations de mentions désignées par un même concept.   
 
Néanmoins, la qualité d’un EDE pour représenter un domaine et une tâche particulière 
est dépendante de nombreux paramètres. Notamment, il faut faire le choix :  
- D’un corpus d’entraînement pour les méthodes de construction de plongements 
lexicaux, ainsi que les pré-traitements à appliquer sur celui-ci ; 
- De tous les hyper-paramètres de ces méthodes ; 
- Et d’une méthode de composition de représentations de mots. 
Notre hypothèse est que si l’EDE est structuré de façon à bien représenter le domaine, 
c’est-à-dire s’il y a une similarité structurelle globale entre l’EDE et l’ESO, alors il est 
possible de construire un alignement entre les deux espaces qui aura de bonnes propriétés 
prédictives.  
 
Nous avons développé la méthode CONTES (“CONcept-TErm System”) qui recherche cet 
alignement, par apprentissage supervisé, sous la forme d’une fonction de projection de 
l’EDE vers l’ESO. Cette méthode s’appuie sur l’utilisation de la méthode Word2Vec-
SkipGram (Mikolov et al., 2013a) pour construire un EDE, et sur la méthode Ancestry 
(introduite dans la section 0) pour calculer un ESO. Nous détaillerons les choix de 
paramètres et de ressources utilisées pour produire des EDE (voir section 0). Pour guider 
ces choix, nous avons évalué CONTES sur la tâche de normalisation d’habitat bactérien 
Bacteria Biotope (voir 2.5.4) et avons utilisé l’ontologie OntoBiotope. Les exemples 
annotés utilisés sont ceux du corpus d’entraînement. Les scores présentés ont 
principalement été obtenus sur le corpus de développement.  
 
La méthode CONTES initiale, intégrant les parties sur l’EDE et l’ESO, a été publiée dans 
les actes du workshop BioNLP en 2017, adossé à la conférence “Association for 
Computational Linguistics”. Elle a donné lieu à une présentation orale. Nous avons collaboré 
avec Robert Bossy sur les questions d’optimisation de l’implémentation de CONTES et 
de son intégration dans la plateforme AlvisNLP, ce qui nous a permis de mener à bien 
toutes les expérimentations de façon reproductible. 
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4.2. Méthode de représentation vectorielle de 
concepts d’une ontologie hiérarchique : 
Ancestry 
 
4.2.1. Introduction 
 
L’objectif de notre approche est la représentation des concepts d’une ontologie par des 
vecteurs d’un même espace vectoriel. Cet ensemble de vecteurs doit également intégrer 
une partie des informations contenues dans l’ontologie, dont les informations 
relationnelles reliant les concepts de l’ontologie. L’espace sémantique produit à partir 
d’une ontologie est appelé espace sémantique de l’ontologie (ESO) (voir Figure 21). Le 
graphe acyclique dirigé formé par la relation de subsumption (<is_a>) étant 
communément le seul graphe connexe contenu dans une ontologie, nous avons 
commencé prioritairement à l’exploiter. Notons que ce graphe est également toujours 
acyclique. Nous retenons comme critère la possibilité de reconstruction du graphe à partir 
de l'ensemble des vecteurs. Pour cela, nous pouvons par exemple nous appuyer sur des 
calculs de distances entre les vecteurs de concepts : les vecteurs les plus proches 
spatialement doivent représenter les concepts connectés entre eux dans le graphe. Des 
concepts connectés entre eux par des relations de subsomption partageant des similarités 
sémantiques (ex : <chien> <is_a> <mammifère>), cette propriété permet d’établir un 
score de similarité sémantique entre des concepts en calculant une distance spatiale ou un 
score entre les vecteurs associés. En conséquence, le choix d’une mesure de 
score/distance aura une influence sur les scores estimés. Un score fondée sur la similarité 
cosinus a été principalement utilisé dans nos expériences, car celui-ci est fréquemment 
une bonne solution pour mesurer des similarités sémantiques entre représentations 
vectorielles d’espaces distributionnels et/ou de grande dimension (Mikolov et al., 2013b; 
Pennington et al., 2014; Kamper et al., 2015).  
  
Même si la représentation des vecteurs de concept de type 1-parmi-N ne suffit 
naturellement pas à répondre à notre objectif d’intégration de l’information structurelle 
de l’ontologie, nous partons de ce modèle de représentation et essayons de l’améliorer 
pour qu’il se rapproche de notre objectif. En effet, les représentations 1-parmi-N de 
concepts représentent des concepts de façon indépendante, or, ils ne le sont pas par 
définition d’une ontologie. De plus, conserver une dimension distincte pour chaque classe 
nous permet de limiter l’impact des mentions normalisées par plusieurs concepts dans les 
exemples annotés. Soit 𝐶 = {𝑐𝑘}𝑘=1
𝑛 , l’ensemble des 𝑛 (𝑛 ∈ ℕ∗) concepts de l’ontologie 
tel que le concept 𝑐𝑘 est associé à la dimension 𝑘. Soit 𝑉 = {𝑣𝑐𝑘}𝑘=1
𝑛 , l’ensemble des 𝑛 
représentations vectorielles de ces concepts, tel que le vecteur 𝑣𝑐𝑘 représente le concept 
𝑐𝑘. Soit 𝑤𝑐𝑘
𝑖 , le i-ème composant du vecteur du concept 𝑐𝑘. Alors on peut représenter 
chaque vecteur de concept par la formule suivante : 
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𝑣𝑐𝑘 = (𝑤𝑐𝑘
1 , … , 𝑤𝑐𝑘
𝑛 ) 
 
Pour exploiter la relation de subsomption, les coefficients associés aux dimensions de 
concepts qui appartiennent aux mêmes lignées (c’est-à-dire tous les enfants jusqu’aux 
feuilles et tous les parents jusqu’à la racine) que celles du concept courant peuvent se voir 
attribuer une valeur non-nulle. Pour chaque composante d’un vecteur de concept défini 
en , on a donc : 
 
𝑤𝑐𝑘
𝑖 =
{
 
 
1
𝑎𝑐𝑘
𝑐𝑖
𝑎′𝑐𝑘
𝑐𝑖
0
𝑠𝑖 𝑖 = 𝑘
𝑠𝑖 𝑐𝑖 𝑒𝑠𝑡 𝑢𝑛 𝑎𝑛𝑐ê𝑡𝑟𝑒 𝑑𝑒 𝑐𝑘
 𝑠𝑖 𝑐𝑖 𝑒𝑠𝑡 𝑢𝑛 𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡 𝑑𝑒 𝑐𝑘
𝑠𝑖𝑛𝑜𝑛
 
 
Notre méthode Ancestry représente chaque vecteur de concept en ne prenant en compte 
que les concepts ancêtres dans les lignées du concept courant, mais pas les concepts de sa 
descendance. Pour cela, toutes les valeurs associées à des ancêtres du concept courant 
auront une valeur de 1, des premiers parents du concept courant jusqu’à la racine. 
 
 
 
En utilisant l’équation , on a donc : 
 
𝑎𝑐𝑘
𝑐𝑖 = {
1
0
𝑠𝑖 𝑐𝑖 𝑒𝑠𝑡 𝑢𝑛 𝑎𝑛𝑐ê𝑡𝑟𝑒 𝑑𝑒 𝑐𝑘
𝑠𝑖𝑛𝑜𝑛
 
 
𝑎′𝑐𝑘
𝑐𝑖 = 0 
 
 
Figure 21 : Schéma de la méthode de construction de représentations vectorielle de concepts Ancestry. La méthode utilise 
les concepts ainsi que la structure globale de l’ontologie (via ses relations de subsomption <IsA>) pour construire l’espace 
sémantique de l’ontologie (ESO).  
 
4.2.2. Étude du modèle 
 
On peut étudier ce modèle par un exemple d’ontologie minimaliste, comme celle 
représentée dans la Figure 22. Avec cette ontologie et les formules , ,  et 
, nous calculons les représentations vectorielles représentées dans la Figure 23. 
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Figure 22 : Exemple d’ontologie minimaliste 
 
Et grâce à ces représentations, nous pouvons calculer la similarité cosinus et la distance 
euclidienne entre vecteurs de concepts. Le Tableau 4 montre les mesures de similarité 
cosinus entre le concept C010 et les autres concepts de l’ontologie. On peut constater que 
le classement global des concepts ne change pas selon la mesure utilisée, bien qu’il y ait 
des différences au niveau des concepts à égale distance. Notamment, la distance 
euclidienne introduit beaucoup d’égalité, et ne permet donc pas de discriminer certains 
concepts. La Figure 24 montre une visualisation de l’ESO après une réduction de 
dimension par ACP, laquelle conserve les propriétés de similarité sémantique de l’espace 
non-réduit. 
 
 
Figure 23 : Représentations vectorielles des concepts de l’ontologie selon la méthode Ancestry 
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Concept Similarité cosinus Distance euclidienne 
C010 1,00 0,00 
C01000 0,87 1,00 
C01 0,82 1,00 
C01000 0,77 1,41 
C011 0,67 1,41 
C0 0,58 1,41 
C0110 0,58 1,73 
C00 0,41 1,73 
C000 0,33 2,00 
C0000 0,29 2,24 
 
Tableau 4 : Similarité cosinus et distance euclidienne entre le concept C010 et les autres concepts de l’ontologie (arrondie 
à deux chiffres après la virgule) 
 
En calculant les similarités cosinus entre chaque paire de vecteurs de concepts de 
l’ontologie, on peut alors représenter sa structure : en partant de n’importe quel vecteur, 
on peut déterminer ses concepts-fils (les plus similaires) et ses concepts-parents (les 
seconds plus similaires), et ainsi remonter jusqu’au concept-racine de l’ontologie, ce qui 
est une propriété que nous recherchons.  
 
Dans l’exemple de la Figure 25, l’ontologie présente un héritage et cette propriété de 
représentation persiste. Même si ces exemples n’ont pas valeur de preuve, ils illustrent 
comment le modèle Ancestry répond à nos objectifs. Les résultats de l’utilisation de ces 
représentations seront comparés à ceux de l’utilisation de représentations 1-Parmi-N (voir 
0 - Tableau 11). 
 
 
Figure 24 : Réduction de dimension par ACP (avec distance euclidienne) 
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Figure 25 : Exemple d'une ontologie contenant un héritage multiple (à gauche) et la réduction par ACP correspondante 
(à droite). 
 
4.2.3. Limites du modèle Ancestry 
 
Tout comme dans un modèle 1-Parmi-N (voir 3.3.2), la taille de chaque vecteur du modèle 
Ancestry est égale au nombre de concepts différents dans l’ontologie. Cette taille devient 
donc rapidement importante pour certaines ontologies comme le méta-thésaurus UMLS 
qui contient environ 5 millions de concepts. Avec des ontologies volumineuses, 
l’utilisation pratique des représentations de ce modèle devient difficile en terme de 
complexité algorithmique, puisque la complexité de l’espace évolue en O(n²).  
 
De plus, les représentations produites sont très creuses. En effet, le maximum de 
coefficients à 1 dans un vecteur est obtenu pour les concepts les plus profonds dans le 
graphe hiérarchique. Or, dans de nombreuses ontologies, la profondeur maximale reste 
relativement faible par rapport au nombre de concepts. Par exemple, dans l’ontologie 
OntoBiotope, la profondeur maximale est de 13 pour plus de 2320 concepts. Les 
représentations vectorielles sont donc toutes remplies à au moins 99,4% de valeurs nulles.  
 
L’héritage multiple peut altérer la qualité des représentations, même si la proximité spatiale 
entre vecteurs de concept ne semble pas devenir aberrante pour autant. La figure suivante 
montre en effet que des concepts-parents peuvent être à des distances différentes de leur 
concept-enfant, prévenant la possibilité de reconstruire le graphe initial à partir des seules 
informations de distances entre les vecteurs de concepts. Néanmoins sur l’exemple de la 
Figure 26, cela n’altère pas le classement des concepts et n’atteint donc pas les propriétés 
sémantiques de la représentation. 
 
4.2 Méthode de représentation vectorielle de concepts d’une ontologie hiérarchique : Ancestry 
 
86 
 
Similarité cosinus 
C011 – C0111 0,82 
C021 – C0111 0,71 
Distance euclidienne 
C011 – C0111 1,41 
C021 – C0111 1,73 
 
Figure 26 (à gauche) : Ontologie possédant des héritages multiples 
Tableau 5 (à droite) : Calculs de distance en le concept C0111 et ses deux concepts parents C011 et C021. La mesure 
de similarité entre un concept-enfant et ses deux concepts-parents est différentes. 
 
Enfin, avec la similarité cosinus, des concepts parents et enfants seront d’autant plus 
similaires qu’ils seront profonds dans l’arborescence. C’est également le cas pour des 
concepts-frères. Ces propriétés sont sémantiquement pertinentes : par exemple, il y a bien 
moins de similarité entre les mammifères et les oiseaux, qu’entre les chiens et les chats. 
Pour conséquence sur la prédiction de concepts pour la normalisation, on s’attend à ce 
que cela favorise des erreurs de prédiction d’un concept frère, parent ou fils au lieu du 
concept attendu. Parmi les différents cas de prédiction d’un concept autre que celui 
attendu, la détection d’un concept parent direct est d’ailleurs la moins pénalisante dans la 
tâche Bacteria Biotope 3. De plus, la prédiction d’un parent direct n'entraîne aucune erreur 
logique : une mention d’un concept est également une mention d’un concept parent.  
 
4.2.4. Rapprochement entre représentations de 
concepts fils et parents : Ancestry+ 
 
Pour essayer de favoriser des rapprochements entre concepts fils et parents, tout en 
conservant les propriétés sémantiques visées, nous avons développé la méthode 
Ancestry+. Dans le cas d’erreur de prédiction pour la tâche de normalisation, l’idée est de 
favoriser des prédictions de concepts parents du concept correct, plutôt que des 
prédictions des concepts frères ou fils. Autrement dit, nous cherchons à faciliter la 
prédiction de concepts plus généraux qu’un concept exact, ce qui reste logiquement vrai. 
Cette méthode vise donc à éloigner chaque vecteur de concept des vecteurs de ses 
descendants, et à l’inverse de le rapprocher des vecteurs de ses concepts parents. Si 𝑠𝑖𝑚 
est une mesure de similarité, alors la propriété globale suivante était donc recherchée : 
 
𝑠𝑖𝑚(<concept>, <enfant>) < 𝑠𝑖𝑚(<concept>, <parent>) 
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Figure 27 : Représentations Ancestry+ pour l’ontologie de la Figure 22. 
 
Pour cela, au lieu d’affecter la valeur associée au concept à 1, la méthode lui affecte la 
valeur égale à la distance du concept de la racine. Soit la fonction 𝑑𝑖𝑠𝑡 qui calcule une 
distance entre deux concepts 𝑐𝑖 et 𝑐𝑗 définie telle que : 
 
𝑑𝑖𝑠𝑡(𝑐𝑖, 𝑐𝑗) = 𝑝𝑙𝑢𝑠 𝑐𝑜𝑢𝑟𝑡 𝑐ℎ𝑒𝑚𝑖𝑛 𝑒𝑛𝑡𝑟𝑒 𝑐𝑖 𝑒𝑡 𝑐𝑗 
 
Notons qu’en particulier, nous avons : 
 
𝑑𝑖𝑠𝑡(𝑐𝑘, 𝑐𝑘)  = 0 𝑒𝑡 𝑑𝑖𝑠𝑡(𝑐𝑘, 𝑝𝑎𝑟𝑒𝑛𝑡 𝑑𝑖𝑟𝑒𝑐𝑡 𝑑𝑒 𝑐𝑘)  =  1 
 
Alors d’après la formule , on définit la méthode Ancestry+ par la formule suivante : 
 
𝑤𝑐𝑘
𝑖 {
𝑑𝑖𝑠𝑡(𝑐𝑘, racine)
1
0
𝑠𝑖 𝑖 = 𝑘
 𝑠𝑖 𝑐𝑖 𝑎𝑛𝑐ê𝑡𝑟𝑒 𝑑𝑒 𝑐𝑘
𝑠𝑖𝑛𝑜𝑛
 
 
En calculant des représentations pour ce modèle avec l’ontologie utilisée en Figure 22, on 
obtient les représentations de la Figure 27. On peut observer qu’il y a peu de différence 
avec les représentations construites par la méthode Ancestry (voir Figure 23). 
On peut observer que ce modèle, tout en répondant aux objectifs initiaux, répond à la 
propriété souhaitée. On peut néanmoins observer une diminution générale des valeurs 
des scores de similarité. Cela indique une dispersion importante de l’ensemble des 
concepts dans l’espace considéré.   
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 Similarité cosinus Distance euclidienne 
C0–C02 0,45 2,00 
C02–C021 0,23 3,16 
C021–C0211 0,15 4,47 
C0211–C02111 0,11 5,83 
C01–C02 0,20 2,83 
C021–C022 0,18 4,24 
 
Tableau 6 : Calculs de distance euclidienne et de similarité cosinus entre certains concepts de l’ontologie pour la 
représentation non-réduite. 
 
 
Figure 28 : Représentation de l’ESO après ACP pour le modèle Ancestry+ et appliqué sur l’ontologie de la Figure 22. 
  
4.2.5. Tentative de densification et de diminution du 
nombre de dimensions 
 
Les deux autres limites du modèle Ancestry mentionnées précédemment sont la taille 
importante des vecteurs produits et leur caractère très creux. Pour améliorer les 
représentations, une méthode de réduction de dimension peut être appliquée. Nous avons 
testé plusieurs analyses en composantes principales (ACP). Pour évaluer la qualité des 
espaces réduits, et les comparer à l’espace initial, nous avons évalué la méthode CONTES 
sur la tâche de normalisation Bacteria Biotope de BioNLP Shared Task, en utilisant des 
espaces ontologiques avec différentes réductions par ACP. Les différents résultats sont 
présentés dans la Figure 29. 
 
On observe qu’une réduction de dimension par ACP dégrade le score final de la tâche de 
normalisation. Néanmoins, cette dégradation reste relativement faible jusqu’à une taille de 
vecteur de dimension 600, soit aux alentours de 75% de taux de réduction. Nous avons 
émis trois hypothèses, non validées, quant à cette diminution de performance : 
- Il n’y a plus assez de dimensions pour permettre d’exprimer correctement 
l’information structurelle de l’ontologie 
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- Il faut un nombre de dimensions suffisant pour représenter les héritages multiples. 
À partir d’un certain seuil de réduction de dimension, ce nombre n’est plus 
suffisant et la représentation perd trop d’informations sur la structure initiale de 
l’ontologie. L’ontologie OntoBiotope contient environ 20% de concepts qui 
héritent d’au moins deux parents. Un taux de réduction de plus de 80% ne peut 
alors que détériorer l’espace ontologique initial. Ce taux se rapproche justement 
du taux de réduction observé à partir duquel les performances de la méthode 
CONTES chutent drastiquement.  
- L’ACP va optimiser la répartition des vecteurs de concepts dans l’espace 
disponible pour maximiser leur variance. Cette répartition pourrait éloigner les 
vecteurs les uns des autres par rapport à l’espace initial. En conséquence, leurs 
scores de similarité sémantique peuvent globalement diminuer de façon 
importante, et cela pourrait avoir un impact négatif sur les résultats de la méthode 
CONTES. 
 
 
Figure 29 : Influence d’une réduction de dimension de l’espace ontologique par ACP. L’axe des abscisses représente le 
nombre de dimension de l’ESO après réduction. La droite en tirets rouges représente le score de la méthode de référence. 
La droite en points verts représente le score de la méthode CONTES sans réduction de dimension de l’ESO 
(expérimentation effectuée avec quelques paramètres différents pour le calcul de l’EDE).  
 
En conséquence, nous avons conservé l’ESO construit avec la méthode Ancestry, non-
réduit, dans le reste de nos expérimentations.  
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4.3. Construction initiale de l’espace 
distributionnel des expressions  
 
4.3.1. Introduction 
 
La méthode CONTES se fonde sur des plongements lexicaux, qu’elle adapte au domaine 
et à la tâche pour estimer un score de normalisation. Selon les représentations choisies, et 
plus largement, selon le paramétrage des méthodes de construction de vecteurs choisies, 
la similarité structurelle entre les deux espaces sémantiques de mots du texte et de 
concepts de l’ontologie variera, et la performance de CONTES en sera affectée. Il y a 
donc des choix à faire pour garantir cette performance. L’étape de construction de l’EDE 
est présentée sur la Figure 30. 
 
 
Figure 30 : Schéma de la méthode de construction des espaces distributionnels des expressions utilisées par la méthode 
CONTES. Un corpus externe est choisi et pré-traité. Un calcul de plongement lexicaux est alors effectué avec certains 
paramètres pour obtenir des représentations de mots. A partir des mots des mentions (issues des exemples annotés ou 
d’exemples à normaliser), une méthode va construire des représentations denses et de faible dimension pour chaque 
mention. En fonction de l’origine des exemples, deux espaces distributionnels des expressions sont construits : celui 
d’entraînement à partir des exemples annotés, et celui de prédiction pour les exemples à annoter. 
Ces choix sont expliqués et justifiés dans les sections suivantes, et leur impact est 
directement évalué avec le score obtenu par la méthode CONTES sur la tâche de 
normalisation Bacteria Biotope, principalement sur le jeu de données de développement.   
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4.3.2. Choix de méthode et de corpus d’entraînement 
 
Selon (Muneeb et al., 2015) et (Chiu et al., 2016), le modèle de création de plongements 
lexicaux le plus performant dans le domaine biomédical serait Word2Vec avec 
l’architecture Skip-Gram. Dans le domaine général, (Levy et al., 2015) montre également 
que cette architecture représente un état de l’art sur plusieurs tâches d’évaluation 
extrinsèques. Pour le confirmer, nous avons comparé cette architecture et l’architecture 
CBOW de Word2Vec avec un corpus d’articles biologiques et pour la tâche de 
normalisation Bacteria Biotope (voir 4.3.3 - Figure 31). 
 
Pour éviter le problème de la représentation des mots hors-vocabulaire et pour favoriser 
l’apparition de chaque mot dans un contexte similaire (domaine et style de langue) à celui 
de la tâche Bacteria Biotope, nous avons choisi un corpus d’entraînement de Word2Vec 
composé de titres et résumés d’articles scientifiques du domaine biologique. La base de 
données bibliographique MEDLINE15 donne accès à des millions de documents 
répondant à cet objectif. Pour s’approcher au mieux du domaine de la tâche Bacteria 
Biotope, plus de deux millions de documents ont été sélectionnés grâce aux termes MeSH 
de leurs index tels que “bacteria”. D’autres études ont montré que l’utilisation de textes 
composés uniquement de titres et de résumés, plutôt que d’articles complets, améliore les 
résultats sur des tâches d’évaluations intrinsèques et extrinsèques de représentations 
distributionnelles (Chiu et al., 2016). Dans notre expérience, tous les caractères majuscules 
du corpus ont été mis en minuscules. L’objectif est de ne pas différencier certains mots 
sur cet aspect (comme le fait qu’ils soient en début de phrase ou non) et de limiter le 
nombre de mots possibles. Le Tableau 7 indique quelques caractéristiques de notre corpus 
d’entraînement des méthodes Word2Vec 
 
Nombre de documents 2 333 943 
Nombre de phrases  16 384 331 
Nombre de mots 412 240 083 
Nombres de mots (mots-outils exclus) 244 856 229 
Vocabulaire (forme de surface des mots en minuscule) 1 565 740 
 
Tableau 7 : Pour le filtrage des mots-outils, les mots suivants ont été enlevés du corpus (pour l’anglais) : les 
déterminants, les prépositions, les conjonctions, le mot “to”, les caractères ‘:’, ‘(‘ et ‘)’. Les catégories grammaticales ont 
été détectées par l’outils TreeTagger (Schmid, 1999). Pour la segmentation en phrase, l’outil SegMig16 a été utilisé. Pour 
la segmentation en mots, l’outil WosMig17 a été utilisé. 
 
                                                 
15 https://www.nlm.nih.gov/bsd/medline.html  
16 https://bibliome.github.io/alvisnlp/reference/module/SeSMig  
17 https://bibliome.github.io/alvisnlp/reference/module/WoSMig  
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4.3.3. Choix des hyper-paramètres de Word2Vec et de 
prétraitements  
 
La méthode Word2Vec possède de nombreux paramètres pouvant prendre des valeurs 
variables. Pour choisir certains paramètres à tester, et fixer les autres, nous nous sommes 
inspirés de (Chiu et al., 2016), qui montre que plusieurs paramètres n’ont pas vraiment 
d’influence tant qu’ils restent dans un certain intervalle. Nous avons notamment fixé les 
paramètres indiqués dans le Tableau 8 dans toutes nos expériences. 
 
Paramètres Valeurs 
Taille de l’échantillonnage négatif 5 
Sous-échantillonnage 0,001 
Pas d’apprentissage 0,025 
Nombre minimum d'occurrences 0 
 
Tableau 8 : Paramètres par défaut conservés dans nos expérimentations 
 
Notamment, le nombre minimum d'occurrences qu’un mot doit avoir pour être pris en 
compte a été mis à 0. En effet, ce paramètre n’a apparemment qu’un impact limité, mais 
permet de conserver des mots de faible fréquence d'apparition, potentiellement d’intérêt. 
Cela permet donc de limiter également l’impact du problème des mots hors-vocabulaire. 
L’inconvénient principal est que cela augmente la taille du vocabulaire, ce qui rend la 
manipulation des données plus difficile et augmente les temps de calcul. Pour utiliser 
Word2Vec sur d’autres corpus d’entraînement plus volumineux, d’autres 
expérimentations devraient être conduites afin d’observer l’impact de ce paramètre. 
Selon ces mêmes travaux, les paramètres les plus importants semblaient être la taille de la 
fenêtre contextuelle utilisée et la taille des vecteurs finaux. Les autres paramètres possibles, 
peu influents, ont été laissés à leur valeur par défaut. Nous avons également voulu 
observer l’impact de prétraitements du corpus :  
- Avec ou sans filtrage des mots-outils (ou mots-vides) : certains mots ne sont pas 
vraiment significatifs, c’est-à-dire ne portent pas un sens important (au moins vis-
à-vis de la tâche), tels que les déterminants. Pour tenter d’améliorer les mots 
contenus dans les fenêtres contextuelles utilisées, nous avons donc testé de filtrer 
ces mots dans le corpus d’entraînement. Les mots suivants ont été enlevés du 
corpus (pour l’anglais) : les déterminants, les prépositions, les conjonctions, le mot 
“to”, les caractères ‘:’, ‘(‘ et ‘)’. Les catégories grammaticales ont été détectées par 
l’outils TreeTagger (Schmid, 1999). 
- Forme de surface, lemmatisation ou racinisation : le nombre de mots dans le 
vocabulaire est important, de l’ordre de plusieurs millions (nous n’avons enlevé 
aucun mot rare). Ce nombre rend les calculs plus longs et la manipulation des 
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fichiers plus difficile. Une réduction de la taille du vocabulaire a donc une première 
utilité. De plus, des mots porteurs d’un sens très proche sont traités différemment 
dans les contextes utilisés. Représenter différentes variations par un même 
représentant peut donc permettre d’enrichir les contextes. Remplacer les mots 
représentés par leur forme de surface par leur lemme ou leur racine pourrait 
répondre à ces deux enjeux. 
- Masquage de certains types d’entités, générales (les nombres) ou spécifiques au 
domaine (microorganismes et mots-clés permettant de décrire qu’une bactérie vit 
dans un habitat) : de manière similaire à l’application d’une lemmatisation ou 
racinisation, normaliser directement certains mots ou expressions pourrait 
enrichir les contextes. Des normalisations spécifiques à au domaine pourraient 
notamment permettre d’améliorer la représentation des termes du domaine.   
 
De manière générale, ces prétraitements permettent de diminuer le vocabulaire du corpus 
tout en limitant la perte d’information, ce qui facilite la manipulation du corpus 
d’entraînement et diminue les temps de calculs. De plus, ils permettent d’enrichir les 
contextes utilisés. Les mots-outils ne portent a priori que peu d’informations utiles pour 
caractériser un habitat bactérien, et les supprimer permet d’utiliser des mots qui n’auraient 
pas été pris en compte sans cela pour une même taille de fenêtre contextuelle. Les deux 
autres pré-normalisations permettent aussi d’avoir moins de formes dans le vocabulaire, 
mais surtout d’augmenter le nombre de leurs occurrences dans chaque contexte. 
 
La méthode Word2Vec est une méthode neuronale qui commence par initialiser une 
matrice pseudo-aléatoire. Dans ce genre de cas, sur des évaluations extrinsèques 
notamment, on observe des variations importantes des scores en fonction de 
l’initialisation (Reimers and Gurevych, 2017). En effet, selon la matrice initiale, les 
résultats globaux sur la tâche de normalisation Bateria Biotope varient, et il est donc 
important de prendre cette variation en considération. Nous avons donc testé plusieurs 
jeux de paramètres avec différentes initialisations aléatoires. En faisant varier seulement 
la taille de la fenêtre contextuelle, le nombre d’itérations et le filtrage des mots-outils sur 
le corpus brut, nous avons obtenu un écart-type minimum de 0.56% pour un jeu de 
paramètre fixé et notamment pour une fenêtre de taille 5. Le nombre d’itérations ne 
semble pas avoir d’impact significatif. Une valeur maximale d’écart-type de 0.011 a été 
obtenue pour une fenêtre de taille 2 et un filtrage des mots-outils. En conséquence, si un 
score obtenu pour un jeu de paramètres est 0.03 points au-dessus de celui obtenu pour 
un autre jeu, il est inutile de démontrer la supériorité significative du premier jeu sur le 
second. 
 
Le Tableau 9 présente les résultats de l’ensemble des expérimentations effectuées. Deux 
paramètres ont un impact important sur la performance de la normalisation : l’utilisation 
de la racine à la place de la forme de surface des mots, et le filtrage des mots-outils avant 
d’entraîner Word2Vec. L’utilisation de la racine dégrade systématiquement les résultats 
(en moyenne 3 points de moins). L’utilisation des formes de surface ou des lemmes n’a 
pas permis de distinguer une nette différence de performance. A l’inverse, le filtrage des 
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mots-outils semble augmenter significativement les résultats, à l’inverse de certains 
travaux sur la classification en domaine biomédical  (Agarwal and Yu, 2009). 
 
Filtrage mots-outils Forme utilisée Précision moyenne 
oui forme de surface 0,60 
oui lemme 0,59 
non forme de surface 0,58 
non lemme 0,58 
oui racine 0,57 
non racine 0,57 
 
Tableau 9 : Impact de l’utilisation des formes de surfaces des mots comparée à l’utilisation de leur lemme ou de leur 
racine. Chaque expérience est déclinée en version avec filtrage des mots-outils ou non. Ces expériences sont réalisées pour 
une taille de vecteur de 200 et une fenêtre de taille 2.  
 
 
Figure 31 : Comparaison entre les architectures CBOW et Skip-Gram de Word2Vec en fonction de la taille des 
vecteurs (sur corpus non-filtré, taille fenêtre 2). 
 
La valeur par défaut de la taille des représentations est de 100, et les valeurs conseillées 
sont souvent entre 100 et 300. Celle de 200 est la meilleure pour la représentation 
d’expressions biomédicales dans les travaux de (Muneeb et al., 2015), et cela quelle que 
soit la méthode testée (CBOW, Skip-Gram ou GloVe) ou l’évaluation, intrinsèque ou 
extrinsèque. Dans les travaux de (Chiu et al., 2016), quelle que soit la taille du corpus 
utilisé, une valeur de 200 est toujours celle qui obtient les meilleurs résultats, avec un écart 
vraisemblablement peu significatif néanmoins. Dans nos expérimentations, une valeur de 
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200 semble être une dimension adaptée à la tâche aussi bien pour l’architecture Skip-Gram 
que l’architecture CBOW (voir Figure 31). Néanmoins, l’architecture Skip-Gram a produit 
des résultats globalement meilleurs pour notre tâche de normalisation, et en particulier 
pour la valeur optimale de 200. 
Comme observé dans certains travaux, la taille de la fenêtre contextuelle n’a pas d’impact 
réellement significatif dans le cas d’évaluation extrinsèque (voir Tableau 10). Une légère 
amélioration est obtenue avec une taille de fenêtre de 12 mots pour le corpus filtré de ses 
mots-outils (0,64 au lieu de 0,62), mais la confirmation de l’amélioration nécessitera une 
étude statistique plus approfondie de la variabilité des résultats. L’absence d’influence de 
la taille de la fenêtre s’observe également pour un corpus dont les mots-outils n’ont pas 
été filtrés. Néanmoins, dans ce cas, la taille de 12 mots n’est plus significativement la 
meilleure (0,60 au lieu de 0,61 avec une fenêtre de 2 ou 3 mots).  
 
Taille fenêtre Score (corpus filtré) Score (corpus non-filtré) 
1 0,62 0,59 
2 0,60 0,61 
3 0,61 0,61 
5 0,60 0,60 
8 0,61 0,59 
12 0,64 0,60 
20 0,62 0,60 
 
Tableau 10 : Test de l’influence de la taille de la fenêtre contextuelle sur les résultats de la tâche de normalisation de 
Bacteria Biotope, pour une taille de vecteur de 200 et un corpus filtré de ses mots-outils. 
 
En conséquence, une petite taille de fenêtre de 2 mots a été retenue pour la plupart des 
expérimentations, notamment pour diminuer les temps de calcul. Aucun effet significatif 
des pré-normalisations (des nombres, des microorganismes et des mots-clés permettant 
de décrire qu’une bactérie vit dans un habitat), positif ou négatif, n’a pu être observé 
expérimentalement. Le nombre des modifications apportées au corpus n’est peut-être 
simplement pas assez important pour avoir un effet notable sur le calcul distributionnel. 
 
4.3.4. Construction de plongements lexicaux pour des 
expressions multi-mots 
 
Après avoir produit des représentations vectorielles pour chacun des mots du corpus (voir 
section précédente), il est nécessaire de passer par une étape de production de 
représentations vectorielles d’expressions multimots, qui sont des mentions à normaliser 
des corpus d’entraînement et d’évaluation pour la tâche. Pour cela, la première étape est 
de segmenter ces expressions en différents mots. Ensuite, chaque mot composant une 
expression et possédant une représentation vectorielle va être utilisé pour calculer une 
représentation de cette expression.  
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L’objectif est de représenter les expressions par des vecteurs denses et de faible 
dimension, tout comme les plongements lexicaux. De plus, ces vecteurs sont à représenter 
dans le même espace vectoriel que ceux des plongements, notamment pour permettre 
l’étude de leur localisation par rapport à l’ensemble des mots initialement représentés. 
 
La méthode de compositionnalité de la moyenne (voir formule ) a été choisie. Si une 
expression est composée de mots qui n’ont pas de représentation vectorielle, ce qui est le 
cas des mots hors-vocabulaire, alors ceux-ci ne sont pas pris en compte et la moyenne est 
faite avec le reste des mots qui la compose. 
 
4.4. Bilan 
 
Nous venons de présenter les méthodes utilisées par la méthode CONTES pour 
construire : 
- Des représentations de mentions denses et de faible dimension dans un espace 
distributionnel des expressions (EDE), 
- Des représentations creuses de concepts dans un espace sémantique de l’ontologie 
(ESO). 
 
L’objectif principal visé était de construire un EDE avec de fortes similarités structurelles 
avec l’ESO. Rappelons que notre hypothèse est qu’une similarité structurelle globale entre 
les deux espaces permettrait de concevoir un alignement des vecteurs sémantiquement 
interprétable. Pour estimer la qualité de cette similarité, nous avons directement évalué 
notre méthode sur la tâche de normalisation Bacteria Biotope. Nous avons identifié les 
paramètres de la méthode qui produisent les meilleurs scores pour la tâche. 
 
Notamment pour l’EDE, nous avons déterminé une influence significativement positive 
de la conservation des formes de surface des mots du vocabulaire et d’une dimension des 
vecteurs égale à 200. Pour l’ESO, nous avons pu constater qu’une réduction de dimension 
par ACP dégrade rapidement les performances de la méthode. Nous avons donc choisi 
de conserver l’ESO non-réduit. Pour une utilisation de la méthode CONTES avec une 
ontologie de l’ordre de 2000 concepts, cela ne soulève pas de difficultés. Néanmoins, la 
méthode pourrait en rencontrer si elle utilisait une ontologie d’un ordre de grandeur plus 
élevé.  
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5.1. Introduction 
 
La méthode CONTES (“CONcept-TErm System”) est fondée sur la projection d’un espace 
distributionnel des expressions (EDE) dans un espace de référence pour une tâche précise 
de normalisation fondée sur une ontologie, l’espace sémantique de l’ontologie (ESO). La 
similarité structurelle entre les deux espaces dont nous faisons l’hypothèse, nous permet 
de rechercher une projection linéaire. L’objectif de l’approche est d’exploiter cette 
similarité globale entre les deux espaces pour compenser la faible quantité de données 
d’entraînement. 
 
Pour déterminer une projection linéaire pertinente, notre méthode visera à apprendre à 
projeter toutes les représentations de mentions au plus près des représentations des 
concepts qui leur sont associés (voir Figure 32). En conséquence, nous avons opté pour 
une régression linéaire multivariée qui est entraînée sur des exemples annotés.  
 
Une fois la fonction de projection linéaire déterminée à partir des exemples annotés, nous 
pouvons l’appliquer aux représentations des mentions non-annotées d’un EDE. Dans 
l’ESO, CONTES recherche alors le concept le plus similaire pour chaque mention. Pour 
cela, un score de similarité est calculé entre chaque mention et chaque concept. Pour 
chaque mention, le concept prédit est alors celui qui obtient le score le plus élevé (voir 
Figure 33). 
 
Ce chapitre présente plus en détail la méthode CONTES, ainsi que les résultats obtenus 
sur la tâche de normalisation Bacteria Biotope, puis nous énumérerons plusieurs 
limitations auxquelles nous répondons par plusieurs méthodes alternatives à CONTES 
présentées ici. L’une des méthodes présentées, HONOR (“Hierarchical Ontological 
Normalization”), a été publiée dans les actes de la conférence LREC (“The International 
Conference on Language Resources and Evaluation”). Elle a donné lieu à une 
présentation orale. Une partie de ces travaux a été réalisée en collaboration avec Louise 
Deléger (MaIAGE, INRA), qui a effectué les analyses avec l’outil ToMap afin de les 
combiner à la méthode CONTES (pour la mise en place de la méthode HONOR, 
notamment). Nous avons également collaboré avec Robert Bossy pour mettre en œuvre 
les expérimentations que j’ai conçues pour déterminer l’impact de différentes 
configurations, hyperparamètres et prétraitements du corpus d’apprentissage. Nous avons 
bénéficié des importants moyens de calcul et de stockage de la plateforme Migale18. 
 
                                                 
18 http://migale.jouy.inra.fr/  
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Figure 32 : Schéma de l’étape d’entraînement de la méthode CONTES.  
 
 
Figure 33 : Schéma de l’étape de prédiction de la méthode CONTES. Après la projection des représentations de 
mentions dans l’ESO, un score est calculé entre chaque association de mentions et de concepts par une mesure de 
similarité cosinus. Pour chaque mention, le concept qui a obtenu le score le plus élevé est celui prédit par la méthode. 
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5.2. Apprentissage d’une projection conservant 
la structure de l’espace source et 
normalisation 
 
5.2.1. Introduction 
 
Le chapitre précédent a détaillé les méthodes de construction des deux espaces 
sémantiques d’intérêt pour la méthode CONTES, à savoir : 
- L’espace distributionnel des expressions (EDE) : espace sémantique contenant 
des plongements lexicaux pour tous les mots du corpus d’entraînement et pour 
toutes les mentions d’entités considérées. 
- L’espace sémantique ontologique (ESO) : espace sémantique contenant les 
représentations vectorielles des concepts de l’ontologie et portant l’information 
hiérarchique de l’ontologie. 
 
Notre objectif est à présent de construire une projection dans l’ESO des vecteurs de 
mentions issus d’un jeu de données d’entraînement. Pour cela, nous voulons apprendre 
une fonction telle que l’ensemble des vecteurs de mentions projetés se retrouvent à 
proximité des vecteurs de leur concept associé. Cette fonction doit ensuite permettre de 
projeter les représentations de n’importe quelle mention à proximité du concept à prédire. 
Enfin, une fonction de score est utilisée pour classer l’ensemble des couples 
mention/concept. Les résultats de la méthode CONTES sont présentés et comparés aux 
autres méthodes évaluées sur la tâche de normalisation Bacteria Biotope. Ils sont publiés 
dans (Ferré et al., 2017; Ferré et al., 2018). 
 
5.2.2. Détermination d’une projection linéaire entre 
espaces sémantiques 
 
Nous souhaitons apprendre une fonction de projection telle que l’ensemble des vecteurs 
de mentions projetés soient à proximité des vecteurs de leur concept associé. Pour cela, 
nous avons retenu une fonction linéaire. L’intérêt principal étant que les fonctions 
linéaires de ℝ𝑛 (𝑛 ∈ ℕ∗) dans ℝ𝑚 (𝑚 ∈ ℕ∗) peuvent facilement être décrites par une 
matrice 𝛩 ∈ ℳ𝑚,𝑛(ℝ). C’est donc une transformation relativement simple, qui tendra à 
conserver certaines similarités structurelles entre l’ensemble des vecteurs initiaux et celui 
des vecteurs projetés (c’est-à-dire des combinaisons de translations, rotations, 
homothéties, réduction linéaire de dimension, etc.). Si l’espace distributionnel des 
expressions (EDE) est représenté par ℝ𝑛 et si l’espace sémantique ontologique (ESO) est 
représenté par ℝ𝑚, alors cette fonction  𝑓𝛩 est définie telle que : 
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 𝑓𝛩:
ℝ𝑛
x
 
→
⟼
 
ℝ𝑚
 𝑓𝛩(𝑥) = 𝛩. 𝑥
 
 
On cherche alors à déterminer la fonction permettant de minimiser la dissimilarité entre 
projetés de vecteurs de mentions et vecteurs de concepts associés. Cela revient à un 
problème de régression : nous essayons de déterminer la fonction  𝑓𝛩 qui pour des 
représentations de mentions prédira globalement le mieux les représentations de concepts 
associés. Ce type de problème est un problème de régression linéaire multivariée (“multi-
variate regression”) (Borchani et al., 2015). On trouve également les termes anglais de “multi-
target regression” ou “multi-response regression”. Ce type de régression permet en effet de 
prédire plusieurs variables continues en fonction de plusieurs variables continues 
explicatives.  
 
Ce problème peut se résoudre en le décomposant pour chaque dimension de l’ESO par 
la méthode de la cible unique (Spyromitros-Xioufis et al., 2012). On obtient alors 𝑚 
problèmes de régression linéaire multiple, c’est-à-dire des problèmes de régression où l’on 
cherche à prédire une variable réelle à partir de plusieurs variables réelles explicatives.  
 
Soit 𝑋 = {𝑥1, . . . , 𝑥𝑁}, un ensemble de 𝑁 représentations vectorielles sémantiques de 
mentions d’entités telle que ∀𝑖 ∈ ⟦1, 𝑁⟧, 𝑥𝑖 ∈ ℝ
𝑛 (𝑛 ∈ ℕ∗). Soit 𝑌 = {𝑦1, . . . , 𝑦𝑁}, un 
ensemble de 𝑁 représentations vectorielles sémantiques de concepts d’une ontologie telle 
que ∀𝑖 ∈ ⟦1,𝑁⟧, 𝑦𝑖 = (𝑦1
𝑖 , . . . , 𝑦𝑚
𝑖 ) ∈ ℝ𝑚 (𝑚 ∈ ℕ∗). Soit 𝐴 = {(𝑥1, 𝑦1), . . . , (𝑥𝑁, 𝑦𝑁)}, 
l’ensemble des couples de représentations de mentions et de concepts représentant les 
exemples annotés pour l’entraînement de la méthode. Alors on peut créer 𝑚 jeux de 
données d’entraînement 𝐴𝑞 = {(𝑥1, 𝑦𝑞
1), . . . , (𝑥𝑁, 𝑦𝑞
𝑁)} (pour 𝑞 ∈ ⟦1,𝑚⟧). Nous 
cherchons à déterminer pour chacun de ces 𝑚 jeux de données, un paramètre 𝜃 ∈ ℝ𝑛 
optimal pour la fonction 𝑔𝜃 définie telle que : 
 
𝑔𝜃:
ℝ𝑛
x
 
→
⟼
 
ℝ
 𝑔𝜃(𝑥) = 𝜃
⊤. 𝑥
 
 
Pour résoudre chacun de ces problèmes de régressions, nous avons utilisé la méthode des 
moindres carrés ordinaire (MCO). La méthode MCO cherche à minimiser la fonction 
objectif 𝐿𝑞 définie telle que :  
 
𝐿𝑞: ℝ
𝑛 → ℝ 
𝜃 ⟼ 𝐿𝑞(𝜃) =∑|𝑦𝑞
𝑖 − 𝑔𝜃(𝑥𝑖)|
2
𝑁
𝑖=1
 
 
 
On cherche donc les 𝑚 vecteurs 𝜃𝑞 = 𝑎𝑟𝑔𝑚𝑖𝑛𝜃(𝐿𝑞(𝜃)) qui permettront de produire les 
𝑚 lignes de la matrice optimale 𝛩𝑓 du problème de régression linéaire multivariée. Or, 
pour chaque jeu de données d’entraînement 𝐴𝑞, la fonction objectif 𝐿𝑞 possède un 
minimum unique calculable analytiquement. La fonction  𝑓𝛩𝑓 (voir ) obtenue permet 
5.2 Apprentissage d’une projection conservant la structure de l’espace source et normalisation 
 
103 
alors de calculer la projection de n’importe quel vecteur d’expression de l’espace 
distributionnel dans l'espace des concepts. 
 
Pour effectuer ces calculs, nous utilisons la fonction “LinearRegression”19 de la librairie 
Scikit-learn20. 
 
Une projection inverse pourrait tout aussi bien être recherchée pour répondre à la tâche 
de normalisation (ESO vers EDE). Cette variante n’a pas été testée expérimentalement, 
car dans l’EDE, des vecteurs de mentions d’un même concept peuvent être très dispersés. 
Il nous semble donc moins évident d’interpréter le résultat d’une telle projection. De plus, 
notre objectif est de produire des représentations distributionnelles améliorées par des 
connaissances externes, ce qui ne peut être réalisé qu’en projetant les vecteurs à modifier 
dans l’espace construit à partir de ces connaissances.  
 
5.2.3. Effets de la régression linéaire sur la projection 
 
Une similarité structurelle entre l’espace distributionnel et l’espace ontologique est 
attendue. Néanmoins, des “défauts” sont possibles dans l’espace distributionnel. L’impact 
de ces défauts sur la qualité de la projection peut être étudié visuellement avec des espaces 
en deux dimensions. Nous avons construit plusieurs vecteurs fictifs d’expressions et de 
concepts pour représenter plusieurs cas afin d’illustrer des cas réels. Quelques 
expérimentations sont présentées en Figure 34, Figure 35 et Figure 36. 
 
Notamment, le cas de la Figure 34 montre que si des vecteurs de mention d’un même 
concept sont fortement dispersés, alors cela a un impact global sur la qualité de la 
projection linéaire. Si ce phénomène est fréquent, alors la projection linéaire obtenue sur 
les données d’entraînement risque donc d’être fortement impactée. Néanmoins, nous 
supposons que les représentations distributionnelles que nous avons produites tendent à 
limiter ce phénomène. 
 
                                                 
19 https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LinearRegression.html  
20 https://scikit-learn.org/stable/index.html  
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Figure 34 : La représentation de l’EDE n’est pas pertinente : deux points appartenant à la même catégorie sémantique 
sont séparés par d’autres points appartenant à d’autres catégories. La régression linéaire ne réussit pas à déterminer une 
projection pertinente. 
 
 
Figure 35 : La représentation de l’EDE est contestable : c2 est plus proche de a que de b ou c1 (qui appartiennent 
pourtant à des catégories sémantiques plus proches). Néanmoins, tous les points appartenant à une même catégorie, et 
uniquement eux, peuvent facilement être contenus dans une même forme convexe. La régression linéaire réussit à déterminer 
une projection pertinente. 
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Figure 36 : La représentation de l’EDE est relativement pertinente (même si a est plus proche de c2 en distance 
euclidienne que de b). La régression linéaire réussit à déterminer une projection pertinente. 
 
5.2.4. Prédiction de normalisation par calcul de 
distance 
 
La fonction de projection apprise par entraînement peut être ensuite appliquée à 
n’importe quel vecteur de l’espace sémantique des expressions. Notamment, en calculant 
une représentation vectorielle pour chaque mention d’intérêt d’un nouveau corpus, on 
peut alors calculer sa projection dans l’espace ontologique. Pour prédire un concept pour 
normaliser une mention, la méthode retient celui dont le vecteur est le plus proche du 
projeté en terme de distance. Pour cela, nous avons retenu la distance cosinus, qui 
expérimentalement a produit de meilleurs résultats que ceux obtenus avec une distance 
euclidienne.  
 
Nous pouvons donc définir notre fonction de score telle que : 
 
𝑠𝑐𝑜𝑟𝑒𝐴,𝑏: 
ℝ|𝑇| × ℝ|𝛺| → ℝ 
(𝑥, 𝑦) ⟼ 𝑠𝑐𝑜𝑟𝑒𝐴,𝑏(𝑥, 𝑦) =
  𝑓𝐴,𝑏(𝑥)
⊤. 𝑦
||𝑓𝐴,𝑏(𝑥)|| . ||𝑦||
 
 
 
Avec cette méthode de prédiction, la méthode CONTES initiale a obtenu des résultats 
encourageants proches de ceux de l’état de l’art en 2017 sur la tâche de normalisation 
d’habitat bactérien Bacteria Biotope (voir Tableau 11). Les représentations de concepts 
construits à partir de la méthode Ancestry produisent une amélioration significative du 
score par rapport à l’utilisation de représentations 1-Parmi-N (+7 points). L’approche a 
permis le développement d’une autre méthode, HONOR (‘Hierarchical Ontological 
5.3 Expérimentations avec différentes sources d’exemples 
 
106 
Normalization’), qui représente aujourd’hui l’état de l’art sur ce même jeu de données (Ferré 
et al., 2018). 
 
En se fondant sur l’approche de la méthode CONTES, nous avons développé d’autres 
méthodes par la suite qui sont décrites dans la section suivante. 
 
Méthode Score 
HONOR 0,74 
ToMap (avec règles spécifiques au domaine) 0,66 
Turku (Mehryary et al., 2017)  0,63 
ToMap  0,62 
BOUN (Tiftikci et al., 2016) 0,62 
CONTES 0,61 
Baseline 0,54 
1-Parmi-N/CONTES 0,54 
(Grouin, 2016) 0,44 
 
Tableau 11 : Résultats de la méthode CONTES sur Bacteria Biotope pour une taille des vecteurs de mentions de 200. 
La méthode 1-Parmi-N/CONTES est l’utilisation de représentations 1-Parmi-N à la place des représentations 
construites par la méthode Ancestry (pour les mêmes paramètres de l’EDE que pour CONTES). 
 
5.3. Expérimentations avec différentes sources 
d’exemples 
 
5.3.1. Introduction 
 
La méthode CONTES a été présentée dans les chapitres précédents. Nous avons 
développé d’autres méthodes complémentaires s’appuyant sur elle pour répondre à 
certaines limitations. Deux principales limitations ont été identifiées : 
- Dépendance à des exemples annotés (même peu nombreux) : la méthode 
CONTES est une méthode par apprentissage, elle requiert donc des exemples 
annotés. Dans des domaines de spécialité, produire ces exemples reste toujours 
un effort important. 
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- Non-utilisation des étiquettes de concepts : La méthode CONTES n’utilise pas 
les étiquettes des concepts de l’ontologie de référence, mais seulement la structure 
de son graphe de connaissances. Or, ces étiquettes forment une information 
précieuse, utilisée comme principale source d’information dans de nombreuses 
autres méthodes de normalisation d’entités (Aronson and Lang, 2010; Golik et al., 
2011).  
 
Pour répondre à ces limitations, trois approches principales ont été étudiées : 
- Approche par apprentissage faible : l’utilisation d’exemples annotés de plus faible 
qualité pour l’entraînement d’une méthode par apprentissage. Les méthodes 
suivantes ont été développées : 
- WSOT-CONTES (“Weak Supervised on Ontology Tag CONcept-TErm 
System”) : Utilisation des étiquettes des concepts de l’ontologie comme 
mentions possibles de concepts. 
- WSEP-CONTES (“Weak Supervised on External Predictions CONcept-TErm 
System”) : Utilisation des prédictions produites par une autre méthode, 
ToMap (Golik et al., 2011), sur un corpus non-annoté. 
- Full-CONTES (“Supervised and Weak Supervised on Ontology Tag CONcept-
TErm System”) : La combinaison de CONTES et de WSOT-CONTES, 
c’est-à-dire l’utilisation à la fois d’exemples annotés manuellement et des 
étiquettes de concepts de l’ontologie. 
- Approche mixte par intégration d’une méthode fondée sur l’étude de similarité de 
forme. La méthode HONOR  (“Hierarchical Ontological Normalization”) a été 
développée en intégrant la méthode ToMap à CONTES. 
- Approche intégrant les deux approches précédentes, c’est-à-dire de 
l’apprentissage faiblement supervisé et l’intégration d’une méthode fondée sur 
l’étude de similarité de forme. La méthode WSEP-HONOR (‘Weak Supervised on 
External Predictions Hierarchical Ontological Normalization’) a été développée, qui est 
une version de la méthode HONOR en supervision faible grâce à l’utilisation des 
prédictions de la méthode ToMap, sur un corpus non-annoté. 
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5.3.2. Paramètres expérimentaux 
 
Tous les résultats de cette section ont été obtenus avec les mêmes paramètres pour 
permettre leur comparaison. Notamment, pour l’entraînement de Word2Vec, les 
paramètres sont : 
 
Paramètres Valeur 
architecture skip-gram 
alpha 0,05 
min-count 0 
negative 5 
sample 0,001 
size 200 
window 2 
 
Tableau 12 : Paramètres sélectionnés pour les évaluations comparatives de ce 
chapitre 
 
De plus, un filtrage des mots-outils a été systématiquement appliqué.  
 
5.3.3. Approche mixte par intégration d’une méthode 
fondée sur l’étude de similarité de forme : 
HONOR 
 
Les deux versions de ToMap (Golik et al., 2011) seules obtiennent déjà des scores 
importants sur la tâche de normalisation de Bacteria Biotope, relativement aux autres 
méthodes évaluées (voir Tableau 2), mais ToMap ne réussit à proposer une prédiction de 
normalisation que pour environ la moitié des mentions d’habitat bactérien, quel que soit 
le jeu de données de la tâche Bacteria Biotope testé. Pour les autres mentions, pour 
lesquelles la méthode ne réussit pas à prédire directement un concept par similarité de 
forme, le concept racine est choisi. Cela est principalement dû à des variations importantes 
de formes entre mentions et étiquettes. A l’opposé, les approches distributionnelles sur 
lesquelles s’appuie CONTES visent à dépasser le problème de la variabilité de forme. 
Pour prédire, CONTES n’utilise d’ailleurs pas les étiquettes des concepts de l’ontologie. 
Les deux approches sont donc très différentes et complémentaires, et des performances 
différentes sont également attendues. ToMap a une bonne précision, c’est-à-dire qu’un 
concept prédit est souvent le bon concept, mais que dans les autres cas, aucun concept 
n’est prédit. Une première approche pour exploiter ces différences est de : 
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- Conserver toutes les prédictions d’une méthode fondée sur la similarité de forme 
telle que ToMap. On attend de ces prédictions qu'elles soient relativement 
précises. 
- Puis de produire des prédictions avec CONTES pour toutes les mentions qui 
n’ont pas pu être normalisées par la première méthode. 
 
Méthode Score 
HONOR (ToMap avec règles) 0,74 
HONOR (ToMap sans règle) 0,69 
 
Tableau 13 : Résultats de la méthode HONOR avec une taille de vecteur de 200. 
 
La méthode HONOR (“Hierarchical Ontological Normalization”) suit cette approche en 
intégrant les résultats de la méthode ToMap avec ceux de la méthode CONTES.  
 
Les résultats publiés ont placé HONOR, avec la version de ToMap contenant des règles 
spécifiques au domaine, comme la meilleure méthode à l’état de l’art en 2018 sur la tâche 
de normalisation Bacteria Biotope (voir Tableau 13). De plus, avec la version initiale de 
ToMap (voir 3.2.4), HONOR atteint également d’excellentes performances avec un score 
au-dessus de ToMap et de CONTES. 
 
5.3.4. Approche par apprentissage supervisé faible 
 
5.3.4.1. WSOT-CONTES : Utilisation des étiquettes des 
concepts de l’ontologie 
 
CONTES ne s’appuie que sur la structure de l’ontologie. Néanmoins, les étiquettes de 
concepts représentent une source d’informations, le plus souvent de qualité, présente dans 
une ontologie. Notamment, une étiquette représente en pratique une possible mention 
d’un concept dans un texte. Pris indépendamment, une étiquette devrait donc être 
normalisée par son concept. Si l’ontologie a été construite avec des étiquettes pertinentes 
pour chaque concept, alors elle contient au moins un exemple d’association 
mention/concept par concept.  
 
Ce jeu de données représente donc un intérêt considérable : 
- Il fournit un exemple d'association pour chaque concept de l’ontologie. 
Inversement, pour la tâche Bacteria Biotope, l’ensemble des associations des 
données d’entraînement du texte ne portait que sur 15% des concepts de 
l’ontologie OntoBiotope. 
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- Il fournit un nombre d'associations relativement important. Pour la tâche Bacteria 
Biotope, le corpus d’entraînement contient environ 1200 associations, alors que 
l’ontologie Ontobiotope contient 2320 concepts, soit environ le double 
d’associations en utilisant seulement les étiquettes. 
 
WSOT-CONTES (“Weak Supervised on Ontology Tag CONcept-TErm System”) s’appuie 
uniquement sur les associations étiquette/concept présentes dans l’ontologie pour 
apprendre une projection entre les deux espaces sémantiques. Les scores de WSOT-
CONTES obtenus sur la tâche de normalisation d’habitat bactérien Bacteria Biotope sont 
présentés dans le Tableau 14. 
 
Taille des vecteurs CONTES WSOT-CONTES 
100 0,60 0,49 
200 0,61 0,55 
300 0,59 0,57 
500 0,49 0,61 
1000 0,40 0,63 
 
Tableau 14 : Scores de la méthode WSOT-CONTES en fonction des associations étiquette/concept utilisées issues des 
concept d’OntoBiotope. Ces scores sont déclinés par rapport à la taille des vecteurs utilisée. WSOT-CONTES est 
comparée à CONTES, qui ne s’appuie que sur les associations mention/concept issues du corpus annoté. Expérience 
réalisé avec une taille de fenêtre de 2. 
 
Si l’on observe les résultats seulement pour une taille de vecteurs de 200, l’utilisation du 
corpus manuellement annoté reste la source d’une meilleure performance. Néanmoins, 
avec l’augmentation de la taille des vecteurs, les associations étiquette/concept gagnent 
en performance, à l’inverse des associations issues du corpus annoté dont les résultats se 
dégradent nettement. Avec une taille des vecteurs de 1000, WSOT-CONTES a 
légèrement dépassé CONTES (0.63 contre 0.61). Nous pouvons émettre l’hypothèse qu’à 
partir d’une taille de vecteurs élevée, l’augmentation du nombre de dimensions nécessite 
une augmentation du nombre d’associations utilisant des concepts différents de 
l’ontologie. Avec l'augmentation du nombre de dimensions, il y a plus de possibilités de 
projection, et donc besoin de plus de contraintes pour guider cette projection. Ces 
contraintes sont plus satisfaites par les associations étiquette/concept. 
 
5.3.4.2. WSEP-CONTES : Utilisation des prédictions d’une 
méthode fondée sur la similarité de forme 
 
A la place d’un corpus manuellement annoté, les résultats d’une autre méthode de 
normalisation peuvent être utilisés pour entraîner une méthode telle que celle présentée 
précédemment. Ainsi, si l’autre méthode utilisée ne se fonde pas sur de l’apprentissage 
supervisé, cette approche permet alors de se passer de données manuellement annotées. 
L’idée est de générer ainsi plus de données d’entraînement que ce qui pourrait être 
disponible par annotation manuelle, en espérant que cette quantité plus importante de 
données, de qualité moindre, permettra néanmoins de conserver une performance 
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similaire qu’avec l’utilisation seule d’annotations manuelles. Le choix d’une méthode non-
supervisée initiale est importante : plus la méthode pourra générer des exemples corrects, 
plus notre approche devrait produire des résultats pertinents. 
 
La méthode WSEP-CONTES (“Weak Supervised on External Predictions CONcept-TErm 
System”) suit cette approche en utilisant la méthode ToMap pour produire des exemples 
annotés pour l’apprentissage. Les scores de la méthode WSEP-CONTES sont à 
interpréter comparativement au rappel de la méthode ToMap qui ne réussit à produire 
une prédiction que pour environ la moitié des mentions d’habitats bactériens du jeu de 
données de développement. Les scores importants montrent donc une grande précision 
de la méthode, laissant envisager que ses prédictions de normalisation sont de qualité. La 
méthode a donc un potentiel à fournir automatiquement un nombre important de 
données d’une relativement bonne qualité, qui pourront servir à entraîner CONTES. 
 
Nombre de données 
sélectionnées 
aléatoirement 
Moyenne des scores Ecart-type 
100 000 0,59 0,005 
10 000 0,57 0,012 
1 000 0,54 0,016 
 
Tableau 15 : Etude de l’impact du nombre de prédictions de ToMap (version sans règle spécifique au domaine) 
sélectionnées aléatoirement et sur 10 exécutions. 
 
ToMap a été utilisé sur un sous-ensemble de notre corpus d’entraînement pour le calcul 
de plongements lexicaux, contenant plus de 7 000 000 phrases, et comportant plus d’un 
million d’expressions normalisées. Des groupes d’associations expression/concept 
aléatoirement sélectionnées sont alors formés avec des tailles différentes afin de tester 
l’influence du nombre d’exemples d’entraînement sur la performance de la méthode. Les 
plus petits jeux de données possèdent 1000 associations sélectionnées aléatoirement, ce 
qui est de l’ordre de grandeur du jeu de données fourni par l’annotation manuelle. Au-
dessus de 100 000 associations, la complexité algorithmique de la régression linéaire par 
la méthode des moindres carrés rend le calcul très coûteux.  
 
Les résultats de la méthode WSEP-CONTES sont présentés dans le Tableau 15. On peut 
observer que l’augmentation du nombre de prédictions de ToMap utilisées augmente 
également la performance des résultats, tout en les stabilisant quel que soit l’échantillon 
de prédictions. La méthode se rapproche de la performance de la méthode CONTES, 
tout en se passant donc d’exemples annotés manuellement. 
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5.3.4.3. Full-CONTES : Utilisation des étiquettes et 
d’exemples manuellement annotés 
 
La méthode Full-CONTES s’appuie à la fois sur des données issues d’une annotation 
manuelle et sur les associations étiquette/concept de l’ontologie pour déterminer une 
projection pertinente entre les deux espaces sémantiques. Elle reprend les mêmes 
principes de la méthode WSOT-CONTES, en incluant également la prise en compte 
d'associations mention/concept issues d’un corpus manuellement annoté. Les scores de 
Full-CONTES obtenus sur la tâche de normalisation d’habitat bactérien Bacteria Biotope 
sont présentés dans le Tableau 16. 
 
Taille des vecteurs CONTES WSOT-CONTES Full-CONTES 
100 0,60 0,49 0,58 
200 0,61 0,55 0,62 
300 0,59 0,57 0,65 
500 0,49 0,61 0,67 
1000 0,40 0,63 0,72 
2000 N.D. 0.38 0.47 
3000 N.D. 0.39 0.46 
 
Tableau 16 : Scores de la méthode Full-CONTES en fonction des associations mention/concept utilisées issues des 
concepts d’OntoBiotope et du corpus annoté. Ces scores sont déclinés par rapport à la taille des vecteurs utilisée. Full-
CONTES est comparée à CONTES (entraîné seulement sur des exemples annotés manuellement) et à WSOT-
CONTES (entraîné seulement sur l’ontologie). N.D. = non-disponible. 
Pour une taille des vecteurs de 200, l’utilisation des deux sources de données 
d’entraînement augmente légèrement le score global. L’ajout des associations 
étiquettes/concept semble donc améliorer la pertinence du jeu de données 
d’entraînement. De même qu’avec WSOT-CONTES, les scores de la méthode 
augmentent avec l’augmentation de la taille des vecteurs (au moins jusqu’à une taille de 
vecteur de 1000). De plus, les scores obtenus par Full-CONTES sont au minimum 5% 
supérieurs à ceux de WSOT-CONTES quelle que soit la taille de vecteur utilisée. Avec 
une taille de vecteur de 1000, Full-CONTES obtient un score de 0.72, ce qui représente 
le meilleur score des méthodes actuelles de type CONTES. Cela montre une certaine 
capacité de la méthode à évoluer avec la qualité des jeux de données avec lesquels elle est 
entraînée.  
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5.3.5. Approche mixte et par apprentissage faiblement 
supervisé : WSEP-HONOR 
 
Nombre de données 
sélectionnées 
aléatoirement 
Moyenne Ecart-type 
100 000 0,66 0,001 
10 000 0,66 0,003 
1 000 0,64 0,007 
 
Tableau 17 : Scores de la méthode WSEP-HONOR en fonction du nombre de prédictions de la méthode ToMap 
sélectionnées (version sans règle) sur 10 exécutions. 
 
La méthode WSEP-HONOR (‘Weak Supervised on External Predictions Hierarchical Ontological 
Normalization’) est fondée sur l’approche HONOR, à la différence qu’elle commence par 
produire un nombre important d’associations mention/concept dans un corpus non-
annoté grâce à l’utilisation d’une méthode non-supervisée. Ce sont ces associations qui 
serviront à entraîner la méthode par alignement d’espaces sémantiques, plutôt que des 
associations issues d’un corpus manuellement annoté.  
 
WSEP-HONOR intègre également ToMap et CONTES de manière similaire à HONOR. 
De même qu’avec WSEP-CONTES, ToMap a été utilisé sur un corpus inclus dans le 
corpus d’entraînement de Word2Vec contenant plus de 7 000 000 de phrases, et 
rapportant plus d’un million de prédictions d’expressions normalisées. Parmi ces 
prédictions, des groupes d’associations expression/concept aléatoirement sélectionnées 
ont été formés avec des tailles différentes. Les résultats obtenus sur la tâche de 
normalisation de Bacteria Biotope sont présentés dans le Tableau 17 pour l’utilisation de 
la version de ToMap sans règle, et dans le Tableau 18 pour l’utilisation de celle avec règles. 
 
Nombre de données 
sélectionnées 
aléatoirement 
Moyenne 
 
Ecart-type 
100 000 0,72 000,1 
10 000 0,72 0,003 
1 000 0,70 non disponible 
 
Tableau 18 : Etude du nombre de données sélectionnées (version avec règles), sur 10 exécutions. 
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Comme attendu, les résultats avec la version de ToMap adaptée à la tâche sont 
globalement meilleurs qu’avec la version initiale. Les résultats sont également moins élevés 
que ceux de la méthode HONOR, qui elle, a bénéficié d’exemples de référence. Le score 
évolue positivement avec l’augmentation du nombre d’associations expression/concept, 
mais semble se stabiliser autour d’un palier entre 1% et 3% en dessous des résultats 
d’HONOR. Un corpus manuellement annoté semble donc rester pour l’instant une 
meilleure ressource à utiliser quand elle est disponible. 
 
Une diminution importante de l’écart-type est également observée par rapport à la 
méthode WSEP-CONTES et cela quel que soit la version de ToMap utilisée. Cela peut 
s’expliquer en partie par le fait que la moitié des mentions à prédire le sont par ToMap, 
qui ne s’appuie pas sur des traitements stochastiques. 
 
La méthode WSEP-HONOR avec ToMap sans règle produit des résultats équivalents à 
ceux de la méthode ToMap avec règles seule (0.66), et cela dès 10 000 associations. 
L’approche WSEP-HONOR sans règle représente donc pour la tâche Bacteria Biotope, 
l’état de l’art des méthodes a priori non spécifiques au domaine et ne nécessitant pas 
d’exemples annotés manuellement, ce qui la rend prometteuse pour d’autres tâches. 
 
5.4. Discussion et explorations 
Les méthodes présentées précédemment abordent plusieurs difficultés de la 
normalisation, telles que le problème de variation de forme entre mentions et étiquettes, 
l’adaptabilité à de nouvelles tâches de normalisation ou encore la rareté, voire l’absence, 
d’exemples annotés. D’autres difficultés persistent néanmoins, telles que : 
- Le traitement des mots hors-vocabulaire : certains mots appartenant au 
vocabulaire du corpus à normaliser peuvent ne pas appartenir au corpus 
d’entraînement de Word2Vec. En conséquence, ces mots n’ont pas de 
représentations. Si des mentions à normaliser contiennent des mots hors-
vocabulaire, leurs représentations seront peu exploitables, voire inexistantes. 
- La dimension importante de l’ESO : La taille des représentations dans l’ESO est 
égale au nombre de concepts dans l’ontologie. Pour l’ontologie OntoBiotope, cela 
représente une taille de 2320, mais d’autres ontologies classiques du domaine 
biomédical peuvent avoir une taille d’un ordre de grandeur de 10 à 1000 fois 
supérieure (par exemple le méta-thésaurus biomédical “Unified Medical Language 
System" et ses plus de 5 millions de concepts). Cela pourrait entraîner des 
problèmes de calculabilité. 
- La faible similarité structurelle entre EDE et ESO : les méthodes présentées dans 
ce chapitre s’appuient sur l’hypothèse que si les deux espaces sémantiques utilisés 
ont des structures proches, alors on peut réussir à les aligner de façon pertinente. 
Même si les résultats semblent indiquer une certaine similarité, celle-ci peut être 
relativement faible (différence entre informations distributionnelles d’un corpus 
et informations ontologiques, différence de domaines, limitations des 
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représentations, …). En conséquence, une projection linéaire peut éprouver des 
difficultés à déterminer une projection pertinente. 
- Algorithme d’apprentissage non-incrémental : la méthode des moindres carrés 
ordinaire (MCO) utilisée pour résoudre la régression linéaire multivariée est non-
incrémentale. En conséquence, l’ensemble des représentations issues des 
exemples annotés sont traitées simultanément. Dans le cadre de jeux de données 
de petites tailles, une MCO a des avantages, mais deviendrait difficile à effectuer 
sur des jeux de données plus importants. 
- Concepts prédits parfois assez généraux : les méthodes ont tendance à prédire 
pour une mention un concept plus général que le concept le plus précis disponible 
dans l’ontologie.  
 
Pour répondre à ces difficultés, certaines pistes ont été explorées et sont en cours de test 
sur des jeux de données complets : 
- Le traitement des mots hors-vocabulaire : la méthode de calcul de représentations 
distributionnelles FastText (Bojanowski et al., 2016) permet de produire des 
représentations pour des mots hors-vocabulaire à partir de n-grammes de 
caractères les composant. Cette méthode a été intégré à CONTES comme 
méthode possible pour le calcul de représentations distributionnelles et des 
premiers tests ont été effectués (Ferré et al., 2019). 
- La dimension importante de l’ESO : deux solutions ont été envisagées (Ferré et 
al., 2019). La première consiste en la réduction des représentations initiales. La 
seconde consiste en la modification de la méthode construction de 
représentations de concepts. Dans le premier cas, des méthodes de réduction ont 
été intégrées à CONTES comme options, notamment les méthodes d’Analyses 
en Composantes Principales (ACD), de Positionnement Multidimensionnel 
(MDS) et t-SNE (Maaten and Hinton, 2008), avec une perte de la qualité de la 
normalisation. Dans le second cas, la méthode Node2Vec (Grover and Leskovec, 
2016) a été intégrée à la méthode CONTES comme option, et d’autres méthodes 
pourraient être testées telles que trans-H (Wang et al., 2014) ou Onto2Vec (Smaili 
et al., 2018). 
- La faible similarité structurelle entre EDE et ESO : pour augmenter la similarité 
entre les deux espaces, des connaissances externes pourraient être intégrées à 
l’EDE. Des méthodes permettant d’adapter des espaces distributionnelles à des 
connaissances externes pourraient alors être utilisées telles que Retrofitting 
(Faruqui et al., 2014) ou Counterfitting (Mrkšić et al., 2016). Ses méthodes 
s’appuient principalement sur des listes de synonymes vis-à-vis d’un domaine 
précis et vise à rapprocher leurs représentations dans l’espace. Ces méthodes 
pourraient être adaptées à nos besoins en considérant les représentations de 
mentions d’un même concept comme devant être rapprochées.  
- Algorithme d’apprentissage non-incrémental : des solutions neuronales ainsi que 
des méthodes telles que celle de la rétro-propagation du gradient (E. Rumelhart 
et al., 1986) pourraient être envisagées pour déterminer des projections non-
linéaires. Une solution neuronale ouvrirait la voie à l’utilisation d’architectures plus 
complexes abordant notamment la prise en compte de contexte, telles que les 
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architectures LSTM (Hochreiter and Schmidhuber, 1997), Bi-LSTM, Graph-
LSTM (Peng et al., 2017).  
- Concepts prédits parfois assez généraux : les composantes associées aux concepts 
parents du vecteur d’un concept sont toujours égales à 1. Durant l’apprentissage, 
cela a pour effet de ne pas trop pénaliser la prédiction d’un concept parent plutôt 
que le concept le plus précis attendu. Nous avons donc recherché un facteur 
permettant de diminuer progressivement la valeur d’une composante plus le 
concept associé est éloigné du concept courant. Sur un jeux de données restreints, 
une valeur a été déterminée permettant d’augmenter la précision des méthodes 
(Ferré et al., 2019). 
 
5.5. Diffusion des méthodes 
 
Les codes Python21 de la méthode CONTES sont partagés sous licence libre sur la 
plateforme GitHub22 à l’adresse suivante : https://github.com/ArnaudFerre/CONTES.  
La méthode y est régulièrement mise à jour avec les dernières améliorations stables. La 
méthode est documentée et peut être directement utilisée en ligne de commande. Cette 
utilisation de la méthode a été rendue possible grâce au travail de Mouhamadou Ba, post-
doctorant dans l’unité MaIAGE de l’INRA (financé par le projet Ontobedding, 
sélectionné lors de l’appel à projets émergents 2018 du département STIC de l'Université 
Paris-Saclay23).   
 
Toutes les méthodes développées durant ces travaux de thèse et présentées dans ce 
chapitre sont intégrées dans la suite logicielle libre AlvisNLP/ML24 (Ba and Bossy, 2016). 
AlvisNLP/ML intègre plusieurs modules de traitement automatique des langues, dont des 
modules de segmentation en phrases et en mots, d’étiquetage morpho-syntaxique et 
d’extraction terminologique, etc. L’intégration des méthodes dans la suite logicielle permet 
de changer chacun des pré-traitements (par exemple pour changer de langue) et permet 
la connexion à d’autres méthodes d’extraction d’information en post-traitement. Cela 
facilite également les tests de reproductibilité. 
 
                                                 
21 https://www.python.org/ 
22 https://github.com/  
23 https://www.universite-paris-saclay.fr/fr/recherche/appel-projet/appel-a-projets-emergents 
24 https://bibliome.github.io/alvisnlp/ 
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Figure 37 : Capture d’écran de la plateforme Florilège. Un moteur de recherche permet d'interroger la base de données 
contenant des taxons bactériens (deuxième colonne) et des habitats dans lesquels les taxons vivent (quatrième colonne). 
Les documents d’où ces informations ont été extraites sont également référencés (première colonne). Il s’agit 
principalement de PubMed, GenBank et BacDive. 
 
La suite AlvisNLP/ML est également connectée à la plateforme européenne d’extraction 
d’information OpenMinted25. Cette plateforme propose des services d’extraction 
d’information, particulièrement adaptés aux publications et contenus scientifiques. A 
court terme, nos méthodes seront également accessibles à travers cette plateforme. 
 
Enfin, l’unité MaiAGE prévoit à court terme d’utiliser ces méthodes pour construire et 
maintenir des bases de données en biologie telles que la base de données Florilège 
(Falentin et al., 2017) dont la tâche Bacteria Biotope représente l’objectif (voir Figure 37). 
Elles remplaceront alors la méthode ToMap qui occupe actuellement cette fonction. Au-
delà des biotopes, l’édition 2019 de la tâche Bacteria Biotope permettra d’évaluer la qualité 
de la prédiction des informations de phénotypes pour Florilège. 
 
  
                                                 
25 https://services.openminted.eu/home  
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5.6. Bilan 
 
Nous avons présenté CONTES qui est une méthode de normalisation qui vise à aligner : 
- Des représentations vectorielles de mentions d’entités des textes, formant un 
espace distributionnel des expressions (EDE) ; 
- Et des représentations vectorielles de concepts d’une ontologie, formant un 
espace sémantique de l’ontologie. 
Pour les aligner, la méthode apprend une fonction de projection à partir d’exemples 
annotés et d’un modèle de régression linéaire multivariée, dont l’objectif est de projeter 
les représentations des mentions à proximité des représentations des concepts associés. 
Pour une nouvelle mention, une représentation peut être calculée dans l’EDE, et celle-ci 
peut alors être projetée dans l’ESO grâce à la fonction apprise précédemment. Un score, 
fondé sur une mesure de similarité (similarité cosinus), peut alors être calculé pour la 
projection de la mention et chacun des vecteurs de concept de l’ESO. Le concept prédit 
est celui dont le vecteur obtient le meilleur score. 
 
Les bons résultats de la méthode CONTES sur la tâche Bacteria Biotope sont un 
argument en faveur de l’existence d’une similarité structurelle partielle entre EDE et ESO. 
Dans le cas contraire, nous avons pu voir qu’une projection linéaire ne réussirait pas à 
projeter convenablement les vecteurs de mentions à proximité des vecteurs de concepts 
associés.    
 
Ces résultats sur la tâche Bacteria Biotope montrent également que la méthode atteint des 
performances équivalentes à celles qui sont basées sur des similarités de forme entre 
mention et étiquette de concept. CONTES étant fondée sur de l’apprentissage supervisé, 
ces résultats indiquent que la méthode réussit à pallier la faible quantité d’exemples 
annotés pour son entraînement grâce à l’intégration de l’information distributionnelle et 
de l’information ontologique. 
 
Pour rendre la méthode encore moins dépendante d’exemples annotés, plusieurs 
alternatives ont été développées et présentées dans ce chapitre. Notamment, des 
approches par supervision distante ont été explorées pour obtenir des exemples annotés 
à moindre coût, mais de qualité moindre, telles que : 
- L’utilisation des étiquettes et leurs concepts  
- L’utilisation des prédictions d’une autre méthode de normalisation ne nécessitant 
pas d’exemples annotés 
 
La combinaison dans la méthode HONOR de notre approche et d’une approche fondée 
sur la similarité de forme, a permis de montrer une forte complémentarité de ces deux 
approches. Cette complémentarité place HONOR comme la méthode état de l’art sur la 
tâche Bacteria Biotope.  
 
Enfin, CONTES et toutes les méthodes présentées dans ce chapitre ont été intégrées dans 
une suite logicielle libre d’extraction d’information. Ces méthodes sont donc accessibles 
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à l’ensemble de la communauté et l’intégralité des résultats présentés pourront être 
reproduits. Grâce à cette intégration, HONOR sera utilisée à court terme pour l’extension 
d’une base de données biologique (voir section 5.4).   
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Nous avons pu constater l’émergence récente (Leaman et al., 2013) des méthodes par apprentissage 
pour la résolution de la tâche de normalisation en domaine de spécialité. Cette émergence s’est 
produite simultanément à celle des méthodes de production de plongements lexicaux de qualité 
(Mikolov et al., 2013a; Pennington et al., 2014), utilisées pour plusieurs tâches de traitement 
automatique des langues naturelles. L’avantage principal des approches par apprentissage est 
qu’elles ont potentiellement une bonne capacité d’adaptation, sous condition que les méthodes 
soient entraînées avec de nouveaux exemples annotés spécifiques à une tâche. En domaine de 
spécialité, l’utilisation conjointe de l’apprentissage supervisé et de plongements lexicaux pour la 
normalisation est encore plus récente (Limsopatham and Collier, 2016). Dans ces domaines, 
l’insuffisance d’exemples annotés est, en effet, une difficulté supplémentaire pour les méthodes par 
apprentissage. Nous avons proposé une nouvelle approche qui s'appuie pleinement sur les 
avantages qu’apportent l’apprentissage supervisé et les plongement lexicaux et qui intègre des 
connaissances externes décrites dans une ontologie du domaine pour répondre à la tâche de 
normalisation, et qui s’attaque au problème de l’insuffisance des exemples annotés. 
 
Les représentations vectorielles denses d’objets ont montré leur intérêt pour de nombreuses tâches, 
notamment lorsqu’elles sont utilisées dans des approches par apprentissage. La performance de 
notre nouvelle approche indique que sous certaines conditions, des similarités entre deux espaces 
sémantiques représentant des objets distincts peuvent être exploitées : 
- Un espace sémantique distributionnel décrivant des mots et des expressions issus d’un 
corpus  
- Un espace sémantique ontologique décrivant des concepts d’un domaine 
 
L’exploitation de ces similarités permet alors de pallier partiellement la quantité faible de données 
d’entraînement pour la tâche de normalisation. Les conditions propices à l’émergence de ces 
similarités résident dans le choix d’un corpus du domaine d’intérêt pour le calcul distributionnel, 
dans un choix de paramètres pertinents pour exécuter la méthode de calcul distributionnel, et dans 
le choix d’une ontologie décrivant le domaine d’intérêt. Notre approche se veut donc indépendante 
du domaine de la tâche de normalisation puisque les seules connaissances nécessaires à son 
utilisation sont externes. Autrement dit, pour l’adapter à une autre tâche, le choix d’autres 
paramètres pour le calcul distributionnel (notamment le corpus d’entraînement) et d’une autre 
ontologie devrait être suffisant.  
 
Les versions de la méthode par supervision distante ou par supervision faible ouvrent également 
des pistes très prometteuses. Notamment, leurs résultats montrent qu’il est déjà possible de se 
passer d’exemples annotés manuellement. L’utilisation des étiquettes de concepts de l’ontologie est 
aussi une nouvelle façon d’approcher le problème par supervision distante. Enfin, l’approche ouvre 
d’emblée d’intéressantes perspectives d’utilisation de représentations distributionnelles adaptées au 
domaine pour la résolution d’autres tâches en extraction d’information comme la reconnaissance 
d’entité et l’extraction de relation notamment.  
La méthodes CONTES ainsi que ses versions dérivées sont donc les premières implémentations 
d’une nouvelle approche visant à traiter la tâche de normalisation. Les résultats et le potentiel 
théorique sous-jacent de ces méthodes valident à eux seuls l’intérêt de l’approche. De plus, leur 
nouveauté soulève de nouvelles questions et ouvre de nombreuses pistes. Nous détaillons certaines 
de ces perspectives dans les sections suivantes. 
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6.1. Adaptabilité à d’autres jeux de données 
 
Une première piste d’amélioration est celle de l’adaptabilité : les méthodes peuvent-elles atteindre 
les mêmes résultats sur d’autres tâches de normalisation ? Pour les autres jeux de données existants, 
ce test se heurte fréquemment à un problème de calculabilité. En effet la taille des ontologies de 
référence dans les autres jeux de données disponibles est d’un ordre de grandeur de 10 à 1000 fois 
supérieur à celle de l’ontologie OntoBiotope. Par exemple, le méta-thésaurus biomédical “Unified 
Medical Language System" (UMLS)26 contient  environ 5 millions de concepts et est déjà utilisé depuis 
plusieurs années pour réaliser des annotations de publications scientifiques  (Aronson, 2001). Le 
corpus “NCBI disease corpus”27 est un corpus manuellement annoté par les concepts de maladies 
issus du “Medical Subject Headings” (Lipscomb, 2000) et de la base de données “Online Mendelian 
Inheritance in Man” (Hamosh, 2004). Cela correspond à environ 13 000 concepts. En conséquence, 
l’espace sémantique de référence au cœur des calculs des méthodes développées possède un 
nombre de dimensions très élevé pour ces autres jeux de données, limitant ainsi leur utilisation. 
Deux approches peuvent alors être considérées pour résoudre ce problème : 
- Réduire l’espace ontologique initial avant d’y projeter les plongements lexicaux. Les 
méthodes de réduction de dimension testées jusqu’ici (ACP, MDS) ne sont certainement 
pas adaptées à ce que l’on souhaiterait conserver, c’est-à-dire au moins le classement des 
plus proches voisins de chaque vecteur de concept. Certaines méthodes (Maaten and 
Hinton, 2008) se proposent de conserver ce genre de propriétés, mais semblent se 
restreindre à de la réduction pour de la visualisation graphique d’espaces à grande 
dimension. Leur utilisation pour des espaces réduits au-dessus de trois dimensions reste 
incertaine. 
- Trouver une alternative aux méthodes testées et permettant surtout de créer un espace 
ontologique réduit tout en conservant ses propriétés. Cela revient à suivre une démarche 
similaire à celles des représentations vectorielles d’expressions pour aboutir à des 
“plongements ontologiques”. Des possibles solutions sont à explorer du côté des méthodes 
existantes de “graph embeddings” (Cai et al., 2017).  
 
6.2. Adaptation de l’espace distributionnel et 
amélioration de la projection 
 
L’hypothèse de l’approche est que si les deux espaces sémantiques utilisés ont des structures 
proches, alors on peut réussir à les aligner de façon pertinente. Cet alignement est recherché sous 
la forme d’une projection linéaire, et les paramètres de cette projection sont déterminés à l’aide 
d’une régression linéaire multivariée. Cela ouvre directement deux axes de travail non-exclusifs : 
- Augmenter la similarité structurelle entre les deux espaces considérés afin de faciliter la 
recherche d’une projection linéaire pertinente. Dans ce cas, une piste intéressante est à 
                                                 
26 https://www.nlm.nih.gov/research/umls/  
27 https://www.ncbi.nlm.nih.gov/CBBresearch/Dogan/DISEASE/  
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envisager du côté des nouvelles méthodes d’adaptation de plongements lexicaux à des 
connaissances externes (Faruqui et al., 2014; Mrkšić et al., 2016), afin de rendre l’espace 
distributionnel des expressions directement plus similaire à celui de l’ontologie. 
- Déterminer une projection plus complexe, permettant de mieux combler les défauts de 
similarité structurelle entre les deux espaces. La régression linéaire a de nombreux avantages 
lorsque peu de données d’entraînement sont disponibles, notamment limiter le 
surapprentissage, mais elle possède deux défauts principaux dans notre cas : elle ne permet 
pas de déterminer une fonction de projection très expressive et elle n’est pas incrémentale, 
c’est-à-dire qu’elle doit considérer l’ensemble des données d’entraînement simultanément. 
Ces deux défauts sont également les principales limitations théoriques à l’utilisation de 
l’approche en domaine. En effet, dans une tâche en domaine général, une méthode aura 
potentiellement à utiliser une quantité de données d’entraînement plus importante. Cette 
quantité nécessitera certainement l’utilisation d’une méthode incrémentale. De plus, cette 
quantité d’information devrait permettre d’atteindre une projection plus expressive. 
 
6.3. Application à d’autres tâches en extraction 
d’information 
 
Au cœur du domaine de l’extraction d’information, notre approche permet de définir un espace 
sémantique intégrant conjointement entités textuelles et entités conceptuelles. Les représentations 
produites peuvent donc également être vues comme des représentations adaptées au domaine 
d’intérêt. Dans ce cas, la méthode CONTES pourrait être utilisée pour adapter des plongements 
lexicaux initiaux telle que (Faruqui et al., 2014). Ces nouveaux plongements pourraient alors être 
utilisés par d’autres méthodes d’extraction d’information, notamment la reconnaissance d’entité et 
l’extraction de relation. Notre hypothèse est que, si ces méthodes sont appliquées à des tâches du 
même domaine que celui sur lequel notre méthode a produit des représentations, alors ces 
représentations augmenteront leur performance. De plus, et à la différence des méthodes 
d’adaptation à des connaissances externes, CONTES pourrait alors répondre au problème de 
manque d’interprétabilité des plongements lexicaux. En effet, chaque représentation d’entité 
textuelle plongée dans l’espace ontologique peut directement être interprétée grâce à sa proximité 
avec un vecteur de concept. 
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