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HO¨LDER’S INEQUALITIES INVOLVING THE INFINITE PRODUCT
AND THEIR APPLICATIONS IN MARTINGALE SPACES
WEI CHEN, LONGBIN JIA, AND YONG JIAO
Abstract. We give Ho¨lder’s inequalities for integral and conditional expectation involving
the infinite product. Moreover, a generalized Doob maximal operator is introduced and
weighted inequalities for the operator are established.
1. Introduction
1.1. Weighted Inequalities for the Hardy-Littlewood Maximal Operator and the
Multisubliear Maximal Operator in Rn. Let Rn be the n-dimensional real Euclidean
space and f a real valued measurable function. The classical Hardy-Littlewood maximal
operator M is defined by
Mf(x) = sup
x∈Q
1
|Q|
∫
Q
|f(y)|dy,
where Q is a non-degenerate cube with its sides parallel to the coordinate axes and |Q| is
the Lebesgue measure of Q.
Let u, v be two weights, i.e., positive measurable functions. As is well known, for p ≥ 1,
Muckenhoupt [21] showed that the inequality
λp
∫
{Mf>λ}
u(x)dx ≤ C
∫
Rn
|f(x)|pv(x)dx, λ > 0, f ∈ Lp(v)
holds if and only if (u, v) ∈ Ap, i.e., for any cube Q in R
n with sides parallel to the coordinates
( 1
|Q|
∫
Q
u(x)dx
)( 1
|Q|
∫
Q
v(x)−
1
p−1dx
)p−1
< C, p > 1;
1
|Q|
∫
Q
u(x)dx ≤ C ess inf
Q
v(x), p = 1.
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Suppose that u = v and p > 1, Muckenhoupt [21] also proved that∫
Rn
(
Mf(x)
)p
v(x)dx ≤ C
∫
Rn
|f(x)|pv(x)dx, ∀f ∈ Lp(v)
holds if and only if v satisfies
(1.1)
( 1
|Q|
∫
Q
v(x)dx
)( 1
|Q|
∫
Q
v(x)−
1
p−1dx
)p−1
< C, ∀Q.
The crucial step is to show that if v satisfies the Ap, then there is an ε > 0 such that v also
satisfies the Ap−ε. But, the problem of finding all u and v such that∫
Rn
(
Mf(x)
)p
u(x)dx ≤ C
∫
Rn
|f(x)|pv(x)dx, ∀f ∈ Lp(v)
is much more complicated. In order to solve the problem, Sawyer [24] established the testing
condition Sp,q, i.e., for any cube Q in R
n with sides parallel to the coordinates
( ∫
Q
(
M(χQv
1−p′)(x)
)q
u(x)dx
) 1
q
≤ C
( ∫
Q
v(x)1−p
′
dx
) 1
p , ∀Q
where 1 < p ≤ q < ∞. The condition Sp,q is a sufficient and necessary condition such that
the weighted inequality
(∫
Rn
(
Mf(x)
)q
u(x)dx
) 1
q
≤ C
(∫
Rn
|f(x)|pv(x)dx
) 1
p
, ∀f ∈ Lp(v)
holds. In this case, the method of proof is very interesting. Motivated by these results, the
theory of weighted inequalities developed rapidly in the last few decades , not only for the
Hardy-Littlewood maximal operator but also for some of the main operators in Harmonic
Analysis like Calderso´n-Zygmund operators (see [9] and [7] for more information).
Recently, the multisublinear maximal function
(1.2) M(f1, ..., fm)(x) = sup
x∈Q
m∏
i=1
1
|Q|
∫
Q
|fi(yi)|dyi
associated with cubes with sides parallel to the coordinate axes was studied in [18]. The
importance of this operator is that it generalizes the Hardy–Littlewood maximal function
(case m = 1) and in several ways it controls the class of multilinear Caldero´n–Zygmund
operators as it was shown in [18]. The relevant class of multiple weights for M is given by
the condition A−→p : for
−→p = (p1, p2, · · ·, pm),
−→ω = (ω1, ω2, · · ·, ωm) and a weight v, the
weight vector (v,−→ω ) ∈ A−→p if
sup
Q
v(Q)
|Q|
m∏
i=1
(σi(Q)
|Q|
) p
p′
i <∞,
where 1
p
=
m∑
i=1
1
pi
and 1 ≤ p1, p2, ..., pm <∞.
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It is easy to see that in the linear case (that is, if m = 1), condition A−→p is the usual Ap.
In [18] the following multilinear extension of the Muckenhoupt Ap theorem for the maximal
function was obtained. The inequality
‖M(
−→
f )‖Lp,∞(v) ≤ C
m∏
i=1
‖fi‖Lpi(ωi), ∀fi ∈ L
pi(ωi)
holds if and only if (v,−→ω ) ∈ A−→p . Moreover, if 1 < p1, p2, ..., pm < ∞ and v =
∏m
i=1w
p/pi
i ,
then the multilinear A−→p condition has the characterization in terms of the linear Ap classes,
i.e.,
(1.3) (v,−→ω ) ∈ A−→p if and only if v ∈ Amp and ω
1−p′j
j ∈ Amp′j , j = 1, ..., m.
Employing the characterization, they got that the inequality
‖M(
−→
f )‖Lp(v) ≤ C
m∏
i=1
‖fi‖Lpi(ωi), ∀fi ∈ L
pi(ωi)
holds if and only if (v,−→ω ) ∈ A−→p . The more general case was extensively discussed in [12, 11].
Recently, Damia´n, Lerner and Pe´rez [8] observed that
(1.4) M(
−→
f ) ≤ 6mn
2n∑
α=1
MDα(
−→
f ).
Using the observation, they obtained a sharp mixed Ap − A∞ bound for the operator. In
order to establish the generalization of Sawyer’s theorem to the multilinear setting, a kind
of monotone property and a reverse Ho¨lder’s inequality on the weights were introduced in
[17] and [4], respectively. They both established the multilinear version of Sawyer’s result.
Recently, Li and Sun [16] made progress forM by (1.4). Moreover, the multilinear fractional
maximal operator and the multilinear fractional strong maximal operator associated with
rectangles were studied in [1] and [2], respectively. The new methods, including atomic
decomposition of tent space in [1] and Carleson embedding theorem in [2], may provide
different approaches to deal with two-weight norm inequalities.
In this paper, we define a new generalized maximal function
M(
−→
f )(x) , sup
x∈Q
∞∏
i=1
1
|Q|
∫
Q
|fi(yi)|dyi
for suitable
−→
f = (f1, f2, ...)(see Lemma 2.14 for a kind of suitable condition). Then it is
natural to establish weighted inequalities for it. Unfortunately, methods of [18, 8] are not
suitable. One reason is that (1.3) and (1.4) are invalid when m =∞. However, this is not the
end of the story. The first author [6] defined a generalized dyadic maximal operator involving
the infinite product and discussed weighted inequalities for the operator by a formulation
of the Carleson embedding theorem. Now, we will establish related theory in martingale
setting.
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1.2. Weighted Inequalities for the Doob Maximal Operator and the Multisubliear
Doob Maximal Operator in Martingale Setting. Let (Ω,F , µ) be a complete proba-
bility space and let (Fn)n≥0 be an increasing sequence of sub-σ-fields of F with F =
∨
n≥0
Fn.
A weight ω is a random variable with ω > 0 and E(ω) < ∞. For any n ≥ 0 and integral
function f, we denote the conditional expectation with respect to Fn by En(f) or E(f |Fn),
then (En(f))n≥0 is an uniformly integral martingale. For (Ω,F , µ) and (Fn)n≥0, the family
of all stopping times is denoted by T . Given τ ∈ T , let
Fτ = {F ∈ F : F ∩ {τ ≤ n} ∈ F , ∀n ≥ 0},
then Fτ is a sub-σ-field of F . For an integral function f, we denote the conditional expectation
with respect to Fτ by Eτ (f). Moreover, if we define fτ (x) , fτ(x)(x)χ{τ<∞} + f(x)χ{τ=∞},
then Eτ (f) = fτ (see [22, 19] for more information). Let B ∈ F , we always denote
∫
Ω
χBdµ
and
∫
Ω
χBωdµ by |B| and |B|ω, respectively.
Suppose that functions f, g are integrable on the probability space (Ω,F , µ), then the
Doob maximal operator and the bilinear Doob maximal operator are defined by
Mf = sup
n≥0
|En(f)| and M(f, g) = sup
n≥0
|En(f)||En(g)|,
respectively.
In regular martingale spaces, Izumisawa and Kazamaki [13] characterized the inequality
(∫
Ω
(Mf)pvdµ
) 1
p
≤ C
(∫
Ω
|f |pvdµ
) 1
p
,
where p > 1 and v is a weight. In addition, Long and Peng [20] obtained probabilistic Ap
condition and Sp condition, which were also discussed in [15] and [3], respectively.
Let v, ω1, ω2 be weights and 1 < p1, p2 < ∞. Suppose that
1
p
= 1
p1
+ 1
p2
and (ω1, ω2) ∈
RH(p1, p2), for the bilinear Doob maximal operator M, Chen and Liu [5] characterized the
weights for whichM is bounded from Lp1(ω1)×L
p2(ω2) to L
p,∞(v) or Lp(v). If v = ω
p
p2
2 ω
p
p2
2 ,
they also have a bilinear version for the convergence of martingale.
In this paper, we define the generalized Doob maximal operator M in the following way:
M(
−→
f ) , sup
n≥0
∞∏
i=1
|En(fi)|,
where
−→
f = (f1, f2, ...) and
−→
f is subjected to suitable restrictions. The suitable restrictions
can be found in Proposition 2.17 and Remark 3.1. Now, we state our main results.
Theorem 1.1. Let v be a weight and −→ω ∈ RH−→p , then the following statements are equiva-
lent:
(1) There exists a positive constant C such that
(1.5)
(∫
{τ<∞}
∞∏
i=1
Eτ (fi)
pvdµ
) 1
p
≤ C
∞∏
i=1
‖fi‖Lpi(ωi), ∀τ ∈ T , fi ∈ L
pi(ωi), i ∈ N,
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where
∞∏
i=1
‖fi‖Lpi (ωi) <∞;
(2) There exists a positive constant C such that
(1.6) ‖M(
−→
f )‖Lp,∞(v) ≤ C
∞∏
i=1
‖fi‖Lpi (ωi), ∀fi ∈ L
pi(ωi), i ∈ N,
where
∞∏
i=1
‖fi‖Lpi (ωi) <∞;
(3) The weight vector (v,−→ω ) satisfies the condition A−→p , i.e.,
(1.7) (v,−→ω ) ∈ A−→p .
Theorem 1.2. Let v be a weight and −→ω ∈ RH−→p , then the following statements are equiva-
lent:
(1) There exists a positive constant C such that
‖M(
−→
f )‖Lp(v) ≤ C
∞∏
i=1
‖fi‖Lpi (ωi), ∀fi ∈ L
pi(ωi), i ∈ N,
where
∞∏
i=1
‖fi‖Lpi (ωi) <∞;
(2) There exists a positive constant C such that
(1.8) ‖M(−→gσ)‖Lp(v) ≤ C
∞∏
i=1
‖gi‖Lpi(σi), ∀gi ∈ L
pi(σi), i ∈ N,
where
∞∏
i=1
‖gi‖Lpi(σi) <∞;
(3) The weight vector (v,−→ω ) satisfies the condition S−→p , i.e.,
(v,−→ω ) ∈ S−→p .
The remainder of this paper is organized as follows. In Section 2, we prove the generalized
Ho¨lder inequalities for integral and conditional expectation in details, which will be used in
Section 3. The proofs of Theorem 1.1 and Theorem 1.2 are contained in Section 3. In this
paper, for simplicity, we omit the annotation ‘almost everywhere’ in the following statements.
2. Generalized Ho¨lder Inequalities for Integral and Conditional
Expectation
The section consists of a series of Lemmas. If the readers are familiar with them, they
may read ahead to Theorems 2.11, 2.13 and 2.16 directly.
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2.1. Some Properties of Series, Lebesgue’s Integral and Infinite Product. Let {ai}
be a sequence of real numbers. Let {sn} be the sequence obtained from {ai}, where for each
n ∈ N, sn =
n∑
i=1
ai. If sn converges in R or diverges to +∞ (or −∞), we say that the sum of
the series is well defined and we denote the sum as
∞∑
i=1
ai. Let λi ∈ (0, 1), bi ∈ R, i ∈ N, and
let
∞∑
i=1
λi = 1. It is known that (N, 2
N) is a measurable space. By the sequences {λi} and
{bi}, we can define a measure λ and a measurable function b on the space in the following
way
λ(i) = λi and b(i) = bi, ∀i ∈ N.
Then (N, 2N , λ) is a probability space. Applying Levi’s Lemma, we have
∞∑
i=1
λib
+
i = lim
k→∞
k∑
i=1
λib
+
i = lim
k→∞
∫
N
b+χ{1,2,...,k}dλ =
∫
N
b+dλ
and
∞∑
i=1
λib
−
i = lim
k→∞
k∑
i=1
λib
−
i = lim
k→∞
∫
N
b−χ{1,2,...,k}dλ =
∫
N
b−dλ.
For simplicity, we denote
∞∑
i=1
λib
+
i and
∞∑
i=1
λib
−
i by A and B, respectively. It follows that
A,B ∈ [0,+∞]. If A or B is finite, then
∞∑
i=1
λibi is well defined, integral of b exists and
∞∑
i=1
λibi =
∫
N
bdλ.
This paper also involves the concept of an infinite product. Let us recall the definition
(see, e.g., [23, p. 298]).
Definition 2.1. Suppose {cn} is a sequence of complex number,
pn =
n∏
i=1
ci,
and p = lim
n→∞
pn exists. Then we write
(2.1) p =
∞∏
i=1
ci.
The pn are the partial products of the infinite product (2.1). We should say that the infinite
product (2.1) converges if the sequence {pn} converges.
Remark 2.2. Suppose {cn} and {c
′
n} are nonnegative sequences, and the infinite product
∞∏
i=1
ci converges. If c
′
n ≤ cn, n ∈ N, then the infinite product
∞∏
i=1
c′i also converges.
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Remark 2.3. Suppose {fi} is a sequence of measurable functions on a measurable space
(Ω,F), and suppose that the sequence of numbers {
n∏
i=1
fi(x)} converges for every x ∈ Ω. We
can then define a function
∞∏
i=1
fi by
∞∏
i=1
fi(x) = lim
n→∞
n∏
n=1
fi(x).
Thus the function
∞∏
i=1
fi(x) is well defined.
Lemma 2.4. Let (Ω,F , µ) be a probability space. If the measurable function f : Ω → R
such that exp(f) is integrable, then integral of the function f exists and
exp
( ∫
Ω
fdµ
)
≤
∫
Ω
exp(f)dµ.
Proof of Lemma 2.4 It is clear that f+ ≤ exp(f+) = max{exp(f), 1} ≤ exp(f) + 1, then∫
Ω
f+dµ ≤
∫
Ω
exp(f)dµ+ 1 <∞.
Thus integral of the measurable function f exists. If
∫
Ω
f−dµ <∞, it follows from Jensen’s
inequality that
exp
( ∫
Ω
fdµ
)
≤
∫
Ω
exp(f)dµ.
If
∫
Ω
f−dµ = +∞, we have
∫
Ω
fdµ = −∞ and exp
( ∫
Ω
fdµ
)
= 0. We are done.
Corollary 2.5. Let λi ∈ (0, 1), i ∈ N,
∞∑
i=1
λi = 1. If bi ∈ R, i ∈ N and
∞∑
i=1
λi exp(bi) < ∞,
then
∞∑
i=1
λibi is well defined and
exp(
∞∑
i=1
λibi) ≤
∞∑
i=1
λi exp(bi).
Proof of Corollary 2.5 The corollary is another version of Lemma 2.4. We can prove the
corollary in the way of Lemma 2.4 with obvious changes and we omit it.
Lemma 2.6. Let λi ∈ (0, 1), i ∈ N and
∞∑
i=1
λi = 1. If ai ≥ 0, i ∈ N and
∞∑
i=1
λiai <∞, then
∞∏
i=1
aλii ≤
∞∑
i=1
λiai.
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Proof of Lemma 2.6Without loss of generalization, we assume ai > 0, i ∈ N. Substituting
bi = ln ai, i ∈ N into Corollary 2.5, we have
exp(
∞∑
i=1
λi ln ai) ≤
∞∑
i=1
λi exp(ln ai).
It follows that
∞∏
i=1
aλii ≤
∞∑
i=1
λiai.
Lemma 2.7. Let 1 < pi <∞, i ∈ N and
∞∑
i=1
1
pi
= 1. If ai ≥ 0, i ∈ N and
∞∑
i=1
ai
pi
<∞, then
∞∏
i=1
a
1
pi
i ≤
∞∑
i=1
ai
pi
.
Proof of Lemma 2.7 Substituting λi =
1
pi
, i ∈ N into Lemma 2.6, we have Lemma 2.7.
Lemma 2.8. Let 1 < pi <∞, i ∈ N and
∞∑
i=1
1
pi
= 1. If ci ≥ 0, i ∈ N and
∞∑
i=1
c
pi
i
pi
<∞, then
∞∏
i=1
ci ≤
∞∑
i=1
cpii
pi
.
Proof of Lemma 2.8 Substituting ai = c
pi
i , i ∈ N into Lemma 2.7, we have Lemma 2.8.
2.2. Generalized Ho¨lder’s Inequality for Integral. In the subsection, we suppose that
(Ω,F , µ) is a measure space and {fi} is a sequence of nonnegative measurable functions on
(Ω,F , µ).
Lemma 2.9. Let 1 < pi < ∞ and ‖fi‖Lpi = 1, i ∈ N. If
∞∑
i=1
1
pi
= 1, then the function
∞∏
i=1
fi
is well defined and
‖
∞∏
i=1
fi‖L1 ≤ 1.
Proof of Lemma 2.9 Since ‖fi‖Lpi = 1, i ∈ N and
∞∑
i=1
1
pi
= 1, we have
∫
Ω
∞∑
i=1
fi
pi
pi
dµ =
∞∑
i=1
∫
Ω
fi
pi
pi
dµ =
∞∑
i=1
∫
Ω
fi
pidµ
pi
=
∞∑
i=1
1
pi
= 1 <∞,
where we have used the monotone convergence theorem. It follows that
∞∑
i=1
fi
pi
pi
<∞.
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Combining this with Lemma 2.8, we get that
∞∏
i=1
fi is well defined and
∞∏
i=1
fi ≤
∞∑
i=1
f pii
pi
<∞.
Hence, ∫
Ω
∞∏
i=1
fidµ ≤
∞∑
i=1
∫
Ω
f pii dµ
pi
=
∞∑
i=1
1
pi
= 1.
Lemma 2.10. Let 1 < pi <∞, i ∈ N and
∞∑
i=1
1
pi
= 1. If
∞∏
i=1
‖fi‖Lpi < ∞, then the function
∞∏
i=1
fi is well defined and ‖
∞∏
i=1
fi‖L1 ≤
∞∏
i=1
‖fi‖Lpi .
Proof of Lemma 2.10 We split the proof into three cases.
Firstly, we assume that
∞∏
i=1
‖fi‖Lpi = 0 and there exists an i0 ∈ N such that ‖fi0‖Lpi = 0.
It is clear that the function
∞∏
i=1
fi is well defined and ‖
∞∏
i=1
fi‖L1 ≤
∞∏
i=1
‖fi‖Lpi .
Secondly, we assume that
∞∏
i=1
‖fi‖Lpi = 0 and ‖fi‖Lpi > 0, ∀i ∈ N. Let fˆi =
fi
‖fi‖Lpi
, i ∈ N.
Then ‖fˆi‖Lpi = 1, i ∈ N. It follows from Lemma 2.9 that
∞∏
i=1
fˆi is well defined. Combining
this with fi = ‖fi‖Lpi · fˆi, i ∈ N, we obtain that
∞∏
i=1
fi is well defined and
∞∏
i=1
fi =
∞∏
i=1
‖fi‖Lpi
∞∏
i=1
fˆi = 0.
Thus, ‖
∞∏
i=1
fi‖L1 ≤
∞∏
i=1
‖fi‖Lpi .
Finally, we suppose that 0 <
∞∏
i=1
‖fi‖Lpi < ∞. Let fˆi =
fi
‖fi‖Lpi
, i ∈ N. Then ‖fˆi‖Lpi =
1, i ∈ N. It follows from Lemma 2.9 that
∞∏
i=1
fˆi is well defined and
‖
∞∏
i=1
fˆi‖L1 ≤ 1.
Thus the function
∞∏
i=1
fi is also well defined and ‖
∞∏
i=1
fi‖L1 ≤
∞∏
i=1
‖fi‖Lpi .
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Theorem 2.11. Let 0 < pi <∞, i ∈ N and
∞∑
i=1
1
pi
= 1
p
. If
∞∏
i=1
‖fi‖Lpi <∞, then the function
∞∏
i=1
fi is well defined and ‖
∞∏
i=1
fi‖Lp ≤
∞∏
i=1
‖fi‖Lpi .
Proof of Theorem 2.11 It is clear that Theorem 2.11 follows from Lemma 2.10.
Remark 2.12. Karakostas [14] got the following result which was discussed on the σ−finite
measure space. Let 1 ≤ pi ≤ ∞, i ∈ N and
∞∑
i=1
1
pi
= 1
p
. If 0 <
∞∏
i=1
‖fi‖Lpi ≤ ∞ and the
function
∞∏
i=1
fi is well defined, then ‖
∞∏
i=1
fi‖Lp ≤
∞∏
i=1
‖fi‖Lpi .
Theorem 2.13. Let 1 < pi <∞, i ∈ N and
∞∑
i=1
1
pi
= 1
p
. Then
∞∏
i=1
p′i <∞,
where 1
pi
+ 1
p′i
= 1, i ∈ N.
Proof of Theorem 2.13 It suffices to prove
∞∑
i=1
ln p′i < ∞. Because of p
′
i = (1 −
1
pi
)−1,
we should prove
∞∑
i=1
ln(1 − 1
pi
)−1 < ∞. Since lim
i→∞
ln(1− 1
pi
)−1
1
pi
= 1 and
∞∑
i=1
1
pi
= 1
p
, we have
∞∑
i=1
ln(1− 1
pi
)−1 <∞ by the Limit Comparison Test.
Let Ω = Rn and let vn be the volume of the unit ball in R
n. If f ∈ L1, it follows from
[10, Theorem 2.1.6] and [10, Exercise 2.1.3] that supλ>0 λ|{Mf > λ}| ≤ ξn‖f‖L1, where
ξn = 3
n
(
vn(n/2)
n/2
)−1
. It is a trivial fact that M maps L∞ → L∞ with constant 1. Using
[10, Exercise 1.3.3], we obtain the following estimate
‖Mf‖Lp ≤ p
′ξ
1
p
n ‖f‖Lp
for all f ∈ Lp, 1 < p <∞. Then we have the following Lemma 2.14.
Lemma 2.14. Let 1 < pi <∞, i ∈ N. If
∞∏
i=1
‖fi‖Lpi <∞ and
∞∑
i=1
1
pi
= 1
p
, then
‖M(
−→
f )‖Lp ≤ ‖
∞∏
i=1
Mfi‖Lp ≤ ξ
∞∑
i=1
1
pi
n
( ∞∏
i=1
p′i
) ∞∏
i=1
‖fi‖Lpi = ξ
1
p
n
( ∞∏
i=1
p′i
) ∞∏
i=1
‖fi‖Lpi <∞.
2.3. Generalized Ho¨lder’s Inequality for Conditional Expectation. In the subsec-
tion, we suppose that (Ω,F , µ) is a complete probability space and {fi} is a sequence of
nonnegative measurable functions on (Ω,F , µ).
GENERALIZED HO¨LDER’S INEQUALITIES AND THEIR APPLICATIONS 11
Proposition 2.15. Let 1 < pi < ∞, i ∈ N and
∞∑
i=1
1
pi
= 1. Suppose that F ′ be a sub-σ-field
of F . If
∞∏
i=1
‖fi‖Lpi <∞, then
EF ′
( ∞∏
i=1
fi
)
≤
∞∏
i=1
EF ′(f
pi
i )
1
pi <∞.
Proof of Proposition 2.15 Because of
∞∏
i=1
‖fi‖Lpi <∞, it follows from Lemma 2.10 that
the function
∞∏
i=1
fi is well defined and ‖
∞∏
i=1
fi‖L1 ≤
∞∏
i=1
‖fi‖Lpi . Since ‖fi‖Lpi = ‖f
pi
i ‖
1
pi
L1 =
‖EF ′(f
pi
i )‖
1
pi
L1 = ‖EF ′(f
pi
i )
1
pi ‖Lpi , ∀i ∈ N, we have that
∞∏
i=1
EF ′(f
pi
i )
1
pi is well defined and
‖
∞∏
i=1
EF ′(f
pi
i )
1
pi ‖L1 ≤
∞∏
i=1
‖fi‖Lpi <∞.
Moreover,
∞∏
i=1
EF ′(f
pi
i )
1
pi < ∞. So we will focus on proving EF ′
( ∞∏
i=1
fi
)
≤
∞∏
i=1
EF ′(f
pi
i )
1
pi .
For k ∈ N, we define qk =
1
k∑
i=1
1
pi
, then
k∑
i=1
1
pi
= 1
qk
. Applying Fatou’s Lemma and Ho¨lder’s
inequality for conditional expectation, we have
EF ′(
∞∏
i=1
fi) ≤ lim inf
k→∞
EF ′(
k∏
i=1
fi)
≤ lim inf
k→∞
EF ′(
k∏
i=1
f qki )
1
qk
≤ lim inf
k→∞
k∏
i=1
EF ′(f
pi
i )
1
pi
=
∞∏
i=1
EF ′(f
pi
i )
1
pi .
Theorem 2.16. Let 0 < pi < ∞, i ∈ N and
∞∑
i=1
1
pi
= 1
p
. Suppose that F ′ be a sub-σ-field of
F . If
∞∏
i=1
‖fi‖Lpi <∞, then
EF ′
( ∞∏
i=1
f pi
) 1
p ≤
∞∏
i=1
EF ′(f
pi
i )
1
pi .
Proof of Theorem 2.16 It is clear that Theorem 2.16 follows from Proposition 2.15.
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Proposition 2.17. Let 1 < pi < ∞, i ∈ N and
∞∑
i=1
1
pi
= 1
p
. If
∞∏
i=1
‖fi‖Lpi < ∞, then M(
−→
f )
is well defined.
Proof of Proposition 2.17 Let q > 1. It is well known that conditional expectation En(·)
on Lq(Ω,F , µ) is a contraction, and maps Lq(Ω,F , µ) onto Lq(Ω,Fn, µ). Combining this
with Theorem 2.11 and Remark 2.2, we have
∞∏
i=1
En(fi) is well defined. Then M(
−→
f ) is well
defined.
3. Weighted Inequalities In Martingale Spaces
There are several assumptions that will be used in this section. For convenience, we state
them at the beginning of this part. In addition, C will denote a constant not necessarily the
same at each occurrence.
ASSUMPTIONS Let ωi ∈ L
1 and 1 < pi < ∞, i ∈ N, and let {fi} be a sequence of
nonnegative measurable function on the probability space (Ω,F , µ). Suppose that 1
p
=
∞∑
i=1
1
pi
and σi = ω
− 1
pi−1
i ∈ L
1, i ∈ N. We always suppose that
∞∏
i=1
‖σi‖Lpi(ωi) <∞,
∞∏
i=1
En(ω
1−p′i
i )
1
p′
i <
∞, and
∞∏
i=1
‖fi‖Lpi(ωi) <∞. Moreover, we assume that
∞∏
i=1
σ
1
pi
i > 0.
NOTATIONS We denote that −→p = (p1, p2, · · ·),
−→ω = (ω1, ω2, · · ·),
−→
f = (f1, f2, ...).
Moreover, we also denote
−−→
fχQ = (f1χQ, f2χQ, ...) and
−−→σχQ = (σ1χQ, σ2χQ, · · ·), where Q is
a measurable set.
Remark 3.1. It follows from the generalized Ho¨lder’s inequality for integral that
∫
Ω
∞∏
i=1
En(f
pi
i ωi)
p
pi dµ ≤
∞∏
i=1
( ∫
Ω
En(f
pi
i ωi)dµ
) p
pi =
∞∏
i=1
( ∫
Ω
f pii ωidµ
) p
pi <∞.
Hence,
∞∏
i=1
En(f
pi
i ωi)
1
pi <∞. By Ho¨lder’s inequality for conditional expectation and Remark
2.2, we have
∞∏
i=1
En(fi) ≤
∞∏
i=1
En(f
pi
i ωi)
1
piEn(ω
− 1
pi−1
i )
1
p′
i
=
∞∏
i=1
En(f
pi
i ωi)
1
pi
∞∏
i=1
En(ω
− 1
pi−1
i )
1
p′
i <∞.
Then M(
−→
f ) is well defined. Let fi = σi, we also have
∞∏
i=1
En(σi) < ∞ and M(
−→σ ) is well
defined.
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Definition 3.2. We say that the weight vector −→ω satisfies the reverse Ho¨lder’s condition
RH−→p , if there exists a positive constant C such that
∞∏
i=1
( ∫
{τ<∞}
σidµ
) p
pi ≤ C
∫
{τ<∞}
∞∏
i=1
σ
p
pi
i dµ, ∀τ ∈ T .
Definition 3.3. Let v be a weight. We say that the weight vector (v,−→ω ) satisfies the
condition A−→p , if there exists a positive constant C such that
En(v)
1
p
∞∏
i=1
En(ω
1−p′i
i )
1
p′
i ≤ C, ∀n ≥ 0,
where 1
pi
+ 1
p′i
= 1, i ∈ N.
Definition 3.4. Let v be a weight. We say that the weight vector (v,−→ω ) satisfies the
condition S−→p , if there exists a positive constant C such that
( ∫
{τ<∞}
M(−−−−−→σχ{τ<∞})
pvdµ
) 1
p ≤ C
∞∏
i=1
|{τ <∞}|
1
pi
σi , ∀τ ∈ T .
Proof of Theorem 1.1 We shall follow the scheme: (2)⇔ (1)⇔ (3).
(1) ⇒ (2). Let fi ∈ L
pi(ωi), i ∈ N and let
∞∏
i=1
‖fi‖Lpi(ωi) < ∞. For λ > 0, define
τ = inf{n :
∞∏
i=1
En(fi) > λ}. It follows from (1.5) that
λ|{M(
−→
f ) > λ}|
1
p
v = (
∫
{τ<∞}
λpvdµ)
1
p
≤
( ∫
{τ<∞}
∞∏
i=1
Eτ (fi)
pvdµ
) 1
p
≤ C
∞∏
i=1
‖fi‖Lpi(ωi).
Thus (1.6) is valid.
(2)⇒ (1). Let fi ∈ L
pi(ωi), i ∈ N and let
∞∏
i=1
‖fi‖Lpi(ωi) <∞. Fix n ∈ N and B ∈ Fn. Let
Fi = fiχB, i ∈ N.
Then En(Fi) = En(fi)χB. Moreover
∞∏
i=1
En(fi)χB ≤M(
−→
F ).
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Combining with (1.6), we have
λp
∫
B∩{
∞∏
i=1
En(fi)>λ}
vdµ ≤ λp
∫
{M(
−→
F )>λ}
vdµ
≤ C
∞∏
i=1
‖Fi‖
p
Lpi(ωi)
= C
∞∏
i=1
(∫
B
f pii ωidµ
) p
pi .
For k ∈ Z, let
Bk = {2
k <
∞∏
i=1
En(fi) ≤ 2
k+1}.
Note that
{2k <
∞∏
i=1
En(fi) ≤ 2
k+1} ⊆ {2k <
∞∏
i=1
En(fi)},
then
∫
Ω
(
∞∏
i=1
En(fi))
pvdµ =
∑
k∈Z
∫
Bk
(
∞∏
i=1
En(fi))
pvdµ
≤ C
∑
k∈Z
∫
Bk∩{
∞∏
i=1
En(fi)>2k}
2kpvdµ
≤ C
∑
k∈Z
∞∏
i=1
(∫
Bk
f pii ωidµ
) p
pi
≤ C
∞∏
i=1
(∑
k∈Z
∫
Bk
f pii ωidµ
) p
pi
≤ C
∞∏
i=1
(∫
Ω
f pii ωidµ
) p
pi ,
GENERALIZED HO¨LDER’S INEQUALITIES AND THEIR APPLICATIONS 15
where we have used the generalized Ho¨lder’s inequality. As for τ ∈ T , it is easy to see that
∫
{τ<∞}
∞∏
i=1
Eτ (fi)
pvdµ =
∑
n≥0
∫
{τ=n}
∞∏
i=1
En(fi)
pvdµ
≤ C
∑
n≥0
∞∏
i=1
(∫
Ω
(fiχ{τ=n})
piωidµ
) p
pi
≤ C
∞∏
i=1
(∑
n≥0
∫
Ω
(fiχ{τ=n})
piωidµ
) p
pi
≤ C
∞∏
i=1
(∫
Ω
f pii ωidµ
) p
pi .
Therefore,
(∫
{τ<∞}
∞∏
i=1
Eτ (fi)
pvdµ
) 1
p
≤ C
∞∏
i=1
‖fi‖Lpi (ωi).
(3)⇒ (1). Let fi ∈ L
pi(ωi), i ∈ N and let
∞∏
i=1
‖fi‖Lpi(ωi) <∞. Applying Ho¨lder’s inequality
for conditional expectation, we get
En(fi) ≤ En(f
pi
i ωi)
1
piEn(ω
− 1
pi−1
i )
1
p′
i .
Furthermore,
∞∏
i=1
En(fi)
p ≤
∞∏
i=1
En(f
pi
i ωi)
p
piEn(ω
− 1
pi−1
i )
p
p′
i
=
∞∏
i=1
Evn(f
piωiv
−1)
p
piEn(v)En(ω
− 1
pi−1
i )
p
p′
i ,
where Evn(·) is the conditional expectation relative to the probability measure
v
|Ω|v
dµ. Because
of (1.7), we get
∞∏
i=1
En(fi)
p ≤ C
∞∏
i=1
Evn(f
piωiv
−1)
p
pi .
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From this, using the generalized Ho¨lder’s inequality, we have
‖
∞∏
i=1
En(fi)‖Lp(v) ≤ C‖
∞∏
i=1
Evn(f
piωiv
−1)
1
pi ‖Lp(v)
≤ C
∞∏
i=1
‖Evn(f
piωiv
−1)
1
pi ‖Lpi(v)
= C
∞∏
i=1
‖Evn(f
piωiv
−1)‖
1
pi
L1(v)
= C
∞∏
i=1
‖f piωi‖
1
pi
L1
= C
∞∏
i=1
‖f pi‖Lpi (ωi).
(1)⇒ (3). For any n ≥ 0, i ∈ N and B ∈ Fn, set fi = ω
− 1
pi−1
i χB. Then
(∫
B
∞∏
i=1
En(ω
− 1
pi−1
i )
pvdµ
) 1
p
≤ C
∞∏
i=1
(∫
Ω
ω
− 1
pi−1
i χBdµ
) 1
pi .
Furthermore, ∫
B
∞∏
i=1
En(ω
− 1
pi−1
i )
pEn(v)dµ ≤ C
∞∏
i=1
(∫
B
σidµ
) p
pi .
Note that −→ω ∈ RH−→p , we have
∫
B
∞∏
i=1
En(ω
− 1
pi−1
i )
pEn(v)dµ ≤ C
∫
B
∞∏
i=1
σ
p
pi
i dµ.
It follows from the generalized Ho¨lder’s inequality for conditional expectation that
∫
B
∞∏
i=1
En(ω
− 1
pi−1
i )
pEn(v)dµ ≤ C
∫
B
∞∏
i=1
En(σi)
p
pi dµ.
Thus, there exists a constant C such that
( ∞∏
i=1
En(ω
− 1
pi−1
i )
pEn(v)
) 1
p
≤ C
∞∏
i=1
En(ω
− 1
pi−1
i )
1
pi .
Then
En(v)
1
p
∞∏
i=1
En(ω
1−p′i
1 )
1
p′
i ≤ C.
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Proof of Theorem 1.2 It is clear that (1)⇔ (2)⇒ (3), so we omit them. To prove (3)⇒
(2), we proceed in the following way. Let gi ∈ L
pi(σi), i ∈ N and let
∞∏
i=1
‖gi‖Lpi (σi) <∞. For
all k ∈ Z, define stopping times
τk = inf{n :
∞∏
i=1
En(giσi) > 2
k}.
Set
Ak,j = {τk <∞} ∩ {2
j <
∞∏
i=1
EFτk (σi) ≤ 2
j+1};
Bk,j = {τk <∞, τk+1 =∞} ∩ {2
j <
∞∏
i=1
EFτk (σi) ≤ 2
j+1}, j ∈ Z.
Then Ak,j ∈ Fτk , Bk,j ⊆ Ak,j and
EFτk (giσi) = E
σi
Fτk
(gi)EFτk (σi).
Moreover, {Bk,j}k,j is a family of disjoint sets and
{2k < M(−→gσ) ≤ 2k+1} = {τk <∞, τk+1 =∞} =
⋃
j∈Z
Bk,j, k ∈ Z.
On each Ak,j, we have
2kp ≤ ess inf
Ak,j
∞∏
i=1
EFτk (giσi)
p
≤ ess inf
Ak,j
∞∏
i=1
EσiFτk
(gi)
p ess sup
Ak,j
∞∏
i=1
EFτk (σi)
p
≤ 2p ess inf
Ak,j
∞∏
i=1
EσiFτk
(gi)
p|Bk,j|
−1
v
∫
Bk,j
∞∏
i=1
EFτk (σi)
pvdµ.
To estimate
∫
Ω
M(−→gσ)pvdµ, firstly we have∫
Ω
M(−→gσ)pvdµ =
∑
k∈Z
∫
{2k<M(−→gσ)≤2k+1}
M(−→gσ)pvdµ
≤ 2p
∑
k∈Z
∫
{2k<M(−→gσ)≤2k+1}
2kpvdµ
= 2p
∑
k∈Z,j∈Z
2kp
∫
Bk,j
vdµ
≤ 4p
∑
k∈Z,j∈Z
ess inf
Ak,j
∞∏
i=1
EσiFτk
(gi)
p
∫
Bk,j
∞∏
i=1
EFτk (σi)
pvdµ.
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It is clear that ϑ is a measure on X = Z2 with
ϑ(k, j) =
∫
Bk,j
∞∏
i=1
EFτk (σi)
pvdµ.
For the above {gi}, define
T−→g (k, j) = ess inf
Ak,j
∞∏
i=1
EσiFτk
(gi)
p
and denote
Eλ =
{
(k, j) : ess inf
Ak,j
∞∏
i=1
EσiFτk
(gi)
p > λ
}
and Gλ =
⋃
(k,j)∈Eλ
Ak,j
for each λ > 0. Then we have
|{T−→g (k, j) > λ}|ϑ =
∑
(k,j)∈Eλ
∫
Bk,j
∞∏
i=1
EFτk (σi)
pvdµ
=
∑
(k,j)∈Eλ
∫
Bk,j
∞∏
i=1
EFτk (σiχGλ)
pvdµ
≤
∫
Gλ
M(−−−→σχGλ)
pvdµ.
Let τ = inf
{
n :
∞∏
i=1
Eσin (gi)
p > λ
}
, we have Gλ ⊆
{
M
−→σ (−→g )p > λ
}
= {τ < ∞}. It follows
from S−→p and RH−→p that
|{T−→g (k, j) > λ}|ϑ ≤
∫
{τ<∞}
M(−−−−−→σχ{τ<∞})
pvdµ.
≤ C
∞∏
i=1
|{τ <∞}|
p
pi
σi
≤ C
∫
{τ<∞}
∞∏
i=1
σ
p
pi
i dµ.
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Therefore, ∫
Ω
M(−→gσ)pvdµ ≤ 4p
∫
X
T−→g dϑ = 4
p
∫ ∞
0
|{T−→g > λ}|ϑdλ
≤ C
∫ ∞
0
∫
{τ<∞}
∞∏
i=1
σ
p
pi
i dµdλ
= C
∫ ∞
0
∫
{M
−→σ (−→g )p>λ}
∞∏
i=1
σ
p
pi
i dµdλ
= C
∫
Ω
M
−→σ (−→g )p
∞∏
i=1
σ
p
pi
i dµ
≤ C
∫
Ω
∞∏
i=1
Mσi(gi)
pσ
p
pi
i dµ
≤ C
∞∏
i=1
( ∫
Ω
Mσi(g)piσidµ
) p
pi
≤ C(
∞∏
i=1
p′i)
p
∞∏
i=1
‖gi‖
p
Lpi (σi)
,
where we use Ho¨lder’s inequality and Doob’s inequality. Then (1.8) is valid, because of
∞∏
i=1
p′i <∞.
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