336
DAVID HERMANN of compactly supported Hamiltonian diffeomorphisms
The symplectic size of subsets of R 2n is measured by symplectic capacities, introduced by Gromov in [12] , and developed by Ekeland and Hofer in [5] . Several symplectic capacities can be defined using different approaches. (For a nice introduction to these subjects, see [25] , [16] , and [23] .) However, they are in general not computable, and hence the interest in obtaining estimates for them.
We focus on three of these capacities. The first one is the symplectic width of Gromov (see [12] , [13] Here U has to be a connected and bounded open set, but standard procedures allow us to extend such a capacity to all subsets of R 2n . We also consider Hofer's displacement energy, defined in [15] as follows. Finally, we denote by c FH the Floer-Hofer capacity. This capacity is defined via symplectic homology (see [11] , [8] ). The Floer-Hofer capacity can be viewed as a variant of Ekeland-Hofer capacity c EH defined in [5] : It is related with periodic orbits of Hamiltonian systems. Given a connected and bounded open set U , we consider "admissible" Hamiltonians H ∈ Ᏼ t which are negative near U and quadratic at infinity, that is, the class Convex domains (or more generally star-shaped domains) have RCT boundary, because η 0 (z) = (1/2)z is Liouville. It can be shown (see [27] , [14] ) that from the point of view of symplectic capacities, convexity is much more restrictive than the RCT condition: all symplectic capacities are equivalent for convex sets, and this is not the case for RCT open sets. We can now state our main result.
H t, γ (t) dt for
γ ∈ = C ∞ S 1 , C n ,(1.
Theorem 1.4. If U is an RCT open set, then w(U ) ≤ c FH (U ) ≤ d(U ).
In order to give an idea behind the proof of Theorem 1.4, we need to give a more precise definition of the capacity c FH . In [8] , Floer homology is defined as a Morse theory for the action functional A H on the loop space in the sense of ThomSmale-Witten (see [20] ). Considering a time-dependent, almost complex structure J ∈ t = C ∞ (S 1 , ) and an admissible Hamiltonian H ∈ Ᏼ ad (U ), all of whose periodic orbits are nondegenerate (we call such an H a regular Hamiltonian), we study the following elliptic partial differential equation (PDE), whose solutions are called (1.9)
In [11] , the symplectic capacity c FH is defined as follows. The first step in the proof of Theorem 1.4 is to get a nice Floer trajectory from this definition. Following ideas of Viterbo (see [26] ), we construct a regular cofinal family (H λ , J λ ) for the symplectic homology of U such that
• the only 1-periodic orbits of H λ with positive action are the critical points of H λ in U with action near zero and the (perturbed) closed characteristics of ∂U whose actions are near their symplectic areas; • the other 1-periodic orbits of H λ have very negative actions;
• the Floer trajectories connecting orbits with positive action stay in a neighborhood of U . In this construction, it is crucial to assume that U is an RCT open set. This way we get a local description of the symplectic homology of U , which coincides indeed with Viterbo's "intrinsic" version of symplectic homology in [26] . This shows that, for ε > 0 small enough,
The reason is that for action near zero, the Floer complex of (H λ , J λ ) equals the Thom-Smale-Witten complex of (H λ , g J λ ). In particular, we get S [0,ε[ n (U ) Z 2 for ε small enough, the associated periodic orbit being a fixed minimum z 0 of H λ . Using the functorial properties of symplectic homology, we consider the natural map
and we show
( 
The next step for proving the first inequality is an equivariant problem. If we could assume that H λ is constant in U and that J λ is arbitrary (and time-independent) in U , we would be done. Indeed, we could cut u λ along ∂U and get a J λ -holomorphic curve. By the theorem on removable singularity (see [24] ), this curve can be made proper, and its area is less than the action of γ λ , implying the first inequality. As (H λ , J λ ) has to be regular in order to get the trajectory u λ , we have to perturb this ideal situation and to show the convergence of the regular trajectory to the ideal trajectory we need. The whole problem is to control the behavior of u λ near z 0 , which is done by a construction used in [10] and a rigidification-relaxation process. The second inequality is relatively easy, and the proof is similar to the case of the capacity c EH (see [15] , [23] ). We show that given 0 < b < c FH (U ), a regular cofinal family K λ ∈ Ᏼ ad (U ), and large enough λ, any Hamiltonian function
has a 1-periodic orbit with positive action. Let ψ λ t denote the flow of K λ . Given ε > 0, by classical arguments, we can find a Hamiltonian
On the other hand, we can choose K λ in such a way that all 1-periodic orbits of L λ have very negative actions. Arguing by contradiction, we get the second inequality. Remark 1.5. Throughout this work, we could easily replace C n by a symplectic manifold M with contact-type boundary, which is symplectically aspherical and satisfies the strong algebraic Weinstein conjecture of [26] . Very similar results are proved in [22] for a compact aspherical symplectic manifold without boundary. cussions. This paper was partially written during my stay at the Eidgenössische Technische Hochschule in Zurich, and I thank everyone for their warm hospitality. I also thank the participants in the seminar on symplectic geometry at the École Polytechnique for their patient listening and their comments. Finally, I wish to thank Emmanuel Giroux and Jean-Claude Sikorav for their numerous corrections and improvements to the proofs.
2.
Open sets with restricted contact-type boundary. We recall very elementary properties of RCT hypersurfaces, such as symplectic conformality and pseudoconvexity, and the various definitions of Gromov width. We fix also the notation we use in the whole paper.
Definitions and notation.
Let U ⊂ C n be an RCT open set, and let = ∂U . Let η be a Liouville vector field transversal to . Due to Definition 1.3, the 1-form
satisfies dλ = ω. The form σ = i * λ is a contact form on , that is, σ ∧ (dσ ) n−1 is a volume form. The contact field on is the hyperplane field ξ = Ker σ , on which dσ is a symplectic form. The Reeb vector field of σ is the vector field X on defined by
A closed orbit γ of X is called a closed characteristic of , and the number
is called the area of γ ; it is also its period. Notice that we also include multiple covered orbits. The action spectrum of is the set
Example 2.1. The sphere S 2n−1 (R) is an RCT hypersurface with Liouville field
In the general case, it is easy to make η standard off a compact set, and we fix R 0 > 0 such that
The flow ψ s of η is then defined on R×C n and satisfies ψ * s λ = e s λ for all s. Consider the manifoldˆ = R * + × , and denote by S and p the projections onto the factors. Let us endowˆ with the symplectic formω = dλ, whereλ = S · p * σ . The map :ˆ → C n given by (S, p) = ψ ln(S) (p) satisfies * λ =λ and is therefore a symplectic embedding. For any S > 0, we consider the open set U S = ψ ln(S) (U ) and the hypersurface S = ({S} × ) = ∂U S . Similarly, for any interval I ⊂ R + , we use the notation U I = (I × ) with U [0,S[ := U S . Finally, we consider the smooth function τ on U ]0,+∞[ given by
In the general case, (2.3) implies ψ s (z) = e s/2 z for s > 0 and z ∈ B 2n (R 0 ), which implies
In this situation, the Hamiltonian vector field of H satisfies
with X τ = * X. Moreover, due to (2.1) and (2.2), we have
Let us now consider a 1-periodic orbit γ for X H contained in U I ; it has to be contained in a level surface for H , that is, in some hypersurface S . We infer −1 (γ ) = (S,γ ),
Up to orientation, the curveγ is therefore a closed characteristic of , with period |h (S)|. Both λ and λ 0 are global primitives of ω, which implies
Computing inˆ via the symplectomorphism , we infer
We can summarize these computations as the following lemma.
Let us now consider a closed characteristic γ for . As the flow of X preserves ξ , the linearized flow along γ defines an endomorphism LX γ of ξ γ (0) . We say that γ is nondegenerate if 1 is not an eigenvalue of LX γ . If all closed characteristics are nondegenerate, then ( ) is discrete:
We say that has a nice action spectrum if this holds and if, moreover, each period is associated to a unique closed characteristic. The following proposition is proved in [19] .
Proposition 2.5. The property of having a nice action spectrum is C ∞ -generic among hypersurfaces.
Moreover, due to the symplectic invariance and homogeneity properties of any symplectic capacity c, the flow ψ s of η satisfies c ψ s (P ) = e s c(P ) for any P ⊂ C n .
In particular, we infer c(U S ) = S · c(U ), which is referred to as symplectic conformality. This enables us to make a nondegeneracy assumption on the action spectrum of and to have enough room to do the constructions. 
Proof. In fact, C 1 -genericity would suffice: given any RCT hypersurface = ∂U , we can find a C 1 -close˜ with nice action spectrum in U [1−a,1+a] , for any a > 0. Since the RCT condition is C 1 -open,˜ has RCT, and its interiorŨ satisfies
, and then (due to monotonicity)
which implies Theorem 1.4.
Gromov width.
Historically, the first symplectic capacity was introduced by Gromov in [12] (see also [13] , [1] , and [25] ). It is called the symplectic width, and its construction is based on the existence of holomorphic curves in a symplectic manifold seen as an almost complex manifold. In this section, we consider a (not necessarily compact) symplectic manifold without boundary (M, ω). Definition 2.7. An almost complex structure calibrated by ω is a fiber endomorphism J of T M satisfying
We denote by M the space of calibrated almost complex structures on M.
Definition 2.8. Let J ∈ M , and let S be a connected Riemann surface, possibly noncompact, but without boundary. A J -holomorphic curve is a map u :
Given a connected and bounded open set U ⊂ M (bounded here means with compact closure in M), a calibrated almost complex structure J ∈ M , and a point x ∈ U , we denote by Hol(J, U, x) the space of nonconstant J -holomorphic curves through x that are properly mapped in a neighborhood of U . With this notation, we can set the following definition (see [12] ). 
By transitivity of symplectic isotopies, it can be easily seen that for all x ∈ U ,
because this quantity is independent of x. Moreover, it is increasing under inclusion, which makes the following exhaustion procedure natural.
with V open, connected, and bounded , and finally, for any subset U of M, the width is defined by thickening as
With these definitions, the width can be easily seen to be monotone, invariant by Ᏸ, and homogeneous. The normalization is due to the existence theorems for holomorphic curves in [12] , implying the following theorem.
Theorem 2.11. The width w M is a symplectic capacity in M.
Even for regular open sets in C n , it is interesting to get an intrinsic capacity, that is, a quantity invariant under equidimensional symplectic embedding and not only under Ᏸ. The simplest way to do it is to make exhaustion by compact sets, that is, to define the following with the previous notation.
Definition 2.12. The symplectic width of
The following two important remarks have been pointed out to me by Jean-Claude Sikorav.
Remark 2.13. The original definition of the width in [13] is
that is, we consider holomorphic curves in the whole M. It is nontrivial that this definition coincides with 2.12; this is due to a theorem of Chang (see [2] ), and it requires the language of currents. However, as in the previous section, symplectic conformality allows us to prove that for an RCT open set U ⊂ M, we have
that is, that intrinsic and relative width (as we defined it) coincide. Moreover, the theorem by Chang shows that this is the same width as the one in [13] .
Remark 2.14. We could also define a width with bounded genus. Denoting by Hol k (J, U, x) the space of nonconstant proper J -holomorphic curves through x with genus at most k, we can set
and get a decreasing sequence of capacities. As we only consider disks with holes, we show actually that, if U is of RCT in C n , then w 0 (U ) ≤ c FH (U ).
Pseudoconvexity.
We recall the important connections between pseudoconvexity and contact type (see [17] , [6] ). We see that for certain special almost complex structures, the maximum principle applies not only to holomorphic curves, but also to Floer trajectories.
Let be a connected hypersurface in C n , and let J ∈ . We denote by ζ the complex tangent space to : ζ x = T x ∩(J ·T x ). This field is naturally co-oriented and is given by a Pfaff equation ζ = Ker α, where α is a nonzero form uniquely determined up to a nonnegative function. The same is true for dα| ζ , and for the Levi
is said to be J -convex when q is positive-definite.
A crucial fact is the maximum principle (see [17] , [6] ).
Lemma 2.16. A J -holomorphic curve cannot touch a J -convex hypersurface from the interior.
It is interesting later on to know that sufficiently small spheres are pseudoconvex.
, and for all r 1 ≤ 2r 0 , the sphere
The proof is an easy computation. With
As m ≤ 3Mr 0 and dm ≤ M, an easy estimate gives the lemma. Now we go back to the case where = ∂U has restricted contact-type.
Definition 2.18. Let I ⊂ R * + . We say that J ∈ t is special in U I if it is timeindependent and ψ s -invariant in U I and if there exists a constant C > 0 such that
We denote by I s the set of such J .
An equivalent definition withĴ = * J onˆ is to assume thatĴ (S∂ S ) = C ·X and thatĴ is independent on t and S in S 1 × I × .
Since ω is J -invariant, we easily compute in
We infer that ξ = ζ is stable under J . Consequently, in order to get J ∈ I s , we can do the following (see [3] ). Pick a calibrated almost complex structure J ξ on the symplectic fiber bundle (ξ, dσ ) → . Extend it toˆ bŷ
(i.e., we choose C = 1). Push-forward by gives a calibrated almost complex structureJ ξ on U ]0,+∞[ . After restriction to U I , we can extend it to C n as a calibrated almost complex structure. This shows that I s is nonempty and contractible. This construction allows us to control the area of holomorphic curves in the following way.
is J 1 -holomorphic and touches both 1/2 and . Let
where d is the Euclidian distance. Then there is a point z 0 in the source of u satisfying Moreover, given J ∈ I s , we can compute the Levi form for S , S ∈ I as
Example 2.20.
A crucial result for us is the following version of the maximum principle.
a Floer trajectory for (H, J ) such that ∂u/∂s ≡ 0 cannot touch S from the interior, for S ∈ Int(I ).
Proof. Recall that u ∈ C ∞ (R × S 1 , C n ) is a solution of ∂u ∂s + J (t,u) ∂u ∂t = J (t,
u)X H (t, u).
If there were an interior tangency, the function f = τ •u would have a local maximum.
, where J is time-independent:
and because of (2.5), (2.6), and (2.9),
It follows that
,
As a result, on u −1 (U I ), we have
If f had a local maximum, it would have to be constant in view of the maximum principle. But since we assume ∂u/∂s ≡ 0, [9, Lemma 4.1] implies that the set of points where ∂u/∂s = 0 is discrete. Therefore, the map f cannot be constant, which implies the lemma.
Symplectic homology.
We recall here the construction of symplectic homology in [8] , as well as certain useful results from the classical literature on this subject (mainly [3] , [4] , [7] , [9] , [11] , [16] , [18] , [20] , and [21] ). For simplicity, we restrict ourselves to Z 2 -homology. We focus on local convergence and transversality.
Trajectory spaces, compactness, and transversality.
As mentioned earlier, Floer homology can be viewed as Morse theory for the action functional A H on the loop space . The required metric on is given by a time-dependent, calibrated, almost complex structure J ∈ t : we then consider the L 2 -metric on induced by g J . The gradient of A H is given by
This does not define a flow on ; nevertheless, we can consider the gradient lines as solutions of the following elliptic equation:
with Z = R×S 1 , which is referred to as the Floer equation. Given two critical points x − and x + for A H , the space of Floer trajectories connecting them is
(the above limit is a priori in C 1 (S 1 )). The difference of action between the ends is given by the energy of the trajectory:
and it is important to notice that the function s → A H (u(s, ·)) is increasing (because the trajectories are gradient lines). The following result is obvious but very useful.
Lemma 3.1. If u is a solution of (3.1) with E J (u) = 0, then u depends only on t and is a periodic orbit of H .
Next observe that (3.1) is invariant under translation in the s direction, which gives rise to a free R-action on the trajectory spaces obtained by the reparametrization u → u(s + s 0 , t). We denote bỹ
the quotient spaces of this action. A crucial feature is that Floer trajectories can be viewed as holomorphic curves in a bigger space. Indeed, consider the following almost complex structure on Z × C n :
Then the mapũ(s, t) = (s, t, u(s, t)) is aJ -holomorphic curve: this motivates the following local compactness theorems. We first have to stop the trajectories from going to infinity in C n . This is achieved by considering convex pairs (H, J ) in the following sense.
Definition 3.2. The pair (H, J ) ∈ Ᏼ t × t is said to be standard at infinity if there exists R > 0 and µ > 0 with µ ∈ πZ such that
We denote this space by
The maximum principle (see Lemma 2.21) then implies the following lemma.
It is therefore relevant to define the space of bounded trajectories as
Elliptic regularity for the solutions of (3.1) (or, alternatively, Gromov compactness results for holomorphic curves) implies the following local compactness theorem.
The proof in [7] (or [16] ) is based on the nonexistence of holomorphic spheres and on elliptic bootstrapping argument. Under weaker regularity, the same proof leads to the following theorem.
A direct consequence of Theorem 3.4 is the following. 
See, for instance, [10] for a proof. We call the orbits γ + and γ − the ends of the trajectory u. Notice that, in general, these ends have no reason to be unique, because they are defined in a weak sense. In order to prove the existence of ends of bounded trajectories in a stronger sense, we have to make the following generic assumption: A 1-periodic orbit γ ∈ ᏼ(H ) is said to be nondegenerate if 1 is not an eigenvalue of the linearized flow of X H along γ . In this situation, a Floer trajectory has ends in the following strong sense.
See [7] or [16] for a proof. If the orbits x + and x − are nondegenerate, they have well-defined Conley-Zehnder indices µ(x ± , H ) (see [21] ). In fact, our sign conventions lead us to consider the opposite of the index in [21] . Their computation of the Fredholm index of (3.2) gives the virtual dimension of the trajectory spaces. 
Now let H be an autonomous Hamiltonian, and let Fix(H ) be its critical points. A point z ∈ Fix(H ) is a nondegenerate periodic orbit if it is a Morse critical point and if the second differential of H at z is sufficiently small. Let ᏼ * (H ) = ᏼ(H ) \ Fix(H ). As S 1 acts freely on ᏼ * (H ), these orbits have to be degenerate. In this situation, γ is called transversally nondegenerate if the eigenvalue 1 of the linearized flow of X H along γ has multiplicity 1. In this case, γ is isolated, and the following perturbation lemma is proved in [4] .
H ) is transversally nondegenerate. Let V be a tubular neighborhood of the images of ᏼ * (H ). There exists a function k with support in S
without creating other 1-periodic orbits. This is essentially achieved by adding a Morse function on the S 1 factor. Now consider H ∈ Ᏼ R and J 1 ∈ R , and assume that x − , x + ∈ ᏼ(H ) are nondegenerate. It is proved in [9] that for a residual set reg (H ) ⊂ R of almost complex structures J , the space ᏹ(x − , x + , J, H ) is a manifold of dimension given by Proposition 3.8. However, we want to keep the initial J 1 fixed in certain regions, and we make an explicit use of [9, Remark 5.2] (see also [18] ). Let V be an open set separating the periodic orbits x − and x + such that
Consider the space (J 1 , V ) = {J ∈ t /J = J 1 off S 1 ×V }. Our aim is the following result.
Proof. The proof of Proposition 3.10 follows the same lines as the proof of Theorem 5.1 in [9] . We briefly present the main points of the proof and indicate the necessary changes. Consider p > 2 and l > 2, and let l be the completion of R for the C l -topology. (Banach spaces must be used, but C l -genericity for all l will finally imply C ∞ -genericity.) Fix u 0 ∈ C ∞ (Z, C n ) with u 0 (s, t) = x − (t) for s < −1 and u 0 (s, t) = x + (t) for s > 1, and let
Consider the map
Ᏺ : l × Ꮾ → L p (Z, C n ) defined by Ᏺ(J, u) = ∂u ∂s + J (t,u) ∂u ∂t − J (t,
u)X H (t, u).
The key point is to show that DᏲ(J, u) has a dense range at every zero. Choose q satisfying q −1 + p −1 = 1 and (J, u) ∈ Ᏺ −1 (0). Let η ∈ L q (Z, C n ) be in the annihilator of the range of DᏲ(J, u): we have to prove that η = 0. By unique continuation, it suffices to find a nonempty open set where η vanishes, since η satisfies an elliptic equation (adjoint to the linearization of Ᏺ with respect to u). In [9] , the authors consider the set (u) of regular points of u (the points z ∈ Z satisfying (∂u/∂s)(z) = 0 and u −1 (u(z)) = {z}). They show that this set is open and dense, and that η vanishes on it. In our case, we have only to replace l by the C l -completion of (J 1 , V ), and their proof shows that η vanishes on (u) ∩ u −1 (V ), which is a nonempty open set by assumption. This finishes the proof of Proposition 3.10.
As usual, we simply denote by reg (H ) the set of J ∈ R for which all trajectory spaces are manifolds of the right dimension.
Floer homology and its functorial properties.
Let us now consider a regular pair, that is, (H, J ) ∈ Ᏼ R × R such that all 1-periodic orbits of H are nondegenerate and J ∈ reg (H ). In this situation, the previous results prove the following:
It also makes sense to define
The Floer complex can be defined as follows. For I ⊂ R and k ∈ Z, consider the set ᏼ I k (H ) of 1-periodic orbits of H with action in I and index equal to k, and let
Consider the Z 2 vector space they span,
and define the boundary operator ∂ k : C a k (H ) → C a k−1 (H ) by the matrix δ:
The key point is the following result, due to Floer.
This result is due to the fact that the ends of the spacesᏹ consist of broken trajectories. This makes possible the following definition. 
Moreover, we have L(s, t, z) = µ(s)|z| 2 for |z| ≥ R, and we also require
We now consider the equation
Again, the action A L(s) (u(s, ·)) is increasing along a solution. In a similar way as before (but more difficult), we can construct a chain map between the two Floer complexes by counting the number of solutions of (3.5) going from an orbit of H 2 to an orbit of H 1 . This defines a monotonicity morphism 6) which is indeed independent of the given monotone homotopy. These morphisms behave functorially; that is,
This functorial property allows us to define the symplectic homology of a nonempty bounded open set U as the direct limit of the Floer homology of regular pairs (H, J ) with H ∈ Ᏼ ad (U ). 
This direct limit comes together with a limit morphism
It is important to notice that we always require a > −∞ and that the convexity radius R is not fixed. 
which gives rise to an exact triangle a,b,c (H, J ):
(H, J ).
This triangle commutes with the monotonicity morphisms from (3.6), which gives rise to an exact triangle a,b,c (U ):
Similarly, given numbers a ≤ a , b ≤ b , and c ≤ c , we have a natural map
given by inclusions, which defines a map
This map is also compatible with monotonicity morphisms and defines a map
This map commutes with the triangle (3.7) and gives natural homomorphisms
On the other hand, for U ⊂ V , the inclusion Ᏼ ad (V ) → Ᏼ ad (U ) and the monotonicity morphisms in Ᏼ ad (U ) define an inclusion morphism
which behaves functorially, that is,
and which commutes with (3.9). Moreover, given φ ∈ Ᏸ, pullback by φ of pairs (H, J ) gives an isomorphism
If φ(U ) ⊂ V , the composition of φ # with the inclusion morphism gives a pullback morphism
which is compatible with all previous arrows. One of the most important results is the following isotopy invariance theorem. 
Given a regular pair (H, J ) and a constant C ≥ 0, (3.8) gives us a map
On the other hand, as A H −C = A H + C, we have an isomorphism
The compositionm(H − C, H ) = σ (H,C)• φ(H − C, H ) gives a map
By (3.6), we obtain a monotonicity map
and we now prove the following lemma.
Lemma 3.16. For any constant C ≥ 0,m(H − C, H ) = m(H − C, H ).

Indeed, let ρ be a smooth function with ρ(s) = 0 for s < −1 and ρ(s) = −1 for s > 1, and consider a monotone homotopy (L,J ) whereJ (s,t,z) is a perturbation of J and L(s, t, z) = H (t,z)+ C · ρ(s). By setting
the proof of Theorem 3.15 (see [8, Theorem 36] ) shows that for small enough ε, the solutions of (3.5) correspond bijectively to Floer trajectories associated to (H, J ), implying the lemma.
Local symplectic homology for RCT open sets.
In this section, we consider an open set U with restricted contact-type boundary , and we assume that ( ) is nice. This assumption is not restrictive in view of Lemma 2.6. We construct our cofinal family, which is essentially the same as the one used in [26] . The construction is done in two steps. First, we construct an autonomous cofinal family (H λ , J λ ) with nice geometric properties, but with degenerate critical orbits. Then we perturb it as described in Section 3.1 in order to get a regular cofinal family. This can be done without destroying the geometric features of (H λ , J λ ). We also deduce the local description of the symplectic homology of U .
The cofinal family.
We use the notation of Section 2. In particular, we have 
(4) constants in B 2n (R + 1) \ U A+ν , with action equal to a 4 (λ, A) = −C, (5) closed characteristics of the sphere, with action less than
Moreover, it is proved in [4] that orbits of type 2 are transversally nondegenerate because h is convex there. Conditions (4.1) allow the following estimates for λ large enough:
Now choose J 1 ∈ and ε 0 > 0. We pick a calibrated almost complex structure J ξ on the symplectic bundle (ξ, dσ ) → that defines a special almost complex structurẽ J ξ on U ]0,+∞[ by (2.10). Since U B ⊂ B 2n (R) in view of (4.2), we can consider an almost complex structure J R ∈ satisfying
The following is a crucial estimate for us. 
Combined with (3.3), this implies the lemma.
We are now in position to choose the parameters. In order to get a cofinal family for λ → +∞, we need ε → 0, C/R 2 → +∞, and µ → +∞, which is ensured by (4.1) and
The orbits of types 3, 4, and 5 have actions going uniformly to −∞ provided that Aη λ − 2λ → +∞ and (A − 1)λ − 2R 2 µ → +∞ (see (4.4)), which is ensured by (4.1) and 
We therefore choose η λ → 0 satisfying (4.3) and, for instance,
, and
which satisfies (4.1), (4.5), (4.6), and (4.7). We now set
and J λ := J R(λ) .
Generic perturbation.
Given a > −∞, for large enough λ, the only orbits of H λ with action larger than a are the orbits of type 1 and 2, that is, constants in U and closed characteristics of S , with 1 < S < 1 + ν. Following Remark 3.14, it suffices to perturb H λ near these orbits, and J λ in an open set separating these orbits, in order to get a regular pair for S (4.8) where i M denotes the Morse index (see [21] ). Proposition 3.10 allows us to perturb J λ in S 1 × U ]1−2ε 0 ,1−ε 0 [ in order to get a regular almost complex structure J α λ for H α λ . Moreover, we can do it in such a way that the gradient of f for the associated metric is Morse-Smale (see [21] ), that is, the stable and unstable manifolds intersect transversally. On the other hand, Lemma 4.1 implies that all Floer trajectories between the critical points of f stay in U 1+ν . As (H α λ , J α λ ) is a special pair in U [1−ε 0 ,1+ν[ , Lemma 2.21 implies further that they stay in U 1−ε 0 . Therefore, we get the following proposition. 
The same perturbations give rise to the Hamiltonian
for which the constant orbits in U are degenerate, but the orbits of type2 (i.e., closed characteristics of ∂U with positive action) are nondegenerate.
Remark 4.4.
Since the perturbations depend not only on α and δ but also on λ, they are valid for α < α(λ) and δ < δ(λ). We can easily assume that α(λ) and δ(λ) go to zero for λ going to +∞, and in the remainder of this paper, "λ going to +∞" means "(λ, α, δ) going to (+∞, 0, 0)."
Description of the symplectic homology.
We are now in position to get the local description of S [a,b[ * (U ) as in [26] . We first recall Viterbo's intrinsic point of view on symplectic homology for an aspherical symplectic manifold (M, ) with contact-type boundary ("aspherical" means that [ ] vanishes on π 2 (M)). The word "intrinsic" does not mean here that it depends a priori only on the symplectic manifold (Int M, ), but rather that it depends only on the symplectic manifold with boundary (M, ) (for a really intrinsic symplectic homology, see [4] ). Viterbo's construction is indeed a cohomology rather than a homology like ours, because he studies gradient lines instead of minus-gradient lines, but this makes no real difference. With the notation of Section 2, he considers the symplectic manifold
is well defined, because all orbits and trajectories stay in a compact set. Given two such pairs (K 1 , J 1 ) and
obtained essentially as the mapm in (3.11). These maps behave functorially, which allows us to define
In our situation, we get the following proposition.
Proposition 4.5. If ∂U is of RCT and has a nice action spectrum, then
Proof. Consider a pair (H α λ,δ , J α λ,δ ) from our cofinal family, and choose S 0 in the interval ]1 + ν, A[. We get an admissible pair in the sense of Viterbo by
Due to Proposition 4.3, we get
because the orbits and trajectories are the same. Moreover, the proof of Lemma 3.16 implies that the monotony mapsm from (4.9) and m from (3.6) coincide. 
Observe that given −∞ < a ≤ b < +∞, there are finitely many orbits with action in [a, b[. If we assume, in addition, that a and b do not belong to (∂U ), the actions of these orbits do not cross {a, b} for λ → +∞. This implies that this direct limit is in fact a true limit, that is, that the associated morphism
is an isomorphism for large enough λ. The same result is true for
Recall that given −∞ < a ≤ b ≤ +∞ and −∞ < a ≤ b ≤ +∞ with a ≤ a and b ≤ b , (3.9) gives us a natural morphism
Proposition 4.7. If ∂U is of RCT and has a nice action spectrum, then
Proof. The first two points are direct consequences of Proposition 4.3 because orbits of type1 and2 have actions near (∂U )∪{0}. To prove the third point, we use Proposition 4.2. We know that ᏼ [a,b[ (H α λ ) = Crit(f ) for large enough λ and small enough α. Now fix a large enough λ, and let α → 0. We know that all the Floer trajectories we have to consider stay in U 1−ε 0 , where
In this situation, [21, Theorem 7.3] 
The normalization (4.8) implies that for any x ∈ Crit(f ),
and we conclude by Remark 4.6.
Proof of the main results
The Floer-Hofer capacity.
We recall here the results of [11] that allow us to define the capacity c FH . Let us start with an easy lemma.
Indeed, if (H, J ) is a regular admissible pair for U , the pair
is a regular admissible pair for αU .
. By studying special Hamiltonians for S 2n−1 (1), we get (see [11, Corollary 2] ) the following lemma.
Lemma 5.2. The symplectic homology groups of an open ball satisfy
Next, given 0 < r ≤ R, consider the inclusion morphism
We then have the following lemma (see [11, pages 596 and 598]).
Remark 5.4. As in [26] , we can interpret i r,R as the pullback
Moreover, consider the inclusion morphism
By studying the diagram given by inclusion morphism 0,ε,b (R) → 0,ε,b (r), we easily deduce the following from Lemmas 5.2 and 5.3.
These results allow us to define the capacity of any bounded and connected open set U ⊂ C n as follows (see [11] ). The natural map
Moreover, for 0 < πr 2 1 < πr 2 2 < b, the isomorphism I r 2 ,r 1 from Lemma 5.5 gives us an isomorphismĨ
which is also functorial. The homology of a point can then be defined as
which is independent of b > 0. Now consider φ ∈ Ᏸ with φ(B 2n (r)) ⊂ U . The pullback morphism
gives, after taking inverse and direct limits, a morphism 
The symplectic invariance is due to Theorem 3.15, and the homogeneity is due to Lemma 5.1. The computation in [11] of the symplectic homology of an ellipsoid
with r 1 < · · · < r n shows that c FH (E(r 1 , . . . , r n )) = πr 2 1 , implying the normalization.
The minmax characterizations.
In this section, we assume that ∂U is of RCT and has a nice action spectrum. As in (5.1), the natural map
Proposition 4.7 then implies that
The natural morphism
after taking the inverse limit, gives us a morphism
We now prove the following proposition.
Proof. Due to the isotopy invariance, we can assume that B 2n (r) ⊂ U ⊂ B 2n (R).
Choose ε and b with 0 < ε < πr 2 < b and consider the associated inclusion morphisms for 0,ε,b (in view of Lemma 5.2 and Proposition 4.7):
where the lines are exact: we infer that ∂ r is an isomorphism. By Lemma 5.3, we know that i R,r = i r •i R is an isomorphism, so i r is an isomorphism too. It results that
which finishes the proof.
The following is an easy corollary of Propositions 5.7 and 4.7. With the same hypothesis, we get the following corollary.
Proof. Given J λ ∈ reg (K λ ) and 0 < ε < c FH (U )−b, in view of Propositions 5.7 and 4.7, we get a commutative diagram from (3.8) and (3.9),
in which the vertical arrows (which are the direct limit morphisms) are surjective for large λ. The map σ (K λ , b) must therefore be nonzero. It follows from (3.11) that the mapm
is nonzero. In view of Lemma 3.16, we havem( 
would therefore vanish, which is a contradiction. Moreover, by definition of the Floer complex, we have
implying the corollary by contradiction (the orbit γ α λ,δ must be of type2 because it has positive action).
Comparison with the displacement energy.
Here we prove the second inequality of Theorem 1.4 with the help of Corollary 5.9. Recall from Lemma 2.6 that we can assume that (∂U ) is nice, and it suffices to prove that
Here we have to construct another cofinal family, more adapted to the situation. 
We set 
with ρ(t) = 1 for t ≤ 1/2 and ρ(t) = 0 for t ≥ 1. For R 0 > 0, consider the function 
As D is compactly supported, A D (ᏼ(D)) is bounded. This implies that for large enough λ, all 1-periodic orbits for L λ have very negative actions.
On the other hand, Corollary 5.9 implies that for large enough λ, L λ has a 1-periodic orbit with positive action, which contradicts the previous results and proves the second inequality.
Construction of a holomorphic curve.
We prove the first inequality of Theorem 1.4 with the help of Corollary 5.10. In view of Lemma 2.6, we can assume that ∂U has a nice action spectrum, and it suffices to prove that Since we know that γ λ,δ is off U , we can cut u λ,δ along 1−2ε 0 in the following way (see Figure 2 ). Let ᐆ be the connected component of (u λ,δ ) −1 (U 1−2ε 0 ) containing ] − ∞, −S 0 ] × S 1 for large enough S 0 . We have
and moreover,
The restriction u of u λ,δ to ᐆ is then a J 1 -holomorphic curve, with area less than
It is properly mapped into U 1−2ε 0 , except the singularity in −∞ with 
and get a proper J 1 -holomorphic curveû : S → U 1−2ε 0 satisfyingû(−∞) = z 0 and
Since J 1 and z 0 are arbitrary, this proves that w( . We want to obtain the trajectory u λ,δ of Proposition 5.11 as the limit of these trajectories for α going to zero. The whole problem is to control the behavior of u α λ,δ near z 0 . Since this control is easier to obtain in a rigid situation, that is, when J 1 is constant near z 0 , we prove Proposition 5.11 in two steps. In the first step, we prove Proposition 5.11 in the rigid case (see Proposition 5.12). In the second step, we prove the general case by deforming the initial almost complex structure J 1 into J r ∈ , which is constant on B 2n (z 0 , r). We then get the trajectory of Proposition 5.11 by taking the limit of the trajectories of Proposition 5.12 for r going to zero. Proof. Notice first that up to taking a smaller r, we can assume that the function f in Section 4.2 additionally satisfies
Choose ε > 0. Due to Corollary 5.10, for large enough λ, we get a Floer trajectory
We fix a large enough λ and a small enough δ, and we choose a sequence α n going to zero. Let Moreover, our constructions imply that J n (t, z) = i and H n (t, z) = −ε(λ) − α n + α n |z| 2 for z ∈ B 2n (r). (5.10)
Due to (5.9), we can assume up to reparametrization that for some t n ∈ S 1 , u n (0, t n ) ∈ S 2n−1 (r) and s < 0 ⇒ u n (s, t) ∈ B 2n (r). Up to taking a subsequence, we can assume that t n → t ∞ ∈ S 1 , and (5.11) and (5.12) imply u(0, t ∞ ) ∈ S 2n−1 (r). (5.14)
Moreover, Lemma 3.6 implies that u has ends in ᏼ(H ). However, as H is constant in U 1−ν , the map u could, for instance, be constant. The key point in the proof of Proposition 5.12 is the following lemma.
Lemma 5.13. We have lim s→−∞ u(s, ·) = 0 in C 0 (S 1 ).
Proof. If we had ∀r 1 > 0, ∃S 0 ∈ R such that ∀n ∈ N, ∀s < S 0 , ∀t ∈ S 1 , u n (s, t) ∈ B 2n (r 1 ), then Lemma 5.13 would result from (5.12). Now we argue by contradiction and assume that there exist r 1 > 0 and a sequence (S n , T n ) with S n → −∞ such that u n (S n , T n ) ∈ B 2n (r 1 ). Moreover, due to the rigid situation, we have ∂ ∂s w n + i ∂ ∂t w n = 0 for s ≤ −S n .
As before, consider (s, t) = e 2π(s+it) for (s, t) ∈ Z. The mapw n = w n • −1 is holomorphic on D(1)\{0} and extends continuously to D(1) withw n (0) = 0. By the theorem on removable singularity, it is holomorphic on D(1). On the other hand, we getw n (∂D) ⊂ B 2n (z 1 , r 2 ). The maximum principle implies 0 =w n (0) ∈ B 2n (z 1 , r 2 ), which contradicts r 2 < r 1 . This concludes the proof of Lemma 5.13.
We can now finish the proof of Proposition 5.12. The crucial point is that due to (5.14) and Lemma 5.13, the trajectory u is nonconstant. Now consider the curvẽ u = u Let us now consider the other end of u. Lemma 3.6 implies the existence of a sequence s n ∈ R and of γ + ∈ ᏼ(H ) with lim s n = +∞ and lim u(s n , ·) = γ + in C ∞ (S 1 ). We know by (5. We can also assume that B 2n (3r 0 ) ⊂ U 1−3ε 0 . As before, we can assume that for some t n ∈ S 1 , u n (0, t n ) ∈ S 2n−1 (r 0 ) and s < 0 ⇒ u n (s, t) ∈ B 2n (r 0 ).
Theorem 3.5 implies that up to taking a subsequence, u n → u in C 1 loc (Z, C n ), where u ∈ ᏹ(H, J ) again satisfies E J (u) ≤ c FH (U ) + ε and u(Z) ⊂ U 1+ν . We can also assume that t n → t ∞ ∈ S 1 , and we get u(0, t ∞ ) ∈ S 2n−1 (r 0 ).
As in the proof of Proposition 5.12, the key point is the following lemma.
Lemma 5.14. We have lim s→−∞ u(s, ·) = 0 in C 0 (S 1 ).
Proof. Argue again by contradiction and assume that there exist 0 < r 1 < r 0 and a sequence (S n , T n ) with S n → −∞ such that u n (S n , T n ) ∈ S 2n−1 (r 1 ) and s < S n −→ u n (s, t) ∈ B 2n (r 1 ).
As in Lemma 5.13, the sequence v n (s, t) = u n (s + S n , t) converges in C 1 loc (Z, C n ) to some z 1 ∈ S 2n−1 (r 1 ), and given any r 2 > 0, we get v n ({0} × S 1 ) ⊂ B 2n (z 1 , r 2 ) for large enough n. This time, for s ≤ −S n , the map v n satisfies As u is nonconstant due to (5.18) and Lemma 5.14, its "positive end" γ + cannot be a constant in U 1−ν and has to be an orbit of type2, which implies that
and its action is at most c FH (U ) + ε + ε(λ), which concludes the proof.
