This paper investigates fault tolerance in feedforward neural networks, for a realistic fault model based on analog hardware. In our previous work with synaptic weight noise [26] we showed significant fault tolerance enhancement over standard training algorithms. We proposed that when introduced into training, weight noise distributes the network computation more evenly across the weights and thus enhances fault tolerance. Here we compare those results with an approximation to the mechanisms induced by stochastic weight noise, incorporated into training deterministically via penalty terms. The penalty terms are an approximation to weight saliency and therefore, in addition, we assess a number of other weight saliency measures and perform comparison experiments. The results show that the first term approximation is an incomplete model of weight noise in terms of fault tolerance. Also the error hessian is shown to be the most accurate measure of weight saliency.
Introduction
The presence of fault tolerance in neural networks is more often asserted than proven. In the artificial neural network literature, terms such as massively parallel and distributed processing are misleading phrases, normally associated with fault tolerant systems. For the case of neural networks (in feed-forward architectures in particular) fault tolerance has been shown to be a characteristic that can be incorporated into an optimization strategy, but is not a natural and inherent property of all networks. In this paper we consider the distributed nature of neural computation, and compare two learning algorithms that incorporate measures of individual weight importance, one as a side effect of injected synaptic weight noise and the other directly as penalty terms.
In the neural network literature a number of researchers have addressed these issues and argue that networks trained with standard algorithms do not necessarily produce fault tolerant solutions [34, 4, 29] . In addition, studies have shown how networks can be imbued with an ability to withstand faults and a number of enhancement schemes have been suggested. Of these, probably the most often cited is the work of Sequin and Clay [35] who set random hidden layer node outputs to zero during learning. The resultant trained network shows some ability to withstand such faults after training. They investigate the tolerance improvements using single node faults and multiple faults, and note that with prolonged training the network can withstand more serious failures than those with which it was trained. Judd and Munro repeat these results and note that if the hidden layer representation is considered as a code in a channel then the distance between codes for different input vectors is increased when using the Sequin and Clay technique [18] . Other notable work is carried out by Neti [27] who has proposed the idea of maximally fault tolerant networks that contin-ue to operate despite the failure of single neurons. Our own work noted enhanced fault tolerance performance when synaptic weight noise is injected during training [26] . There we show that the noise can be viewed as introducing a penalty into the cost function that causes the learning algorithm to find network solutions that have a highly distributed internal representation. This is a characteristic that is beneficial for fault tolerance ability. A number of other, more invasive, schemes have also been suggested in the literature (see [4, 7, 28, 29] and included references).
When measuring the robustness of a particular system, it is important to have defined the forms of the faults that may occur in its component parts. By considering these faults individually and in combination, a fault model can be specified and a testing strategy planned. Neural networks are no different from any other system in this respect. We must therefore define an abstracted fault model. In addition it is important to note at this early stage that the fault model will also have implications for the training strategy if we are to achieve any semblance of fault tolerance. Without considering the types of faults that may occur how can we compensate for them? In this paper, we consider analog realisations of feed-forward neural networks and train them to achieve realistic fault tolerance. The implementations we consider are those where the learning is carried out off-line and the weight set is subsequently "down-loaded" onto the hardware. For some implementations of this type it is common to then carry out some "in-the-loop" training, adjusting for any imprecision found in the hardware (see for example [11] ). With training of this kind it has been shown that the network can compensate for a significant level of inaccuracy [9] . However, if the network could be imbued with a high level of fault tolerance before being down-loaded, any subsequent training in-the-loop could possibly be avoided or at least reduced. This is the motivation for our work, although its implications are rather wider.
In our previous work, [26, 6] , we considered distributed representations and in particular we showed that training with synaptic weight noise in the forward pass produces an internal representation that is highly distributed among the weights. We argue in this paper that if a network solution is highly distributed the weight relevance, or saliency in the language of [20] , will be evenly distributed, and its average value minimized. Minai and Williams argue this point well in their paper on measuring the perturbation response of feed-forward networks. They state that, "a distributed model should attempt to spread relevance as thinly as possible over the largest available number of components" [23] . In their work Minai and Williams consider the "distributedness" of networks by considering the effects of random perturbations in the outputs of internal neurons. By doing this they consider the relationship between the relevance, or importance, of the component parts of a network to its performance as a whole -performance in terms of fault tolerance and to a lesser extent, generalization. In this paper we are concerned with the relevance of synaptic connections as these are the parameters that control the network solution. If we can understand the relationship between the network weights and the fault tolerance ability of the network as a whole, then we may be able to control that fault tolerance by the changes we make to individual weights. Our underlying premiss is that evenly-distributed weight saliency implies that each weight is "only as important as necessary", giving rise to solutions that are highly distributed and therefore fault tolerant.
In this paper we investigate the relationship between "distributedness" and fault tolerance. In our work with synaptic weight noise we proposed through a simple mathematical study that the noise was in effect introducing extra terms into the cost function [26] . Here we seek to emulate the improvements in fault tolerance made by the weight noise by introducing these mechanisms directly. It is important to note at this stage that we are not explicitly trying to emulate the weight noise itself. If we could model the noise exactly in terms of extra error terms then an optimization algorithm that could find the global minimum of these terms would be emulating the noise itself. However, such expectations are optimistic in the extreme. Therefore, in terms of modelling the weight noise we are reliant on the accuracy of the approximations made in producing the model and then on the capabilities of any optimization scheme in trying to replicate the performance. Here our aim is to emulate the effects of the noise using the mechanisms proposed in [26] . In particular, by introducing an approximation to the noise-induced cost function as a penalty term we present an optimization scheme for increasing the "distributedness" of the internal representation. A learning algorithm based on steepest descent should therefore produce fault tolerance through the intermediary of the penalty terms. By comparing the response of networks trained with the new algorithm and also similar ones trained with weight noise, it will be possible to assess both the approximations made in modelling the effects of weight noise in this way and to investigate the "distributedness" of the networks.
In the following sections we present a realistic model of faults occurring in analog hardware. Following this we review a number of the techniques that assess individual weight relevance and other techniques that can be used to measure "distributedness". We summarize our previous work with synaptic weight noise and present the new deterministic penalty term for fault tolerance, along with the associated optimization scheme. Finally, we present simulation experiments carried out to assess the fault tolerance capabilities of the two techniques and the "distributedness" of the resulting networks.
Fault Model
In previous work we used a fault model whereby random weights were set to be stuck-at zero [26] . A percentage of the network weights were faulted at random and then the resultant network was analysed for its tolerance to these faults. In the digital domain, this technique is ubiquitous [17] . However it is clear that when working with analog hardware, specifically analog VLSI, faults of this type are unrealistic and unlikely to be useful. [6] presents a discussion of analog hardware and the lists the generic forms of the inaccuracies that can occur. The main errors are :-Noise in calculation, due to device variation.
Non-linear multiplication characteristics.
Offsets in references, such as the activation zero point.
Offset errors appear to be the most damaging, but Hamilton et al [11] explain how they can be cancelled by biassing techniques, perhaps using a subset of the synapses in a layer as extra biases to centre the multiplication characteristic. Here we consider small perturbations in the weights as a fault model and use this to aid our choice of optimization strategy. A small perturbation fault model is also chosen and examined in depth by Frye et al in their work with analog hardware (see [9] and included references for a detailed discussion). It is important to note that faults of this type will cause the trained network to explore the area in the immediate vicinity of the weight space solution. Therefore, our requirement for improved fault tolerance is low curvature around the solution. It is interesting to note that other optimization strategies in the literature concentrate on faults such as stuck-at zero. Neti et al [27] therefore base their optimization strategy on this fault model and achieve fault tolerance for a single stuck-at zero fault. It is clear that such faults can move the weights vector to a completely different area of weight space -perhaps well away from the original minimum. The optimization strategy for such a fault model, therefore, has a completely different objective to ours. Here our aim is to achieve fault tolerance for small weight perturbations around the solution in weight space.
Measuring Weight Saliency
In the literature measures of weight saliency are used in schemes that reduce a network's parameter over-capacity, and thus its ability to "overfit" a problem. If we consider weights as storage mechanisms then a network can be viewed as having a certain capacity, or if the weights are considered as degrees-of-freedom, then the network can be viewed as having a certain complexity. It is this capacity or complexity that allows a network to "fit" a problem. If a network is specified with a greater capacity than that which is required to fit the problem then the network will begin to fit the idiosyncracies of the training data, thus having a negative affect on generalization ability. [1] and [20] discuss these ideas in greater depth. Here we are interested in the schemes proposed in the literature to address this issue of "over-fitting". The capacity of a network can be controlled by using mechanisms that limit how weights can be used in the fitting process. Such mechanisms are called regularization methods and typically use cost function penalty terms. In addition there are schemes that "prune" parameters from a network. It can be argued that such pruning schemes are also regularizers, although perhaps of network structure rather than function. However, either way they limit the capability of the network to fit or over-fit a problem and generally incorporate some measure of weight saliency. In this paper we also propose the use of a regularization scheme using penalty terms approximating weight saliency, although specifically to enhance fault tolerance rather than generalization performance.
The relationship between regularization schemes designed to improve fault tolerance and those designed to improve generalization ability is unclear. For our fault model of analog hardware the scheme takes the form of seeking to regularize the saliency of network weights to be "thinly" and evenly distributed. In comparison, generalization enhancement schemes seek to include only parameters with high saliency and have few parameters. Clearly there is a connection with both schemes seeking to regularize network complexity, and from the empirical evidence shown by the generalization improvements reported previously when using weight noise [26] . However, it is unclear as to whether generalization performance is affected adversely when the network complexity is spread thinly and evenly over a large number of parameters, as compared to having few parameters with high saliency. Minai [22] discusses these issues in depth, while here we concentrate on fault tolerance and specifically on regularization schemes to improve it.
The following sections discuss a number of approaches to measuring weight saliency.
Weight Magnitude
The first scheme uses the magnitude of the weights as measures of their individual saliency. This simplistic approximation underlies the regularization method known as weight decay which has several variants. In its most simple form the individual weight magnitude is added as an extra cost function penalty term. This has the effect of reducing the magnitude (approximately reducing the saliency) of weights in competition with pressures from the error from the actual data set. In addition, modifications to the penalty terms have been suggested that allow certain weight magnitudes to escape decay, giving advantages for generalization performance. For a review of some of these techniques see [12, 19] .
"Cause and Effect"
Techniques that fall into this category use the causality between individual network parameter variations, whether weights or neurons, and the output error. By removing a neuron for the network, for example, the saliency of that neuron can be estimated by measuring the resultant network error [25] . For very small perturbations made to individual weights, the resultant error is proportional to the error gradient of that weight [15] . At an error surface minimum therefore the resultant error due to a small perturbation will be zero, while for larger perturbations the relationship between the error surface and the perturbation size is unclear. However, in terms of the fault tolerance aims of this paper this is a powerful method of measuring weight saliency. For studies on the effects of perturbations see [36, 23] .
Error Hessian
The error hessian, the second derivative of the output error with respect to the weights, is used widely. The measure is based on a Taylor expansion of the error to second order :-
@w ab @w cd (1) where :-(w; ) is the error for a network whose weight vector, w, is perturbed by some noise vector, .
ab is the perturbation on weight w ab connecting nodes a and b, i.e. any weight in the network.
Assuming a small weight perturbation and that the network in question has been trained to a solution (i.e. the error gradient is zero) then the error that is due to a small weight perturbation is proportional to the hessian term for that weight.
In particular Le Cun et al incorporate a diagonal approximation of it to calculate weight saliency in a pruning scheme called Optimal Brain Damage [20] . Later Hassibi and Stork utilized the full hessian (Optimal Brain Surgeon [13] ). This technique is useful in that it gives an exact measure of a network property that is related to weight saliency. However, calculation of the full error hessian is a computationally intensive task. In addition , the measure can be ambiguous for some classification problems where the local error surface is so flat that both the second and first derivative terms are zero.
Output Sensitivity
We also have reported a measure of weight saliency in our work with synaptic weight noise. In [26] we show that the use of synaptic noise in the weights incorporates a penalty term into the cost function that reduces the output sensitivity. We argue that this is a term approximating weight saliency. In addition, it is clear that the output sensitivity is much easier to calculate than the full error hessian. This will become an important consideration in the following sections when choosing a penalty term to incorporate into an optimization strategy. It is noted that, as with the error hessian, this term can also be ambiguous as it is only a local gradient and therefore only gives information about the error surface in close proximity to the minimum.
Activation Overlap
French [8] reports measurements of the "distributedness" of the internal representation that analyse the hidden layer neurons. In the field of cognitive science there is considerable interest in the concept of "catastrophic forgetting" -that is, having learnt a certain amount of information will the network immediately forget it all when trained on new information? French proposes the use of networks where the "distributedness" is minimized, noting that reducing the amount of interference between patterns increases the ability of a network to store old information while learning new. In his work he describes a measure of "distributedness" called activation overlap which essentially calculates the amount of overlap there is in the use of the hidden layer neurons between pairs of input vectors (see [8] and included references). Judd and Munro [18] consider a related measure by investigating hidden layer codes and measuring the distance between them. They show that the distance is increased for some fault tolerance enhancement schemes.
Summary
Our interest in the above measures is two-fold. Firstly we require a measure of how salient individual components are to assess the "distributedness" of the network weights. In addition we are also interested in producing an optimization strategy for enhancing the "distributedness" of networks. In the final section of this paper we will examine these measures through simulation experiments and consider which if any produce an unambiguous measure of weight saliency and "distributedness".
Noisy Learning
In our previous work [26] we showed that synaptic weight noise could be used as a means of distributing the network computation across the weights. There we considered the effect of noise on the cost function :-tot = data + noise (2) where tot is the total error, or cost, data is the (mean-squared) error against the training data and noise is the effective term added by weight noise. Uncorrelated noise of zero mean was shown to add two extra penalty terms in the cost function. For additive noise (i.e. noise added irrespective of the weight size) and considering the case of a three layer -Ī:J:K feed-forward network these terms (as derived in [26] and in [16] Training with synaptic weight noise can therefore produce a solution that has improved fault tolerance and in addition we have shown that it enhances the network's ability to generalize in a number of applications. In particular it was suggested that for non-zero weights the first term in the noise-induced cost function is a measure of output sensitivity to small weight changes. It is clear from our previous work that reducing such a term would improve the network's tolerance to such changes. The implications of the second order term are less intuitive.
It is interesting to note that noisy inputs [30, 14, 24] also inject extra penalty terms into the cost function [21] . Bishop [3] shows that the noise approximates a Tikhonov regularization term. The input noise expansion has the same form as (3) with first and second derivative terms, where the first order term is a Tikhonov regularizer. The second order term has a component kp , as has that in (3). Bishop argues that at the end of training such a term will tend to zero for all outputs o k over all the input patterns.
Under these conditions the input noise is equivalent to a Tikhonov regularizer. It is clear that under similar conditions the kp term in (3) will also average to zero. However it is also clear that if the model is at all biased, in the statistical sense, or if training is stopped prior to full convergence then the second order term cannot be dismissed in this way.
Penalty Terms for Fault Tolerance
We have now defined a measurement of weight saliency and thus are able to ascertain a relative "distributedness" measure. We can now formulate an optimization strategy. As discussed above, in our previous work with noisy learning we argued that using weight noise was equivalent to extra penalty terms in the cost function, one of which was a weight saliency term. We inferred that training with weight noise minimized this term and was the primary mechanism for improved fault tolerance. Here we use the weight sensitivity term discussed above as a saliency measure and incorporate it into the learning algorithm. The modified cost function becomes :-tot = data + FT ) i.e. the magnitude of the sensitivity of each weight-output relationship in a network.
In anĪ:J :K network, there are two distinct versions of (5). The first describes the sensitivity s of the output o k to the output weight w kj :-s kj = @o k @w kj (6) This can be written as:-
where net k is the activation of output k. We can write:- The sensitivity s kj is now :-
The second version of (5) measures the sensitivity of an output o k to the hidden weight w ji :-s ji = @o k @w ji (11) and by a similar analysis, we have
From (8) :-
and we can write 
From (10) the output-weight derivative can be substituted, giving :-
Therefore, the sensitivity s ji becomes :-
Therefore we now have the two sensitivity terms for a three layer network. Minimizing these will improve the "distributedness" of the network.
The following section considers an optimization strategy.
Error Gradients for Steepest Descent
This section discusses the issue of minimizing the cost function presented in the previous section. Various techniques have been used in the literature, such as a successive quadratic programming algorithm [27] . Bishop [2] uses a more standard steepest descent method to minimize his "smoothness" constraint. Although techniques exist for minimizing functions without use of any gradient information, it is clear that if this information is available an efficient scheme can be used. The gradient calculations for the penalty terms above are straightforward but messy. We have used these during optimization. Later we use a steepest descent method to minimize the net cost function. The gradient equations for the sensitivity terms (10) and (16) (18) i.e. the penalty term contains the output-weight jacobian and hessian terms. The jacobian, or sensitivity term we have derived above (see (10) and (16)) and the full hessian is derived in appendix A. Therefore using this information we can present the gradients required for steepest descent. Substituting (10) and (32) 
Secondly the gradient of the square of s ji with respect to the hidden-output weights is obtained using (16) , (18) 
Thirdly, the gradient of the square of s kj with respect to the input-hidden weights is obtained using (10), (18) (25) Using these gradients in a gradient based optimization scheme, such as steepest descent, will minimize the penalty terms along with the actual error due to the data. Experiments using these gradients are carried out in the following sections.
Simulations
In the previous sections a strategy was presented to introduce penalty terms in the optimization for fault tolerance within the analog hardware model. In the following sections experiments are described that were carried out on two databases, one artificial and the other a "real-world" problem, to assess the performance of the deterministic penalty term technique as opposed to training with weight noise. In addition calculations are made using the weight saliency measures and the results discussed.
Of the two databases used in this section the artificial problem was designed using a Bayesian approach (see [5] ) so that the optimal solution could be calculated and to ensure that a nonlinear modelling technique, such as the MLP, is actually necessary. We chose to create a two class problem, in two dimensions. Samples for both classes were taken from normal distributions with means of 0.2 and 0.3. Both distributions were circular with variance 0.05 and 0.15 respectively. Fig. 1 shows the training data and also the optimal Bayes decision boundary -a circle in this simple case. It is clear from the diagram that the two classes cannot be easily separated, although a sensible minimum classification error can be reached. For the purpose of the experiments carried out for this paper the mean square error (MSE) was used as our cost function error making the (generally naive) assumption that the MSE minimum will be equivalent to the classification minimum. Also, 200 patterns were used as the training pattern set. Networks were trained until a minimum was reached in a validation set of 2000 patterns and also additional networks were trained for 200000 epochs (iterations of the entire training data set) to approximate finding true minima of the training data. As this is an artificially generated problem there is consequentially no shortage of training, validation and testing vectors. This is therefore a difficult, but small and artificial problem. The second database, a "real-world" task was the sonar problem first studied by Gorman and Sejnowski [10] . The task is to discriminate between sonar signals bounced off a metal cylinder and those bounced off a roughly cylindrical rock. The database used was the version adapted by Ripley [32] averaging the original 60 channels into bands of 3 to make 20 composite channels. Of the 208 patterns alternate ones were used for training and validation sets. Although originally half was used as a generalization data set and the rest for training, here we are more interested in fault tolerance and "distributedness" and so incorporate the generalization data set into these experiments as one for validation. This allows the training process to be stopped prior to full convergence. The problem is one White refers to as having "withstood conventional attack" [37] and so is not a trivial application. Although Ripley shows that there is no real generalization achieved in his results it is still a database that will add weight to the results presented here. As with the artificial 2-class task the MSE was used as the cost function error.
Optimization
To solve the optimization problems, a steepest descent technique was used with line search (see [31] ). This was used in preference to other techniques because of its simplicity and also because of a significantly improved learning time over standard fixed step back-propagation. For more complex "real world" problems different optimization schemes would perhaps be more appropriate. Non-gradient techniques such as simplex, would avoid the computationally intensive and implementally difficult task of calculating gradients. Also the use of algorithms such as conjugate gradient or the BFGS (Broyden-FletcherGoldfarb-Shanno) algorithm would increase the learning speed, although at the expensive of a significantly more difficult implementation. For a discussion on the use of such techniques see [31] and included references.
The following section presents results using this steepest descent technique. The networks that were trained with weight noise were also trained using this method. Additive noise was injected at a constant variance for all the weights using random numbers taken from a uniform distribution with zero mean (i.e. each weight in the MLP output calculations became weight plus noise). The noise level reported in the following section corresponds to the maximum magnitude of the noise values.
Results
This section presents the results of simulation experiments carried out to determine whether deterministic penalty terms can be used to mod-el the effects of weight noise on fault tolerance. The fault tolerance of networks trained using both schemes was measured by calculating the local error surface around the solution weight vector. In the language of statistics this is the expectation surface or the solution locus [33] . In effect, this is the average response of a network to small weight variations, where the variations are taken from a uniform distribution with zero mean. By adjusting the amplitude of the noise, , the surface around the solution can be explored. To render the results statistically significant, an ensemble average over 100 randomlychosen faulty networks was calculated for each level of , and an ensemble average of 30 weight sets was used for each combination of training scheme and network configuration. For the 2-class artificial problem a network with 4 hidden units was used, while for the sonar database the networks had 2 hidden units.
The graphs in Fig. 2 and Fig. 3 show the fault tolerance results for networks trained on the two problems and using validation data sets to halt training. Performance is gauged in terms of flatness of the expectation surface -the flatter the surface the better the fault tolerance performance. In both cases the average fault tolerance performance is better for the networks trained with weight noise (marked noise) than for those trained with penalty terms only (marked penalty) and those trained without either noise or penalty terms (marked control). For the artificial problem a noise level of 0:05 was injected and a corresponding penalty term parameter (see (4) ) was calculated for a uniform distribution to be 4:1667e ? 04. For the sonar database a noise level of 0:1 was used with set to 1:667e ? 03 for the networks trained with the penalty term 1 . Clearly the results show that training with the first derivative term of the weight noise model incorporated as a deterministic penalty does not model the effects of the weight noise completely.
The networks trained on the artificial problem 1 Note that the levels of noise and penalties were calculated to allow a valid comparison and so that training finished in a "reasonable" time, and not to optimize fault tolerance performance. Graph showing the relative fault tolerance performance for the 2-class artificial problem where training was stopped using a validation data set. The different "curves" show the mean MSE for a given fault level, , for the three training schemes -a control experiment with no weight noise and no penalty terms, networks trained using the fault tolerance penalty term only and networks trained using weight noise only. Graph showing the relative fault tolerance performance for the sonar problem where training was stopped using a validation data set.
The different "curves" show the mean MSE for a given fault level, , for the three training schemes -a control experiment with no weight noise and no penalty terms, networks trained using the fault tolerance penalty term only and networks trained using weight noise only.
were then trained further to a 200000 epochs limit. The fault tolerance performance of these networks is shown in Fig. 4 . Even at this approximation to the training set minimum there is still a marked disparity between the fault tolerance performance of the weight noise trained networks and those trained with a deterministic penalty. To answer the question as to why this is the case is not straightforward. It is clear that the conditions defined by Bishop [3] , for the residuals to average to zero, are not satisfied in this case (and by implication for many others). This is a strong indication that the second derivative term in the weight noise model (3) has a significant effect on network fault tolerance. It is important to note that the results presented here do not offer conclusive proof of this assertion, apart from the negative result that the first derivative term added as a deterministic penalty does not emulate fully the effects of weight noise on fault tolerance. In a later paper we will address this issue of the second derivative term, and its effects on network weights. It is also possible that the disparity between weight noise-and penalty-trained networks could be that the training procedure is (fundamentally) imperfect. If the optimization algorithm solving the two cases were to find the global minimum of the error surface then we could expect that the solutions would exhibit similar if not exactly the same general performance. Clearly, however, such algorithms either do not exist or are not practicable. In other words, we cannot ignore the possibility that the difference in the results may be due to limitations in the optimization scheme and that the monotonic gradient descent of the penalty term approach is perhaps less efficient than stochastic noisy learning.
Measures of "Distributedness"
This section assesses the measures of weight saliency presented in section 3. We have asserted that reducing the average weight saliency will improve the "distributedness" of the neural network model. In the previous section it is clear that training with weight noise and using a weight saliency penalty term can indeed The different "curves" show the mean MSE for a given fault level, , for the three training schemes -a control experiment with no weight noise and no penalty terms, networks trained using the fault tolerance penalty term only and networks trained using weight noise only.
increase fault tolerance. Of the saliency measures reviewed in section 3, "cause-and-effect" is clearly the most relevant to the subject of this paper. Relating the mean weight saliency to the "distributedness" of a network, Fig. 2, Fig. 3 and Fig. 4 show that the relative networks are more distributed, according to the definition embedded in the "cause-and-effect" philosophy. This section examines the other measures reviewed in section 3 for comparison. The first measure discussed earlier was the naive approximation that weight magnitude is proportional to weight saliency. Clearly there are other important factors. Table 1 shows the mean weight magnitude of the nine network configuration cases. The results show that as the "distributedness" of the networks increase, as suggested by the weight perturbation experiment (Fig. 2,  Fig. 3 and Fig. 4) , the mean weight magnitude measure is not related simply, if at all, to the level of "distributedness". For the artificial problem trained to approximate a training minimum (marked "completed") the measure appears to be the opposite to that which is expected. Therefore, for this problem the average weight magnitude is not a good measure of saliency as it is generally ambiguous. The error hessian is, however, a sound measure of weight saliency. Here we are interested in the mean value of the expansion (1). For an uncorrelated, uniformly distributed, and zero mean source of perturbation, (1) becomes :-
where, max is the maximum value of perturbation from a uniform distribution and < x > is the expectation value of x. For the MSE cost function of interest here the diagonal error hessian in (26) can be evaluated. Therefore this measure approximates the effect of small perturbations in the weights and on the MSE, and therefore the mean weight saliency. Table 2 shows the mean value of the diagonal error hessian for the nine configurations. The error hessian approximation is clearly a good measure of weight saliency. (29) Therefore our use of the first-derivative term as a measure of output sensitivity assumes use of the MSE and also implies Bishop's inference that residual errors at a minimum are equivalent to zero across the training pattern set. Table 3 shows the results of calculating the average output sensitivity (squared) for the networks described above. It is clear from our previous discussion that the residual errors do not average to zero because the training is halted prior to a full solution being found. Comparing the results for the error hessian term, table 2, with table 3 and noting that (29) -the error hessian -is a combination of the output sensitivity term and a second derivative term, it is apparent that the second derivative term cannot be completely ignored and could be an important factor. However, the mean output sensitivity is a good indicator of a distributed representation for the problems considered.
Activation overlap is the only measure discussed in section 3 that measures "distributedness" directly. The greater the activation overlap the greater the usage of the hidden layer by the network for individual patterns. However, it measures the "distributedness" of the hidden layer representation -not that of the weight set. These measures are not entirely the same thing as shown by the ambiguity in the results below. Table 4 shows the average activation overlap for the networks discussed above.
From the results presented in this section it is clear that the measures of weight saliency presented above are not equivalent. Each is an approximation that can give misleading results. However it is also clear that the saliency of an individual weight is, itself, not entirely unambiguous. For example, a network that is sensitive to small perturbations in an important weight by be less sensitive to larger changes in that weight. In other words the small weight perturbation model approximated by the Taylor expansion required for the error hessian and the output sensitivity measures may be inappropriate for some expectation surfaces, especially for a stuck-at fault model where the errors can be large. However, for the perturbation-based inaccuracy that forms the substance of this paper and the classification problems considered, the error hessian measure is the best measure of "distributedness".
Conclusions
In this paper we have presented a training procedure based on a cost function augmented by penalty terms that seek to approximate the effects of learning with weight noise on fault tolerance. The scheme incorporates a penalty term for achieving fault tolerance for our model of analog hardware faults. The results show conclusively that the approximation does not capture all of the mechanisms in the noisy learning technique for these problems.
The difference between the fault tolerance ability of the networks trained with noisy weights and those trained with penalty terms shows that the first term of the noise model does not model the underlying mechanisms in noisy training adequately. In particular it is thought that the second-derivative term in (3), previously disregarded by the authors in the context of fault tolerance [26] and by Bishop in the context of input noise [3] , could be significant in distributing the computation. The condition under which Bishop [3] shows the equivalence of input noise to a simple regularizer are not present here and we believe that for most real applications will never be the case. In addition there may be a discrepancy between the efficiency of learning with penalty terms in a smooth gradient based scheme and the more stochastic weight noise case. The network may be encouraged to to settle in a different and "better" solution as weight noise is injected and this could also offer an explanation of the results presented here. The situation is therefore more complex than previously assumed and further work is required.
The secondary objective of the work presented in this paper was to compare measures of "distributedness". In the results section such a comparison is carried out and the use of the error hessian is shown to be the most accurate measure for these problems. This paper has presented a heuristic technique for achieving fault tolerance via the use of penalty terms in an optimization strategy. By increasing the "distributedness" of the computation in the weights the network is imbued with an ability to withstand faults taken from a realistic fault model. The scheme is shown to be an inaccurate approximation to the synaptic weight noise technique. Our primary result is that the deterministic penalty term approximation to weight noise does not adequately model the effects of the weight noise on fault tolerance. Weight noise remains a superior technique. This work is supported by EPSRC grant number GR/J 44537. In addition we would like to thank the anonymous reviewers of this paper for their many helpful and insightful comments and suggestions.
A Derivation of the Sensitivity Error Gradients
This appendix presents the derivations of the sensitivity error gradients. These gradients, the derivatives of (10) and (16) with respect to the input-hidden weights w ji and the hidden-output weight w kj , are incorporated into the optimization scheme used in this paper.
A.1 Gradient With Respect to the Output-Hidden Weights
The gradient of the output weight sensitivity term with respect to an output weight w KJ is given by :- 
Secondly, taking the hidden weight sensitivity term (16) and finding its gradient with respect to the output weight w KJ , where again K and J are not necessarily the same as k and j :- Combining (35), (36) and (34) 
It is encouraging to note here that the sensitivity hessian is symmetric as expected. This is clear by comparing (37) and (42), and also (38) and (43). Secondly, calculating the hidden weight sensitivity term (16) and finding its gradient with respect to a hidden layer weight w JI :- 
The second term has two cases once more and using information from (40), 
Therefore, these terms define the sensitivity hessian for a three layer MLP and can be used to calculate the weight updates for minimizing the fault tolerance penalty term (5) for gradient based optimization schemes.
