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1. Introduction
A real square matrix A is called a B-matrix if it is the matrix with positive row sums and all its
off-diagonal elements bounded above by their corresponding row means (see [1]), i.e. for all i =
1, . . . , n,
n∑
k=1
aik > 0 and
1
n
n∑
k=1
aik > aij, ∀i /= j.
A real matrix A = (aij) ∈ Rn×n with diagonal elements satisfying
aii > r
+
i ∀i ∈ {1, . . . , n}

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is a doubly B-matrix (DB-matrix) if, for all i /= j (i, j ∈ {1, . . . , n}),(
aii − r+i
) (
ajj − r+j
)
>
⎛⎝∑
k /=i
(
r
+
i − aik
)⎞⎠⎛⎝∑
k /=j
(
r
+
j − ajk
)⎞⎠ ,
where r
+
i = max{0, aij|∀j /= i} (see [2]). A real square matrix A is called a P-matrix if all its principal
minors are positive. It is shown in [2] that a DB-matrix is a P-matrix.
The linear complementarity problem, abbreviated LCP, is to ﬁnd a vector z ∈ Rn such that
z  0, Mz + q 0, (Mz + q)T z = 0 (1.1)
or to show that no such vector z exists, where M = (mij) ∈ Rn×n and q ∈ Rn. Many applications for
(1.1) can be found in [3–5], respectively.
M is a P-matrix if and only if the LCP(M, q) has a unique solution for any q (see [4]). Error bounds for
LCP have been given in [6–10,14]. Structuredmatrices can lead to nice properties of the corresponding
linear complementarity problems. For instance, in [6], García-Esnaola et al. give error bounds for linear
complementarity problem for B-matrices.
Motivated by [6], in this paper, we present error bounds for DB-matrices linear complementarity
problems. Since DB-matrices properly contain B-matrices, we get a generalization of [6] and obtain a
new bound for LCP of a B-matrix (see Remark 3.2). The numerical examples show that the bounds are
sharp.
2. Preliminaries
Let us introduce some basic notations. Let N := {1, . . . , n}. Given a set S, |S| denote the cardinal
number of S. A Z-matrix is amatrixwhose off-diagonal elements are nonpositive and a nonsingularM-
matrix is a Z-matrix with nonnegative inverse. Let A = (aij), i, j ∈ N, be a real matrix. The comparison
matrix 〈A〉 = (cij) is deﬁned by setting
cii = |aii|, cij = −|aij|, i /= j, i, j ∈ N.
If 〈A〉 is anM-matrix, then A is called an H-matrix.
From now on, we shall use the following notation: for each i, j ∈ N,
Ri(A) :=
∑
i /=j
|aij|.
AmatrixA is strictlydiagonallydominant if |aii| > Ri(A), i ∈ N andstrictlydoublydiagonallydominant
if |aii||ajj| > Ri(A)Rj(A), ∀ i /= j, i, j ∈ N. A strictly doubly diagonally dominant matrix is nonsingular
(see Theorem 3.6.6 of [11]) and an H-matrix (see [12]).
For each real square matrixM = (mij), i, j ∈ N, let
ri = max{0, mij|∀j /= i},
we can writeM as
M = B+ + C,
where
B+ =
⎛⎜⎜⎜⎝
m11 − r1 m12 − r1 · · · m1n − r1
m21 − r2 m22 − r2 · · · m2n − r2
...
...
. . .
...
mn1 − rn mn2 − rn · · · mnn − rn
⎞⎟⎟⎟⎠ , C =
⎛⎜⎜⎜⎝
r1 · · · r1
r2 · · · r2
...
. . .
...
rn · · · rn
⎞⎟⎟⎟⎠ . (2.1)
Obviously, B+ is a Z-matrix and C is a nonnegative matrix of rank 1. We need the following auxiliary
result.
Lemma 2.1. Let M = (mij) ∈ Rn×n, and let M = B+ + C, B+, C be as in (2.1). If M is a DB-matrix, then
B+ is a strictly doubly diagonally dominant matrix with positive diagonal elements and an M-matrix, too.
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Proof. It follows fromthedeﬁnitionofdoublyB-matrix thatB+ is a strictlydoublydiagonallydominant
matrixwith positive diagonal elements. Taking into account that a strictly doubly diagonally dominant
matrix is a nonsingular H-matrix, one can get that B+ is an H-matrix with positive diagonal elements.
Since B+ is a Z-matrix, B+ is also a nonsingularM-matrix. 
Pan and Chen give an upper bounds, which are used as proof of our main results, for the inﬁnity
norm of the inverse of strictly doubly diagonally dominant matrix in [13] as follows.
Lemma 2.2. LetM = (mij) ∈ Rn×n be a strictly doubly diagonally dominantmatrix, Q := {i ∈ N||mii| >
Ri(M)}, |mj1j1 | − Rj1(M)=mini∈Q {|mii| − Ri(M)}, J(M) := {i ∈ Q ||mii| − Ri(M)=|mj1j1 | − Rj1(M)},
α(j, i) := |mjj| + Ri(M)|mii||mjj| − Ri(M)Rj(M) , i, j ∈ N,
then the following results hold.
(1) ‖M−1‖∞ max j /=i,
i,j∈N
α(j, i).
(2) If Q = N, i.e., M be a strictly diagonally dominant matrix, it holds that
max
j /=i,
i,j∈N
α(j, i) = max
j /=j1 ,
j1 ,j∈N
α(j, j1)
1
minj∈N{|mjj| − Rj(M)} ,
equality holds if and only if one of the following conditions holds.
a. |J(M)| 2;
b. J(M) = {j1} and Rj1(M) = 0.
(3) If Q /= N, i.e., there exists i0 ∈ N − Q such that |ai0i0 | Ri0(M), then it follows that
max
j /=i,
i,j∈N
α(j, i) = max
⎧⎨⎩maxj∈Q α(j, i0),maxj /=j1 ,
j∈Q
α(j, j1)
⎫⎬⎭ .
In particular, if |J(M)| 2, it holds that
max
j /=i,
i,j∈N
α(j, i) = max
{
max
j∈Q α(j, i0),
1
minj∈Q {|mjj| − Rj(M)}
}
.
Since a DB-matrixM is a P-matrix,we can applyM to the third inequality of Theorem 2.3 of [8] and
obtain
‖x − x∗‖∞  max
d∈[0,1]n ‖(I − D + DM)
−1‖∞‖r(x)‖∞,
where x∗ is the solution of the LCP(M, q), r(x) := min{x, Mx + q}, D = diag(di) with 0 di  1, and
the min operator denotes the componentwise minimum of two vectors.
3. Main results
In this section, we provide the bounds for maxd∈[0,1]n ‖(I − D + DM)−1‖∞ when M is an n ×
n DB-matrix. The bounds can be calculated with O(n2) elementary operations.
Theorem 3.1. On the assumption that M = (mij) is an n × n DB-matrix and let B+ =: (bij), i, j ∈ N, C
be as in (2.1). Let
β1(j, i) = bjj
biibjj − Ri(B+)Rj(B+) , β2(i) =
Ri(B
+)
bii
,
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Q := {i ∈ N||bii| > Ri(B+)}, |bj1j1 | − Rj1(B+) = mini∈Q {|bii| − Ri(B+)}, J(B+) := {i ∈ Q | |bii|− Ri(B+) = |bj1j1 | − Rj1(B+)}. Then the following results hold.
(1) It holds that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞
(n − 1)
⎛⎝max
⎧⎨⎩maxj /=i,
i,j∈N
β1(j, i), 1
⎫⎬⎭+ max
⎧⎨⎩maxj /=i,
i,j∈N
β2(i)
bjj − β2(i)Rj(B+) ,maxi∈N β2(i)
⎫⎬⎭
⎞⎠ .
(2) If M is a B-matrix, then it follows that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ (n − 1)η,
where
η = max
⎧⎨⎩maxj /=j1 ,
j∈N
β1(j, j1), 1
⎫⎬⎭+ max
⎧⎨⎩maxj /=j1 ,
j∈N
β2(j1)
bjj − β2(j1)Rj(B+) ,β2(j1)
⎫⎬⎭ .
(3) If M is not a B-matrix, there exists i0 ∈ N − Q such that bi0i0  Ri0(B+), and then it holds that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ (n − 1)max{η1, η2},
where
η1 = max
{
max
j∈Q β1(j, i0), 1
}
+ max
{
max
j∈Q
β2(i0)
bjj − β2(i0)Rj(B+) ,β2(i0)
}
,
η2 = max
⎧⎨⎩maxj /=j1 ,
j∈Q
β1(j, j1), 1
⎫⎬⎭+ max
⎧⎨⎩maxj /=j1 ,
j∈Q
β2(j1)
bjj − β2(j1)Rj(B+) ,β2(j1)
⎫⎬⎭ .
In particular, if |J(B+)| 2, it holds that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ (n − 1)max
{
η1,
1
min
{
minj∈Q {bjj − Rj(B+)}, 1}
}
.
Proof. We ﬁrstly verify (1). It is straightforward to check that M̂ := I − D + DM is a DB-matrix for
each diagonal matrix D = diag(di) with 0 di  1. Note that M = B+ + C , with B+ and C given in
(2.1), then we can write
M̂ = I − D + DM = I − D + D(B+ + C) = (I − D + DB+) + DC. (3.1)
It follows fromLemma2.1 thatB+ is a strictlydoublydiagonallydominantmatrixwithpositivediagonal
elements. Then it is straightforward to check that B̂ = (bˆij) := I − D + DB+ is also a strictly doubly
diagonally dominantmatrixwith positive diagonal elements. Due to (3.1), M̂ = B̂ + Ĉ, where Ĉ := DC,
and as B̂ is nonsingular, we can write
M̂−1 = (̂B(I + B̂−1Ĉ))−1 = (I + B̂−1Ĉ)−1B̂−1
and thus
‖M̂−1‖∞  ‖(I + B̂−1Ĉ)−1‖∞‖B̂−1‖∞. (3.2)
Now,weﬁrst consider theupper bound for‖B̂−1‖∞. Since B̂ is a strictly doubly diagonally dominant
matrix with positive diagonal elements, then by Lemma 2.2, we have
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‖B̂−1‖∞ max
j /=i,
i,j∈N
bˆjj + Ri(̂B)
bˆiibˆjj − Ri(̂B)Rj (̂B)
,
i.e., for di, dj ∈ [0, 1],
‖B̂−1‖∞ max
j /=i,
i,j∈N
1 − dj + djbjj + diRi(B+)
(1 − di + dibii)(1 − dj + djbjj) − diRi(B+)djRj(B+) = maxj /=i,
i,j∈N
γ (j, i), (3.3)
where
γ (j, i) := 1 − dj + djbjj + diRi(B
+)
(1 − di + dibii)(1 − dj + djbjj) − diRi(B+)djRj(B+) , i, j ∈ N.
Let i∗, j∗ ∈ N be such that
γ (j∗, i∗) = max
j /=i,
i,j∈N
γ (j, i). (3.4)
Then
γ (j∗, i∗) = 1 − dj∗ + dj∗bj∗j∗ + di∗Ri∗(B
+)
(1 − di∗ + di∗bi∗i∗)(1 − dj∗ + dj∗bj∗j∗) − di∗Ri∗(B+)dj∗Rj∗(B+)
= 1 − dj∗ + dj∗bj∗j∗
(1 − di∗ + di∗bi∗i∗)(1 − dj∗ + dj∗bj∗j∗) − di∗Ri∗(B+)dj∗Rj∗(B+)
(3.5)
+ di∗Ri∗(B
+)
(1 − di∗ + di∗bi∗i∗)(1 − dj∗ + dj∗bj∗j∗) − di∗Ri∗(B+)dj∗Rj∗(B+)
= f (dj∗ , di∗) + g(di∗ , dj∗),
where di∗ , dj∗ ∈ [0, 1],
f (dj∗ , di∗) =
1 − dj∗ + dj∗bj∗j∗
(1 − di∗ + di∗bi∗i∗)(1 − dj∗ + dj∗bj∗j∗) − di∗Ri∗(B+)dj∗Rj∗(B+)
,
g(di∗ , dj∗) =
di∗Ri∗(B
+)
(1 − di∗ + di∗bi∗i∗)(1 − dj∗ + dj∗bj∗j∗) − di∗Ri∗(B+)dj∗Rj∗(B+)
.
Observe that
f (dj∗ , di∗)  max
dj∈[0,1]
f (dj, di∗)
= max
dj∈[0,1]
1
(1 − di∗ + di∗bi∗i∗) − di∗Ri∗(B+) dj1−dj+djbj∗ j∗ Rj∗(B+)
= 1
(1 − di∗ + di∗bi∗i∗) − di∗Ri∗(B+) 1bj∗ j∗ Rj∗(B+)
= 1
1 − di∗ + di∗
(
bi∗i∗ − Ri∗(B+) 1bj∗ j∗ Rj∗(B+)
)
 max
di∈[0,1]
1
1 − di + di
(
bi∗i∗ − Ri∗(B+) 1bj∗ j∗ Rj∗(B+)
) .
For
1
1 − di + di
(
bi∗i∗ − Ri∗(B+) 1bj∗ j∗ Rj∗(B+)
) ,
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we consider the function
ϕ(x) = 1
1 − x + xa , a > 0. (3.6)
For x ∈ [0, 1], ϕ(x) > 0, and ϕ′(x) 0 if a < 1 otherwise ϕ′(x) 0. Thus we get
max
x∈[0,1] ϕ(x) =
{
1
a
, a < 1;
1, a 1. (3.7)
This, togetherwith B+ being strictly doubly diagonally dominantmatrixwith positive diagonal entries,
implies
f (dj∗ , di∗)  max
di∈[0,1]
1
1 − di + di
(
bi∗i∗ − Ri∗(B+) 1bj∗ j∗ Rj∗(B+)
)
= max
{
bj∗j∗
bi∗i∗bj∗j∗ − Ri∗(B+)Rj∗(B+)
, 1
}
. (3.8)
On the other hand,
g(di∗ , dj∗)  max
di∈[0,1]
g(di, dj∗)
= max
di∈[0,1]
diRi∗(B
+)
(1 − di + dibi∗i∗)(1 − dj∗ + dj∗bj∗j∗) − diRi∗(B+)dj∗Rj∗(B+)
= max
di∈[0,1]
Ri∗(B
+)(
1
di
− 1 + bi∗i∗
)
(1 − dj∗ + dj∗bj∗j∗) − Ri∗(B+)dj∗Rj∗(B+)
= Ri∗(B
+)
bi∗i∗(1 − dj∗ + dj∗bj∗j∗) − Ri∗(B+)dj∗Rj∗(B+)
 max
dj∈[0,1]
Ri∗(B
+)
bi∗i∗(1 − dj + djbj∗j∗) − Ri∗(B+)djRj∗(B+)
= max
dj∈[0,1]
Ri∗ (B+)
bi∗ i∗
1 − dj + dj
(
bj∗j∗ − Ri∗ (B
+)
bi∗ i∗
Rj∗(B+)
) .
By (3.6), (3.7) and B+ being strictly doubly diagonally dominant matrix with positive diagonal entries,
this implies
g(di∗ , dj∗)  max
dj∈[0,1]
Ri∗ (B+)
bi∗ i∗
1 − dj + dj
(
bj∗j∗ − Ri∗ (B
+)
bi∗ i∗
Rj∗(B+)
)
= max
{
Ri∗(B
+)
bi∗i∗bj∗j∗ − Ri∗(B+)Rj∗(B+)
,
Ri∗(B
+)
bi∗i∗
}
. (3.9)
Therefore, it follows from (3.5), (3.8), (3.9) and i∗, j∗ ∈ N that
γ (j∗, i∗) max
{
bj∗j∗
bi∗i∗bj∗j∗ − Ri∗(B+)Rj∗(B+)
, 1
}
+max
{
Ri∗(B
+)
bi∗i∗bj∗j∗ − Ri∗(B+)Rj∗(B+)
,
Ri∗(B
+)
bi∗i∗
}
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max
⎧⎨⎩maxj /=i,
i,j∈N
bjj
biibjj − Ri(B+)Rj(B+) , 1
⎫⎬⎭ (3.10)
+max
⎧⎨⎩maxj /=i,
i,j∈N
Ri(B
+)
biibjj − Ri(B+)Rj(B+) ,maxi∈N
Ri(B
+)
bii
⎫⎬⎭ .
Hence, by (3.3), (3.4) and (3.10) we have an upper bound for ‖B̂−1‖∞ as follows:
‖B̂−1‖∞ max
⎧⎨⎩maxj /=i,
i,j∈N
bjj
biibjj − Ri(B+)Rj(B+) , 1
⎫⎬⎭
+max
⎧⎨⎩maxj /=i,
i,j∈N
Ri(B
+)
biibjj − Ri(B+)Rj(B+) ,maxi∈N
Ri(B
+)
bii
⎫⎬⎭ . (3.11)
We can get the following formula:
‖(I + B̂−1Ĉ)−1‖∞  n − 1, (3.12)
whose proof is similar to that of Theorem 2.2 of [6]. For completeness, we give the proof as follows.
Notice that the matrix B+ of (3.1) is an nonsingular M-matrix and so B̂ is also an nonsingular
M-matrix by Theorem 2.3 of Chapter 6 of [3]. Thus B̂−1 =: (b˜)ij  0 for all i, j ∈ N. Observe that C
is a nonnegative matrix of rank 1, we deduce that it also holds for Ĉ = DC and we can write it as
Ĉ = (c1, . . . , cn)T e, where e = (1, . . . , 1) and ci = diri  0. Then we can write
I + B̂−1Ĉ =
⎛⎜⎜⎜⎝
1 + w1 w1 · · · w1
w2 1 + w2 · · · w2
...
...
. . .
...
wn wn · · · 1 + wn
⎞⎟⎟⎟⎠
and
(I + B̂−1Ĉ)−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 − w1
1+∑ni=1 wi − w11+∑ni=1 wi · · · − w11+∑ni=1 wi
− w2
1+∑ni=1 wi 1 − w21+∑ni=1 wi · · · − w21+∑ni=1 wi
...
...
. . .
...
− wn
1+∑ni=1 wi − wn1+∑ni=1 wi · · · 1 − wn1+∑ni=1 wi
⎞⎟⎟⎟⎟⎟⎟⎟⎠ ,
where wi := ∑nj=1 b˜ijcj  0, i ∈ N. Therefore, we can conclude that
‖(I + B̂−1Ĉ)−1‖∞ = 1 + (n − 2)maxi wi
1 +∑ni=1 wi  1 + (n − 2) = n − 1.
Hence, by (3.1), (3.2), (3.11) and (3.12) the result (1) holds.
Now, we consider (2). If M is a B-matrix, then B+ is a strictly diagonally dominant matrix with
positive diagonal entries and so B̂ is also a strictly diagonally dominant matrix with positive diagonal
entries, that is, Q = N, it follows from (2) of Lemma 2.2 and (3.3) that
‖B̂−1‖∞ max
j /=j1 ,
j1 ,j∈N
1 − dj + djbjj + dj1Rj1(B+)
(1 − dj1 + dj1bj1j1)(1 − dj + djbjj) − dj1Rj1(B+)djRj(B+)
= max
j /=j1 ,
j1 ,j∈N
γ (j, j1),
By the same principle of (3.4)–(3.12) it is not difﬁcult to obtain that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ (n − 1)η,
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where
η=max
⎧⎨⎩maxj /=j1 ,
j∈N
bjj
bj1j1bjj − Rj1(B+)Rj(B+)
, 1
⎫⎬⎭
+max
⎧⎨⎩maxj /=j1 ,
j∈N
Rj1(B
+)
bj1j1bjj − Rj1(B+)Rj(B+)
,
Rj1(B
+)
bj1j1
⎫⎬⎭ .
Thus the result (2) follows.
Next, we turn to (3). If M is a DB-matrix but not a B-matrix, by Proposition 2.1 in [6], B+ is a
strictly doubly diagonally dominant matrix with positive diagonal entries but not a strictly diagonally
dominant matrix with positive diagonal entries, that is, Q /= N and there exists i0 ∈ N − Q such that
bi0i0  Ri0(B
+), then according to (3) of Lemma 2.2 and (3.3) we have that
‖B̂−1‖∞ max
⎧⎨⎩maxj∈Q γ (j, i0),maxj /=j1 ,
j∈Q
γ (j, j1)
⎫⎬⎭ .
Then by the same principle of (3.1)–(3.12) it is not difﬁcult to obtain that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ (n − 1)max{η1, η2},
where
η1 = max
{
max
j∈Q β1(j, i0), 1
}
+ max
{
max
j∈Q
β2(i0)
bjj − β2(i0)Rj(B+) ,β2(i0)
}
, (3.13)
η2 = max
⎧⎨⎩maxj /=j1 ,
j∈Q
β1(j, j1), 1
⎫⎬⎭+ max
⎧⎨⎩maxj /=j1 ,
j∈Q
β2(j1)
bjj − β2(j1)Rj(B+) ,β2(j1)
⎫⎬⎭ .
In particular, if |J(B+)| 2, it is not difﬁcult to get by (3) of Lemma2.2, (3.13) and the bound of Theorem
2.2 of [6] that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ (n − 1)max
{
η1,
1
min
{
minj∈Q {bjj − Rj(B+)}, 1}
}
.
We complete the proof. 
Remark 3.2. For the case that M is a B-matrix, the bound of the result (2) is smaller than the bound
of Theorem 2.2 of [6] in some cases. For instance, Example 4.3. Hence, according to the result (2) and
the bound of Theorem 2.2 of [6], a new bound for the case thatM is a B-matrix is as follows:
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ min
{
(n − 1)η, n − 1
min
{
minj∈N{bjj − Rj(B+)}, 1}
}
,
where
η = max
⎧⎨⎩maxj /=j1 ,
j∈N
β1(j, j1), 1
⎫⎬⎭+ max
⎧⎨⎩maxj /=j1 ,
j∈N
β2(j1)
bjj − β2(j1)Rj(B+) ,β2(j1)
⎫⎬⎭ .
Remark 3.3. IfM is also a Z-matrix, that is, B+ = M and C is the null matrix, by (3.1) one can obtain
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ = ‖B̂−1‖∞.
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Thus the bounds of Theorem 3.1 transform into the lower bounds (n 3), which do not contain the
factor n − 1, corresponding to Theorem 3.1 as follows.
(1) It holds that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞

⎛⎝max
⎧⎨⎩maxj /=i,
i,j∈N
β1(j, i), 1
⎫⎬⎭+ max
⎧⎨⎩maxj /=i,
i,j∈N
β2(i)
bjj − β2(i)Rj(B+) ,maxi∈N β2(i)
⎫⎬⎭
⎞⎠ .
(2) It follows that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞  η,
where
η = max
⎧⎨⎩maxj /=j1 ,
j∈N
β1(j, j1), 1
⎫⎬⎭+ max
⎧⎨⎩maxj /=j1 ,
j∈N
β2(j1)
bjj − β2(j1)Rj(B+) ,β2(j1)
⎫⎬⎭ .
(3) It follows that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ max{η1, η2},
where
η1 = max
{
max
j∈Q β1(j, i0), 1
}
+ max
{
max
j∈Q
β2(i0)
bjj − β2(i0)Rj(B+) ,β2(i0)
}
,
η2 = max
⎧⎨⎩maxj /=j1 ,
j∈Q
β1(j, j1), 1
⎫⎬⎭+ max
⎧⎨⎩maxj /=j1 ,
j∈Q
β2(j1)
bjj − β2(j1)Rj(B+) ,β2(j1)
⎫⎬⎭ .
In particular, if |J(B+)| 2, it holds that
max
d∈[0,1]n ‖(I − D + DM)
−1‖∞ max
{
η1,
1
min
{
minj∈Q {bjj − Rj(B+)}, 1}
}
.
4. Numerical examples
In this section we give some examples that are used to illustrate our theoretical results. The norm
‖ · ‖∞ in Example 4.2 is obtained by using Matlab 7.1.
Example 4.1. Let us ﬁrst consider the following P-matrix from [5,8,7]
M1 =
(
1 −4
5 7
)
.
We writeM1 asM1 = B+1 + C1, where
B
+
1 =
(
1 −4
0 2
)
, C1 =
(
0 0
5 5
)
,
B
+
1 is a strictly doubly diagonally dominant matrix with positive diagonal entries and so M1 is a
DB-matrix but neither a B-matrix nor an H-matrix. By simple computations, we obtain that
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max
j /=i,
i,j∈{1,2}
β1(j, i) = 1, max
i∈{1,2} β2(i) = 4, maxj /=i,
i,j∈{1,2}
β2(i)
bjj − β2(i)Rj(B+1 )
= 2,
and thus theupper bound (1) of Theorem3.1 is 5. Example 3.1 of [8] by solving anoptimizationproblem
show
max
d∈[0,1]n ‖(I − D + DM1)
−1‖∞ = 5.
Hence, this indicates that the upper bound of Theorem 3.1 is sharp for this example and is obtained
with small computational cost. Final remarks in [7] cited the LCP (M1, q) and the error bounds (2.9) of
[7] for the LCP (M, q) withM being P-matrix but not H-matrix with positive diagonal entries have not
been obtained so far by solving a system of linear equations.
Example 4.2. Let us now consider the matrix
M2 =
⎛⎝ 10 −4 −6−7 12 2
−8 1 11
⎞⎠ ,
which is simultaneously a DB-matrix and an H-matrix but not a B-matrix. Now, we use the upper
bound of Theorem 3.1 to estimate maxd∈[0,1]n ‖(I − D + DM2)−1‖∞. We writeM2 asM2 = B+2 + C2,
where
B
+
2 =
⎛⎝ 10 −4 −6−9 10 0
−9 0 10
⎞⎠ , C2 =
⎛⎝0 0 02 2 2
1 1 1
⎞⎠ .
It follows from some simple calculations that
max
j∈{2,3} β1(j, 1) = 1, β2(1) = 1,
max
j∈{2,3}
β2(1)
bjj − β2(1)Rj(B+2 )
= 1, 1
min
{
minj∈{2,3}{bjj − Rj(B+2 )}, 1
} = 1.
So the upper bound (3) of Theorem 3.1 is 4, which is considerably smaller than the bound
‖〈M2〉−1 max(∧, I)‖∞ =
∥∥∥∥∥∥
⎛⎝0.4194 0.1613 0.25810.3000 0.2000 0.2000
0.3323 0.1355 0.2968
⎞⎠⎛⎝10 0 00 12 0
0 0 11
⎞⎠∥∥∥∥∥∥∞ = 8.9677
for H-matrices given by formula (2.4) of [8].
Example 4.3. Let us assume that k > 0, a > 1 and
M3 =
(
k − k
a
0 k
)
.
We write M3 as M3 = B+3 + C3, where B+3 = M3 and C3 is the null matrix, Obviously, B+3 is a strictly
diagonally dominant matrix with positive diagonal entries and so M3 is a B-matrix and an H-matrix.
By simple computations, we get the result (2) of Theorem 3.1 given by
η = max
{
1
k
, 1
}
+ max
{
1
ak
,
1
a
}
and the bound of Theorem 2.2 of [6] is max{ a
(a−1)k , 1}. It is not difﬁcult to verify that when 0 < k <
a2
a2−1 ,
η < max
{
a
(a − 1)k , 1
}
,
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that is, the result (2) of Theorem 3.1 is smaller than the bound of Theorem 2.2 of [6] in this case.
Furthermore, it is interesting that for all k > 0, the bounds of the result (2) of Remark 3.3 is equal to
the bound (2.3) of [14].
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