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Abstract
In this article we study a mixed finite element formulation for solving the Stokes problem with general
surface forces that induce a jump of the normal trace of the stress tensor, on an interface that splits the
domain into two subdomains. Equality of velocities is assumed at the interface. The interface conditions
are taken into account with multipliers. A suitable Lagrangian functional is introduced for deriving a weak
formulation of the problem. A specificity of this work is the consideration of the interface with a fictitious
domain approach. The latter is inspired by the XFEM approach in the sense that cut-off functions are used,
but it is simpler to implement since no enrichment by singular functions is provided. In that context, getting
convergence for the dual variables defined on the interface is non-trivial. For that purpose, an augmented
Lagrangian technique stabilizes the convergence of the multipliers, which is important because their value
would determine the dynamics of the interface in an unsteady framework. Theoretical analysis is provided,
where we show that a discrete inf-sup condition, independent of the mesh size, is satisfied for the stabilized
formulation. This guarantees optimal convergence rates, that we observe with numerical tests. The capacity
of the method is demonstrated with robustness tests, and with an unsteady model tested for deformations
of the interface that correspond to ellipsoidal shapes in dimension 2.
Keywords: Finite Element Methods, Incompressible viscous fluid, Two-phase flow, Surface tension, Jump
conditions, Fictitious domain approach, Stabilization technique.
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1 Introduction
In the present article we are interested in developing a finite element method for solving the Stokes problem
with surface tension on an immersed interface. This problem concerns the simulation of the motion of a bubble-
soap for example. We consider that the bubble-soap has no thickness, and is represented by a hypersurface.
Its presence inside the fluid is modeled by a Neumann-type force which generates a jump of the normal trace
of the stress tensor. This force is proportional to the mean curvature of the surface. In particular, at the
equilibrium, this force indicates the difference of pressures inside and outside the bubble-soap. Apart from the
equilibrium, this force impacts the behavior of the surrounding fluid on both sides, and the response of the
fluid is a velocity on the hypersurface, by assuming the equality of velocities at the interface. This velocity
determines the evolution of the interface, and thus this is how the dynamics of the bubble-soap is coupled to
its own geometry. Addressing the question of existence of weak solutions for such a kind of models can be a
difficult task. For more details on the mathematical aspects, we refer to [AG18].
We focus our interest on the linear Stokes problem, which constitutes the corner stone of more complex
models like the Navier-Stokes equations. Inside a domain Ω ⊂ Rd (d = 2 or 3), we consider an immersed
interface Γ, that we assume to be a closed smooth oriented manifold of codimension 1 without boundary, let us
say a smooth perturbation of the sphere, for the sake of simplicity. The hypersurface Γ splits the domain Ω into
two connected subset Ω+ and Ω−, as described in Figure 1. We thus have Ω = Ω+ ∪Ω−. The velocity-pressure
couples are denoted by (u+, p+) and (u−, p−) inside Ω+ and Ω−, respectively.
Ω+
Ω−
(u−, p−)
(u+, p+)
n−
n+
Γ
Ω
Figure 1: A surface force applied on an interface, separating the fluid domain into two parts.
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The system we are interested in is the following:
−ν+∆u+ +∇p+ = f+ in Ω+,
−ν−∆u− +∇p− = f− in Ω−,
div u+ = 0 in Ω+,
div u− = 0 in Ω−,
u+ = 0 on ∂Ω,
u+ − u− = 0 across Γ,
σ(u+, p+)n+ + σ(u−, p−)n− = g across Γ.
The notation σ(u, p) = ν(∇u + ∇uT ) − p I refers to the stress tensor, where ν = ν+ or ν− stands for the
viscosities. The data on which we focus our interest is a general surface force g. We also consider volume
forces f+ and f− in the right-hand-side of the first two equations in the system above, but their consideration
in finite element formulations does not involve any specific difficulty. We denote by n+ and n− the outward
unit normal on Γ of Ω+ and Ω−, respectively. The goal of this paper is to define a robust approximation of a
Poincare´-Steklov operator (of type Neumann-to-Dirichlet), that computes the trace of the velocity on Γ from
the surface tension force g.
The state-of-the-art of finite element methods developed for solving two-phase flow problems with surface
tension forces can be divided into different types of strategies. The first one consists of methods that adapt the
mesh in function of the shape of the interface. Among them, adaptive methods were developed in [DP98, KS14,
XPS+16]. Another strategy consists in deforming the mesh in function of the deformation of the interface. A
Lagrangian framework was considered in [PS01]. Arbitrary Lagrangian Eulerian (ALE) formulations are more
famous for fluid-structure interactions models. However, we can mention [NRTL97, KS14, ABMT14, LKG+17,
GAT18] where ALE-FEM methods are developed in the context of surface tension models. Finally, the use of
unfitted mesh – which is our concern – was considered in [JZ16] . These techniques require local treatments
and specific approximations of the forces on the interface, in particular when the latter is implemented with a
level-set function. In this fashion, we can evoke the works [GR07c, GR07a], where enrichment of basis functions
are provided.
Following a fictitious domain approach, other strategies can be mentioned for capturing an interface in the
context of two-phase flows. Level-set methods for multiphase flows are developed in [ET02, KMV+16, OTD18].
Discontinuous Galerkin methods are used in [Whi15, MF16]. The problem of determining th position of the
interface, and tracking it constitutes the wide family of interface-capturing methods. In the context of the
present work, we can cite [OK98, DHB+07], and more recently [OD13, DvdHO+14, DSHT15, NTP18, DCRD18,
MWnH+18]. In our case, a level-set function helps us in practice to determine the position of the interface, by
saying on which side of the interface a point of the domain is located, in the same fashion as [KMV+16].
In the present work the focus is on the introduction of dual variables, namely multipliers for taking into
account the interface conditions. This is achieved with the consideration of a judicious Lagrangian functional,
from which the finite element formulation is derived. When the optimality conditions for this Lagrangian
functional are satisfies, these multipliers correspond to velocities and forces on this interface, whose values are
unknowns in the problem, and so their approximation is of interest for the consideration of coupled systems.
An other originality of our method lies in the fact that the interface Γ is taken into account with a fictitious
domain approach. That means that the interface does not fit the mesh, and so the latter is chosen independently
of the interface (Cartesian mesh, structured mesh...). Our approach is inspired by the eXtended Finite Element
Method (XFEM) introduced by [MDB99]. This method consists in enriching the set of basis functions with sin-
gular functions, in order to handle variables (defined on the interface) whose degrees of freedom are independent
of the mesh edges. See [FB10] for a review of the applications of the method. Applications of XFEM to the con-
text of two-phase flow were tested in [CB03a, CB03b, GR07b, Reu08, Gro11, SF11, CF12, LZ12, SF13, FS17],
for instance. In our case, one of the main difference with the XFEM approach lies in the fact that we do not
provide singular functions as enrichment, but merely the trace on the interface of the standard basis functions
(see section 3 for the details). The price-to-pay – in comparison with XFEM – is a lack of robustness with respect
to the geometry, and a lack of quality for the convergence of the dual variables. We circumvent this drawback
by performing a stabilization technique with an augmented Lagrangian a` la Barbosa-Hughes [BH91, BH92].
See also [Tez03]. The present strategy was first introduced in [HR09], and next adapted to fluid mechanics
in [CFL14, CF15] in the context of Fluid-Structure Interactions based on Dirichlet boundary conditions. This
approach has also shown its capacities in [BCCK16] where complex non-planar cracks in 3D were taken into ac-
count in the context of Geophysics. In this fashion, let us also mention that Nitsche type methods were developed
3
for solving this kind of problems, in several works [HH02, HLPS05b, HLPS05a, Han05, BH10, CH11, HLZ14].
This family of methods does not require the introduction of Lagrange multipliers for the boundary conditions,
whose consideration can be made with overlapping meshes, for instance.
In the present work, Taylor-Hood elements will be used for the choice of pairs between primal and dual
variables. We will then focus our interest in the use of structured meshes, since unstructured meshes can lead
to instabilities in that case (see [CELR11, GGRG15] for instance).
By developing such a method, our goal is to have a tool which enables us to perform unsteady simulations
involving a moving interface with surface forces, in complex situations where sparing computation time is crucial.
The purpose can be the study of the movement of a bubble-soap, or the simulation of the stabilization of this
latter, by the use of an electric field as a control function for instance (see [SKS98]), that acts on the interface
as a surface tension type force. The interest of our method lies in the fact that, for updating the geometry
between two time-steps, we only need to update a number of objects which is of the same range as the number
of degrees of freedom chosen for describing the interface (see section 4.2 for more details).
We illustrate the capacity of the method and our underlying motivation by performing simulations for an
unsteady coupled model. The initial geometric configuration, given by the interface Γ at time t = 0, generates
a surface tension force g = −µκn− where µ is a coefficient and κ is the mean curvature of the interface. While
solving the problem for this force, we obtain the trace of the velocity on the interface. This velocity enables us
to update the interface for the next time step. This is a so-called partitioned method. In this fashion, let us
mention [KT04], which treats of an other type of coupled problems.
The plan is organized as follows: In section 2 we set the problem and its variational formulation, by intro-
ducing a judicious Lagrangian functional. The discretization is described in section 3: the fictitious domain
method is explained in section 3.1, and the theoretical analysis is provided in section 3.2 (without stabiliza-
tion) and in section 3.3 (with stabilization). Explanations about the practical implementation are given in
section 4. Numerical tests are provided in section 5. Convergence and accuracy are tested with and without
the stabilization technique in section 5.1 and section 5.2, respectively. In particular, robustness with respect to
the geometry is demonstrated in section 5.2. The unsteady simulations are given in section 6. Conclusions are
given in section 7. The Appendix is devoted to the proofs of technical results.
Notation. The symbol ± will be used for indicating that we consider both symbols + and −, for the sake
of concision. The jump of a variable ϕ across Γ will be denoted by [ϕ], equal to ϕ+ − ϕ−. As unit normal
of reference, we denote n = n−, and so n+ = −n. We denote by σ(v, q) = 2νε(v) − q I the stress tensor,
where ε(v) = 12 (∇v +∇vT ) is the symmetric Cauchy stress tensor and I is the identity matrix of Rd×d. When
div v = 0, we recall that −div σ(v, q) = −ν∆v +∇q. We denote by | · | the Euclidean norm of Rd or Rd×d, and
by A : B = trace(ATB) the scalar product in Rd×d × Rd×d.
2 Setting of the problem
Let us consider the following system:
−div σ±(u±, p±) = f± in Ω±,
div u± = 0 in Ω±,
u+ = 0 on ∂Ω,
[u] = 0 across Γ,
[σ(u, p)] n = g across Γ.
(1)
The notation σ±(u±, p±) := 2ν±ε(u±) − p±I is introduced for considering different (constant) viscosities.
Assuming that Γ is closed, we define the following function spaces:
V+ =
{
v ∈ H1(Ω+) | v|∂Ω = 0
}
, V− = H1(Ω−),
Q± =
{
q ∈ L2(Ω±) |
∫
Ω±
q dΩ± = 0
}
,
W = H−1/2(Γ), Z = W′ = H1/2(Γ).
We will denote by 〈 · ; · 〉W;W′ the duality bracket between W′ and its dual space W′′ ≡ W. The equality of
velocities in the third equation of (1) suggests the existence of a function Φ such that u+ = Φ and u− = Φ.
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We take into account these two equalities by introducing two multipliers denoted by λ±. More specifically, we
look for a weak solution of system (1) as a critical point of the following Lagrangian functional:
L0(u
+, p+,λ+,u−, p−,λ−,Φ) = 2ν
∫
Ω+
|ε(u+)|2dΩ+ + 2ν
∫
Ω−
|ε(u−)|2dΩ−
−
∫
Ω+
f+ · u+dΩ+ −
∫
Ω−
f− · u−dΩ−
−
∫
Ω+
p+ div u+dΩ+ −
∫
Ω−
p− div u−dΩ−
−〈λ+; u+ − Φ〉W;W′ − 〈λ−; u− − Φ〉W;W′ − 〈g; Φ〉W;W′ .
When the derivatives of L0 with respect to v± vanish, by integration by parts we obtain the first equation
of (1) and also λ± = σ±(u±, p±)n±. Next, the sensitivity of L0 with respect to λ± and Φ implies to the
transmission conditions of (1). For the sake of concision, we will denote
u = (u+, p+,λ+,u−, p−,λ−,Φ) and v = (v+, q+,µ+,v−, q−,µ−, ϕ).
The first-order optimality conditions satisfied by a saddle-point of L0 then yield the following variational
formulation:
Find u ∈ V+ ×Q+ ×W ×V− ×Q− ×W × Z such that
A±0 (u; v) = F±(v) ∀v ∈ V±,
B±0 (u; q) = 0 ∀q ∈ Q±,
C±0 (u;µ) = 0 ∀µ ∈W±,
D±0 (u;ϕ) = G(ϕ) ∀ϕ ∈ Z.
(2)
In this formulation we introduced the following bilinear forms
A±0 (u; v) = 2ν
∫
Ω±
σ±(u±, p±) : ε(v) dΩ± − 〈λ± v〉W;W′ , F±(v) =
∫
Ω±
f± · v dΩ±,
B±0 (u; q) = −
∫
Ω±
q± div u±dΩ±,
C±0 (u;µ) = −〈µ; u± − Φ〉W;W′ ,
D±0 (u;ϕ) = 〈λ+ + λ−;ϕ〉W;W′ , G(ϕ) = 〈g;ϕ〉W;W′ .
3 Discrete formulation
In the rest of the paper, we will consider a Cartesian mesh, and we will denote the mesh parameter by h =
maxT∈Th hT , where hT is the diameter of a triangle T , and Th is the set of the triangles of the mesh.
3.1 The fictitious domain method
We first consider global functions on the same whole domain Ω, that we discretize with a structured mesh. On
this mesh we define discrete finite element spaces, V˜h ⊂ H1(Ω), Q˜h ⊂ L20(Ω), W˜h ⊂ L2(Ω) and Z˜h ⊂ H1(Ω).
We set
V˜h =
{
vh ∈ C (Ω) | vh|∂Ω = 0, vh|T ∈ P (T ), ∀T ∈ Th
}
,
where P (T ) denotes a finite dimensional space of smooth functions that contains polynomial functions of degree
k ≥ 1 on a triangle T , taken in the set Th of triangles of the mesh. We refer to [EG04] for details. The fictitious
finite element spaces are defined as follows:
V±h := V˜h|Ω± , Q
±
h := Q˜h|Ω± , Wh := W˜h|Γ , Zh := Z˜h|Γ .
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Note that these spaces are the intuitive discretizations of spaces V±, Q±, W and Z, respectively. The corre-
sponding selection of degrees of freedom is explained in Figure 2. For this task, we need to know whether a node
in one side of the interface are the other, and this can be realized in practice with the use of a level-set function.
This object represents the interface, and at this stage is used only for implementation purposes. In particular,
the points of intersection of the edges of the mesh with the interface (a circle in Figure 2) are determined,
in order to define an approximation of the level-set (by piecewise polynomial functions), as well as degrees of
freedom for the multipliers. This technique of discretization is inspired by XFEM, with the difference that here
we do not provide enrichment of the standard basis elements with specific singular functions, we only take into
account the standard basis functions multiplied by the Heaviside functions (H(x) = 1 when x ∈ Ω±, H(x) = 0
otherwise). The resulting products appear in the integrals of the variational formulation, during the assembly
procedure (see section 4.2).
Figure 2: Degrees of freedom used for each space: V+h and Q
+
h (left), V
−
h and Q
−
h (center), Wh and Zh (right).
The blue base nodes are chosen for the degrees of freedom of the fluid variables (u± and p±), while the red
ones are just kept for localizing the interface, and cutting the standard basis functions. The green nodes are
determined for defining the basis functions of the multipliers (λ± and Φ) on the interface.
Then Problem (1) is approximated as follows:
Find (u±h , p
±
h ,λ
±
h ,Φh) ∈ V±h ×Q±h ×Wh × Zh such that
a±0 (u
±
h ,v
±
h ) + b
±
0 (v
±
h , p
±
h ) + c0(v
±
h ,λ
±
h ) = F±(v±h ) ∀v±h ∈ V±h ,
b±0 (u
±
h , q
±
h ) = 0 ∀q±h ∈ Q±h ,
c0(u
±
h ,µ
±
h )− c0(Φh,µ±h ) = 0 ∀µ±h ∈Wh,
c0(ϕh,λ
+
h + λ
−
h ) = G(ϕh) ∀ϕh ∈ Zh,
(3)
where we denote
a±0 (u,v) = 2ν
±
∫
Ω±
ε(u) : ε(v) dΩ±, b±0 (u, q) = −
∫
Ω±
q div u dΩ±, c0(ϕ,λ) = −
∫
Γ
ϕ · λ dΓ.
Note that the duality bracket 〈 · ; · 〉W;W′ , with W = H−1/2(Γ), has been replaced by the inner product of
L2(Γ). The aim is to avoid to define an approximation of the LaplaceBeltrami operator on Γ, which is a non-
trivial task because of the fictitious domain approach (see [BHLM17] for instance). Under stronger regularity
assumptions for the data f± and g (for instance f± ∈ L2(Ω±) and g ∈ L2(Γ)), we can reasonably consider this
simplification, and thus we now set
W ≡W′ ≡ Z = L2(Γ), Wh ⊂ L2(Γ), Zh ⊂ L2(Γ).
However, for the mathematical analysis, we keep the abstract formalism involving the notation W and W′.
3.2 Theoretical convergence
For the mathematical analysis, we make the following assumptions:
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(H1): There exists a constant1 C > 0 independent of h such that
inf
q±h ∈Q±h \{0}
sup
v±h ∈V±0,h\{0}
b±0 (v
±
h , q
±
h )
‖v±h ‖V±h ‖q
±
h ‖
≥ C,
where we denote V±0,h :=
{
v±h ∈ V±h | c0(v±h ,µ±h ) = 0 ∀µ±h ∈Wh
}
.
(H2): If µh ∈Wh satisfies c+0 (v+h ,µh) = 0 for all v+h ∈ V+h , or c−0 (v−h ,µh) = 0 for all v−h ∈ V−h , then µh = 0.
Assumption (H1) is a discrete inf-sup condition for the couple velocity/pressure. It implies in particular the
following property: If q±h ∈ Q±h satisfies b±0 (v+h , q±h ) = 0 for all v+h ∈ V±0,h, then q±h = 0. Assumption (H2) is
weaker than an inf-sup condition for the couple u±/λ±. It demands only than the spaces V±h are rich enough
with respect to the space Wh.
Now we define the space
V0h =
{
(v+h ,v
−
h ) ∈ V+h ×V−h | c(v+h − v−h ,µh) = 0 ∀µh ∈Wh
}
.
Lemma 1. The bilinear form
((u+,v+), (u−,v−)) 7→ a+0 (u+,v+) + a−0 (u−,v−)
is uniformly V0h-elliptic, in the sense that there exists a constant C > 0 independent of h such that
a+0 (v
+
h ,v
+
h ) + a
−
0 (v
−
h ,v
−
h ) ≥ C
(
‖vh‖2V+h + ‖vh‖
2
V−h
)
, ∀(v+h ,v−h ) ∈ V0h.
Proof. This result is an application of the Petree-Tartar lemma. From Korn’s inequality we have
‖v+h ‖2V+ + ‖v−h ‖2V− ≤ a+0 (v+h ,v+h ) + a−0 (v−h ,v−h ) + ‖v+h ‖2L2(Ω+) + ‖v−h ‖2L2(Ω−).
Since from the Rellich-Kondrachov theorem the embeddings V± ↪→ L2(Ω±) are compact, we just have to verify
that a+0 (v
+
h ,v
+
h ) + a
−
0 (v
−
h ,v
−
h ) = 0 ⇒ (v+,v−) = 0 in V0h. The equality of the left-hand-side of this assertion
is equivalent to a±0 (v
±
h ,v
±
h ) = 0, and so in particular ε(v
±
h ) = 0 in Ω
±. From [Tem83, page 18], the functions
v±h reduce to affine forms. The function v
+
h is actually 0, because v
+
h |∂Ω = 0. Since (v
+
h ,v
−
h ) ∈ V0h, we deduce
that v−h |Γ = 0. Indeed, it is easy to see that the intersection of V
0
h with the space of affine functions is actually
contained into the space
{
(v+h ,v
−
h ) ∈ V+h ×V−h | v+h |Γ = v−h |Γ
}
. Thus v−h = 0 in Ω
−, which completes the
proof.
Proposition 1. Assume that assumptions (H1) − (H2) hold. Then system (3) admits a unique solution that
we denote by (u+h , p
+
h ,λ
+
h ,u
−
h , p
−
h ,λ
−
h ,Φh).
Proof. Since system (3) is linear and of finite dimension, existence is equivalent to uniqueness. Let us prove
uniqueness by showing that (u±h , p
±
h ,λ
±
h ,Φh) = 0 when F± ≡ 0 and G ≡ 0. In that case, taking v±h = u±h in the
first equation of (3), combined with its second equation taken with q±h = p
±
h , yields a
±
0 (u
±
h ,u
±
h )+c0(u
±
h ,λ
±
h ) = 0.
Using the third equation then leads us to a±0 (u
±
h ,u
±
h ) + c0(Φh,λ
±
h ) = 0. By summing these two identities, and
by using the fourth equation with ϕh = Φh, we obtain
a+0 (u
+
h ,u
+
h ) + a
−
0 (u
−
h ,u
−
h ) = 0,
and so u±h = 0 in V
±
h by Lemma 1. Next, still in the first equation, we get b
±
0 (v
±
h , p
±
h ) = 0 for all v
±
h ∈ V±0,h,
and then p±h = 0 from assumption (H1). Then it remains only c0(v
±
h ,λ
±
h ) = 0, valid for all v
±
h ∈ V±h , and
this yields λ±h = 0 from assumption (H2). Finally, we obtain Φh = 0 by using assumption (H2) in the third
equation.
1Throughout the paper, C denotes a generic positive constant independent of the mesh size h.
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Proposition 2. Assume that assumptions (H1)− (H2) hold. Denote by (u+, p+,λ+,u−, p−,λ−,Φ) and
(u+h , p
+
h ,λ
+
h ,u
−
h , p
−
h ,λ
−
h ,Φh) the respective solutions of system (1) and system (3). Then
‖u+ − u+h ‖V+ + ‖p+ − p+h ‖L2(Ω+) + ‖u− − u−h ‖V− + ‖p− − p−h ‖L2(Ω−)
≤ C
(
inf
(v+h ,v
−
h )∈V0h
(‖u+ − v+h ‖V+ + ‖u− − v−h ‖V−)+ inf
q+h ∈Q+h
‖p+ − q+h ‖L2(Ω+) + inf
q−h ∈Q−h
‖p− − q−h ‖L2(Ω−)
+ inf
(µ+h ,µ
−
h )∈Wh×Wh
(‖λ+ − µ+h ‖W; ‖λ− − µ−h ‖W)
)
, (4)
where the constant C > 0 is independent of h.
The proof of Proposition 2 is given in section A.1. It provides us an estimate for the velocities and the
pressures. We have no such estimate for the multipliers Φ and λ±. Note that in the right-hand-side of
estimate (4), no term involving the variable Φ appears. The accuracy on the velocities and the pressures is
then not conditioned by the approximation of the variable Φ. We can have a good approximation of Φ without
having necessarily a good approximation on the other variables.
On the limitation of the order of convergence. Besides the lack of information on the convergence for
the dual variables, let us mention a theoretical result that limits the rate of convergence for the velocities and
the pressures.
Proposition 3. Assume that assumptions (H1)− (H2) hold. With the notation of Proposition 2, assume that
u± ∈ H1+d/2+η(Ω±) ∩V± fro some η > 0, and that
inf
µh∈Wh
‖λ± − µh‖ ≤ Chδ
for some δ ≥ 1/2. Then
‖u± − u±h ‖V± + ‖p± − p±h ‖Q± ≤ Ch1/2. (5)
For the sake of concision, we do not provide the proof of this result, since the proofs given in [HR09]
(Proposition 3) and [CFL14] (Proposition 3) can be straightforwardly transposed to our case. In the context
of fictitious domain approaches, it is classical to observe theoretically this kind of limitation on the order of
convergence. Actually, for our approach, in view of the numerical tests presented in section 5.1, estimate (5)
seems to be not sharp enough. In practice, it is tricky to find a numerical test for which this rate is observed.
Such a test was provided in [HR09] for the Poisson problem in a test performed with a very specific configuration,
and simply not found in [CFL14] for a Stokes problem. A more advanced theoretical analysis of problem (3)
is not our main concern, and so we do not comment further this point. In the following subsection, we modify
the variational formulation in order to obtain an optimal convergence result that concerns all the variables.
3.3 Stabilization technique
The Lagrangian L is augmented with quadratic terms as follows:
L (u+, p+,λ+,u−, p−,λ−,Φ) = L0(u+, p+,λ+,u−, p−,λ−,Φ)
+
α0
2
(‖Φ− u+‖2Z + ‖Φ− u−‖2Z)
−γ
2
(
‖σ(u+, p+)n+ − λ+‖2L2(Γ) + ‖σ(u+, p+)n+ − λ−‖2L2(Γ)
)
.
The additional terms constitute the so-called stabilization technique. The first terms, proportional to the
coefficient α0 > 0, are introduced in order to enforce the convergence for the variable Φ. The other terms,
those which are proportional to the coefficient γ > 0, are added in order to enforce the convergence for the
multipliers λ± towards the normal traces of the stress tensor. For practical purpose, it is convenient to choose
the coefficient γ proportional to the mesh size:
γ = γ0h, where γ0 > 0 is independent of h.
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The first-order derivatives of L lead to the following stabilized formulation:
Find u ∈ V+ ×Q+ ×W ×V− ×Q− ×W × Z such that
A±(u; v) = F(v) ∀v ∈ V±,
B±(u; q) = 0 ∀q ∈ Q±,
C±(u;µ) = 0 ∀µ ∈W±,
D±(u;ϕ) = G(ϕ) ∀ϕ ∈ Z,
(6)
where
A±(u; v) = A±0 (u; v)− α0
∫
Γ
Φ · v±dΓ− γ
∫
Γ
2νε(v±) · (σ(u±, p±)n± − λ±)dΓ,
B±(u; q) = B±0 (u; q) + γ
∫
Γ
q±n± · (σ(u±, p±)n± − λ±) dΓ,
C±(u;µ) = C±0 (u;µ) + γ
∫
Γ
µ± · (σ(u±, p±)n± − λ±)dΓ,
D±(u;ϕ) = D±0 (u;ϕ) + 2α0
∫
Γ
Φ ·ϕ dΓ.
With the introduction of the stabilization terms, the goal is to prove a theoretical result, namely Theorem 1,
leading to the optimal convergence of all the variables, in particular the multipliers. For that purpose, we make
a list of assumptions:
(A1): There exists a constant C > 0 independent of h such that
inf
q±h ∈Q±h
sup
v±h ∈V±0,h
b(v±h , q
±
h )
‖q±h ‖Q±h ‖v
±
h ‖V±h
≥ C.
(A2): There exists C > 0 independent of h such that for all v±h ∈ V±h one has
h‖ε(v±h )n±‖2L2(Γ) ≤ C‖v±h ‖2V±h .
(A3): There exists C > 0 independent of h such that for all q±h ∈ Q±h one has
h‖q±h ‖2L2(Γ) ≤ C‖q±h ‖2Q±h .
Assumptions (A2)− (A3) are in the same fashion as those made in [CFL14]. In practice, we can consider
that they are satisfied when the intersections of Ω± with the simplices of the mesh are not too small. This
question is discussed in [HR09, Section 6 and Appendix B], where an alternative stabilization technique is
proposed in order to avoid situations for which the geometric configuration would not allow the fulfillment of
these assumptions. However, in practice, the frequency of these geometric situations can be reduced (by refining
the mesh locally for instance), and their impact on the accuracy of the method is quite negligible, so that it
is reasonable to consider these assumptions. On the other hand, assumption (A1) (reproduced from assump-
tion (H1)) is considered, but there is a priori no reason that it is satisfied for a general geometric configuration.
Its fulfillment could be enforced with an additional specific stabilization technique, but this point is not of our
interest in this work. Sticking to assumption (A1) can be made in practice by choosing pair of elements of type
Pk+1/Pk for the couple velocity/pressure, as the so-called Taylor-Hood elements.
For the sake of concision, we now denote
uh = (u
+
h , p
+
h ,λ
+
h ,u
−
h , p
−
h ,λ
−
h ,Φh) and vh = (v
+
h , q
+
h ,µ
+
h ,v
−
h , q
−
h ,µ
−
h ,ϕh).
The weak formulation of the approximated stabilized problem (7) is given in a compact form, as follows:
Find uh ∈ V+h ×Q+h ×Wh ×V−h ×Q−h ×Wh × Zh such that
M(uh, vh) = H(vh) for all vh ∈ V+h ×Q+h ×Wh ×V−h ×Q−h ×Wh × Zh. (7)
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where
M(u; v) = 2ν+
∫
Ω+
ε(u+) : ε(v+) dΩ+ + 2ν−
∫
Ω+
ε(u−) : ε(v−) dΩ−
−
∫
Ω+
(
p+ div v+ + q+ div u+
)
dΩ+ −
∫
Ω−
(
p− div v− + q− div u−
)
dΩ−
−
∫
Γ
(
λ+ · (v+ −ϕ) + µ+ · (u+ − Φ))dΓ− ∫
Γ
(
λ− · (v− −ϕ) + µ− · (u− − Φ)) dΓ
+α0
∫
Γ
(u+ − Φ) · (v+ −ϕ) dΓ + α0
∫
Γ
(u− − Φ) · (v− −ϕ) dΓ
−γ0h
∫
Γ
(2νε(u+)n+ − p+n+ − λ+) · (2νε(v+)n+ − q+n+ − µ+) dΓ
−γ0h
∫
Γ
(2νε(u−)n− − p−n− − λ−) · (2νε(v−)n− − q−n− − µ−) dΓ,
H(v) =
∫
Ω+
f+ · v+dΩ+ +
∫
Ω−
f− · v−dΩ− +
∫
Γ
g · ϕdΓ.
Here again, in the approximated problem we have replaced the duality brackets 〈 · ; · 〉W′,W by L2(Γ) scalar
products. We are now in position to establish a discrete inf-sup condition for the stabilized problem.
Theorem 1. Assume that (A1)–(A3) hold. Then, for α0 and γ0 small enough, there exists a constant C > 0
independent of the mesh size h such that
inf
uh∈Vh
sup
vh∈Vh
M(uh; vh)
||| uh ||| ||| vh ||| ≥ C,
where Vh = V
+
h ×Q+h ×Wh ×V−h ×Q−h ×Wh × Zh, and where the norm ||| · ||| is defined as follows:
||| u |||2 = ‖u+‖2V+ + ‖p+‖Q+ + ‖u−‖2V− + ‖p−‖Q− + h‖λ+‖2L2(Γ) + h‖λ−‖2L2(Γ)
+h
(
‖ε(u+)n‖2L2(Γ) + ‖ε(u−)n‖2L2(Γ) + ‖p−‖2L2(Γ) + ‖p−‖2L2(Γ)
)
+
1
h
‖u+ − Φ‖2L2(Γ) +
1
h
‖u− − Φ‖2L2(Γ) + ‖Φ‖2W.
For the sake of clarity, we give the proof of Theorem 1 in section A.2. The consequence of this result is the
optimal order of convergence for the multipliers, stated as follows:
Corollary 1. Denote by ku, kp, kλ and kΦ the respective degrees of standard finite elements used for the
velocities u±, the pressures p± and the multipliers λ± and Φ. Then
max
(‖u± − u±h ‖V± , ‖p± − p±h ‖Q± , h‖λ± − λ±h ‖W, ‖Φ− Φh‖Z)
≤ C
(
hku‖u+‖Hku+1(Ω+) + hkp+1‖p+‖Hkp+1(Ω+) + hkλ+1‖λ+‖Hkλ+1/2(Γ)
+hkΦ+1‖Φ‖Hkλ+1/2(Γ) + hku‖u−‖Hku+1(Ω−) + hkp+1‖p−‖Hkp+1(Ω−) + hkλ+1‖λ−‖Hkλ+1/2(Γ)
)
.
Proof. On the space Vh = V
+
h ×Q+h ×Wh×V−h ×Q−h ×Wh×Zh endowed with the norm ||| · |||, the bilinear
form M is uniformly continuous with respect to the mesh size h. Then Theorem 1 combined with a Ce´a-type
lemma (see [EG04] for instance) yields the following error estimate:
||| u− uh ||| ≤ C inf
vh∈Vh
||| u− vh |||.
We now invoke the extension theorem for the Sobolev spaces, the standard estimates for the nodal finite element
interpolation operators, and the trace inequality
‖ϕ‖L2(Γ) ≤ C
(
h‖ϕ‖L2(T ) + 1
h
‖ϕ‖L2(T )
)
on any convex T ∈ Th, to complete the proof. We refer to [HR09, Appendix A, page 1496] for more details.
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4 On the implementation of the method
This section is dedicated to remarks about the practical implementation of the method. We mention the libraries
we use for the writing of the code, and we underline their advantages for the efficiency of the method.
4.1 Libraries used for the implementation
Our finite element code is written under the Getfem++ Library (see [RP]). The method follows the approach
initially introduced for the Poisson problem in [HR09], where functionalities of the library were defining the
fictitious domain approach. It was next extended to the Stokes problem in [CFL14, CF15] for standard Dirich-
let conditions. In dimension 2 and 3, solving the global system can be made by using the solver MUMPS
(see [ADKL01, AGLP06]), while using the linear algebra Gmm++ Library (installed inside the Getfem++
library).
For the consideration of boundary conditions where the boundary is independent of the mesh, the library
Getfem++ enables us to solve several difficulties like the following:
• Defining basis functions of Wh from traces on Γ of the standard basis functions of W˜h. Note that the
linear independence of these basis functions is not automatically satisfied a priori, and so redundant
degrees of freedom may need to be eliminated a posteriori (with a range basis algorithm), if we do not
want to deal with singular systems.
• Detecting the interface Γ. For that, we can consider a level-set function, and we use functionalities of
the library that compute objects related to this level-set function (values, gradient, unit normal vector...).
If we choose analytically a general expression of a level-set function for localizing the interface, then a
piecewise polynomial approximation is carried out in the implementation. We can specify the (polynomial)
degree of this approximation.
• During the assembly procedure, computing with accuracy the integrals over elements that are intersected
by this interface. This is done with the call of the Qhull Library (see [BDH96]).
4.2 Efficient update of matrices when the geometry evolves
The most important interest of fictitious domain methods is to avoid to re-mesh when the interface has to
be modified, and thus to spare computation time and resources. Indeed, re-meshing implies re-assembly of
the whole system, and the computation of numerous integration terms of the matrices, during the assembly
procedure of a complex simulation, is the most costly part in terms of computation time. For avoiding this, let
us explain how to update a restricted number of terms between two different geometric configurations.
First we compute a stiffness matrix on the whole domain, independent of the interface Γ: Denoting by {ϕ˜i}
the basis functions of the discrete space V˜h, we assemble the following matrix:
A˜ij =
∫
Ω
ε(ϕ˜i) : ε(ϕ˜j) dΩ.
This matrix is assembled once for all, and stored. Given an interface Γ immersed into Ω, the goal is now to
construct efficiently the stiffness matrices used effectively for solving the system for the corresponding geometric
configuration, namely the matrices
A±ij =
∫
Ω±
ε(ϕ±i ) : ε(ϕ
±
j ) dΩ
±,
where {ϕ±i } denote the basis functions of spaces V±h . The indexes of these basis functions, can be deduced from
those of the standard ones {ϕ˜i} by the use of reduction matrices R±. These matrices are sparse and binary,
and so can be used inexpensively. Analogously we define the extension matrices E±, with which we associate
the following properties:
E± = R±T , R±E± = I.
From there, we can define the following partial stiffness matrices:
A˜+ = R+A˜E+, A˜− = R−A˜E−.
11
However, these reduction matrices enable us only to select the indexes of the family {ϕ˜i} that concern and
localize the domains Ω± (see Figure 2). The definition of functions {ϕi} from functions {ϕ˜i} requires the
identification of the triangles of the mesh that are cut by the Γ. The latter is localized with a level-set
function, and the approximation of this level-set is made with the use of piecewise polynomial functions. The
way the approximated level-set cuts the mesh defines subsimplices with corresponding Heaviside functions (see
section 3.1). Thus we obtain the functions {ϕi} by multiplying {ϕ˜i} with the Heaviside functions on these
subsimplices. The matrices A± are then obtained with a local reassembly of the integration terms of the
matrices A˜± by including the Heaviside functions for the terms concerned by the subsimplices aforementioned.
By these steps, we claim that we update a number of objects that is of the same range as the number of the
mesh elements intersected by the interface. Of course, the same procedure can be transposed for other matrix
blocks of the system.
Algorithm 1 Efficient update algorithm
First Assembly: Compute matrix A˜ independent of the interface, once for all, and store it.
Initialization: k = 0. For a given parameterized geometry, initialize
1: the level-set expression ls-value, and next the level-set object ls,
2: the partial integration methods mim and the partial finite element methods mf.
3: From mim, identify the indices of mf concerned by the interface.
4: From A˜, define A˜±, and next A by reassembling the terms concerned by the interface.
5: First solve, use of MUMPS.
Iteration k ≥ 0. From the first solve, define a new geometric configuration, and update
1: the level-set expression, and next the level-set object: ls.adapt();
2: the partial integration methods and the partial finite element methods: mim.adapt(); mf.adapt();
3: From the former mim and the new mim, identify the indices of the new mf concerned by the change of
interface.
4: From A˜, define A˜±, and next A by reassembling the terms concerned by the change of interface.
5: Solve, use of MUMPS.
Note that in particular cases where storing an LU decomposition – of matrix A˜ is possible, then the same
reduced update procedure could be performed for updating this decomposition without redoing it entirely.
Note that the stabilization matrices have to be reassembled anyway, but the corresponding time computation
is negligible compared with the time needed for the assembly of A˜.
5 Numerical tests
In order to illustrate the theoretical analysis, and in particular to underline the result of Corollary 1 which
guarantees the optimal convergence rates, we propose numerical tests. The convergence tests will be performed
for the square domain Ω = [0, 1]2 (d = 2), with interfaces Γ represented by level-set of type
`s(x, y) = (x− xc)2 + (y − yc)2 −R2 if d = 2,
where (xc, yc) denotes the coordinates of the center of a circle, and where R > 0 denotes its radius. We will use
the following exact solutions:
uex(x, y) =
(
cos(pix) sin(piy)
− sin(pix) cos(piy)
)
pex(x, y) = cp ((y − yc) cos(2pix) + (x− xc) sin(2piy)) with cp = 1 or 3,
whether `s(x, y) < 0 or > 0 respectively.
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Note that these solutions satisfy div uex = 0, and when the interface is a sphere of center (xc, yc), the pressures
satisfy automatically
∫
Ω±
p±ex dΩ
± = 0. The following data of system (1) are thus considered in the numerical
tests:
f± = −ν±∆exuex +∇pex, g = 2(ν+ − ν−)ε(uex)n− (p+ex − p−ex)n.
We choose (xc, yc) = (0.5, 0.5), R = 0.23, ν
+ = 2.0 and ν− = 1.0.
5.1 Convergence rates without stabilization
For the different variables, we compute the relative errors with respect to the exact solutions given previously.
Results are given in Figure 3, Figure 4 and Figure 5, where the rates of convergence (obtained for different mesh
sizes) are computed by linear regression. The notation P2/P1/P0, for instance, indicates that P2 elements are
chosen are chosen for the velocities u±, P1 elements are chosen for the pressures p±, and P0 elements are chosen
for the multipliers Φ and λ±. The quantities represented in Figure 3 and Figure 4 are relative errors computed
on the global variables uh and ph defined as follows:
uh(x) =
{
u+h (x) if x ∈ Ω+,
u−h (x) if x ∈ Ω−,
ph(x) =
{
p+h (x) if x ∈ Ω+,
p−h (x) if x ∈ Ω−.
The quantities represented in Figure 5 correspond to a mean value between the errors committed on λ+ and
λ−, namely the square root of the quantity given below:
‖λ+h − σ+(u+ex, p+ex)n+‖2 + ‖λ−h − σ−(u−ex, p−ex)n−‖2
‖σ±(u+ex, p+ex)n+‖2 + ‖σ±(u−ex, p−ex)n−‖2
. (8)
Figure 3: L2 and H1-relative errors (in %) on the velocity u in function of the mesh size, and estimation of
convergence rates with the slopes of the curves obtained by linear regression.
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Figure 4: L2-relative errors (in %) on the pressure p in function of the mesh size, and estimation of convergence
rates with the slopes of the curves obtained by linear regression.
Figure 5: L2(Γ)-relative errors (in %) on the multipliers Φ and λ± in function of the mesh size, and estimation
of convergence rates with the slopes of the curves obtained by linear regression.
In Figure 3, we observe that the optimal convergence rates for the velocity seem to be reached for the Q3/Q2/Q1
triplet of elements. The rates for the triplet P3/P2/P1 are slightly degraded, while a limitation seem to occur
when we choose P0 or Q0 elements for the multipliers. Indeed, in those cases the computed rate for the L2-norm
of the velocity is around 2, and the one for the H1-norm is about 1.5. However, the limitation on the quality of
convergence for the H1-norm is not as bad as the one announced by Proposition 3. In Figure 4, we can make
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the same observations on the quality of convergence for the pressure. The optimal rates is here again achieved
when we choose the Q3/Q2/Q1 triplet, but also when we choose the P2/P1/P0 triplet. The effective rate of
convergence for the pressure is significantly degraded for the P3/P2/P0 and Q3/Q2/Q0 triplets. In Figure 5,
we see that the optimal rate of convergence for the variable Φ seems to be achieved in all cases, while for the
variables λ± the accuracy appears to be particularly bad when we choose the P3/P2/P1 triplet.
5.2 With stabilization
In this subsection we study the influence of the stabilization technique on the accuracy of the method. First, in
all the tests we performed, we do not see any significant influence of the stabilization technique for the variable
Φ: For all the values we considered for the parameter α, for all kind of mesh size and all kind of geometric
configuration, the difference observed with and without stabilization is negligible. With α0 = 0, we already
observe in Figure 5 the optimal rates of convergence for the variable Φ. This may be due to a gap between the
theoretical analysis and the numerical realization. The lack of theoretical convergence announced in section 3.2
seems to be too pessimistic, and maybe it is true that without the stabilization terms that concern Φ, the
optimal theoretical convergence for Φ is automatically guaranteed.
Thus the rest of numerical tests will be performed with α0 = 0, and we will focus our interest on the parameter
γ for the stabilization of the variables λ±. Without stabilization for the variables λ±, the accuracy showed
in Figure 5 is already satisfying, a priori, but we are going to see that in some situations the stabilization
technique is crucial. Getting a good approximation of these quantities can be of interest for fluid-structure
models, with the consideration of other interface conditions, for control problems where their expressions can
appear in adjoint systems, or simply for physical reasons.
Choice of the stabilization parameter. Remind that the stabilization parameter is chosen to be propor-
tional to the mesh size, as γ = γ0h. Let us choose the parameter γ0 judiciously. Indeed, a too large stabilization
parameter would degrade the coerciveness of the system. For this task, for different values of γ0 > 0, we compute
the L2(Γ) relative errors on the multipliers λ± (as explained in section 5.1, formula (8)) for the P2/P1/P0 triplet
of elements, with the mesh size h = 0.1, with the geometric configuration and the exact solutions described at
the beginning of section 5. The results are presented in Figure 6.
Figure 6: L2(Γ) relative errors on the multipliers λ±, for different values of the stabilization parameter γ0.
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We observe in Figure 6 that serious instabilities appear for values of γ0 larger than 0.1. Smaller instabilities
actually occur for smaller values, leading us to choose γ0 around 0.02, even if for this range of values the influence
of the stabilization technique on the accuracy is a priori negligible (see the comments of Figure 7 for further
comments). For this kind of size of computational domains, and for this range of values for the viscosities, we
will choose in the rest of the paper values of γ0 smaller than 0.02. Note that the range of acceptable values for
γ0 does not depend on the mesh size h, as predicted by the theory. Performing the same tests for finer meshes
leads to the same range of values.
In practice, for this value of γ0, the differences between the errors computed with and without the stabiliza-
tion technique are not significant, for all the variables, and so we do not show the convergence curves obtained
with the stabilization technique, since qualitatively the observations are the same. Actually, we show in the
next paragraph that the main interest of the stabilization technique lies in its capacities of considering various
geometric configurations.
Robustness with respect to the geometry. Let us study the behavior of the stabilization technique for
different geometric configurations. The goal is to anticipate an unsteady framework for which the level-set would
have to cut the mesh randomly, and to demonstrate that this stabilization technique provides a qualitatively
constant behavior in terms of accuracy. For that purpose, we propose to compute and compare the relative
errors on λ± (like in the previous paragraph), with and without stabilization, and for different values of the
abscissa xc of the center of the circle. The results are presented in Figure 7.
Figure 7: L2(Γ) relative errors on the multipliers λ±, for different geometric configurations, without stabilization
(in blue) and with stabilization (in red) with γ0 = 0.02.
In Figure 7, we observe that the stabilization technique enables us to prevent the instabilities that occur
for some values of xc without stabilization. Actually these instabilities are also fixed for very small values of
γ0 (like γ0 = 5.e
−4). Let us mention that for larger values of γ0 (like γ0 = 0.03), other instabilities appear
for some values of xc. Besides, the errors obtained with stabilization are – almost – always better than those
computed without stabilization. This improvement is in general not really significant, the main interest of the
stabilization technique lies of course in its robustness with respect of the geometry.
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6 An unsteady case: Deformation of an ellipsoid coupled with sur-
face tension
This section is devoted to testing the capacities of the method in an unsteady simplified framework. The aim
is to illustrate that the method enables us to solve a problem for which the time evolution of an interface is
coupled with its own geometry. The interface Γ will depend on time, and from now we denote it by Γ(t).
It splits the domain Ω into two parts that we denote by Ω+(t) and Ω−(t), playing the role of Ω+ and Ω−
respectively, as previously. The unknowns are now (u±, p±) and the deformation of Γ(t), that we denote by X.
While the velocity and the pressure are described in Eulerian coordinates, the description of the deformation
X is Lagrangian:
Γ(t) = X(Γ(0), t).
We consider a system which couples the different unknowns mentioned above, and for which a good approxi-
mation of the variable Φ = u±|Γ(t) is essential.
6.1 A test at low Reynolds number
We consider the following system, for all t ∈ [0, T ]:
−div σ(u, p) = 0 in Ω±(t),
div u = 0 in Ω±(t),
u(·, t) = ∂X
∂t
(X−1(·, t), t) on Γ(t),
[σ(u, p)] n = −µκn, across Γ(t).
(9)
The parameter µ > 0 is the surface tension parameter, assumed to be constant. The scalar function κ denotes
the mean curvature of the surface Γ(t), related to X through the formula
(∆Γ0X) ◦X−1 = κn.
The notation ∆Γ0 refers to the Laplace-Beltrami operator on the manifold Γ0 := Γ(0). The evolution of Γ(t) is
ruled by the following coupling: the geometry of Γ(t) imposes the jump condition in the fourth equation of (9).
The response of the surrounding fluid is the trace of the velocity u± on Γ(t). It determines in the third equation
of (9) the time-derivative of the deformation X, and thus the evolution of Γ(t).
We restrain the set of deformationsX to the case of an ellipsoid centered at the point of coordinates xc,i = 0.5,
for i = 1 . . . d. We denote y = (yi)i=1...d the space variable in the reference configuration, and x = (xi)i=1...d
the one in the deformed configuration. The deformation is parameterized by its semi-axes (ai)i=1...d, and its
expression is explicit, given by
X(y, t) =
(
xc,i + (yi − xc,i) ai(t)
ai(0)
)
i=1...d
.
We calculate easily
∂X
∂t
(X−1(x, t), t) =
(
(xi − xc,i)a
′
i(t)
ai(t)
)
i=1...d
. (10)
The interface is implemented with a level-set function, whose expression is given by
`s(x) = −1 +
d∑
i=1
(
xi − xc,i
ai
)2
.
In practice, this function is approximated with piecewise polynomial functions of degree 2 (as mentioned in
section 4.1), and thus this approximation is exact in that case. Remind that the outward unit normal vector
is given by n = ∇`s/|∇`s|Rd , and the curvature of the ellipse obeys the formula κ = −div n, leading to the
formula κ(x) = −1
a21a
2
2
(
x21
a41
+
x22
a42
)−3/2
.
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ν+ ν− µ a(0)1 a
(0)
2 T ∆t α0 γ0
0.1 0.05 50 0.3537 0.2037 0.1 0.00025 0.01 0.01
Table 1: Simulation parameters, for the Stokes model.
Numerical scheme for the time evolution. Denoting by Φ(t) the multiplier taking into account the jump
condition on Γ(t) (last equation of (9)), we know that its value is the trace on Γ(t) of the velocity fields u±(·, t).
Then the third equation of (9) becomes Φ(t) =
∂X
∂t
(X−1(·, t), t). Combining this equality with (10), we deduce
componentwise, for i = 1 . . . d, the equality
Φi(t) = (xi − xc,i)a
′
i(t)
ai(t)
,
where Φi denotes the i-th component of the vector field Φ. This equality has to be considered in the variational
sense. Taking the scalar product of it with the scalar functions Φi(t), for i = 1 . . . d, we deduce
a′i(t)〈xi − xc,i; Φi〉L2(Γ(t)) = ai(t)‖Φi‖L2(Γ(t)).
From a time-stepping (tn)n=0...N with a constantA test at low Reynolds number time-step ∆t, we discretize
this differential equation semi-implicitly, as follows:
(a
(n+1)
i − ani )〈xi − xc,i; Φi(tn)〉L2(Γ(tn)) = (∆t)a(n+1)i ‖Φi(tn)‖L2(Γ(tn)).
This yields the following scheme:
a
(n+1)
i =
(
1−∆t
‖Φi(tn)|2L2(Γ(tn))
〈xi − xc,i; Φi〉L2(Γ(tn))
)−1
a
(n)
i .
We can write Φ(tn) = Kn(−µκ(tn)n(tn)), where Kn denotes the Poincare´-Steklov operator defined by the
solution of system (1), with Ω = Ω(tn) and g = −µκ(tn)n(tn). The term κ(tn)n(tn) is entirely given by the
geometry of Γ(tn), namely the parameters (a
(n)
i )i=1...d. Thus we see the explicit scheme given by
a
(n+1)
i =
(
1−∆t
‖Kn(−µκ(tn)n(tn))i|2L2(Γ(tn))
〈xi − xc,i; Φi〉L2(Γ(tn))
)−1
a
(n)
i . (11)
A simulation is performed with Q3/Q2/Q1 elements, a triangular Cartesian mesh with 40 subdivisions in each
space direction. The other parameters are listed in Table 1.
Remark 1. We use the whole stabilization technique (with parameters α0 and γ0), even if we were not able
to show that it could influence the accuracy for the variable Φ. The goal is to prevent bad potential situations
that we were not able to detect in section 5.2 (like those which occurred for the variables λ± in Figure 7),
namely situations where the accuracy on the other variables (like Φ) would be also degraded for some geometric
configurations. Indeed, theoretically there is a priori no reason that the convergence is guaranteed for the variable
Φ without stabilization.
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Figure 8: Time evolution of the semi-axes of the ellipse in dimension 2, for the Stokes model.
Figure 8 shows that the ellipse converges to the circle. Indeed, its semi-axes tend monotonously to a constant
value. The potential energy of the interface, namely µ|Γ(t)|, is dissipated by the viscosity forces as follows:
d
dt
(µ |Γ(t)|) + 2ν+‖ε(u+(·, t))‖2
[L2(Ω+(t))]d×d + 2ν
−‖ε(u−(·, t))‖2
[L2(Ω−(t))]d× = 0, ∀t > 0.
Thus the area of Γ(t) tends to a minimal value, that we know to be corresponding to the sphere.
6.2 Application to the Navier-Stokes model
We test the capacities of the method when the inertia forces are not neglected in comparison with the viscosity
forces. We replace the first equation of the Stokes system by the Navier-Stokes Equation:
ρ
(
∂u
∂t
+ (u · ∇)u
)
− div σ(u, p) = 0.
The density is denoted by ρ±, and is chosen to be constant in Ω+(t) and Ω−(t). The other equations of
system (9) remain the same. The chosen parameters are listed in Table 2.
ρ+ ρ− ν+ ν− µ a(0)1 a
(0)
2 T ∆t α0 γ0
0.2 0.1 0.1 0.05 50 0.3537 0.2037 0.1 0.00025 0.01 0.01
Table 2: Simulation parameters, for the Navier-Stokes model in 2D.
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The time-derivative of u is discretized with the implicit Euler scheme, but on the explicit domains Ω±(tn).
The nonlinear term (u · ∇)u is treated with a Newton method:
ρ
(
u(n+1) − u(n)
∆t
+
(
u(n+1) · ∇
)
u(n+1)
)
− div σ (u(n+1), p(n+1)) = 0 in Ω±(tn),
div u(n+1) = 0 in Ω±(tn),[
σ(u(n+1), p(n+1))
]
n = −µκ(tn)n(tn), across Γ(tn).
Note that some degrees of freedom of u(n+1), corresponding to nodes of Ω+(tn) for instance, can be next
considered in Ω−(tn+1) for the next time step (and conversely). These nodes are those which are concerned by
the update of the interface Γ(tn) into Γ(tn+1), and the updates of the different matrices of the system require
only the re-assembly of the terms whose indexes correspond to these nodes (see section 4.2). For updating Γ(tn)
(and thus Ω±(tn)), we still use the scheme adopted in section 6.1.
t = 0.0 t = 0.00675 t = 0.00975
t = 0.0135 t = 0.02725 t = 0.08
Figure 9: Time evolution of the pressure outside and inside the interface for the Navier-Stokes model with
surface tension forces.
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t = 0.0 t = 0.00675 t = 0.00975
t = 0.0135 t = 0.02725 t = 0.08
Figure 10: Time evolution of the velocity outside and inside the interface for the Navier-Stokes model with
surface tension forces.
Figure 11: Time evolution of the semi-axes of the ellipse in dimension 2, for the Navier-Stokes model.
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The respective behaviors of the pressure and the velocity are represented in Figure 9 and Figure 10. In
Figure 9 we can observe the discontinuity of the pressure and its convergence to constant values. In Figure 10
we observe the velocity converges to zero, up to slight artifacts which appear after a long time. The time
evolution of the semi-axes of the ellipsoid is represented in Figure 11. In comparison with Figure 8, Figure 11
shows inertia effects in the convergence of the semi-axes to a constant value. The decrease of the energy function
is given by the inequality
d
dt
(
ρ+
2
‖u+(·, t)‖2L2(Ω+(t)) +
ρ−
2
‖u−(·, t)‖2L2(Ω−(t)) + µ |Γ(t)|
)
≤ 0, ∀t > 0.
The conservation of mass is studied in Figure 12, where we plot the relative error of mass conservation (during
the time iterations), namely the quantity defined by
100.0 ∗ |M(tn)−M(t0 = 0)|
M(t0)
, with M(tn) = ρ
−pia(1)n a
(2)
n .
This quantity represents the relative error made on the mass conservation.
Figure 12: Relative mass conservation default, for the Navier-Stokes model, in red for a given mesh (40 subdi-
visions), in blue for a twice as fine mesh (80 subdivisions).
We see in Figure 12 that the error can reach approximately 10%. This error could be slightly improved
by choosing more precise elements, but rather by choosing a smaller time step. However, a more appropriate
time-stepping should be performed, in order to obtain numerically the mass conservation, automatically. This
property is crucial for more sophisticated simulations, where the goal would be to stick to benchmarks. Note
that the mass conservation default is not showed for the Stokes model in section 6.1, since it is close to zero,
and so this mass conservation default is clearly due to the material derivative terms.
Tests at the equilibrium. Let us test now consider the configuration at the equilibrium. The latter is
characterized by a null velocity and a constant pressure on both sides of the interface reduced to a circle. The
Laplace-Young law predicts that the difference of pressures must satisfy
∆p := p− − p+ = µ/r,
where r denotes the radius of the interface. This is observed in Table 3 and Figure 13, where tests are performed
in the same fashion as in [HTMP17, section 5.1].
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h p+ p− |∆p− µ/r|/(µ/r) |∆p|/(µ/r)
0.1 −0.93593 3.07232 0.00206 1.00206
0.05 −0.08705 3.90449 0.00211 0.997885
0.025 −9.9013e− 05 4.09994 0.02501 1.02501
0.0125 −0.00268 3.99513 0.00055 0.99945
Table 3: Pressure computations for static bubble, with surface tension coefficient µ = 1 and radius r = 0.25.
Figure 13: Pressures values computed at the equilibrium for µ = 1 and h = 0.05. Left, the radius is 0.25. Right,
the difference of pressures is computed for different values of the radius.
In Table 3 the static pressures on both sides are presented in function of the mesh size. It is showed that
globally the values of the pressures converge to the correct ones, but the difference of pressures is well-computed
mainly for the finest mesh. In Figure 13 we observe that the difference of pressures is well-computed for different
values of the radius of the interface.
7 Conclusion
In this work we developed a mixed finite element method for the Stokes problem with jump interface conditions
involving surface-tension-type forces. Besides, the interface is taken into account with a fictitious domain
approach, in order to avoid remeshing when this interface changes. The jump condition is taken into account
with a multiplier, whose role is central in coupled problems like simulating the motion of a bubble-soap in a
viscous incompressible fluid. The interest of our approach lies in obtaining of a good approximation for this
multiplier, while sparing computation time due to remeshing and assembly procedure. Moreover, this fictitious
domain method is quite simple to be implemented, and it optimizes the complexity of local treatments for
approximating dual variables (like the multiplier aforementioned) that are defined on the interface. But it
requires an augmented Lagrangian approach, in order to prove theoretical convergence for these dual variables,
and also to stabilize the approximation of the latter. By this means, this article proposes an alternative
to Xfem approaches, by avoiding the use of additional singular basis functions, and thus by simplifying the
implementation. Besides, there is a gap between theoretical analysis and numerical observations, since a part
of the stabilization technique, necessary for the theoretical analysis, seems to be unnecessary in practice for
stabilizing one of the multipliers. Without stabilization, our theoretical analysis seems to be too pessimistic,
and perhaps convergence properties are hidden in the structure of the Lagrangian functional we rely on. This
theoretical point remains to be investigated deeper. For anticipating an unsteady case, the crucial criterion
of robustness with respect to the geometry was tested and verified (with the other part of the stabilization
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technique). Illustrations of time evolution of an ellipsoidal bubble-soap were provided, showing the good behavior
of the method, even in the case of inertial effects. A more sophisticated time-stepping, improving the behavior
of the method for the model of the Navier-Stokes Equations (conservation of mass for instance), as well as
consideration of more general type of deformations are expected in a forthcoming work.
A Proofs of technical results
A.1 Proof of Proposition 2
We remind the following classical result about the theory of saddle-point problems (see [EG04, section 2.4.1]
for more details).
Lemma 2. Let X and M be Hilbert spaces, and A(·, ·) : X ×X → R and B(·, ·) : X ×M → R be continuous
bilinear forms. Assume that A is coercive
A(w,w) ≥ α‖w‖2X ∀w ∈ X,
and that B satisfies the following inf-sup condition
inf
pi∈M\{0}
sup
pi∈X\{0}
B(w, pi)
‖w‖X‖pi‖M ≥ β,
for some constant α, β > 0. Then, for all γ ∈ X ′ and δ ∈M ′ the problem
Find w ∈ X and pi ∈M such that{
A(w, v) +B(v, pi) = 〈γ, v〉X′;X ∀v ∈ X,
B(w, q) = 〈δ; q〉M ′;M ∀q ∈M,
admits a unique solution, that satisfies
‖w‖X + ‖pi‖M ≤ C (‖γ‖X′ + ‖δ‖M ′) . (12)
The constant C above depends only on α, β, and the norms of A and B.
We are now in position to prove a convergence result for the velocity and the pressure.
Proof of Proposition 2. Let (v±h , q
±
h ,µ
±
h ) ∈ V± × Q±h ×W be such that (v+h ,v−h ) ∈ V0h. The difference of the
first lines of systems (1) and (3) gives the equality
a±0 (u
±
h − v±h ,w±h ) + b±0 (w±h , p±h − q±h ) + c0(w±h ,λ±h ) = a±0 (u± − v±h ,w±h ) + b±0 (w±h , p± − q±h )
+c0(w
±
h ,λ
±), ∀w±h ∈ V±h ,
and so in particular for all (w+,w−) ∈ V0h. Summing the two equalities above, with respect to the symbols +
and −, gives
a+0 (u
+
h − v+h ,w+h ) + a−0 (u−h − v−h ,w−h ) + b+0 (w+h , p+h − q+h ) + b−0 (w−h , p−h − q−h )
= a+0 (u
+ − v+h ,w+h ) + a−0 (u− − v−h ,w−h ) + b+0 (w+h , p+ − q+h ) + b−0 (w−h , p− − q−h )
+c0(w
+
h ,λ
+) + c0(w
−
h ,λ
−)− c0(w+h ,λ+h )− c0(w−h ,λ−h ).
On the other hand, the difference of the respective fourth equations of systems (1) and (3) implies
c0(ϕh,λ
+
h + λ
−
h ) = c0(ϕh,λ
+ + λ−), ∀ϕh ∈ Zh,
We can then simplify
c0(w
+
h ,λ
+) + c0(w
−
h ,λ
−)− c0(w+h ,λ+h )− c0(w−h ,λ−h ) = c0(w−h −w+h ,λ−)
= c0(w
−
h −w+h ,λ− − µ−h ),
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where we used c0(w
−
h −w+h ,µ−h ) = 0, because (w+h ,w−h ) ∈ V0h. Note that (u+h ,u−h ) lies in V0h, and so
(u+h − v+h ,u−h − v−h ) too. Now consider the following problem:
Find ((x+h ,x
−
h ), (m
+
h ,m
−
h )) ∈ V0h ×Q+h ×Q−h such that{
a+0 (x
+
h ,w
+
h ) + a
−
0 (x
−
h ,w
−
h ) + b
+
0 (w
+
h ,m
+
h ) + b
−
0 (w
−
h ,m
−
h ) = γ
± ∀(w+h ,w−h ) ∈ V0h,
b+0 (x
+
h , r
+
h ) + b
−
0 (x
−
h , r
−
h ) = δ
± ∀(r+h , r−h ) ∈ Q+h ×Q−h .
From estimate (12) of Lemma 2, used with X = V0h, M = Q
+
h ×Q−h ,
A((u+h ,u
−
h ), (v
+
h ,v
−
h )) = a
+
0 (u
+
h ,v
+
h ) + a
−
0 (u
−
h ,v
−
h ),
B((u+h ,u
−
h ), (q
+
h , q
−
h )) = b
+
0 (u
+
h , q
+
h ) + b
−
0 (u
−
h , q
−
h ),
and γ = γ+ + γ−, δ = δ+ + δ−, with
γ± = a±0 (u
± − v±h ,w±h ) + b±0 (w±h , p± − q±h )∓ c0(w±h ,λ− − µ−h ), δ± = b±0 (u± − v±h , r±h ),
it yields that
‖u+h − v+h ‖V+ + ‖u−h − v−h ‖V− + ‖p+h − q+h ‖V+ + ‖p−h − q−h ‖V−
≤ ‖u+ − v+h ‖V+ + ‖u− − v−h ‖V− + ‖p+ − q+h ‖V+ + ‖p− − q−h ‖V− + ‖λ− − µ−h ‖W.
Combine this estimate with the triangle inequality, we obtain
‖u+ − u+h ‖V+ + ‖u− − u−h ‖V− + ‖p+ − p+h ‖V+ + ‖p− − p−h ‖V−
≤ ‖u+ − v+h ‖V+ + ‖u− − v−h ‖V− + ‖p+ − q+h ‖V+ + ‖p− − q−h ‖V− + ‖λ− − µ−h ‖W,
which is valid for any (v±h , q
±
h ,µ
±
h ) ∈ V± ×Q±h ×W such that (v+h ,v−h ) ∈ V0h. In view of the symmetry of this
estimate, the term ‖λ−−µ−h ‖W can be replaced by min
(‖λ+ − µ+h ‖W; ‖λ− − µ−h ‖W), and thus we obtain the
announced estimate.
A.2 Proof of Theorem 1
We will need an estimate for the L2-orthogonal projection from H1/2(Γ) to Wh. The following result is proved
in [CFL14, Lemma 3, page 85]:
Lemma 3. Denote by Ph the L
2-orthogonal projector from H1/2(Γ) to Wh. Then the following estimate
‖Phv − v‖L2(Γ) ≤ Ch1/2‖v‖H1/2(Γ) (13)
holds for all v ∈ H1/2(Γ).
Before starting the proof of Theorem 1, let us modify slightly the functional framework. First, since
any function v+ ∈ V+ satisfies v+|∂Ω ≡ 0, the operator ε is injective on V+ (see [Tem83, page 18] for a
characterization of its kernel), and then the Petree-Tartar lemma combined with the Korn’s equality yields
‖v+‖H1(Ω+) ≤ C‖ε(v+)‖[L2(Ω+)]d×d for all v+ ∈ V+, and thus we can redefine
‖v+‖V+ := ‖ε(v+)‖[L2(Ω+)]d×d , ∀v+ ∈ V+.
Secondly, we modify the space V− as V− :=
{
v ∈ H1(Ω−) | ∫
ΓD
v dΓD = 0
}
, where ΓD ⊂ Γ is of positive
(d− 1)-dimensional Lebesgue measure (like in [HR09]). Thus, in the same fashion as for V+ previously, we can
redefine
‖v−‖V− := ‖ε(v−)‖[L2(Ω−)]d×d , ∀v− ∈ V−.
These modifications could be avoided for realizing the following proof, but they simplify the latter.
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Proof of Theorem 1. The technique of the proof is inspired from [Ste95, Lemma 6, page 144]. Let uh =
(u+h , p
+
h ,λ
+
h ,u
−
h , p
−
h ,λ
−
h ,Φh) ∈ Vh.
Step 1. Choose v
(1)
h := (u
+
h ,−p+h ,−λ+h ,u−h ,−p−h ,−λ−h ,Φh). Then
M(uh, v(1)h ) = 2ν+‖ε(u+h )‖2[L2(Ω+)]d×d + 2ν−‖ε(u−h )‖2[L2(Ω−)]d×d
+α0‖u+h − Φh‖2L2(Γ) + α0‖u−h − Φh‖2L2(Γ)
+γ0h‖λ+h + p+h n+‖2L2(Γ) + γ0h‖λ−h + p−h n−‖2L2(Γ)
−4ν+2γ0h‖ε(u+h )n+‖2L2(Γ) − 4ν−
2
γ0h‖ε(u−h )n−‖2L2(Γ)
≥ 2ν+‖u+h ‖2V+ + 2ν−‖u−h ‖2V−
+2α0‖Φh‖2L2(Γ) − Cα0
(‖u+h ‖V+ + ‖u−h ‖V−)
+γ0h‖λ+h + p+h n+‖2L2(Γ) + γ0h‖λ−h + p−h n−‖2L2(Γ)
−Cγ0‖u+h ‖2V+h − Cγ0‖u
−
h ‖2V−h , (14)
where we used assumption (A2).
Step 2. From assumption (A1), there exists vp
±
h ∈ V±0 such that
−
∫
p±h div vp
±
h dΩ
± = ‖p±h ‖2L2(Ω±) and ‖vp±h ‖V± ≤ C‖ph‖L2(Ω±). (15)
Choose v
(2)
h = (vp
+
h , 0, 0,vp
−
h , 0, 0, 0). Then, for some α > 0, we estimate
M(uh, v(2)h ) = 2ν+
∫
Ω+
ε(u+h ) : ε(vp
+
h ) dΩ
+ + 2ν−
∫
Ω−
ε(u−h ) : ε(vp
−
h ) dΩ
− + ‖p+h ‖2L2(Ω+) + ‖p−h ‖2L2(Ω−)
−2ν+γ0h
∫
Γ
ε(v+ph) · (2ν+ε(u+)n+ − p+n+ − λ+) dΓ
−2ν−γ0h
∫
Γ
ε(v−ph) · (2ν−ε(u−)n− − p−n− − λ−) dΓ
≥ ‖p+h ‖2L2(Ω+) + ‖p−h ‖2L2(Ω−) − αν+‖ε(u+h )‖2L2(Ω+) − αν−‖ε(u−h )‖2L2(Ω−)
−ν
+
α
‖ε(vp+h )‖2L2(Ω+) −
ν−
α
‖ε(vp−h )‖2L2(Ω−)
−Cγ0h
(
ν+
2
α
‖ε(vp+h )‖2L2(Γ) +
ν−2
α
‖ε(vp−h )‖2L2(Γ) + αν+
2‖ε(u+h )‖2L2(Γ) + αν−
2‖ε(u−h )‖2L2(Γ)
)
−Cγ0h
(
‖λ+h + p+h n+‖2L2(Γ) + ‖λ−h + p−h n−‖2L2(Γ)
)
≥ ‖p+h ‖2L2(Ω+) + ‖p−h ‖2L2(Ω−) − αν+‖u+h ‖2V+ − αν−‖u−h ‖2V−
−Cγ0
α
‖v+ph‖2V+ −
C
α
‖v−ph‖2V− − Cα‖u+h ‖2V+ − Cα‖u−h ‖2V−
−Cγ0h
(
‖λ+h + p+h n+‖2L2(Γ) + ‖λ−h + p−h n−‖2L2(Γ)
)
.
where we used the Cauchy-Schwarz inequality combined with the Young’s inequality, and also assumption (A2)
applied for u±h and v
±
ph
. The generic constant C does not depend on h, and is non-decreasing with respect to
γ0. Furthermore, using (15) we obtain
M(u, v(2)h ) ≥
(
1− Cγ0
α
)(
‖p+h ‖2L2(Ω+) + ‖p−h ‖2L2(Ω−)
)
− αCγ0
(‖u+h ‖2V+ + ‖u−h ‖2V−)
−Cγ0h
(
‖λ+h + p+h n+‖2L2(Γ) + ‖λ−h + p−h n−‖2L2(Γ)
)
. (16)
Step 3. Choose v
(3)
h := (0, 0,µ
+
h , 0, 0,µ
−
h , 0) with µ
±
h = − 1hPh(u±h − Φh). The operator Ph is introduced in
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Lemma 3. Then
M(uh, v(3)h ) =
1
h
‖Ph(u+h − Φh)‖2L2(Γ) +
1
h
‖Ph(u−h − Φh)‖2L2(Γ)
−γ0
∫
Γ
(σ(u+h , p
+
h )n
+ − λ+h ) · Ph(u+h − Φh) dΓ− γ0
∫
Γ
(σ(u−h , p
−
h )n
− − λ−h ) · Ph(u−h − Φh) dΓ
≥ 1
h
‖u+h − Φh‖2L2(Γ) +
1
h
‖u−h − Φh‖2L2(Γ)
− 1
h
‖Ph(u+h − Φh)− (u+h − Φh)‖2L2(Γ) −
1
h
‖Ph(u−h − Φh)− (u−h − Φh)‖2L2(Γ)
−γ0C
(‖ε(u+h )n+‖L2(Γ) + ‖λ+h + p+h n+‖L2(Γ)) ‖Ph(uh − Φh)‖L2(Γ)
−γ0C
(‖ε(u−h )n−‖L2(Γ) + ‖λ−h + p−h n−‖L2(Γ)) ‖Ph(u−h − Φh)‖L2(Γ).
From (13) and assumption (A2), this yields
M(uh, v(3)h ) ≥
1
h
‖u+h − Φh‖2L2(Γ) +
1
h
‖u−h − Φh‖2L2(Γ) − C
(
‖u+h − Φh‖2H1/2(Γ) + ‖u−h − Φh‖2H1/2(Γ)
)
−γ0C‖u+h ‖V+‖u+h − Φh‖H1/2(Γ) − γ0Ch1/2‖λ+h + p+h n+‖L2(Γ)‖u+h − Φh‖H1/2(Γ)
−γ0C‖u−h ‖V−‖u−h − Φh‖H1/2(Γ) − γ0Ch1/2‖λ−h + p−h n−‖L2(Γ)‖u−h − Φh‖H1/2(Γ)
≥ 1
h
‖u+h − Φ‖2L2(Γ) +
1
h
‖u−h − Φ‖2L2(Γ) − C
(‖u+h ‖V+ + ‖u+h ‖V− + ‖Φh‖2Z)
−γ0Ch
(
‖λ+h + p+h n+‖2L2(Γ) + ‖λ−h + p−h n−‖2L2(Γ)
)
(17)
for γ0 small enough.
Step 4. Choose vh = v
(1)
h + κ2v
(2)
h + κ3v
(3)
h , for some positive constants κ2 and κ3. Then, gathering the
estimates (14), (16) and (17) yields
M(uh, vh) ≥ (2ν − Cα0 − Cγ0 − ανκ2 − βνκ3)
(‖u+‖2V+ + ‖u−‖2V−)
+κ2
(
1− Cγ0
α
)(
‖p+h ‖2L2(Ω+) + ‖p−h ‖2L2(Ω−)
)
+
κ3
h
‖u+h − Φh‖2L2(Γ) +
κ3
h
‖u−h − Φh‖2L2(Γ)
+(2α0 − Cκ3)‖Φh‖2L2(Γ) + γ0h(1− Cκ2 − Cκ3)
(
‖λ+h + p+h n+‖2L2(Γ) + ‖λ−h + p−h n−‖2L2(Γ)
)
≥ (2ν − Cα− Cγ0 − ανκ2 − βνκ3)
(‖u+h ‖2V+ + ‖u−h ‖2V−)
+
κ2
2
(
1− C
α
)(
‖p+h ‖2L2(Ω+) + ‖p−h ‖2L2(Ω−)
)
+
κ3
h
‖u+h − Φh‖2L2(Γ) +
κ3
h
‖u−h − Φh‖2L2(Γ)
+(2α0 − Cκ3)‖Φh‖2L2(Γ) + γ0h(1− Cκ2 − Cκ3)
(
‖λ+h + p+h n+‖2L2(Γ) + ‖λ−h + p−h n−‖2L2(Γ)
)
+
κ2
2
(
1− C
α
)(
‖p+h ‖2L2(Ω+) + ‖p−h ‖2L2(Ω−)
)
, (18)
where we denote ν = max(ν+, ν−) and ν = min(ν+, ν−). For splitting the terms involving λ±h and p
±
h , we
estimate the two last quantities in the right-hand-side of the estimate above. First we estimate
‖λ+h + p+h n+‖2L2(Γ) = ‖λ±h ‖2L2(Γ) + ‖p±h ‖2L2(Γ) + 2〈p±h n±;λ±h 〉L2(Γ)
≥
(
1− 1
β
)
‖λ±h ‖2L2(Γ) − (β − 1)‖p±h ‖2L2(Γ),
where we used the Young’s inequality with some constant β > 0. Furthermore, using assumption (A3), we have
κ2
2
(
1− C
α
)
‖p±h ‖2L2(Ω±) + γ0h(1− Cκ2 − Cκ3)‖λ±h + p±h n±‖2L2(Γ)
≥
(
κ2
2C
(
1− C
α
)
− γ0(β − 1)(1− Cκ2 − Cκ3)
)
h‖p±h ‖2L2(Γ)
+γ0h(1− Cκ2 − Cκ3)
(
1− 1
β
)
‖λ±h ‖2L2(Γ).
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Thus, coming back to (18), we obtain
M(uh, vh) ≥ (ν − Cα0 − Cγ0 − ανκ2 − βνκ3)
(‖u+h ‖2V+ + ‖u−h ‖2V−)
+
κ2
2
(
1− C
α
)(
‖p+h ‖2L2(Ω+) + ‖p−h ‖2L2(Ω−)
)
γ0(1− Cκ2 − Cκ3)
(
1− 1
β
)(
h‖λ+h ‖2L2(Γ) + h‖λ−h ‖2L2(Γ)
)
+
(
κ2
2C
(
1− C
α
)
− γ0(β − 1)(1− Cκ2 − Cκ3)
)(
h‖p+h ‖2L2(Γ) + h‖p−h ‖2L2(Γ)
)
+
κ3
h
(
‖u+h − Φh‖2L2(Γ) + ‖u−h − Φh‖2L2(Γ)
)
+ (2α0 − Cκ3)‖Φh‖2L2(Γ)
+ν
(‖u+h ‖2V+ + ‖u−h ‖2V−) .
The last terms in the right-hand-side above enable us to control the missing boundary terms as follows
ν
(‖u+h ‖2V+ + ‖u−h ‖2V−) ≥ Cνh (‖ε(u+h )n±‖L2(Γ) + ‖ε(u−h )n±‖L2(Γ)) ,
where we use assumption (A2). Then by choosing α and β large enough, next α0 small enough, next κ2 and
κ3 small enough, and next γ0 small enough, we get
M(uh, vh) ≥ C||| uh |||2,
for some constant C > 0. It remains us to verify that the norm of v so chosen is controlled by the norm of u,
namely the estimate
||| vh ||| ≤ C||| uh |||
which holds from the estimate of (15) and the continuity – with constant equal to 1 – of the projection Ph:
h‖µ±h ‖2L2(Γ) ≤
1
h
‖Ph(u±h − Φh)‖2L2(Γ) ≤
1
h
‖u±h − Φh‖2L2(Γ).
So we obtain
M(uh, vh)
||| vh ||| ≥ C||| uh |||,
and thus the proof is complete.
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