In this paper, we address the problem of the joint classification of multiple images acquired on the same scene at different spatial resolutions. From an application viewpoint, this problem is of importance in several contexts, including, most remarkably, satellite and aerial imagery. From a methodological perspective, we use a probabilistic graphical approach and adopt a hierarchical Markov mesh framework that we have recently developed and models the spatial-contextual classification of multiresolution and possibly multisensor images. Here, we focus on the methodological properties of this framework. First, we prove the causality of the model, a highly desirable property with respect to the computational cost of the inference. Then, we prove the expression of the marginal posterior mode criterion for this model and discuss the related assumptions. Experimental results with multispectral and panchromatic satellite images are also presented.
INTRODUCTION
The joint availability of images acquired on the same scene at different spatial resolutions is a common scenario in many applications. Examples with optical data include panchromatic, multispectral, and hyperspectral images taken by sensors (or ensembles of sensors) onboard satellites, aircrafts, or drones [1, 2] , as well as recent dedicated multiresolution cameras [3, 4] . In the case of radar imagery, different synthetic aperture modalities (e.g., stripmap, spotlight, ScanSAR) allow collecting data with various tradeoffs between resolution and coverage [5] . From an image analysis perspective, the challenge is to develop processing methods that benefit from all available resolutions and model the tradeoff between the synoptic view of the coarser ones and the spatial detail of the finer ones.
The focus of this paper is on the (dense) supervised classification (or semantic segmentation [6, 7] ) of multiresolution images. It is a challenging and scarcely investigated task, for which common approaches mostly make use of resampling procedures, which are computationally cheap but may generally yield artifacts [1] . The approach used here is based on hierarchical latent Markov modeling [8] . We focus on the framework that we recently developed in [9] and we investigate its methodological properties in terms of causality of the stochastic model and analytical formulation of the inference.
We recall that, in many image processing applications, Markov random fields (MRFs) on either planar or multilayer graphs have been popular for long as powerful stochastic models for spatial and possibly multimodal information [8] . However, a shortcoming of a generic MRF is that it is generally noncausal. This is no restriction from a modeling perspective but leads to iterative (e.g., stochastic or graph-theoretic) inference algorithms, which may be time-consuming, especially as compared to the 1D case of Markov chains. Among the broad family of MRFs, two sub-classes of models for which causality can be formalized include Markov mesh random fields (MMRFs) on planar lattices [10] and hierarchical MRFs on quadtrees [11] . In the former case, a case-specific notion of neighborhood is formulated on a planar pixel grid so that causality is proven to hold [10, 12, 13, 14, 15] . The latter are associated with a quadtree topology and are formalized in terms of a Markovianity property across the layers of the tree (i.e., along the spatial scale) [11, 16] . On one hand, for both families of models, causality makes it possible to formulate efficient inference algorithms. On the other hand, the two families exhibit complementary properties: an MMRF describes spatial interactions among the pixels but is intrinsically a singleresolution model, while a hierarchical MRF on a quadtree captures multiresolution relations across the layers of the tree but does not model the spatial context within each layer.
In [9] , we have developed a hierarchical MMRF that integrates both modeling approaches in a unique framework. In this model, Markovianity is postulated both across the scales of a quadtree and with respect to the neighborhood system of a mesh associated with each layer of the tree. This joint strategy benefits from the spatial information within each layer and inherently supports multiresolution fusion. The model has been combined with both Gaussian mixtures in the application to multiresolution optical data [9] and with decision tree ensembles in the application to multiresolution and mul-tisensor (optical and radar) imagery [17] . In this framework, the present paper addresses the methodological properties of this combined hierarchical Markov mesh. The main contributions are twofold. First, we prove the causality of the model. While causality is a well-known result for a hierarchical MRF and for a planar MMRF, it is not a priori guaranteed for their combination. We prove here that it holds for our integrated framework as well. Secondly, we prove the analytical formulation of the marginal posterior mode (MPM) criterion for this model and we discuss the related conditional independence assumptions. MPM inference is especially advantageous for classification and segmentation methods associated with multiresolution models [11] . Its formulation for the hierarchical MMRF explicitly relies on the causality of the model. Examples of experimental results obtained within this framework, in addition to those in [9, 17] , are shown in a case study associated with high resolution satellite multiresolution data of an urban and agricultural area and with the application to land cover mapping for flood risk management [18] .
METHODOLOGY

Causal hierarchical Markov mesh image model
An image classification problem can be regarded as the process that estimates the latent information x (class label) from the observation y attached to one or more nodes (i.e., pixels) s. In statistical approaches, x and y are usually viewed as occurrences of random vectors X and Y. However, inference of X " x given Y " y is computationally demanding and in most cases, iterative algorithms are required. For that, probabilistic causal image models have been studied since the early 1990's through hierarchical MRFs on quadtrees. These models rely on a causality concept captured by the factorization of the prior distribution (i.e., the distribution of X ) in terms of causal transition probabilities. Let tS 0 , S 1 , . . . , S L u be a set of pixel grids arranged as a quadtree. Hence, the width and height of S ´1 are half those of S , and each site s P S has a parent site s´P S ´1 and four children sites in S `1 (collected in a set s`Ă S `1 ; " 1, 2, . . . , L´1). A hierarchy on the tree S " Ť L "0 S from the root to the leaves is determined [11] . If a discrete class label x s is associated with each s P S, then X " tx s u sPS is a hierarchical MRF if [11, 16] :
where X " tx s u sPS ( " 1, 2, . . . , L), i.e., if Markovianity holds across the scales. In this hierarchical model, these transition probabilities also factorize so that [11] (see Fig. 1 (a)):
This condition removes the contextual dependency within X . For the observation model P pY|X q, where Y " ty s u sPS is the random field of the observations associated with all sites of the tree, a standard site-wise factorization is assumed:
In the considered framework, the quadtree as a structural causal model is extended to a multiscale model in which spatial information is incorporated while keeping the causality of the hierarchical model. For that, let us mention another important class of causal MRFs, i.e., the MMRFs on a rectangular lattice R. An MMRF is build upon an order relation ă on R, so that, intuitively, the "past" of each site s P R (i.e., the sites r P R such that r ă s) is well-defined. A neighborhood relation is assumed in R consistently with this order relation, and r À s indicates that r is a causal neighbor of s. X " tx s u sPR is an MMRF if, for all s P R, [10, 12, 13] :
i.e., if Markovianity holds when restricted to the past of each site. A common choice is that the past of s is the set of all pixels traversed by a raster scan before reaching s and that the neighbors of s are the three adjacent pixels located in its previous row and column (see Fig. 1(b) ). With this choice, the following factorization holds (up to appropriate definition of the behavior at the image borders) [13] :
In the considered hierarchical MMRF framework, the MMRF dependencies in (5) are taken into account so that the transition probabilities of the Markov chain in (1) factorize in such a way that the components of X express both the past (spatial) and the parent-child dependencies. More precisely, in the hierarchical MMRF framework on the quadtree S, we assume that: (i) X satisfies the hierarchical Markovianity in (1); (ii) X 0 is an MMRF on the root lattice S 0 ; (iii) the following proportionality holds ( " 1, 2, . . . , L): P pX |X ´1 q9 ź sPS P px s |x r , r À sqP px s |x s´q ; (6) and (iv) Y satisfies the conditional independence in (3) .
Here, we prove the causality of this combined framework. According to (1), we obtain: P pX , Yq " P pY|X qP pX q " P pY|X qP pX L , X L´1 , . . . , X 0 q " P pY|X qP pX L |X L´1 q . . . P pX 1 |X 0 qP pX 0 q.
Plugging the factorizations (3) for P pY|X q, (5) for P pX 0 q, and (6) for P pX |X ´1 q ( " 1, 2, . . . , L) into (7) yields:
Therefore, P pX , Yq is entirely defined by the parent-child transition probabilities P px s |x s´q , the causal sibling transition probabilities P px s |x r , r À sq and the data conditional likelihoods P py s |x s q. This factorization implies that pX , Yq is a Markov random field with respect to the causal structure for the prior distribution defined in Fig.1(c) , which determines the causality of the hierarchical MMRF framework.
Inference algorithm and MPM criterion
The hierarchical MMRF is causal both spatially and across scales, which allows an efficient recursive algorithm to be formulated for the MPM criterion. MPM assigns each s P S the class label x s that maximizes P px s |Yq [8] . Here, we prove that, under suitable conditional independence assumptions (see below), the following relations hold (s P S):
P px s |y d s q9P px s |y s q ź tPs`ÿ xt P px t |y d t qP px t |x s q P px t q ,
P px s |x c s , y d s q9 P px s |y d s qP px s |x s´q P px s´q P px s q nsź rÀs P px s |x r qP px r q,
where y d s collects the observations of all descendants of s in the tree (including s itself), x c s collects the labels of all sites connected to s (i.e., x s´a nd tx r u rÀs ), and n s is the number of such sites. Accordingly, MPM inference in the considered framework is accomplished through three recursive steps. First, (9) is used to calculate P px s q on all sites through a top-down pass from the root to the leaves. Then, (10) and (11) are used to compute P px s |x c s , y d s q through a bottom-up pass from the leaves to the root. Finally, (12) is used to derive P px s |Yq through a second top-down pass.
Details on the initialization of these recursions and on the parametric modeling of the transition probabilities P px s |x s´q and P px s |x r q, r À s, can be found in [9] . Here, we focus on deriving (9)-(12) and on the related assumptions.
Specifically, (9) is a straightforward application of the total probability theorem, and the proof of (10) in the case of the hierarchical MMRF is identical to that reported in [11] for a hierarchical MRF. (11) and (12) Indeed, the total probability theorem implies that:
and (12) follows from plugging A1 and A2 into this equation. Moreover, thanks to Bayes theorem:
where the proportionality constant does not depend on x s . Plugging A3 into this relation implies:
P px s |x c s , y d s q9P px s |y d s qP px s´| x s q ź rÀs P px r |x s q, (16) from which (11) follows due to Bayes theorem. Assumption A1 means that the label of s, given the parent and sibling labels, only depends on the observations of the descendants of s and not on those of the other sites. A2 implies that, given the observation field, the parent and the sibling labels of s are conditionally independent. A3 means that the parent and sibling labels of s, when conditioned to the label of s, are independent of the observations of the descendants of s and mutually independent. These statements are similar to the conditional independence conditions that are usually accepted for analytical convenience in the case of hierarchical [11] or planar MRFs [8] .
In particular, the symmetric mesh in [14] is used to prevent anisotropic artifacts. In the case of a planar lattice, it is based on an appropriate pixel visiting scheme, which ensures corner independence [14] . In the hierarchical MMRF, this visiting scheme is applied within each layer of the quadtree when it is reached by the aforementioned recursive steps.
The observations enter the recursions through the pixelwise posteriors P px s |y s q in (10) . Decision tree ensembles, including random forest [19] , rotation forest [20] , Extra-Trees [21] , and gradient boosted regression trees (GBRT) [22] , are used to estimate these pixelwise posteriors based on the training samples of the classes. As discussed in [17, 23] , their nonparametric formulation allows for both single-and multisensor data to be integrated into the hierarchical MMRF. Table 1 . Overall accuracy and class-by-class accuracies on the test set for the hierarchical MMRF framework, applied in conjunction with random forest (RanFor), rotation forest (RotFor), ExtraTrees, and GBRT, and for the previous method in [24] . resolution Fig. 2 . Details of (a) the IKONOS panchromatic image at 1-m resolution and of the maps obtained at the same resolution by (b) the method in [24] and by the proposed framework, when applied with (c) random forest and (d) GBRT.
EXPERIMENTAL VALIDATION
Experimental results are shown in the application to an optical satellite data set acquired by the IKONOS mission in 2004 over the area of Alessandria, Italy. It consists of a singlechannel panchromatic image at 1-m resolution (1260ˆ1400 pixels) and a 4-channel (RGB and near infrared) multispectral image at 4-m resolution (315ˆ350 pixels). This data set and its classification were framed within a case study of flood vulnerability assessment [18] . Based on the aforementioned resolutions, a quadtree with three layers was used, including the panchromatic and multispectral images in the leaf and root layers, respectively. The intermediate layer was filled in by pansharpening through the Gram-Schmidt algorithm [25] and resampling the pansharpened image onto a 2-m pixel grid. Non-overlapping training and test sets were manually annotated by a specialist. The multiresolution optical image classification method in [24] , based on noncausal MRFs, Gaussian processes, and linear mixtures, was used for comparison purposes. The accuracies obtained on the test set are shown in Table 1 . Details of the classification maps are in Fig. 2 .
DISCUSSION AND CONCLUSION
The proposed approach obtained quite high accuracies on the test set in all layers of the quadtree, despite the strong spectral overlapping between several classes, which corresponded to vegetation covers observed through only a few spectral channels. The resulting map exhibited remarkable visual regularity ( Fig. 2) , thus suggesting the effectiveness of the adopted spatial-contextual mesh. The results in Table 1 also indicate the flexibility of our approach in incorporating pixelwise predictions from different tree ensembles. In particular, the highest accuracies were achieved with GBRT and ExtraTrees. The technique in [24] also obtained a rather satisfactory discrimination of most classes, although with significantly lower accuracies than the proposed framework. Moreover, this previous technique maps only at the finest scale while the proposed framework simultaneously classifies at all three scales. From a data fusion perspective, these results confirm the effectiveness of addressing multiresolution classification through a causal hierarchical Markov mesh framework, even as compared to a previous approach based on noncausal Markov modeling and linear mixtures. For the hierarchical MMRF, both causality and the formulation of MPM have been proven analytically. The experimental results shown here with optical imagery and in [9, 17] with also multisensor data confirm its effectiveness in different scenarios of multiresolution image classification with satellite imagery.
