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abstract: For reasons of efficiency, in almost all implementations of Prolog the 
occur check is left out. This mechanism should protect the program against 
introducing circular bindings of variables. In practice the occur check is very 
expensive, however, and it is left to the skills of the user, to avoid these circular 
bindings in the program. 
In this paper a semantics of Prolog without occur check is introduced, by 
considering circular bindings {x/f(x)} as recursive equations {x=f(x)}. The new kind 
of resolution, i.e.: SLD-resolution without occur check, is referred to as 
CSLD-resolution. Important theorems such as soundness and completeness of 
CSLD-resolution, are established. Moreover, the finite failure set turns out to be 
precisely the complement of the greatest fixed point of a monotonic mapping r p 
on the complete Herbrand base (see [10]). Soundness and completeness of the 
negation as failure rule can be obtained in this new setting. 
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1. INTRODUCTION. 
For reasons of efficiency, in almost all implementations of Prolog the occur check is left out, which 
is a mechanism that should protect the program against introducing circular bindings of variables. 
For instance in a substitution { x/f(x)}, the variable x is bound to a term f(x) containing the variable 
x again. The problem is, that any such binding endangers the correct behaviour of a Prolog system. 
In fact, without the occur check we no longer have soundness of SLD-resolution (see LLOYD [10]). 
For example consider the following program: 
example 
P: test ~ p(x,x) 
p(y,f(y)) ~ 
Given the goal ~ test, a Prolog system without occur check will answer 'yes' since p(x,x) will be 
successfully unified with p(y,f(y)) by the substitution {x/y, y/f(y)}. However, this answer is quite 
wrong, since test is not a logical consequence of P. 
In practice, however, the occur check is very expensive and it is usually left to the skills of the user 
to avoid these circular bindings in the program. For instance in PLAISTED [11], a method is 
presented to detect circular bindings more efficiently, by preprocessing Prolog programs. 
It would be convenient to develop a theory for SLD-resolution without occur check, and for this 
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reason Prolog II (see COlMERAUER [3]) has been studied quite intensively in the past few years. 
Roughly speaking, Prolog II is standard Prolog without occur check and can be regarded as a 
system which manipulates infinite trees (see COlMERAUER [2]). 
The question remains, whether or not Prolog II can be thought of as a logic programming 
language, since the example above shows that Prolog II presents incorrect derivations. This 
problem was solved by VANEMDEN &LLOYD [6], by fonnulating a soundness theorem forProlog 
II. In the above example, the computed substitution {x/y,y/f(y)} can be translated to a set of 
equations {x=y,y=f(y)}, and clearly test is a logical consequence of Pu{x=y,y=f(y)}. There are 
still many results left to be established, such as completeness for instance, to develop a complete 
theory for Prolog II. 
In this paper a semantics for logic programs without occurcheck is presented by considering 
circular bindings { x/f(x)} as recursive equations { x=f(x)}, and extending the Herbrand universe 
(consisting of all closed tenns) by adding all infinite terms {x=f(f(f( ... )))} to it (see COURCELLE 
[4]). We introduce a new kind of resolution, which will be referred to as CSLD-resolution 
(complete SLD-resolution), which is precisely SLD-resolution without occur check. Following this• 
idea, we find that both soundness and completeness can be obtained. 
Independently from this paper, similar results were stated by JAFFAR, LASSER & MAHER [7], 
although in a somewhat different setting. We will only need a small equational theory for Prolog II, 
whereas in [6] and [7] this theory contains infinitely many existential formulas, one for every 
recursive equation. Therefore we do not need to put any constraints on the models of Prolog II 
programs and the results are more general. 
Furthennore, negation as a failure rule is considered It turns out that the complement of the finite 
failure set is equal to the greatest fixed point of a monotonic mapping T p on the complete Herbrand 
base (see [10]). This is an even better result than we had before for SLD-semantics, and so far, 
such a result could not be found in the literature although many attempts were made to find an 
appropriate interpretation for gfp(T p) (see for instance LEVI & PALAMIDESSI [9]). 
Soundness and completeness of the negation as failure rule is obtained. It turns out that due to the 
new setting, the proof of the completeness theorem becomes much shorter compared with the 
well-known proofs for SLD-resolution in [8], [10] and [12]. Then, we may conclude as a general 
result that comp(P)v{A} has a 'complete' Herbrand model iff it has a model, which indicates that 
we may expect CSLD-resolution to have some nice properties extra, that we do not have for 
ordinary SLD-resolution. 
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2. COMPLETE HERBRAND MODELS 
We will assume P to be a set of program clauses 'v' (B l ".···ABk---? A), usually written as 
Af-B 1, ... ,Bk, where B1, ... ,Bk,A are atoms not containing'='. The language of P will be denoted 
by L(P) or Lp. 
In this section we will formally introduce complete Herbrand models for P. First we will present a 
precise definition of a complete term, as can be found in [10], and next establish some general 
model theoretical results. 
Let ro* be the set of all finite sequences of non-negative integers. Such a finite sequence will be 
written as [i1, ... ,ik], for some i1, .•. ,ike ro. For all m,ne ro* we write [m,n] for the concatenation of 
m and n, and for ie ro we write [m,i] instead of [m,[i]]. For Xe ro* we write IX I for the cardinalit} 
of X. Moreover, I [i1, ... ,ik] l=k and [m,n]= Im I+ In!. 
definition 2.1 T ~ ro* is called a tree if T satisfies the following conditions: 
(i) for all ne ro* and i,je ro: [n,i]e TA j<i => ne T A [n,j]e T 
(ii) I {i:[n,i]E T} I is finite for all ne T. 
So, by definition 2.1 we can interpret [] as the root of the tree and [n,0],[n,l], ... ,[n,k] as the 
descendents of the node n for all ne T, k <ro. 
example 
The finite tree{[], [0], [l], [2], [1,0], [1,1], [2,0], [2,1], [2,2]} and the infinite tree 
{[], [0], [1], [1,0], [1,1], [1,1,0], [1,1,1], [l,l,l,0], [l,l,1,1], ... } can be pictured by: 
a a 
[1,0] [1,1] [2,0] [2,1] [2,2] 
[1,1,0] 
[1,1,1,0] [1, l, 1, l] 
etc. 
Now let S be a set of symbols and ar: S-+ro be a mapping defining the arity of a symbol. 
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definition 2.2 A complete term (over S) is a function t: dom(t)-+S such that: 
(i) the domain oft, dom(t), is a non-empty tree 
(ii) for all ne dom(t): ar(t(n)) = I {i: [n,i]e dom(t)} I. 
In a language L, a complete atom is a complete tenn t such that t(O) is a predicate symbol. 
The tree dom(t) is called the underlying tree oft The set of all complete tenns over S is denoted by 
Tenns; these tenns can be looked at as (possibly) infinite tenns. 
By definition a tenn t is finite if and only if dom(t) is finite. 
definition 2.3 The depth dp(t) of a tenn t is defined by: 
(i) dp(t) = oo, if t is infinite 
(ii)dp(t) = 1+ max{ In!: nedom(t)}, ift is finite. 
Next, we will define a metric on Tenns. 
definition 2.4 Let s,te Tenns and s:;tt then we define a(s,t) as being the least depth at which s 
and t differ. Then we define 
d(s,t) = { O 
2-a(s,t) 
if s=t 
if s:;tt. 
proposition 2.1 (Terms, d) is a (ultra-) metric space. 
The proof is simple, and omitted here. 
Note that the larger the depth is at which two terms differ, the smaller is their distance. From now 
on, the closure of a set X ~Tenns under the topology induced by d, will be denoted by xc or c(X). 
Next, we define the truncation of a tenn, to have finite approximations of infinite tenns. Assume n 
to be an extra constant symbol (hence with arity zero), not in S. 
definition 2.s The truncation at depth n of a term t, notation an(t), can be found from the 
complete term t by replacing all symbols at depth n by n and leaving out all symbols at greater 
depth. 
The underlying tree <Xn(t) is adjusted in the same way, by leaving out all nodes without a label. 
Clearly we have dp(<Xn(t))~n+ l, for all t. Moreover, d(<Xn(t),t)~2-n and therefore limn-+00 <Xn(t) = t. 
definitlon 2.6 A metric space (X,d) is· compact if every sequence in X has a subsequence which 
converges to a point in X. 
proposition 2.2 (Terms,d) is compact iff S is finite. 
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For a proof of this well known theorem, see [10]. 
definition 2.7 For any program P, the complete Herbrand universe CUp. is defined by 
TermL(P)' We will write Up for its Herbrand universe which consists of all finite closed tenns. 
Next we will consider models for a program P, having CUp as its universe. 
definition 2.8 Let L be a language. 
A complete H erbrand model for L is a model Af, such that 
(i) aM = a, for all constants ae L 
(ii) f~t1 ~ ... ,tk !i\-1) = f(t1 , ... ,tk), for all function symbols fe L, 
and complete tenns t1 , ... ,tke TennL. 
A complete Herbrand model for a program P is a complete Herbrand model for Lp which is a 
modelforP. 
Note that a program P can have more then one complete Herbrand model, since the interpretation of 
the relation symbols is still free. 
definition 2.9 The Herbrand base Bp of a program P, is defined by 
Bp = {R(t1, ... ,tk): Risa relation symbol in Lp and t1, ... ,tkeUp}. 
The complete Herbrand base CBp of a program P, is defined by 
CBp = {R(t1 , ... ,tk) : R is a relation symbol in Lp and t1 , ... ,tke CUp}. 
In case we only have a language L, we simply denote BL and CBL respectively. 
The elements of CBp can be represented as trees as well. Moreover, the metric d on CUp can be 
extended to CBp. Note that it directly follows that Bl = CBp (clearly Bp ~ CBp). 
In general any (complete) Herbrand model for a program P, can be associated with a subset of the 
(complete) Herbrand base Bp or CBp respectively: such a subset then denotes the complete set of 
'ground' atoms, holding in the model. For any ground atom A and Herbrand model M, we will use 
both notations Ae Mand MI= A, to express that A holds in the model M. 
6 
3. RECURSIVE SPECIFICATIONS 
In this section we consider so called recursive specifications, which are finite sets of positive 
equational fonnulas and will be used later instead of the usual notion of a substitution. Returning to 
Prolog, we will slightly change the usual unification algorithm. This is necessary, since from now 
on we will work in complete Herbrand models. 
definition 3.1 Let P be a program with language Lp. Then the theory Eq(Lp) (or Eq(P)) is 
defined by the following axioms: 
1. c:td for all pairs of distinct constants c,d from Lp 
2. 'Vx. f(x);t:g(x) for all pairs of distinct function symbols f,g from Lp 
3. 'Vx. f(x);t:c for all function symbols f and all constants c from Lp 
4. 'Vxy. x1;1:y1v ... vxk*Yk ....+ f(x)#(y) for all function symbols ffrom Lp 
5. 'Vx. x=x 
6. 'Vxy. x1=y1A ... Axk=Yk ....+ f(x)=f(y) for all function symbols f from Lp 
7. 'Vxy. x1=y1A ... Axk=Yk ....+ (P(x)....+P(y)) for all predicate symbols P from Lp. 
Clearly the theory Eq(Lp) holds in all (complete) Herbrand models for Lp. 
The axioms of Eq(Lp) are introduced in (10] to model finite failure: Eq(Lp) forces any two 
syntactically different tenns to be different in all its models. In (10] we even find an extra axiom: 
8. 'Vx. x;t:t(x] 
for all tenns t that are unequal to a variable and contain the variable x. This axiom is needed to 
express that the elements in the Herbrand universe consist of allfinite tenns from Lp. Since in the 
complete Herbrand universe we do have infinite tenns as well, we will omit axiom 8 from our 
equational theory. 
It turns out to be convenient to consider substitutions no longer as a syntactical operation of binding 
variables, but directly as equational fonnulas. 
definition 3.2 A (recursive) specification in a language Lis a set of equations of the fonn: 
{ t 1 (x1 , ... ,xn)=s1 (x1 , ... ,xn), ... ,tk(x1 , ... ,xn)=sk(x1 , ... ,xn)} for (open) terms ti,sie L and 
variables x1, ... ,Xn. 
definition 3.3 An open complete tenn in a language L is obtained by constructing a complete 
tenn from Lu{xi: i~n}, where {xi: i~n} denotes a finite set of variable symbols with arity 
zero. 
For instance, f(x,f(x,f(x, ... ))) is an open complete tenn obtained from the binary symbol f and the 
variable symbol x. Note that an open complete tenn only has finitely many variables, called the free 
variables of the tenn. 
The metric d can simply be generalised to open complete tenns, by extending the language L with 
extra variable symbols. 
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proposition 3.1 Let L be a language, and let Mbe a complete Herbrand model for L. Then for all 
open complete terms t1 (x), ti(x) we have: 
( 'ef se UL: 91{ I= t1 (s) = ti(s) ) <=> d(t1 (x),ti(x)) = 0. 
The proof is simple. In fact, the proposition states that open complete terms are syntactically 
different if and only if they are semantically different in some complete Hetbrand model; moreover, 
this difference can be detected in the model by substituting finite terms s = s1, ... ,sk for the 
variables. 
definition 3.4 A specification p(x) is said to be in reduced form if it is of the form 
{x1=s1(x1, ... ,xn), ... ,xk=sk(x1, ... ,Xn)}, where x1, ... ,xk are distinct variables. Moreover, p(x) 
has a reduced form if it is equivalent to a specification which is in reduced form. 
A specification is said to be in contradictory form if it contains an equation a=b or 
f(t1, ... ,1n)=g(s1, ... ,sn) for some distinct symbols a,b or f,g respectively. Moreover, it has a 
contradictory form if it is equivalent to a specification which is in contradictory form. 
definition 3.5 A variable x is bound in p if p I= x=t for some term t which is not a variable. 
Otherwise it is called free. A specification is called ground if it has no free variables. 
example 
Let O'(x,y) = {x=f(x), y=x}, then O' has no free variables since O' I= x=f(x) and O' I= y=f(x)}. 
Let a(x,y,z) = {x=f(y), y=z}, then x is a bound variable in O', whereas y and z are free. 
definition 3.6 A specification p(x) is called consistent if puEq(p) is statisfiable in a model. 
The usefulness of open complete terms will become clear in the following theorem. 
theorem 3.2 Let L be a language. If p(x,y) is in reduced form, with bound variables x and free 
variables y, then there exist (open) complete terms t1(y), ... ,1n(Y) with only free variables from 
p, such that in every complete Herbrand model .Af for L: 
n 
91{ I= 'efxy. p(x,y) H /\ xi=ti(y) 
i=l 
where x = x1 ····•Xn are distinct variables. 
proof Use the fact that for all {x=t(x,y)} ~ p: 91{ I= 'efxy. x=t(x,y) H x=z [z/tro(y)], in every 
complete Herbrand model !i'l{for.LP and with tro(y):=t(y,t(y,t(y, ... ))). Note that y are free 
variables in {x=t(x,y)}. The rest of the proof is straightforward. o 
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· The following lemma is easy to prove: 
lemma 3.3 Eq(L) holds in all complete Herbrand models for L. 
theorem 3.4 
(i) A specification in reduced form is consistent 
(ii) A specification in contradictory form is inconsistent. 
proof (i) Let p(x,y) be in reduced form, with language L, where x = x1, ... ,xn are distinct, 
bound variables of p and y = y1, ... ,ym are free in p. Let Afbe a complete Herbrand model for 
L. lfL does not contain any constants then use Lu{ a}, for some new constant a. 
n 
By theorem 3.2 we find that p is satisfiable in Af if and only if A xi=ti(y) is. 
i=l 
Since x=x1, ... ,xn are distinct, we have Aft= p(t1(a, ... ,a), ... ,1n(a,. .. ,a),a, ... ,a) for any constant 
ae L. So p is satisfiable in some complete Herbrand model, and hence in a model. Since Eq(p) 
holds in all complete Herbrand models, puEq(p) is satifiable in a model and therefore p is 
consistent. 
(ii) Directly from the definitionofEq(p). 0 
corollary 3.5 Every specification in reduced form containing a constant, has a complete 
Herbrand model. 
theorem 3.6 
(i) All consistent specifications have a reduced form. 
(ii) All inconsistent specifications have a contradictory form. 
Theorem 3.6 is the reverse of theorem 3.4. To prove this theorem an algorithm can be constructed, 
which actually decides whether a specification is consistent or not, by calculating an equivalent 
specification in reduced form (if such specification exists). This algorithm oonsists of the following 
five steps, defined in COLMERAUER [2] (see also [7]). Suppose p is a specification. 
consistency algorithm 
(1) Delete from pall equations of the form x=x. 
(2) If p contains an equation x=y, where x and y are different variables, then replace x in all 
its occurences in p by y. 
(3) Replace an equation t=x in p .by x=t, where t is not a variable. 
(4)' Replace two equations x=t and x=s in p by the equations x=t and t=s, where t is the 
smaller (in number of symbols) of the two terms t and s. 
(5) Replace an equation of the form f(t1 , ... ,1Ji)=f(s1 , •.. ,sn) by the equations t1 =s1 , ... ,1n=sn. 
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It is well-known that, repeatedly using these five steps, any recursive specification p can be 
reduced into either a reduced form or a contradictory form, which is equivalent to p. This provides 
us with a proof of theorem 3.6. 
Furthermore, using the consistency algorithm one can define a new kind of unification which 
precisely coincides with unification in Prolog H. Assume p is a predicate symbol and S is a set of 
atoms. 
unification algorithm 
(1) If not all atoms in S start with the same predicate symbol, then Sis not unifiable. 
(2) Else: if S = {p(t<i\, ... ,t<i)n): i~n} then apply the consistency algorithm to 
{ t(l) 1=t(2)1•t(2)1=t(3)1•···•t(m-l)1=t(m)1 •···•t(l) n=t(2) n,t(2) n=t(3) n, ... ,t<m-1) n=t(m) nl. 
corollary 3.7 A specification p is consistent iff it is equivalent to a simple specification. 
definition 3.7 Let S be a set of (open) atoms. 
A specification p is called complete unifier (cu) for S, if: I= 'V(p~ A (AHB) ). 
A,BeS 
definition 3.8 Suppose p is a cu for S. p is called most general complete unifier (mcu) for S, if 
for all complete unifiers p1 for S: I= 'v'(P1~p). 
proposition 3.8 For any input set S of atoms, the unification algorithm computes an mcu for S. 
theorem 3.9 Let p be a (possibly infinite) specification in a language L with at least one constant, 
then the following are equivalent: 
(i) puEq(p) has a model 
(ii) p has a complete Herbrand model 
(iii) p is satisfiable in all complete Herbrand models for L. 
proof (ii)=>(iii): a complete Herbrand model for p is uniquely determined up to the interpretations 
of the relation symbols; since p does not contain any relation symbol p is satisfiable in any 
complete Herbrand model. 
(iii)=>(i): since L contains at least one constant, L has at least one complete Herbrandmodel, 
and this model satisfies p. Since by lemma 3.3 Eq(p) holds in all complete Herbrand models, 
this model satisfies puEq(p). 
(i)=>(ii): suppose p = uieroPi(xi), where all Pi(xi) are finite subsets of p, and define for all n: 
Lii<x1 , ... ,"n) = ui{nPi(xi). Oearly ~is finite and consistent and hence equivalent to a reduced 
form t''n· Since L contains a constant, by corollary 3.5 L'n has a complete Herbrand model ~ 
such that~ I= L'n(tn1, ... ,tnn), say. From (ii)=>(iii) it follows that Ml= L'n(tn1, ... ,tnn) for all 
complete Herbrand models M. Thus, for every natural number n we obtain a sequence (tin)i~n in 
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CU p· Since CUP is compact every such sequence has a subsequence (1i n>i~n which converges to 
a limit ta· Note that !MI= L'n(1i 1, ... ,tin) for all i:~n. 
Next, assume y=s(x1, ... ,Xa) is an equation in L'n• then Ml= fy=s(ti1, ... ,lin) and therefore 
d(1iy,s<ti1, .. .,1in))=0 for all izn. Suppose 1iy-+1y then clearly d(ty.s(t1, ... ,tn))=0 and hence it 
follows that !MI= ty=s(t1 , ...• ta) for all 'M. So we find that !MI= Lit<t1 , ... ,tn) for every natural 
number n and all 'M. Therefore p = une roLn is satisfiable in all complete Herbrand models 'M. 
0 
theorem 3.10 Let L be a language, and suppose A(x),B(x)e L are unifiable atoms with mcu p(x) 
then for all complete Herbrand models !M for L and all t1 , ... ,tke I Ml. the following are 
equivalent: 
1. !MI= p(x1, ... ,xk)[x1/tp···•xiJtk] 
2. d(A(t1, ... ,tk),B(t1, ... ,tk)) = 0 
proof 1=>2: suppose %1= p(t1, ... ,tk) for some t1, ... ,tke I %1 and some complete Herbrand 
model !M, then we have !Ml= p(t1, ... ,tk) for all complete Herbrand models !M, and so by 
definition 3.7, for all !M, we have !M I= A(t 1 , .. .,tk)~ B(t1 , ... ,tk). Now suppose 
d(A(t1, ... ,tk);B(tp···•tk)) ::f:. 0, then !M= {A(t1, ... ,tk)} does not satisfy B(t1, ... ,tk), which is a 
contradiction. 
2=> 1: suppose d(A(t1 , ... ,tk),B(t1 , ... ,tk)) = 0; 
assume A=p(u1(x), ... ,un(x)) and B=p(v1(x), ... ,vn(x)) then d(ui(t1, ... ,tk),vi(t1, ... ,tk))=O for 
all i, and hence p'={u1=v1, ... ,Ua=1n} is consistent (since it has a complete Herbrand model). 
Since p' is a cu for {A,B}, and p is an mcu, it follows by definition 3.8 that !M I= 
p(x1 , ... ,xk)[x1/t1 , ... ,xk/tk] o 
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4. COMPLETE SLD-RESOLUTION 
In this section we will assume P to be some fixed program, with at least one constant symbol in. its 
language Lp. Specifications will be denoted by o,p;t, .... For convenience, we present a few 
notations in the following definition. 
definition 4.1 For specifications o(x),p(x) with variables x=x1 , ... ,xk and for arbitrary complete 
terms u = u1 , ... ,uk we write: 
uea :<=> for all complete Herbrand models Affor Lp: Af I= a[u] 
a=p :<=> 1= 'v'(oHp) 
a~p :<=> I= 'v'(o~p) ('a is more specific than p') 
a=.l :<=> a is inconsistent (.l stands for the bottom in the ordering ~) 
p=mcu( { A,B}) :<=> p is an mcu for A and B. 
definition 4.2 Let a and p be two specifications. Then we define o·p := avp. Again we write 
o·p=.l if o·p is inconsistent. Moreover, we often write op instead of a·p. 
proposition 4.1 One can easily check the following statements: 
(i) (0·a) = a, (l.·o) = .l 
(ii) ( O·p) :: (p·O) 
(iii) ((o·p}'t):: (O·(p·'t)) 
(iv) o~p <=> for some 't: o=(p·'t). 
(v) if p(x) is ground (i.e.: has no free variables) and a(x,y), p(x,z) are specifications, 
then: po't(x,y,z) = .l <=> po(x,y) = .l v p-r(x,z) =.i. 
The proof of proposition 4.1 is easy and left to the reader. Taking p=0, it follows from (v) that 
a(y}'t(z)=.l if and only if a(y)=.1. or -r(z)=.1.. 
Next, we will make straightforward adaptations to some well-known definitions. 
definition 4.3 A goafis a pair (G,a) where G is a goal clause and a is a specification. 
definition 4.4 A computation rule (c-rule, for short) is a function R from goals (~A1 , ... ,Ak,a) 
to atoms A, such that Ae {A1, ... ,Ak}. 
definition 4.5 Let Gibe the goal (~A1 ,. . .,Aui,. .. ,Ak,a) and q+1= A~B1, ... ,Bq a clause and 
Ra c-rule. Now, Gi+l is derived from Gi and Ci+l by Rand p, if: 
(i) R(Gi)=Aui 
(ii) pJS mcu({Aui.A}) 
(iii) Gi+ 1 = (~Ai •··.,Aui-1•B1,. . .,B q•Am+ 1 •···•Ak,op ). 
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definition 4.6 Let G be a goal and R a c-rule. 
A CSLD-derivation for Pu{G0,a0} is a sequence (G0,a0), ... ,(Gk,ak), ... , such that for some 
sequence of program clauses C1, ... ,Ck•···EP with new variables, Gi+l is derived from Gi and 
q+ 1 by R, for all i. Moreover, if ak=.L then (Gk,ak) is the last goal in the derivation. 
A CSLD-refutation is a CSLD-derivation with (o,p) as the last goal, where D stands for the 
empty goal clause, and p is a consistent specification which is called the computed answer 
specification for Pu{ G0,a0} with c-rule R. 
definition 4.7 A correct answer specification for Pu{ f-A1 , ... ,Ak,p) is a consistent specification 
a such that: P I= V(a~A1A ... AAkAp). 
CSLD-derivation stands for complete SLD-derivation. Note that such derivations are logical 
derivations as well, as is stated in the next soundness theorem, originally due to VAN EMDEN & 
LLOYD [6]. 
theorem 4.2 (soundness of CSLD-resolution) 
Computed answer specifications are correct. 
proof Let (Gi,ai)O{i{n be a CSLD-refutation for Pu(f-A1, ... ,Ak,a0). By induction we prove: 
(induction hypothesis) PI= V(an~A1A ... AAkAao). 
n=l: Now G0 is of the fonn (f-A1) and P has a unit clause Af- such that a 0p is consistent, 
where p=rncu({A1,A}). By theorem 3.13 we have l=V(p~(A1HA)) and since a1=a0p~p (see 
proposition 4.1) we find l=V(a1~(A1HA)). Since (Af-)EP, we have PI= V(A) and therefore 
P I= V(a1~A1), hence P I= V(a1~A1Aa0), since a 1 ~a0. 
n+1: Assume R(G0)=Ai, then there is a clause Af-B 1, ... ,Bqe P such that a 1=a0p is 
consistent, where p=rncu({Ai,A}) (see definitions 4.5, 4.6). Now (G1,a1), ... ,(Gn+l•an+l) is a 
CSLD-refutation for Pu{(f-A1, ... ,Ai-l•B1, ... ,Bq,Ai+l• ... ,Ak,a1) with length n, so by the 
induction hypothesis we obtain: 
(i) PI= V(an+l~A1A ... /\~_1AB 1A ... ABq"~+i"···"AkAa1) 
Since a 1 ~a0 we directly find 
(ii) p I= V(an+1~A1"···"~-1"~+1"···"AkAao). 
Since Af- B1A ... ABqeP, we have PI= V(B1A ... ABq~A). By defir.ition 3.7 it follows that 
l=V(p~(~HA)), hence PI= V(B1A ... ABq"P~Ai). So from an+l ~a0p~p and (i) we find that 
PI= V(crn+l~~). Hence, with (ii): PI= V(an+l~A1A ... AAk"a0). o 
Next we will present a method, first introduced by VANEMDEN & KOWALSKI [5], to find models 
for logic programs, using fixed points of some monotonic mapping. As is pointed out in [10], such 
a mapping can be defined on the complete Herbrand universe as well. 
In the following finite atoms are denoted by A(x). 
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. definition 4.8 For X~Bp we define 
Tp(X) := {A(u)eBp: there are terms veUp and a clause A1(x)+.-B1(x), ... ,Bq(x)eP 
such that d(A(u),A1(v))=O and {B1(v), ... ,Bq(v)}{;X} 
For X~CBp we define 
Tp(X) := {A(u)eCBp: there are terms veCUp and a clause A1(x)+.-B1(x), ... ,Bq(x)eP 
such that d(A(u),A1(v))=O and {B1(v), ... ,Bq(v)}~X} 
T p and T p are monotonic mappings on the complete lattices formed by all subsets of Bp and CBp 
respectively, with the usual ordering ~- T p(X) (or T'p(X)) stands for the set of all ground 
(complete) atoms that may be concluded from X, using the rules of P. 
definition 4.9 We will use the following notation: 
Tpi0=0 
Tp ik+l = Tp(Tp ik)), kero 
Tpiro = uTpik 
k<ro 
Tpi0=0 
Tp ik+l = Tp(T'p ik)), ke ro 
T'piro = UTpfk 
k<ro 
A well-known theorem says that T pi ro and T pi ro are the least fixed points of T p and T' P• denoted 
by lfp(T p) and lfp(T p) respectively. Moreover, it can be proved that for all ground atoms A, 
Ae T pi co if and only if A is a logical consequence from P. This theorem can be translated to the 
complete case as we will see later on. 
proposition 4.3 Let P be a program and M {.;; CBp a complete Herbrand model, then: 
Mis a model for P <=> T p(!i\1) {.;; Af. 
proof Oearly Mis a model for P if and only if for all clauses A(x)+.-B 1(x), ... ,Bq(x)eP and all 
complete terms u we have: B1(u), ... ,Bq(u)e M implies A(u)e Af, i.e.: Tp(!M) ~ Af. o 
proposition 4.4 Let P be a program, then lfp(Tp) = 11{M~ CBp: T'p(!i\1) ~ ~-
Proposition 4.4 is a special case of a general theorem in the theory of complete partial orders. Its 
proof is omitted here (see [10]). 
corollary 4.5 
(i) T pi ro is a model for P 
(ii) Tp iro = 11{M{; CBp: Mis a model forP}. 
Corollary 4.5 can be proved immediately from the propositions 4.3 and 4.4 respectively. It follows 
that T' pi ro is the least complete H erbrand model for P. 
Next we will return to the notion of CSLD-resolution. We will see that the set of complete atoms 
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with a CSLD-refutation coincides with the least fixed poiilt T pt ro. First we present an important 
lemma. 
lemma 4.6 (mcu-lemma) 
Let G be a goal en assume Pu{G0,a0} has a CSLD-refutation (Gi,ai)O{i{n with ai=a091···9i, 
where 91, ... ,9i are complete unifiers, but not necessarily most general complete. Then there is a 
CSLD-refutation (G'i·a'i)O{i{n of the same length, such that: 
(i) a'i=a00'1 ···0'i 
(ii) 0'1,.··,9'i are most general complete unifiers 
(lll .. ") < ,.,. 0 n-'-' n· 
The proof is an analogon of the proof given in [10]. In fact the mcu-lemma states that refutations 
with only complete unifiers, can be turned into a more general refutation by using most general 
complete unifiers. Now we can present the definition of the complete success set (see [1]): 
definition 4.10 The complete success set CSp of a program P is defined by 
CSp = {A(u)e CBp: Pu{ ( ~A(x),0)} has a CSLD-refutation with computed answer 
specification a(x,y), such that for some v: (u,v)ea}. 
proposition 4.7 CSp is well-defined. 
proof Suppose A1(u)=A2(w) and A1(u)eCSp. We will prove that A2(w)eCSp. 
Since A1(u)eCSp. (~A1(x),0) has a CSLD-refutation (Gi,ai)O{i{n with computed answer 
specification an(x,y) such that for some v: (u,v)ean. Let p(x,z)=mcu({A1(x),A2(z)}), then p 
is consistent and (u,w)e p. Clearly (u,v,w)e pan(x,y,z) and therefore pan is consistent and 
(Gi,pai)O{i{n is a refutation for Pu { ~A2(z),p} (using the same clauses and the same 
computation rule). 
Now consider (~A2(z),0), (G1,pa1), (G2,pa2), ..• , (Gn•PCSn) then clearly this is a refutation 
for Pu{ ~A2(z),0} except that pa1 is not a most general complete unifier. So by lemma 4.6 
there is a refutation for Pu { ~ A 2(z),0} with computed answer specification 
a(x,y,z)zpan(x,y,z) and therefore (u,v,w)ea. Hence A2(w)eCSp. o 
Note that the success set Sp of a program can be defined as the set all finite elements of CSp. 
theorem 4.8 CSp = T pt ro. 
proof r>: Let A(u)e CSp then Pu{ ( ~A(x),0)} has a CSLD-refutation with answer specification 
a(x,y), such that for some v: (u, v)e a. By soundness of CSLD-resolution (see theorem 4.2) it 
follows that a(x,y) is correct forPu{(~A(x),0)}, therefore PI= '7'(a(x,y)~A(x)) and hence 
MI= A(x)[x/u] for all complete Herbrand models Mfor P, since (u,v)e a. Then by corollary 
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4.5 it follows that A(u)eTp tro. 
<=: Let A(u)eTp tro, for some atom A(x) and complete terms u=u1, ... ,uk, then A(u)eTp tn, 
for some n <ro. Now by induction: 
n=l: then A(u)eTp(0), so there is a unit clause A1(y)f- eP, such that for some v, 
(u,v)e p(x,y) and p(x,y)=mcu( { A(x),A1 (y)} ); since p is consistent, ( f-A(x),0), (o,p(x,y)) 
is a CSLD-refutation for Pu{ f-A(x),0} with answer specification p(x,y). 
n+l: now, A(u)eT'p(T'pfn), so there is a clause A1(y)f-B 1(y), ... ,Bq(Y)EP such that for 
some v: A(u)=A1(v) and B1(v), ... ,Bq(v)eT'ptn. Writing p(x,y)=mcu({A(x),A1(y)}) we 
directly have (u, v)e p(x,y). 
By the induction hypothesis, there exist refutations for Pu{ f-Bi(y),0} with computed answer 
specification oi(y,z1) such that for some w1: (v,w1)eoi. These refutations can be put together 
to obtain a new refutation for Pu{ f-B 1(y), ... ,Bq(y),0} with a computed answer specification 
o~oc·oq. Since (v,w1, ... ,wq)eoc·oq, such a consistent o exists, and we directly find that 
op is consistent as well, since (u,v,w1, ... ,wq)eop. Hence op is the answer specification we 
were looking for. o 
So far, we found that the correctness theorem can be restored for CSLD-resolution. Moreover, 
T'p t ro is the least complete Herbrand model which is again the intersection of all complete 
Herbrand models for P, and equal to the complete success set. 
Next we will show we have a completeness theorem for CSLD-resolution as well. 
definition 4.11 (restriction) 
Let o(x,y) and p(x,z) be two specifications, then o~xP• or o~p with respect to the variables x, 
if: 1=\1'xy.(o(x,y)~3z.p(x,z)). 
We denote o=x:p. or say o and pare equivalent with respect to x, if both o~xP and P~xo. 
Definition 4.11 is needed to indicate that o is more specific than p, although p may bind variables 
not occurring in o. Moreover, o=xP indicates that o and pare equivalent with respect to the 
variables x. Finally note that o=xJ- ::::} o-=..L for all variables x. 
proposition 4.9 Let o(x) be ground then for all specifications p: either op=l. or o~xP· 
So, ground specifications cannot be further specified with respect to their variables: either oup is 
inconsistent, or o is more specific than p with respect to x. The proof is left to the reader. 
example Let o(x)={x=f(x,x)} and p(x,y)={x=f(x,y), y=x} then o~xP• however not o~p (i.e.: 
o~xyPh ~ince p has an extra variable y. In fact: o=x:P· 
Next we prove two lemmas. 
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. lemma 4.10 Let A(x) be an atom and a(x) a correct specification for Pu{ ~A(x),0}, then there 
exists a CSLD-refutation for Pu{ ~A(x),a(x)} with p(x,y) as computed answer specification, 
such that a=xp. 
proof First, assume a(x) is ground. Now, let uea for some complete tenns u=u1, ... ,um, then 
A(u)e T'p iro (by theorem 3.7 and corollary 4.5). Therefore A(u)e CSp (by theorem 4.8), 
hence there is a CSLD-refutation (Gi•Pi)O{i{n for Pu{~A(x),0} with computed answer 
specification Pn(x,y) such that for some v: (u,v)e Pn· Because (u,v)e <JPn• apn is consistent 
and therefore (Gi,<JPi)O{i{n is a refutation for Pu { ~A(x),a} with computed answer 
specification <JPn• and by proposition 4.1 we have apn~<J. Since a is ground we find by 
proposition 4.9: a~x<JPn· Hence a=xaPn· 
Next, assume a is not ground, and let x=(y,z) where y and z=z1, •.. ,zk respectively are the 
bound and free variables of a. Let a=a1 , ... ,ak be new constants not occurring in P,A or a, and 
such that for i,j: ai=aj <::} al=zi=zj. Next, consider a'(y,z)={z1=a1, ... ,zn=~}·<J(y,z), then it is 
easily proved that a' is consistent and ground. Hence there exists a CSLD-refutation for 
Pu{~A,a'(y,z)} with computed answer specification p'(y,z,z') such that a'=yzP', or 
equivalently: a'=xp'. Now it is easy to see, that we can find a new refutation for Pu{ ~A.a} 
by replacing all constants a by new variables, with computed answer specification p, such that 
~~. 0 
Note that lemma 4.10 does not hold if we replace =x by =. 
example Let P: A(y,y) ~. 
Consider the goal clause G= ~A(x,f(x)) then one can easily see that a(x)= { x=f(x)} is correct 
for Pu{G,0}. Indeed, there is a computed answer specification p(x,y)={x={y,f(y)}} which is 
equivalent to p'(x,y)={x=y, y=f(y)}. Clearly p~a. however the converse is not true, since: ~ 
'v'(x=f(x)-?(x=yAy=f(y)) ). Hence p¥a. 
The point is, that in a CSLD-refutation new variables are introduced (input clauses have new 
variables), and the correct specification we started with cannot impose any constraints upon 
variables other than its own. In 'common' SLD-resolution, this problem does not occur since 
computed substitutions are restricted to the goal variables automatically. This can be done, because 
in SLD-resolution new variables are bound to finite tenns (not containing the variable again), hence 
one can simply carry out the substitution. For instance, restricting all substitutions to the variable x, 
we have {x/f(y)}·{y/g(z)}={x/f(g(z))}. This procedure fails, however, if the occur check is left 
out: {x/f(y)}·{y/g(y)} cannot be restricted to x only. This subsitution problem is overcome, 
howe-ver, by introducing ~x as a logical notion of restriction. 
example Let P: test ~ p(x,x) 
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p(y,f(y)) ~. 
Clearly, a(x,y)={x=f(x),y=x} is a computed answer specification for Pu{~test,0} which 
cannot be restricted to the goal variables. Note, that test is not a logical consequence of P, 
although it is of Pua. 
lemma 4.11 (lifting lemma) 
Let G be a goal clause and a be a specification. 
Assume there exists a CSLD-refutation for Pu{G,a} with computed answer specification p. If 
a~a· then there is a CSLD-refutation for Pu{G,a'} with computed answer specification p' of 
the same length such that p~p·. 
proof Assume a=-a'i:, for some specification 't. Suppose the first input clause of the refutation for 
Pu{G,a} is C1, the first mcu is 01 and G1 is the goal that results from the first step. Clearly, 
we can transform this refutation into a new refutation for Pu{Gi,a'}, except that the original 
goal is different, of course, and the complete unifier is 't0 1 instead of 01. Now use the 
mcu-lemma (lemma 4.6). o 
Lemma 4.11 actually states that once starting a refutation with a more general goal, the computed 
answer specification will be more general as well. Next, we finally prove the completeness theorem 
for CSLD-resolution: 
theorem 4.12 (completeness of CSLD-resolution) 
Let (G0(x),a0(x)) be a goal and a(x) a correct answer specification for Pu{G0(x),a0(x)} then 
there exists a computation rule R and a R-computed answer specification p(x,y) for 
Pu{G0(x),a0(x)} such that o~xP· 
proof Assume G0=(~A1(x), ... ,Ak(x)) then P I= 'v'(a~A1(x)A ... AAk(x)Aa0) since a is correct 
for Pu{G0,a0}. By lemma 4.10 there exist refutations for Pu{ ~~.a} with Pi as computed 
answer specification, such that Pi=xa for all i. These refutations can be combined to obtain a 
new refutation for Pu{~A1(x), ... ,Ak(x),a} with answer specification p'=Pc·Pk• so 05xp'. 
Since a~a0 , it follows by the lifting lemma that there exists a CSLD-refutation for 
Pu{ ~A1(x), ... ,Ak(x),a0} with computed answer specification p such that p'~p. Since 05xp' 
we have a~xP· D 
It is important to understand how resolution with specifications works. In fact, a computed answer 
specification can be looked at as an extra condition that needs to be satisfied before a given 
conclusioa may be drawn from P. The completeness theorem simply states that from a logic 
program all such sufficient conditions can be generated. For instance, consider the following 
example, taken from [11]: 
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example Let P: smaller(x,S(x)) ~ 
smaller(l,0) ~ smaller(S(y),y). 
Then a(x)= { x=S(x)} is correct for Pu { ~smaller(l ,0),0}, since Pl=V'(x=S(x)~smaller(l ,0)). 
However, a cannot be computed since any computed answer specification p contains at least 
two variables. Clearly, p(x,y)={x=S(y),y=S(x)} can be computed, and 0'5xP· 
The example illustrates, that in theorem 4.12, we cannot replace ~x by ~. since Prolog will 
compute answer specifications for Pu{ ~smaller(l,0),0} having more variables. Note, that P can 
be considered a set of statements about natural numbers. Here, S stands for the successor function 
and the predicate smaller(x,y) represents the binary predicate <. Both clauses hold in the usual 
model for natural numbers: the first clause actually 'defines' the predicate, whereas the second 
states that one could derive 1 <O if one is able to derive S(y) <y for some y (using induction). 
Clearly, Pu{smaller(l,0),0} has a correct answer specification a(x,y)={x=S(y), y=S(x)}, which 
is ground and consistent and which provides us with a sufficient condition to conclude smaller(l,0) 
from the program. In the intended model for P however, a is not satisfiable so we may not 
conclude smaller(l ,0) to hold in this model. 
The completeness theorem leads to the following corollary: 
corollary 4.13 Let A(x) be a atom and u=u1 , ... ,uk complete terms, then: 
A(u)e CSp <:::} for some p(x,y) and some v: (u,v)e p and P I= V'(p(x,y)~A(x)). 
proof =>: Suppose A(u)e CSp. then there exists some CSLD-refutation for Pu{ ~A(x),0} with 
computed answer specification p(x,y) such that for some v: (u,v)e p(x,y). By theorem 4.2 p 
is correct for Pu{~A(x),0}, hence PI= V'(p(x,y)~A(x)). 
<=: Suppose for some p(x,y) and some v: (u,v)e p we have: P I= V'(p(x,y)~A(x)). Then 
p(x,y) is a correct answer specification for Pu{ ~A(x),0}, thus by theorem 4.12 there exists a 
computation rule R and a R-computed answer specification a(x,y,z) for Pu{ ~A(x),0} such 
that P~xyG. By definition 4.11 we find l=V'xy.(p(x,y)~3z.a(x,y,z)). Hence, (u,v,w)e a for 
some wand therefore by definition 4.10, A(u)eCSp. o 
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. 5. FINITE FAILURE 
In this section we will consider the negation as failure rule, for CSLD-resolution. It turns out that 
all 'classical' results can be restored; even better: it seems that working in CSLD-semantics can 
simplify some theoretical constructions. Let us start with some definitions. 
definition 5.1 Let G be a goal. A CSLD-tree for Pu { G} with c-rule R, is defined by 
(i) every node of the tree is a goal 
(ii)· G is the root 
(iii) if G'=(~A1 , ...• ~ •... ,Ak,O') for some consistent specification O', and R(G')=~ then G' 
has a successor (~A1 , ... ,Am-l•Bl'···•Bq,Am+l• ... ,Ak,O'P) for every clause A~B1 , ... ,BqeP, 
where p=mcu( {~.A}); if a is inconsistent, then G' has no successor goals. 
definition 5.2 A success branch in a CSLD-tree is a branch that ends with (D,O') for some 
consistent specification O'. 
Afailure branch is a branch (Gi,O'i)O{i{k such that ak=..L 
definition 5.3 Afinitely failed CSLD-tree, or ff-tree for short, for Pu{G} is a finite CSLD-tree 
with only failure branches. 
definition 5.4 We will use the following notation: 
TpJ-0= Bp 
T pJ-k+ 1 = T p(T pJ-k)), ke ro 
T pJ-ro = t1 T pJ-k 
k<ro 
T'pJ-O = CBp 
T'pJ-k+l = T'p(T'p!k)), ke ro 
T' p.l.ro = t1 T' p!k 
k<ro 
A well-known theorem says that T p!ro is the greatest fzxed point, denoted by gfp(T'p). of the 
continuous mapping T P· Note, that T p.l.ro not necessarily is the greatest fixed point of T P• as can 
be shown by the following example from (10]: 
example Let P: p(f(x))~p(x) 
q(a)~p(x). 
Then T' p.l.ro = { q(a),p(fO>)} = gfp(T' p). However, T p.l.ro = { q(a)} whereas gfp(T p) = 0. 
lemma 5.1 Let A(x) be an atom and u=u1 , ... ,uk be complete tenns, then 
A(u)eT'p!k+l <=>there is a clause A1(y)~B 1(y), ... ,Bq(y)eP, such that for some v: 
(u,v)emcu({A(x),A1(y)}) and B1(v), ... ,Bq(v)eT'p.l.k . 
.. 
proof :=>: Suppose A(u)eT'p.l.k+l, then there is a clause A1(y)~B 1(y), ... ,Bq(y)eP, such that 
for some v: A(u)=A1(v) and B1(v), ... ,Bq(v)eT'p.l.k. Hence (u,v)emcu({A(x),A1(y)}). 
<=: by definition of T' P· o 
20 
Note that lemma 5. l does not hold for ordinary substitutions. 
example Let P: A(x,f(x)+-. 
Then clearly A(f'l,f'l)e T pJ..k+ 1 for all k, but A(x,f(x)) and A(y,y) cannot be unified because 
of the occur check. 
theorem 5.2 Suppose R is afair c-rule, i.e.: every atom in a goal clause is selected somewhere in 
the CSLD-tree, and assume (Gi,ai)ie ro is an infinite CSLD-derivation for Pu{ G0,a0} by R 
with G0=( +-A1 (x), ...• ~(x),a0). If u are complete terms, then: 
V'k 3i. (u,v)E ai(x,y) => A1(u), ...• ~(u)E T'pJ..k. 
proof Let ke ro, and u complete terms. Let (Gi,ai)ie ro be an infinite derivation for Pu(G0,ao). 
Now by induction on k. 
k=O: Immediately. 
k+ 1: Let 1 {j{n and let me ro such that R(Gm)=Aj. This m exists because R is fair. Then there 
is some clau$e A(y)+-B1(y), ... ,Bq(Y) such that p(x,y)=mcu({Aj(x),A(y)}) is consistent and 
O'm+i=am·P· Assume Gm=(+-C1, ... ,Aj•···•Cr) then Gm+i=(+-C1, ... ,B 1, ... ,Bq, ... ,Cr) and 
clearly (Gm+i•O'm+~iH is an infinite derivation for Pu(Gm+l•O'm+l). By the induction, let i'E ro 
such that (u,v)E O'i'(x,y) => C1(u,v), ... ,B 1(v), ... ,Bq(v), ... ,Cr(u,v)E T'pJ..k, then it follows 
by definition of T'p that for all (u,v)E ai.(x,y) => A(v)e T'p!k+l. Since ai.{P and 
p(x,y)=mcu({AjCx),A(y)}), we have Aj(u)ETpJ..k+l. So, for every j such an index i' exists. 
Now take the maximum of all n indices. o 
The following lemmas are easy to prove: 
lemma 5.3 If (G,a) has an ff-tree with depth {k, then (G,ap) has an ff-tree with depth {k. 
lemma 5.4 If for some ground specification a(x), the goal (+-A1(x), ...• ~(x),a(x)) has an 
ff-tree with depth {k, then for some i{n: ( +-Ai(x),a(x)) has an ff-tree with depth {k. 
proof By induction on n. 
n=l: immediately. 
n+l: assume ~+1(x) has no ff-tree with depth {k, then for all c-rules R, Pu{~+1(x),a(x)} 
has a CSLD-derivation oflength 2k+ 1. 
Let R be a c-rule such that Pu{ +-A1(x), ...• ~+l(x),a(x)} has an ff-tree with depth {k, and let 
(G~,pi(x,yi))O{i{k+l be a derivation for Pu{~+1(x),a(x)} via R with length 2k+l, then for all 
derivations (G' i•'ti(x,zi))O{i{m for Pu {+-A 1 (x), ...• ~(x),a(x)} we have (by proposition 
4.l(v) and 4.9) that for all i,j: 'tiPj=.l => -ri=.l v Pi=.l, since a(x) is ground and -r0=p0=a. 
Then, there is a finitely failed derivation (Gi,Oi)O{i{q via R for Pu( +-A1 (x), ...• ~+l (x),a(x)} 
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such that 0iz'tiPi and q~k (since all derivations via Rare finitely failed with length ~k) we find 
that 'tqPq=..L. Because Pq is consistent for all q~k we have 'tq=..l. 
Therefore, all derivations forPu{~A1(x), .. .,~(x),cr(x)} are finitely failed with length ~k. 
hence Pu{ ~A1 (x),. ... ~(x),cr(x)} has an ff-tree with depth ~k. Now by induction. o 
Note that in lemma 5.4 a needs to be ground, as is shown in the following example: 
example Let P: A(a)~ 
B(b)~. 
Now ((~A(x),B(x)),0) has an ff-tree with depth ~2 whereas (~A(x),0) and (~B(x),0) do 
not even have an ff-tree. 
Next we establish an important theorem. 
theorem 5.5 If A1 (u),. . .,~(u)E T'p!k for some complete terms uE cr(x), then there exists a 
ground specification p(x,y)~cr(x) such that for (v,w)E p(x,y): A 1 (v) ... .,~(v)E T p!k. 
proof By induction on k. Assume uE cr(x), for some specification cr. 
k=O: Immediately, since any ground p~cr suffices. 
k+l: Suppose Al(u),. . .,An(u)ET'p!k+l then by definition of T'p there exist clauses 
Ai(yi)~B\(yi), ... ,Biq(Yi)EP for all i~n. such that with pi(x,yi)=mcu({Ai(x),Ai(yi)}), 
p=p1 ... pn is consistent. Clearly, crp(x,y1,. .. ,yn) is consistent as well. 
Writing y=y 1,. .. ,yn there exist v=v1, ... ,vn such that (u,v)E crp(x,y) and for all i~n: 
Bi1(vi),. . .,Biq(vi)E T'p!k. It follows by induction that there exists a ground specification 
't(x,y ,z)~crp(x,y) such that for (w ,w',w")E 't(x,y): B\(w'),. .. ,Biq(w')E T'p!k. Since p~pi 
we have Ai(w)=Ai(w') and therefore A1(w),. . .,Ak(w)ETp!k+l, by definition of Tp. Since 
(proposition 4.1) crp ~a we find 't~ crp ~a, which finishes the proof. D 
Theorem 5.5 can be used to prove the following theorem: 
theorem 5.6 If cr(x) is ground and (~A1(x), .... ~(x),cr(x)) has an ff-tree with depth ~k. then 
for some i~n: 'v'u. ( uE cr(x) :::) ~(u)~ T'p!k ). 
proof By induction on k. 
k=l: directly by lemma 5.1. 
k+l: Suppose Ai(u)E T'p!k+l, for uE cr, then there is a clause A(y)~B 1(y),. . .,Bq(y)E P 
such that p(x,y)=mcu( {Ai(x),A(y)}) is consistent, and such that for some v: (u,v)E p and 
B1(v),. . .,Bq(v)ET'p!k (see lemma 5.1). Clearly crp is consistent and (u,v)Ecrp(x,y). Then, 
by theorem 5.5 it follows that there is some ground specification 't(x,y,z)~crp(x,y) such that 
for (u',v',w')E 't: B1(v'),. . .,Bq(v')E T'p!k. Since 't is ground, it follows by induction that 
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(+-B1(y), ... ,Bq(Y),'t(x,y,z)) has no ff-tree with depth sk, hence Pu(+-Ai(x),'t(x,y,z)) has no 
ff-tree with depth sk+ 1. Since 'tso and both 't and o are ground, it follows that 'r=xO. Hence 
Pu( +-Ai(x),o(x)) has no ff-tree with depth sk+ 1. 
So we proved that if Ai(u)e T'p.!k+ 1, then Pu( +-Ai(x),o) has no ff-tree with depth sk+ 1. 
Suppose for all Hisn, Pu(+-Ai(x),o) has no ff-tree with sk+l, then it follows by lemma 5.4 
that Pu(+-A1(x), ...• ~(x),o(x)) has no such ff-tree. o 
corollary 5.7 If (+-A(x),o(x)) has an ff-tree with depth sk, then: 
'v'u.(ueo(x)::} A(u)~Tp.!k). 
proof Follows from the last three lines of the proof of theorem 5.6. 
Note, that in corollary 5.7 o(x) does not need to be ground. 
D 
It is clear that from a program one cannot derive any negative fonnulas. As usual, we can consider 
negation as finite failure of the computation, i.e.: as a failing attempt to derive the fonnula from the 
program: if o is a specification and Pu{ +-A,o} has a finitely failed CSLD-tree, we could introduce 
a rule, such as P l=ff 'v'(o-+-,A), which is called the negation as failure rule. Then, consider the 
following definition: 
definition 5.5 The complete failure set, CFp. of a program P is defined by: 
CFp= {A(u)e CBp: there is a specification o(x) such that ueo and (+-A(x),o(x)) 
has an ff-tree} 
proposition 5.8 CFp is well-defined. 
proof Assume A(u)e CFp and suppose d(A(u),A1(v))=O. Let ue o(x) such that ( +-A(x),o(x)) 
has an ff-tree. Since p(x,y)=mcu( {A(x),A1(y)}) is consistent, and (u,v)e p we find that 
op(x,y) is consistent. Now, it is easy to see that any derivation for Pu(+-A(x),o(x)) 
corresponds to a derivation for Pu(+-A1(y),op(x,y)), hence Pu(+-A1(y),op(x,y)) has an 
ff-tree. Since (u,v)e op(x,y), we find A1 (v)e CFp. o 
proposition 5.9 Suppose o 1(x), ... ,ok(x) are specifications and u are complete tenns such that 
u~ o 1 (x), ... ,ue ok(x), then there exists a consistent specification p(x) such that: 
(i) UE p(x) 
(ii) for all 1 sisk: poi(x)=..L. 
The proof of proposition 5.9 is easy and left to the reader. Next we come to an important result in 
this chapter: 
theorem s.10 CFp = CBp/T'p.!ro 
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proof ~= Suppose A(u)e CFp then there exists a specification a(x), such that ue a and 
Pu(+-A(x),a) has an ff-tree with depth ~k. say. By corollary 5.7 it follows that A(u)eTp!k, 
hence A(u)e T p!ro. 
~= Suppose A(u)eTp!ro then A(u)eTp!k, for some ke ro, and so by lemma 5.2 there is no 
infinite fair derivation (Gi(x,yi),pi(x,yi))iero for Pu{ +-A(x),0}, such that: 
for all i: 3vi.(u,vi)E Pi· 
Now, let R be a fair c-rule and let T be the CSLD-tree for Pu( +-A(x),0) with c-rule R. Delete 
from T all successors of nodes (G(x,y),a(x,y)) for which for all v: (u,v)e a. Clearly, the 
remaining tree T is finite, since otherwise there would be an infinite derivation as mentioned 
above. Moreover, T cannot contain any success branches with last node (D,0) such that for 
some v: (u,v)E 0; otherwise by theorem 4.8, A(u)e T'p iro which is impossible since 
T'p iro~T'p!k. Therefore in all the leaves (G'(x,y),0'(x,y)) of T, we have that for all v: 
(u,v)e 0'. Since T' has only finitely many leaves, by proposition 5.9, there exists a 
specification p(x,y) such that for some v: (u,v)E p and for all leaves (G'(x,y),0'(x,y)) of T: 
p0'=.L. Thus, ( +-A(x),p(x,y)) has an ff-tree and for some v: (u,v)e p. o 
So it turns out that programs with CSLD-resolution have the nice property that the greatest fixed 
point of Tp is precisely the set of all non-failing (complete) atoms. As far as I know, such a result 
has not yet been established in the literature, although many attempts were made to find some 
appropriate interpretation for gfp(T p) (see for instance LEVI & PALAMIDESSI [9]). 
Furthermore we found, that the complete success set is lfp(T p). so both sets can be described in 
terms of fixed points of T p· Therefore we have reason to believe that CSLD-semantics for logic 
programs may have a few nice properties extra that do not exist in 'classical' SLD-semantics. 
Finally we will present the completeness theorem for the negation as failure rule. First a definition. 
definition 5.6 The completion, comp(P), of a program P consists of the equational theory Eq(P), 
together with the set of all formulas 
Vx. p(x) H 
(3y. a 1(x,y) A B\(y)A-··AB1k(y)) V···V (3y. <Jn(x,y) A Bn1(y)A-··ABnk(y)) 
corresponding to the collection of all clauses 
Ai(y) +-- B11(y),. . .,B1k(y) 
An(Y) +-- Bn1(y),. . .,Bnk(y), 
in P, such that ai(x,y) = mcu( {p(x)~~(y)}) and p is a predicate symbol. 
theorem 5.11 (soundness of the negation as failure rule) 
(+-A1(x) ... .,~(x),a) has an ff-tree :=:} comp(P) I= V( a-+-,(A1A ... A~) ). 
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proof Suppose (f-A1(x), ...• ~(x),a(x)) has an ff-tree with depth sk via c-rule R, say. Now by 
induction on k. 
k=l: Suppose R(f-A1(x),. ... ~(x))=Ai(x), P has clauses CjCYj)f-Bj1(yj),. . .,Bjq(Yj) and 
define p/x.yj) = mcu({Ai(x),CjCYj)}). Clearly for all j~n. we have that apjCx.yj) is 
inconsistent and hence Eq(P) I= -aapj(x,yj), or equivalently Eq(P) I= 'V(a~-,pj) for all j. 
Therefore comp(P) I= 'V( a~.~) and hence comp(P) I= 'V( a~-i(A1A ... A~) ). 
k+l: Suppose for some j, apjCx.yj) is consistent. Then, for every such index j it follows that 
(f-A1(x),. .. ,Ai-l(x),Bj1(yj), ... ,Bjq(Yj),Ai+l(x),. . .,An(x),ap}x,yj)) has an ff-tree with depth 
sk. Hence for all jsn: comp(P) I= 'V( apj~...,(A 1A ... A~_1ABj1A ... AWqA~+1A ... A~) ). 
Since comp(P) I= 'Vx.( ~(x)f-73y1 .(p 1AB\A ... AB\) v ... v 3yn.(PnABn1A ... ABn q)) it easily 
follows that comp(P) I= 'V( a~-i(A1A ... A~) ), for all jsn. o 
The following lemma can easily be proved. 
lemma 5.12 M ~ CBp is a model for comp(P) if and only if Mis a fixed point of T P· 
theorem 5.13 (completeness of the negation as failure rule) 
Suppose R is a fair computation rule, i.e.: every subgoal is selected in a finite number of steps. 
Then: 
comp(P) I= 'V( a~...,(A1A ... A~)) => Pu(f-A1(x), .... ~(x),a) has an ff-tree via R. 
proof Suppose (f-A1(x), .. .,~(x),a0) does not have a finitely failed CSLD-tree. It is proved that 
gfp(T p) I= comp(P)u{3(A1 A ... A~Aa0)}. 
Let R be a fair computation rule. Suppose (Gi,ai(x,yi)iero is a non-failed CSLD-derivation for 
Pu(f-A1(x),. ... ~(x),a0) via R. Define: I,(x,y1,y2,. .. ) = uiero ai(x,yi). Since I,uEq(P) is 
finitely satisfiable it follows from the compactness theorem that I,uEq(P) has a model. Then, 
by theorem 3.9, I, is satisfiable in every complete Herbrand model and hence gfp(Tp)uI, is 
satisfiable. 
Let u be such that I,[x/u] is satisfiable in gfp(Tp). Then for all i, ai[x/u] is satisfiable, and 
hence there exist vi such that for all i: (u,vi)ealx,yi). Especially we find that uea0(x). Since 
R is fair it follows from theorem 5.2 that A1 (u),. .. ,An(u)e T'p.!k for all k, hence 
A1(u),. ..• ~(u)ETp.!ro and therefore A 1(u) ..... ~(u)egfp(T'p). since T'p.!ro=gfp(T'p). 
By lemma 5.12 we have gfp(Tp) I= comp(P), so gfp(Tp) I= comp(P)u{3(A1A ... A~Aa0)}.o 
The proof of theorem 5 .13 is quite new, in the sense that the model gfp(T p) is a Herbrand model. 
In the case of SLD-resolution, a completeness theorem for negation as failure was proved by 
JAFFAR, LASSEZ & LLOYD [8] and WOLFRAM, MAHER & LASSEZ [12] by constructing a model 
for comp(P)u{3(A1A ... A~Aao)} which is not a Herbrand model. This serious complication in 
the proof is completely overcome by the fact that T'p.!ro=gfp(T'p). We have the following 
corollary: 
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corollary 5.14 comp(P)u{AAa} has a complete Herbrand model iffit has a model. 
proof Directly from 5.11 and 5.13. Note that in the proof of 5.13 gfp(Tp) is a complete 
Herbrand model. 0 
This result cannot be obtained in ordinary SLD-semantics (see for instance [10]). 
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