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1. INTRODUCTION
For %>1 let
A(%, N)={ :
N
n=0
an%n : an # [&1, 1]=
and
A(%)= .
N0
A(%, N).
R. Kenyon (personal communication, 1995) asked the following.
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Question. For which % is the set A(%) dense in R?
Our main result, proved in Section 2, is
Theorem 1.1. A(%) is dense in R for a.e. % # (- 2, 2). Moreover,
[% # (- 2, 2) : A(%) is dense in R] is a dense G$ -set.
For % # (1, - 2], a more complete result can be obtained by elementary
methods. The following proposition is a consequence of the work of Erdo s,
Joo and Komornik [4]; see Section 3.
Proposition 1.2. If % # (1, - 2) is such that %2 is not a root of a polyno-
mial with coefficients in [&1, 0, 1], then A(%) is dense in R.
Note that for %2 the set A(%) cannot be dense. Of course, for %=2 we
have A(%)=Zodd (the set of odd integers), and for %=- 2 we have
A(%)=Zodd+- 2 } Zodd , which is dense. We do not know any explicitly
given numbers % # (- 2, 2) for which A(%) is dense.
On the other hand, the only % # (1, 2) that are known to give non-dense
A(%) are Pisot numbers, i.e., algebraic integers whose Galois conjugates
are all less than one in modulus.
Proposition [6]. If % is a Pisot number, then A(%) is uniformly discrete.
More precisely, Lemma 1.51 in Garsia [6] implies that for any Pisot
number % and C>0 there exists ’=’(%, C)>0 such that for any polyno-
mial q # Z[x] with coefficients at most C in modulus, either q(%)=0 or
|q(%)|’. Therefore, any two distinct elements of A(%) differ by at least
’(%, 2).
Theorem 1.1 can be strengthened in two directions. In the first statement
below the target interval is shrinking, so we get some estimate on the speed
of convergence; the second statement concerns the set of N’s for which
A(%, N) intersects a given interval.
Theorem 1.3. Let [=n]n1 be any decreasing positive sequence. Denote
Ey=[% # (1, 2) : ( y&=n , y+=n) & A(%, n){< for infinitely many n].
(i) Ey is a dense G$ set for all y # R.
(ii) If n=1 =n=, then Ey has full Lebesgue measure for all y # R.
(iii) For %0 close to 2 (e.g. for %0 # (1.6, 2)), if  ( 2%0)
n =n< then
Ey & (%0 , 2) has zero Lebesgue measure for all y # R.
Part (iii) is included to highlight the difference between category and
measure in this problem.
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Theorem 1.4. For any interval I/R, for a.e. % # (- 2, 2), the set
[N # N : A(%, N) & I{<] has positive lower density.
(For % # (1, - 2), a stronger assertion is contained in Theorem 3.1).
One way to interpret the property of A(%) to have zero as a limit point
is as follows: for any =>0 there exists N # N such that the set
8(%, N) :=[1, %, %2, ..., %N] can be partitioned into two subsets whose sums
differ by at most =.
The question about the existence of two subsets (not necessarily a parti-
tion) of 8(%, N) whose sums almost match is much easier. It is immediate
from the pigeonhole principle that if % # (1, 2) is not a root of a polynomial
with coefficients 0, \1, then there are two subsets of 8(%, N) whose sums
differ by at most C( %2)
N. Then, of course, 0 is a limit point of A0(%) :=
[Nn=0 an%
n : an # [&1, 0, 1], N0]. Noga Alon (personal communica-
tion) pointed out that if 0 is a limit point of A0(%) then A0(%) is dense in
R. On the other hand, it is easy to see that A0(%) is not dense if %2.
The proof of Theorem 1.1 is based on a Lebesgue density argument.
A variant of this argument is used in [9]. Boshernitzan [2] used a related
argument in his proof that for any discrete set D in the plane, and a.e. line
l through 0, the orthogonal projection of D to l is either discrete or dense
in l.
2. PROOF OF THEOREM 1.1
Fix a non-empty open interval I/R and let EI :=[% # (- 2, 2) : A(%) &
I{<]. The theorem will follow if we prove that EI is a dense open set of
full measure for any I. It is immediate that EI is an open set; thus, it is
enough to prove the Lebesgue measure statement (in the course of the
proof it will follow directly that EI is dense; in fact, the topological state-
ment is easier to prove than the measure-theoretic one).
Scheme of the proof. Fix I=( y&=, y+=) and %0 # (- 2, 2). First we
approximate y up to some constant (incidentally equal to one) by p(%0)
where p is a polynomial of degree N with coefficients \1. This is easily
achieved by the ‘‘greedy’’ algorithm (for all N sufficiently large). Next we
show that | p(%)& y|<=, hence A(%, N) & I{<, for a certain interval of %
near %0 . The distance of this interval from %0 is estimated above and its
length is estimated below by constants with uniformly bounded ratio (inde-
pendent of N), which yields that %0 is not a Lebesgue density point for
(- 2, 2)"EI .
In the second stage (the perturbation argument) it is more convenient to
work with the variable *=%&1. We make use of transversality for power
series (and polynomials) with restricted coefficients, introduced and
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developed in [11, 12, 10]. There are two cases. For *0=%&10 # (
1
2 , 0.648) we
use that [ 12 , 0.648] is a transversality interval for the whole class of power
series with coefficients 1 in modulus and the constant term equal to one.
This is not true for [0.648, 2&12], see [12]. For *0 # (0.6479, 2&12) we use
extra freedom in the first stage to get a polynomial p with additional
restrictions and thereby recover transversality.
Now we begin to implement the scheme indicated above. The next
lemma is a version of the well-known ‘‘greedy’’ algorithm.
Lemma 2.1. Let [Bn]n=0 be any sequence of positive numbers such that
BN2B0+ :
N&1
n=1
Bn for all N1. (2.1)
Then for any ! such that |!|2B0+Nn=1 Bn there exist an # [&1, 1], for
n=0, ..., N, with
} !& :
N
n=0
anBn }B0 .
Proof. Note that |!&sign(!) BN |2B0+N&1n=0 Bn , so we may proceed
by induction (here we assume that sign(0)=1 for convenience). K
Now the following is immediate.
Corollary 2.2. For any %0 # (1, 2), any !0, and any N # N such that
%N0 !, there exists a polynomial p(x)=
N
n=0 pnx
n, with pn # [&1, 1] and
pN=1, such that | p(%0)&!|1.
Next we recall the notion of $-transversality, see [10]. Let B be a set of
smooth functions on (0, 1). We say that J/(0, 1) is an interval of $-trans-
versality for B if
f # B, f (x0)<$, x0 # J O f $(x0)<&$. (2.2)
Let
B0={1+ :

n=1
bnxn : |bn |1= . (2.3)
For k1 and c1 , ..., ck # R define
Bk(c1 , ..., ck)={1+ :
k
n=1
cnxn+ :

n=k+1
bnxn : |bn |1= . (2.4)
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We will need the following straightforward extension of a Lemma from
[10].
Lemma 2.3. Let k0 and suppose that
h(x)=1+ :
k
n=1
cn xn+ :

n=k+1
bnxn # Bk(c1 , ..., ck)
is such that for some lk+1,
bn={&1,1,
k+1nl;
nl+2.
Let J/(0, 1) be a closed interval, let $>0, and suppose that h(x)>$ and
h$(x)<&$ for all x # J. Then J is an interval of $-transversality for
Bk(c1 , ..., ck).
Sketch of the proof. Let f # Bk(c1 , ..., ck). Then g :=f &h is a power
series with one coefficient sign change, starting with non-negative coef-
ficients. If f (x0)<$ then g(x0)<0, which implies g$(x0)<0 and f $(x0)<
&$, as desired. See [10] (where the case of k=0 is considered) for more
details. K
We will use the following notation.
Notation. Let
PN :={xN+ :
N&1
n=0
pnxn : pn # [&1, 1]= and
QN :={1+ :
N
n=1
qnxn : qn # [&1, 1]= . (2.5)
Proof of Theorem 1.1. Recall that I=( y&=, y+=) is fixed and we
want to show that the set [* # ( 12 , 2
&12) : A(*&1) & I=<] has no
Lebesgue density points. We can assume that y0 without loss of
generality. We want to solve the inequality
| p(*&1)& y|<= (2.6)
for some polynomial p # PN . Then q(x)=xNp(1x) # QN and (2.6) is equi-
valent to
|q(*)& y*N|<=*N. (2.7)
The theorem is almost immediate once we establish the following two lemmas.
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Lemma 2.4. Fix y0. There exist $>0 and N0 # N such that for any
NN0 and *0 # ( 12 , 2
&12), there exists a polynomial q # QN satisfying
y*N0 q(*0) y*
N
0 +2*
N
0 (2.8)
and
q$(*)&$ for all * # [*0 , * 0], (2.9)
where * 0=0.648 if *0<0.648 and * 0=2&12 otherwise.
Lemma 2.5. Let y0, *0 # ( 12 , 2
&12), and $ # (0, 1). Define * 0 as in
Lemma 2.4 and denote M :=(1&2&12)&2. Then there exists N0 such that if
NN0 , a polynomial q # QN satisfies (2.8), (2.9), and 0<=<1, then the set
[* # [*0 , *0+(4$) *N0 ] : |q(*)& y*
N|<=*N]
contains an interval of length at least =2M *
N
0 .
Remark. The proof will show that we can take any N0 satisfying
(4$) 2&N02* 0&*0 (2.10)
and
y } N } 2&(N&1)2M for all NN0 . (2.11)
Deduction of Theorem 1.1 from the lemmas. Fix an arbitrary *0 #
( 12 , 2
&12). Lemma 2.4 yields a polynomial q satisfying the conditions of
Lemma 2.5. Since (2.7) is equivalent to (2.6), Lemma 2.5 implies that *0 is
not a density point for the set
[* # (2&1, 2&12) : A(*&1) & ( y&=, y+=)=<]. K
Proof of Lemma 2.4. Case 1. Suppose first that *0 # ( 12 , 0.648). By
Corollary 2.2, for all N such that 2N2> y+1, we can find a polynomial
p # PN such that | p(*&10 )&( y+1)|1. Then q(x)=x
Np(1x) # QN satisfies
(2.8). We claim that q also satisfies (2.9). Indeed, QN /B0 , see (2.3). One
can check that the function h(x)=1&x&x2&x3+0.0875x4+n=5 x
n
satisfies the conditions of Lemma 2.3 for B0 on the interval [
1
2 , 0.648] with
some $1>0 (one can take $1=10&5). Thus, this is an interval of $1 -trans-
versality for B0 . By (2.8), if 2
N2( y+2)<$1 , then q(*0)<$1 and (2.2)
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implies q$(*0)<&$1 . Now it follows from (2.2) that q is decreasing on
[*0 , * 0] and (2.9) holds with $=$1 .
Case 2. Now suppose that *0 # (0.6479, 2&12). One can check that
g(x)=1&x+x2&n=3 x
n satisfies g(x)<0 for all x # [0.6479, 1). Thus,
we can find N03 so that
1&x+x2& :
N0
n=3
xn<0 (2.12)
for all x # [0.6479, 1). We claim that for any NN0 and any y # [0, *&N0 &1]
there exist a0 , ..., aN&3 # [&1, 1] such that
}( y+1)&\*&N0 &*&N+10 +*&N+20 + :
N&3
n=0
an *&n0 +}1.
This follows by Lemma 2.1 applied to !=( y+1)&(*&N0 &*
&N+1
0 +*
&N+2
0 )
and Bn=*&n0 , for nN&3. The condition |!|
N&3
n=0 *
&n
0 follows from
*0<2 and (2.12). The claim is proved, hence the polynomial q(x) :=1&x
+x2+Nn=3 aN&nx
n # QN satisfies (2.8). It remains to verify (2.9) on
[*0 , 2&12]. Observe that q # B2(&1, 1), see (2.4). One can check that
h(x)=1&x+x2&x3&x4&x5&x6+n=7 x
n # B2(&1, 1) satisfies the
conditions of Lemma 2.3 for B2(&1, 1), on the interval [0.64, 0.72]#
[0.6479, 2&12] with some $2>0 (one can take $2=0.1). Thus, [0.6479,
2&12] is an interval of $2 -transversality for B2(&1, 1). The conclusion is
similar to the Case 1: by (2.8), if 2N2( y+2)<$2 , then q(*0)<$2 , so (2.2)
implies (2.9) with $=$2 .
The lemma follows since we can take $=min[$1 , $2] and the conditions
on N in both cases did not depend on *0 . K
Proof of Lemma 2.5. Suppose that N0 satisfies (2.10), (2.11) and
NN0 . Let f (*)=q(*)& y*N. Then 0 f (*0)2*N0 by (2.8), hence (2.9)
and (2.10) imply the existence of *
*
# [*0 , *0+ 2$ *
N
0 ]/[*0 , * 0] such that
f (*
*
)=0. Since q # QN , we have |q$(*)|(1&*)&2M. Clearly,
| f $(*)|M+ yN* N&10 2M for all * # [*0 , * 0],
using (2.11). This implies that for all * # (*
*
, *
*
+ =2M *
N
0 ) we have
| f (*)|=| f (*)& f (*
*
)|<=*N0 <=*
N.
The proof is finished since (*
*
, *
*
+ =2M *
N
0 )/[*0 , *0+
4
$ *
N
0 ]. K
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3. PROOF OF PROPOSITION 1.2
We will actually prove a stronger statement:
Proposition 3.1. Let % # (1, - 2) be such that %2 is not a root of a poly-
nomial with coefficients in [&1, 0, 1]. Then for any =>0 and any R>0,
there exists N0 # N such that A(%, N) is =-dense in [&R, R] for all NN0
(i.e., A(%, N) intersects any subinterval of length = in [&R, R]).
Proof. For q>1 denote
R(q, N)={ :
N
n=0
:nqn : :n # [0, 1], :N=1= .
It follows from [4, Lemmas 7, 8] that for some K # N there exist
wi # R(%2, K), with i=0, ..., m, such that the sequence [w i]mi=0 is monotone
increasing, wm&w02, and wi+1&wi< =2 for all 0i<m. Consider
vi :=2wi&(1+%2+ } } } +%2K). Then vi # A(%2, K), vm&v04, and the
distance between consecutive vi is less than =. Clearly,
%2K&%2K&2& } } } &%2&1vi1+%2+ } } } +%2K for all 0im.
Now we take N>2K and use the remaining powers of % (odd powers
and powers greater than 2K) with coefficients \1, to obtain a set
A(%; K, N) that is 4-dense in a large interval. The arithmetic sum of this set
with [v0 , v1 , ..., vm] yields an =-dense set in a large interval. (This idea was
also used in [4, Th. 5] in a slightly different setting.) To make this precise,
we note that, since % # (1, - 2), the sequence %, %3, ..., %2K&1 (odd powers),
followed by %2K+1, %2K+2, ..., %N (all powers) satisfies the condition (2.2).
Thus, by Lemma 2.1, for any y # R, with | y|2%+%N, we can find a linear
combination (with coefficients \1) of this sequence, within a distance of
%<2 from y. This obviously implies that the set A(%; K, N) of all these
linear combinations is 4-dense in the interval [&%N, %N]. The arithmetic
sum of A(%; K, N) with [v0 , v1 , ..., vm] is a subset of A(%, N) (since now all
powers from 0 to N are included), that is =-dense in the interval
[&%N+v0 , %N+vm]#[&%N+(1+%2+ } } } +%2K),
%N+(%2K&%2K&2& } } } &%2&1)].
The last interval clearly contains [&R, R] for all N sufficiently large, and
the proof is complete. K
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Remark. For % # (1, 2) let
{ :
N
n=0
an%n : an=[0, 1], N0==[ y (%)0 =0, y (%)1 , y(%)2 , ...],
where y (%)k < y
(%)
k+1 for all k0. Denote L(%)=lim sup ( y
(%)
k+1& y
(%)
k ). The
quantity L(%) was investigated by Erdo s, Joo and Komornik [3, 4]. It is
shown in [4, Th. 5] that L(%)=0 for all % # (1, - 2) such that %2 is not a
root of a polynomial with coefficients in [&1, 0, 1], and we used the
methods of their paper above. However, for % # (- 2, 2) there seems to be
no connection between L(%)=0 and the density of A(%); indeed, it was
proved in [3] that L(%)=1 for all (1+- 5)2%<2, which contrasts with
our Theorem 1.1.
4. PROOF OF THEOREMS 1.3 AND 1.4
It is enough to prove the statements of Theorem 1.3(i), (ii) for the inter-
val (212, 2). Indeed, for % # (21k+1, 21k) and an # [&1, 1], we have
(1+%+ } } } +%k&1) :
N
n=0
an%kn # A(%, kN+(k&1)). (4.1)
Thus, the statements for (212, 2) imply the corresponding statements for all
% # (1, 2). (For part (ii), one needs the observation that N =kN+(k&1)=.)
We again work with *=%&1 # ( 12 , 2
&12).
Proof of Theorem 1.3(i). Fix y0 and *0 # ( 12 , 2
&12). For N suf-
ficiently large we can apply Lemma 2.4 and then Lemma 2.5, with ===N ,
to obtain that *0 is a limit point of the set
G( y, l) := .

N=l
[* : A(*&1, N) & ( y&=N , y+=N){<]
for all l # N. Clearly, G( y, l) is open hence Ey=l # N G( y, l) is a dense
G$ subset of ( 12 , 2
&12). K
In order to deduce Theorem 1.3(ii) we need the following real analysis
lemma; although it is probably known, we provide a proof for complete-
ness. The symbol L denotes the Lebesgue measure on R.
Lemma 4.1. Suppose that [rn]n=1 is a decreasing positive sequence such
that  rn=. Let X be a measurable subset of R such that for all n suf-
ficiently large, any interval I of length 2&n contains a subinterval I of length
rn2&n such that I & X=<. Then L(X)=0.
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Proof. Without loss of generality, we can assume that X/K0 :=[0, 1]
and the condition of the lemma holds for all n # N. We inductively con-
struct a nested family of compact sets K0 #K1 # } } } such that Kn #X for
all n, and every Kn is a union of 2n intervals each of length at least 2&2n.
Suppose that Ki , for i=0, ..., n, are constructed. Let F be any interval of Kn
and find kn so that 2&2k|F |<2&2(k&1). Let I be the interval of length
2&2(k+1) centered at the center of F. By assumption, there exists an interval
I /I which misses X, with |I |r2(k+1) 2&2(k+1). Removing the interior of I
makes two closed intervals out of F, each of length at least 12 (2
&2k&
2&2(k+1))>2&2(k+1)2&2(n+1). In this way we construct Kn+1 , a union of
2n+1 intervals. Observe that
L(F"I )|F |&r2(k+1)2&2(k+1)|F |(1&r2(k+1) 16)|F |(1&r2(n+1)16).
Thus, L(Kn+1)(1&r2(n+1) 16) L(Kn), and clearly, X/Kn+1 /Kn . We
have
L(X)lim L(Kn) ‘

n=0
(1&r2(n+1) 16)=0,
and the proof is finished. K
Proof of Theorem 1.3(ii). Let y0. We are going to show that the set
( 12 , 2
&12)"[* : *&1 # Ey] has zero Lebesgue measure. We work separately
with the intervals ( 12 , 0.648) and (0.648, 2
&12). Let (*1 , *2) be one of these
intervals and denote J=[*1 , *2]. It is enough to prove that for any ’>0,
for N0 # N sufficiently large, the set
X :=[* # [*1+’, *2&’] : A(*&1, N) & ( y&=N , y+=N)=< for all NN0]
has zero Lebesgue measure. We are going to apply Lemma 4.1, so we need
to verify the conditions of the lemma. We can choose N0 good both for
Lemma 2.4 and Lemma 2.5, with any *0 # [*1+’, *2&’] (see the remark
to Lemma 2.5). Let I be a subinterval of [*1+’, *2&’] of length 2&n and
let *0 be the left endpoint of I. Suppose that nN0 . Find the smallest
N # N such that *N0 2
&n. Clearly, NN0 . By Lemma 2.4, there is a poly-
nomial q satisfying (2.8). Lemma 2.5 can be applied, with ===N , to
produce a subinterval I /I of length C=N*N0 which misses X. But
2N2*N0 >2
&n&1 hence N<2(n+1), and therefore, C=N *N0 
1
2C=2(n+1)2
&n.
Since  =2(n+1)=, Lemma 4.1 applies, and the theorem is proved. K
Proof of Theorem 1.3(iii). Let J=[ 12 , %
&1
0 ]/[
1
2 , 1.6
&1]/[ 12 , 0.648].
Recall that this is an interval of $-transversality for B0 , see Case 1 in the
194 PERES AND SOLOMYAK
proof of Lemma 2.4. Let y # R. If ( y&=N , y&=N) & A(*&1, N){<, then
there exists a polynomial q such that q(0) q # QN /B0 and
|q(*)& y*N|<=N*N=N%&N0 . (4.2)
For N sufficiently large, $2-transversality holds for the function f (*)=
q(0)(q(*)& y*N) on the interval J and =N%&N0 <$2. By (2.2), f is
monotone decreasing on the set of * where (4.2) is satisfied, and this set is
an interval of length at most (4$) =N%&N0 . Since there are 2
N+1 polyno-
mials in QN , we have
L[* # J : ( y&=N , y&=N) & A(*&1, N){<](8$) =N 2N%&N0 ,
and the desired statement follows by the BorelCantelli Lemma. K
Proof of Theorem 1.4. Fix y0 and let I=( y&=, y+=). It is enough
to show that for ’>0 arbitrarily small,
lim inf
k  
k&1 card[Nk : A(*&1, N) & I{<]>0
for a.e. * # [*1+’, *2&’],
where (*1 , *2) is either ( 12 , 0.648) or (0.648, 2
&12).
Say that F=[k2&n, (k+1) 2&n], with k # Z, is a dyadic interval of order n
which we denote ord(F)=n. Fix a small ’>0 and let J=[*1+’, *2&’]. We
can assume that J is a union of dyadic intervals of order m0=m0(’). Below
a ‘‘partition’’ always means a partition into dyadic intervals, possibly of
different orders.
Say that a partition ? of the interval J is N-fine if
2&ord(F )&1<(4$) bN2&ord(F ) for all F=[a, b] # ?. (4.3)
One can check that any partition satisfying the right inequality in (4.3) can
be refined to yield an N-fine partition. Observe that if ? is N-fine and
F=[a, b] # ?, with m=ord(F ), then 2&m&1< 4$ b
N hence
N|log b|&1 ( |log $|+(m+3) log 2)2(log 2)&1 ( |log $|+(m+3) log 2).
This implies
(ba&1)N=(1+a&12&m)N2, (4.4)
provided
2&m+2( |log $|+(m+3) log 2)(log 2)2. (4.5)
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Choose N0 which works both for Lemma 2.4 and Lemma 2.5, with any
*0 # J. Suppose NN0 and let ? be an N-fine partition of J.
For each interval F=[a, b] # ? we are going to use Lemma 2.5, with
*0=a. Choose a polynomial q from Lemma 2.4. Now Lemma 2.5 yields a
subinterval F $ of F of length =2M a
N, with M=(1&2&12)&2, such that
A(*&1, N) & I{< for all * # F $. It follows from (4.3) and (4.4) that we can
choose a dyadic subinterval F /F $ such that ord(F )&ord(F )=k, where
k # N is a constant depending only on =, M, and $.
Now we define a function Z? # L(J) as follows:
Z?= :
F # ?
1F .
We consider Z? as a random variable on J with the normalized Lebesgue
measure. Clearly, the mean of Z? equals 2&k. Let ?* be the partition
obtained from ? by dividing each interval in 2k congruent intervals, so that
Z? is a step-function corresponding to this partition. Observe that for each
[c, d] # ?* we have [c, d]/[a, b] # ?, and (4.3) implies
(4$) d N(4$) bN2&ord([a, b])=2&ord([c, d])+k. (4.6)
Since d 2k2&k, we see that ?* satisfies the right inequality of (4.3), with
N replaced by N+2k. Therefore, we can refine ?* to obtain an (N+2k)-
fine partition.
Now we construct a sequence of random variables. Without loss of
generality, m0 is so large that all mm0 satisfy (4.5). Let N1N0 be such
that 4$ 2
&N122&m0. Then we can refine the initial partition of J (into inter-
vals of order m0) into an N1 -fine partition ?1 and construct Z1=Z?1 . Then
consider ?1* as above and refine it to obtain an (N1+2k)-fine partition ?2 .
Let Z2=Z?2 . This procedure is repeated inductively, and we obtain a
sequence of (N1+2jk)-fine partitions, for j0, and a sequence of random
variables [Zj]j=1 with the mean 2
&k. By construction, Zj (*)=1 implies
A(*&1, N1+2jk) & I{<, and it is easy to see that the random variables Zj
are i.i.d. By the Law of Large Numbers, 1n 
n
j=1 Zj (*)  2
&k for a.e. * # J.
Therefore, for a.e. * # J, we have A(*&1, N) & I{< for a sequence of N’s
which has lower density at least 2&k2k. K
5. CONCLUDING REMARKS AND OPEN QUESTIONS
1. Theorem 1.1 naturally leads to the following question: is it true
that for a typical % # (1, 2), for any interval I/R, the intersection
I & A(%, N) is asymptotically uniformly distributed on I, as N  ?
196 PERES AND SOLOMYAK
2. One can draw some parallels between the problem studied in this
paper and the problem on properties of infinite Bernoulli convolutions, i.e.,
distributions &% of random series \%&n where % # (1, 2). These distribu-
tions have been studied since the 1930’s, but the main question (for which
% is &% absolutely continuous?) is still open. See [8] for a survey of recent
results and open problems on Bernoulli convolutions.
There are several similarities between what is known about the two
problems:
(a) absolute continuitydenseness holds for a.e. % # (1, 2);
(b) in both cases the only known exceptions are algebraic integers.
However, we do not know of any direct link between the two problems.
Moreover, there are important distinctions as well:
(c) we know that the set ND :=[% # (1, 2) : A(%) is not dense in
R] is of first category, and that ND & (1, - 2) contains only algebraic
integers; the analogous statements for Bernoulli convolutions are open
(and appear hard);
(d) the Hausdorff dimension of [% # (1, %0) : &% is singular] is strictly
less than one for any %0 # (1, 2) (see [7]). If %0>- 2, then we do not know
an analog of this for the problem involving A(%).
Note added in proof.
(a) After seeing the preprint of this paper, V. Komornik observed that
for % close to 1 the statement of Proposition 1.2 can be strengthened as
follows:
For every % # (1, 214), except possibly the square root of the second
Pisot number r1.175, the set A(%) is dense in R.
This follows from the proof of Theorem IV in [5] (see also the proof of [5,
Lemma 3.2]), combined with the scheme used in the proof of our Proposi-
tion 1.2.
(b) After seeing the preprint of this paper, Borwein and Hare [1]
found examples of % # (1, 2) such that % is non-Pisot but A(%) is not dense.
The smallest such number found is r1.72208, the root of x4&x3&x2&x+1,
a Salem number. Some of the numbers found are neither Pisot, nor Salem,
but all are algebraic.
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