A battery management system (BMS) is responsible for protecting the battery from damage, predicting battery life, and maintaining the battery in an operational condition.
INTRODUCTION
Electric vehicles (EVs) powered by batteries are the key to reducing global warming and rising fuel cost. A recent survey [1] reported that EVs must be a good fit for most Americans' driving and commute patterns, and 40% of the respondents indicated strong interests in purchasing EVs. Despite the increasing popularity of EVs, they have not yet dominated the internal combustion vehicle market for three reasons. First, EVs are expensive due mainly to the large number of battery cells required to power them; for example, 6,800 lithium-ion battery cells are required for Tesla Motors' EVs and 288 cells for GM 2010 Chevy Volt. Second, batteries pose a risk of explosion under extreme conditions, such as high temperature, high charging and discharging rates. Finally, the infrastructure for EVs is not yet ready; while more than 120,000 (90,000) gas stations in the US (China) have been deployed, there are only 8,000 (168) battery charging stations for EVs [2, 3] .
An effective battery management system (BMS) is a must in addressing the above-mentioned challenges of EVs; efficient charging/discharging can reduce the required number of battery cells and the charging frequency (hence battery cost); robust cell protection/balancing prevents battery explosion (hence battery protection) [4, 5] . To do this efficiently, processing units in the BMSes need accurate and appropriate physical state information around/in the battery cells. While existing approaches assume that the physical states, such as the cell discharging rate (i.e., the required EV load), are constant or change slowly with time [5, 6] , this assumption is not realistic as EVs' power requirements usually change abruptly and significantly. That is, simple measurement of past power consumption cannot accurately predict power demands in future for efficient battery management. Furthermore, the calculation of power requirement should be done fast and used to (re)configure the connection of battery cells; otherwise, the calculated power requirement may become obsolete at the time of its use for battery management. It is therefore necessary for the BMS to predict the power requirement accurately and in real time.
The main goal of this paper is to develop a systematic way of accurately predicting an EV's power requirement in real time, which will then enable the BMS to keep cells within their operating limits and schedule battery cells to be discharged and recharged more effectively while balancing them. To show the utility of our power requirement prediction, we also propose an advanced BMS equipped with the power requirement predictor (PRP). Note, however, that this prediction is difficult since the power requirement depends on many physical elements such as traffic conditions, traffic regulations, the operator's driving pattern, the vehicle's state and the road condition. Therefore, cyber elements in PRP that compute the power requirements should capture their coupling with the physical elements. To achieve this, we add an interface that abstracts the physical elements as shown in Fig. 1 ; the input and output of the interface are directly connected to physical components like sensors and actuators.
To facilitate the prediction of power requirements, we introduce a power requirement model with parameters that dictate the required power, and predict each parameter from the corresponding physical model in the abstraction layer. Although many power requirement models have been proposed, such as [7, 8, 9] , we use the simple and widely-used model with real-time adaptation (i.e., history-based energyusage model in [10] ) to different vehicles and operational environments. With the model, our PRP operates as follows. First, we update the parameters in the power requirement model according to the performance of the vehicle's physical components and structure by periodically estimating the parameters based on the driving pattern and the power demand data. Second, we pre-calculate changes in the parameters related to the road information using a pre-downloaded map. Finally, to predict the changes of acceleration, the most challenging step, we make three key observations that affect the acceleration pattern: the traffic flow, the operator's driving behavior, and the traffic regulations. Then, we develop acceleration prediction methods that address these Our evaluation with actual experimentation and realistic simulation demonstrates that the proposed PRP with the unified acceleration prediction method yields the actual required power more accurately than a widely-used heuristic approach by up to 69.2%.
The proposed PRP differs from other approaches in that it
• predicts the operator's driving pattern in real time;
• estimates parameters adaptively for the prediction of power requirements;
• reduces the complexity of computation; and
• reflects traffic flows, the driver's behavior, and traffic regulations.
The paper is organized as follows. Section 2 presents our PRP, and Section 3 details the acceleration prediction schemes developed for the PRP. Section 4 evaluates our acceleration prediction using experimentation and simulation. Finally, the paper concludes with Section 5.
POWER REQUIREMENT PREDICTION
We first present an existing power requirement model we adopt for the power requirement predictor (PRP), and then describe how to predict all the parameters in the model. To this end, we identify the parameters' characteristics, and then use them to design the PRP. Finally, we present how the PRP is placed in an advanced BMS.
Power requirement model
We use a polynomial power requirement model [11] that accounts for power demand according to physical laws. Fig. 2 illustrates the model where Fa, Fair, Fc, and Fr denote, respectively, the force for acceleration, the aerodynamic force, a load related to steepness, and rolling resistance. The total power requirement (P total ) is then calculated as the sum of all forces multiplied by the vehicle's forward speed (V ): 
Characteristics of the model parameters
To estimate the amount of power that the BMS should provide during the next time interval, we need to predict all the parameters in Eq. (1). Such prediction requires the knowledge of (i) the frequency of change in each parameter and (ii) the information necessary to predict each parameter. One can then tailor prediction schemes to this knowledge. Table 1 summarizes the parameter characteristics which are then used to categorize the parameters as C1. stable: mass of the vehicle (m), gravitational acceleration (g), air density (ρair), drag coefficients (C d ) and frontal area (A);
C2. dynamic but easy to predict: rolling resistance coefficient (Kr) and road slope (θ); and C3. dynamic and difficult to predict: acceleration (a) and speed (V ).
The parameters in C1, such as m, C d and A, rarely change as they depend only on the vehicle itself. Also, g and ρair change very slowly. The parameters in C2 depend on the car's location on the road. We can thus accurately predict the parameters by using offline information of the roads (e.g., Google Map [12] ) and real-time location information (e.g., GPS). For example, we can get the information of road type and slope a priori from a pre-downloaded map, thus acquiring Kr and θ for a given location. By incorporating the static information into real-time location information, we can easily predict the parameters in C2 despite their dynamic variation.
In contrast, the two parameters a and V in C3 dynamically change and are difficult to predict, since they depend not only on road information, such as the road type and slope, but also on the operator's driving pattern, which are difficult to predict and analyze. In particular, drivers have their own driving patterns related to complex human decisionmaking processes, and the pattern might change with their mood or physical condition. Besides, the driver should obey traffic regulations and consider traffic conditions, which significantly affect the two parameters.
As a result, we need two different approaches in predicting the parameters in C1, C2, and C3 as detailed in the next subsection.
Design of the power requirement predictor
Here we present the design of PRP. As shown in Fig. 3 , PRP estimates the next (step n + 1) power requirement during the current time interval (step n), and consists of input and computation parts. The input part provides all measured data of the current step and all pre-calculated data for the next step. Using this data, the computation part estimates all the parameters in C1-C3, and then outputs the estimated power requirement for the next step (i.e.,Pn,n+1) using the power requirement model in Eq. (1).
Before detailing these two parts, we first define a road segment, which is used for the computation part. A road segment is a continuous road interval in which road conditions and traffic regulations are uniform. Fig. 4 shows an example. The concept of road segment is important, since some parameters in the power requirement model vary with road segment.
The computation part estimates the parameters in two different ways. As discussed in Section 2.2, the parameters in C1 and C2 are either slowly changing or predictable, but the parameters in C3 are difficult to estimate. Considering the different parameter characteristics, the power requirement model manager (PRMM) and the acceleration predictor (AP) predict the parameters in C1 and C2, and those of C3, respectively, as detailed next.
The parameters in C1 change slowly, and Kr in C2 is constant within a road segment. So, after segmentation of the <Notations> Pn, an, Vn: power demand, acceleration, speed measured at step n Pn,n+1,ân,n+1,Vn,n+1: power demand, acceleration, speed at step n + 1 estimated at step n θn, limVn: road slope, speed limit at step n obtained from a pre-downloaded map ∆Vn, ∆Xn: relative speed and distance between the leading and my cars measured at step n road, we can abstract K r and the parameters in C1 into four coefficients, thus reducing the number of input parameters for the power requirement model as follows.
Then, Eq. (2) depends only on the coefficients c1-c4, acceleration (a), speed (V ) and road slope (θ). Since θ is given by the pre-downloaded map, we only need to estimate the coefficients, and acceleration and speed. For coefficients, PRMM adopts a popular history-based estimation-linear regression, calculating the coefficients based on the past data of all parameters in Eq. (2) . For this, PRMM receives the current data of power requirement (Pn), acceleration (an), speed (Vn), and rode slope (θn) as shown in Fig. 3 , and estimates the four coefficients for prediction at the next interval.
On the other hand, AP outputs acceleration and speed for the next interval, and needs additional information on the relative speed and distance between the leader and the follower cars (∆Vn and ∆Xn) as shown in Fig. 3 , which abstract the traffic flow. Of the two parameters a and V , we will focus on the prediction of a since we can calculate V in the next interval once we know a and V in the current interval. To predict a in the next interval, we identify factors that affect the acceleration pattern, develop schemes to address the factors, and finally combine the schemes towards a unified, effective prediction. We will detail the acceleration prediction in Section 3.
As shown in Fig. 3 , the input part in PRP provides measured or pre-calculated data to PRMM, AP, or the power requirement model directly, and consists of three components: (i) the driving data sampler for the power consumption (P n), acceleration (an), and speed (Vn); (ii) the pre-downloaded map for the current and next road slopes (θn and θn+1), and the current and next speed limits (limVn and limVn+1); and (iii) the distance sensor for the relative speed and distance between the leader and the follower cars (∆Vn and ∆Xn).
Battery management system (BMS)
Battery
Advanced BMS
To manage large-scale batteries for EVs in the presence of nonlinear, complex battery dynamics [13] , existing BMSes [4, 5, 6, 14, 15, 16] usually consist of the battery status monitor, the battery manager, and the battery configurator as shown in Fig. 5 . The battery status monitor periodically reports each cell/pack's state, such as SoC (State of Charge), temperature, and open circuit voltage. Then, the battery manager calculates each cell's discharge rate and rest period, and then sends the results to the battery configurator. The configurator sets the connection of battery cells as instructed by the battery manager at the circuit level. One of the key features of BMSes is to schedule and allocate battery cells to meet the EV's power demand in an effective and safe way. To do this, we have (in the previous subsection) developed the PRP, which forms additional parts of a BMS as shown in Fig. 5 . That is, the advanced BMS contains the vehicle activity monitor, which reports the vehicle's driving information, including all the variables provided by the input part. Then, the PRP in Fig. 3 calculates the vehicle's next power demand, which is then sent to the battery manager for more efficient and safe battery (connection) arrangement. We will briefly discuss how the proposed PRP in this paper is placed with the advanced BMS in Section 5.
ACCELERATION PREDICTOR
As discussed in Section 2, it is difficult to predict a vehicle's acceleration since it depends not only on static information such as the road type and slope as well as traffic regulations, but also on dynamic one such as the operator's driving pattern and the traffic flow near the car. For accurate acceleration prediction, we first make three key observations that affect the acceleration pattern. Then, we develop acceleration prediction schemes that account for some of these observations. Finally, we combine these prediction schemes to devise a unified acceleration prediction method.
Observations of acceleration pattern
We make three key observations that determine the acceleration pattern: the traffic flow around the car, the operator's driving behavior, and the traffic regulations. We also corroborate the observations with experiments. The observations will be a basis for acceleration prediction schemes to be developed in Section 3.2.
O1. The leader car affects the follower's acceleration pattern.
As long as car A does not pass the front car B, the average speed of A cannot exceed that of B. Therefore, as shown in Fig. 6 , 1 the average relative speed between A and B is almost zero. If the relative speed is negative (positive), A tries to catch up (distance itself from) with B by acceleration (deceleration). Therefore, the front car B determines an average behavior of the follower car A's acceleration. 1 We obtained Figs. 6, 7 and 8 using the evaluation tools to be described in Section 4. O2. The operator's driving behavior affects the acceleration pattern.
We capture each operator's driving pattern with two variables: reaction strength-how quickly the operator/driver accelerates to achieve a desired speed, and reaction timehow long it takes for the driver to react to a given situation, which are represented in Fig. 7 , respectively, by the slope of acceleration and the duration during which the acceleration is zero. For instance, some drivers press the acceleration pedal aggressively until the vehicle reaches the desired speed, but others gradually increase/decrease speed with a long acceleration time. Although the reaction strength varies with drivers, we found that the reaction strength of a driver remains similar all time. The reaction time also depends on the driver. While drivers with a long reaction time tend to maintain their vehicles' speed instead of acceleration or deceleration, others with a short reaction time immediately respond to a given situation, e.g., the front car's slowdown.
O3. The traffic regulations affect the acceleration pattern.
The traffic regulations include speed limit, traffic lights and other traffic signs, and have a great impact on acceleration. For example, every driver is supposed to decelerate at a stop sign or speed bump, and hence, this is independent of drivers as shown in Fig. 8 . Using offline profiling of road information, we can predict the impact of traffic regulations on the acceleration pattern.
Acceleration prediction methods
To predict an operator's acceleration pattern, we present five methods, each with its own properties. The first three methods utilize the history of previous acceleration patterns, thus indirectly/directly addressing O2. On the other hand, the next two methods address O1 and O3, respectively, by using an existing traffic flow model and road segmentation based on traffic regulations. The five methods are summarized in Table 2 . Considering the fact that the five methods are effective for different environments/situations, we combine them to devise a unified acceleration prediction method, exploiting advantages of the five individual methods. 
Previous acceleration
In this method, the current acceleration is used as the next acceleration prediction. Its advantage is simplicity. This method, although naive, results in accurate prediction in case of slow acceleration fluctuation, or high sampling frequency with an almost zero battery reconfiguration time. However, this method alone cannot cope with abrupt changes in acceleration in many practical situations.
Previous acceleration with reaction strength
To improve the simple acceleration method that uses the previous acceleration, we incorporate the reaction strength in O2. To do this, we calculate the acceleration slope when the driver starts acceleration, and use it for the next acceleration prediction as follows:â
where k is the sensitivity coefficient for the acceleration slope (reaction strength). This additional consideration yields more accurate prediction than the previous acceleration method while requiring only two more basic operations.
Correlation with past accelerations
While the two history-based methods focus on the previous acceleration, this method employs a linear filter that correlates a long history of earlier accelerations with the next acceleration. For this, we first measure and record timestamped accelerations, and then generate correlation factors based on the errors between recorded (input) and predicted accelerations. Finally, we predict the next acceleration by inner-product of the input and the correlation vectors. This method is useful when the next acceleration is highly correlated with earlier accelerations. It achieves higher accuracy than the two history-based methods at the expense of high computational complexity. Note that all history-based methods including this depend on the data sampling rate, because the higher rate can mask rapid changes of acceleration.
Car following model
Many transportation researchers studied microscopic driver behavior to describe a real traffic flow. The car following model [17, 18] , a well-known microscopic traffic flow model, describes the vehicle's acceleration in terms of the relative speed and distance between a car and the leading car in front. Among existing car following models [17, 19, 20, 21] , we choose the popular one in [20] , which extends the classic model [17] based on the observation for optimal velocity. The main advantage of prediction with the car following model is its independence of the sampling frequency. Although this model provides which action is needed to maintain a relative speed of zero and a constant desired distance between the two cars, it does not directly provide the vehicle's acceleration, resulting in inaccurate prediction.
Road segmentation
To address the effect of traffic regulations, we segment the road based on traffic regulations, and then predict the acceleration pattern when a car transits from a segment to another. This method enhances the accuracy of acceleration prediction between road segments; for example, if the Update weight factors Figure 9 : Update of the weight factors and calculation of the next acceleration using the weight factors next segment's speed limit is higher or lower than the current one, we can predict the acceleration during the segment transition by calculating of the difference in speed (limits) between the current and next segments. Since the traffic regulation information can be extracted from a pre-downloaded map, it does not depend on the data sampling frequency.
Unified prediction of acceleration
As shown in Table 2 , each of the above methods has its own characteristics and advantages: (i) the history-based (the first three) methods depend on the sampling rate and are effective when the rate is high; (ii) the method based on the car following model is independent of the sampling rate and thus more widely applicable; and (iii) the road segmentation method is specialized for segment transition.
Considering these characteristics, we propose a unified method that predicts the acceleration in the next interval as follows: (a) when the car crosses a segment boundary, it uses the road segmentation method to predict acceleration; (b) otherwise, it predicts acceleration using a combination of methods based on acceleration history and car-following model.
There are two variables that affect the decision of (b): the sampling rate and the reaction time. As to the sampling rate, the history-based methods (the method with the car following model) are more effective than the counterpart under a higher (lower) sampling rate, because the car following model guarantees the same level of accuracy even under a low sampling rate, while the prediction accuracy of the history-based methods is proportional to the sampling rate. As to the reaction time, the history-based methods are accurate for a long reaction time, because drivers with a long reaction time tend to maintain their speed. On the other hand, the acceleration by drivers with short reaction time can be described well by the car following model as the drivers react immediately to a given traffic situation.
Considering the two variables, the unified method handles the situation (b) via the weights α and β (such that α + β = 1), which are respectively the weight of one of the historybased methods and that of the method with the car following model. The weights can be calculated adaptively so as to reduce the error in predicting the next acceleration. Fig. 9 shows an example of the process of updating the weights. Suppose that the weights at step n − 1 are set to αn−1 = 0.7 and βn−1 = 0.3, and the method uses them to predict the acceleration of step n. Then, at step n, the actual acceleration is different from the predicted; if the weights were αn−1 = 0.6 and βn−1 = 0.4, the prediction would have no error. Using this information, the method updates the weights at step n for the acceleration prediction of step n + 1 as shown in the figure. 2 In Section 4 we will compare the accuracies of acceleration prediction by the unified and the other methods.
EVALUATION
We now evaluate the proposed power requirement predictor. We first describe tools and settings used for the evaluation. Then, we demonstrate the accuracy of acceleration predictor (AP) and power requirement predictor (PRP). 
Evaluation tools and settings
To evaluate PRP, three types of offline/driving data are needed as inputs of PRP: (i) road information (θ, limV ), (ii) real driving data (a, V , ∆X, ∆V ), and (iii) the measured power consumption (P ). We designed an emulator of PRP, which provides actual or realistic data from three popular tools as shown in Fig. 10 : Google Maps API [12] , NGSIM [22] , and CarSim [23] .
Google Maps API enables developers to build map-based applications which allow us to access the road information database including the road type, the speed limit, and the elevation along with the GPS data, thus providing road information (i).
NGSIM (next generation simulation program) was initiated by the US DOT, and accompanied by a core of open behavioral algorithms in support of traffic simulation with a primary focus on microscopic modeling. NGSIM collects high-quality primary traffic and trajectory data to test new algorithms, thus providing real driving data (ii). We use the vehicle trajectory data including vehicle identification number, instantaneous velocity and acceleration of the vehicle, and distance between the front-center of a vehicle and that of the preceding vehicle.
CarSim is a vehicle model simulator that allows users to design, develop, test, and plan vehicle programs in a variety of environments. It can simulate the dynamic behavior of passenger cars, racecars, light trucks, and utility vehicles, under specified road type and slope. CarSim provides animations, and outputs the required power, which can be plotted, analyzed, and exported to other software such as MATLAB, Excel, and other optimization tools. In our emulator, CarSim receives the vehicle motion data from NGSIM, and then generates the required power, as shown in Fig. 10 . For NGSIM and CarSim, we use a hatchback-type car with 205/55 R16 tires, assuming a paved road. We also assume that there is no regenerative break system, and therefore, the required power is always non-negative. For road information, we select the southbound US-101 highway in Los Angeles, CA from Google Maps API as shown in Fig. 11 , and NGSIM tested the car on the road with traffic of June 15th, 2005.
Evaluation results
In this subsection, we evaluate the accuracy of AP and PRP. We first discuss hardware factors that may degrade accuracy, such as the sampling rate of the required data, the times for computing the required power and reconfiguring the connection of battery cells. All of these factors are related to manufacturing costs; if a BMS is equipped with highperformance sensors, processors, and quickly-reconfigurable systems, the undesirable effect of these factors on prediction accuracy will be reduced. However, BMS designers are required to use cheap and low-powered devices to reduce the cost and power consumption of a BMS, which will in turn lower accuracy of PRP. While the degree of inaccuracy caused by these factors varies with hardware, it is inevitable for a BMS to spend time for sensing physical data, calculating the required power, and incorporating them into the BMS. To address this latency, we abstract these factors as a sampling rate, and evaluate it with three different rates: 2Hz, 5Hz, and 10Hz.
Such a finite sampling rate causes prediction error as shown in Fig. 12 . That is, even if PRP exactly predicted the required power for step n at step n − 1, the required power between steps n and n + 1 varies, resulting in some error. This also holds for acceleration prediction. So, let Opt-P (Opt-A) denote this perfect prediction of power (acceleration) with the inherent error due to the finite sampling rate.
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Inherent error Figure 12 : Inherent error due to finite sampling frequency
We now show the accuracy of AP and PRP with the following acceleration prediction methods, compared to Opt-A.
• Prev (previous acceleration) in Section 3.2.1,
• Prev+ (previous acceleration with reaction strength) in Section 3.2.2,
• Corr (correlation with past accelerations) in Section 3.2.3,
• CF (car following model) in Section 3.2.4,
• RS (road segmentation) in Section 3.2.5, and
• Uni(H) (the unified prediction of acceleration with one of the history-based methods, i.e., H is either Prev, Prev+, or Corr) in Section 3.2.6.
Accuracy of AP
We first compare the acceleration prediction methods when the car is within a single road segment. To evaluate the accuracy of acceleration prediction, we used the driving record produced by NGSIM, and adapted each prediction method to predict the vehicle's next acceleration. To compare the performance of each prediction method, we calculated the average of absolute prediction errors, as shown in Table 3 . Overall, the higher sampling rate, the more accurate prediction because more information is available to predict the next acceleration. At a low sampling rate, prediction by CF shows less prediction error since CF is the only method that is independent of the sampling rate. On the other hand, history-based acceleration predictions, such as Prev, Prev+, and Corr, performed well at a high sampling rate. Uni(·), in general, yields more accurate acceleration prediction than other methods irrespective of the sampling rate. One exception is the prediction by CF at 2Hz, because there are a limited number of driving information samples at 2Hz and then errors of Uni(·) are likely to occur during the learning of the driver's reaction. Now, we show how RS is useful when a car crosses segment boundaries. To predict the acceleration between road segments, we picked two drivers from NGSIM trajectory data.
The leading car passes a traffic light just before the light turns to red, but the following car stops at the traffic light since it just turned to red. Then, we compare the accuracy of acceleration prediction with/without RS when CF is used as the baseline prediction method. Since the the following Table 4 : Average error of power prediction car cannot accelerate due to the traffic light, CF's prediction of the following car's acceleration shows a large average error as shown in Fig. 13 . However, the road segmentation can provide a chance to predict acceleration accurately between different road segments as shown in the figure. The average errors of acceleration prediction are 1.912 and 1.262, respectively, for CF and CF with RS. 
Accuracy of PRP
We first evaluate the power requirement model in Eq. (1). Since Opt-P and Opt-A are the most accurate power and acceleration predictions achievable for a given sampling frequency, we compare Opt-P, and PRP with Opt-A. As shown in Table 4 , the difference in average error between the two is marginal, meaning that the power requirement model we employed yields accurate enough prediction of the required power.
Since Opt-P and Opt-A are ideal power and acceleration predictions (thus infeasible), we need to employ one of acceleration prediction methods with PRP; Table 4 Compared to the heuristic, PRP with Uni(Corr) shows an improvement of prediction accuracy by 69.2% at 2Hz, 3.7% at 5Hz, and 19.9% at 10Hz within a road segment. If we compare PRP with different acceleration prediction methods, the trend will be similar to the accuracy of AP, because the error in predicting the power requirements is dominated by that of acceleration prediction. For example, Uni(Corr) is in general (one of) the best methods for predicting acceleration that corresponds to the required power associated with PRP. In particular, compared to PRP with CF, PRP with Uni(Corr) predicts closer to the actual required power by 11.0% at 5Hz, and 62.3% at 10Hz.
CONCLUSION
Increasing demand to make EVs lighter and less expensive places stringent restrictions on battery size and capacity. It is thus important to devise advanced BMS extending battery capacity without increasing its size. A number of BMSes have been proposed to exploit nonlinear battery characteristics, including recovery and rate-capacity effects.
To introduce adaptability and efficiency into existing BMSes, we have proposed the battery power requirement predictor (PRP). It predicts the amount of required battery power that enables BMSes to allocate battery cells to power EVs efficiently and safely. While recording and linearly regressing vehicle activities such as speed, acceleration, road slope and power consumption, PRP updates the (near) static parameters of the battery power requirement model for EVs. In the meantime, PRP estimates the acceleration, perhaps the most important dynamic parameter of the model, in real time, by accounting for the driver's acceleration pattern, traffic flows and regulations. Our evaluation with actual experimentation and realistic simulation has shown that PRP makes a significant improvement in acceleration prediction over a simple heuristic method often seen in the existing BMSes.
Since PRP was developed to be used in an advanced BMS in Fig. 5 , we plan to develop a new battery manager that exploits the predicted power by PRP. We can then find how much PRP with the new battery manager can improve the life and operation time of existing BMSes. It would also be interesting to explore ways of improving PRP. For example, we can enhance the accuracy of the acceleration prediction by sensing the driver's motion on the acceleration pedal. Besides, we may employ more accurate power requirement models, such as those in [7, 8, 9] . Since these models are complex, it would be interesting to investigate how to adapt them for real-time prediction.
