In this paper, hierarchical control of an UAV (unmanned aerial vehicle) is proposed. The proposed controller is made up of two sub-systems, namely inner-loop controller and outer-loop controller. The inner-loop controller is an attitude control system while the outer-loop control system is a trajectory control system. In the proposed architecture, a DFNN-(dynamic-fuzzy-neural-network-) based reference model controller is deployed. Hover motion has been implemented to demonstrate the effectiveness of the proposed controller. Both the PD controller and BP (back propagation) NN-based controller have been developed for the control of an UAV. The input of the DFNN is the position of an UAV while the output is the desired force to control the UAV. Simulation results show that the DFNN has faster convergence speed than the PD and the BPNN. Furthermore, the DFNN is able to produce the desired force to achieve hover motion at any positions in a given area.
INTRODUCTION
An UAV (unmanned aerial vehicle) [1] is a powered, aerial vehicle that does not carry a human operator. It uses aerodynamic forces to provide vehicle lift, can fly autonomously or piloted remotely, can be expendable or recoverable. UAVs have many potential applications such as reconnaissance, surveillance, tracking of individuals or other objects of interests, and tracking monitoring. The control of an UAV poses many challenges due to various factors, such as parametric uncertainties (changing mass and aerodynamic characteristics), unmodeled dynamics, actuator magnitude and rate saturation. Neural networks, which have the ability to approximate general continuous nonlinear functions, are ideal for adaptive flight control application [2] . One advantage of the NN is the ability to learn how to perform tasks based on the data given for training or initial experience. In addition, NNs require much less memory than a simple lookup table. Furthermore, NNs can function as highly nonlinear adaptive control elements and offer distinct advantages over more conventional linear parameter adaptive controllers. R. San etc. [3] use supervised NN for the modelling an UAV. NN-based system identification for an UAV is more computationally efficient than conventional methods. In their work, a model was chosen in attitude and position due to the presence of noise in the velocity for slow short motions. One main disadvantage is that it requires different NNs for different flight stages. Eric and his team [4, 5, 6 ] use a single hidden layer NN to cancel model error arising from the approximate linearization in their proposed UAV controller. A nonlinearly parameterized NN is used to provide on-line adaptation. Gordon and Jonathan [7] use a NN as a purely reactive UAV controller. Many other NN-based flight controller are surveyed in [8] . In this paper, a more efficient NN, DFNN (dynamic fuzzy neural network), is deployed in the model reference controller for a UAV control system. The control architecture consists of two loop systems. The inner loop system is to control attitude, the outer loop is to control position. A thorough simulation experiments are conducted to prove the effectiveness of the DFNN-based UAV controller. The rest of this paper is organized as follows: The dynamics and control architecture of an UAV is described in section 2 and section 3 respectively. A DFNN based controller is proposed in Section 4. Simulation results and conclusions are given in the section 5 and final section.
VELCHILE DYNAMICS
The dynamics of an UAV can be described as the following equations [4] : 
where the subscript b means body frame, the applied forces [ ] T x y z F F F are in the body-fixed frame, and the mass of the body m is assumed constant, p, q, and r are roll rate, yaw rate and yaw rate respectively.
The rotational dynamics of the body-fixed frame are given below 
where the applied moments are
, and the inertia tensor I is with respect to the origin O.
CONTROLLER ARCHITECTURE
The architecture of the controller for the UAV is given in Fig.  1 . There are two sub-systems in this controller. The innerloop system is the attitude control system of an UAV, while the outer-loop control system is the trajectory control system. 
where R p , R d , K p and K d are the PD compensator gains for the inner loop and outer loop. Q is a function that, given two quaternions results in an error angle vector with three components. Explicit formulas of the gain values can be found through an analysis detailed in Ref [4] and are given as follows:
(13) where ω is natural frequency, ζ is damping ratio, the subscript i, o represents the inner and outer loop values respectively.
DFNN-BASED CONTROLLER

Reference Model Control
The general idea behind Model Reference Adaptive Control (MRAC, also know as an MRAS or Model Reference Adaptive System) is to create a closed loop controller with parameters that can be updated to change the response of the system. The output of the system is compared to a desired response from a reference model. The control parameters are updated based on this error. The goal is for the parameters to converge to ideal values that cause the plant response to match the response of the reference model. The architecture of MRAC with a neural controller is given in Fig.2 . In our proposed UAV control architecture, this controller is to replace the PD controller in the above UAV control architecture. And a DFNN is used as NN controller in the MRAC.
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DFNN
DFNN with a hierarchical on-line self-organizing learning algorithm was developed in [9] . Many successful applications of DFNN have been published [10, 11] . The architecture of the DFNN is depicted in Fig.3 . It consists of 5 layers. 
where c ij , j 
Layer 4: This layer is to normalize the previous layer outputs. 
where a jk is the normalized output from layer 4, The main advantage of the DFNN lies in its capabilities of reconstruction and selecting fuzzy rules automatically. It is normally used for a function or system approximation. Once a sample pattern input is fed to DFNN, it may reconstruct network to store system information given from the sample data.
For the controller in the outer loop control system for an UAV, there are two inputs and two outputs of the DFNN. The input of the DFNN is a commanded position (x c , y c ), the output of the DFNN is the desired forces (F x , F y ) to achieve the commanded position. Given enough training samples, the DFNN is able to generate desired control forces at any positions in a given area.
Unlike the BP training algorithms, the weight adjustment of a DFNN is realized by an inversion of a matrix which includes information of all training samples. This pattern of training can be termed as radical training, because only a calculation of a matrix inversion can generate new NN weights, which has desired approximation accuracy. For BP training algorithm, the NN weight is adjusted step by step. The same training samples need to be used repeatedly to achieve desired accuracy. However, the DFNN adjustment may not be definitely better than BP training in terms of computation cost. If there are too many samples, and the sample space is not well distributed, there will be many fuzzy rules and the size of matrix is very big. Consequently, the calculation of matrix inversion is also computationally intensive. This property makes DFNN suitable for UAV controller. For UAV control, it is difficult to obtain many good training samples. For different motion, the control architecture need different NN controller, which makes sample space limited. As a result, the matrix in the DFNN is very small, and the computation cost is low. Fig. 3 . DFNN
SIMULATION RESULTS
The UAV was commanded to perform a circular maneuver. The command trajectories are given by
where t is simulation time and h is a constant altitude command. V is speed of maneuver, ω is angular speed of the UAV around the local frame origin, and f is the number of pirouettes to be performed per circuit. The inner loop frequency is given as [2.5, 2, 2.8] for the roll, pitch and yaw channels respectively, and the damping ration is 1.0. The outer loop frequency is [1, 2.2, 2.6] for the x, y, z body axis, and damping ration is 1.0. By using the above methods, the PD parameters can be obtained Fig.4 presents the commanded trajectory and real trajectory. The desired forces and moments to achieve commanded trajectory are given in the Fig. 5 and Fig. 6 respectively. Tracking error in the x axis for the DFNN, BPNN and PD is given in the Fig.7 , while the tracking error in the y axis is given in the Fig.8 . From the two figures, the DFNN based controller converges faster than both of the BPNN and PD controller. Fig.9 gives the procedure of rule generation during the DFNN training. Besides the faster convergence, another advantage of DFNN is the capability of generalization. Given enough samples, the DFNN-based controller is able to give desired control forces at any positions in a given area. Fig.10 and Fig.11 show the desired forces in a circle with the radius of 3 m. Fig. 11 . F x in a circle 6. CONCLUSIONS The UAV control system adopted in this paper is a two loops system. The inner loop control system is to control the attitude of an UAV, while the outer loop control system is to control the position. There are two separate controllers in this control system. A DFNN based model reference controller has been adopted in the UAV control system. The simulation results of a hover motion have demonstrated the superiority to PD and BPNN controller. In our current simulation results, DFNN based model reference controller has only implemented in the outer loop control. In our future work, we will implement it in the attitude controller.
