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2 KENICHIRO KIMURA AND TOMOHIDE TERASOMA
1. Introduction and convention
1.1. Introduction. Let K be a field. In the paper [VSF], Voevodsky defined
a triangulated category DMM,K of mixed motives. Under the assumption
of Beilinson-Soule vanishing conjecture for varieties over K, there exists a
reasonable t-structure τ on DMM,K , and the abelian category AMM,K of
mixed motives is defined as the heart ofDMM,K with respect to the t-structure
τ .
Let E be an elliptic curve over K and we assume Beilinson-Soule vanishing
conjectures for varieties over K. The category of elliptic motives is defined as
the smallest full subcategory of AMM,K containing h
1(E) closed under taking
direct sums, direct summands, and tensor products. The category of mixed
elliptic motives is the smallest full subcategory of AMM,K containing elliptic
motives and closed under extensions. That is, an object M in AMM,K is a
mixed elliptic motif if there exists a filtration M = F 0M ⊃ F 1M ⊃ · · · ⊃
FnM = 0 such that F iM/F i+1M are elliptic motives for i = 0, . . . , n− 1. In
other words, the category of mixed elliptic motives is the relative completion
of the category of mixed motives with respect to the category of elliptic mo-
tives ([H]). For example, the category of mixed Tate motives is the relative
completion of the category of mixed motives with respect to the category of
pure Tate motives, which is the smallest full subcategory of AMM,K contain-
ing Tate objects Q(i) closed under taking direct sums.
In the paper [BK], Bloch and Kriz construct an abelian category of mixed
Tate motives as the category of comodules over a Hopf algebra obtained by
the bar construction of the DGA of cycle complexes. One advantage of
their construction is that Beilinson-Soule vanishing conjectures is not nec-
essary for their construction. In this paper, we construct a Hopf algebra
H0(Bar(CV EM )) such that the abelian category ofH
0(Bar(CV EM ))-comodules
is expected to be that of mixed elliptic motives. More precisely, we construct
a DG category (VMEM) of DG complexes of elliptic motives and prove that
it is homotopy equivalent to the DG category of Bar(CV EM )-comodules. As
a consequence, the homotopy category of the subcategory of (VMEM) con-
sisting of objects concentrated at degree zero is equivalent to the abelian
category of H0(Bar(CV EM ))-comodules. Another generalization of Bloch-
Kriz construction in the context of elliptic curves is also studied in the earlier
work by Bloch [B] and Patashnick [P]. Hain and Matsumoto ([HM]) studies
Hodge and l-adic counter part of the mixed elliptic motives.
Before going into this subject, it will be helpful to recall a similar construc-
tion for the category of local systems over a manifold X after R. Hain. Let
F a field of characteristic zero, x a point in X and V be a F -local system on
X . Let G = π1(X, x) and ρ : G→ Aut(V ) be the monodromy representation
and S be the Zariski closure of the image of ρ. Assume that S is a reductive
group over F .
Definition 1.1. Let W be a finite dimensional representation of G. If there
exists a finite filtration W = W 0 ⊃W 1 ⊃ · · · ⊃ Wn = 0 such that Gri(W ) =
RELATIVE DGA AND MIXED ELLIPTIC MOTIVES 3
W i/W i+1 is isomorphic to the pull back of an algebraic representation of S,
the representation W is called a successive extension of algebraic representa-
tions of S. The full subcategory of G consisting of successive extensions of
algebraic representations of S is denoted as (RepG)
S.
Then objects in (RepG)
S are stable under taking duals, direct products and
tensor products, and (RepG)
S becomes a Tannakian category. When F = R,
Hain constructed a Hopf algebra H, in [H], using differential forms on X and
the connection associated to the local system V such that the category of
comodules over H is equivalent to (RepG)
S . In other words, the Tannaka
fundamental group π1((RepG)
S) of (RepG)
S is isomorphic to Spec(H). His
construction is called the relative bar construction.
In this paper, we reformulate Hain’s construction using relative DGA’s so
that it can be applied to the motivic context. We give a general homotopical
framework of relative bar complexes and DG-categories in §2 and §3. In §2 we
define a relative DGA, and introduce the relative bar complex Bar(A/O, ǫ)
and the relative simplicial bar complex Barsimp(A/O, ǫ) of a relative DGA
A with a relative augmentation ǫ. We show that these two bar complexes
are quasi-isomorphic. The simplicial bar complex Barsimp(A/O, ǫ) is defined
in order to establish the equivalence of the category of bar comodules to the
category of DG complexes in C(A/O) defined in the next section. In §3, we
introduce a DG category C(A/O) arising from a relative DGA A over O. In
this section, we prove that the DG category KC(A/O) of DG complexes in
C(A/O) is homotopy equivalent to that of Bar(A/O, ǫ)-comodules. The main
theorem in this section is Theorem 3.14.
In §3.4 and §3.5 we recover Hain’s construction in our formulation. Although
this is not necessary to construct mixed elliptic motives, it will give an ev-
idence that our formulation of relative bar complex is a right one. By the
homomorphism ρ : G→ S(k), the coordinate ring OS of the algebraic group
S becomes a bi-G module. The comodule OS as a left G-module is written
as LOS . The G-cochain complex A = HomG(LOS, LOS) becomes a bi-OS
comodule and is equipped with a multiplication arising from Yoneda pairing.
The complex A is called the relative DGA associated to the map ρ. In §3.5,
we prove that the Hopf algebra O(π1((Rep)
S)) is isomorphic to the 0-th ho-
mology of relative bar complex defined in §2.2. Our proof is based on DG
categories and DG complexes introduced in [BoK]. (See also [T].)
In §4 we construct a DG category (MEM) of naive mixed elliptic motives
as the category of DG complexes of pure elliptic motives. We expect that
the homotopy category H0(MEM) of (MEM) is isomorphic to the full sub-
triangulated tensor category of DMM,K generated by h
1(E) and their tensors.
We define a relative quasi-DGA AEM from algebraic cycles and then apply
the general result in §2 and §3 to show that the category (MEM) is homotopy
equivalent to the category of Bar(AEM)-comodules. As a consequence, an
object concentrated at degree zero defines an H0(Bar(AEM))-comodule. The
main theorem in this section is Theorem 4.8.
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The product structure on H0(Bar(AEM)) is given by shuffle product. This
comes from a tensor structure on the category (MEM). However, as is ex-
plained in §4.6.2, the category of naive elliptic motives does not have a tensor
structure with distributive property which gives rise to a shuffle product struc-
ture on the bar complex Bar(AEM). So we introduce a category of virtual
mixed elliptic motives (VMEM) which is homotopy equivalent to (MEM)
and equipped with a tensor structure with distributive property. To show
the homotopy equivalence of categories (EM) and (V EM), the injectivity of
linear Chow group (Proposition 4.1) is necessary. Though there is a proof
of this proposition also in [BL], we will give a more direct proof. Using this
properties, we construct a quasi-DG category (VMEM) which has distribu-
tive tensor structure, and is homotopy equivalent to (MEM). (Theorem
4.30.) By the shuffle product induced by the tensor structure, the coalge-
bra H0(Bar(AEM)) = H
0(Bar(CV EM )) becomes a Hopf algebra. (Theorem
4.34) The definition of the Tannakian category of mixed elliptic motives is
defined in Definition 4.35.
In §5 we construct an elliptic polylog motif Pln as an example of object
concentrated at degree zero in (MEM). To define the polylog motif, we first
recall the elliptic polylog class Pn as an element of a higher Chow group
introduced in [BL]. Using the elliptic polylog class, we construct an elliptic
polylog motif Pln. Using the bijection of objects of (MEM) and Bar(AEM ),
we write down the comodule structure on Pln over H
0(Bar(AEM)). In this
paper, we assume that the elliptic curve E has no complex multiplication.
1.2. Convention. The subset {i ∈ Z | p ≤ i ≤ q} of Z is denoted by [p, q].
Let k be a field of characteristic zero. The tensor products mean those over
the base field k.
1.2.1. Let O be a counitary coalgebra. The counit O → k is denoted by u
and the comultiplication of O is denoted by ∆O : O → O⊗O. Let M and N
be right and left O comodules. We define the cotensor product M ⊗O N by
Ker(M ⊗N
d
→M ⊗O ⊗N),
where the map d is defined by ∆M ⊗ idN − idM ⊗ ∆N . Let V1, V2 be left
O-comodules. We define HomO(V1, V2) by
Ker(Homk(V1, V2)
d
→ Homk(V1,O ⊗ V2))
where the map d is the difference of
∆V2∗ : Homk(V1, V2)→ Homk(V1,O ⊗ V2)
and the composite
Homk(V1, V2)→ Homk(O ⊗ V1,O ⊗ V2)
∆∗V1→ Homk(V1,O ⊗ V2).
Let A be a bimodule over the coalgebra O, and ϕ ∈ HomO(V1, V2). Then
1A ⊗ ϕ becomes an element in HomO(A⊗O V1, A⊗O V2
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1.2.2. Let M be an O-comodule. Then we have the following complex
0→M
∆M→ O⊗M
∆O⊗1−1⊗∆M−→ O ⊗O ⊗M
by the coassociativity of M . This is exact since the maps
u⊗ 1M : O ⊗M →M,
u⊗ 1O ⊗ 1M − 1O ⊗ u⊗ 1M : O ⊗O ⊗M → O⊗M
give homotopy. As a consequence, the natural map M → O ⊗O M is an
isomorphism.
1.2.3. Let S be an algebraic group and OS the coordinate ring. Then OS
becomes a Hopf algebra whose coproduct OS → OS ⊗OS is obtained by
S × S → S : (g, h) 7→ hg.
There is natural one to one correspondence between left algebraic represen-
tations of S and left comodules over OS . The correspondence is given as
follows. Let g be an element in S(k). Then the evaluation at g defines an
algebra homomorphism evg : OS → k. Let V be a left OS-comodule and
∆V : V → OS ⊗ V be the comodule structure on V . The action of g on V is
given by the composite of
V → OS ⊗ V
evg
−−→ k⊗ V = V.
The left S module OS is written by LOS . A reductive group S is said to be
split if all irreducible representations over k are absolutely irreducible. Let
Irr(S) be the set of isomorphism classes of irreducible representations. If S
is split, then we have
OS = ⊕α∈Irr(S)V
α ⊗ αV,
where α runs through the isomorphism classes of irreducible representations of
left S-modules and V α be the corresponding left S-module. The dual vector
space αV of V α becomes a right S-module. The function ϕ corresponding
to (v ⊗ v∗) for v ∈ V α, v∗ ∈ αV is defined by ϕ(g) = (v∗, gv) = (v∗g, v).
Therefore the dual Homk(OS ,k) of OS is naturally isomorphic to OS . Here
for an S representation W , Homk(∗, ∗) is defined by
Homk(W1,W2) = ⊕α∈Irr(S)Homk(V
α ⊗HomOS (V
α,W1),W2).
The natural pairing is given by
(v ⊗ v∗)⊗ (w ⊗ w∗) = (w∗, v)(v∗, w)
for v, w ∈ V α, w∗, w∗ ∈ αV . This isomorphism does not depend on the choice
of representative of the isomorphism classes. By descent theory, there exists
a natural isomorphism between OS and Hom(OS ,k).
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1.2.4. ¿From now on, we assume that S is split. We set O = OS The
multiplication O ⊗ O → O on O is defined by the diagonal embedding S →
S × S. If functions ϕ and ψ correspond to elements v ⊗ v∗ and w ⊗w∗, then
the product function ϕψ is the function g 7→ (v∗g, v) · (w∗g, w).
This map is described by the duality of intertwining spaces. Let V be an
irreducible representation of S and IV and I
∗
V be covariant and contravariant
intertwining spaces defined by
IV (W ) = HomS(V,W ), I
∗
V (W ) = HomS(W,V ).
Then the composite g ◦ f ∈ HomS(V, V ) of f ∈ IV (W ) and g ∈ I
∗
V (W ) is
regarded as an element of k via the isomorphism HomG(V, V ) = k. It is
called the contraction and is denoted as con(f, g) : IV (W ) ⊗ I
∗
V (W ) → k.
The multiplication map is the sum of the composite
conγα,β : (V
α ⊗ αV )⊗ (V β ⊗ βV ) ≃ (V γ ⊗ IV γ (V
α ⊗ V β))⊗ (γV ⊗ I∗V γ (V
α ⊗ V β))
con
−−→ V γ ⊗ γV
1.2.5. We introduce copies of S indexed by some set X . For an element
x ∈ X the copy is denoted as Sx. To distinguish the right and left actions
of S, we use the notation xSy for the algebraic group S. On the group xSy,
Sx and Sy acts from the left and the right. The coordinate ring of xSy is
denoted by xOy. For an element α ∈ Irr(S), the copy of V
α considered as a
left Sx-module is denoted by xV
α. The dual of xV
α as a right Sx-module is
denoted by αVx. Thus we have an identity xOy = ⊕
α
xV
α ⊗ αVy. The direct
sum is taken over the set Irr(S).
1.2.6. Let M and N be complexes of k-vector spaces. The set of homoge-
neous maps of degree n from M to N is denoted by HomnV ectk(M,N). For
an element f in HomnV ectk(M,N), the differential ∂(f) of f is defined by
(∂(f)(x) = d(f(x))− (−1)deg(f)f(dx).
Let en be the degree (−n)-element in the complex k[n] corresponding to 1.
We define the degree (−n) map tn in Hom−n(k,k[n]) by t(1) = en. We set
t = t1 and e = e1. The complex K ⊗ k[n] is denoted by Ken.
For two complexes K and L, we define the complex K ⊗ L by usual sign
rule,
dL⊗K(x⊗ y) = dx⊗ y + (−1)
deg(x)x⊗ dy.
This rule is applied to a complex object in an abelian category with tensor
product.
For two homogeneous map of complexes f1 ∈ Hom
i(K1, L1) and f2 ∈
Homj(K2, L2), we define the homogeneous map f1⊗f2 ∈ Hom
j(K1⊗K2, L1⊗
L2) by
(f1 ⊗ f2)(k1 ⊗ k2) = (−1)
deg(f2) deg(k1)f1(k1)⊗ f2(k2)
for k1 ∈ K1, k2 ∈ K2. Thus we have an isomorphism of complexes:
Hom•(K1, L1)⊗Hom
•(K2, L2)→ Hom
•(K1 ⊗K2, L1 ⊗ L2).
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For example, we have the following isomorphism
Hom•+n−m(K,L)⊗ ktn−m(1.1)
=Hom•(K,L)⊗Hom•(kem,ken)→ Hom•(Kem, Len).
Using this rule, the differential of K ⊗ L is written as d⊗ 1 + 1⊗ d.
A complex object {Ki = (Ki, δ), di : Ki → Ki+1} in the category of
complex is called a double complex. Then di ⊗ t−1 : Kie−i → Ki+1e−i−1 is
a homogeneous map of degree one, and the sum ⊕iK
ie−i becomes a complex
with the differential δ ⊗ 1 + d ⊗ t−1, which is called the associate simple
complex and denoted as s(K•). Using the above sign rules, we have a natural
isomorphism
s(K ⊗ L) ≃ s(K)⊗ s(L) : (Ki ⊗ Lj)e−i−j ≃ Kie−i ⊗ L−je−j
for two double complexes K and L.
1.2.7. LetK and L be complexes. Then we define an isomorphism of complex
σ : K ⊗ L→ L⊗K by
(1.2) σ(x⊗ y) = (−1)deg(x) deg(y)y ⊗ x.
This is called a transposition homomorphism. On a complexK⊗n = K ⊗ · · · ⊗K︸ ︷︷ ︸
n
,
the transposition of i-th and (i + 1)-th component is denoted as σi,i+1. It is
easy to show that this action can be extended to the action of Sn. As a con-
sequence, K⊗n becomes a k[Sn]-module. If char(k) > n, then the symmetric
part is the image of 1n!
∑
σ∈Sn
σ.
1.2.8. We assume that char(k) = 0. Let A be a finite set and n = #A.
For each element a ∈ A, we prepare element ea of degree −1 and we consider
a complex K = ⊕a∈Akea. The symmetric part Λ(A) of K
⊗n under the
action of Sn is isomorphic to k[n] by choosing an “orientation of A”. If
A = [1, n], then k[n] is generated by e1 ∧ · · · ∧ en. The group of bijection of
A is denoted as S[A]. On the complex Λ(A), the group S[A] acts via the
sign. Let K∗ = ⊕a∈Akfa be a complex generated by degree 1-element fa
indexed by A. The symmetric part of (K∗)⊗n is denoted as Λ∗(A). We have
the canonical isomorphism Λ(A
∐
B) = Λ(A)⊗Λ(B). The complex Λ([1, n])
is denoted as Λn.
2. Relative DGA and relative bar construction
In this section, we define a relative DGA and relative bar constructions. For
a relative DGA A and its relative augmentation ǫ, we define two bar complexes
Bar(A/O, ǫ) and Bar(A/O, ǫ)simp. The latter one is called the simplicial
relative bar complex. In §2.3, we prove that they are quasi-isomorphic. In
the last subsection, we define coproduct structures on bar complexes.
2.1. Relative DGA.
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2.1.1. Let S be a reductive group over k and OS be the coordinate ring of
S. The coproduct structure on OS is denoted by ∆S : OS → OS ⊗ OS . We
define a relative DGA’s over OS as follows.
Definition 2.1. Let A be a complex. A data of 5-ple (A,∆lA,∆
r
A, i, µA)
consisting of
(1) (the coactions) a homomorphisms of complexes ∆lA : A → OS ⊗ A
and ∆rA : A→ A⊗OS,
(2) a homomorphism of complexes compatible with the bi-OS comodule
structures i : OS → A , and
(3) (multiplication) a homomorphism of complexes µA : A⊗OS A→ A
is called a relative DGA over OS , if the following conditions are satisfied.
(1) the multiplication µA is associative, and
(2) the left and the right coactions of OS are coassociative and counitary.
2.1.2. We set O = OS . We use notations V
α for irreducible representations
as in §1.2.3. We set Aαβ = HomO(V
α, A⊗O V
β). Since S is split, we have
A = ⊕α,βV
α ⊗Aαβ ⊗ βV.
Under this decomposition, we have
A⊗O A ≃ ⊕α,β,γV
α ⊗Aαβ ⊗Aβγ ⊗ γV
and the multiplication map is obtained by
(2.1) V α ⊗ Aαβ ⊗ Aβγ ⊗ V γ
1⊗η⊗1
−−−−→ V α ⊗ Aαγ ⊗ V γ
where η : Aα,β ⊗ Aβ,γ → Aα,γ is the map defined by
HomO(V
α, A⊗O V
β)⊗HomO(V
β , A⊗O V
γ)
σ
−→HomO(V
β , A⊗O V
γ)⊗HomO(V
α, A⊗O V
β)
→HomO(A⊗O V
β , A⊗O A⊗O V
γ)⊗HomO(V
α, A⊗O V
β)
→HomO(V
α, A⊗O A⊗O V
γ)
→HomO(V
α, A⊗O V
γ).
Here σ is the transposition (1.2). The left O-structure ∆l is the direct sum
of the map
Aαβ → αV ⊗ V α ⊗Aαβ : x 7→ δα ⊗ x,
where {bi} and {b
∗
i } are dual bases of
αV and V α, and δα =
∑
i bi ⊗ b
∗
i . The
map ∆r can be written similarly. The natural map A ⊗O A → A ⊗ A is
identified with
V α ⊗ Aαβ ⊗ Aβγ ⊗ γV → V α ⊗Aαβ ⊗ βV ⊗ V β ⊗ Aβγ ⊗ γV(2.2)
x1 ⊗ x2 ⊗ y1 ⊗ y2 7→ x1 ⊗ x2 ⊗ δβ ⊗ y1 ⊗ y2.
This natural map is written as
[
x⊗ y
]
7→
[
x]⊗
[
y].
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2.1.3. Example. Relative DGA associated to ρ : G→ S(k). Let G be a group,
S a reductive group over a field k and ρ : G→ S(k) a group homomorphism
whose image is Zariski dense. We give an example of relative DGA associated
to ρ. Let V1, V2 be algebraic representations of S. The following complex is
called the canonical cochain complex:
HomG(V1, V2) : 0→ Homk(V1, V2)→ Homk(k[G]⊗ V1, V2)
→ Homk(k[G]⊗ k[G]⊗ V1, V2)→
where the differential is given by
d(ϕ)(g1 ⊗ · · · ⊗ gp+1 ⊗ v1)
=g1ϕ(g2 ⊗ · · · ⊗ gp+1 ⊗ v1)− ϕ(g1g2 ⊗ · · · ⊗ gp+1 ⊗ v1)
+ ϕ(g1 ⊗ g2g3 ⊗ · · · ⊗ gp+1 ⊗ v1)− · · ·
± ϕ(g1 ⊗ · · · ⊗ gpgp+1 ⊗ v1)∓ ϕ(g1 ⊗ · · · ⊗ gp ⊗ gp+1v1).
Then the extension group ExtiG(V1, V2) of V1 and V2 as G-modules is the
i-th cohomology group of HomG(V1, V2). We define the multiplication map
HomG(V1, V2)⊗HomG(V2, V3)→ HomG(V1, V3).
by
ϕ⊗ ψ 7→
[
g1 ⊗ · · · ⊗ gj ⊗ gj+1 ⊗ · · · ⊗ gi+j ⊗ v1
(2.3)
7→ (−1)deg(ϕ) deg(ψ)ψ(g1 ⊗ · · · ⊗ gj ⊗ ϕ(gj+1 ⊗ · · · ⊗ gi+j ⊗ v1))
]
Let OS be the coordinate ring of S. The module OS as a left S-module
is written as LOS . We set A = HomG(LOS, LOS). Using the right OS-
comodule structure of LOS, the complex A becomes a bi-OS-comodule. The
multiplication map A⊗A→ A induces a map η : A⊗O A→ A, which is also
called the multiplication map of A. Then A becomes a relative DGA over O.
The natural map ǫ : A→ Homk(LO, LO) is called the relative augmentation
of A.
2.2. Relative bar complex and simplicial relative bar complex.
2.2.1. Let A be a relative DGA over O. We use notations for copies of a
reductive group in §1.2.5. A homomorphism of complexes
xAy
ǫ
→ Homk(zO
(1)
x , zO
(2)
y )
is called a relative augmentation if
(1) it is a homomorphism of bi-O comodules, and
(2) the multiplication A⊗O A→ A is compatible with the multiplication
homomorphism of Homk(O,O) which is defined by the composite of
Homk(O,O)⊗O Homk(O,O)
σ
→Homk(O,O)⊗Homk(O,O)→ Homk(O,O),
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where σ is the transposition defined in (1.2).
Using the relative augmentations, we have two homomorphisms ǫl and ǫr by
ǫl : xAy → xAy ⊗ yO
∗(2)
y
ǫ
→ Homk(yO
(1)
x , yO
(2)
y )⊗ yO
∗(2)
y
pair
→ yO
∗(1)
x ≃ xO
(1)
y
ǫr : xAy → xO
(1)
x ⊗ xAy
ǫ
→ xO
(1)
x ⊗Homk(xO
(1)
x , xO
(2)
y )
ev
→ xO
(2)
y .
The map ǫl and ǫr are called the left and right augmentations.
2.2.2. Since S is split, we have xAy = ⊕
α,β
(xV
α ⊗ Aαβ ⊗ βVy). Then the
relative augmentation induces a family of homomorphisms
Aαβ →HomO(V
α, Homk(O,O)⊗O V
β)(2.4)
= Homk(V
α, V β),
indexed by α, β. Via these homomorphisms, the map η : Aα,β ⊗Aβ,γ → Aα,γ
is compatible with the map
Homk(V
α, V β)⊗Homk(V
β , V γ)→ Homk(V
α, V γ) : x⊗ y 7→ y ◦ x.
The map ǫl is written as follows.
ǫl : xV
α ⊗ Aαβ ⊗ βVy → xV
α ⊗ αVy ⊗ yV
β ⊗ βVy
→ xV
α ⊗ αVy.
2.2.3. We introduce a relative bar complex Bar(A/O, ǫ). For an integer
n ≥ 1, we define Barn = Bar(A/O, ǫ)n by
Bar(A/O, ǫ)n = A⊗O · · · ⊗O A︸ ︷︷ ︸
n
.
and Bar0 = O. We have a sequence of homomorphisms
(2.5) Bar(A/O, ǫ) : · · · → Barn → · · · → Bar1 → Bar0 → 0.
given by
x1 ⊗ · · · ⊗ xn 7→ǫ
r(x1)⊗ x2 ⊗ · · · ⊗ xn +
n−1∑
i=1
(−1)ix1 ⊗ · · · ⊗ xixi+1 ⊗ · · · ⊗ xn
+ (−1)nx1 ⊗ · · · ⊗ ǫ
l(xn).
Here the multiplication map µ : A⊗O A→ A is denoted by x⊗ y 7→ xy.
Proposition 2.2. The sequence (2.5) is a complex.
Proof. This is a consequence of the associativity of the multiplication of A
and the following commutativity arising from the axiom (3).
O ⊗O A⊗O A
1⊗µ
→ O⊗O A
ǫr ⊗ 1 ↓ ↓ ǫr
O ⊗O A
ǫr
→ O
A⊗O A⊗O O
µ⊗1
→ A⊗O O
1⊗ ǫl ↓ ↓ ǫl
A⊗O O
ǫl
→ O

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The complex Bar(A/O, ǫ) is defined by the associate simple complex of
Bar(A/O, ǫ).
2.2.4. We define a relative simplicial bar complexBarsimp = Barsimp(A/O, ǫ).
For a sequence of integers α = (α0 < α1 < · · · < αn), we define a complex
Barαsimp = Bar
α
simp(A/O, ǫ) by A⊗O · · · ⊗O A︸ ︷︷ ︸
n
. It will be denoted as
O
α0
⊗O A
α1
⊗O · · ·
αn−1
⊗ O A
αn
⊗O O
to distinguish the index α. If #β = #α + 1 and α is a subsequence of β, we
define a homomorphism of complexes Barβsimp → Bar
α
simp as follows.
(1) If β = (α0 < · · ·αi < b < αi+1 · · · < αn), then the map ∂β,i+1 is given
by
y0
α0
⊗ x1
α1
⊗ · · ·xi
αi
⊗ y
β
⊗ xi+1
αi+1
⊗ xi+2 · · ·
αn−1
⊗ xn
αn
⊗ yn+1.
7→ y0
α0
⊗ x1
α1
⊗ · · ·xi
αi
⊗ yxi+1
αi+1
⊗ xi+2 · · ·
αn−1
⊗ xn
αn
⊗ yn+1.
(2) If β = (b < α0 < · · · < αn) (resp. β = (α0 < · · · < αn < b)), the map
∂β,0 (resp. ∂β,n+1) is given by
y0
α0
⊗ x1
α1
⊗ · · ·
αn−1
⊗ xn
αn
⊗ yn+1 7→ ǫ
r(y0 ⊗ x1)
α1
⊗ · · ·
αn−1
⊗ xn
αn
⊗ yn+1
(resp. y0
α0
⊗ x1
α1
⊗ · · ·
αn−1
⊗ xn
αn
⊗ yn+1 7→ y0 ⊗ x1
α1
⊗ · · ·
αn−1
⊗ ǫl(xn
αn
⊗ yn+1)).
We define Barsimp,n by
Barsimp,n = ⊕α=(α0<···<αn)Bar
α
simp
and the map ∂n : Barsimp,n → Barsimp,n−1 by
(2.6) ∂n =
∑
α0<···<αn
n∑
i=0
(−1)i∂α,i.
We can prove the following proposition as in Proposition 2.2.
Proposition 2.3. The sequence
(2.7) Barsimp : · · · → Barsimp,n → · · · → Barsimp,1 → Barsimp,0 → 0
is a double complex.
Definition 2.4. The associate simple complex of Barsimp(A/O, ǫ) is called
the relative simplicial bar complex and denoted as Barsimp(A/O, ǫ).
2.3. Comparison of two complexes. In this subsection, we compare the
relative bar complex and the relative simplicial bar complex for a relative
DGA A over O.
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2.3.1. We introduce two double complexes B˜ar = B˜ar(A/O) and B˜ar
+
=
B˜ar
+
(A/O) as follows. For n ≥ 0, we define
B˜arn = A⊗O · · · ⊗O A︸ ︷︷ ︸
n+2
and dn : B˜arn → B˜arn−1 for n ≥ 1 by
dn(x0 ⊗ x1 ⊗ · · · ⊗ xn ⊗ xn+1) =
n∑
i=0
(−1)ix0 ⊗ · · · ⊗ xixi+1 ⊗ · · · ⊗ xn+1.
The free bar complex B˜ar is defined by
· · · → B˜arn → · · · → B˜ar1 → B˜ar0 → 0.
We define the augmentation morphism d0 : B˜ar0 = A ⊗O A → A by the
multiplication map µ. We define an augmented free bar complex by
B˜ar
+
= (B˜ar
d0→ A).
Proposition 2.5. The double complex B˜ar
+
is exact.
Proof. We prove the proposition by constructing a homotopy. We define
θn : B˜arn = A⊗O · · · ⊗O A︸ ︷︷ ︸
n+2
= O ⊗O A⊗O · · · ⊗O A︸ ︷︷ ︸
n+2
i⊗1A⊗···⊗1A−−−−−−−−→ A⊗O · · · ⊗O A︸ ︷︷ ︸
n+3
= B˜arn+1
for n ≥ 0 and
θ−1 : A = O ⊗O A
i⊗1A−−−→ A⊗O A = B˜ar0.
Using the equality i⊗ 1 = ∆lA : A→ A⊗O A, and the counitarity of the left
coaction of O on A, we have µ∆l = 1A. As a consequence, we have
θn−1dn + dn+1θn = 1 ( for n ≥ 0),(2.8)
d0θ−1 = 1.
Thus we have the proposition. 
Corollary 2.6. The complex ˜Bar(A/O)
d0−→ A is a free A ⊗ A◦- resolution
of A.
2.3.2. We define a simplicial free bar complex B˜arsimp = B˜arsimp(A/O)
and an augmented free simplicial bar complex B˜ar
+
simp = B˜ar
+
simp(A/O).
Let α = (α0 < · · · < αn) be a sequence of integers. We define B˜arsimp
α
by
B˜arsimp
α
= A
α0
⊗O · · ·
αn
⊗O A.
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Let 0 ≤ p ≤ n. We define ∂α : B˜arsimp
α
→ B˜arsimp by
∂α(x0
α0
⊗ x1 · · ·xn
αn
⊗ xn+1) =
n∑
p=0
(−1)p(x0
α0
⊗ · · ·
αp−1
⊗ xpxp+1
αp+1
⊗ · · ·
αn
⊗ xn+1).
We set
˜Barsimp,n = ⊕α0<···<αn ˜Barsimp
α
By taking the summation on α, we have a sequence
B˜arsimp : · · · → ˜Barsimp,n
dn−→ · · ·
d2−→ ˜Barsimp,1
d1−→ ˜Barsimp,0 → 0.
We can check that B˜arsimp becomes a complex. We define the augmentation
map d0 : B˜ar
0
simp → A by the sum of the multiplication map µ : A
α0
⊗OA→ A.
We define the double complex
B˜arsimp
+
= (B˜arsimp
d0−→ A).
Proposition 2.7. The double complex B˜arsimp
+
is exact.
Proof. To prove the proposition, we define a subcomplex B˜arN<,simp by
B˜arN<,simp,n = ⊕N<α0<···<αnB˜ar
α0,...,αn
simp .
We define a map θαn by
θαn :B˜ar
α0,...,αn
simp = A
α0
⊗O · · ·
αn
⊗O A = O
N
⊗O A
α0
⊗O · · ·
αn
⊗O A
i⊗1⊗···⊗1
−−−−−−→ A
N
⊗O A
α0
⊗O · · ·
αn
⊗O A = B˜ar
N,α0,...,αn
simp ⊂ B˜ar
n+1
N−1<,simp.
By taking the summation on α, we have a map
θn : B˜arN<,simp,n → B˜arN−1<,simp,n+1
We define a map θ−1 : A = O ⊗O A→ A
N
⊗O A by i⊗ 1 = ∆
l. Then we have
the homotopy relation (2.8). Since
B˜ar
+
simp = lim−→
N
B˜ar
+
N<,simp,
we proved the proposition. 
Corollary 2.8. The complex B˜arsimp(A/O)
d0−→ A is a free A⊗A◦- resolution
of A.
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2.3.3. We define a homomorphism σ : B˜arsimp(A/O)→ B˜ar(A/O) of dou-
ble complexes by
σ(x0
α0
⊗ · · ·
αn
⊗ xn+1) = x0 ⊗ · · · ⊗ xn+1.
Then the homomorphism σ commutes with the augmentations d0. By Corol-
lary 2.6 and 2.8 , the homomorphism
O ⊗ǫr ,A B˜arsimp(A/O)⊗ǫl,A O → O ⊗ǫr ,A B˜ar(A/O)⊗ǫl,A O
is a quasi-isomorphism. Since
O ⊗ǫr,A B˜arsimp(A/O)⊗ǫl,A O ≃ Barsimp(A/O, ǫ)
and
O ⊗ǫr ,A B˜ar(A/O)⊗ǫl,A O ≃ Bar(A/O, ǫ),
we have the following theorem
Theorem 2.9. The natural map
σ : Barsimp(A/O, ǫ)→ Bar(A/O, ǫ)
is a quasi-isomorphism.
2.4. Coproducts on bar complexes. In this subsection, we introduce a
coproduct structure on bar complexes.
2.4.1. We define a homomorphism
A⊗O · · · ⊗O A︸ ︷︷ ︸
n+m
→ (A⊗O · · · ⊗O A︸ ︷︷ ︸
n
)⊗ (A⊗O · · · ⊗O A︸ ︷︷ ︸
m
)
by applying the natural map A ⊗O A → A ⊗ A for n-th and n + 1-th tensor
components. This map is written as[
x1 ⊗ · · · ⊗ xn+m
]
7→
[
x1 ⊗ · · · ⊗ xn
]
⊗
[
xn+1 ⊗ · · · ⊗ xn+m
]
As for this notation, see also (2.2). The map
A⊗O · · · ⊗O A→ O⊗ (A⊗O · · · ⊗O A)
(resp. A⊗O · · · ⊗O A→ (A⊗O · · · ⊗O A)⊗O)
obtained by the left (resp. right) O coproduct of A at the first (resp. the
last) factor is written as
x1 ⊗ · · · ⊗ xn+m 7→ ∆
l(x1)⊗ · · · ⊗ xn+m
(resp.x1 ⊗ · · · ⊗ xn+m 7→ x1 ⊗ · · · ⊗∆
r(xn+m) ).
We introduce a coalgebra structure
(2.9) ∆B : Bar(A/O, ǫ)→ Bar(A/O, ǫ)⊗Bar(A/O, ǫ)
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by
∆B(
[
x1 ⊗ · · · ⊗ xn
]
) =∆l(x1)⊗ · · · ⊗ xn
+
n−1∑
i=1
[
x1 ⊗ · · · ⊗ xi
]
⊗
[
xi+1 ⊗ · · · ⊗ xn
]
+ x1 ⊗ · · · ⊗∆
r(xn).
The right hand side of (2.9) becomes a double complex using the tensor prod-
uct of complexes.
Proposition 2.10. This homomorphism ∆B is a homomorphism of double
complexes.
Proof. Since the differential of Bar(A/O, ǫ) is defined by the multiplications
and left and right augmentations, it commute with that of Bar(A/O, ǫ) ⊗
Bar(A/O, ǫ) by the following commutative diagrams.
V α ⊗ Aαβ ⊗ Aβγ ⊗Aγδ ⊗ δV
(V α ⊗Aαβ ⊗ βV )
⊗(V β ⊗ Aβγ ⊗Aγδ ⊗ δV )
‖ ‖
A⊗O A⊗O A
δ⊗1
→ A⊗ (A⊗O A)
1⊗ δ ↓ ↓ 1⊗ ǫr
(A⊗O A)⊗ A
ǫl⊗1
→ A⊗ A
‖ ‖
(V α ⊗Aαβ ⊗Aβγ ⊗ γV )
⊗(V γ ⊗ Aγδ ⊗ δV )
(V α ⊗Aαβ ⊗ βV )
⊗(V γ ⊗ Aγδ ⊗ δV )
This commutativity follows from the identification (2.4). 
2.4.2. We define a coproduct
∆αsimp : Bar
α
simp → Barsimp ⊗Barsimp
by the formula
∆αsimp(
[
y0
α0
⊗ x1
α1
⊗ · · ·
αn−1
⊗ xn
αn
⊗ yn+1
]
)
=∆l(y0 ⊗ x1)
α1
⊗ · · ·
αn−1
⊗ xn
αn
⊗ yn+1
+
n−1∑
i=1
[
y0
α0
⊗ x1
α1
⊗ · · ·
αi−1
⊗ ∆r(xi)
]
⊗
[
∆l(xi+1)
αi+1
⊗ · · ·
αn−1
⊗ xn
αn
⊗ yn+1
]
+ y0
α0
⊗ x1
α1
⊗ · · ·
αn−1
⊗ ∆r(xn ⊗ yn+1).
Here ∆l(y0 ⊗ x1) and ∆
r(xn ⊗ yn+1) are considered as maps
O ⊗O A = A→ O⊗A = (O ⊗O O)⊗ (O ⊗O A)
A⊗O O = A→ A⊗O = (O ⊗O A)⊗ (O ⊗O O).
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Proposition 2.11. (1) The sum of the map ∆simp =
∑
α∆
α
simp becomes
a homomorphism of double complexes
Barsimp(A/O, ǫ)→ Barsimp(A/O, ǫ)⊗Barsimp(A/O, ǫ).
(2) The coproduct structure of Bar(A/O, ǫ) and Barsimp(A/O, ǫ) are
compatible with the quasi-isomorphism σ defined in §2.3.3.
The proof is similar to Proposition 2.10 and we omit it.
2.4.3. The homomorphism O → k and the sum of O
i
⊗O O → k defines
counit Bar(A/O, ǫ)→ k and Barsimp(A/O, ǫ)→ k.
3. Relative DGA and DG category
Let S be a split reductive group, O the coordinate ring of S, A a relative
DGA over O, and ǫ a relative augmentation of A. In this section, we introduce
the DG category associated to a relative DGA A over O. Moreover, we
prove that DG category KC(A/O) of DG complexes in C(A/O) is homotopy
equivalent to that of Bar(A/O, ǫ)-comodules (Theorem 3.14).
3.1. DG category associated to a relative DGA.
3.1.1. We define a DG category C(A/O) for a relative DGA A over the Hopf
algebra O. An object V = V • of C(A/O) is a complex V = V • of finite
dimensional left O-comodules such that V • → O ⊗ V • is a homomorphism
of complexes. For objects V1 and V2 in C(A/O), we define a complex of
homomorphisms HomC(A/O)(V1, V2) by
HomC(A/O)(V1, V2) = HomO(V1, A⊗O V2).
Then the composite of the complexes of homomorphisms is defined by the
composite of the following maps:
HomO(V2, A⊗O V3)⊗HomO(V1, A⊗O V2)(3.1)
→HomO(A⊗O V2, A⊗O A⊗O V3)⊗HomO(V1, A⊗O V2)
→HomO(V1, A⊗O A⊗O V3)
µA
→HomOS (V1, A⊗O V3).
Then we have A ≃ HomC(A/O)(LO, LO) and the multiplication map is equal
to
A⊗O A→ A⊗ A
σ
−→ A⊗ A(3.2)
≃HomC(A/O)(LO, LO)⊗HomC(A/O)(LO, LO)
◦
→HomC(A/O)(LO, LO)
Here σ denotes the transposition (1.2).
The DG category of finite DG complexes in C(A/O) is denoted asKC(A/O).
An object in KC(A/O) is written as (V i, dij) where
dij ∈ Hom
1
C(A/O)(V
je−j , V ie−i)
(∗)
≃ Hom1+j−iC(A/O)(V
j , V i).
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Here the map (∗) is given in (1.1). (See also [T], §2.2.) By the definition of
DG complex, we have
(3.3) ∂dik +
∑
i<j<k
dij ◦ djk = 0.
3.1.2. Let C1 and C2 be DG categories. A pair F = (ob(F ), mor(F )) of
map ob(F ) : ob(C1) → ob(C2) and mor(F ) : mor(C1) → mor(C2) is called
a DG functor, if it is compatible with the composite, and preserves identity
morphisms.
3.1.3. If Apre = Homk(O,O), then C(Apre/O) is nothing but the full sub-
DG category of complex of finite dimensional k-vector spaces consisting of
O-comodules. For an object M,N ∈ C(Apre/O), we have
HomC(Apre/O)(M,N) = HomO(M,Apre ⊗O N) = Homk(M,N).
Let ǫ : A → Homk(LO, LO) be a relative augmentation. We define a
DG functor ρǫ : C(A/O) → C(k) by forgetting left O-comodule structure for
objects. For a morphism ϕ ∈ HomC(A/O)(M,N), we define ρǫ(ϕ) by the
image of ϕ under the map
HomC(A/O)(M,N)→ HomC(Apre/O)(M,N) = HomV ectk(M,N).
3.1.4. DG category (B − com). Let B be a counitary and coassociative dif-
ferential graded coalgebra over k. The comultiplication and the counit is
written as ∆B and u. A complex M with a homomorphism M → B ⊗M of
complexes is called a B-comodule if it is coassociative and counitary. For two
B-comodules M and N , we define the double complex RHomB(M,N) by
Hom•KV ect(M,N)→ Hom
•
KV ect(M,B⊗N)→ Hom
•
KV ect(M,B⊗B⊗N)→ · · ·
where the differential is given by
dϕ =(1B ⊗ 1B ⊗ · · · ⊗ 1B ⊗∆N ) ◦ ϕ− (1B ⊗ 1B ⊗ · · · ⊗∆B ⊗ 1N ) ◦ ϕ
+ · · ·+ (−1)n(∆B ⊗ 1B ⊗ · · · ⊗ 1B ⊗ 1N ) ◦ ϕ
+ (−1)n+1(1B ⊗ ϕ) ◦∆M
for an element ϕ ∈ Hom•KV ect(M,B
⊗n⊗N). We introduce a composite map
(3.4) c : RHomB(M,N)⊗RHomB(L,M)→ RHomB(L,N).
For elements ϕ and ψ in Hom•KV ect(M,B
⊗n⊗N) and Hom•KV ect(L,B
⊗m⊗
M), we define c(ϕ⊗ ψ) in Hom•KV ect(L,B
⊗(n+m) ⊗N) by
c(ϕ⊗ ψ) = (1⊗mB ⊗ ϕ) ◦ ψ.
We can check that this composite is associative. The associate simple complex
of RHomB(M,N) is written as RHomB(M,N).
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Definition 3.1. We define a DG category (B−com) for a differential graded
coalgebra B as follows. The class of objects of (B − com) consists of finite
dimensional B-comodules, and for B-comodules M,N , the complex of homo-
morphisms is defined by RHomB(M,N). The composite of homomorphisms
is defined by the homomorphism (3.4).
Proposition 3.2. Let M be a cofree B-comodule. Then the functor N 7→
RHomB(N,M) is exact.
Proof. We consider the stupid filtration on RHomB(N,M) and reduce to the
exactness of HomKV ectk(N,B ⊗ · · · ⊗B ⊗M). 
3.1.5. N be a complex of B-comodules. We define a standard cofree resolu-
tion F(N) of N by
F(N) : B ⊗N → B ⊗B ⊗N → B ⊗B ⊗B ⊗N → · · ·
where
d(bn ⊗ · · · b0 ⊗ n) =
n∑
i=0
(−1)i+1bn ⊗ · · · ⊗∆B(bi)⊗ · · · ⊗ b0 ⊗ n
+ bn ⊗ · · · b0 ⊗∆N (n)
Then the associate simple complex F (N) becomes a complex of B-comodules.
Let N1, N2 be B-comodules and ϕ : N1 → N2 be a B-homomorphism, i.e.
the following diagram commutes:
N1
ϕ
−→ N2
∆N1 ↓ ↓ ∆N2
B ⊗N1
1⊗ϕ
−−−→ B ⊗N2
.
Note that we do not assume that ϕ commutes with the differentials. The set
of B-homomorphism from N1 to N2 is denoted by HomB(M,N). This space
becomes a sub complex of HomKV ectk(M,N), since the differentials and the
comodule structures on N1 and N2 commute.
Lemma 3.3. (1) Let M be a B-comodule, and N a complex of k-vector
spaces. Then B⊗N becomes a B-comodule with the product complex
structure. By attaching ϕ ∈ HomB(M,B ⊗ N) to the element ϕ˜
defined by
(ϕ˜ :M
ϕ
−→ B ⊗N
ǫ⊗1
−−→ N) ∈ Homk(M,N),
we have an isomorphism HomB(M,B ⊗ N) → Homk(M,N). The
inverse map is given by
ϕ :M
∆M−−→ B ⊗M
1⊗ϕ˜
−−−→ B ⊗N.
(2) Using the isomorphism of (1), we have a natural isomorphism of com-
plexes
RHomB(M,N) ≃ HomB(M,F (N)).
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We define a homomorphism of complexes
α : RHomB(M,N)→ HomB(F(M),F(N)).
Let ϕ be an element ofRHomB(M,N)
p = Homk(M,B ⊗ · · · ⊗B︸ ︷︷ ︸
p
⊗N). Then
the map
(3.5) αq(ϕ) : B ⊗ · · · ⊗B︸ ︷︷ ︸
q+1
⊗M
1⊗q⊗ϕ
−−−−→ B ⊗ · · · ⊗B︸ ︷︷ ︸
q+1
⊗B ⊗ · · · ⊗B︸ ︷︷ ︸
p
⊗N
is an element of HomB(F (M)
q, F (N)p+q) for q ≥ 0. By taking the sum of
αq(ϕ), we have a map α(ϕ) ∈ HomB(F (M), F (N)). By Proposition 3.2, we
have the following lemma.
Lemma 3.4. (1) The homomorphism α is a homomorphism of complexes
and a quasi-isomorphism.
(2) Let
µ : HomB(F (M), F (N))⊗HomB(F (L), F (M))→ HomB(F (L), F (N))
be a homomorphism of complexes defined by the composite. The map
µ commute with the composite map c in (3.4) via the homomorphism
α.
3.2. Bijection on objects.
3.2.1. Construction of a bijection ϕ. In this subsection, we construct a map
ϕ : ob(KC(A/O))→ ob(Barsimp(A/O, ǫ)− com).
Let (V i, dij) be an object of KC(A/O). For an index α = (α0 < · · · < αn),
we define the following degree n left O-homomorphism
∆α : V α0e−α0 → Barα0,...,αnsimp ⊗ V
αne−αn ,
where
Barα0,...,αnsimp = O
α0
⊗O A
α1
⊗O · · ·
αn−1
⊗ O A
αn
⊗O O.
For n = 0, the map
∆α0 : V α0e−α0 → O⊗ V α0e−α0 = Barα0simp ⊗ V
α0e−α0
is defined as the coproduct structure on V α0e−α0 . We define ∆α0,...,αn for
n ≥ 1 by the induction on n. For n = 1, by the definition of KC(A/O), we
have a left O-homomorphism dα1α0 : V
α0e−α0 → A ⊗O V
α1e−α1 of degree
one. By composing the following O-homomorphisms
∆α0,α1 : V α0e−α0
dα1α0−−−−→ A⊗O V
α1e−α1
→ A⊗ V α1e−α1 = (O
α0
⊗O A
α1
⊗O O)⊗ V
α1e−α1 ,
we have the required homomorphism. Suppose that a left O-homomorphism
∆α1,...,αn : V α1eα1 → Barα1,...,αnsimp ⊗ V
αne−αn
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of degree (n−1) is given. Using the inductive definition of ∆α1,...,αn , we have
the following composite map
V α0e−α0
dα1α0−−−−→ A⊗O V
α1e−α1
1⊗∆α1,...,αn
−−−−−−−−→A⊗O Bar
α1,...,αn
simp ⊗ V
αne−αn
= Barα0,...,αnsimp ⊗ V
αne−αn ,
and we have a required degree n-homomorphism. The map ∆α is written as
∆α = (1⊗ dαnαn−1) ◦ (1⊗ dαn−1αn−2) ◦ · · · ◦ dα1α0 .
We set V = ⊕iV
ie−i. Then it is a finite dimensional vector space. We define
a homogeneous map ∆V : V → Barsimp(A/OS, ǫ)⊗ V of degree zero by
∆V =
∑
0≤n
∑
|α|=n
(1⊗ tn ⊗ 1) ◦∆α,
where
1⊗ tn ⊗ 1 : Barα1,...,αnsimp ⊗ V
αne−αn → Barα1,...,αnsimp e
n ⊗ V αne−αn .
We define a differential δ on the vector space V . We set δii = δi ⊗ 1 on
V ie−i, where δi is the differential on V
i, and δji : V
i → V j is the image of
dji under the map
Hom1C(A/O)(V
ie−i, A⊗O V
je−j)
→Hom1C(A/O)(V
ie−i, Apre ⊗O V
je−j)
=Hom1KV ect(V
ie−i, V je−j)
induced by the relative augmentation. We define δV on V by δV =
∑
i≤j δji.
Lemma 3.5. The map δV defines a differential on V .
Proof. The map δji (i < j) is the composite of the following map.
V ie−i → A⊗O V
je−j
ǫr⊗1
−−−→ O ⊗O V
je−j = V je−j .
Let ii : V
ie−i → V and pj : V → V
je−j be the inclusion and the projection.
It is enough to show that pjδ
2
V ii = 0 for i ≤ j. If i = j, then the equality
holds, because δii is a differential of V
i. By the commutative diagram
V ie−i
dki
−−−→ A⊗O V
ke−k
1⊗djk
−−−−−→ A ⊗O A⊗O V
je−j
µ⊗1
−−−→ A⊗O V
je−j
ǫr ⊗ 1 ↓ ǫr ⊗ 1⊗ 1 ↓ ǫr ⊗ 1 ↓
V ke−k
djk
−−−→ A⊗O V
je−j
ǫr⊗1
−−−−→ V je−j ,
we have
(ǫr ⊗ 1)(djk ◦ dki) = (ǫ
r ⊗ 1)(µ⊗ 1)(1⊗ djk)dki = δjkδki,
(ǫr ⊗ 1)(∂dji) = δjjδji + δjiδii
for i < k < j. Therefore by the condition (3.3) for DG complex, we have the
lemma. 
Proposition 3.6. The homomorphism ∆V defines a Barsimp(A/O, ǫ)-comodule
structure on V .
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Proof. We can easily check the coassociativity and the counitarity. We show
that the homomorphims ∆V is a homomorphism of complexes, in other words,
the homomorphism ∆V commutes with the differential δV on V and differen-
tial dBarsimp ⊗ 1 + 1⊗ δV on Barsimp ⊗ V .
The outer differential defined in (2.6) for Barsimp is denoted by ∂α,i, and
the inner differential Barαsimp → Bar
α
simp is denoted by din. We compute
(3.6) (dBarsimp ⊗ 1 + 1⊗ δV )∆V −∆V ◦ δV
on the component from V αe−α to Barα0,...,αnen⊗ V βe−β for α ≤ α0 < · · · <
αn ≤ β. It is the sum of the following terms:
(1) −(1⊗ tn ⊗ 1)∆αδα0α if αn = β and α < α0.
(2) −(1⊗ tn ⊗ 1)∆αδαα if αn = β and α = α0.
(3) (1⊗ δβαn)(1⊗ t
n ⊗ 1)∆α if α = α0 and αn < β.
(4) (1⊗ δββ)(1⊗ t
n ⊗ 1)∆α if α = α0 and αn = β.
(5) (din ⊗ 1)(1⊗ t
n ⊗ 1)∆α if α = α0 and αn = β.
(6) summation (−1)i(∂γ,i ⊗ 1)(1⊗ t
n ⊗ 1)∆γ over the index γ such that
α is obtained from γ = (γ0, . . . , γn+1) by deleting i-th element, for
1 ≤ i ≤ n if α = α0 and αn = β.
(7) (∂γ,0 ⊗ 1)(1 ⊗ t
n ⊗ 1)∆γ where γ = (α < α0 < · · · < αn) if α < α0
and αn = β.
(8) (−1)n+1(∂γ,n+1 ⊗ 1)(1⊗ t
n ⊗ 1)∆γ where γ = (α0 < · · · < αn < β) if
α = α0 and αn < β.
We compute (3.6) for all components.
(a) The case α < α0 and αn = β. The terms (1) and (7) contribute. They
cancel by the definition of ∂γ,0 and δα0α.
(b) The case α = α0 and αn < β. The terms (3) and (8) contribute. They
cancel by the following commutative diagrams.
A⊗O V
αneαn
1⊗dβαn−−−−−→ A⊗O A⊗O V
βe−β −→ (A⊗O A)⊗ V
βe−β
↓ ↓ (1⊗ ǫl)⊗ 1 ↓
A⊗ V αne−αn
1⊗dβαn−−−−−→ A⊗ (A⊗O V
βe−β)
1⊗(ǫr⊗1)
−−−−−−→ A⊗ V βe−β .
(c) The case α = α0 and αn = β. The summation of the term in (6) for a
fixed i is equal to the summation (−1)i times the composites of
V α0e−α0 → Bar
α0,...,αi−1
simp ⊗O V
αi−1e−αi−1
1B⊗(dαiγi◦dγiαi−1)
−−−−−−−−−−−−−→
(#)
Bar
α0,...,αi−1
simp ⊗O A⊗O V
αie−αi
→ Barα0,...,αnsimp ⊗ V
αne−αn
1⊗tn⊗1
−−−−−→ Barα0,...,αnsimp e
n ⊗ V αne−αn
over αi−1 < γi < αi. By the relation (3.3), the morphism (#) is (−1)-times
the summation of
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(c-1-i)
Bari ⊗O V
αi−1e−αi−1
1⊗δαi−1αi−1
−−−−−−−−→ Bari ⊗O V
αi−1e−αi−1
1⊗dαiαi−1
−−−−−−−→ Bari ⊗O A⊗O V
αie−αi
(c-2-i)
Bari ⊗O V
αi−1e−αi−1
1⊗dαiαi−1
−−−−−−−→ Bari ⊗O A⊗O V
αie−αi−1
1⊗δαiαi−−−−−→ Bari ⊗O A⊗O V
αie−αi
(c-3)
Bari ⊗O V
αi−1e−αi−1
1⊗dαiαi−1
−−−−−−−→ Bari ⊗O A⊗O V
αie−αi−1
dA⊗1−−−→ Bari ⊗O A⊗O V
αie−αi
Thus
(A) the summation for (c-3) cancels with the term (5),
(B) the term (c-1-(i+1)) and (c-2-i) cancel for i = 1, . . . , n− 1,
(C) the term (c-1-1) and (2) cancel, and
(D) the term (c-2-n) and (4) cancel.
Therefore (3.6) is equal to zero and ∆V is a homomorphism of complexes. 
Definition 3.7. By associating (V,∆V ) to (V
i, dij), we have a map ϕ :
ob(KC(A/OS))→ ob(Barsimp − com).
3.2.2. Construction of the functor ψ. We construct the inverse ψ : ob(Barsimp(A/OS)−
com)→ ob(KC(A/OS)) of the map ϕ. Let V be a bounded complex of finite
dimensional vector spaces and
∆V : V → Barsimp ⊗ V
be a Barsimp-comodule structure on V . Let
πi : Barsimp → O
i
⊗OO,
πij : Barsimp → O
i
⊗OA
j
⊗OOe
1⊗t−1
−−−−→ O
i
⊗OA
j
⊗OO
be the projection to the Bar
(i)
simp and Bar
(ij)
simp components. Let ∆i be the
composite
V
∆V−−→ Barsimp ⊗ V
1⊗πi−−−→ (OS
i
⊗OS OS)⊗ V = OS ⊗ V
and pri = (ǫ
r ⊗ 1V )∆i : V −→ V . Let dji be the composite
V → Barsimp ⊗ V
πij⊗1
−−−−→ (OS
i
⊗OS A
j
⊗OS OS)⊗ V = A⊗ V.
Proposition 3.8. (1) The maps pri (i ∈ Z) define complete orthogonal
idempotents of V .
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(2) We have
∆ipri = ∆i = (1⊗ pri)∆i, djipri = dji = (1⊗ prj)dji
As a consequence V i becomes an O-comodule.
(3) The differential on V commute with the projection pri and the coac-
tion of O. As a consequence, V i becomes an object in C(A/O).
(4) The homomorphism dji defines an element in HomO(V
i, A⊗O V
j) =
HomC(A/O)(V
i, V j).
Proof. (1) By the counitarity of the coaction of Barsimp on V , the composite
map
V
∆V−−→ Barsimp ⊗ V
ǫ⊗1
−−→ V
is the identity map on V . Therefore we have
∑
i pri = 1V . The statement
(2),(3) follows form the coassociativity. 
By the compatibility of ∆V for the differentials of V and Barsimp⊗ V , we
have the following proposition.
Proposition 3.9. (1) The map dij defines a DG complex in C(A/O)
(2) The maps ϕ and ψ are inverse to each other.
We define the functor ψ by associating the Bar-comodule (V,∆V ) to the
system {V i, dij} in KC(A/OS).
Remark 3.10. Without the finite dimensionality of the Barsimp-comodule
V , we can define the above decomposition V = ⊕iV
i and the map ∆i by the
counitarity and the coassociativity.
3.3. Homotopy equivalence of (KC(A/O)) and (Barsimp − com).
3.3.1. We set B = Barsimp(A/O, ǫ). LetN1 andN2 be B-comodules. We set
ψ(N1) = (N
i
1, dji), ψ(N2) = (N
i
2, dji) and let ii : N
i
1 → N1 and pj : N2 → N
j
2
be the natural inclusion and the projection. Via the bijections ϕ and ψ, we
identify the class of objects in KC(A/O) and that of (B − com) defined in
§3.2.
Let f be an element of HomB(N1, N2). Since the coaction of B is com-
patible with the map f , we have f(N i1) ⊂ N
i
2 and the restriction f
i of f to
N ii is a O-homomorphism. Let β(f)
i ∈ HomO(N
i
1, A⊗ON
i
2) be the following
composite homomorphism
N i1
f i
−→ N i2 = O ⊗O N
i
2 → A⊗O N
i
2.
Then we have β(f) ∈ HomKC(A/O)(ψ(N1), ψ(N2)).
Definition 3.11. The category of DG complexes in C without assuming the
finiteness of {i | V i 6= 0} for {V i, dij} is denoted as KC
′. In this category,
the morphism {ϕij} is assumed to be bounded from below, i.e. there exists m
such that ϕi,j = 0 for j < i+m, so that the composite of two morphisms are
well defined.
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Lemma 3.12. (1) The homomorphism
β : HomB(N1, N2)→ HomKC(A/O)(ψ(N1), ψ(N2))
commutes with the differentials and is compatible with the composites.
(2) Moreover if N2 is a cofree B-comodule, the map β is a quasi-isomorphism.
3.3.2. Let M be an object of KC(A/O). Then the free resolution F (ϕ(M))
defined in §3.1.5 of ϕ(M) is a cofree B-comodule. The object ψ(F (ϕ(M))) ∈
KC(A/O) corresponding to F (ϕ(M)) is denoted by F (M). By the above
lemma, we have the following corollary.
Lemma 3.13. Let N1, N2 be B-comodules.
(1) Then the homomorphism
(3.7) β : HomB(F (N1), F (N2))→ HomKC′(A/O)(ψ(F (N1)), ψ(F (N2)))
is a quasi-isomorphism and compatible with the composites.
(2) The natural homomorphisms of complexes
HomKC′(A/O)(N1, N2)→ HomKC′(A/O)(N1, F (N2))(3.8)
HomKC′(A/O)(F (N1), F (N2))→ HomKC′(A/O)(N1, F (N2))(3.9)
induced by the natural homomorphism N1 → F (N1) and N2 → F (N2)
are quasi-isomorphisms.
3.3.3. We define a DG categoryBK(A/O). The class of objects ofBK(A/O)
is that of B − com. Let M,N be objects in BK(A/O). The complex of ho-
momorphism HomBK(A/O)(M,N) is defined by the cone of
HomKC(A/O)(ψ(M), ψ(N))
↓ η (3.8)
RHomB(M,N)
ξ
−→ HomKC′(A/O)(ψ(M), F (ψ(N)).
Here the map ξ is the composite
RHomB(M,N)
α(3.5)
−−−−→ HomB(F (M), F (N))
β(3.7)
−−−−→ HomKC′(A/O)(ψ(F (M)), ψ(F (N)))
(3.9)
−−−→ HomKC′(A/O)(ψ(M), F (ψ(N)).
Then the homomorphisms ξ and η are quasi-isomorphism. We introduce a
composite structure
◦ : HomBK(A/O)(M,N)⊗HomBK(A/O)(L,M)→ HomBK(A/O)(L,M)
by the rule
(a+ b+ c) ◦ (a′ + b′ + c′) = (a ◦ a′) + (b ◦ b′) + (c ◦ η(a′) + ξ(b) ◦ c′)
for
a ∈ HomKC(A/O)(ψ(M), ψ(N)), b ∈ RHomB(M,N)
c ∈ HomKC′(A/O)(ψ(M), F (ψ(N)).
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Then this composite is associative. Thus we have the following theorem.
Theorem 3.14. (1) The natural projections
HomBK(A/O)(M,N)→ HomKC(A/O)(ψ(M), ψ(N))
HomBK(A/O)(M,N)→ RHomB(M,N)
defines a DG functor.
(2) The DG functors BK(A/O)→ KC(A/O) and BK(A/O)→ (Bsimp−
com) are homotopy equivalent.
3.4. Integrable (A/O)-connection. In this and the next subsection, we
show that the category (RepG)
S and that of H0(Bar(A/O), ǫ)-comodules are
equivalent when A is the relative DGA introduced in §2.1.3. The contents of
§3.4 and §3.5 are not used for the definition of the category of mixed elliptic
motives.
We define the category of integrable (A/O)-connections.
Definition 3.15. (1) Let V = (V iei, {dij}) be an object of KC(A/OS).
The object V is said to be concentrated at degree zero if and only
if V i is an OS-comodule put at degree zero. The full subcategory of
KC(A/OS) consisting of objects concentrated at degree zero is denoted
by KC(A/OS)
0.
(2) We define the homotopy category H0(KC(A/OS)
0) of KC(A/OS)
0
whose class of objects is that in KC(A/OS)
0. The set of morphisms
fromM toN in H0(KC(A/OS)
0) is defined by H0(HomKC(A/O)(M,N)).
The category IC(A/O) = H0(KC(A/OS)
0) is called the category of
integrable (A/O)-connections.
Proposition 3.16. An object in H0(KC(A/O)0) is equivalent to the following
data:
(1) A finite set of comodules V i. The comodule structure on V i is denoted
by ∆i : V
i → OS ⊗k V
i.
(2) O-homomorphims ∇ji : V
i → A1 ⊗k V
j for each i < j.
We impose the following conditions for data.
(1) The composite
V i → A1 ⊗k V
j ∆
r
A⊗1−1⊗∆j−−−−−−−−−→ A1 ⊗k OS ⊗k V
j
is zero.
(2) Let
∇2kji = (1A ⊗∇kj) ◦ ∇ji : V
i → A1 ⊗k A
1 ⊗k V
k
be the composite map which defines an element in HomOS (V
i, A1⊗OS
A1 ⊗OS V
k). The image of ∇2kji under the map
HomOS (V
i, A1 ⊗OS A
1 ⊗OS V
k)→ HomOS (V
i, A2 ⊗OS V
j)
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can be written as ∇kj ◦∇ji using the composite in C(A/O). Then the
equality
(3.10) ∂∇ki +
∑
i<j<k
∇kj ◦ ∇ji = 0
holds.
3.4.1. Let V and W be objects in KC(A/O)0. A closed homomorphism ϕ in
Z0HomKC(A/O)(V,W ) of degree zero is a set of homomorphisms {ϕji} with
ϕji ∈ HomOS (V
i, A0 ⊗OS W
j) such that
(3.11) ∂ϕki +
∑
k>j
∇Wkj ◦ ϕji −
∑
j>i
ϕkj ◦ ∇
V
ji = 0,
using differentials and composites in C(A/O).
3.4.2. Let A→ A′ be a quasi-isomorphism between relative DGA’s over OS .
An A-connection V relative to S can be regarded as an A′-connection.
Proposition 3.17. (1) Let V be an A-connection relative to S. Then the
set of homomorphisms HomIC(A/O)(V,W ) and HomIC(A′/O)(V,W )
are naturally isomorphic.
(2) For any A′-connection W , there exists an A-connection V which is
isomorphic to W . As a consequence, the categories IC(A/O) and
IC(A′/O) of A-connections and A′-connections are equivalent.
Proof. (1)We can introduce a natural complex structure onHomOS (V,A
•⊗OS
W ) and can show that HomOS (V,A
•⊗OSW ) and HomOS (V,A
′•⊗OSW ) are
quasi-isomorphic by taking a suitable filtrations on V and W and considering
the associate graded objects.
(2) We set W = ⊕ni=0W
i and we prove that there exists an A-connection
V such that V i = W i and a closed homomorphism ϕ : V → A′0 ⊗W such
that
ϕji = 0 for j < i and ϕii = id. (P )
We set F 1W = ⊕i≥1W
i, F 1V = ⊕i≥1V
i and assume that there exists a
closed isomorphism ϕ : F 1V → A′0 ⊗ F 1W by induction. We extend this
isomorphism to V → A′0 ⊗W with the same properties (P). Since ϕ00 = id
and ϕ0i = 0 for i > 0, it is enough to define ϕj0 ∈ HomOS (V
0, A0 ⊗OS W
j)
for j > 0 and ∇Vj0 ∈ HomOS (V
0, A1 ⊗OS V
j) for j > 0 such that
∂ϕj0 − ϕjj ◦ ∇
V
j0(3.12)
=−∇Wj0 ◦ ϕ00 −
∑
0<k<j
∇Wjk ◦ ϕk0 +
∑
0<l<j
ϕjl ◦ ∇
V
l0
in HomOS (V
0, A′
1 ⊗OS W
j). We define ϕj0 by the induction on j. By the
assumption of induction, the right hand side of (3.12) is defined. Then we
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have
∂(−
∑
0≤k<j
∇Wjk ◦ ϕk0 +
∑
0<l<j
ϕjl ◦ ∇
V
l0)
=
∑
0≤k<l<j
∇Wjl ◦ ∇
W
lk ◦ ϕk0 +
∑
0<l<j
∇Wjl ◦ (∂ϕl0)
+
∑
0<k<j
(∂ϕjk) ◦ ∇
V
k0 −
∑
0<k<l<j
ϕjl ◦ ∇
V
lk ◦ ∇
V
k0
=
∑
0≤k<l<j
∇Wjl ◦ ∇
W
lk ◦ ϕk0 −
∑
0≤p<l<j
∇Wjl ◦ ∇
W
lp ◦ ϕp0 +
∑
0<p≤l<j
∇Wjl ◦ ϕlp ◦ ∇
V
p0
+
∑
0<k<p≤j
ϕjp ◦ ∇
V
pk ◦ ∇
V
k0 −
∑
0<k≤p<j
∇Wjp ◦ ϕpk ◦ ∇
V
k0 −
∑
0<k<l<j
ϕjl ◦ ∇
V
lk ◦ ∇
V
k0
=
∑
0<k<j
ϕjj ◦ ∇
V
jk ◦ ∇
V
k0.
SinceHomOS (V
0, A′
•⊗OSW
j) andHomOS (V
0, A•⊗OSW
j) are quasi-isomorphic,
we can choose ∇′j0 ∈ Hom
1
OS
(V 0, A• ⊗OS W
j) such that
∂∇′j0 +
∑
0<k<j
∇Vjk ◦ ∇
V
k0 = 0.
Therefore
(3.13)
−
∑
0≤k<j
∇Wjk ◦ϕk0+
∑
0<l<j
ϕjl ◦∇
V
l0+ϕjj ◦∇
′
j0 ∈ Z
1Hom1OS (V
0, A′
•
⊗OS W
j)
and there exist elements
∇′′j0 ∈ Z
1Hom1OS (V
0, A• ⊗OS W
j) and ϕj0 ∈ Hom
0
OS
(V 0, A′
•
⊗OS W
j)
such that the left hand side of (3.13) is equal to −∇′′j0 + dϕj0. Therefore the
equation (3.12) holds for ∇Vj0 = ∇
′
j0 +∇
′′
j0. 
Definition 3.18 (Rigid relative DGA). Let A be a relative DGA over the
coalgebra O, i : O → A be the homomorphism of Definition 2.1 (2), and
ǫ : A → Homk(LO, LO) be a relative augmentation. The relative DGA A is
said to be rigid if
(1) Ai = 0 for i < 0,
(2) i : O → A0 is an isomorphism, and
(3) the differential A0 → A1 is a zero map.
If A is rigid, then the map i induces an isomorphism O ≃ H0(A0).
Let A be a rigid relative DGA. We define the augmentation ideal Iǫ by the
kernel of the relative augmentation ǫ. The reduced bar complexBarred(A/O, ǫ)
is defined by the following sub-complex of Bar(A/O, ǫ).
· · · → Iǫ ⊗O Iǫ ⊗O Iǫ → Iǫ ⊗O Iǫ → Iǫ → O → 0.
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The associate simple complex of Bar(A/O, ǫ) is denoted by Bar(A/O, ǫ).
The proof of the following lemma is similar to [T], Theorem 5.2, and we omit
it.
Lemma 3.19. (1) The inclusion Barred(A/O, ǫ) → Bar(A/O, ǫ) is a
quasi-isomorphism.
(2) Barred(A/O, ǫ)
n = 0 for n < 0. As a consequence, we have the
following inclusion
(3.14) H0(Bar(A/O, ǫ))→ Barred(A/O, ǫ)
0
Using the above lemma, we have the following proposition.
Proposition 3.20. Let A be a DGA relative to O, and ǫ be a relative aug-
mentation of A. Assume that there is a sub-DGA Arig → A of A which is
rigid and quasi-isomorphic to A. Then the category IC(A/O) is isomorphic
to the category of H0(Bar(A/O, ǫ))-comodules.
Proof. By Proposition 3.17, we may assume that A is a rigid relative DGA
over O. Let M be an object of IC(A/O). Then we have a Bar(A/O, ǫ)-
comodule M corresponding to M . By taking 0-th cohomology of M →
Bar(A/O, ǫ)⊗M, we have a H0(Bar(A/O, ǫ))-comodule M˜ = H0(M), since
Hi(M) = 0 for i 6= 0.
Conversely, let M˜ be a H0(Bar(A/O, ǫ))-comodule. Using the inclusion
(3.14), we have the following map.
M˜ → H0(Bar(A/O, ǫ))⊗ M˜ → Barred(A/O, ǫ)
0 ⊗ M˜.
By this map, we have an object M in IC(A/O). By this bijections, we have
a category equivalence of IC(A/O) and the category of H0(Bar(A/O, ǫ))-
comodules. 
3.5. The case associated to G → S(k). Let G be a group and G → S(k)
be a Zariski dense homomorphism. Let A = HomG(LO, LO) be the relative
DGA with respect to O = OS introduced in §2.1.3.
3.5.1. We consider the category of integrable (A/O)-connections. For two
G-modules V1, V2, the extension group of ExtG(V1, V2) is equal to the coho-
mology of the complex
HomG(V1, V2) = HomO(V1, A⊗O V2).
An object in H0(KC(A/O)0) is equivalent to the following data.
(1) Algebraic representations (V 1, ρ1), (V
2, ρ2), . . . , (V
n, ρn) of S,
(2) ∇i,j an element of Hom
1
G(Vi, Vj) for i < j.
The element in Homk(Vi, Vj) determined by
vi 7→ ∇i,j(g ⊗ vi)
is denoted as ∇i,j(g). Since
(∂∇i,k)(g1 ⊗ g2 ⊗ v) = ρk(g1)∇i,k(g2 ⊗ v)−∇i,k(g1g2 ⊗ v) +∇(g1 ⊗ ρi(g2)v),
∇j,k ◦ ∇i,j(g1 ⊗ g2 ⊗ v) = ∇j,k(g1 ⊗∇i,j(g2 ⊗ v)),
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by the condition (3.10) is equivalent to the relation
∇i,k(g1g2)(3.15)
=∇i,k(g1)ρi(g2) + ρk(g1)∇i,k(g2) +
∑
i<j<k
∇j,k(g1)∇i,j(g2)
for all g1, g2 ∈ G. Therefore the map
ρ : G→ Aut(V ) : g 7→
∑
i
ρi(g) +
∑
i<j
∇i,j(g)
is a homomorphism of groups if and only if the condition (3.15) holds.
For an object V = (V i,∇ij) in H
0(KC(A/O)0), the G-module (ρ,
∑
i V
i)
obtained from V as in the last proposition is denoted as ρ(V ).
Proposition 3.21. There exists a rigid relative sub-DGA Arig of A, which
is quasi-isomorphic to A. As a consequence, IC(A/O) is equivalent to the
category of H0(Bar(A/O, ǫ))-comodules.
Proof. Since the image G→ S(k) is Zariski dense, we have
H0(Aα,β) =HomO(V
α, V β)
=
{
k if α = β
0 if α 6= β.
Let Cα,β be a complement of the image of the differential Aα,β,0 → Aα,β,1.
We set
Airig =

0 for i < 0
⊕αV
α ⊗ αV for i = 0
⊕αV
α ⊗ Cα,β ⊗ βV for i = 1
Ai for i ≥ 2.
Then Arig satisfies the required properties. The latter part is a consequence
of Proposition 3.20. 
3.5.2. Then for two connections, V and W , the set HomIC(A/O)(V,W ) is a
subset ofHomk(V,W ) and can be identified with the set ofG-homomorphisms
from ρ(V ) to ρ(W ) by the closedness condition (3.11). Thus we get a fully
faithful functor from IC(A/O) to (RepG)
S . We have the following proposi-
tion.
Proposition 3.22. (1) The essential image of ρ : IC(A/O) → (RepG)
is equal to (RepG)
S. As a consequence, (RepG)
S is equivalent to
IC(A/O).
(2) The category (RepG)
S is equivalent to the category of H0(Bar(A/O))-
comodules.
Proof. Let V be an element of (RepG)
S and F ∗W be a filtration whose
associate graded modules come from O-comodules. We choose a splitting
{W p} of F •W in W as k-vector spaces. Then we have F pW = ⊕k≥pW
p.
By the isomorphism W p → GrpW (W ) of k vector spaces, we introduce a
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O module structure on W p. The action of G on W defines a map ∇ji in
HomG(W
i,W j) = HomO(W
i, A1⊗OW
j). SinceW is aG-module, (W p,∇ij)
defines a A-connection WA relative to S. By Proposition 3.17, the natural
functor IC(Arig/O) → IC(A/O) is an equivalence of category, we have an
object WA′ in IC(Arig/O) such that the image is isomorphic to WA. Then
one can check that ρ(WA′) is isomorphic to the given W . 
4. Mixed elliptic motif
In this section, we define quasi-DG categories of naive mixed elliptic mo-
tives (MEM) and virtual mixed elliptic motives (VMEM). Roughly speak-
ing, the DG category of virtual mixed elliptic motives is obtained by adding
objects which are homotopy equivalent to zero. Therefore (MEM) and
(VMEM) are weak homotopy equivalent.
We can not introduce a natural tensor structure on (EM) with the distribu-
tive property as is explained in §4.6.2. On the other hand, (VMEM) has a
distributive tensor structure, which is necessary to obtain a shuffle product on
the bar complex Bar(CV EM ). Using this shuffle product, H
0(Bar(CV EM ))
becomes a Hopf algebra. In this paper, Bloch cycle groups, higher Chow
groups are Q-coefficients.
4.1. Injectivity of linear Chow group. In this subsection, we prove the
injectivity of linear Chow group, which is also proved in [BL]. The proof given
here is more direct.
Proposition 4.1. Let E be an elliptic curve over a field k which does not have
complex multiplication, that is Endk¯(E) = Z. Let CH
∗
lin(E
n) be the subring
of CH∗(En) generated by f∗([0]) ∈ CH1(En), where f is a homomorphism
of abelian varieties
f : En → E.
The scalar extension of E to its algebraic closure is written as E. Then the
cycle map
cl : CH∗lin(E
n)→ H2∗et (E
n
,Ql)
is injective.
Let πi : E
n → E and πij : E
n → E × E be the projection to i-th and
ij-th components, and the diagonal in E × E is denoted by ∆. The classes
π∗i ([0]) and π
∗
ij(∆) in CH
1(En) are denoted by pi and ∆ij , respectively. Let
f : En → E be a homomorphism defined by f(x1, . . . , xn) =
∑n
i=1 aixi for
ai ∈ Z. Let α, β be symplectic basis of H
1(E) = H1et(E,Ql). For the copy of
Ei, the corresponding symplectic basis in H
1(Ei) are denoted by αi, βi. then
the class cl(f∗([0])) ∈ H2(E
n
) is equal to
f∗(α)f∗(β) = (
∑
i
aiαi)(
∑
i
aiβi) =
∑
i
a2iαiβi +
∑
i<j
aiaj(αiβj − βiαj)
=
∑
i
a2i cl(pi)−
∑
i<j
aiajcl(∆ij − pi − pj).
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Since Pic0(En) component of f∗([0]) is zero, we have
f∗([0]) =
∑
i
a2i pi −
∑
i<j
aiaj(∆ij − pi − pj)
in CH1(En). Therefore CH∗lin(E
n) is generated by pi andDij = −∆ij+pi+pj
for i 6= j. We have Dij = Dji. By the map σ : E1 ×E2 → E1 ×E2 : (x, y)→
(x,−y), we have σ(D12) = −D12.
Lemma 4.2. We have
piDij = 0,(4.1)
DijDik + piDjk = 0, and(4.2)
DijDkl +DikDjl +DilDjk = 0(4.3)
in CH2(En) for #{i, j} = 2, #{i, j, k} = 3 or #{i, j, k, l} = 4, respectively.
Proof. The equality p1D12 = p1p2 − p1∆ = 0 is trivial.
In CH2(E1 ×E2 ×E3), we have ∆12 ∩∆13 = ∆12 ∩∆23. Therefore
(p1 + p2 −D12)(p1 + p3 −D13) = (p1 + p2 −D12)(p2 + p3 −D23),
p1p2 + p2p3 + p3p1 − p3D12 − p2D13 +D12D13
=p1p2 + p2p3 + p3p1 − p3D12 − p1D23 +D12D23
and we have
−p2D13 +D12D13 = −p1D23 +D12D23.
Applying an automorphism (x1, x2, x3) 7→ (x1,−x2, x3), we have
−p2D13 −D12D13 = +p1D23 +D12D23
and we get the equality
(4.4) p2D13 = −D12D23.
(Chow groups are considered as Q-coefficient.) We consider the map ϕ :
E1×E2×E3×E4 → E1×E2×E3 defined by (x1, x2, x3, x4) 7→ (x1, x2−x4, x3).
Then applying ϕ to the equality (4.4) and using the equality
ϕ∗(p2) = p2 + p4 −D42, ϕ
∗(D12) = D12 −D14, ϕ
∗(D23) = D23 −D34,
we have
(p2 + p4 −D42)D13 = −(D12 −D14)(D23 −D34),
which implies the third equality of the lemma. 
Lemma 4.3. CHmlin(E
n) is generated by the set of elements of the form
(4.5) pi1 · · · pipDj1k1 · · ·Djqkq
such that
(1) i1, . . . , ip, j1, . . . , jq, k1, . . . , kq are distinct and
(2) (Gelfand-Zetlin condition)
j1 < j2 < · · · < jq∧ ∧ ∧
k1 < k2 < · · · < kq
.
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Proof. By the relations (4.1) and (4.2), CH∗lin(E
n) is generated by the mono-
mial of the form (4.5) with the condition (1) of Lemma 4.3. Let W be the
subspace of CH∗(En) generated by monomials for the form (4.5) with the con-
ditions (1) and (2) of Lemma 4.3. Assume that there exists a monomial of the
form (4.5) which is not an element of W . We set S = {j1, . . . , jq, k1, . . . , kq}.
We consider the set M of monomials of the form
(4.6) M ′ = pi1 · · · pipDj′1k′1 · · ·Dj′qk′q ,
which is not contained in W such that {j′1, . . . , j
′
q, k
′
1, . . . , k
′
q} = S and
j′1 < j
′
2 < · · · < j
′
q∧ ∧ ∧
k′1 k
′
2 · · · k
′
q.
By the assumption, M is not an empty set. Since the monomial (4.6) is not
contained in W , there exists a t such that k′t > k
′
t+1. The minimal of such t
is denoted by t(M ′). We introduce a total order of M by the lexicographic
order of
(4.7) (−t(M ′), j′1, k
′
1, . . . , j
′
q, k
′
q).
Let M ′ be the minimal element in M and set t = t(M ′) < q. Then we have
the equality
j′1 < j
′
2 < · · · < j
′
t < j
′
t+1 · · ·∧ ∧ ∧ ∧
k′1 < k
′
2 < · · · < k
′
t > k
′
t+1 · · ·
.
By the equality (4.3), we have
Dj′t,k′tDj′t+1,k′t+1 +Dj′t,j′t+1Dk′t+1,k′t +Dj′t,k′t+1Dj′t+1,k′t = 0.
LetM ′′ andM ′′′ be monomial obtained by replacing the factorDj′t,k′tDj′t+1,k′t+1
byDj′t,j′t+1Dk′t+1,k′t andDj′t,k′t+1Dj′t+1,k′t . Then t(M
′′) ≥ t(M ′)+1 and t(M ′′′) ≥
t(M ′) + 1. Therefore M ′′,M ′′′ ∈ W . Since M ′ +M ′′ +M ′′′ = 0, we have
M ′ ∈W and a contradiction to the choice of M ′. 
Lemma 4.4. The set of the images cl(pi1 · · · pipDj1k1 · · ·Djqkq ) with the con-
ditions (1) and (2) of Lemma 4.3 are linearly independent in H∗(E
n
).
Proof. Since cl(Dij) = αiβj − βiαj , it is enough to prove the linear indepen-
dence for the set of monomial for fixed {i1, . . . , ip} and S = {j1, k1, . . . , jq, kq}.
For a monomial
(4.8) αi1βi1 · · ·αipβiqαj′1βk′1 · · ·αj′qβk′q
with j′1 < · · · < j
′
q, k
′
1 < · · · < k
′
q, we introduce lexicographic order by deleting
“−t(M ′)”-part of (4.7). Let pi1 · · · pipDj′1k′1 · · ·Dj′qk′q be an element with the
condition (1) and (2) of Lemma 4.3. Then the lowest monomial appeared
in cl(pi1 · · · pipDj′1k′1 · · ·Dj′qk′q ) of the above form is equal to (4.8). Therefore
they are independent. 
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Proof of Proposition 4.1. The proof of the proposition is a consequence of
Lemma 4.3 and 4.4. 
Corollary 4.5. Let p1, . . . , pm be elements in the correspondence algebra
CHn(En × En) of En, which are contained in CHnlin(E
n × En). The im-
age of pi in H
2n(En × En,Q) is written by cl(pi).
(1) If cl(p1) = cl(p2), then p1 = p2 in CH
n(En × En,Q). In particular,
the images p∗1CH
i(En, j) and p∗2CH
i(En, j) of the correspondences
p∗1 and p
∗
2 in the higher Chow group CH
i(En, j) are equal.
(2) The element pi is a projector if and only if the class H
2n(En×En,Q)
is a projector in the cohomological correspondence ring.
(3) The correspondences {pi} are orthogonal (resp. complete set of pro-
jectors) if and only if {cl(pi)} are orthogonal (resp. complete set of
projectors).
Corollary 4.6. Let G = S2 ⋊ 〈σ〉 and ρ be the character of G defined by
ρ((1, 2)) = 1 and ρ(σ) = −1. Here the element σ is the inversion of E. Let ∆+
and ∆− be the diagonal divisor of E×E and the divisor defined by x+y = 0,
where (x, y) are the coordinates of E × E. The maps Zi(E × E × X, j) →
Zi(E × E ×X, j) on Bloch cycle groups induced by
ϕ1 : Z 7→ −
1
4
(∆+ −∆−)× prX(Z ∩ {(∆
+ −∆−)×X})
and
ϕ2 : Z 7→
1
#G
∑
g∈G
ρ(g)g∗Z
induce the same maps in the higher Chow group CHi(E × E ×X, j).
Proof. The pull back of the divisors ∆+ and ∆− by the (i, j)-component are
denoted by ∆+ij and ∆
−
ij , respectively. Since the maps ϕ1 and ϕ2 are induced
by the algebraic correspondences
−
1
4
(∆+12 −∆
−
12)× (∆
+
34 −∆
−
34)
and
1
8
(∆+13∆
+
24 −∆
−
13∆
+
24 −∆
+
13∆
−
24 +∆
−
13∆
−
24
+∆+14∆
+
23 −∆
−
14∆
+
23 −∆
+
14∆
−
23 +∆
−
14∆
−
23)
in CH2lin(E1 × E2 × E3 × E4). By computing the images of two cycles in
H4(E1 × E2 × E3 × E4), we can check the identity. 
4.2. Naive mixed elliptic motives.
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4.2.1. Let S = GL(2) and O = OS . The natural two dimensional rep-
resentation is written as V . The set of isomorphism classes of irreducible
representations is written by Irr2. Then using alternating and symmetric
tensor products, we have
Irr2 = {(Alt
2)⊗n ⊗ Symm | n ∈ Z, m ∈ N}.
Let E be an elliptic curve over a field K. We assume that E does not have
complex multiplication, i.e. EndK¯(E) = Z. Let Z
i(X, j) = Zi,−j(X) be the
cubical anti-symmetric Bloch higher cycle group. This becomes a complex
which is denoted by Zi,•(Z). Let A be a finite set. The A-power of the
elliptic curve E is denoted by EA. The group (Z/2Z)A acts on Zi,•(EA) by
the inversions of elliptic curves for each component. The (−, . . . ,−)-part of
Zi,•(EA) under the action of (Z/2Z)A is denoted by Zi,•− (E
A). The group
S[A] acts on Zi,•− (E
A). We define the complex H•(EA, EB, k) by
(4.9) H•(EA, EB, k) = Λ∗(A)⊗ Za+k,•− (E
A × EB)⊗ Λ(B)[−2k],
where a = #A. The complexes Λ∗(A) and Λ(B) are defined in §1.2.8.
Then the groups S[A] and S[B] act on this complex. If A = [1, a], B =
[1, b], then we have
Hi(EA, EB, k) =fa ∧ · · · ∧ f1 · Z
a+k
− (E
a ×Eb, 2k + a− b− i) · e1 ∧ · · · ∧ eb
4.2.2. Object and morphisms of (EM). For a natural number n, E[1,n] are
denoted by En. We define quasi-DG category of naive elliptic motives (EM).
As for the definition of quasi-DG category, see §4.2.4. The objects and com-
plexes of homomorphisms of (EM) are defined as follows:
(1) An object of (EM) is a finite dimensional complex of O-comodule.
(2) Syma ⊗ (Alt2)⊗(−p) is denoted by Syma(p). Let Syma(s), Symb(t)
be elements in Irr2. We set
Hom•EM (Sym
a(s), Symb(t))
=symaH•(Ea, Eb, t− s)symb.
(3) Let U1, U2 be finite dimensional complexes of O-comodules. The com-
plex of homomorphisms is defined by
HomEM (U1, U2)
=⊕V1,V2∈Irr2 HomO(U1, V1)⊗HomEM (V1, V2)⊗HomO(V2, U2).
4.2.3. Multiplication map for (EM). Here π is the projector to the χ-part
for the action of group and Z•(X, •) denotes the Bloch cycle group of cubical
type of X . The intersection theory for Bloch cycle complexes we have a
“homomorphism” of complex
Π : Zp1(Em1 ×Em2 , q1)⊗ Z
p2(Em2 × Em3, q2)
→ Zp1+p2−m2(Em1 ×Em3 , q1 + q2).
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Roughly speaking, this intersection homomorphism Π is defined by
z ⊗ w 7→ pr13∗((z × w) ∩ (E
m1 ×∆m2 ×E
m3 ×q1+q2)).
Here ∆m is the image of the diagonal map E
m → Em ×Em and pr13∗ is the
push forward for the map
(Em1 × Em2 ×Em3 ×q1+q2))→ (Em1 ×Em3 ×q1+q2)).
4.2.4. To get the correct definition of Π, it is necessary to take a quasi-
isomorphic subcomplex of Zp1(Em1×Em2 , q1)⊗Z
p2(Em2×Em3 , q2) consist-
ing of elements which intersect properly to all the boundary stratification of
(Em1 ×∆m2 × E
m3 × q1+q2)). See [Han], Proposition 1.3, p.112, and [Le],
Corollary 4.8, p.297, for details. A homomorphism of complex which is defined
only on a quasi-isomorphic subcomplex is called a quasi-morphism. Similarly,
a DGA whose “multiplication” is defined only on a quasi-isomorphic sub-
complex is called a quasi-DGA. We can similarly define quasi-DG category,
quasi-comodule over a quasi-DG Hopf algebra.
4.2.5. Thus by taking projector and the above intersection pairing, we have
a quasi-morphism of complexes.
HomiEM (Sym
m1(q1), Sym
m2(q2))⊗Hom
j
EM (Sym
m2(q2), Sym
m3(q3))
(4.10)
→Homi+jEM (Sym
m1(q1), Sym
m3(q3))
Here the sign rule for the pairing of “orientations” are given by
(e1 ∧ · · · ea)⊗ (fa ∧ · · · ∧ f1) 7→ 1.
Using the above pairing, we define quasi-DGA’s (EM), (MEM) as follows.
Definition 4.7. (1) We define a relative quasi-DGA AEM by
AEM = ⊕V1,V2∈Irr2V1 ⊗HomEM (V1, V2)⊗ V
∗
2
The multiplication map µ is given by
AEM ⊗O AEM
=⊕V1,V2,V3∈Irr2 V1 ⊗HomEM (V1, V2)⊗HomEM (V2, V3)⊗ V
∗
3
→⊕V1,V3∈Irr2 V1 ⊗HomEM (V1, V3)⊗ V
∗
3 ,
where the last arrow is induced by the multiplication map of (4.10).
(2) We define the quasi-DG category (EM) by C(AEM/O) defined in
§3.1.1.
(3) The quasi-DG category K(EM) of DG complexes in (EM) is called
the category of mixed elliptic motives and is denoted by (MEM).
Let U1, U2 and U3 be an object in (EM). Then we have an identification
HomEM (U1, U2) ≃ ⊕V1,V2∈Irr2HomO(U1, V1)⊗HomEM (V1, V2)⊗HomO(V2, U2).
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The multiplication is given by the following composite map:
HomEM (U1, U2)⊗HomEM (U2, U3)(4.11)
=⊕V1,V2,V ′2 ,V3∈Irr2 HomO(U1, V1)⊗HomEM (V1, V2)⊗HomO(V2, U2)
⊗HomO(U2, V
′
2)⊗HomEM (V
′
2 , V3)HomO(V3, U3)
α
−→⊕V1,V2,V3∈Irr2 HomO(U1, V1)⊗HomEM (V1, V2)
⊗HomEM (V2, V3)⊗HomO(V3, U3)
β
−→⊕V1,V3∈Irr2 HomO(U1, V1)⊗HomEM (V1, V3)⊗HomO(V3, U3)
= HomEM (U1, U3),
where α is induced by the multiplication in O-homomorphisms
HomO(V2, U2)⊗HomO(U2, V2)→ HomO(V2, V2) ≃ k
for V2 = V
′
2 and the map β is defined in (4.10). The composite map for (EM)
is defined by the rule (3.1).
4.2.6. Augmentation. We introduce an augmentation ǫEM : AEM → k. The
augmentation is defined by the composite map
Hom0EM (Sym
n(q), Symn(q))
≃symn(fn ∧ · · · ∧ f1)Z
n
−(E
n ×En, 0)(e1 ∧ · · · en)sym
n
→symn(fn ∧ · · · ∧ f1)CH
n
−(E
n ×En, 0)(e1 ∧ · · · en)sym
n
→symn(fn ∧ · · · ∧ f1)CH
n
hom,−(E
n × En, 0)(e1 ∧ · · · en)sym
n
≃Q,
where CH∗hom,− is the (−)-part of the Chow group modulo homological equiv-
alence. Here we use the assumption that the elliptic curve E has no complex
multiplication. On the component HomiEM (Sym
n1(q1), Sym
n2(q2)), where
either i 6= 0, n1 6= n2 or q1 6= q2, the augmentation is set to the zero map. By
Theorem 3.14, we have the following theorem.
Theorem 4.8. The quasi-DG category (MEM) of naive mixed elliptic mo-
tives is homotopy equivalent to the quasi-DG category (Bar(AEM/O, ǫEM )−
com) of Bar(AEM/O, ǫEM )-comodules.
4.3. An application of Schur-Weyl reciprocity. In this section, we re-
view some properties of group ring of symmetric group. For a finite set A,
the symmetric group of the set A is denoted by S[A]. Assume that a finite
set A is equipped with a total order. A sequence of integers (λ1, . . . , λp) is
called a partition if λ1 ≥ · · · ≥ λn ≥ 0. A tableau Y consisting of a set A is
defined in [M]. Then the support of Y is a partition.
Let W be a vector space and Wi be a copy of W indexed by i ∈ A. The
tensor product ⊗i∈AWi is denoted by W
⊗A. The set of tableaux consisting
of a finite set A is denoted by Tab(A).
For a tableau Y consisting of A, we can define a projector eY ∈ Q[S[A]] by
eY = esymY ealtY , where esymY and ealtY are symmetric and anti-symmetric
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projectors for horizontal and vertical symmetric subgroups. (See [M].) The
projector eY defines a GL(W )-homomorphism W
⊗A → W⊗A and the image
eYW
⊗A =MY (W )
is an irreducible representation of GL(W ) and MY becomes a functor from
(V ectk) to (V ectk). The isomorphism class of the functor MY depends only
on the support of the tableaux Y of A, and the set of isomorphism class of
irreducible representation contained in W⊗n corresponds in one to one with
the set of partition of n.
On the other hand, for any projector p :W⊗A →W⊗A of GL(W )-modules,
there exists an idempotent eP ∈ Q[S[A]] which induces the projector p.
Moreover, if #A < dim(W ), the idempotent ep which induces the projector
p is unique by Schur-Weyl reciprocity [W], p.150.
Definition 4.9. The linear map Q[Isom(S, S′)] → Q[Isom(S′, S)] defined
by g 7→ g−1 is called the adjoint map. The adjoint of x is denoted by x∗.
An element x in Q[S[A]] is called self-adjoint if x = x∗. We have e∗Y =
ealtY esymY .
For three sets S, S′ and S′′ with the same cardinality, and x ∈ Q[Isom(S, S′)]
and y ∈ Q[Isom(S′, S′′)], we have (yx)∗ = x∗y∗.
We can reformulate for the set of isomorphisms between A and A′ instead
of automorphism of A. Let A and A′ be a finite set such that #A = #A′ <
dim(W ). Then any GL(W )-equivariant homomorphism ϕ : W⊗A → W⊗A
′
is induced by a unique element eϕ in Q[Isom(A,A
′)]. This action is writ-
ten from the left. An element e of Q[Isom(A′, A)] acts on W⊗A from the
right via the conjugate e∗ of e. Thus properties for elements in Q[S[A]] and
Q[Isom(A,A′)] is reduced to that of GL(W ) equivariant homomorphisms
between W⊗A and W⊗A
′
. In other words, the natural map
(4.12) Q[Isom(S, S′)]→ HomGL(W )(W
⊗S ,W⊗S
′
)
is an isomorphism. Via this isomorphism, we have the following isomorphism
HomGL(W )(MY1 ,MY2) ≃ eY2Q[Isom(Supp(Y1), Supp(Y2))]eY1 .
The symmetric product SymA(W ) and alternating product AltA(W ) are
defined as subspaces of W⊗A corresponding to the Young tableaux with sup-
ports (n) and (1, 1, . . . , 1) = (1n), where n = #A. The associate idempotents
are written as symA and altA. For a subset B of A, the element symB and
altB can be regarded as elements in Q[S[A]].
Definition 4.10 (Category (GL∞)). Let Yi be Young tableaux and Vi com-
plexes of vector spaces. The direct sum ⊕iMYi ⊗ Vi becomes a functor from
(V ect) to (KV ect). A functor which is isomorphic to this form is called a
Schur functor. The full subcategory of (V ect)→ (KV ect) consisting of Schur
functors is denoted by (GL∞).
Lemma 4.11. The category (GL∞) is closed under tensor product.
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The set of partitions is denoted by P We choose a tableau Y for each
partition | Y | and the set of chosen tableaux is denoted by P˜.
Proof of Lemma 4.11. Let Y1 and Y2 be Young tableaux. The tensor product
MY1 ⊗MY2 of MY1 and MY2 is isomorphic to
⊕Y ∈P˜Hom(GL∞)(MY ,MY1 ⊗MY2)⊗MY .
The the subspace Hom(GL∞)(MY ,MY1 ⊗MY2) is finite dimensional and it is
zero for finite number of partitions | Y |∈ P. 
4.4. Virtual mixed elliptic motives. We use the set P˜ of Young tableaux
chosen in the last subsection.
4.4.1. In this section, we define the quasi-DG category of virtual elliptic
motives (V EM) for the elliptic curve E.
Definition 4.12. (1) An object of (V EM) is a direct sum of symbolic
Tate twisted object M(p), where M is an object in ob(GL∞).
(2) Let M1(p1) and M2(p2) be objects in (V EM). We define the complex
of homomorphisms by
Hom•V EM (M1(p1),M2(p2))
=⊕Y1,Y2
(
HomGL∞(M1,MY1)⊗ eY1H
•(Es(Y1), Es(Y2), p2 − p1)eY2
⊗HomGL∞(MY2 ,M2)
)
,
where H•(∗, ∗) is defined in (4.9).
(3) The multiplication is defined by the intersection theory and the rule
(4.11). Composite of complex of homomorphisms is defined by
f ◦ g = (−1)deg(f)deg(g)g · f,
where · is the multiplication.
(4) We define the quasi-DG category of virtual mixed elliptic motives
(VMEM) by K(V EM).
4.4.2. We define Young tableaux Yp,n as follows.
Yp,m =
(
1 3 · · · 2p− 1 2p+ 1 · · ·2p+m
2 4 · · · 2p
)
.
Proposition 4.13. (1) The objects Symn and MY,p(p) of (V EM) are
homotopy equivalent in the sense of Definition 4.14 (2).
(2) If either the depth of Y1 or that of Y2 is greater than 2, then the
complex Homi(MY1(s),MY2(t)) is acyclic.
Proof. (1) We denote the set {1, · · · , 2p+ n} by A. Let pA ∈ Q[S[A]] be the
projector
alt(1, 2)alt(3, 4) · · ·alt(2p− 1, 2p)symn.
The projector p∗A induces the isomorphism
e∗Yp,nH
1(E)⊗A ≃ p∗AH
1(E)⊗A
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of the cohomology groups. By Corollary 4.5(1) and the Schur-Weyl reci-
procity, it induces a homotopy equivalence between the objects MpA(p) and
MYp,n(p). So it suffices to show that the objects Sym
n andMpA(p) are homo-
topy equivalent. Let pr2 : E
n×E2p+n = En×E2p×En → E2p be the projec-
tion to the second factor and pr13 : E
n×E2p+n = En×E2p×En → En×En
be the projection to the product of the first and the third factors.
Let
I ∈ Hom0(Symn,MpA(p))(4.13)
be the closed homomorphism of degree zero defined by
symnfn ∧ · · · ∧ f1{(pr
∗
2(−
1
4
(∆+ −∆−))p) ∩ pr∗13∆En}−e1 ∧ · · · ∧ e2p+npA,
where the subscript − means the (−)-part by the action of the group (Z/2Z)
n×
(Z/2Z)A, and let
J ∈ Hom0(MpA(p), Sym
n)(4.14)
be the element defined by
pAf2p+n ∧ · · · ∧ f1{∆
p ×∆En}−e1 ∧ · · · ∧ ensym
n.
The composite class [J ] ◦ [I] ∈ H0(Hom(Symn, Symn)) is equal to the class
of the diagonal by the intersection equality
[−
1
4
(∆+ −∆−)] ∩ [∆] = {0}.
By changing the cycles I and J to their rationally equivalent ones [I ′] and
[J ′], the class [I ′ ◦ J ′] ∈ H0Hom(MYp,n(V )(p),MYp,n(V )(p)) is homologous
to the diagonal from Corollary 4.6.
(2) Let p1 = ♯|Y1|. If the depth of Y1 is greater than 2, then the cohomology
class of
1MY2 = eY1{∆Ep1}−eY1 ∈ Z
p1
− (E
p1 ×Ep1)
is zero. It follows from Proposition 4.1 that this class is rationally trivial. 
Definition 4.14. Let F : C1 → C2 be a functor of two DG-categories C1 and
C2.
(1) The functor F is said to be homotopy fully faithful if the map
Hom•C1(A,B)→ Hom
•
C2
(F (A), F (B))
is a quasi-isomorphism for all A,B ∈ ob(C1).
(2) Two objects M,N in C2 are said to be homotopy equivalent if there
exist closed homomorphisms I, J of degree zero
I ∈ Hom0(M,N), J ∈ Hom0(N,M),
such that the cohomology classes I ◦J and J ◦I are equal to identities.
(3) The functor F is said to be homotopy essentially surjective if for any
object M in C2, there exists an object N in C1 such that F (N) is
homotopy equivalent to M .
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(4) The functor F is said to be weak homotopy equivalent if it is homotopy
fully faithful and homotopy essentially surjective.
The following proposition is a consequence of Proposition 4.13.
Proposition 4.15. The natural functor (MEM) → (VMEM) is weak ho-
motopy equivalent.
4.5. Bar complex of a small DG-category.
4.5.1. Let T2 be a set. We consider a small DG category C2 whose class
of objects is the set T2. The complex of homomorphisms HomC2(V1, V2) is
denoted by H(V1, V2). The multiplication
η : H(V1, V2)⊗H(V2, V3)→ H(V1, V3)
is defined by the composite of the transposition and the composite of the com-
plex of homomorphisms. Let ev : C2 → V ectk be a functor of DG categories.
Here the category V ectk of vector spaces is a DG category in obvious way.
The functor ev is called an augmentation of C2.
In this subsection, we define Bar(C2, ev). For a finite sequence α = (α0 <
· · · < αn) of integers, we define Bar
α(C2, ev) by
⊕V0,...,Vn∈T2
(
ev(V0)
α0
⊗ H(V0, V1)
α1
⊗ · · ·
αn−1
⊗ H(Vn−1, Vn)
αn
⊗ ev(Vn)
∗
)
.
We define a complex Barn(C2, ev) by
⊕|α|=nBar
α(C2, ev).
For β = (α0, . . . , α̂k, . . . , αn), we define
dβα : Bar
α(C2, ev)→ Bar
β(C2, ev)
by
dβ,α(v0 ⊗ ϕ01 ⊗ · · · ⊗ ϕn−1n ⊗ v
∗
n)
=(−1)k ·

ev(ϕ01)(v0)⊗ ϕ12 ⊗ · · · ⊗ ϕn−1n ⊗ v
∗
n (if k = 0)
v0 ⊗ · · · ⊗ (ϕk−1,k · ϕk,k+1)⊗ · · · ⊗ v
∗
n (if 1 ≤ k ≤ n)
v0 ⊗ ϕ01 ⊗ · · · ⊗ ϕn−2,n−1 ⊗ (v
∗
n ◦ ev(ϕn−1n)) (if k = n).
By taking summation for α and β, we have a double complex
· · · → Barn(C2, ev)→ Barn−1(C2, ev)→ . . .
→ Bar1(C2, ev)→ Bar0(C2, ev)→ 0.
Definition 4.16. The bar complex Bar(C2, ev) is defined by the associate
simple complex of Bar(C2, ev).
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4.5.2. Let T1 and T2 be sets and we consider a surjective map ϕ : T1 → T2
and a section ψ : T2 → T1, i.e. ϕ ◦ ψ = idT2 . We introduce a DG category
ϕ∗C2 as follows.
(1) The class of objects is defined to be T1.
(2) For elements V1, V2 in T1, the complex of homomorphismHomϕ∗C2(V1, V2)
is defined to be HomC2(ϕ(V1), ϕ(V2)).
(3) The composite of the complex of homomorphisms are defined to be
those in C2.
Note that if ϕ(V1) = ϕ(V2) = W , then V1 and V2 are canonically isomorphic
in ϕ∗C2. The composite of functors ev ◦ ϕ : ϕ
∗C2 → C2 → V ectk defines an
augmentation of ϕ∗C2.
Then we also have a bar complex Bar(ϕ∗C2, ev ◦ ϕ). The natural functor
ϕ : ϕ∗C2 → C2 defines a homomorphism of bar complexes
Bar(ϕ) : Bar(ϕ∗C2, ev ◦ ϕ)→ Bar(C2, ev).
Proposition 4.17. The homomorphism Bar(ϕ) is a quasi-isomorphism.
Proof. The map ψ : T2 → T1 defines a homomorphism of complex
Bar(ψ) : Bar(C2, ev)→ Bar(ϕ
∗C2, ev ◦ ϕ).
One can check that the composite Bar(ϕ) ◦ Bar(ψ) is the identity. We will
show that Bar(ψ) ◦Bar(ϕ) induces the identity on the cohomologies.
Let N be an integer. By taking summations for α = (α0 < · · · < αn) such
that N < α0, we obtain a subcomplex Bar(C2, ev)N< of Bar(C2, ev). (In the
proof of Proposition 2.7, we used the similar notation.) We define a map
θ : Bar(ϕ∗C2, ev ◦ ϕ)N< → Bar(ϕ
∗C2, ev ◦ ϕ)N−1<
of degree −1 such that
(4.15) dθ + θd = Bar(ψ) ◦Bar(ϕ)− 1
on V Bar(ϕ∗C2, ev ◦ ϕ)N<. The composite map ψ ◦ ϕ is denoted by r and
H(Vi, Vi+1), H(Vi, r(Vi)) and H(r(Vi), r(Vi+1)) are denoted by Hi,i+1, Hi,i
and Hi,i+1. The element in Hi,i+1 corresponding to ϕi,i+1 in Hi,i+1 is de-
noted by ϕi,i+1. The element in Hii corresponding to the identity is denoted
by idii. For i = 0, . . . , n, we define θ
(i)
1 as follows.
θ
(i)
1 :ev(V0)
∗
α0
⊗ H0,1
α1
⊗ · · ·
αn−1
⊗ Hn−1,n
αn
⊗ ev(Vn)
→ ev(V0)
∗
N
⊗H0,1
α0
⊗ · · ·
αi−2
⊗ Hi−1,i
αi−1
⊗ Hi,i
αi
⊗ Hi,i+1 · · ·
αn
⊗ ev(r(Vn))
v∗0
α0
⊗ ϕ0,1
α1
⊗ · · ·
αn−1
⊗ ϕn−1,n
αn
⊗ vn
7→ v∗0
N
⊗ ϕ0,1
α0
⊗ · · ·
αi−2
⊗ ϕi−1,i
αi−1
⊗ idi,i
αi
⊗ ϕi,i+1 · · ·
αn
⊗ vn)
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The map θ
(i)
2
θ
(i)
1 :ev(V0)
∗
α0
⊗ H0,1
α1
⊗ · · ·
αn−1
⊗ Hn−1,n
αn
⊗ ev(Vn)
→ ev(V0)
∗
N
⊗H0,1
α0
⊗ · · ·
αi−2
⊗ Hi−1,i
αi−1
⊗ Hi,i
αi
⊗Hi,i+1 · · ·
αn
⊗ ev(Vn)
for i = 0, . . . , n is defined similarly. Then one can check that the identity
(4.15) holds for θ =
∑n
i=0(−1)
i(θ
(i)
1 − θ
(i)
2 ). By taking the inductive limit for
N , we have the proposition. 
4.5.3. Let TT = {(Y, p)} the set of twisted tableaux, i.e. pairs of Y ∈ P˜ and
p ∈ Z. We define a small DG category CV EM as follows.
(1) The class of objects is TT .
(2) For elements V1 = (Y1, p1), V2 = (Y2, p2) ∈ TT , the complex of homo-
morphism is given by
H(V1, V2) = HomV EM (MY1(p1),MY2(p2)).
For a two dimensional vector space V let evV be a functor from (V EM) to
(KV ect) defined by
MY (p) 7→MY (V )⊗ (Alt
2(V ))⊗(−p).
We have defined the bar complex Bar(CV EM , evV ). Let TT≤1 be the set of
twisted tableaux of depth smaller than or equal to one and CEM be the full
sub DG category of MY with Y ∈ TT≤1. If V is the standard representation
of the group GL2 then we have
Bar(AEM , ǫ) = Bar(CEM , evV ).
By Proposition 4.13 and Proposition 4.17, we have the following proposi-
tion.
Proposition 4.18. The natural homomorphism
Bar(CEM , evV )→ Bar(CV EM , evV )
is a quasi-isomorphism.
Proof. Let TT≤1 be the set of twisted tableaux of depth smaller than or equal
to one. We define a surjective map ϕ : TT → TT≤1 by
ϕ(Y ) =
{
Y0,m(q − p) if Y = Yp,m(q)
0 otherwise.
Then the natural inclusion ψ : TT≤1 → TT is a section of ϕ. By Proposition
4.17, the map Bar(ϕ) : Bar(ϕ∗CEM ) → Bar(CEM ) is a quasi-isomorphism.
As a consequence, the natural inclusion
(4.16) Bar(ψ) : Bar(CEM )→ Bar(ϕ
∗CEM )
is also a quasi-isomorphism. We define a DG functor α : ϕ∗CEM → CV EM as
follows.
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(1) The map on the set of objects are identity.
(2) For objects MY1 ,MY2 with Y1, Y2 ∈ TT , the map
αY1,Y2 :Homϕ∗CEM (MY1 ,MY2)
=HomCV EM (Mϕ(Y1),Mϕ(Y2))→ HomCV EM (MY1 ,MY2)
is obtained by the homotopy equivalence given in Proposition 4.12.
Then the composite of the functor α and the augmentation map evV : CV EM →
V ect is equal to the augmentation map evV of ϕ
∗CEM . Therefore we have
the following homomorphism of bar complexes:
(4.17) Bar(ϕ∗CEM , evV )→ Bar(CV EM , evV ).
Since the maps αY1,Y2 are quasi-isomorphisms, the above map is a quasi-
isomorphism. By the quasi-isomorphisms (4.16) and (4.17), we have the re-
quired quasi-isomorphism. 
By the similar argument as in §3.3, we have the following proposition.
Proposition 4.19. The quasi-DG category of comodules over the bar complex
Bar(CV EM , evV ) is homotopy equivalent to the quasi-DG category (VMEM)
of virtual mixed elliptic motives.
Before giving the outline of the proof, we define the contraction map con.
4.5.4. Definition of the map con. Let N0, N1, N2 be objects in (V EM) and
p be an integer. We assume that N2 = ⊕iMYi(p) ⊗ Vi. We introduce a
contraction homomorphism con by the composite of
H(N1, N2)⊗H(N2, N3)
=⊕Y1(p),Y2(p)∈TT H(N1,MY1(p))⊗HomGL∞(MY1(p), N2)
⊗HomGL∞(N2,MY2(p))⊗H(MY2(p), N3)
τ
→⊕Y (p)∈TT H(N1,MY (p))⊗H(MY (p), N3)
Here the map τ is the map induced by the multiplication:
τ :HomGL∞(MY1 , N1)⊗HomGL∞(N1,MY2)
→ HomGL∞(MY1 ,MY2) ≃
{
k (Y1 = Y2)
0 (Y1 6= Y2)
Similarly, we can define homomorphisms con:
evV (N0)⊗H(N0, N1)→ ⊕Y (p)∈TT evV (MY (p))⊗H(MY (p), N1),
H(N0, N1)⊗ evV (N1)
∗ → ⊕Y (p)∈TTH(N0,MY (p))⊗ evV (MY (p))
∗.
By composing the above contraction, we define the following map, which is
also called a contraction:
H(U0, U1)⊗ · · · ⊗H(Un−1, Un)(4.18)
→ ⊕Y0,...,Yn∈TTHomGL∞(U0,MY0)⊗H(MY0 ,MY1)⊗ · · ·
⊗H(MYn−1 ,MYn)⊗HomGL∞(MYn , Un).
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4.5.5. Outline of the proof of Prop 4.19.
Proof. The proof is similar to Theorem 3.14. We only give the correspondence
on objects. Let W = (W i, dji) be a DG-complex in (V EM). We introduce a
Bar(CV EM , evV )-comodule structure
∆W : evV (W )→ Bar(CV EM , evV )⊗ evV (W )
on evV (W ) = ⊕ievV (W
i)e−i. For an index α = (α0 < · · · < αn) such that
α0 = i, αn = j, the component
∆αW : evV (W
i)→ Bar(C, evV )
α ⊗ evV (W
j)
can be described as follows. By the data dji ∈ H(W
i,W j) of the DG complex
W, we define an element
Dα = dα0,α1 ⊗ · · · ⊗ dαn−1,αn ∈ H(W
α0 ,Wα1)⊗ · · · ⊗H(Wαn−1 ,Wαn).
By the contraction map (4.18), we have the following map
H(Wα0 ,Wα1)⊗ · · · ⊗H(Wαn−1 ,Wαn)
→⊕Y0,...,Yn∈TT HomGL∞(W
α0 ,MY0)⊗H(MY0 ,MY1)⊗ . . .
⊗H(MYn−1 ,MYn)⊗HomGL∞(MYn ,W
αn)
→⊕Y0,...,Yn∈TT HomKV ect(evV (W
α0), evV (MY0))⊗H(MY0 ,MY1)⊗ . . .
⊗H(MYn−1 ,MYn)⊗HomKV ect(evV (MYn), evV (W
αn)).
The image of Dα under the map defines the required map
∆αW : evV (W
α0) 7→
[
evV (MY0)
α0
⊗ H(MY0 ,MY1)⊗ . . .
αn−1
⊗ H(MYn−1 ,MYn)
αn
⊗ evV (MYn)
∗
]
⊗ evV (W
αn).

Definition 4.20. The quasi-DG category of comodule over Bar(CV EM ) is
called a quasi-DG category of mixed elliptic motives. The homotopy category
becomes a triangulated category and it is called the triangulated category of
virtual mixed elliptic motives.
Remark 4.21. In this section, we assume that E is an elliptic curve over a
field K. In general we can modify the definition of relative quasi-DG category
and relative quasi-DG algebra for an elliptic curve X → S over an arbitrary
scheme S over a field k. Then Bar(CV EM )(E/S) and VMEM(E/S) become
a contravariant functor and a fibered quasi-DG category over non-CM points
(Sch/S)non−CM of (Sch/S).
4.6. Tensor and antipodal structure on DG category.
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4.6.1. Let C be a DG category.
Definition 4.22. (1) A tensor structure (C,⊗)on C consists of
(a) The biadditive correspondence
• ⊗ • : ob(C)× ob(C)→ ob(C) : (M,N) 7→M ⊗N
on pairs of objects, and
(b) a natural homomorphism of complexes
Hom•(M1,M2)⊗Hom
•(N1, N2)→ Hom
•(M1 ⊗N1,M2 ⊗N2).
(2) A tensor structure (C,⊗) satisfies the distributive law if the relation
(f1 ⊗ f2) ◦ (g1 ⊗ g2) = (−1)
deg(f2) deg(g1)(f1 ◦ g1)⊗ (f2 ◦ g2),
is satisfied for fi ∈ Hom
•(Mi, Ni), gi ∈ Hom
•(Li,Mi) for i = 1, 2.
(3) Let (C,⊗) be a tensor structure on the category C. A system {cA,B}
of closed degree zero isomorphisms cA,B : A⊗B → B⊗A is called the
commutativity constrain if cA,B and cB,A are inverse to each other
and they satisfies the relation:
(fN ⊗ fM ) ◦ cM1,N1 =(−1)
deg(fM ) deg(fN )cM2,N2 ◦ (fM ⊗ fN )
∈ Hom(M1 ⊗N1, N2 ⊗M2)
for fM ∈ Hom(M1,M2), fN ∈ Hom(N1, N2).
(4) Let (C,⊗) be a tensor structure on the category C. A system {cA,B,C}
of closed degree zero isomorphisms cA,B,C : (A⊗B)⊗C → A⊗(B⊗C)
is called the associativity constrain if the following holds:
cL2,M2,N2 ◦ ((fL ⊗ fM )⊗ fN ) =(fL ⊗ (fM ⊗ fN )) ◦ cL1,M1,N1
∈Hom((L1 ⊗M1)⊗N1, L2 ⊗ (N2 ⊗M2))
for fL ∈ Hom(L1, L2), fM ∈ Hom(M1,M2), fN ∈ Hom(N1, N2).
4.6.2. The following example illustrates the category of naive elliptic motives
does not have a natural tensor structure with the distributive property. On
the category of RepGL(V ), we have V ⊗V ≃ Sym
2(V )⊕Q(−1). Let V1, . . . , V6
be copies of V and choose an isomorphism V3⊗ V4 = Sym
2(V )⊕Q(−1). We
consider the composites of
id3 ⊗ id4 ∈ Hom
0(V3 ⊗ V4, V5 ⊗ V6), id1 ⊗ id2 ∈ Hom
0(V1 ⊗ V2, V3 ⊗ V4)
and consider a decomposition
id3 ⊗ id4 = S1 + A1, id1 ⊗ id2 = S2 +A2
according to the decomposition
id3 ⊗ id4 ∈ Hom
0(V3 ⊗ V4, V5 ⊗ V6) = Hom
0(Sym2 ⊕Q(−1), V5 ⊗ V6),
id1 ⊗ id2 ∈ Hom
0(V1 ⊗ V2, V3 ⊗ V4) = Hom
0(V1 ⊗ V2, Sym
2 ⊕Q(−1)).
Let ∆+ij and ∆
−
ij be divisors defined by xi = xj and xi + xj = 0, where xi is
the coordinate of the copy Ei. Thus A1 and A2 are equal to
1
2
(∆+56+∆
−
56) and
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1
2(∆
+
12+∆
−
12) as elements in Z
•(pt× (E5×E6), •) and Z
•((E1×E2)× pt, •).
Therefore the A1 ◦A2 composite is equal to
1
4
(∆+56 −∆
−
56) ∩ (∆
+
12 −∆
−
12)
On the other hand, the anti-symmetric part A of (id3 ◦ id1) ⊗ (id4 ◦ id2) is
equal to the intersection
1
8
[
(∆+15 −∆
−
15) ∩ (∆
+
26 −∆
−
26) + (∆
+
16 −∆
−
16) ∩ (∆
+
25 −∆
−
25)
]
Though A and A1 ◦A2 are homotopy equivalent, they are different as cycles.
4.6.3. Using the inverse of S, we have a transpose representation M t on
M∗ = Homk(M,k), which is a left S-comodule on the underlying right S-
comodule M∗. In general, we introduce an antipodal structure on DG cate-
gories.
Definition 4.23. Let C be a DG category with a tensor structure. A pair of
(1) contravariant functor C → C :M →M t, and
(2) a system of degree zero closed isomorphisms
θ : (M ⊗N)t →M t ⊗N t
is called an antipodal structure on C if the following diagram commutes.
HomC(M1, N1)⊗HomC(M2, N2)
⊗
−→ HomC(M1 ⊗M2, N1 ⊗N2)
↓ ↓
HomC(N
t
1,M
t
1)⊗HomC(N
t
2,M
t
2)
⊗
−→ HomC(N
t
1 ⊗N
t
2,M
t
1 ⊗M
t
2)
‖ ad(θ)
HomC((N1 ⊗N2)
t, (M1 ⊗M2)
t).
4.6.4. Assume that C has a tensor structure (C,⊗). We extend a tensor struc-
ture (KC,⊗) on the category KC as follows. Let (V i, {dij}) and (W
i, {eij})
be DG complexes in C. Then V i ⊗W j is an object in C. The relative DG
complex structure (⊕i+j=k(V
i ⊗W j), fkl) is given by
fkl =
∑
i+j=k,p+j=l
τ(dip ⊗ 1W j ) +
∑
i+j=k,i+q=l
τ(1V i ⊗ ejq).
We can check the following lemma.
Lemma 4.24. If the tensor structure ⊗ on C is distributive (resp. commuta-
tive), the induced tensor structure on KC is also distributive (resp. commu-
tative).
4.6.5. Let C be a small DG-category and ev : C → V ectk be an augmentation.
This tensor structure on KC gives rise to the shuffle product on the relative
bar complex Bar = Bar(C, ev) via the equivalence of categories as follows.
Let Bar be the object in KC corresponding to the left Bar comodule Bar.
By the tensor structure, the object Bar ⊗ Bar in KC is defined. Therefore
we have the corresponding object Bar ⊗Bar in Bar-comodule. Let
∆Bar⊗Bar : Bar ⊗Bar → Bar ⊗ (Bar ⊗Bar)
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be the Bar-comodule structure on Bar ⊗ Bar. By composing the counit
u⊗ u : Bar ⊗Bar → k, we have a shuffle product
Bar ⊗Bar → Bar.
One can check the following properties.
Proposition 4.25. If there is a commutative constrain (resp. associativity
constrain), the shuffle product on Bar is commutative (resp. associative).
Moreover, an antipodal structure on C gives an antipodal of Bar.
4.7. Tensor product for virtual mixed elliptic motif. We define a tensor
structure on (V EM) in this subsection. Let MY1(p1),MY2(p2),MY3(p3) and
MY4(p4) be objects of (V EM). We define a homomorphism
Hom(MY1(p1),MY3(p3))⊗Hom(MY2(p2),MY4(p4))
(4.19)
= eY1H
•(Es(Y1), Es(Y3), p3 − p1)eY3 ⊗ eY2H
•(Es(Y2), Es(Y4), p4 − p2)eY4
→ Hom(MY1(p1)⊗MY2(p2),MY3(p3)⊗MY4(p4))
= ⊕Z1,Z2HomGL∞(MY1 ⊗MY2 ,MZ1)
⊗Hom(MZ1(p1 + p2),MZ2(p3 + p4))
⊗HomGL∞(MZ2 ,MY3 ⊗MY4)
= ⊕Z1,Z2HomGL∞(MY1 ⊗MY2 ,MZ1)
⊗ eZ1H
•(Es(Z1), Es(Z2), p3 + p4 − p1 − p2)eZ2
⊗HomGL∞(MZ2 ,MY3 ⊗MY4).
We choose bases {ϕZ1,i} and {ψZ2,j} of
HomGL∞(MZ1 ,MY1 ⊗MZ2) and HomGL∞(MZ2 ,MY3 ⊗MY4).
Their dual bases in
HomGL∞(MY1 ⊗MZ2 ,MZ1) and HomGL∞(MY3 ⊗MY4 ,MZ2).
under the composite paring are written as {ϕ∗Z1,i} and {ψ
∗
Z2,j
}. Let (i, j, k) =
(1, 1, 3) or (2, 2, 4). For
fj = eYiΛ(si)ZjΛ(sk)eYk ∈ eYiH
•(Es(Yi), Es(Yk), pk − pi)eYk ,
we set
f1 × f2 = (−1)
#s3(#s2+deg(Z2))+#s2 deg(Z1)Λ(s1)Λ(s3)(Z1 × Z2)Λ(s2)Λ(s4).
The map (4.19) is defined by
eY1f1eY3 ⊗ eY2f2eY4 7→
∑
Z1,Z2,i,j
ϕ∗Z1,i ⊗
(
ϕZ1,i(f1 × f2)ψ
∗
Z2,j
)
⊗ ψZ2,j.
for Here si = s(Yi) and Z1×Z2 is the product of algebraic cycles inE
(s(Y1)
∐
···
∐
s(Y4))×
A• and ϕZ1,i and ψ
∗
Z2,j
acts on the spaceH•(E(s(Y1)
∐
s(Y3)), E(s(Y2)
∐
s(Y4)), •)
from the left and the right via the Schur-Weyl reciprocity (4.12).
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Proposition 4.26 (Distributive relation). This tensor structure satisfies dis-
tributive law.
To prove the above proposition, we use the following easy lemma.
Lemma 4.27. Let S be a finite set and
(∗, ∗)S : Z
i(Ea ×ES, p)⊗ Zj(ES × Eb, q)→ Zi+j(Ea × Eb, p+ q)
be the composite with the push forward Ea ×∆ES × E
b → Ea × Eb and the
intersection with Ea×∆ES ×E
b. Let ψ ∈ Q[Isom(S′, S)]. The left and right
action of ψ defines a homomorphisms
Zi(ES
′
× Eb, q)→ Zi(ES × Eb, q),
Zi(Ea ×ES, p)→ Zi(Ea × ES
′
, p).
Then we have (gψ, f)S′ = (g, ψf)S for f ∈ Z
i(ES
′
×Eb, q) and g ∈ Zi(Ea ×
ES, p).
Proof. The lemma follows from the identity:
{(x, w) ∈ Ea ×Eb | (x, σ(y)) ∈ σ(f), (z, w) ∈ g, σ(y) = z}
={(x, w) ∈ Ea ×Eb | (x, y) ∈ f, (σ−1(z), w) ∈ σ−1(g), y = σ−1(z)},
for σ ∈ Isom(S, S′). 
Proof of Proposition 4.26. Let fi ∈ Hom
•(Li,Mi), gi ∈ Hom
•(Mi, Ni) for
i = 1, 2. We check the distributive law for the multiplication map µ. We fix a
bases {ϕZ1,i}, {φZ2,j} and {ψZ3,k} ofHomGL∞(MZ1 , L1⊗L2),HomGL∞(MZ2 ,M1⊗
M2) and HomGL∞(MZ3 , N1 ⊗ N2). The dual bases are written by {ϕ
∗
Z1,i
},
{φ∗Z2,j} and {ψ
∗
Z3,k
}. We use the same notations for f1, f2 etc. as before.
Then
µ((f1 ⊗ f2)⊗ (g1 ⊗ g2))
=
∑
Z1,Z2,Z′2,Z3,i,j,j
′,k
µ
((
ϕ∗Z1,i ⊗ (ϕZ1,i(f1 × f2)φ
∗
Z2,j)⊗ φZ2,j
)
⊗
(
φ∗Z′2,j′ ⊗ (φZ
′
2,j
′(g1 × g2)ψ
∗
Z3,k)⊗ ψZ3,k
))
=
∑
Z1,Z2,Z3,i,j,k
ϕ∗Z1,i ⊗ µ
(
(ϕZ1,i(f1 × f2)φ
∗
Z2,j)⊗ (φZ2,j(g1 × g2)ψ
∗
Z3,k)
)
⊗ ψZ3,k
(4.27)
=
∑
Z1,Z2,Z3,i,j,k
ϕ∗Z1,i ⊗ µ
(
(ϕZ1,i(f1 × f2))⊗
(
φ∗Z2,jφZ2,j(g1 × g2)ψ
∗
Z3,k
)
)
⊗ ψZ3,k
=
∑
Z1,Z3,i,k
ϕ∗Z1,i ⊗ (ϕZ1,iµ
(
(f1 × f2)⊗ (g1 × g2)
)
ψ∗Z3,k)⊗ ψZ3,k
=(−1)deg(f2) deg(g1)
∑
Z1,Z3,i,k
ϕ∗Z1,i ⊗ (ϕZ1,i
[
µ(f1 ⊗ g1)× µ(f2 ⊗ g2)
]
ψ∗Z3,k)⊗ ψZ3,k
=(−1)deg(f2) deg(g1)µ(f1 ⊗ g1)⊗ µ(f2 ⊗ g2).
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
4.7.1. Commutativity constraint and associativity constraint. We define a sys-
tem of closed homomorphisms of degree zero cM,N and cL,M,N for L,M,N ∈
(V EM) by
cM,N =
∑
Y,i
αi ⊗∆Y ⊗ α
t∗
i ∈ HomV EM (M ⊗N,N ⊗M)
=⊕Y HomGL∞(M ⊗N,MY )
⊗HomV EM (MY ,MY )⊗HomGL∞(MY , N ⊗M)
cL,M,N =
∑
Y,i
βi ⊗∆Y ⊗ β
a∗
i ∈ HomV EM ((L⊗M)⊗N,L⊗ (M ⊗N))
=⊕Y HomGL∞((L⊗M)⊗N,MY )
⊗HomV EM (MY ,MY )⊗HomGL∞(MY , L⊗ (M ⊗N))
where {αi} (resp. {βi}) and {α
t∗} (resp. {βa∗i }) are dual bases under the
contraction pairing induced by the natural isomorphism
M ⊗N ≃ N ⊗M, (resp.(L⊗M)⊗N ≃ L⊗ (M ⊗N) )
in GL∞. The following proposition is direct from the definitions.
Proposition 4.28. The systems of the above maps cM,N and cL,M,N satisfy
the commutativity axiom and the associativity axiom, respectively.
4.7.2. Antipodal for (V EM). We define a self-contravariant functor a : (V EM)→
(V EM) as follows. Let Y be a Young tableaux. We define
(MY (p))
t = e∗Y (V
⊗s(Y ))(#s(Y )− p),
where e∗Y is the adjoint of eY defined in Definition 4.9. We have the following
isomorphism of complexes:
H•(EA, EB, k)
=Λ∗(A)⊗ Za+k− (E
A × EB, •)⊗ Λ(B)[−2k]
τ
−→Λ∗(B)⊗ Z
b+(k−b+a)
− (E
A ×EB, •)⊗ Λ(A)[−2k + 2b− 2a]
=H•(EB, EA, k − b+ a),
where a = #A, b = #B. Here τ is defined by
τ(fa ∧ · · · ∧ f1 ⊗ z ⊗ e1 ∧ · · · eb · e
−2k)
=(−1)(a+b) deg(z)+abfb ∧ · · · ∧ f1 ⊗ z ⊗ e1 ∧ · · · ea · e
−2k+2b−2a.
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Using the map τ , the functor a for homomorphisms is defined by the following
composite map:
HomV EM ((MY1(p1))
t, (MY2(p2))
t)
=e∗Y1HomV EM (V
⊗S1(s1 − p1), V
⊗S2(s2 − p2))e
∗
Y2
=e∗Y1H
•(ES1 , ES2, s2 − s1 + p1 − p2)e
∗
Y2
τ
−→eY2H
•(ES2 , ES1, p1 − p2)eY1
≃HomV EM (MY2(p2),MY1(p1)).
Here S1 = s(Y1) and S2 = s(Y2). We can check the following proposition.
Proposition 4.29. The map a defines a contravariant functor from (V EM)
to (V EM). Moreover a defines an antipodal structure.
Thus we have the following theorem.
Theorem 4.30. (1) The natural DG functors
(EM)→ (V EM), (MEM)→ (VMEM)
are weak homotopy equivalent.
(2) The quasi-DG category (VMEM) has distributive, commutative and
associative tensor structure with an antipodal.
4.8. Shuffle product of virtual bar complex Bar(V EM). In this sub-
section, we give an explicit description of the shuffle product of Bar(V EM)
introduced in §4.6.4. Let
⊔(m,n) = {(p(0), . . . , p(m+n)) ∈ (N2)m+n+1 |p(0) = (0, 0), p(m+n) = (m,n),
p(i+1) − p(i) ∈ {(0, 1), (0, 1)}}
be the set of shuffles. Let σ = (p(0), . . . , p(m+n)) be an element in ⊔. For
V0, . . . , Vm,W0, . . . ,Wn ∈ TT , we define U
σ
i = Vai ⊗ Wbi , where p
(k) =
(ak, bk). For α = (α0 < · · · < αm) and β = (β0 < · · · < βn), we define
γσ = (γσ0 < · · · < γ
σ
m+n) by γ
σ
k = αak + βbk . The complex of homomor-
phisms HomV EM (A,B) is denoted as H(A,B). Let ϕi,i+1 ∈ H(Vi, Vi+1) and
ψj,j+1 ∈ H(Wj,Wj+1). We define τ
σ
k,k+1 ∈ H(U
σ
k , U
σ
k+1) by
τσk,k+1 =
{
ϕak,ak+1 ⊗ 1 if p
(k+1) − p(k) = (1, 0)
1⊗ ψbk,bk+1 if p
(k+1) − p(k) = (0, 1).
For elements
v =v0
α0
⊗ ϕ01
α1
⊗ · · ·
αn−1
⊗ ϕn−1,n
αn
⊗ v∗n
∈ ev(V0)
α0
⊗ H(V0, V1)
α1
⊗ · · ·
αn−1
⊗ H(Vn−1, Vn)
αn
⊗ ev(Vn)
∗,
w =w0
β0
⊗ ψ01
β1
⊗ · · ·
βm−1
⊗ ψm−1,m
βm
⊗ w∗m
∈ ev(W0)
β0
⊗ H(W0,W1)
β1
⊗ · · ·
βm−1
⊗ H(Wm−1,Wm)
βm
⊗ ev(Wm)
∗,
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we define (v⊔˜w)σ by
(v⊔˜w)σ =(v0 ⊗ w0)
γσ0
⊗ τσ01
γσ1
⊗ · · ·
γσm+n−1
⊗ τσm+n−1,m+n
γσm+n
⊗ (v∗n ⊗ w
∗
m)
∈ ev(Uσ0 )
γσ0
⊗ H(Uσ0 , U
σ
1 )
γσ1
⊗ · · ·
γσm−1
⊗ H(Uσm+n−1, U
σ
m+n)
γσm
⊗ ev(Uσm+n)
∗.
4.8.1. Using the maps con defined in 4.5.4, we have the following map:
ev(Uσ0 )
∗
γσ0
⊗ H(Uσ1 , U
σ
0 )
γσ1
⊗ · · ·
γσm−1
⊗ H(Uσm+n, U
σ
m+n−1)
γσm
⊗ ev(Uσm+n)
→ ⊕Y0,...,Ym+n∈TT ev(MY0)
∗
γσ0
⊗ H(MY1 ,MY0)
γσ1
⊗ · · ·
γσm−1
⊗ H(MYm+n ,MYm+n−1)
γσm
⊗ ev(MYm+n).
The image of (v⊔˜w)σ is denoted as (v ⊔ w)σ. The shuffle product of the bar
complex is defined similarly.
Example 4.31. If σ = {(0, 0), (1, 0), (1, 1), (2, 1)}, then Uσi and τ
σ
j,j+1 look
as follows:
V1 ⊗W1
ϕ12⊗1
−−−−→ V2 ⊗W1
↑ 1 ⊗ ψ01
V0 ⊗W0
ϕ01⊗1
−−−−→ V1 ⊗W0.
For bar complex, we have and(
[v0 | ϕ01 | ϕ12 | v
∗
2 ]⊔˜[w0 | τ01 | w
∗
1 ]
)σ
=con
(
(v0 ⊗ w0)⊗ (ϕ01 ⊗ 1)⊗ (1⊗ ψ01)⊗ (ϕ12 ⊗ 1)⊗ (v
∗
2 ⊗ w
∗
2)
)
Definition 4.32. We define the shuffle product v⊔w of v, w ∈ Bar(CV EM , evV )
by
(4.20) v ⊔ w =
∑
σ∈⊔(m,n)
(v ⊔ w)σ.
We can check the following proposition by definition.
Proposition 4.33. The shuffle product (4.20) coincides with that defined in
§4.6.5.
By Proposition 4.28, 4.29, we have the following theorem.
Theorem 4.34. The shuffle product on Bar(CV EM , evV ) is commutative and
associative. Therefore Bar(CV EM , evV ) is a differential graded quasi-Hopf
algebra and H0(Bar(CV EM , evV )) = H
0(Bar(AEM , evV )) is a Hopf algebra.
Therefore Spec(H0(Bar(AEM , evV )) is a pro-algebraic group
Definition 4.35 (Algebraic group GMEM ). (1) We define the pro-algebraic
group GMEM = Spec(H
0(Bar(AEM , evV )))
(2) We define the Tannakian category AMEM of mixed elliptic motives
as the category of algebraic representations of GMEM . It is equivalent
to the category of comodules over Spec(H0(Bar(AEM , evV ))).
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5. Mixed elliptic motif associated to elliptic polylogarithm
In the paper of [BL], they introduced an elliptic polylog motif Pln. In this
section, we construct an object Pln in (MEM) concentrated at degree zero.
Therefore the corresponding object defines a comodule over H0(BarMEM ).
We write down the explicit comodule structure of Pln in §5.5.
5.1. Simplicial, Cubical and Cubical-simplicial log complexes. In this
section, we consider three double complexes KiS, K
i
C , and K
i
CS . Let E be
an elliptic curve over a field K and EB the constant family of E over the
base scheme B = E. Let s be the section of EB defined by the diagonal map
B → EB. The map ǫ : x 7→ s− x defines an action of Z/2Z on EB.
5.1.1. By using localization sequences for higher Chow group [B2], we have
the following proposition.
Proposition 5.1 (Levin [L] Proposition 1.1). Let G be a finite group and
χ : G → {±1} be a character of G. Let X be a variety with an action
ρ : G→ Aut(X) of G. Let Zi ⊂ X (i = 1, . . . , k) be a closed subset and
Gi = {g ∈ G | ρ(x) = x for all x ∈ Zi}
be the stabilizer of points in Zi. Assume that χ(Gi) = {±1}. Then we have
(5.1) CHp(X − ∪iZi, q)χ = CH
p(X, q)χ
5.1.2. Simplicial log complex KS,n. We set IS,p = {I ( [1, n + 1] | #I = p}
and GS = Sn+1. We set
(En+1B )s = {p = (p1, . . . , pn+1) ∈ E
n+1
B |
n+1∑
i=1
pi = s} ⊂ E
n+1
B
and define divisors DS,i = {p ∈ (E
n+1
B )s | pi = 0} for i = 1, . . . , n + 1 and
DS,I = ∩i∈IDi. The complex KS,n is defined by
· · · → ⊕I∈IS,2Z
n−1(E ×DS,I , •)→ ⊕I∈IS,1Z
n(E ×DS,I , •)
→ Zn+1(E × (En+1B )s, •)→ 0.
The group GS acts naturally on the complex KS,n. We define an open set
(Un+1B )s of (E
n+1
b )s by
(Un+1B )s = (E
n+1
B )s − ∪
n+1
i=1 DS,i.
By the localization sequence [B], we have
Hj(KS,n) ≃ CH
n+1(E × (Un+1B )s, n+ 1− j).
and Hj(KS,n,sgn) ≃ CH
n+1(Un+1, n+1− j)sgn, where KS,n,sgn is the alter-
nating part of the complex KS,n for the action of Sn+1.
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5.1.3. Cubical log complex KC,n. We define an index set
IC,p = {(I, ϕ) | I ⊂ [1, n],#I = p, ϕ : I → {0, s}},
and a group
(5.2) GC,n = GC = Sn ⋉ (Z/2Z)n = {(τ, σ1, . . . , σn)}.
Let ψ be the non-trivial character of Z/2Z, and χ be a character of GC defined
by
(5.3) χn(τ, σ1, . . . , σn) = χ(τ, σ1, . . . , σn) = sgn(τ)ψ(σ1) · · ·ψ(σn).
We define a family of subvarieties {DC,J} of E
n
B of codimension p indexed
by J ∈ IC,p by
DC,J = {(x1, . . . , xn) ∈ E
n
B | xi = ϕ(i) for all i ∈ I},
where J = (I, ϕ). The complex KC,n is defined by
· · · → ⊕J∈IC,2Z
n−1(E ×DC,J , •)→ ⊕J∈IC,1Z
n(E ×DC,J , •)
→ Zn+1(E ×EnB , •)→ 0.
The group (Z/2Z)n acts on the complex KC,n by the action
(σ1, . . . , σn)(x1, . . . , xn) = (σ1(x1), . . . , σn(xn)),
where
σi(xi) =
{
xi if σ = id
s− xi if σ 6= id
using the action ǫ : x 7→ s − x. The χ part of the complex is denoted by
KC,n,χ.
5.1.4. Cubical-simplicial log complex KCS,n. We use the same notations for
the group GC and the action of GC on E
n
B and the set of indices IC,p. For
1 ≤ i 6= j ≤ n, we define a divisor D±ij of E
n
B by
D+ij = {xi = xj}, D
−
ij = {xi = σj(xj)}.
The groupGC acts on the configuration {D
±
ij}0≤i<j≤n. We setD = ∪1≤i<j≤nD
±
ij
and (En)0 = En − D. We define a family of subvarieties {D0C,J} in E
n
B of
codimension p (J ∈ IC,p) by D
0
C,J = DC,J ∩ (E
n
B)
0. The complex KCS,n is
defined by
· · · → ⊕J∈IC,2Z
n−1(E ×D0C,J , •)→ ⊕J∈IC,1Z
n(E ×D0C,J , •)
→ Zn+1(E × (EnB)
0, •)→ 0.
The χ-part of the complex is denoted by KCS,n,χ.
Proposition 5.2. Let x ∈ En be a point in D. The the restriction of χ to
the stabilizer Stabx(GC) of x in GC is non-trivial.
Proof. If x is contained inD+ij , then the permutation (ij) fixes x and χ((ij), 1) =
−1. If x is contained in D−ij , then the element ((ij), δ) fixes the point x and
χ((ij), δ) = −1, where δ = (0, . . . ,
i
1, . . . ,
j
1, . . . , 0). 
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Corollary 5.3. The homomorphism of complexes KC,n,χ → KCS,n,χ is a
quasi-isomorphism.
Proof. By the argument in Proposition 5.1 and Proposition 5.2, the complex
KCS,n,χ is quasi-isomorphic to the χ-part of the complex
· · · → ⊕J∈IC,2Z
n−1(E ×DC,J , •)→ ⊕J∈IC,1Z
n(E ×DC,J , •)
→ Zn+1(E ×EnB , •)→ 0.
Therefore the natural restriction mapKC,n,χ → KCS,n,χ is a quasi-isomorphism.

5.2. Linear correspondences and their translations. For an element
s ∈ En(K), the algebraic correspondence associated to the translation by s is
denoted by Ts ∈ CH
n(En × En). Let F/K be a Galois extension of K, N a
positive integer. Assume that all points s˜ such that Ns˜ = s are defined over
F . Then
Ts,N =
1
N2n
∑
Ns˜=s
Ts˜
defines a correspondence in CHn(En×En). Note that the coefficient of Chow
groups are Q. We have a natural inclusion:
CHi(En × En, j)→ CHi(XnF ×F E
n
F , j).
Lemma 5.4. (1) Under the above notations, the image of Ts,N ∈ CH
n(En×
En) in CHn(EnF × E
n
F ) is equal to Ts˜.
(2) Let a1, . . . , ap, b1, . . . , bp be points in E
n(K). Assume that
∑
i ai =∑
j bj. Then
∑
i Tai is equal to
∑
j Tbj as correspondences in CH
n(En×
En).
Let ρ be an action of a finite group G on the variety En, preserving origin,
χ be a character of G to {±1}. Let P (χ) =
1
#G
∑
σ∈G
χ(σ)σ∗ be the projector
to χ-part. Let
iχ : P (χ)CH
i(X × En, j)→ CHi(X × En, j),
πχ : CH
i(X ×En, j)→ P (χ)CHi(X × En, j)
be the natural inclusion and projection for the projector P (χ).
Proposition 5.5. Under the above notations, the composite
P (χ)CHi(X × En, j)
iχ
−→ CHi(X × En, j)
Ts,N
−−−→ CHi(X ×En, j)
πχ
−−→ P (χ)CHi(X × En, j)
is equal to Ttr(s),M where M = N ·#G and tr(s) =
∑
σ∈G σ(s).
Proof. We may assume that all N -torsion points of s and M -torsion points
of tr(s) are defined over K. Let x =
1
#G
∑
σ
χ(σ)[σ∗Z] be an element in
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P (χ)CHi(X×En, j). We choose s˜ and t˜ such that Ns˜ = s and #G · t˜ = tr(s˜).
Thus, we have
P (χ)Ts,N(x) =
1
(#G)2
∑
σ,τ∈G
χ(τσ)[τ∗σ∗Z + τ∗s˜]
=
1
(#G)2
∑
σ,τ∈G
χ(σ)[σ∗Z + τ∗s˜]
∼
1
(#G)
∑
σ∈G
χ(σ)[σ∗Z + t˜] = Tt˜(x).

5.2.1. Quasi-isomorphism KS,n,sgn → KCS,n,χ. We define an isomorphism
α˜ : (En+1B )s → E
n
B : (p1, . . . , pn+1) 7→ (x1, . . . , xn)
by
x1 = p1, x2 = p1 + p2, . . . , xn = p1 + · · ·+ pn.
Let I ∈ IS,p. If α˜(DS,I) ⊂6 D, then there exists a unique J ∈ IC,p such that
α˜(DS,I) = DC,J . Therefore the map α˜ defines a homomorphism
(5.4) Zi(E ×DS,I , j)→ Z
i(E ×D0C,J , j),
and by taking summations, we have a map of complexes α˜ : KS,n → KCS,n.
By composing inclusion KS,n,sgn → KS,n and projector KCS,n → KCS,n,χ,
we have the map of complex β : KS,n,sgn → KCS,n,χ.
Proposition 5.6. The map β : KS,n,sgn → KCS,n,χ is a quasi-isomorphism.
As a corollary, we have
CHn+1(E × (Un+1B )s, n+ 1− j)sgn ≃ H
j(KC,n,χ)
Proof. Let I ∈ IS,p and J ∈ IC,p, SI and GC,J be the stablizer of the
component DS,I and DC,J in Sn+1 and GC , respectively. The restriction of
the characters sgn and χ to SI and GC,J are denoted by (sgn, I) and (χ, J).
The proposition is reduced to the quasi-isomorphism of
α˜ : P (sgn, I)Zi(E ×DS,I , j)sgn,I → P (χ, J)Z
i(E ×DC,J , j)χ,J
for α˜(DS,I) = DC,J . Therefore it is enough to show that the induced homo-
morphism
α˜ : P (sgn, I)CHi(E ×DS,I , j)sgn,I → P (χ, J)CH
i(E ×DC,J , j)χ,J
is an isomorphism. This is reduced to the case where I = ∅ and J = ∅.
We consider the algebraic correspondence
ΓΣ = {(x1, . . . , xn; p1, . . . , pn) = (p1, p1 + p2, . . . , p1 + · · ·+ pn; p1, . . . , pn)
∈ EnB ×B E
n
B} ∈ CH
n(EnB ×B E
n
B).
The action of σ ∈ Sn+1 and τ ∈ GC is obtained by the graph Γ(σ) and Γ(τ)
of σ and τ .
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Let B˜ be a finite flat Galois extension of B. Let p0 and q0 be sections
in EB˜ such that (n + 1)p0 = s and 2q0 = s. We set p = (p0, . . . , p0) and
q = (q0, . . . , q0). The translations Tp and Tq by p and q is obtained by the
algebraic correspondences Γ(Tp) and Γ(Tq). Then
Γ(σlin) = Γ(T−p) ◦ Γ(σ) ◦ Γ(Tp)
Γ(τlin) = Γ(T−q) ◦ Γ(τ) ◦ Γ(Tq)
are linear algebraic correspondences. By considering cohomological classes,
we have the following lemma.
Lemma 5.7. We have the following equality in CHn(EnB×B E
n
B) for projec-
tors:
1
#Sn+1
∑
σ∈Sn+1
sgn(σ) ΓΣ ◦ Γ(σlin) ◦ ΓΣ−1
=
1
#GC
∑
τ∈GC
χ(τ) Γ(τlin)
We set CH = CHi(E × EnB, j). We have the following commutative dia-
gram:
P (sgnlin)CH
Tp
−−→
≃
P (sgn)CH
(∗)
ΓΣ−−→ P (χ)CH
T−q
−−→
≃
P (χlin)CH
isgnlin ↓ ↓ ↑ ↑ πχlin
CH
Tp
−−→ CH
ΓΣ−−→ CH
T−q
−−→ CH
By this commutative diagram, (∗) is an isomorphism, since we have
πχlin ◦ T−q ◦ ΓΣ ◦ Tp ◦ isgnlin = πχlin ◦ T−q+Σp ◦ ΓΣ ◦ isgnlin
= πχlin ◦ T−q+Σp ◦ iχlin ◦ ΓΣ
= Ttr(−q+Σp),#G ◦ ΓΣ,
by Proposition 5.5.

Remark 5.8. In this section, we treat an elliptic curve over a field K. One
can define the notion of mixed elliptic motives for a family of elliptic curve
E → B over a base scheme B.
5.3. Definition of LogMEM . First we construct a mixed elliptic motif LogMEM
in the category KC(AMEM/OS)
0. There are two constructions of LogMEM
in [BL], one is in §1 and the other is in §6. In §5.2.1 we show that two double
complexes associated to two constructions are quasi-isomorphic.
Let E be an elliptic curve over K and B be a copy of E. Let EB be the
trivial family E ×E of E over B and the inversion of E is written as ι. Then
the diagonal subvariety s defines a section of EB over B.
Let s be the section in EB defined by the diagonal map. Let B˜ be a flat
finite variety over B such that 2-torsion points of s are defined in B˜. We
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define a cycle i˜s,n in Z
n+1(En
B˜
× En+1
B˜
, 0) by
1
4
∑
2s˜=s
[(x1, . . . , xn : s˜, x1, . . . , xn)].
Then this correspondence is defined over B, which is also denoted as i˜s,n. An
element (σ, e1, . . . , en) in the groups Z/2Z acts on E
n
B by
(x1, . . . , xn) 7→ ([(−1)
e1 ]x1, . . . , [(−1)
en ]xn)
which is extended to the action of the group GC,n defined in (5.2). Let χn be
the character of GC,n defined in (5.3). Then the group GC,n×GC,n+1 acts on
the group Zn+1(En
B˜
× En+1
B˜
, 0). By applying the projector P (χn) · P (χn+1)
to i˜s,n, we get an element is,n in
P (χn)Z
n+1(En
B˜
× En+1
B˜
, 0)P (χn+1)
By restricting to the open set B0 = B − {0}, we have
is,n ∈ Hom
1
MEM/B0 (Sym
n(V )(n), Symn+1(V )(n+ 1))
which is also denoted by is,n. We introduce an object LogMEM,n inKC(AMEM/OS)
over B0 by setting
LogpMEM,n = Sym
p(V )(p) (0 ≤ p ≤ n).
Lemma 5.9. We have
is,p+1 ◦ is,p = 0.
By the above lemma, by setting dp+k,p = 0 for k ≥ 2, we have a DG
complex LogMEM,n
0→ Q → Sym1(V )(1) → · · · → Symn(V )(n) → 0
‖ ‖ ‖
0→ Log0MEM,n → Log
1
MEM,n → · · · → Log
n
MEM,n → 0,
using
is ∈ Hom
1
EM (Log
i
MEM,n, Log
i+1
MEM,n).
The morphism LogMEM,n+1 → LogMEM,n defines a projective system in the
category of mixed elliptic motives. Using the homomorphisms is,q, we get the
following double complex
HomMEM (V, LogMEM,n) :
0→ Z1−(E ×B, •)
is,0
−−→ Z2−(E ×EB, •)
is,1
−−→ · · ·
· · ·
is,n−2
−−−−→ Zn−(E × E
n−1
B , •)alt
n−1 is,n−1−−−−→ Zn+1− (E × E
n
B, •)alt
n → 0
The associate simple complex of HomMEM (V, LogMEM,n) is denoted by
HomMEM (V, LogMEM,n). The relation between the differential dn+1,n and
the complex KC,n,χ is given by the following proposition.
The (−1)-actions ι on the left most factor E of E × EqB and E × (U
n+2
B )s
are compatible, where the subscript − means the −1 part for the involution
ι.
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Proposition 5.10. (1) The map[
⊕
J∈IC,i
Zn+1−i(E ×DC,J , •)
]
−,χ
→ Zn+1−i− (E ×E
n−i
B , •)alt
n−i
defined by
1
4
∑
2s˜=s
T−s˜ induces a homomorphism
KC,n,χ → HomMEM (V, LogMEM,n)
of double complexes.
(2) The (−1)-actions ι on the left most factor E of E × EqB and E ×
(Un+2B )s are compatible. The above homomorphism is a quasi-isomorphism.
As a consequence, we have the following isomorphism:
(5.5) CHn+1(E × (Un+1B )s, n+ 1− j)−,sgn ≃ H
jHomMEM (V, LogMEM,n).
5.4. Polylog object as a mixed elliptic motif. We recall the definition
of elliptic polylog class in CHn+1(E × (Un+1B )s, n)−,sgn defined in [BL] using
the eigen decomposition of the higher Chow group.
Let [a]n+1B : (E
n+1
B )s → (E
n+1
B )s be a map defined by
(p1, . . . , pn+1, s) 7→ ([a]p1, . . . , [a]pn+1, [a]s)
We set (Un+1a,B )s = ([a]
n+1
B )
−1(Un+1B )s and define a homomorphism Nm by
the composite of the following homomorphisms:
CHn+1(E × (Un+1B )s, n)−,sgn
j∗
−→ CHn+1(E × (Un+1a,B )s, n)−,sgn
Nm
−−→ CHn+1(E × (Un+1B )s, n)−,sgn.
Here j∗ is induced by the open immersion (Un+1a,B )s → (U
n+1
B )s and Nm is
the norm map for the map [a]n+1B .
Definition 5.11. We define CHn+1(U × (Un+1B )s, n)
(1)
−,sgn by the a-eigen
space for the action of the map Nm.
The following proposition is proved in [BL].
Proposition 5.12 ([BL]). The residue map
CHn+1(U × (Un+1B )s, n)
(1)
−,sgn → CH
n(U × (UnB)s, n− 1)
(1)
−,sgn
is an isomorphism.
Definition 5.13 ([BL]). (1) By applying Proposition 5.12 successively,
we have an isomorphism
CHn+1(U × (Un+1B )s, n)
(1)
−,sgn → CH
1(U × (U1B)s, 0)
(1)
−,sgn ≃ Q∆,
where ∆ is the diagonal in U × (U1B)s. We define the polylog class Pn
by the element in CHn+1(U × (Un+1B )s, n)
(1)
−,sgn corresponding to ∆.
(2) The element in H1HomMEM (V, LogMEM,n) corresponding to Pn via
the isomorphism (5.5) is also denoted as Pn and called the elliptic
polylog class.
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Let P˜n be a representative of the cohomology class Pn in the following
associate simple complex HomMEM (V, LogMEM,n):
∂ ↓ ∂ ↓
→ Zn(E × En−1
B
, n)sgne
−n+1 is→ Z
n+1
−
(E × EnB, n)sgne
−n → 0
∂ ↓ ∂ ↓
→ Zn(E × En−1
B
, n− 1)sgne
−n+1 is→ Z
n+1
−
(E × EnB, n− 1)sgne
−n → 0
∂ ↓ ∂ ↓
→ Zn(E × En−1
B
, n− 2)sgne
−n+1 is→ Z
n+1
−
(E × EnB, n− 2)sgne
−n → 0
∂ ↓ ∂ ↓
Then P˜n is a direct sum of elements
pli = pl
#
i e
−i ∈ Zi+1− (E × E
i
B, i)sgne
−i = Hom1MEM (V, Log
i
MEM,ne
−i).
which is called an elliptic polylog extension data. The closedness of P˜n is
equivalent to the relation: ∂(pli) + (−1)
iis(pli−1) = 0. Then we have
∂pli + (−1)
i−1pli · is = 0,
where · is the multiplication.
Definition 5.14. We define an object PlMEM,n = {Pl
i
MEM,n, dji} in the
quasi-DG category (MEM) = K(EM) of DG complex in CEM as follows.
PliMEM,n =

V (i = −1)
LogiMEM,n (0 ≤ i ≤ n)
0 ( otherwise )
The maps dji ∈ Hom
1(PliMEM,n, P l
j
MEM,n) are defined by
dji =

dj,−1 = plj (0 ≤ j ≤ n)
dj+1,j = (−1)
j+1is (0 ≤ j ≤ n− 1)
0 ( otherwise )
5.5. Description of the comodule associated to polylog motif. The
polylog motif is concentrated at degree zero. By the functor ϕ, the object
PlMEM,n corresponds to an H
0(Bar(AEM/O), ǫ)-comodule. In this subsec-
tion, we write down the H0(Bar) = H0(Bar(AEM/O), ǫ)-comodule structure
of ϕ(PlMEM,n). As a vector space, we have
Pln = ϕ(PlMEM,n) = ⊕
n
i=−1Pl
i
n,
P lin =
{
V (i = −1)
Symi(V )(i) (0 ≤ i ≤ n).
Let M(Pln, H
0(Bar)) be the endomorphism of Pln obtained by the scalar
extension to the commutative ring H0(Bar). By the isomorphism
Homk(Pln, H
0(Bar)⊗ Pln) ≃ ⊕
n
i,j=−1(Pl
j
n)
∗ ⊗H0(Bar)⊗ Plin,
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the coproduct ∆PlMEM,n is given by the sum of aij ∈ (Pl
j
n)
∗⊗H0(Bar)⊗Plin,
where
aij =

δV ⊗
∑i
u=0(−1)
u(i−u+1)plu ⊗ is
⊗(i−u) ⊗ δSiV (i) j = −1, i ≥ 0
(−1)(i−j)(j−1)δSjV (j) ⊗ is
⊗(i−j) ⊗ δSiV (i) j ≥ 0, i > j
∆V i = j = −1
∆SiV (i) i = j ≥ 0
0 otherwise,
and δV is an element in V
∗ ⊗ V corresponding to the identity element in
V ∗ ⊗ V = Homk(V, V ).
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