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ABSTRACT
CLASSIFICATION OF TARGET PRIMITIVES WITH 
SONAR USING TWO NON-PARAMETRIC DATA
FUSION METHODS
Birsel Ayriilu
M.S. in Electrical and Electronics Engineering 
Supervisor: Assist. Prof. Dr. Billur Barstian
July 1996
In this study, physical models are used to model reflections from target prim­
itives commordy encountered in a mobile robot’s environment. These tcirgets 
are differentiated by employing a multi-transducer pulse/echo system which 
relies on both cimplitude and time-of-flight (TOP) data in the feature fusion 
process, cillowing more robust differentiation. Target features are generated 
as being evidentially tied to degrees of belief which are subsequently fused 
for multiple logical soncirs at different geographical sites. Feature data from 
multiple logical sensors are fused with Dernpster-Shafer rule of combination to 
improve the performance of classification by reducing perception uncertainty. 
Using three sensing nodes, improvement in differentiation is 20% without false 
decision, however, at the cost of additional computation. Simulation results 
are verified by experiments with real sonar systems. As an alternative method, 
neural networks are used for incorporating lecirning of identifying pcirameter 
relations of target primitives. Amplitude and time-of-flight measurements of 
.‘]1 sensor pairs cire fused with these neural networks. Improvement in differ­
entiation is 72% with 28% false decision at the cost of elapsed time until the 
network learns these patterns. These two approaches help to overcome the vul­
nerability of echo amplitude to noise and enable the modeling of non-parametric 
uncertainty.
iii
Keywords : ultrasonic transducers  ^ sonar, target classification, sensor-hased 
robotics, multi-sensor data fusion and integration, non-parametric data fusion, 
evidential reasoning, belief functions, Dempster-Shafer rmle of combination, 
logical sensing, artificial neural networks.
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Bu çcilışıricida, hareketli robot uygulamalarında sıkça karşılaşılan hedef ilkel­
lerinden kaynaklanan yansımaların modellenmesinde fiziksel modeller kul- 
huııldı. Genlik ve uçuş zamanı verilerine dayanan çok dönüştürücülü 
dürtii/yankı sistemleri ile hedef ilkelleri tanınmaya çalışıldı. Birden çok 
mantıksal sonar için atanan inanç değerleri taşıyan hedef özellikleri sürekli 
olarak birleştirildi. Algı belirsizliklerini azaltıp smıilandırma başarısını 
arttırmak için yapılan bu birleştirme işlemi için Dempster-Shafer birleşim ku­
ralı kullanıldı. Uç algılayıcı çifti kullanılarak sınıflandırma işleminde fazladan 
yapıları işlemlere kcirşm %20 ye varan bir başarım artışı elde edildi. İkinci 
bir yöntem olarak, tanıtım parametre yakınlıklarınm beraberce öğrenilmesi 
için yapay sinir ağları kullanıldı. Bu ağ yapısında devrenin bu hedef ilkel­
lerini öğreninceye kadar geçen zaman ve 31 algılayıcı çiftine rağmen genlik ve 
uçuş zarricinı ölçümleri kullanılarak sınıflandırma işleminde %72 ye varan bir 
başarı ve %28 yanlış karar elde edildi. Bu çalışmada kullanılan iki yöntemin 
lıer biri yankı genliğinin gürültüye kcirşı olan duyarlılığının üstesinden gelm­
eye yardımcı olduğu gibi pararnetrik olmayan belirsizliklerin modellenrnesini 
de sağhımaktadır.
Anahtar Kelimeler : sesötesi duyucular, engel sınıflandırma, robotik 
algılama, pararnetrik olmayan veri tümleşimi, Dempster-Shafer birleşim kuralı, 
mantıksal algılama, yapay sinir ağları.
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Chapter 1
IN TR O D U C TIO N
There is no single sensor which perfectly detects, locates and identifies targets 
under all circumstances. Although some sensors are more accurate at locating 
and tracking objects, they do not provide identity information or vice versa. 
This points to the need for combining data from multiple sensors via data 
fusion techniques. The primary aim of the data fusion is to combine data, 
from multiple sensors to perform inferences that may not be possible from a 
single sensor. Data fusion applications span a wide domain including automatic 
target recognition, mobile robot navigation, target tracking, ciircra.ft navigation 
and military applications [1, 2]. In robotics a.pplications, data fusion enables 
intelligent sensors to be incorporated into overall operation of a robot so that 
they can interact with and operate in an unstructured environment without 
tlie conq^lete control of a. human operator [3].
Qualitcitive benefits which are gained through multisensor data fusion in­
clude improved operational performance, extended spaticd coverage, reduced 
ambiguity of inferences, improved detection, improved system reliability and 
enhanced spatial resolution. Quantitatively, the benefit of multisensor data 
fusion is the improvement of the accuracy of inferences such as estimation of 
location or identity declaration.
Data fusion can be accomplished by using geometrically, geographically or 
physiccilly different sensors at different levels of representation such as signal- 
level, pixel-level, feature-level and symbol-level fusion. In this study, we use 
|)hysically identical sonar sensors to combine intbrmation when they are located 
at geographiccilly different sensing sites. Feature-level fusion will be used to 
provide a system performing an object recognition task with additional features
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Problems associated with multisensor data fusion center around the meth­
ods used for modeling the error or uncertainty in sensory information, data 
fusion process and operation of the overall system. There are талу  frame­
works tor multisensor data fusion. In this study two of them are used: The 
first one is the Dempster-Shafer evidence processing which is used in the data 
fusion at the level of evidence. Second one is artificial neural networks which 
provide a fairly well-established formalism with which to model the multisensor 
fusion process.
that can be used to increase its recognition capabilities.
One mode of sensing which is potentially very useful cuid cost-effective 
lor mobile robot applications is sonar. Since acoustic sensors are light, ro­
bust and inexpensive devices, they are widely used in applications such as 
navigation of autonomous vehicles through unstructured environments [4, 5], 
map-building [6, 7], target-tracking [8] and obstcicle avoidcince [9]. Although 
there are difficulties in the interpretation of sonar data due to multiple specuhir 
reflections, poor angular resolution of soruir and establishing correspondence 
between multiple echoes on different receivers [10], these difficulties can be 
overcome by employing accurate physical models for the reflection of soiicu·. 
d'he most popular sonar rcinging system is based on the time-of-flight (TOF) 
measurement which is the time elapsed between the trcinsmission of a pulse and 
its reception [11]. Since the amplitude of sonar sigmils is very prone to environ­
mental conditions and since standard electronics for the Polaroid sensor [12] 
does not provide the echo amplitude directly, most sonar systems exploit only 
TOF inlbrmation. However, for better chissification of some common target 
primitives, multi-transducer pulse/echo systems can be employed which rely 
on both cunplitude and TOF infbrmation to differentiate these targets. In ear­
lier work by Barshan and Kuc, both TOF and amplitude of the echo signal 
is used to differentiate planes and corners using a statistical error model for 
the noisy signals [13]. Here we extend this work to develop algorithms which 
cover additional target types and data fusion techniques. Differential models of 
planes, edges, corners and cylinders hcive also been used by other researchers in 
target trcxcking applications [14]. In most navigation systems including sonar, 
two-dimensional sensing models are employed where it is assumed that tar­
gets extend into the third dimension with the Sciine horizontal cross-section. 
However, it is not the case that the tcirgets are in the same horizontal plane 
of the sensor in general. This problem has been handled by some researchers 
by providing the sensor with the flexibility to track 3-D targets which are not 
necessarily in the same horizontal plane as the sensor [15, 16, 17].
Sensoi'y information from a single sonar has poor angulcir resolution and 
is not sufficient to differentiate some target primitives such as phuie and cor­
ner [13]. Many researchers employ multiple sensor configurations in their ap­
plication which Ccin be of the same type, or of different t}^pes complernentciry in 
nature. Flynn proposed a model for combining the information from sonar and 
infrared sensors to build more accurate maps of the environment, in particular 
door edges, where sonar may fail due to its low resolution [18]. Durrant-Whyte 
modeled information obtained from multiple sensors to deal effectively with 
cooperative, competitive, and complementary interactions between various in­
formation sources [19]. A neural network model is proposed for sensory fusion 
based on the target localization system of the barn owl [20]. To overcome the 
problems that origimite from the difficulties in the interpretation of sonar data 
Ibr cicoustic imaging, ci system which combines acoustic hologrciphy with mul­
tilayer feedforward neui'cil networks for 3-D object recognition is proposed in
[21]. Neural networks are also used in sonar appliccitions [22] and-identification 
of ships from observed parametric radar data [23]. A comparison between neu­
ral networks cuid standard classifiers for radar-specific emitter identification is 
provided by Willson [24].
The objective in this thesis is to fuse information from uncertain envi­
ronmental data acquired by multiple sonars at distinct geographical locations 
for strategic target recognition using two non-pararnetric methods. First, the 
ultrasonic reflection process from commonly encountered target primitives is 
modeled such that soncir pairs became evidential logiccd sensors. Logical sen­
sors, as opposed to physiccil sensors that acquire real data, process real sensory 
data in order to generate perception units which are context-dependent inter- 
[iretations of the real data [25]. By processing the real data, logical sensors 
classify the tcirget primitives which are limited to plane, corner and cicute corner 
initially. An automated perception system for mobile robots fusing uncertain 
sensory information must be reliable in the sense that it is predictable. There­
fore quantitative cxpprocxches to uncertainty are needed. These considerations 
favor measure-based methods handling sensory data (both physical and logical) 
at different levels of granularity related to the resolution of the data cxs well as 
the time constants of the different sensors. This desire motivates our attempt 
to abstract the sensor integration problem in a conceptual model where un­
certainty about evidence' and knowledge can be measured and systematically 
leduced. To overcome the vulnerability of echo amplitude to noise, multiple 
sensors are used in the decision making, and as a first attempt, belief function 
approach is employed. Decisions of these sensing units are then integrated 
using Dempster-Shcxfer ride of combimxtion. In the second approach, artificial
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neurcil networks are employed to reduce the efFect of non-parametric uncer­
tainty in the model of ultrasonic reflection process and increase the number of 
target primitives which Ccin be identified.
Chcipter 2 explains the sensing conhguration used in this study and intro­
duces the target primitives. A differentiation algorithm which is employed to 
identify the target primitives with the measurements of a sensor pair is also 
provided in this chapter.
In Chapter 3, beliefs are assigned to phine, corner and acute corner based on 
both TOF and amplitude chciracteristics of the delta. This section also includes 
the feature fusion of multiple sonars which forms the basis of logiccil sensing, 
aimlyzes the consensus of multiple sensors obtained by using the Dempster- 
Shafer rule of combination and its sensitivity to chcinging values of signal-to- 
noise ratio.
In Chcipter 4, real data collected from these targets are given. Simulation 
results in Chapter 3 are also supported by these real data.
In Chcipter 5, neural networks are reviewed briefly and the classificcition 
process with these networks are introduced. The sensitivity of neural network 
classifiers to chcinging vcilues of signal-to-noise ratio is investigated.
In Chapter 6, discussion and concluding remarks are given, and directions 
for future research cire motivated.
In Appendix A, geometrical models of target primitives with corresponding 
echo signal models are provided. Appendix B investigcites different values of 
the noise multiplicity factor k cind its choice in the classification algorithm 
developed in Chapter 2. The coefficients of the polynomial which is used to 
estimate range for an acute corner type target primitives are given in Appendix
C. The amplitude characteristics of an edge with various angle values and 
that of a cylinder with various rcidius values are provided in Appendix D. 
In Appendix E, the nonlinear relationship between amplitude noise standard 
deviation and standard deviation in TOF estimates is investigated. Computer 
programs which are used in this study are provided in Appendix F.
Chapter 2
SO N A R  SENSING A N D  
TARGET
DIFFERENTIATIO N
ALGORITHM
111 this chapter, basic principles of sonar sensing are introduced. 'Fhe sens­
ing coniigui’crtion and the target primitives which are used in this study are 
described. A difFerentiation cdgorithrn is developed to identify and locate the 
target primitives from the measurements of a single sonar pair.
2.1 P hysical R eflection M odels o f Sonar 
from Different Target Prim itives
The most popular soricir ranging system is the TOF system. In this system, an 
echo is produced when the transmitted pulse encounters an object and a range 
value r is generated when the echo amplitude waveform first e.xceeds a |)ixiset 
tlireshold level r  (Figure 2.1):
r —do ( 2 . 1)
Here to is the 'I'OF of the echo signal at which the echo amplitude first
exceeds the threshold level and c is the si^eed of sound in aird Assuming 
Gaussian-distributed noise, r  is usually set equal to 4—5 times the viilue of 
the noise stcindard deviation of which can be estimated based on experimentcil 
data.
In this study, fcir-field model of a piston type transducer having a circuhu· 
a.perture is used [26]. The amplitude of the echo decreases with inclination 
angle 0 , which is the deviation angle from normal incidence as illustrated 
in Figure 2.2. The echo amiDlitude falls below the threshold level when the 
inclination angle 0 is greater than Oq which depends on the aperture size and 
the resonant frequency of the transducer by:
Oo =  sin - 1
Q.61c'
(2.2)
where a is the transducer aperture radius and fo is its resonant frequency [13].
Figure 2.1: A typical echo of the ultrasound ranging system.
With a. single transducer, it is not possible to estimate the azimuth of a 
target with better resolution than the angular resolution of sonar which is cip- 
proxirnately 2 0 o· In our system, two identical acoustic transducers a and h with 
center-to-center separation d are employed to improve the angular resolution 
(Figure 2.2). Each transducer can operate both as transmitter and receiver, 
due to the reciprocity principle [27]. The typical shape of the sensitivity region 
of an ultrcisonic transducer pair is given in Figure 2.2. The extent of this region 
is in general different for each target type since targets with different features 
exhibit different reflectivities, cross-sections and reflection characteristics.
The pressure amplitude pattern of the transducer in the far zone is well
q. _= ni/s, where T  is absolute temperature in Kelvin. At room temperature
(T = 29:iK), c = 343.3 m/s.
Figure 2.2: Sensitivity region of an ultrasonic trcuisducer pair.
approximated by a Gaussian function centered around zero with stanchircl de- 
vicition ax = ^  [Id]:
0^Po'^ 'rnin 2cj^  r \P[&) — -------- e T tor r > r. (2.3)
Moreover, lor a point target the amplitude of the detected signal is the 
product of the beam patterns of the transmitter and receiver:
-e ^
2 .
А{ви02) = Р for Г1 ,Г2 >Г,„ (2.4)ГХГ2
where A^ax is the maximum amplitude obtained when 0i = O2 =  0  ^ cuid ?-i 
, _  Here, Oi and $ 2  are the respective inclination angles of transmitter
and receiver, and r'l and ?’2 are the distances from the target as illustrated in 
Figure 2.3 [13].
point target
Idgure 2.3: Configuration of the transducer pair with respect to a point target.
A point target in 2 -D corresponds to a line target which could be a very 
thin cylinder or a very sharp edge target. In 3-D, it could be approximated
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by a very small sphere. In this study, the target primitives employed cire 
phme, corner, cíente corner, edge and cylinder whose horizontal cross-sections 
are illustrated in Figure 2.4. The word target is used here to refer to any 
environment feature which is capable of being observed b}^  ci. sonar sensor. 
These target primitives constitute the basic building blocks for most of the 
surfaces likely to exist in a robot’s environment. Since the wavelength of sonar 
(A = 7.0 mm at 49.4 kHz) is much larger than the typical roughness of object 
surfaces encountered in laboratory environments, targets in these environments 
reflect acoustic beams specularly like a mirror [5]. Hence, while modeling the 
received sigimls from these tcirgets, all reflections are considered to be specular 
which allows transducers both transmitting and receiving to be viewed as a 
separate transmitter T and virtual receiver R in all cases [5].
/
PLANE CORNER ACUTE CORNER
Figure 2.4: Target primitives modeled and differentiated in this study.
Detailed physical reflection models of these tcirget primitives with corre­
sponding echo signals cire provided in Appendix A.
2.2 Target D ifferentiation A lgorithm
In the differentiation of target primitives which are introduced in the previous 
section, both TOF and amplitude characteristics must be used. In Figure 2.5 
and 2.6, TOF characteristics for each primitive target are given over the range 
of —Oo < 0 < Oo where 0o is taken as 15". Note that the TOF characteristics of 
plane, corner, edge cind cylinder have the same form. Initially, to differentiate 
an acute corner from the rest of the tcirgets, these characteristics are used 
in Algorithm I which is introduced next. In the following, yUgorithm 1 is 
based on TOF cornparisoji whereas Algorithms 2 and 3 are based on amplitude 
comparison of the return sigmils.
sec) TOF(sec)
Figure 2.5: The TOF characteristics of targets when the target is at r = 2 ni 
(a) plane (b) corner (c) edge with 6e =  90° (d) cylinder with ry. = 20 cm.
Algorithm 1: Acute Corner DifFereiitiation:
• if [iaaiO) -  tabiO)] > kat  aiid [hbiO) -  tab{0)] > kt(Tt 
then acute corner.
• if [tabiO) -  taa{0)] > kat  Or [tab{0) ~ tbb{0)] > hat  
then plane, corner, edge or cxjlinder.
where tab{0) denotes the TOF reading extracted at angle 0 from Aab(r,0,d, t) 
which is the signal transmitted by a and received by b.
TOF(sec)
TOF(sec)
-15 -10  -5
(a)
(c)
TOF(sec)
-15 -10 -5  0 5 10 15 -15 -10  -5  0 5 10 15
0{deg)
TOF(sec)
(b)
i>(deg)
d(deg)
Figure 2.6: TOF characteristics of acute corner at r = 2 m with (a) Oc = 30“ 
(b) e, =  45“ (c) e, =  60“ (d) = 90“.
In this algorithm, at is the standard deviation of the TOF estimate which 
is in general nonlinearly related to the additive noise on the signal amplitude. 
This relationship is investigated in Appendix E. A multiple of at, ktat, is used 
to improve the robustness of the differentiation algorithiTi to noise.
The azimuth 0 and angle Oc of an acute corner can be estimated as:
0 -- sin ^
Or — sin“^
j r l  -  vL)(2,·^ +
2dr{rl +  r-2J
lyt 2 I (»'»2a^a ^   ^bb
_\| 4(2r2 +  f )
where the geometry for Vaa and rtb are given in Appendix A. 
For ¿1 = 0“:
(2.5)
(2.6)
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Cp{rabnb + íP -  rl  ^ -  r¡i,) 
\J 4(?’a6 -  nbY -  (P
(2.7)
To estimate range r for 6 ^ 0°, a, second-order polynomial must be solved:
o  9 cPA:iP +  5a; + C = 0 where x =  2 r + — (2 .8)
The coefficients of this polynomial are functions of Vaa, ri>b, rb,,. and d 
given in Appendix C.
Note that when angle Oc is close to 90°, it is not possible to differentiate an 
acute corner by this algorithm. This algorithm can be used safely when 0c is 
in the range [0°,60°].
In the identification of the rest of the targets, amplitude charcicteristics 
given in Figure 2.7 must be used since their TOP charcicteristics have the same 
form. Amplitude characteristics of edges with various 0^  and cylinders with 
various 7'c are given in Appendix D. Based on the amplitude chciracteristics. 
Algorithm 2 can be used to differentiate the phmar target from the rest of the 
target primitives.
Algorithm 2: Plane Differentiation:
• if [AaaiO) -  AabiO)] > a^cta and [Ab6(f') -  Ac,b{0)\ > kA(TA
then plane with
r = Ta +  n
0 =  sin_X f ^^6 '^ a
(2.9)
(2 .10)
if [A.^ l,(0) -  AaJO)] > k^UA or [Aa6(f') -  A¡a(0)\ > kAUA
then corner, edge or cxjlinder.
Here Aab{0), Aaa{0) and Abbi0) denote the maximum values of Aab{r, 0, d, t), 
A„.a{r,0,d, t), Abb(r,0,d,t) at angle 0, whose functioned forms are provided in 
Appendix A. The and r¡, are the perpendicular distances ol the respective 
transducers from the target whose geometry is also illustrated in Appendix A.
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In this algorithm, different values for have been tested and the results 
are presented in Appendix B. Based on these results, it is appropriate to choose 
kA =  1 .
In order to differentiate corner target primitive from edge and cylinder, 
amplitude measurements over the range —Oo < 0 < Oo must be taken. Since 
the maxima of Aaa{0)·, Aab{0)·, Ahh{0) are the same for a right-cUigle corner, this 
tyi^e of target can be differentiated from edge and cylinder by using Algorithm 
3.
Algorithm 3: Corner Differentiation:
' if [max{Aaa(^)} -  max{Afcfc(6<)} < cr^ ] and [max{Ab6(i^ )} -  rnax{/lafc(<?)} < œa]
then corner with
r —
0 =
r2 _L r2 -  ^  + ^6 2
sm
2dr
(2.11)
(2.12)
else edge or cylinder.
In the above algorithm, max{Aaa.(^)} corresponds to the maximum ampli­
tude over the range —0o < 0 < 0o- With the given number of measurements, 
it is not possible to determine the orientation of the two planes forming the 
corner. Only the orientation of the line where the two planes intersect can be 
found with respect to the line-of-sight. To find the orientation of the planes, 
measurements which include reflections from the two constituent planes are 
necessary.
Referring to Figure 2.7, edge and cylinder targets can be distinguished over 
a small interval near 0 — 0°. At <? = 0°, ^„^(0) = Ao6(0) = /l6(,(0) for an 
edge but this equality is not true for a cylinder. Depending on the radius of 
the cylinder, it may be possible to differentiate edge and cylinder with this 
configuration of transducers. An edge is a target with zero radius of curvature. 
For the cylinder, the radius of curvature has two limits of interest. As —>■ 0 
the characteristics of the cylinder approaches thcit of an edge. On the other 
hand as Tc —> oo, the characteristics is more similar to that of a plane. By 
assuming the target is a cylinder first cind estimating its I’cidius of curvature 
[28] it may be possible to distinguish these two targets for relatively large values
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of Tc. For an edge, expressions for range r and azimuth 0 given in Equations 
2 .ff and 2.12 are the same as in the case of a corner. In the case of cylinder, 
in addition to range and azimuth, the radius of cylinder can also be estimated. 
These estimates are given by:
(2.13)
( 2 . 1 4 )
(2.15)
In these equations, an approximation is used which is similar to the approxi- 
iricition used by Peremans et al in [29].
r  ^  V  ^
2
e  ^  s i i r ^
[ r l  -  r l )  +  2 r c i r a  -  n  ■
2 ^ ( n  +  T 2 ) 2  -
-  ( r l  +  r l )
2  ( ^ r i ,  +  V a  —
Amplitude Amplitude
Figure 2.7: Amplitude characteristics when the targets are cit r — 2 m(a) plane 
(b) corner (c) edge with 9e — 90° (d) cylinder with = 20 cm.
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The ratio of transducer separation to operating range (i//?') is an important 
parameter in the differentiation of target primitives directly affecting how well 
these target primitives can be differentiated lyy their TOF and amplitude char­
acteristics. The further apart are the transducers, larger are the differentials in 
'COF and amplitude as long as the sensitivity patterns of the targets overlap. 
T'his supports improved differentiation of the targets. In the limit as  ^ 0
which corresponds to the case that either the transducers are too close together 
or the target is too far, the transducers behave as a single transducer and the 
differential signals are not reliable. This situation is equiv^alent to the case of 
trying to differentiate the targets using a single transd^rcer at a fixed location, 
which is not feasible. The effect of transducer separation d and range r on the 
maximum differentials is provided in Appendix A.
In this chapter, basic concepts of sonar sensing and target primitives used 
in this study are introduced. TOF and amplitude characteristics of each tar­
get tvpes are given and differentiation algorithms are developed. In the next 
chapter, these algorithms will be used by multiple decision-making sonars to 
identifv and locate an unknown target.
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Chapter 3
LOGICAL SENSING A N D  
FEATURE FUSIO N OF 
MULTIPLE SENSOR PAIRS
'riiis chcipter focuses on the development of a logical sensing module that |:)ro- 
duces evidential information from uncertain cind partial information obtained 
by multiple sonars at geographically different sensing sites. The Ibrniation of 
such evidential information is accomplished with the theory of belief functions. 
As a first attempt, belief values are generated for each sensor pair cind assigned 
to tlie detected features: plane and corner. These features and their evidential 
metric obtained from multiple sonars are then fused using the Dempster-Shafer 
rule of combination. Acute corner is added as an additioiicil feature in the belief 
function approach and simulation results are presented.
3.1 Logical Sensing
Belief function is a mapping from a class of sets to the interval [0,1] that assigns 
numerical degrees of support based on evidence [30]. This is a generalization of 
probabilistic approaches Tsirice one is allowed to model ignorance about a given 
situation. Unlike probability theory, a belief function brings a metric to the 
intuitive idea that a portion of one’s belief can be committed to a set but need 
not be also committed to its complement. In the target classification problem, 
ignorance corresponds to not having any information on the type of target that
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the transducer pair is scanning.
To differentiate the target primitives, differences in the reflection charac­
teristics of these targets are exploited and formulated in terms of degrees of 
belief. This logical sensor model of sonar perception is novel in the sense that 
it models the uncertainties associated with the target type, its range and az­
imuth as detected by each sensor pair. The uncertainty in the measurements 
of each sonar pixir is represented by a belief function having target type or 
ftaiure,  and tcirget location r and 9 as focal elements with degrees of belief 
l)(.) associated with them:
BF  = {feature, r, 9 ; b{ feature), b(r), b{9)} (3.1)
3.1.1 Feature Fusion from M ultip le Sonars for P lane- 
Corner Identification
In this study, we first focus on differentiation of two of the target types intro­
duced, namely plane and corner. In section 3.1.3, the method will be extended 
to include the acute corner.
Logical sensing of target primitives is accomplished through a metric as 
degrees of belief assigned to plane and corner according to the amplitude and 
'LOF characteristics of the received signals described in the previous chapter. 
13a.sed on these characteristics, belief assignment to the feature focal element 
is nicide cxs follows
[AaaiO) -  Aabi9)][M0) -  a^kiO)]
h max[Aaa(i^) -  Aah{9)] max[A66(i?) -
(3.2)
6 (c) = /2 max
0
Aa|,i0)-Aaa{9)] + l·i[Aal,{O)-A^ ,b{O)]
Aab(0)-Aaa{O)] + h max[/lai,(0)-A6b(<?)] if h  ^  0 or ^  0 J 
if 7, = /3  = 0
where b{p) and 6(c) are beliefs assigned to plane and corner fecitures respectively 
and Ii, I'z and / 3  are the indicators of the conditions given below:
h  =
/2 =
/3 =
1 if [Aaa{9) -  Aai,(f')] > aiid [Abb{9) -  Aab{9)] > kA(TA^ ,^  
0 otherwise
1 if [Aab{9) -  Aaa{0)\ > kAC^ A
0 otherwise
1 if [Aab{9) -  Abb{9)] > kA(TA
0 otherwise
(3.5)
(3.6)
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Remaining belief is assigned to an unknown target, representing ignorcince,
as:
b{u) =  1 -  [b{p) + 6(c)] (3.7)
Decision of multiple sensor pciirs are fused with Dempster-Shafer rule of 
combination [30]. Consider belief functions obtained from two sonar pairs as 
independent sources of evidence (Table 3.1):
BFi =  {/¿,6(/i)}·^^ = {2J,c ,u ;6 (p),6(c),6 (ri)l (3.8)
= {i'.nKi/i)}^! = {p ,c ,u ;6(p),6(c),6(u)} (3.9)
Consensus is obtained ¿is the orthogonal sum:
BF -  BFi © BF2 = {hk,b(Jik)}i=i = {p,c,u-,bc{p),bcic),bc(u)} (3.10)
which is both associative and commutative. The sequenticd co-rnbination of 
multiple bodies of evidence can be obtained for n sensor pairs as:
B F  =  {{{B F i © BF2) © B Fs) ... © BFn)
Using the Dempster-Shafer rule of combination:
...  . _  ZEh,=f,ng,Hfi)b{gj)
where J2J2hk=fingj=0 b(fi)b{gj) is a measure of conflict.
(3.11)
(3.12)
BFi
BF2
plane
blip)
corner
6 1(c)
unknown
bi{u)
plane
b2{p)
plane
biip)b2{p)
0
bi{c)b2ip)
plane
bi{u)b2ip)
corner
6 2(c)
0
bl{p)b2 ic)
corner
6i(c)62(c)
corner
6i(г¿)62(c)
unknown
b2(u)
plane
bi{p)b2{u)
corner
6i(c)6 2(u)
unknown
6i(li)62('u)
Table 3.1: Plane/corner differentiation by Dempster-Shafer rule of combina­
tion.
Referring to Table 3.1, intersection of events plane and unknown is plane, 
similarly intersection of events corner and unknown is corner. The intersection 
of plane and corner is an empty set.
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The consensus belief function representing the feciture fusion is based on 
the fecitures of plane, corner and acute corner. The metrics of the fusion are:
bi{p)b2{p) + bi{p)b2{u) + bi{u)b2{p)
b{p) = 1 — conflict (3.13)
^  blic)b2ic) +  bi{c)b2{u) +  bi{u)b2{c) 
1 — conflict
 ^ bi(u)b2 iu) 
b(u) =  -— ^
1  -  conflict (3.15)
In the above equations, the term “conflict” represents the disagreement in the 
consensus of two logical sensing units thus representing the degree of mismatch 
in the fusion of fecitures perceived at two different sensing sites. The metric 
evaluating conflict is expressed as:
conflict =  6i(p)6 '2 (c) + bi{c)b2 {p) (3.16)
Tlie beliefs are then rescaled after discounting this conflict and may be used 
in further data fusion processes.
3.1.2 Fusion of Range and A zim uth  E stim ates
Assignment of belief to range and angle measurements is based on the simple 
observation that the closer the target is to the face of the transducer, the 
more accurate is the range reading, and the closer the target is to the line- 
of-sight of the transducer, the more accurate is the angle estimate. This is 
due to the physical i^roperties of sonar: signal amplitude decreases with r and 
with |t^ |. At large ranges and larger angular deviations, sigiicil-to-noise ratio 
is smaller. Most accurate measurements are obtained along the line-of-sight 
(A = 0'^ ) and cit nearby ranges to the sensor pair. Therefore, belief assignments 
to range and azimuth estimates derived from the TOF measurements are made 
as follows [31]:
 ^rnn.n' ^
b{r) =
m  = Oo-0.
(3.17)
(3.18)
Note that, belief of r takes its maximum value of one when r = r„,,in 
its minimum value of zero when r = Vmax· Similarly, belief of 0 is one when 
0 =  0" and zero when 0 = ±0o-
Since each sensor pair takes measurements in own its sensor-centric coor­
dinate frame, the beliefs of range and azimuth information need to be first
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Figure 3.1: Common coordinate system for n pairs of somir sensors.
projected onto a common coordinate system where they can be integrated. 
This is represented in Figure 3.1 where erroneous estimates are assumed for 
r and 0. Then the metric of the fusion process is computed bcised on these 
projected values. Due to the noise on the system, estimated range and az­
imuth vcdues are different from the true values. Suppose n transducer pciirs cire 
employed and each pair estimates the range and azimuth of the target cis:
i f .Ji)  ¿ = 1,2, . . . ,n  (3.19)
Correct position of the target is denoted by
1 = 1,2, . . . ,n  (3.20)
ill each sensor’s own coordinate frame while the target is within its sensitivity 
region.
The projected range and azimuth are represented in Figure 3.2 as:
{r'.,0\) i = l , 2 , . . . , n ( 3 .2 1 )
a,n
Figure 3.2: Projected range and azimuth for transducer pair i.
Although typically logarithmic relationships are used to relate uncertainty 
(1 belief [32], here we choose to use a simpler linear relationship
P
f -  Kp)
b{p)
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(3.22)
where p corresporids to either the range or cizimuth of the target.
Since the range and azimuth estimates are transformed onto a common 
coordinate frame, uncertainties in the estimated range and azimuth must be 
represented as uncertainties in the transformed range and azimuth with the 
t rans lorrnation below:
O',.' - <T,.r I cos <l)i I + fiag, I sin (j)i I
1 cos (j)i\ +  (7,.-. I sin (j)i\
(3.23)
(3.24)
where and represent uncertainties in the range and azimuth measure­
ments respectively cind <j)i is the angle between f,· and r[. Since the position of 
the '¿’th transducer pair, r«;, is known, </>,· can be found from the geometry by 
using the cosine theorem;
(f>i — cos - 1
'r^ + r ? - r l '
(3.25)
where is the distance of ¿’th sensor pair from the origin. After projecting 
the rcuige and cizimuth estimates onto a common coordiruite system, they cire 
fused into a single range and a single azimuth estimate as follows:
E”=. r'Mr'i)r, = 
0, =
E ”=i (>(>■:)
E”=. OW,)
(3.26)
(3.27)
T.U m
where the new belief Vcilue in the common coordinate system can be found by 
solving Equation 3.22 for b{p).
Beliefs to these combined I’cinge cind azimuth estimates are assigned by 
using Equations 3.17 and 3.18. When the system is noiseless and the location 
of the target is (r,0) in the common coordinate system, all estimated range 
and azimuth values cire equal to their true values:
n  = n (3.28)
Oi -  0, (3.29)
Then the projected and fused range and azimuth estimates are equal:
r'. = rj = r  (3.30)
o'. = Of = e ¿ - 1 , 2, ... ,n  (3.31)
Eor the planar target case, since each sensor pair detects the plane at a 
dilferent position, fusion of range and azimuth estimates must be modified
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Figure 3.3: Position of ci pleine with respect to each sensor pair.
(Figure 3.3). For this case, a line which represents the plane in 2-D can be 
estimated using the estimated positions of the plane by all sensor pairs in the 
common coordinate frame. Then the perpendicuhir distance between this line 
and the origin and the orientation of this line with respect to thé origin must 
be found which are the fused range and azimuth of this plane.
In 2 -D, a planar target can be represented as a line with the equation:
y = ax -t- b (3.32)
Since we luive range and azimuth measurements from n sensors, we seek a. 
weighted least squares solution for a cind b where the weights cind uncertainty 
are inversely related. The weighted least squares solution can be found l).y 
solving the following equcition:
mm'y]wi[yi — {axi +  b)Y 
¿=1
Here
= riCosO]
(3.33
(3.34)
(3.35)yi = r-iSmOi ¿ =  l ,. . . ,n  
md the weights which minimize the mean square error can be lound as [13]:
(3.36)1Wi -
<  + <
where and ay^  are found by transforming the uncertainties in and 0 , as:
cr.^ , = (Tj\cosO';\ + r'iag.\sme'i\ (3.37)
'Vi = (Tj\ sin 0[\ + г[ад' \ cos Oi (3.38)
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Note that here there is no need to normalize the sum of the weights to one. 
Then, the weighted least squares solution of this problem is:
(Er=i Wi )  (Ej=i Wj Xj XJ j ) -  (EF=1 W i X i )  (E”=i 0^.,·!/■,·)
'^WLS — / \ n
(E?=i w.) (E"=i v ]) -  (E”=i
I E"=i Wi Vi  -  «wLs EEi
W^LS —
EiLi Wi
and tlie fused range and azimuth estimates are:
6v
Vf = r = -'WLS
\/^‘wLS + ^
Of = 0 =  tan ' 1
(3.39)
(3.40)
(3.41)
(3.42)
3.1.3 Inclusion of A cu te Corner Target T ype in th e  
C lassification Process
When an acute corner tcirget model is included in the target classification 
process using the belief function approach introduced cibove, belief to an acute 
corner can be assigned as:
[taaiO) -  U m M O )  -  u m
b{ac) =  /4 m a x { [ i a a ( i ^ )  -  tab{0)][hb(0) -  tabiO)]}
where /4 is an indicator of the condition given below:
(3.43)
, 1 i f  [taaiO] -  tab(O)] > » n d  [tbb{0) ~ tab{0)] > at
/4 — (3.44)
0 otherwise
Due to the inclusion of an acute corner, the belief assignments to plane 
and corner in Equations 3.2 and 3.3 must be modified by multiplying these 
equations by ( 1  -  / 4) such that:
[AUO) -  Aab{0)][A,,{0) -  AabiO)]
6(p) = ( l - i . , ) / , -
6(<0
max[4aa(i^) -
h\ n^b{0)- a^aW] + h\Aah{0)-Ai,i,{0)]
(3.45)
id -  D) I,,гnг.4A^ b{0)-Aaam + hm>xx[Aab{0)-A„t,{0)] ^2 7  ^U 0 1 Is
0 if /2  = / 3  = 0
this modification, when a sensor pa,ir decides that the target is a.n acute 
corner with belief 6(ac), then this sensor pair automatically assigns zero belief 
to a plane or a corner. Again, remaining belief is assigned to cui unknown 
target, representing ignorance ¿is:
b{u) = 1 -  [b{p) + b{c) + b{ac)]
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(3.47)
Inclusion of other target types such as acute corner to the rule of combiiuition 
with two sensor pairs is a simi^le extension of the combination rule in Table 
3.1:
B i'\ plane corner acute corner ignorcuice
BF2 blip) 61(c) 6i(ac) bi{u)
plane plane 0 0 plane
b2 {p) biip)b2 ip) 6l(c )62(p) 61 (ac) 62 (/j) 6i ( a ) 62(p)
corner 0 corner 0 corner
62(c) 61 (?>) 62(c) 6l(c )62(c) 6i(a c )62(c) 6l(w )62(c)
acute corner 0 0 acute corner acute corner
62 (ac) 61 (p) 62 (ac) 6i(c )62(ac) 61 (ac) 62 (ac) 6i(;a)62(ac)
ignorance plane corner acute corner ignorcince
62 (ri) 6i(p )62(u) 6i(c )62(a) 6ı(αc)62(г¿) 6i( i i)62(r/.)
Table 3 .2 : Target differentiation by Dempster-Shafer rule of combination.
In this case, the consensus belief function representing the feature fusion is:
, ,  X bi{p)b2{p) + biip)b2{u) + bi{u)b2{p)
= ------------1 -  conflict------------  '■*· *"*
, . _  bl{c)b2{c) -b biic)b2 {u) -b ¿l(rt)/)2 (c)
1 — conflict
bi{ac)b2{ac) + bi(ac)b2(u) + bi{u)b2(ac) 
^ ^ ------- 1 -  conflict------------- ----
b{u) =  Z
bi{u)b2{u)
(3.49)
(3.50)
(3.51)
1 — conflict
where “conflict” represents the disagreement between the decisions of the two 
sensor pairs:
COnflict =  bi(p)62(c) +  blic)b2{p) +  6i(c)6'2(oc)
+bi(ac)6 2(c) -h bi{ac)b2ip) + bi{p)b2iac) (3.52)
The projection of range and azimuth estimates to a common coordinate 
system and their combination are similar to the plane/corner Ccise. The total 
belief assignment to the combined range and azimuth estimates is cilso the same 
as in the previous case.
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3.2 Sim ulation R esults
Simulations are performed with the help of C ++ programming language on a 
SUN SPARC STATION 2  and related programs (Programs 6 —8 ) are given in 
Appendix F.
3.2.1 Feature Fusion for P lane-C orner Identification
In the simulated system, it is assumed that a decision-making unit consisting 
of a pair of logical sensors are avaihible with separation d — 15.0 cm, mounted 
on a stepper motor with stepping angle 0.9°. Signals are simulated according 
to the models presented in Appendix A. Zero-mean additive Gaussian noise 
of standard deviation a a is added to the echo amplitude. At each step of the 
motor, a pulse is transmitted, four TOF and four amplitude mecisurements cire 
collected. This transducer pair scans the mobile robot laboratory area which 
is a 5 m x 5 rn room for —180° < (j) < 180° in order to detect corners and plamu· 
walls.
The results of belief assignment for a single transducer pair located at the 
center of the room cire given in Figure 3.4. In this figure, b{p) clearly shows 
that “plane” feature is recognized with high beliefs at right cingles at 0 °, around 
—90°, +90°, ±180° and with highest beliefs in rcinge since these features lie at 
closest proximity to the soncir. The belief b{c) shows that the four corners of 
the room are identified with highest belief values around ±45° and ±135°. The
belief chop in the middle of each corner belief curve reflects a. pin-type rise in 
uncertainty at these locations. This is due to the amplitude characteristics of 
tlie corner. At +£, —e degrees to the left or to the right of this line, higher 
Ijeliefs are generated in the recognition of a corner. In the angular interval 
between the identification of plane cind that of corner in b{u), there exists a 
region of high uncertainty that corresponds to no data acquisition. This region 
is approximately 22° in which all the transmitted Wciveforms bounce off the 
roorn boundaries and no return signal is avciilable, thus b(r) — b{0) — 0 .
Simulations we performed further evolved in working with three trans­
ducer pciirs located at different positions in the 5mx5rn square room and their 
decisions are combined so cxs to generate a feature fusion by employing the 
Dempster-Shafer rule of combination. The locations of these transducer pairs 
are (—0 .5 , 1 ), (—2 , 2 ) and (2 , 2 ) in meters, where the origin is taken as the 
center of the room. All transducer pairs are assumed to rotate on stepper
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*:position of the sensor pair, o: PLANE, +: CORNER
-100 0 100 
phi
-100 0 100 
phi
Figure 3.4: Belief assignment for a single trcinsducer pa.ir.
motors with stepping angle 0.9°. These transducer pairs sccui the room for 
— 180° < (j> < 180°. At each step, transducer pairs collect data from the target 
at the same step angle (j), and the decisions of all pairs at this angle are fused. 
In order to Ccilculate probabilities of correct classification, misclassification and 
lack of tcirget identification, data is collected for —180° < (j> < 180° three 
times which corresponds to about 1200 decisions. The classification results lor 
a single transducer pair located at (—0.5,1) and the data fusion using three 
transducer pairs cire given in Figures 3.5 and 3.6 respectively. In both figures, 
the left-hand side gives the configuration of the sensor pair(s) within the room. 
On the right-hand side, the probability curves of correct classification, mis­
classification and unknown target are plotted as functions of ca· The curve 
representing the probability of correct classification derived from the consen­
sus of the three sonars illustrcttes how fusion provides an increase in evidential
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support that raises the probability of correct chissification when compared to 
that of a single transducer pair such as in Figure 3.5.
Probability
Figure 3.5: Classification with a single transducer i^air.
Probability
Figure 3.6: Classification and data fusion with three trcinsducer pciirs.
When the maximum signal amplitude is 0.06, amplitude noise standcuxl 
deviation of 0.006 or larger corresponds to 75% of the maximum sigricxl am­
plitude differences. For cr^  > 0.006, differential signal levels are comparable 
to the noise level and it becomes impossible to detect these differences. In 
Figure 3.5, the probability of misclassification of one pair is almost zero lor 
all standard deviation vcilues of the noise due to the inclusion of in the 
classification cilgorithms. In the case of replacing aA with zero, the probabil­
ity of misclassification increases for cill noise standard deviation values used in 
this study. In this Cci.se, the performance of the classification is comparable 
to the performance of a randomized decision rule [33] where 50% of the time 
tfie target is randomly guessed to be a plane, 50% of the time a corner by
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completely ignoring the data. The (Ta term is included in the dilFerentiation 
algorithm to provide robustness against noise on the signals a.s e.xphiined in 
detail in Appendix B. Probabilities in this case CcUi be viewed in Figure 3.7.
Probability
Figure 3.7: Chissification with a single transducer pair without the <ta term in 
the classificcition algorithm.
Probability
Figure 3.8: Improvement in the probability of correct classilication caused by 
data fusion with three transducer pairs.
Although the performance for small (cta < 0.002) noise levels cire compci- 
rable, for ct/i beyond 0 .0 0 2 , improvement in correct classification of the target 
is 2 0 %. Of course, this is at increased cost of time to collect the data and 
do the computations necessary to fuse the datci from three pairs of sensors. 
Dernpster-Shafer rule of combination is computationally complex which re­
quires approximately twice the computational effort of Bayesian inference for 
two or three sensors in a non-parallel implementation [34]. The improvement 
in the probability of correct classification with data fusion can be seen in Fig­
ure 3.8.
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3.2.2 Sim ulation R esu lts o f Fusion o f R ange and A z­
im uth E stim ates
Fusion of range and azimuth estimates is clone in the same simulated room 
with the same three sensor pairs which are placed ci.t the same position as in 
the previous section. Range and azimuth estimates are fused at (j) =  90'^ ' at 
which target is a plane and (j) = 135" at which target is a corner.
Simulation results of fusion of range and azimuth estimates at c/> = 90" 
and (f) = 135" are given in Figures 3.9—3.10 respectively. In Figure 3.9, sensor 
pairs which are located at (—2 .0 ,2 .0 ) and (2 .0 ,2 .0 ) respond in a simihir way 
to the change in the amplitude noise. Their echo amplitudes from the plane 
are the same at (j) = 90" since they are at the same distance from this plane. 
However, sensor pair which is located at (—0.5,1 .0 ) can recognize this plane 
up to a small noise standard deviation vcilue of 0 .0 0 2  since it is the furthest 
pair to this i^lane. After this value of amplitude noise standard deviation, echo 
amplitudes are comparable to noise and it becomes impossible to detect these 
signals. As a result, the recognition of the plane by this sensor pair is random 
for larger values of noise standard deviation. The rnciximum range and azimuth 
errors are about 1 . 2  cm cuid 0 .2 " respectively for the two closcest sensor pairs. 
The furthest pair does not detect the plane at some noise standard deviation 
values. An eri'or minimization is obtained by the fusion of range and a.zimuth 
estimates of these sensor pairs. Therefore, the maximum errors in fused range 
a.ud azimuth estimates are oidy 1.7 cm and 0.004" respectively.
In Figure 3.10, sensor pair which is located at (2.0,2.0) does not have any 
contribution to the fused range cuid azimuth estimates since it does not detect 
the corner at (j) — 135". Moreover, the echo amplitude which is reflected from 
tlic plane is not received by this sensor pciir since the incliimtion angle between 
line-of-sight of this sensor pciir and the perpendicular distcuice to the plane is 
4 5 " which is greater than Oo- The sensor pair which is located at (—0.5,1.0) 
hcis a contribution to the fused range cind azimuth estimates when the system 
is noiseless. Since the distance between this sensor pair and corner is 3.2 m at 
wliich echo amplitude which is reflected from this corner is comparable to the 
amplitude noise standard deviation values used in this study, it is impossible to 
(h'tect difference signals which are used in the differentiation algorithm. Due to 
this fact, this sensor pair cannot make cuiy decision about the target at these 
amplitude noise stcindard devicition values. Only contribution to the fusion 
|)i'ocess comes from the sensor pair which is located at (—2 .0 ,2 .0 ) when there 
exists noise in the system. This sensor pair is also the closest one to this corner.
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The maximum errors in the fused range and azimuth estimates are 1.6 cm and 
0.7" respectively.
ri(m)
’aim)
(c)
<^A
(g)
O-A
0 [(deg)
^3(deg)
(cl)
CTa
(h )
O-A
Figure 3.9; Projected range and azimuth estimates at ^ = 90" for the sensor 
pair which is located at (a),(b) ( - 0 .5 .1 .0 ) (c),(d) ( - 2 .0 ,2 .0 ) (e),(f) (2 .0 ,2 .0 ) 
(g),(h) Fused range and azimuth estimates.
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Figure 3.10: Projected range and azimuth estimates at (/> =  135° tor the sensor 
pair which is located at fa),(b) (—0.5.1 .0 ) (c),(d) (—2 .0 ,2 .0 ) (e),(f) (2 .0 ,2 .0 ) 
(g),(h) Fused range and azimuth estimates.
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3.2.3 Sim ulation R esu lts w ith  A cu te Corner Target 
M odel
111 the acute corner simulations, same sensing configuration is used with exactly 
the same parameters as in the previous section. An acute corner with wedge 
angle Oc is placed in front of the sensor pair at r = 2 m as shown in Figure 3.11. 
Each time a pulse is transmitted, four TOF and four amplitude measurements 
are collected. The stepper motor is rotated and the target is scanned lor a 
range of 0 from —15° to 15°. While obtaining classification results for each 
case, the transducer pair scans the target from 6 =  —15° to 0 =  15°, 35 times. 
As a result, the transducer pair makes about 1200 decisions for each pair of <t, 
and a A values.
Figure 3.11: Position of the transducer pair and acute corner.
The results of belief assignments by this transducer pair for three different 
values of 0^  are given in Figures 3.12—3.14. Referring to these figures, niciximum 
belief value of being an acute corner is one which is obtained a.t 0 = 0° lor all 
fl,, values when the system is noiseless. Moreover, the belief of being a plane 
or a corner is zero for cill 6, Oc and cr^  values in these figures. The values of 
used in this analysis are 0 .0 0 2  and 0.003. Since these beliefs are affected by at 
and 0 .6 8  /^ isec is the minimum value of at obtained at a a = 0.002, 7.61 /.¿sec 
is its mciximum value when a a = 0.003. These values are obtained from the 
simulations performed to investigate the relationship between at and cr,4 which 
are given in Appendix E. The relationship between at and a a for a threshold 
level r  = baA which is used in our all simulation studies is presented in Table 
3.3. Although the decrease in the belief of being an acute corner with increasing 
|d| is sharper for larger Oc·, the belief of being an acute corner is greater than the 
belief of being an unknown target for all 0 and a a values taking values between 
0 .8  and 1 for Oc = 30°, 0.7 and 1 for Oc =  4 5 ° and 0.6 cind 1 for Oc = 60° even if 
a A = 0.003 at which at takes its maximum value in the intervcd a a € [0,0.008]. 
The limit of this interval a a — 0.008 corresponds to the maximum difference 
in the echo amplitudes.
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cta o-tipsec)
0 .0 0 .0
0 .0 0 1 1.30
0 .0 0 2 0 .6 8
0.003 7.61
0.004 6.46
0.005 3.27
0.006 2.09
0.007 2.04
0.008 5.43
Table 3.3: Relationship between cr^  and <7 /.
1
0 .8 •
0 .6  
r’i /1U.4
0 .2
-----
-15  -10  - 5
(b )
5 10 15 tl(deg)
------ : Belief of acute corner.
Belief of corner.
. . . : Belief of plane.
------ : Belief of unknown target.
Figure 3.12; Assigninent of beliefs by a transducer pair when an acute corner 
of 0^  =  30° at r = 2  in is scanned for noise standard deviation values (a) 
= 0.0 (b) (j^ = 0.002'(c) (7^ = 0.003.
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------ : Belief of acute corner.
Belief of corner.
. . . : Belief of plane.
------ : Belief of unknown target.
Figure 3.13: Assignment of beliefs by a transducer pair when an acute corner 
_  2  in with Oc =  4 5 ° is scanned for noise standard deviation values 
(a) (7  ^ = 0.0 (b) (7^  =  0 .0 0 2  (c) = 0.003.
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Belief Belief
ysl.
0 .8 0 .8
0 .6 0 .6
0.4 0.4
0 .2 0 .2
^ ---
'"o' o'
-15  -10  - 5 (a) 10 15 0(deg) —15 —10 —5 0 >) ■ 10 15 ¿>(deg)
------ : Belief of acute corner.
Belief of cor?ie?·.
. . . : Belief of plane.
------ : Belief ol unknotun fcai’get.
5 -10  -5
(c)
5 10 15 <?(deg)
Figure 3.14: Assigninent of beliefs by a transducer pair when an acute corner 
at r = 2  ni with Oc =  60“’ is scanned for noise standard deviation values 
(a) = 0.0 (b) (7a = 0 .0 0 2  (c) = 0.003.
The range, cizimuth and the angle of acute corner 0^  cire estimated for 
these three acute corners cind values which are given in Figures 3.15—3.17. 
In these estimations Equcitions 2.5—2.7 in Section 2.2 are used. Referring to 
Figure 3.15, maximum errors in range at 0 = 0·^  are 1 mm lor Oc =  30·^ , 0.8 
mm for Oc = 4 5 ‘' and 0.6 mm for Oc =  60·^ . The dip at <1 = 0" is due to the 
approxiiTicition done in estimation of r a.t 0 — 0° and errors in azimuth and Oc 
are zero for till acute corners. For the =  0.002, the iricvximum error in range 
is 5.7 cm which is obtained for the acute corner of lie = 30°, and maximum error 
in azimuth is 0.8° and Oc is 1.7° for the acute corner of Oc = 60° in Figure 3.16. 
For the cta — 0.003, the maximum error in range is 34 cm for the acute corner 
of Oc = 30°, in azimuth is 4.6°, and Oc is 9.9° which are obtained for the acute 
corner of Oc =  60" in Figure 3.17.
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ii(deg)
^c(cleg)
—: Estimated values for an acute corner of Oc = 30°. 
- : Estimated values for an acute corner of 9c = 45°. 
Estimated values for an acute corner of Oc — 60°.
fl(deg)
Figure 3.15: Estimated values of range r, inclination angle 0, and angle of 
acute corner 0^ without noise for acute corners of Oc = 30°, 45° and 60°.
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Figure 3.16: Estimated values of range r, inclination angle d, and angle of 
acute corner Oc, with <7^  =  0.002 for acute corners of 6c =  30", 45" and 60".
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Figure 3.17: Estimated values of rcinge r, inclination angle 0, and angle of 
acute corner Oc, with cta = 0.003 for acute corners of Oc = 30", 45" and 60".
(1, = 30" 0a =  45" 0a = 60"
lUcVx(/Vi(j, /'cib) 4.2472 X 10-'‘ sec 3.8316 X 10-'* sec 3.1522 X 10-'* sec
lllcix(tbb a^b} 4.2469 X lO-'* sec 3.8309 X  lO-“* sec 3.1512 X 10-' sec
Table 3.4: Mcxximum differences between TOF’s for acute corners for three 
values of Oc-
The maximum differences between TOF’s for these cicute corners are given 
in Table 3.4. Based on these values and the relation between cta and ct/, given 
in Table 3.3, classification results of a single trcinsducer pair are given in Figure 
3.18. Noise standard deviation of cr^  in the interval [0, 0.008] is added to the 
echo cunplitude waveform at each angle cind the corresponding noisy TOF’s 
are found from this noisy amplitude waveform. In the classification algorithms, 
these noisy TOF and amplitude measurements with the corresponding cta and
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0·/, values provided in Tcible 3.3 are used. The probability of correct classifi­
cation is one and probability of rnisclassification and unknown are zero for all 
a/i values. This result is an expected one, since maximum value of standard 
deviation of TOF estimates is about 8  /nsec which corresponds to about 2 % 
of maximum differences between TOF’s for acute corners. Increasing cr^  to 
obtain higher at is meaningless since a^ - 0.008 corresponds to 1 0 0 % of the 
maximum difference between the echo amplitudes. Hence, after noiseless TOF 
and amplitude measurements are extracted for all stepping angles, noise of 
<7 ( > 7.61 /nsec is cidded to TOF measurements while aA is kept constant at 
0.008 and added to the cunplitude measurements.
In Figure 3.18, the probability of correct classification is higher than both 
the probability of misclassification and the probability of unknown target up 
to at = 160 /nsec for = 30", at =  140 /.csec for i>c = 4 5 " and at = 80 /.isec for 
0^  = 60". Beyond at =  160 ¡nsec, the probability of unknown exceeds both the 
probability of correct classification and misclassihcation. For all a), values, the 
probability of misclassification is around zero due to the inclusion of the at and 
the a A terms which are used in the classification algorithms. The classification 
result lor the cicute corner of Oc =  60" when at and a a parameters are set to 
zero in the differenticition algorithm Ccui be seen in Figure 3.19. Comparing this 
figure with Figure 3.18(c), the probability of mischissification is much higher 
for cill at vcdues although the probability of correct classification has improved 
for at > 250 /nsec.
The extension of at beyond at — 7.61 /¿sec is not very realistic but it is 
highly useful for seeing the change in the classification if we have TOF noise 
standard deviations higher than 8 /isec in a recil system.
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Probability Probability
0 50 100 150 200 250 300 350 400 50 100 150 200 250 300 350 400
Probclbility (a)
at (yusec) (b) a t  (/isec)
. . . : Probability of true classification.
---- : Probability of rnisclcissificcition.
Probability of unknown.
50 100 150 200 250 300 350 400
(c) (Tt (^sec)
Figure 3.18: Classification results with a single transducer pair by the second 
cipproach when an acute corner at ?’ = 2 m is scanned with (a) 0^  = 30" (b) 
d, = 4.5"(c) 0, = 60".
Probability
0 50 100 150 200 250 300 350 400
at (/«sec)
Figure 3.19: The classification result for the acute corner of Oc = 60" when at 
and a A terms are replaced'with zero in the corresponding algorithms.
In this chapter, a logical sensing module is introduced. Feature fusion with 
l)(impster-Shafer rule of combination from multiple sonars for phuie, corner
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and acute corner identification is developed. Range and azimuth estimates are 
fused. Simulation results are also provided. Theoretical foundations are sup­
ported with these simulation results. In the next chapter, TOP and cunplitude 
characteristics of target primitives are verified with real data.
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Chapter 4
VERIFICATION W ITH  
EXPERIM ENTAL DATA
In this chcipter, simuhition results are verified by obtaining diiferen'tials in TOP 
and amplitude characteristics of the tcirget primitives. Beliefs to plane, corner 
and acute corner are assigned by using these differenticil characteristics. Exper­
imented results from a simple rectangular room are presented to demonstrate 
the fusion process using three transducer pairs.
4.1 E xperim ental Set-up
111 this study, two different experimental set-ups are employed to investigate 
the I'OF and amplitude characteristics of the target primitives. Both systems 
are mounted on a small 6 V stepper motor whose stepping ¿ingle is 0.9". The 
motion of the stepper motor is controlled by the piirallel port of ¿in IBM- 
PC 486 and the aid of a microswitch. Data ¿icquisition from the soruirs is 
¿iccornplished by using a rnetriibyte DAS-50 A/D c¿ırd with 12 bit resolution 
¿ind 1 MHz siimpling frequency. Echo signals ¿ire processed on ¿in IBM-PC 486 
using the C langLuige.
Data is ¿icquired sequentially to benefit m¿ıximally from the high s¿ınıpling 
rate of the A/D ciird. In other words, first triinsducer a is excited ¿ind the 
echo received ¿it the tr¿ınsducer below a is recorded, next a is excited and echo 
¿it the tivinsducer below h is recorded, then h is excited ¿ind the echo ¿it the 
triinsducer below b is s¿ımpled and recorded. Fin¿ılly h is excited ¿ind the
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at the transducer below a is recorded. Starting ¿it the transmit time, 10,000 
samples of each echo signal have been collected and thresholded. Since the 
amplitude noise standard deviation on the system is approximately 20 mV, 
the threshold level was set equal to 100 mV which corresponds to five times 
the noise standard deviation and 4% of the maximum amplitude range of A/D 
card. The amplitude information is extracted by finding the maximum value 
of the signal after the threshold value is exceeded. The targets employed in 
this study are: cylinders with radii 1.5 cm, 2.5 cm, 5.0 cm, 7.5 cm, a planar 
target, a corner and an acute corner of 9c =  60°. The cylindrical targets with 
radii 1.5 cm and 2.5 cm are considered good approximations to an edge type 
tcirget since cylinders with small radii behave similarly to outer edges formed 
by the intersection of two planes [1].
All of the experiments are conducted on large sheets of milimetric paper to 
allow accurate calibration. In the experiments, each target’s surface distance 
r to the center of the transducer system is varied between 20 to 140 cm at 
10 or 20 cm intervals. At each position, data is collected while the target is 
stationary a,t 9 = 0°. The typical differential TOP between the transducers 
varies between 0—14 cm depending on the target type, curvature and distance 
for fixed separations of d = 8 cm, cl =  15 cm and d = 24 cm. As the range 
of the target increases, the differential signal becomes less reliable for target 
classification.
4.2 E xperim ental R esu lts w ith  Polaroid Trans­
ducers
In the first system, two Polaroid transducers cire used with separation d =  15 
cm as illustrated in Figure 4.2. The aperture radius of the transducers is 
a — 2.0 cm, and the resonant frequency is /<, = 49.4 kHz. Therefore 9o =  12° 
for these transducers.
TOP and amplitude characteristics of cylinders whose radii are 2.5, 5.0,
7.5 cm and TOP characteristics of a plane at various ranges can be obtained 
with this system. Differentials in these characteristics and the theoretical pre­
dictions at specific ranges are given in Figures 4.1,4.3—4.9. In this system, 
TOP characteristics of plane are taken at every 10 cm for the ranges between 
30 cm and 140 cm. However, TOP and amplitude chciracteristics of cylinders 
can be taken at every 10 cm for the ranges between 50 cm and 140 cm. These
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chai’cicteristics cire compared with the theoretical results at the range value 
r =  SO cm. For the cylinders, experimental TOF characteristics closely follow 
the theoretical ones when —6° < 0 < Q°. Experimentally obtained amplitude 
characteristics have almost the same shape as the theoretical ones (Figures 
4.4, 4.6 and 4.8). Note that, the decrease in amplitude when range increases is 
not seen in these figures due to the range-time-gain amplifier in the Pohiroid 
system. Moreover, obtciined TOF characteristics for the planar target closely 
follow the theoretical predictions for —15° <  ^ < 15° in this system (Figure 
4.1).
Figure 4.1: Comparison of TOF characteristics of a phme and the theoretical 
predictions when a Polaroid transducer pair with separation d = 15 cm is 
employed at r =  80 cm (a) experimental results (b) theoretical results (c) 
differential TOF.
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Figure 4.2: Configuration of the Polaroid transducer pair in the real system.
In this figure, the illustrated center-to-center transducer separation is .5.0
cm.
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Figure 4.3: Differentials in TOF characteristics of a plane when a Polaroid 
transducer pair with separation d = 15 cm is employed at the range values (a) 
r =30 cm (b) r =50 cm (c) r =70 cm (d) r =90 cm (e) r =110 cm (f) r =130
cm.
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(c )
Figure 4.4: Comparison of TOF and amplitude characteristics of a cylinder of 
Tf. — 7.5 cm with the theoretical predictions when a Polaroid transducer pair 
with separation d =  15 cm is employed at r =  80 cm (a) experimental results 
(b) theoretical results (c) differential signals.
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Amplitude DifFerential
-10 -8 -6 -4
(b)
Amplitude Differential
d(deg)
2 0 2
(cl)
eldeg)
Figure 4.5: Differentials in TOF and amplitude characteristics cylinder with 
r^ Sc =  7.5 cm when a Polaroid transducer pair with separcition d -  15 cm is 
employed at the range values (a),(b) r =50 cm (c),(d) r =70 cm (e),(i) ? —90 
cm (g),(h) r =110 cm.
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Figure 4.6: Comparison of TOF and amplitude characteristics of a cylinder of 
_  5  Q (.m with the theoretical predictions when a Polaroid transducer pair 
with separation d =  15 cm is employed at r = 80 cm (a) experimental results 
(b) theoretical results (c) differential signals.
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Amplitude DifFerential
(b) ^(cleg)
Amplitude Differential
-2  0 2
(h )
61(deg)
Figure 4.7: Differentials in TOF and cimplitude characteristics of a cylinder 
with 7’c == b.O cm when a Polaroid transducer pair with separation d = 15 cm is 
employed at the range values (a),(b) r =50 cm (c),(d) r =70 cm (e),(f) r =90 
cm (g),(h) r =110 cm.
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-4 -2
O(deg)
Figure 4.8: Comparison of TOF and amplitude characteristics of a cylinder of 
I'c =  2.5 cm with the theoretical predictions when a Polaroid transducer pair 
with separation d — 15 cm is employed at r = 80 cm (a) experimental results 
(b) theoretical results (c) differential signals.
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(b )
Amplitude Differential
t^(deg)
(h )
d(deg)
Figure 4.9: Differentials in TOF and amplitude characteristics of a cylinder 
with 'I'c = 2.5 cm when a Polaroid transducer pair with separcvtion d =  15 cm 
is employed at the range values (a),(b) r =50 cm (c),(d) r =70 cm (e),(l)?‘ =90 
cm (g),(h) ?■ =110 cm.
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4.3 E xperim ental R esults w ith  Panasonic  
Transducers
In the second system, Panasonic transducers are used which have much wider 
beam-width them the Polaroid transducers. Since these transducers are manu­
factured with different characteristics for transmitting and receiving, we luive 
used two separate transducers for transmission and reception of the echoes. 
Mence, a pciir of very closely spaced transmitter and receiver approximately 
correspond to a single transducer in the Polaroid system (Figure 4.10). Inter­
nal construction of a Panasonic transducer is illustrated in Figure 4.11. The 
aperture radius of the Panasonic transducer is ci =  0.65 cm and resonant tre- 
c|uency is fo =  40 kHz, therefore 6o = 54'" for these transducers. In this system, 
gain is constant unlike the Polaroid system.
TOF and amplitude characteristics of phine, corner, acute corner of 0^  = 60" 
and cylinders whose radii are 2.5, 5.0 and 7.5 cm are obtained at various range 
values. These range values are extended from 20 cm to 120 cm, but minimum 
and maximum range values at which data can be collected are different lor 
jrent target types. These values are given in Table 4.1.
Target type rn in rmax (cm)
plane 20 120
corner 40 120
acute corner of 0c =  60" 40 100
cylinder of Vc = 2.5 cm 40 60
cylinder of Vc =  5.0 cm 20 80
cylinder of = 7.5 cm 20 80
Table 4.1: Minimum and maximum range values at which data can be collected 
for the target primitives.
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Figure 4.10: Configuration of the Panasonic transclncer pair in the real system.
In this figure, the illustrated separation d is 8 cm.
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Internai Construction
Connector
A lum inum Resofiator 
Load Wiro
P iiî/oolociric  
Corarnic Element
Term iniil Pin
Figure 4.11: Cross-section of the Panasonic transducer.
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Experimentally obtained differentials in TOE and amplitude characteristics 
of target primitives at various range values with this system and theoretical 
predictions at a specific range value are given in Figures 4.12—4.24. Since the 
gain in this system is not adaptive, the decrease in cirnplitude with increasing 
range can easily be observed in these figures. For planar target type, differen­
tials in TOE and amplitude characteristics follow the theoretical results quite 
closely. The amplitude differentials are always greater than zero as needed for 
the correct differentiation of the planar target (Figures 4.13 and 4.14).
For a corner, TOF and amplitude characteristics and differentials in these 
characteristics follow the theoretical predictions with some error for r > 40 cm. 
For smaller range values, shaiq) decreases and increases in TOF differentials are 
observed since echo produced from the two planes which form the corner are 
detected initially.
For an acute corner of 0c =  60°, the desired characteristics in TOF differen­
tials is to be greater than zero since this property is used in the differentiation 
of tcirget primitives. This desired characteristics is obtained only,at r =  40 cm 
since the planes which form an acute corner are assumed to be of infinite length 
when the acute corner is physically modeled. When r is greater than 40 cm, 
this assumption is violated due to the physical limitations in the laboratory 
and desired characteristics cannot be obtained for greater range values.
For the cylindrical targets, differentials in 'fOF and amplitude character­
istics cannot follow theoretical results as well as in the previous case. Echo 
amplitude which is reflected from these cylinders is small and cannot be de­
tected very well since a linear time-gain amplifier is not used in this system. 
Also, for the transducer separation of d — 24 cm, cylindrical targets between 
;50_,-)0 cm may not be detected by the sensor pair since these targets do not fall 
within the sensitivity pattern of the sensor pair, flowever, when the transducer 
separation is decreased to 8 cm, in addition to these cylinder characteristics, 
differentials in TOF and amplitude characteristics of a cylinder with iy -  1.5 
cm can also be detected. These characteristics at various range values and 
theoretical results at a specific range are given in Figures 4.25—4.33. Referring 
to these figures, differentials in TOF and amplitude characteristics follow the 
theoretical results closely, but TOF and amplitude characteristics follow the 
theorv with some more error.
00
TOF (msec) Amplitude
Figure 4.12: Comparison of TOF and amplitude characteristics of a plane with 
the theoreticcil predictions when a Panasonic transducer pair with separation 
d - 24 cm is employed at r =  50 cm (a) experimental results (b) theoreticcd 
results (c) differenticil signals.
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Figure 4.13: Differentials in TOF and amplitude characteristics of a plane 
when a Panasonic transducer pair with separation d — 2A cm is employed at 
the range values (a),(b) r  =20 citi (c),(d) r =30 cm (e),(f) r =40 cm (g),(h) 
r =50 cm.
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Amplitude DifFerential
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Amplitude DifFerential
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Figure 4.14: Differentials in TOF and amplitude characteristics of a plane 
when a Pcinasonic transducer pair with separation d =  24 cm is employed at 
the range values (a),(b) r =60 cm (c),(d) r —80 cm (e),(f) r =100 cm (g),(h) 
■/· =120 cm.
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TOF (msec) Amplitude
Figure 4.15: Comparison of TOF and amplitude characteristics of a corner with 
the theoretical predictions when a Panasonic transducer pair with separation 
d =  24 cm is employed at r =  40 cm (a) experimental results (b) theoretical 
results (c) differential signals.
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Figure 4.16: Differentials in TOF and amplitude characteristics of a corner 
when a Paiicisonic trcxnsducer pair with separation d =  24 cm is employed at 
the range values (a),(b) r-=40 cm (c),(d) r =60 cm (e),(f) r =80 cm (g),(h) 
r =100 cm.
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Figure 4.17: Comparison of TOF and amplitude charcicteristics of an cicute 
corner of Oc =  60° with the theoretical predictions when a Panasonic transducer 
pair with separation d =  24 cm is employed at r = 40 cm (a) experimental 
results (b) theoretical results (c) differential signals.
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Figure 4.18: DifFerentiala in TOF and amplitude characteristics of an acute 
corner of 6c =  60" when a Panasonic transducer pair with sepciration d =  24 
cm is employed at the range values (a),(b) r =  40 cm (c),(d) r =  60 cm (e),(f) 
r =  80 cm (g),(h) r =  100 cm.
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Figure 4.19: Comparison of TOF and amplitude characteristics of ci cylinder of 
Vc =  7.5 cm with the theoretical predictions when a Panasonic transducer pciir 
with separation d = 24 cm is employed at r =  20 cm (a) experirnentcil results 
(b) theoretical results (c) differential signals.
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Figure 4.20: Differentials in TOF and amplitude characteristics of a cylinder 
with r\: — 7.5 cm when a Panasonic transducer jDair with separation d =  24 
cm is employed at the remge values (a),(b) r — 20 cm (c),(d) r = 40 cm (e),(f) 
r = 60 cm (g),(h) r — 80 cm.
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Figure 4.21: Comparison of TOF and cimplitude characteristics of a c}dinder of 
= ,5.0 cm with the theoretical predictions when a Pcinasonic transducer pair 
with sepai-cition d =  24 cm is employed at r =  40 cm (a) experimental results 
(b) theoretical results (c) differential signals.
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Figure 4.22: Differentials in TOF and amplitude characteristics of a cylinder 
with Tc = 5.0 cm when a Panasonic transducer pair with separation d =  24 
cm is employed at the range values (a),(b) r = 20 cm (c),(d) r =  40 cm (e),(f) 
r 60 cm (g),(h) r = 80 cm.
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Figure 4.23: Comparison of TOF and amplitude characteristics of a cylinder of 
V(, =  2.5 cm with the theoretical predictions when a Panasonic transducer pair 
with separcition d =  24 cm is employed at r — 40 cm (a) experimental results 
(b) theoretical results (c) differential signals.
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Figure 4.24: Differentials in TOF and amplitude characteristics of a cylinder 
with Tc =  2.5 cm when a Panasonic transducer pair with separation d =  24 cm 
is employed at the range values (a),(b) ?’ =40 cm (c),(d) r =60 cm.
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Figure 4.25; Comparison of TOF and amplitude characteristics of a cylinder of 
= 7.5 cm with the theoretical predictions when a Panasonic transducer pair 
with sej^aration d = 8 cm is employed at r = 40 cm (a) experimental results 
(b) theoretical results (c) differential signals.
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Figure 4.26: Differentials in TOP and amplitude characteristics of a cylinder 
with Tc = 7.5 cm when a Panasonic transducer pair with separation d = 8 cm 
is employed at the range values (a),(b) r = 20 cm (c),(d) r = 40 cm (e),(f) 
r =  60 cm.
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Figure 4.27: Differentials in TOF and amplitude characteristics of a cylinder 
with 7’c = 7.5 cm when a Panasonic transducer pair with separation d = S cm 
is employed at the range values (a),(b) r =  80 cm (c),(d) r = 1 0 0  cm (e),(f) 
r =  1 2 0  cm.
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Figure 4.28: Comparison of TOF and amplitude characteristics of a cylinder of 
= 5 . 0  cm with the theoretical predictions when a Panasonic transducer pciir 
with separation d = 8  cm is employed at r =  40 cm (a) experimental results 
(b) theoretical results (c) differential signals.
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Figure 4.29: DifFerentials in TOF and amplitude characteristics of a cylinder 
with r’c =  5.0 cm when a'Panasonic transducer pair with separation d = 8 cm 
is employed at the range values (a),(b) r = 20 cm (c),(d) r =  40 cm (e),(f) 
r =  60 cm (g),(h) r =  80 cm.
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Figure 4.30: Comparison of TOF and amplitude characteristics of a cylinder of 
Vc = 2.5 cm with the theoretical predictions when a Panasonic transducer pair 
with separation d — 8 cm is employed at r = 2 0  cm (a) experimental results 
(b) theoretical results (c) differential signals.
74
(f) ^(deg)
Amplitude DifFerential
-2S -20 -16 -10 -S 0 5 10 16 20 25
(h) «(deg)
F'igure 4.31: DilFerentials in TOF and amplitude characteristics of a cylinder 
with ?’c =  2.5 cm when a Panasonic transducer pair with separation d = 8 cm 
is employed at the range values (a),(b) r = 20 cm (c),(d) r — 40 cm (e),(f) 
r =  60 cm (g),(h) r = 80 cm.
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Figure 4.32: Comparison of TOF and amplitude characteristics of a cylinder of 
Vc =  1 . 5  cm with the theoretical predictions when a Panasonic transducer pair 
with separation d = S cm is employed at r =  40 cm (a) experimental results 
(b) theoretical results (c) differential signals.
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Figure 4.33: Differentials in TOP and amplitude chai’cicteristics of a cylinder 
with ry = 1.5 cm when a Panasonic transducer pair with separation d = 8 cm 
is employed at the range values (a),(b) r =  20 cm (c),(d) r =  40 cm (e),(f) 
r =  20 cm (g),(h) ?’ = 40 cm.
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Belief assignment results to the TOF and amplitude characteristics of a 
plane at r =  50 cm when scanned with Panasonic transducers with separcition 
d =  24 cm are given in Figure 4.34. In this figure, belief of being a planar type 
target primitive is greater than zero for —20·^  <  ^ < 20". Belief of being a plane 
and the belief of being an unknown target oscillate around 0.5 for |t^ | < 10", 
and the belief of being an unknown target is greater than the belief of a plane 
outside this region. Moreover, belief of being a corner or an cicute corner is zero 
for all 0 values. Estimated range and azimuth values are given in Figure 4.35. 
Referring to this figure, maximum range error is 0.5 cm and ma.ximum error 
in the azimuth estimate is 0.7".
Beliefs to the TOF cuid cirnplitude characteristics of a corner at r = 80 cm 
when scanned with the Panasonic sensing system with separation d = 24 cm 
are assigned as shown in Figure 4.36. In this figure, although the belief of being 
an cicLite corner is around one lor |il| < 5", estimated angle of this cicute corner 
is around 90" in this region (Figure 4.37(c) ). Therefore, the filial decision is 
a corner. The belief of being a corner is greater than the belief of being an 
unknown target for all 0 values outside this region except one point at which 
the belief of being a plane is one. However, belief of being a plane is zero at all 
0 values except this point. Estimated range and azimuth values are given in 
Figure 4.37. Referring to this figure, maximum range error is 0.3 cm and the 
maximum error in azimuth estimates is 3.6" in the region 0 G [-5", 5"].
Beliefs assigned to the TOF and amplitude characteristics of an acute corner 
of 0^  =  60" at r — 40 cm which is scanned with the same system are given in 
Figure 4.38. In this figure, belie! of being an acute corner is always greater than 
the belief of being an unknown target and belief ol being a plane or a. corner 
is always zero. Estimated range, azimuth and wedge angle of acute corner are 
given in Figure 4.39. Referring to this figure, maximum range error is 2.0 cm, 
maximum error in azimuth estimates is 3.0" and maximum error in estimated 
angle of the acute corner is 4 .2 " for the interval 0 G [—6 ", 1 0 "].
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----: Belief of plane
- - : Belief of corner
.....: Belief of acute corner
Belief of unknown
Figure 4.34: Belief assignment to a plane cxt r — 50 cm sccumecl with a Pana­
sonic transducer pair with separation d =  24 cm.
Figure 4.35: Estimated (a) range and (b) azimuth Vcilues of a plane at r -  50 
cm scanned with a Panasonic transducer pair with separation d = 24 cm.
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---- ; Belief of corner
- - : Belief of plane
.....; Belief of acute corner
Belief of unknown
Figure 4.36: Belief assignment to a corner at r = 80 cm which is sccinned with 
Paricisonic transducers with separation d = 24 cm.
r (m) 9 (deg)
Figure 4.37: Estimated (a) range (b) azimuth and (c) wedge angle of a corner 
at r = 80 cm scanned with Panasonic transducers with separation d =  24 cm.
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----; Belief oi acute corner
- - ; Belief of plane
.....: Belief of corner
Belief of unknown
Figure 4.38: Belief assignment to an acute corner of 9^  =  60" at r = 40 cm 
scanned with a Paimsonic transducer pair with separation d =  24 cm.
Figure 4.39: Estimated (a) range (b) azimuth ¿incl (c) angle of an acute corner 
of Of. — 60" at r = 40 cm sccinned with a Panasonic transducer pair with 
sepciration d = 24 cm.
The results ¿ire tested further in an uncluttered rectangular room with 
specular surfaces. A 1.38mx 1.15m rectangular room is scanned with three 
sensors pairs located at (0-.0,0.0), (—0.21,0.17) and (0.35,0.29) in meters. Due 
to the physical limitations with the hardware, the sensors cannot cover the 
whole rcinge of <f) but rotate over the range 0" < < 284". The range readings
of the transducer pair located at (—0.21,0.17) are given in Figure 4.40 as an 
e.xarnple.
81
Beliefs are assigned to the TOF and amplitude characteristics reflected from 
corners and planar walls by this transducer pair at each location. These belief 
values are fused by Dempster-Shafer rule of combination. The results of belief 
assignment for each transducer pair are given in Figure 4.41. Referring to this 
figure, with the sensor located at (0 .0 ,0 .0 ), the corners 1 and 3 can be detected 
correctly IjLit the corner 2  and the walls of the room cannot be differentiated 
accurately. With the pair cit (—0.21,0.17), corners 1, 2 and 3 and planes 1 and 
2 are detected correctly, but the planes 3 and 4 are detected as corner since 
diffcrenticils in the amplitude of echo which is reflected by planes cannot be 
detected ¿it this transducer pair accurately when r > 50 cm. With the pair at 
(0.35,0.29), planes and corners closest to the transducer pair are detected very 
well but the two furthest i^hines cire detected as corner due to the same reason 
as explained above.
Pairwise fusion of the beliefs assigned by the transducer pair at each locci- 
tion are given in Figure 4.42(a)-(c). Referring to this figure, when the beliefs 
assigned by transducer pairs at locations (0.0,0.0) and (—0.21,0.17) are fused, 
recognition of corners 1 and 3 and plane 2  is improved. When fusion is done for 
the beliefs assigned by the transducer pairs located at (0.0,0.0) and (0.35,0.29), 
classification of corners 1 and 3 and planes 2 and 3 is improved. However, be­
lief of being cl corner at the position of phine 1 increcises since both transducer 
pairs detect plane 1 as corner. Identification of corners 1, 2 cind 3 and phines 2 
and 3  are improved when the beliefs assigned by the transducer pairs, located at 
(—0.21,0.17) and (0.35,0.29) are fused. Therefore, the best result for pairwise 
fusion is obtained when the beliefs assigned by the trcinsducer pairs at these 
locations are fused.
When the beliefs assigned by all three sensors are fused by Dempster-Shafer 
rule of combination, corners 1 and 3 and plane 2 are detected very well. Corner 
2 and plane 3 are detected accurately except for a few values of (j). However, 
plane 1 and phine 4 are detected as corner since the sensors at the locations 
(0.0,0.0) and (0.35,0.29) detect these planes as corner. Therefore, belief of 
being a corner is strengthened (4.42(d) ).
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corner 4 pmhe 4 co r^ner 3
▼ \ \ 
blind region ^  2 3 4 °
Figure 4.40: Range readings of the sensor located at Í- 0.21,0.17) in a rectan­
gular room.
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Figure 4.41: Belief assignment for the sensors located at (a) (0.0,0.0) (b) 
(-0.21,0.17) (c) (0.35,0.29).
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Figure 4.42: Pciirwise fused beliefs for the Panasonic ti’cinsducers located at (a) 
(0.0,0.0) cirid (-0.21,0.17) (b) (0.0,0.0) and (0.35,0.29) (c) (-0.21,0.17) and 
(0.35,0.29) (d) Results when the decision of all three pairs are fused.
In this chapter, simulation results are verified by obtciining differentials in 
TOP and amplitude characteristics of the target primitives at various rcuige 
values with two different experimental set-ups. Beliefs to plane, corner and 
acute corner are assigned by using these differential characteristics. Experi­
mental results from a simple rectangular room are presented to demonstrate 
the fusion process using 1 — 3 sensor pairs. In the next chapter, data fusion from 
multiple sonars will be done with artihcial neural network in the differentiation 
of target primitives.
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Chapter 5
D IFFER EN TIA TIO N  OF 
TARGET PR IM ITIVES W ITH  
ARTIFICIAL NEURAL  
NETW O RK S
In this chapter, a brief introduction about neural, networks is given. As a second 
approcich, classification of target primitives with neural networks is introduced.
5.1 Introduction to Artificial N eural N e t­
works
Artificial neural networks are computing structures which consist of nicissively 
parallel interconnections of simple computing elements which are called neu­
rons [36]. Their importance comes from the fact that the bi'ciin is much better 
than computers in pattern recognition since humans can recognize objects of cdl 
shape and orientations under a wide range of conditions. Objects in unstrnc- 
tured environments under poor lighting conditions even when the,y are occluded 
by other objects are recognized by humcin beings without much effort.
I'he neurons in ci. layered neural network are distributed in several distinct 
layers. 'I'he interfacing layer on the input side is called the input layer and the 
layer on the output side is called the output layer. All the intermediate layers
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cire called hidden layers. All neurons in a layer are connected to each neuron 
in the cidjacent layers with a connection strength which is represented in the 
Ibrin of a weight value which acts as a sigiicil multiplier on the corresponding 
connection link. Most training algorithms Cciri adapt these weights in time to 
improve performance of the network based on current results. The input to a 
neuron in a layer is the weighted linear summation of all the incoming signals 
on the various connection links. Moreover, at the input of a neuron, this 
summation is compared to a threshold value which is called the bias cind the 
diflhrence drives cui output function called an activation function. Commonly 
used cictivation functions cire sigmoid and hyperbolic tcingent functions shown 
in Figure 5.1.
ifiv)
V
1
> ( u )
7
y V
(a) (b)
Figure 5.1: The two most common choices for the activation function: (a) 
sigmoid (b) hyperbolic tangent functions.
The artificial neural networks are used efficiently as pattern chxssifiers in 
many applications. The function of these pattern classifiers is the rricipping of 
input data into one of the decision classes. Neural networks for pattern classifi­
cation is designed by constructing the network by applying training procedures 
which computes the boundaries of each decision region, 'riie most Ixequentl}  ^
used training procedure for these networks is the backpropagation algorithm 
which is a gradient-descent procedure to minimize the error cit the output [37]. 
The solutions which represent local minima are occasionally obtained with the 
l^ackpropagation algorithm due to the gradient search procedure used in this al­
gorithm. Some other training procedures are Boltzmann learning [38], counter 
propcigation [39] and Mcidaline Rule II [40]. These training procedures, in­
cluding backpropagation algorithm, are slow. An imi^ortant parameter which 
significantly affects the learning rate and overall classification performance is 
the number of neurons needed in the hidden layers. This parameter cannot be 
specified by these training procedures. If the network is not sufficiently large, 
the training procedures will never converge. Alternatively, if the number of 
liidden layers and neurons in these layers are unnecessarily high, this intro­
duces unnecessary computational load. Although a single neuron is capable 
of only a linear mapping, a network with multiple hidden layers provides an}'^  
desired mapping.
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These classifiers are non-2:)arametric and make weaker assumptions on the 
shape of underlying distributions of input data than ciny traditional statisti- 
CciJ classihers. Therefore, they are more robust when distributions are non- 
Caussian and generated by nonlinear processes.
5.2 Target C lassification w ith  A rtificial N eu ­
ral N etw orks
In this section, six neui'cd networks are designed to classify the target primitives 
which are: phuie, corner, edge of 0^  =  90^ *, cylinder with /y = 15 cm, acute 
corners of Oc =  30'", Oc =  45"' and 0c =  60". First five networks cire designed 
by training with the amplitude cind TOF patterns of these tcirget primitives 
at a specific range value r. However, the last one is designed by training the 
amplitude and TOF pcitterns at five different range Vcilues ¿it the stime time. 
These rcinge Vcilues ¿ire: 0.5, 1.0, 1.5, 2.0 and 2.5 m. These networks were 
tr¿ıined by using the error back proiDagation algorithm [37].
In this c¿ıse, data which is t¿ıken Irorn a single sensor p¿ıir Inis the s¿ıme 
structure ¿IS in the previous chapters. Each t¿ırget primitive at r¿ınge value r  is 
scanned for -13.5" < 0 <  13.5" with motor stepping angle 0.9". One c¿ın also 
think of this system ¿is 31 sensor ¡^airs, each loc¿ıted at ininge value r ¿ind ¿ingle 
0i where
0 i =  -13.5 + 0.9(z’- l )  i =  1,2,...,31 (5.1)
In this c¿ıse, unlike the belie! function ¿ijjproach, measurements of these 
sensor pcilrs ¿ire fused with the neural network, not their decisions. The neuivil 
network which is used in this study has ¿in input layer, two hidden Uiyers ¿ind ¿in 
output hiyer (Figure 5.2). The reason for choosing a multilayer network is the 
nonline¿ırity of the input i^atterns which yields nonline¿ır classification regions. 
Using the s¿ıme training set, neural network models with a single hidden hiyer of 
neurons whose number r¿ınge between 20 and 100 were tciught. However, since 
edge ¿ind cylinder target primitives can only be distinguished at a single point 
which is 0 = 0", these networks become trapped in loc¿ıl minima. As a result, 
number of hidden layers are incre¿ısed to two. Again neural networks with 
different number of neurons in these layers were ti'ciined. The network with 
the snuillest size which learned these target i^rimitives ¿it specific r¿ınge v¿ılue r 
is the network with 50 neurons in the fii’st hidden layer ¿ind 25 neurons in the
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second hidden layer. Although many networks with various number of hidden 
layers and different number of neurons in these layers were trained using the 
training set which consists of the amplitude cind TOF patterns of these target 
primitives at five different range values at the same time, all networks became 
trapped in local minima since most of these networks can not differentiate 
edges and cylinders. Therefore a network of two hidden layers with 50 cuid 25 
neurons in first cuid second layers respectively, is used. This network is the 
only network in these trained networks which cannot learn oidy one pattern 
which is a cylinder of ?’c = 15 cm cit range r = 1.5 in. For this network, an 
average error of 0.002403 is obtained at the 164117*^ ’' cycle. Here, the average 
error is the average of the Euclidean distance between output of the network 
at a cycle and desired one for all training patterns:
(5.2)
where N is the number of training patterns, di is the desired output for the 
pattern and Oi is the output of the network for this pattern.
For finding the weight values of these neural networks, PlaNet is used as a 
software tool and related computer program is provided in Appendix F (Pro­
gram 11). The number of cycles until the networks learns the training patterns 
and the average error which is obtained over these cycles are given in Table 
5.1. The number of training patterns for each network is also provided in this 
table.
r(m) N number of cycles E■^ ave
0.5 ' 7 770 10-'>
1.0 7 1226 10"“
1.5 7 6430 10-'‘
2.0 7 79600 10"^
2.5 7 92488 10-'‘
0.5-2.5 35 164117 0.002403
Table 5.1: Number of learning cycles and the average error for the network 
which is trained with the patterns at range r.
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Figure 5.2: Structure of the neural network used in this study.
The input layer of these networks has 155 inputs which are the amplitude 
and TOP patterns of these target primitives at range r such thcit:
X i ^
A - a a { 0 i )
Abbi(^ i-:n)
62)
a^a (^¿-93) ~  tab{0i-93)
, 124) 124)
?: =  !,...,.31 
?; = 32,...,62 
i =  63, ...,93 
i =  94,..., 124 
i =  125,...,155
(5.3)
The number of output layer neurons equals the number of target primitives 
which is 7 in this study. The output of the network is designed in the trciining 
mode cis in Table 5.2.
The networks are first trained and then tested. In the testing, the output 
neuron with the largest value determines the category of the target primitive 
being classified. The output of the neural networks are found with the help of 
M ATLAB and related programs (Programs 12—13) are given in Appendix F. 
'riie nonlinearity used with these networks is the sigmoid function of the form:
(f{v) — -—  ----- ( 5 .4 )
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Oi ()2 03 O4 Or, Oq O7 DECISION
1 0 0 0 0 0 0 plane
0 1 0 0 0 0 0 corner
0 0 1 0 0 0 0 edge of 6c =  90°
0 0 0 1 0 0 0 cylinder with rc = 15 cm
0 0 0 0 1 0 0 acute corner of 6c =  60°
0 0 0 0 0 1 0 acute corner of 6c =  45°
0 0 0 0 0 0 1 acute corner of 6c =  30°
lab le  5.2: Desired output, patterns of the designed neural network.
While training of the neural network is done along the line-of-sight of the 
sensor pair in this study, this can be generalized to values of 0 other than 0" 
by using a polar grid centered at the sensor. This way, isolated targets in front 
of the sensor pair can be differentiated.
These networks cire initially tested by the amplitude and TOP patterns 
at five different ranges which are 0.5, 1.0, 1.5, 2.0, 2.5 m in a noiseless sys­
tem. Therefore, each network is tested with 35 test patterns. The success of 
recognition of these patterns at these I'cinges for all networks is provided in 
Tables 5.3—5.8. Referring to these tables, the network can recognize a few 
target primitives around the range at which the network is trained with the 
amplitude and TOP patterns. Moreover, it can be concluded that if a corner 
is learned by a network at range r, this corner can also be recognized by this 
network at smellier ranges and an interesting result is obtained for an acute 
corner of Oc =  30“^ that if an acute corner of 9c = 30° is taught to a network at 
a. range r, it can also be recognized by this network at larger ranges. In Table 
5.8, oidy the cylinder of rc = 15 cm cannot be recognized by the network which 
is taught the amplitude and TOP patterns at five different range values.
r(m) plane corner edge cylinder a.c. of 9c = 60° a.c. of 9c = 45° a.c. of 9c = 30°
0.5 V V V V n/
1.0 V X X X X X
1.5 X X X X X X n/
2.0 X X X X X X y
2.5 X X X X X X v/
'I'able 5.3: Success of recogiiition at different ranges of the neural network which 
is trained with the patterns cit r = 0.5 m.
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r(m) plane corner edge cylinder a.c. of 6c = 60^ a.c. of 6c = 45*^ a.c. of = .30"
0.5 X ^/ X X X X
1.0 n/ v/ y/ \ / n/ v/
1.5 n/ X X V X X n/
2.0 X X X X X X v/
2.5 X X X X X X v/
Table 5.4: Success of recognition at different I’cinges of the neural network which 
is trained with the patterns at r =  1.0 rn.
r(m) plane corner edge cylinder a.c. of 6c = 60" a.c. of = 45<’ a.c. of = 30"
0.5 X y X X X X X
1.0 X n/ X X x / V v/
1.5 n/ V V x / >/ V
2.0 x/ X X X X x /
2.5 y X X X X X* v/
Table 5.5: Success of recognition at different ranges of the neural network which 
is trained with the patterns at r = 1.5 m.
r(m) plane corner edge cylinder a.c. of 9c = 60" a.c. of 9c = 45" a.c. of 9c = 30"
0.5 X x / X X X X X
1.0 X X X X X X
1.5 X \ / X X X X X
2.0 v / y x / y
2.5 X X X x / X x /
'lal)le 5.6: Success of recognition at different ranges of the neural network which 
is trained with the patterns at r =  2.0 m.
r(m) plane corner edge cylinder a.c. of 9c = 60" a.c. of 9c — 45" a.c. of 9c = 30"
0.5 X y X X X X X
1.0 X \ / X X X X X
1.5 X y X X X X X
2.0 X y X X y X V
2.5 x / y V y y y y
'Table 5.7: Success of recognition at different ranges of the neurcil network which 
is trained with the patterns at r — 2.5 m.
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In the testing mode, a Gaussian white noise with zero mean and stcuidard 
deviation a a is cidded to the echo amplitude. The TOP of this noisy echo 
waveform is estimated by thresholding [41]. Then the networks are tested with 
these noisy amplitude ¿md TOP patterns and the percentages of recognition of 
these networks lor each tcirget primitive cind different range values are given 
in Pigures 5.3-5.12. In this testing process, 280 noisy patterns are tested 
at a. single range and 200 noisy patterns are tested lor one target primitive. 
Therefore a total of 1400 noisy patterns ¿ire tested for a single amplitude noise 
staiKhird deviation. In Pigures 5.3-5.4, the percentciges of success lor all tcirget 
primitives ¿ind ¿ill r¿ınge values are constant since echo amplitudes which is 
reflected from all t¿ırget primitives at r =  0.5 rn ¿ire very high with respect to the 
aA values used in testing process. Por example, the maximum echo amplitude 
which is reflected from a plane at r =  0.5 m is 0.2057 which corresponds to only 
4% of rmiximum v¿ılue of a a used in this testing process. Referring to the rest of 
these figures, the percentages of success lor the first five networks show various 
trends for each target primitive and different range values except the r¿ınge 
at which the network is trained with amplitude and TOP p¿ıtterns of target 
primitives. Por this range, the percentage of success decreases with incre¿ısing 
noise stiindard devi¿ıtion. Since the echo amplitudes decreiise with incre¿ısing 
r¿ınge, the ¿'¿ite of this decre¿ıse in the percent¿ıge of success also increases with 
incre¿ısing range. Por example, while the percentage of success of the network 
wliich is triiined with the pcitterns at r = 0.5 m is constant at 100% Ibr r = 0.5 
rn (Pigure 5.4), it decreases to 66% at r = 2.5 m lor the network tr¿ıined with 
the pritterns ¿it r =  2.5 m (Pigure 5.12). Over¿ıll success of these five networks 
which ¿ire the ¿iverages of percentage of success for all target primitives ¿it ¿ill 
r¿ınge v¿ılues used in this study ¿ilso show different ch¿ır¿ıcteristics in a simill 
interv¿ıl. Por the first network it is const¿ınt at 34%, the overall success of the 
second network is in the interval [40%, 43%]. Highest overall success is obt¿ıined 
lor the third network in the interval [48%,50%] since r = 1.5 m is the center of 
the riinges which ¿ire considered in this study. Over¿ıli successes for the forth 
¿ind fifth networks ¿ire in the intervcil [36%,40%] and [32%,38%] respectively.
4’he testing results of the network which is trained with the ¿irnplitude ¿ind 
'I'OP patterns of target primitives at five different ¿’¿inges ¿ire given in Pigures 
5.13—5.14. In Pigure 5.13, the ıзercent¿ıges of success of this network for e¿ıch 
tiirget primitive decreases with different rates. It decre¿ıses to 39% for ¿in 
acute corner of Oc =  45® while it decreases to 98% for a plane. This difference 
cojnes from the fact that magnitude of echo ¿implitude reflected from different
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r(rn) plane corner edge cylinder a.c. of 9 c  =  60" a.c. of O r  = 45" a.c. of O r  =  30"
0.5 v/ y/ V V V V V
L.O n/ V
1.5 V V V X V V V
2.0 \ / x/ n/ \ /
2.5 V V V V n/
Table 5.8: Success of recognition at different ranges of the neural network which 
is trained with the patterns at ?■ = 0.5,1.0,1.5,2.0 and 2.5 in.
target primitives are different. Although these noise levels are relatively small 
compared to echo amplitudes for .some of the target primitives, they are very 
large values for some others like edge or thin cylinder. Since the signal levels 
are comparable to the noise, it becomes impossible to detect these signals for 
these target primitives. For example, a a — 0.008 corresponds to 118% of the 
maximum echo amplitude which is reflected from an edge while it corresponds 
to only 15% of the maximum echo amplitude which is reflected from a plane 
at r = 2.0 m. In Figure 5.14, the percentages of success of this network at a 
single range decreases with increasing a a and this decrease becomes sharper 
with increasing range since echo amplitudes which are reflected from all target 
primitives decrecises with increasing range and the signal levels cire comparable 
to the noise at larger ranges.
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Figure 5.3: Percentage of success of the neural network which is trained with 
the patterns at r = 0.5 m for (a) plane (b) corner (c) edge of 0^  =  90° (d) 
cylinder of 7'c — 15 crn (e) acute corner of 0^  =  60° (f) acute corner of 0^  =  45°
(g) acute corner of 0c =  30° (h) overall success of this network.
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Figure 5.4: Percentage of success of the neural network which is trained with 
the patterns at r = 0.5 m for all target primitives at (a) r = 0.5 m (b) ?’ = 1.0 
m (c) r =  1.5 m (d) =  2.0 m (e) r =  2.5 m (f) overall success of this network.
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'’igure 5.5; Percentage of success of the neural network which is trained with 
the patterns at r = 1.0'm for (a) plane (b) corner (c) edge of 0^  =  00" (d) 
cylinder of Vc =  15 cm (e) acute corner of Oc = 60" (f) acute corner of &c =  45"
(g) acute corner of Oc =  30" (h) overall success of this network.
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F'igure 5.6: Percentage of success of the neural network which is trained with 
the patterns at ?’ = 1.0 m for all target primitives at (a) r = 0.5 m (b) ?’ = 1.0 
ni (c) 7’ — 1.5 m (d) 7’ =  2.0 m (e) r =  2.5 m (f) overall success of this network.
97
'Percentage of success
Percentage of success
Percentage of success
Figure 5.7: Percentage of success of the neural network which is trained with 
the patterns at r =  1.5 m for (a) plane (b) corner (c) edge of 0^  = 90·^  (d) 
cylinder of Vc =  15 cm (e) acute corner of $c =  60° (f) acute corner of Oc = 45°
(g) acute corner of $c =  30° (h) overall success of this network.
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Figure 5.8: Percentage of success of the neural network which is learned with 
the patterns at r  =  1.5 m for all target primitives at (a) r =  0.5 m (b) r — 1.0 
in (c) r - 1.5 m (d) r = 2.0 m (e) r =  2.5 m (f) overall success of this network.
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Figure 5.9: Percentage of success of the neural network which is trained with 
the patterns at r = 2.0 m for (a) plane (b) corner (c) edge of Oe = 90° (d) 
cylinder of Tc = 15 cm (e) acute corner of 0c =  60° (f) acute corner of 0c =  45°
(g) cicute corner of 0c = 30° (h) overall success of this network.
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Figure 5.10: Percentage of success of the neural network which is trained with 
the patterns at r =  2.0 m for all target primitives at (a) r = 0.5 in (b) r = 1.0 
m (c) ?’ =  1.5 m (d) ?’ =  2.0 m (e) r =  2.5 m (f) overall success of this network.
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Figure 5.11: Percentage of success of the neural network which is trained with 
the patterns at r =  2.5 m for (a) plane (b) corner (c) edge of — 90" (cl) 
cylinder of ry =  15 cm (e) acute corner of &c =  60" (f) acute corner of Oc =  45"
(g) acute corner of 0c — 30" (h) overall success of this network.
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Figure 5.12: Percentage of success of the neui'cil network which is trained with 
the patterns at r = 2.5 m for all target primitives at (a) r = 0.5 m (b) ?■ = 1.0 
vn (c) r =  1.5 rn (d) r =  2.0 m (e) r =  2.5 m (f) overall success of this network.
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Figure 5.13: Percentage of success of the neural network which is trciined with 
the patterns cit r =  0.5,1.0,1.5,2.0 and 2.5 m for (a) plane (b) corner (c) 
edge of dg 90° (d) cylinder of Vc =  15 cm (e) acute corner of Oc =  60° (f)
acute corner of 9c — 45° _(g) cicute corner of 9c = 30° (h) overall success of this 
network.
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Figure 5.14: Percentage of success of the neural network which is trained with 
the pcitterns at r =  0.5,1.0,1.5,2.0 and 2.5 m for all target primitives at (a) 
r = 0.5 m (b) r =  1.0 m (c) r = 1.5 m (d) r =  2.0 m (e) r =  2.5 m (f) overall 
success of this network.
In this chapter neural network classifiers are designed to identify the target 
primitives which are: plane, corner, edge of Oe =  90°, cylinder of ry = 15 cm 
and cicute corners of 6 c =  30°, Oc -  45° and 6 c = 60°. Testing results of these 
networks lor each target primitive and each rcinge values are also provided. In 
the next chapter, discussion and concluding remarks are given and directions 
for future research are motivated.
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Chapter 6
CONCLUSION
6.1 D iscussion
'['he iieurc».} network clcissifiers used in Chapter 4 ¿ire non-paranietric and do not 
inake any assumptions on the underlying distribution of input data. The belief 
function approach which is employed in the differentiation of plane, corner and 
acute corner targets cdso enables the modeling of non-pararnetric uncertainty 
l)ut it assumes echo amplitude noise as Gcuissicin while assigning beliefs to these 
target primitives. Although networks were trained for fixed 0 in this study, 
the tramp Ccin be generalized to a polar grid. This way, targets at arbitrary 
locations with the sensitivity pattern of the sensor pair can be discriminated 
and localized.
In the belief function case, only plane, corner and acute corner can be 
differentiated by using the mecisurernents of a single sensor pair. However in 
the neural network case, all target primitives which cire considered in this study 
can be differentiated. Although 31 measurements obtciined from a soricir scan of 
a single sensor pair were processed here, the processing time could be reduced 
l)y taking fewer measurements.
Employing Dempster-Shafer rule of combination to improve the perfor­
mance of clcissification by reducing perception uncertainty in the feature fusion 
from three sensor pairs, improvement in differentiation is 20% without false 
decision, at the cost of additional computation. However the overall perfor­
mance of the network which is designed by training the amplitude and 'I'OF 
patterns of target primitives at five different ranges decreases only to 72% at
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(7/1 = 0.008 with 28% false decision rate. This is of course at the cost of elapsed 
time until the network learns these patterns.
As a result, one cannot say one method is superior to another since it 
depends on ciiDplication. For exarniDle, if you ¿ire working in a well structured 
environment, neural network approach can be used efficiently. However, if the 
working environment is unstructured, then belief function approcich can be 
employed efficiently.
6.2 C onclusion
In this study, physical models are used to model reflections from target primi­
tives commonly encouirtered in mobile robot applications. Target features ¿ire 
generated as being evidentially tied to degrees of belief which are subsequently 
fused for multiple sonars at different geographical sites. Using both TOF and 
amplitude data in the feature fusion allows more robust differentiation. As a 
first method, the belief function cipproach employed in the differentiation of 
plane, corner and acute corner enables the modeling of non-pararnetric uncer­
tainty. Fusion of feature data from multiple sensors using Dempster-Shafer rule 
of combination reduces such perception uncertainty but increases the process­
ing time by approximately twofold. In the second approach, non-parametric 
neured network classifiers are employed which do not make any assumptions 
on the underlying distribution of input data for an incorporating lecirning of 
identifying parameter relations of target primitives used in this study.
As for future work, the sensors can be extended to include infrared and laser 
systems in the data fusion process for target identification and target localiza­
tion. Moreover, target identification can be expanded to .3-D. The number of 
target primitives can be increased in 3-D by considering the position and the 
rotation of planes which form 3-D corners and edges.
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A ppendix A
GEOM ETRIC TARGET A N D  
ECHO SIGNAL MODELS
In this appendix, geometric models of target primitives used in this study 
are provided. The tcirgets modeled are plane, corirer, acute corner, edge and 
cylinder. For each target primitive, models of the corresponding echo signals 
a.re given which are based on experimental data.
A .l  Planar Target M odel
Figure A.l: Geometry of the problem with the given sensor pair when the 
target is a plane.
A plane has a line segment profile in 2-D. The geometry of reflection for planar 
target is illustrated in Figure A.l. From this geometry, ?’i , '/’2 ,?’«,?·(,,f/i cuid O2 
can be expressed as:
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r’l = \ r'^  H------- dr sin 6
V 4
/ _ (¿2
/ d'^
?’2 = w + — + dr sin 0
V 4
· n
ra -  “  2 ^
d .
T6 =  ’^ + 2 d
0 \ = cos
_J / r  cos ^
ri
- cos
_i ( r cos 0 ^
T2
(A.i)
(A.2)
(A.3)
(A.4)
(A.5)
(A.6)
Since each trcuisducer can be employed both as transmitter cuid receiver, 
cl set of four TOP and four amplitude measurements are obtained ecich time 
data is collected from the target. From the geometry, the TOP measurements 
tor each transmitter and receiver pair cire found as:
a^a
a^b — b^a —
2r,
C
ri +  i’2
2r6
tbb — ----c
(A.7)
(A.8)
(A.9)
where tab denotes TOP extracted from Aab{r,0,d,t). Aab{r,0,d, t) denotes the 
signal which is transmitted by a and received by 6 at time t. The detected 
signals by each trcinsmitter and receiver pair can be modeled as:
Aaail'i d, d^  t^  — Af,
Aabir, 0, d, t) -
Abair,0,d, t) -
• nu n  0-2 _e '"re 0-2 sin[27r/o(f -  ¿aa)] (A. 10)
2^ . _nun  O r r 2 ----------- --------  .m t  2af^----- e T e sin
n  + T 2
[2Tr,/o(i -  u ) ]  (A .ll)
2 , ,  . _m m  o c r 2 --------- A —  · 2 0-2 ,
’^2 + '/’l
e T e sin[2Tr/o(i -  ¿6a)] ( A . 1 2 )
. _»i (i-i66-APr · — ' io'
Abb(r,0,d,t) = Araax^^e '"Te~~ sin[27r/o(¿ -  ¿66)] (A.13)
I'b
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The form of the range attenuation term ri + r‘2 in (A.11—A.12) is due to 
specular reflection of the beam. Since is the minimum distcince at which 
beiun pattern model described cibove is valid, the beam will be in the near 
zone when r < r„iin where the far-zone beam model cannot be used anymore. 
According to the piston model of the transducer [26], in the near zone, the beam 
is confined in a cylinder with radius a which is the radius of the transducer. 
The length of this zone is approximately y  from the face of transducer where 
A is the wavelength of the acoustic transmission. On the other hand, the beam 
is confined in a cone with angle 2 0 o in the far zone.
A .2 Corner Target M odel
Figure A.2: Geometry of the problem when the tcirget is a corner.
A right-angle corner is the line between two perpendicular planes that form 
a concave dihedral. When the target is a corner, the received signal consists 
of two components: First component is the diffracted signed which originates 
from the junction of the two planes, the second is the doubly reflected signal 
from the two intersecting planes. The diffracted signal can be neglected since 
its amplitude contribution is much smaller than that of the reflected signed. 
From the geometry of Figure A.2, ra,n-,0a and Ob can be derived as:
(A.14)
/ ¿2 (A.15)
Oa =  COS ^
' cos ^ (A.16)
Ob — cos
/ r cos 0
n
(A.17)
no
However, to find ?’a6 wliich denotes the distance that the beam travels from 
transmitter a to receiver b which equals rq + r2 + in Figure A.2, each plane 
thcit constitutes the corner is considered as a mirror reflector in Figure A.3. 
Due to the configuration of virtual receivers, r'ab and r^ a ¿u-e both equcil to twice 
the range:
Tab =  na =  2r (A.18)
'riierefore, the TOF measurements for each transmitter can be found as:
2 ra,
tn (A.19)
_  _  2r
tab — tba
C
(A.20)
, 2 n
hb =  —  c
(A.21)
The soiicir signal reflected from a corner target can be modeled as:
Aab{r,0,d,t) - Ar, 
Aba{r,0,d,t) = Ar,
r  . - 2 1  { t - t a a - j - f
• m in  „ 2 ----------------- hi-”Tt  sin[27r,/o(t -  (A.22)
,----- e T e
r
2^ sin[27r/o(i -  ¿ab)] (A.23)
2^  ^ 3 2^
.!Tl!!Le~4e- sin[27r/o(i -  ha)] (A.24)
V ---k- )
Abbir,0,dj;) = Ama/— e ^ e ------ sin[27r/o(i -  frb)] (A-25)
rb
1 1 1
Figure A.4; Geometry of the problem when the target is an edge.
A .3 Edge Target M odel
An edge is the intersection of two phines that form a convex spcice when 
observed from the transducers. For the edge, the acoustic signed diffracts cuid 
spreads out cylindrically once it reaches the line defining the edge. Due to the 
relatively lower echo amplitude, edges are the most difficult and problematic 
targets to detect in a mobile robot’s environment. The expressions for 
and Oi are same as those for the corner given in Equations A.f4—A.17 respec­
tively. For the edge, the TOF measurements of each transmitter and receiver 
pair can be found as:
‘¿ n
taa
C
(A.26)
,  ^ a “1“ ’^6
— iba —
C
(A.27)
2 vb
hb — —  c (A.28)
The signal waveforms are modeled as:
A 3 /2  ( t - t a a - f 9
/ i m a x ' m t n^^ 4 ------------s i l l FA / /1 7 i\ m  afL ^aaV  ^ Pe 3/2  ^ ^
Va
[27r/o(f -  G,a)] (A.29)
^  ,,3/2 - t F
Aahir, 0,d, t) = Pe ""t e sin[27r./o(f -/«6)] (A.30)
ran
■^TTiaX' m.7.n. 0 / t 2 ------------------- - ------/1 1 i \ r^ri x’ i  20-
b a{ 'f\  ^ 0  —  p(^ 1 /2  ^nVa
sm[27r/o(f -  f6a)] (A.31)
1 1 2
Au.(,-,ff,d,l) =  fl, "■ “ ;■ ■ “ e 4 e - — sir.[2^ / o ( ( - 4 t)] (A .32)
‘'b
where /?g is a reflection coefficient which decrecises with Oe·, defining the sharp­
ness of the wedge. Based on experimental data, can be approxinicitely 
modeled as a linear function of 0  ^ which is the angle of the edge < f ) given 
in Figure A.4 [42] such that:
A^^ n ia x ' rm n = 0.16 if = 90^ (A.3;i)
ati.nd
. = 0.08 if ¿)^  = 60"
1'a (A.;34)
where A^ax -  1, '/’min = 10 cm a,nd Ca = 10 cm. Then, p^  can be found as:
p, =  8.43 X  10“ Te -  0.25298
where 0 ,; is in degrees.
(A. 35)
A .4 Cylinder Target M odel
Figure A.5: Geometry of the problem when the target is a cylinder with ra
7V.
Although not as common as planes and corners, a mobile robot very often 
comes across a cylindrical target in its environment in the form of pillars or 
poles. Experimental observations indicate that for a cylinder with radius 2.54 
cm located at 10 cm, the echo amplitude is observed to be 50% of that from a 
normally incident phine at the same range [42]. Prom the geometry of Figure 
A.5, r] ,r 2 ira,ri„0 i , 0 2 , 0 a aiicl 9b are found as:
/ dP“
Ti = i/r^ H------- dr sin 0
V 4 (A. 36)
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/ d?
’ ’2 — + — + dr sin 0
r'a = ]l{r + TcY + — -  d(r +  rc) sin 9 -
/ ci^
rb = ]lir + VcY + "^ + + ^c) sin 9 -  rc
91 = cos
_j / r cos 0
/rco s
9a =  cos ^
6^;, =  cos
(A.40)
The TOF rnecisurements and signal models of each transmitter cind receiver 
pair are;
¿aa —
2ra
a^h 6^a
ri + V2
, 2 rb
hb = —  c
İ _ ^ 2
3 /2
^^m a x · m tn  2 a ^ ----------- —  *
1/2ryr^
Aaa(r\9,d,t)
Aabir., 9,d,t)
AbaY ■) d 1 dy P) pc
A ( 7 j.\ rain a'i,pc 3y/2  ^ ^
d r^Y -4-
Pc 3 / 2  ^ ------ ^ s in [2 7 r ./o (Z - i„ a ) ]  (A.47)
r j
T  e <^2 sin[27r/o(i -  ^7.6)] (A.48)
3 /2  _ £ | ^
^ m a x 'n u n  2<tL ----------- r<-)_r-e r e1/2  r2 r /
^ * - m a x ‘ m m  r , i ------------ —  .
sin[27r/o(i -  6^«)] (A.49) 
sm[27ryo(Z -  /66)] (A.50)
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where pc is the reflection coefficient of the cylinder which depends on its radius 
of curvature. In the limit as Tc goes to zero, a line target is obtained. On 
the other hand, as goes to infinity, the cylinder becomes a planar target. 
According to the amplitude curves in Figure A.6, obtained by using the above 
models, when Vc > 10 m the amplitude curves of the transmitter and receiver 
pairs are the same as these curves obtained when the target is a phiiie.
Figure A.6: Amplitude curves of the detected signal in the case'of (a) planar 
target (b) cylindrical target with radius 10 rn.
When radius of the cylinder increases, the amplitude of detected signal 
increcises. An approximate model is to vary pc linearly with the radius of the 
cylinder based on the given data points. A better model would result if more 
da.ta points were tahen and the best fitting curve was found. In the upper 
limit, if r'c is larger than 10 m, then the cylinder behaves like a planar target. 
As a result.
lim p,
A 3 /2maxjjntn
3 /2  Va
A 7^ ^^m a x · m tn
ra
(A.51)
In the lower limiting case, if Vc < 5 cm, the cylinder behaves as a line 
target which can be treated as an edge with Oc < 30°. Then, pc = Pe- By using 
Equation A.33, pc is calculated as 1.98 x 10“  ^ for Og =  30°. According to the 
above argument, pc can be expressed as:
Pc =  0.44946r, -  0.022471 (A..52)
where Vc is in meters.
Moreover, it can be seen from the equations of detected signals for both 
the edge and the cylinder that they produce a cylindrically-divergent echo 
wavefront that decays as In both cases, the received sigiicil is only
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composed of the diffracted signal. Since this diffracted component attenuates 
very quickly, reflections from edges and cylinders with smcill cross-sections are 
the most difficult echoes to detect.
A .5 A cute Corner M odel
Figure A.7: Geometry of the problem when the target is an acute corner.
An acute corner is an intersection of two phmes that form a concave spcice when 
observed from the transducers. Wedge angle 9c of acute corner ranges from 0 
to 90". From the geometry of Figure A.7, ¡3, and ?■(, Ccin be expressed as:
<j>x -  cos
^1 +  /^ 2 — — (j>T
'rl + r'i -  cP'
2 r„r(,
(A.53)
(A.54)
?’a =  W + Y  ^ (A.55)
/ (/2
Vf, — \ l + “T + dr sin 9 (A.56)
As shown in Figure A.8, when 9 = 9\ =  90" — 7 , transducer pair sees the 
second surface perpendicularly. Therefore, when 9  ^ [9i — 9o 9^\ 9o]^  this
transducer pair sees the second surface cVS a planar target. As a result, model 
of the acute corner when 9 is in this range is the same as thcit of a phuie with
·' =  rsin(0c — 7 ) ¿wid 9' — 9 i — 9 (A.57)
Moreover, the same argument is true for 9 € [— (^ 1 + 9o)^  —{9\ — 9o)] with 
r = rsin(7 ) and 9 = 9i + 9 (A.58)
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F''igure A.8: Geometry of the problem when the target is an acute corner and
0 £ [ ( ) i - 0 o,0  ^ +  0 o\.
Figure A.9: Geometry of the problem when the tcirget is an acute corner with 
critical angle O2 ·
When 0 ranges from 0\ — 9o to O2 in Figure A.9, the trcuismittecl signal from 
each transducer first reaches the second suriace and then the first surface. By 
applying sine cind cosine theorems to the triangle AGO in Figure A.9, the 
following eciuation is obtained:
sin^ /9 — sin'^(2^o) +  sin^(^ +  2 do]
sm{p + 2 O0) = 2 sin ft cos{‘1 0 o) (A.59)
Since ft is a function of (f> T  which is a function of and r¡, with O2 depen­
dence by Equations A.53 and A.54, it is not possible to solve Eciuation A.59 
aiicilytically which involves only the unknown 6 2 · Numerical methods must be 
used to iind the solution to this equation.
According to the above, r'ab which is the distance that the signal travels from 
trcuismitter a to receiver 6, aab which is the angle from the signal transmitted 
by transmitter a and received by receiver b to the line-of-sight of transducer
a, cuid ftab which is the angle from this signal to the line-of-sight of transducer
b, are found by the help of the geometry in Figure A. 10. In the analysis, each 
suriace of the acute corner is considered a mirror reflector.
Referring to Figure A. 10, the distances and angles for each transmitter and
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receiver pair are:
Taa = 2r„ sin Oc
a a^ = 90° - 0 ,  + 0a
= 90° - 0 , - e ^
 ^ ah =  \ J r l  +  r l  -  2 r a n  COS {20c -  (f>T)
a^h — cos.-1 Í ' ab
+ d'^- ..2 ''66
2 dr.ab
[dab =  cos' -1 Í rib + -  rl2 dr,
90°
-9 0 °
ab
Vba  = \ j r l d - r l -  2r„rt COS {29  ^+ f r )
CV(,a = 90° — cos— 1 /  ba + d'^-
2 dr ba
Idba =  90° -  cos - 1  Í r'L +  d'^ 66
2 dl ba.
rbb =  2 rb sin 6 c
Oibb — 90° — Oc 6 b 
=  90° - 6 c - 6b
All distances are in meters and all angles are in degrees.
(A.60) 
(A.61) 
(A.62) 
(A.63)
(A.64)
(A.65)
(A.66)
(A.67)
(A.68)
(A.69) 
(A.70) 
(A.71)
Note that in Equations A.60 and A.69 the round-trip distances measured 
the sensors cire twice the true range when the target is a right-cuigle corner 
but are less than twice the true range by a factor of sin^c if the target is an 
acute corner with parameter 6c. This result is significant since regardless of 
how the sensor is oriented with respect to the line defining the acute corner, as
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Figure A. 10: Geometry of the problem when each surface of cicute corner is 
considered a specular reflector when в — OotO'i).
long as it is at a distance Га (or ?·;,), the same round-trip distance measurement 
will be obtained. Such points which give the same reading fall onto an circ 
bounded by the acute corner with center at the junction point.
In addition, since the problem is symmetric, same argument is true when 
0 € {-O2 , - {0 \ -во ) \ .  In this case, the transmitted signal from each transducer 
first reaches surface 1 and then surface 2. Бог this case, the urdcnown ranges 
and angles can be found as:
"a.6 =  \Jr‘i +  rl -  2ГаП COS {20^  -  фт)
«а6 = 90'^  — COS
-- ЭО"' -  cos'
- 1 H b
-1  ' ab
2 <1 ГаЬ
-Б — ,.2
1'ba
\  2 с1ГаЬ j  
= \Jrl + r'l -  2ГаП COS {20c -  фт)
d b a  =  COS
-1 Λ t  + d ^ -
2 clr,ba
2 bl‘b'ba
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-9 0 "
90"
(A.72)
(A.73)
(A.74)
(A.75)
(A.76)
(A. 77)
Note that, VaaiCiaa·, i a^ai‘>''bbiOtbb·, l^ bb the scime as in the previous case.
When 0 is in the interval [—^ 2 5^2] the signal transmitted by transducer 
a initially reaches surface 1 and then surlace 2 , while the signal transmitted 
by transducer b first reaches surface 2 and then the other surface. From the 
geometry given in Figure A.11, ri/s , «¿j’s and /?jj’s cire found as for 6 G [—1 2^ , 0 ):
T ab =  Tha =  ^ r l  +  r f  -  2 r „ r 6  COS { 2 9 c  ~  4 >t )  
1'aa. =  2 r a  s i u  Oc
T'bi = ‘h'b sin 6c 
(^ aa — 90'’ — dc +  6 a.
I3aa =  90° - 6 c -  6a 
abb =  90° - 6 c - 6b 
ft,, =  90° - 6 c + 6 ,
^ a b  —  COS
f t a b  =  c o s '
a b a  -  COS
f t b a  =  C O S’
rib + d'^  - rib
2drab
rib + d ^ - rla
2dl ab
rla + d ^ - rla
2dVba
r\a + d ^ ~ rib
2dr
-9 0 °
90°
90°
90°
ba
For 6  e  (0,t)2]:
r'ab =  H a  =  \ J r l  +  -  ^ V a H  COS { 2 6 c  -  </>r)
raa = ‘2 Va siu 6c
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(A.78) 
(A.79) 
(A.80) 
(A.81) 
(A.82) 
(A.83) 
(A.84)
(A.85) 
(A.8 6 ) 
(A.87) 
(A.8 8 )
(A.89)
(A.90)
When = 0°:
Пь = 2 п  sin Ос 
а , ,  = 90° - Ѳ с -  Ос 
ßaa =  90° -  Ос + Оа 
сѵ'ьь = 90° — Ос Ob 
=  90° - О с -Ob
-I ( ' ^ I b ~ '^bb\ nno
= i ■ U r — ) - ^
(A.91)
ß c b  --- C O S '
b^a
ßba =  cos'
Tab = Па = 2r„ sin К  “  γ
Г а а  =  2?’α S İ l l  Ос 
гьь =  2гб sin Ос 
«αα = СеЬЬ =  90° -  Ос Оа  
ß a a  = ß b b  = 90° -  Ос -  Оа
ааЬ = (-Ча = ßab - ßba = 90° -  í?c “  + γ
Note that r« =  r¡, and =  Оь in this Ccise.
1 2 1
фт
(A.94)
(A.96)
rib + -9 0 ° (A.97)
2c/r di) j
rla + ~ ’’L  ^ 1 -9 0 ° (A.98)
с^ітьа /
rla -^  (  ^ ~ ’’бь\ -9 0 ° (A.99)
ba j
(A. 100)
(A.101) 
(A. 102) 
(A. 103) 
(A. 104)
(A. 105)
According to the distances and inclination angles as found above, the TOP 
measurements and detected signals for each transmitter and receiver pair when 
the target is an acute corner can be written as:
Aaa{r,0 ,d,t)
Aabi '^t d5 d, Z) 
Au{r,0,d,t)  
Au{r,0,d,t)
=  2
1'a.a.
A r
t a a  —
^ a a (A.106)
C
f'ab —
r a b (A.107)
C
ib a  —
'^ b^a
C
(A.108)
h b  = c (A. 109)
( t  — ¿ a a  —2.;j,
e sin[27r/o(Z -  ¿aa)](A.110)
'2 .
¿ y ^ ^ r n a x '  n i t n  2(Tf,ab^ f'ab. (í-tα6-1r)^T e lo
= 2
Tab
^ m a x “^ m in
siii[27r,/;(/-/,,6)] (A .Ill)
_ ^ ba'^ fba (^ ~^ ba~
na
T e
+ (t-----^^2
= 2
A j .  . -  ^ bb\^ btL t tbb -fc) .
c>.2A.max· m tn  2 < r ? -------------  ^ *T e
Tbh
sin[27r/o(Z -  ¿6a)] (A.fl2) 
sm[27r/o(Z -  ¿66)] (A.lf3)
1 2 2
Figure A .ll: Geometry of the problem when each surface of acute corner is 
considered a specular reflector and 0 € [—0 2 , 0 2¡· (a) 0  € [—^ 2 ,0), 0 € (0 ,0 2¡,
(c) 6^ =  OA
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A .6 Effect o f Transducer Separation and  
R ange on TOF and A m plitude Charac­
teristics
The ratio of transducer separation to operating range (d/r) is cin important 
parameter in the differentiation of target primitives directly ciffecting how well 
these target primitives can be differentiated by their TOF and cunplitude char­
acteristics. The further apart cire the transducers, the larger ¿ire the differen­
tials in TOF cuid cimplitude as long as the sensitivity patterns of the targets 
overlap. This supports improved differentiation of the targets. In the limit 
as  ^ > 0 which corresponds to the case that either the targets are too close
together or the tcirget is too far, the trcinsducers behave as a single transducer 
and the differential signals are not reliable. This situation is equivalent to the 
case of trying to differentiate the targets using a single transducer at a fixed 
loccition, which is not fecisible as shown in [13].
Differentials in TOF and amplitude versus sensor separation characteristics 
at a fixed inclination angle 6 for all target primitives used in this study are given 
in Figures A.13—A.14 for three different range values. The fixed inclination 
angle 0 for each target at which maximum amplitude differenticds are obtciined 
when r =  0.5 m and d = 5 cm are given in Table A.l.
Target Type 9
plane 0°
corner 4.2°
edge of Oe = 90“ 3.6°
cylinder of iy =  15 cm 3.0°
acute corner of 9c = 60° 0.5°
acute corner of Oc = 45° 0.5°
acute corner of 9c = 30° 1.0°
Table A.l: The fixed inclination angle 0 for all target primitives.
In the limit as range goes to infinity, transducer pair can be treated as a 
single transducer, therefore a reduction in TOF differentials is expected. Refer­
ring to Figures A.13—A.14, for a given transducer separation, the differentials 
in TOF estimates are inversely proportional to range for all target primitives 
as expected except for the edge type target primitive. This controversial result
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for an edge can be proven by investigating the behavior of the differential TOP. 
The expression for differential TOP is given by:
Af =  taa “  ~  ( Y Y  sin -  Y + ^  + dr siii 0 j (A.l 14)
Evaluating the derivative of the above equation with respect to r; 
d A  t “·r -  I sin d r + I sin 0
^ , . 2  iE _  gin 0 + A -)- dr sin 0
which can be rewritten cis
(A.115)
d A t
dr
r - i  sin 6 r +  I sin 0
(7· — I sin 0  ^ + Y COS^  0 Y (^ ’ + f sin + Y COS^  0
(A.l 16)
or
d A t
dr
X
'J x '^  + A \/v/2 + A (A.117)
where x — r —  ^sin 0 and ?/ =  r + |  sin 0 .
Now, if d > 0°, then x < y  and ^  < 0. If 0 < 0", then x > y cuid ^  > 0. 
In the first case, any positive change Ar in r will result in a negative change 
in At  which is in accordance with the result in Pigure A.13(e) where 0 = 3.6' .^ 
In the second case, a positive change in r will result in a positive change in the 
TOP.
The limit of the TOP differential as r goes to zero and infinity can be found
as:
lim A t  =r—0 lim -   ^ “  \J''  ^ ^  (A.118)
lim At - 0
7--+ 0
(A. 119)
and
lim At — lim -  ( \ / l  + 7 -^ — -sind — \/l  +  + — sinfl ) (A.120)
r —i-oo r —»-oo C \ V 4r^ 7' V 4:7'
Por large values of r, < <  1 and the following approximation can be made: 
ct
r
Aab
d
47-2
~d? J
4r.2
1 /  i/2 d
2 (^ 4j.2 j.
/(¿2 d 
1 4^22 '
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and
lim At = - -  sin в
r —»-oo Q
(A.123)
The results indicate that as r goes from zero to infinity, the difFerential in TOF 
estimates is nonzero for 0 ^ 0  ^ cind increases with r and |d| (i.e. becomes 
greater than taa when > 0° and taa becomes greater than /„¿, when 0 < 0‘').
For all tcirget primitives, at a fixed operating range, the diflerentials in 
'I'OF estimates increase with increasing sensor separation as expected (D’igures 
A.13-A.14).
Echo cunplitudes of all target primitives are inversely proportional to range. 
For the plaucir tcirget, at fixed separation, differentials in echo amplitudes in- 
crecise up to some critical d/r value which is around 0.3, then stay constant at 
some differenticd value which is equal to Aaa since A„,b = 0. This is because the 
sensitivity patterns of the two transducers which form the pair do not over­
lap if d is too large. This corresponds to the situation where the target falls 
within the sensitivity pattern of only one of the transducers or the sensitivity 
pattern of each transducer separately if the extent of the plane is long enough 
(Figure A.12(b)). Therefore, the amplitude of the signals Aabir\0,d, t) and 
Abair.,0,d, t) are zero. For the corner target, amplitude difFerential increases 
up to some critical d/r value which is around 0.15, then it begins to decrease. 
After a critical d/r value which is around 0.45, it stays constant at a. negative 
differential value which is equcd to —Aab since Aaa is zero. This corresponds 
the inverse situation of the planar tcirget case due to the position of the virtual 
r(!ceivers discussed before.
(a)
Figure A. 12: A plancir tcirget falls (a) within the intersection of the sensitiv­
ity patterns of both transducers (b) outside the intersection of the sensitivity 
pcitterns so thcit cross sigiicils are not detected.
For the edge and cylindrical target primitives, differentials in amplitude for 
a given fixed separation again increase up to some critical d/r  value zy, then
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they begin to clecrecise after a critical c//r value and stay constant cit zero. 
In this case, the targets fall within neither the sensitivity patterns of a single 
transducer nor the intersection of sensitivity patterns of the two transducers 
which form the pair. These critical values z\ and z^  lor edge and cylinder are 
given in Table A.2.
Target Type ^^2
edge of Of. — 90° 0.175 0.5
cylinder of = 15 cm 0.125 0.55
Table A.2: The critical djr values for edge and cylindrical target primitives.
For acute corners, the amplitude differentials are plotted up to the maxi­
mum separation which can be reached at the fixed operating range due to the 
physical limitation by the two plcines forming the acute corner on each side of 
the sensor. This maximum sepciration corresponds to 2 tcin ^  . Up to
this separation, the characteristics of amplitude differentials increase until d /r  
is around 0.2, then they begin to decrease.
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^ a a ^aa ^ a b
0 0.1 0.2 0.3 0.4 O.S 0.6 0.7 0.8 0.9
(a)
tap.
0 0.1 0.2 0.3 0.4 0.6 0.6 O.l O.B 0.9
a^a
r = 1.0 m 
r = 1.5 m
F''igure A. 13: TOP and amplitude differentials versus ti'cinsducer sepciration cit 
various range values for (a)-(b) plane (c)-(d) corner (e)-(f) edge of 0  ^ =  90" 
)-(h) cylinder of ry = 15 cm.
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r =  1.0 in 
r =  1.5 in
Figure A. 14: Maximum TOF and amplitude differentials versus transducer 
separation at various range values for acute corners of (a)-(b) Oc = 60" (c)-(d) 
0, = 45" (e)-(f) 0, =  30".
In this appendix, we have provided geometric reflection models for the 
target primitives. Based on these, we have given signal models for each target 
type which are supported by experimental data in Chapter 5. The effect of 
transducer separation oiT the signal characteristics has been investigiited.
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A ppendix B
CHOICE OF NOISE  
M ULTIPLICITY FACTOR k 
IN THE CLASSIFICATION  
ALGORITHM
I I I  this cippendix, echo amplitudes with difFerent noise levels are presented. In 
order to make the dilFerentiation algoritlims robust to noise, we establish an 
a.ppropriate value for tire noise multiplicity Factor k used in the algoritlirns via 
simulations.
DifFerent levels oF white Gaussian noise are added to the echo signal. As 
the results illustrate, amplitudes oF detected signals For plane at range r =  2 
m are indistinguishable From noise For (Ta > 0.05 which corresponds to 95% 
of maximum amplitudes of detected signals. The noisy amplitude curves are 
given in Figure Fd.l for difFerent noise standard deviations.
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0.05 /  \  -:Aaa=Abb
0.07
0.06
/  \ 0.05
0.04 0.04
1 .0 .03
1 / % 0.03 1  0,02
0.02
j:  ....... :Aba-Aab 'A 0.01
0.01 /  \ 0
0 . . V .
-0.01
-15 -10
(a)
(c)
(e )
10 15
(b)
-15 -10 -5 10 15
(d)
10 15
(f)
Figure B.l: Noisy amplitude for a plane cit r = 2 m with noise standard 
deviation (a) cr^  =  0 (b) a a = 0-005 (c) a a = 0.01 (d) cr^  := 0.0-3 (e) a a = 0.05 
(f) aA =  0.1.
However, maximum differences between the detected signal amplitudes 
which are used in the classihcation algorithm is around 0.008. Therefore, 
for noise standard deviation of 0.005 or larger, which corresponds to 62.5% 
of maximum amplitude difference in these signals, the differences in the signal 
levels are comparable to the noise and it becomes impossible to detect these 
differences. Noisy difference signals are given in Figure B.2 for various noise 
standard deviation values.
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(a)
(с)
-15 -10
(b)
(d)
10 15
Figure B.2: Noisy amplitude for a plane at r 
deviation (a) сгд =  0 (b) (ja = 0.001 (c) ga 
(j a  = 0.004 (f) (7Л = 0.005.
( f )
2 rn with noise standard 
0.002 (d) ga =  0.003 (e)
For the reason given above, the noise standard deviations up to 0.008 are of 
interest in this study. For larger noise standard deviations, the performance of 
classification when excluding kAGA term in the algorithms (i.e. k'A =  0) is the 
same as thcit of a randomized decision rule where 50% of the time unknown 
target is guessed to be a plane, 50% of the time a corner [33]. This phenomenon 
Ccui be seen in Figure B.3.
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Figure B.3: Classification results of one trcinsducer pair when - 0.
The classification results in Figure B.3 are obtained when — Q in the 
algorithm. In this figure, probability of true classification and probability of 
misclassification oscillates around 0.5 for larger standard deviations of noise. 
Our problem is to choose the best value of A;^  for the algorithm so that the 
result of classification is better for larger noise standard deviations. To hnd 
this kA value, the classification algorithm has been run for 0 < A:/i < 6. The 
results of classification for these kA values are given in Figure B.4.
Referring to the same figure for kA > 2, classification algorithm works as 
a switch where it makes correct decisions with probability one when there is 
no noise but it cannot make a decision about the target when there is a small 
amount of noise in the system. However, for kA — I the cilgorithrn makes 
correct decisions with decreasing probability up to noise standard devicition of 
0.005. After this value of noise standard deviation, it cannot make any decision 
about the target. For this reason in these algorithms kA has been chosen ¿is 1.
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----- : Probability of correct classification
---- : Probability of misclassiiication
Probability of unknown
Figure B.4: Classification results for multiples of noise standard deviation, aA, 
with (a) kA =  0.5 (b) kA =  1-0 (c) kA — 1-5 (d) kA — 2.0 (e) kA — 3.0 (f) 
kA =  4.0.
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A ppendix C
R A N G E ESTIM ATION FOR  
A N  ACUTE CORNER
'riie coeiiicients of the polynomial used to estimate range r for an cíente corner 
at 0 ^ ir:
A'X^  + Bx + (7 = 0 where x = 2r^ + — ( C . l )
■2 _  .,.‘A
A =  
B =
c =
r , , „  — 1bb
,.2
bb
■I I ,.2
' ati ^  bb
 ^cr.a 2 
 ^ bb
(r2 I .>2\^
/2 2 I a a  ^  ' bb \a ab
(C.2)
i^ 'ia +  ’ -  í T I
(C.4)
bb
For d = 0“
v„ = 2 2 I= ?■ +
cP
'^  a a  —   ^ bb
r-ab = 2r-6 sin Uc -  -
sin 0c
h 'c o s -
. h'sm -
?'66
2r6
r
n
d
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(C.5)
( C . 6 )
(C.7)
(C.8)
( C . 9 )
(C.1Ü)
To solve for an equation given below can be found with the help of above 
equation;
<¿2
Mrlb +  ''ib ~ ~  1 + - ^  + y y lb  +  ~  ^
Since d ^  -C 1, the approximation given below CcUi be used in
cibove equation:
Then,
, „ d2
'1 + — “ ! + §;:?T .4r2 (C.12)
r = d'^yab^bb T d '^ ab  ^bb) 
\| 4(r„(, -  nbY -  d?
(C.13)
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A ppendix D
A M PLITU D E  
CH ARACTERISTICS OF 
EDGES A N D  CYLINDERS
In this appendix, amplitude characteristics of an edge with various values of 
angle de, and that of a cylinder with various Vcilues of I'cidius 7\. are given in 
Figures D.l cind D.2 res2:)ectively.
Note that lor the edge, as illustrated in Figure D.l, the relative amplitude 
cha.rcvcteristics is the same for different Oe values. However, as Oc increases 
from 30" to 90", cui increase in echo amplitude is observed, 'riiis is due to the 
inci'easing cross-section of the edge.
I'br the cylinder, as illustrated in Figure D.2, when the radius is relatively 
small, the characteristics is sirnilcU' to that ol an edge. As the radius increases, 
the characteristics resembles that of a plane quite well, especially lor Vc > 1 m.
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Figure D.l: Amplitude characteristics of an edge with (a) 6e =  30" (b) 6^  =  45" 
(c) 0, =  60" (d) 0e = 75° (e) = 90".
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Figure D.2: Amplitude characteristics of a cylinder with (a) 5 cm
(b) Tc 
rn.
20 cm (c) i’c = 40 cm (d) Tc — 80 cm (e) Tc = 1 m (f) Vc — 10
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A ppendix E
RELATIONSHIP BETW EEN
O ' A A N DA
in this appendix, the relcxtionship between aA and at is investigated. In the 
first part, the effect of change in threshold level and amplitude noise standard 
deviation on at is studied with a typiccil sonar echo wavelbrm. In the second 
part, a linear signal model of form y{t) = at is used with different threshold 
settings and slopes under various amplitude noise standard deviations.
E .l R elation  betw een and at in a Typical 
Sonar Echo
In this section, the effect of change in threshold level r  and amplitude noise 
standard deviation (aa) on the stanchird deviation in TOF estimate (0·^ ) is 
investigated. A typical echo waveform for sonar produced by a plane is shown 
in Figure E.l.
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Amplitude
As a first cittempt, threshold level is kept constant at a level of 0.005 which 
is 9.5% of maximum echo amplitude produced by a planar target at ?’ =  2  rn. In 
the second step, threshold level is set to 5 times the amplitude noise standard 
deviation (i.e. r  = hcr^ i). In both cases, the effect of varying a a in the intervals 
[0 , 0 .0 2 ] and [0,0.008] respectively is observed over 10 0 0  realizations on at and 
nit where nit is the mean of TOF estimate. As a hist step, threshold level is set 
as integer multiples of a constant amplitude noise standard deviation of 0.005 
(i.e. T = naA where a a = 0.005). The effect of increasing the threshold level 
when a A is kept constant is observed on at and mt again over 1 0 0 0  realizations. 
Standard deviation, mean and the bias of TOF estimate and bicises in TOF 
measurements are given in Figures E .2  and E.3 respectively.
Referring to these figures, at does not exceed 16 ¡.isec for all cimplitude noise 
stanchird deviations and threshold levels. Although TOF’s are of the order of 
milliseconds, maximum bias in TOF estimates is cvround 40 yusec. The bias in 
TOF estimates increases dramatically with increasing cr^  when the threshold 
level is kept constant. However, when the threshold level is increased with the 
integer multiple of <7 4 , the bias in TOF estimates decreases with increasing n 
and it is in the interval [—1,1] fisec for n > 5.
In all of the simulation studies, threshold level is taken as 5 times the ampli­
tude noise standard deviation. Moreover, amplitude noise standard deviations 
of 0.006 or larger correspond to 75% of maximum signal amplitude differences. 
In this Ccise, differential signal levels are comparable to the noise and it be­
comes impossible to detect these differentials. In Figure 44, maximum value of 
at is about 8 yttsec and maximum bias in TOF estimates is around 1 2  yusec for 
a A € [0,0.008] and a threshold level of r  =  Since TOF’s are around 11.6 
msec, these biases in TOF estimates and standard deviation of TOF estimates 
arc very small. In Table .3.4 in Chapter 3, maximum differences between TOF’s
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are of order of the 4 x 10“'‘ sec. Therefore, even if there exists an amplitude 
noise with standard devicition 0.008, corresponding to 100% of maximum signal 
amplitude difference, standard deviation.in the TOP estimate is about 8 i^sec 
which corresponds to 2% of maximum differences in the TOF’s.
Some part of at is contributed by the sampling period Tg [41]. Since TOP 
is a multiple of the sampling period, it has a random delay and this random 
delay is uniformly distributed in the interval [0,rs] where Tg is the Scimpling 
period. Standard deviation of this random delay in TOP estimates is \f^ ·, 
contributing to the standard deviation of TOP estimates. Sampling time, T,., 
is taken as 1 /^ ¿sec in all our simulation studies, therefore this contribution is 
0.29 ytisec.
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Figure E.2: Standard deviation and mean of TOF estimate over 1000 realiza­
tions when a typical echo waveform is used with (a) r  = 0.005 (b) r  = 5ct/i ( c ) 
r  ■ nuA and aA =  0.005.
14.3
Figure E.3: True values (left column) and bias (right column) in the TOF 
measurements over 1000 realizations when a typical echo waveform is used 
with (a) r  =  0.005 (b) r = 5cta (c) r = ucta and cta =  0.005.
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E.2 R elationship betw een (Ja and at in a Lin­
ear Signal M odel
In the small interval in which the echo waveform first crosses the threshold 
level r , the waveform can be modeled as a linear function of time as shown in 
f’igure E.4. To keep the change in at under control, ci linear signal model of 
form y{t) — at is investigated with different slope values a.
Figure E.4: A typical echo waveform and threshold level r.
The analysis done in the previous section for a typical echo waveform to in­
vestigate the effect of change in amplitude noise standard deviation and thresh­
old level is repeated here for the linear model with different slope values. The 
standard deviation and mean of TOE estimate and bias in the TOE meiisure- 
ments over 1000 realizations are given in Figures E.5 and E.6 respectively. In 
these figures, since the TOF’s become smaller with increasing slope, at, m.t 
a.nd the bias decrease with increasing slope as expected. However, the bias in 
the TOF estimates increases with increasing aA independent of threshold level 
setti
For a typical echo waveform, in the first cycle, the slope is of the order of 
hundreds, and in the second cycle it is of the order of thousands. The simu­
lation results for y(t) =  lOOi and y(t) — lOOOi are given in Figures E.7—E.IO 
separately. Referring to these figures, at does not exceed 120 ysec for a - 100, 
and 10 fisec lor a = 1000 for all noise standard deviations and threshold levels. 
Mcixirnum bias in TOF"estimates is around 220 ysec for a — 100 and 28 ysec 
for a =  1000. These standard devicitions of TOF estimates and biases in TOF 
estimates are larger than the values of standard deviations and biases obtained 
for a typical echo waveform.
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(b)
mi(sec)
Figure E.5: Standard deviation and mean of TOF estimate over 1000 realiza­
tions when a linear signal model of form y{t) = at is used with (a) r  =  0.005 
(b) r  =  bcTA (c) r  = ncTA and a a = 0.01.
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Z (s e c )
t  — mi(sec)
(c)
Figure E.6: True value (left column) and bias (right column) in the TOF mea­
surements over 1000 realizations when a linear signal model of form y{t) = at 
is used with (a) r  = 0.005 (b) r  = (c) r  =  naA and =  0.01.
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Figure E.7: Standard deviation and mean of TOF estimate over 1000 realiza­
tions when a linear signal model of form y{t) =  lOOi is used with (a) r  =  0.005 
(b) r  = 5(T^  (c) r  =  maA and a a =  0.01.
148
Figure E.8: True value (left column) and bias (right column) in the TOF mea­
surements over 1000 realizations when a linear signal model of form y{t) =  lOOi 
is used with (a) r  = 0.005 (b) r  =  5cr^  (c) r  =  and = 0.01.
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Figure E.9: Standard deviation and mean of TOF estimate over 1000 realiza­
tions when a linear signal model of form y{t) — lOOOi is used with (a) r  =  0.005 
(b) T = (c) T =  naA and cta =  0.01.
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Figure E.IO: True value (left column) and bias (right column) in the TOF 
measurements over 1000 realizations when a linear signal model of form 
y{t) — lOOOi is used with (a) r  = 0.005 (b) r  -- 5(7  ^ (c) r  = naA and
¡7^  =  0.01.
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A ppendix F
C O M PU TER  PROG RAM S
In this appendix, the computer programs used in this study are provided. First 
ten programs are written in C++. Progrcuns 1 — 5 are used to produce the echo 
signal, amplitude characteristics and TOF characteristics of target primitives 
which are: plane, corner, edge, cylinder and acute corner respectively. The rest 
of the C ++ programs are used to rruike belief assignments and feature fusion 
using Dempster-Shafer rule of combination. Eleventh program is written in 
PlaNet to find the weight values of the neural network using the backpropa- 
gation algorithm, and the last two are written in Matlab to find the output of 
the neural network.
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, ain|)li(.ii<l(i •iiid TOl·'l·l·o?;г.ıııı I: A C-f- l- proi^ ram l.o produce ( 
cliaracU’iisl.ics of a planar l.arj^ cl, priniil,iv(‘;
# i n c l u d e  < s t d i o . h >
# i n c l u d e  < m a t h . h >
# i n c l u d e  < s t d l i b . h >
d o u b l e  f 0 = 5 0 0 0 0 ;  
d o u b l e  A m a x = l . 0 2 8 4 3 9 ;  
d o u b l e  r m i n = 0 .1; 
d o u b l e  s i g m a = 0 . 0 0 0 0 3 ;  
d o u b l e  s i g m a t = 5 ;  
d o u b l e  d = 0 . 0 5 ;  
d o u b l e  c = 3 4 3 . 5 ;  
d o u b l e  r = 2 . 0 ;
d o u b l e  r l ,r 2 ,r a , r b , t h e t a l ,t h e t a 2 , t o f a a , t o f a b , t o f b a , t o f b b ;
/ /  T o  c a l c u l a t e  e c h o  s i g n a l  a t  t i m e  t;
d o u b l e  f C d o u b l e  t O , d o u b l e  t o f , d o u b l e  t l , d o u b l e  t 2 , d o u b l e  r l l , d o u b l e  r 2 2 )
{
d o u b l e  s;
H=(2>t‘rmin=t‘A m a x / ( r l l + r 2 2 ) ) * e x p ( - ( t 0 - t o f - 3 . 0 / f 0 ) * ( t 0 - t o f - 3 . 0 / f 0 ) /  ( s i g m a * s i g m a )  ) 
* e x p ( - ( t l » t l + t 2 > t ' t 2 ) / ( 2 * s i g m a t * s i g m a t )  ) * s i n ( 2 * M _ P I * f 0 * ( t 0 - t o f  )) ; 
r e t u r n ( s ) ;}
/ / T o  c a l c u l a t e  m a x i m u m  e c h o  a m p l i t u d e  a t  a n g l e  t h e t a :
d o u b l e  f l ( d o u b l e  r l l , d o u b l e  r 2 2 , d o u b l e  t l , d o u b l e  t 2 )
{
d o u b l e  s;
. ' 5 = ( 2 * r m i n > t ' A m a x / ( r l l + r 2 2 ) ) * e x p ( - ( t l * t l + t 2 * t 2 ) / ( 2 * s i g m a t * 3 i g m a t ) )  ; 
r e t u r n ( s ) ;}
/ /  T o  c a l c u l a t e  r a n g e  a n d  t i m e - o f - f l i g h t  v a l u e s  a t  a n g l e  t h e t a :  
v o i d  f 2 ( d o u b l e  t h e t a )
ir,:}
d o u b l e  th;
t h = t h e t a » M _ P I / 1 8 0 . 0 ;  
r a = r - d * s i n ( t h ) / 2 . 0 ;  
r b = r + d * s i n ( t h ) / 2 .0; 
r l = s q r t ( r * r + d * d / 4 . 0 - r * d > t ‘s i n ( t h ) ); 
r 2 = s q r t ( r * r + d * d / 4 .0 + r * d * s i n ( t h ) ); 
t h e t a l = 9 0 - ( a s i n ( r * c o s ( t h ) / r l ) ) * 1 8 0 . 0 / M _ P I ; 
t h e t a 2 = 9 0 - ( a s i n ( r * c o s ( t h ) / r 2 ) ) * 1 8 0 . 0 / M _ P I ;
t o f a a = 2 * r a / c ;  
t o f b a * t o f a b = ( r l + r 2 ) / c ;  
t o f b b = 2 » r b / c ;
}
mainO
{
d o u b l e  t ,e a a ,e b a ,e b b ,e a b ,t h e t a ,A a a ,A a b ,A b a ,A b b ;
i n t  k , k f i n a l ;  
t h e t a * 0 . 0 ;
F I L E  * f o u t l ;
F I L E  * f o u t 2 ;
F I L E  * f o u t 3 ;
f o u t l = f o p e n ( " e c h o . d a t " ," w " ) ; 
f o u t 2 = f o p e n ( " a m p l i t u d e . d a t " ," w " ) ; 
f o u t 3 = f o p e n ( " T O F . d a t " ," w " ) ;
i f ( t o f a a  < =  t o f b b )  
k = i n t  ( t o f a a / ( 0 . 0 0 0 0 0 1 ) ) ;  
e l s e
k = i n t  ( t o f b b / ( 0 . 0 0 0 0 0 1 ) ) ;
k f i n a l = k + 5 0 0 ;  
k — 3 0 0 ;
f 2 ( t h e t a ) ;
d o
{
t = k * 0 . 0 0 0 0 0 1 ;
e a a = f ( t ,t o f a a , t h e t a , t h e t a , r a , r a ) ; 
e a b = f ( t , t o f b a , t h e t a l , t h e t a 2 , r l , r 2 )  ; 
e b a = f ( t ,t o f a b ,t h a t a 2 ,t h e t a l ,r 2 ,r l ) ; 
e b b = f ( t ,t o f b b , t h e t a , t h e t a , r b , r b ) ;
f p r i n t f ( f o u t l , ' 7 . . 1 5 f  y..l5f ‘/..ISf ’/..ISf /..ISf \ n "  ,t , e a a , e a b , e b a , e b b ) ; 
k + +;
} w h i l o ( k < = k f i n a l ) ;
t h e t a = - 1 5 . 0 ;
d o
{
f 2 ( t h e t a ) ;
A a a = f l ( r a , r a , t h e t a , t h e t a ) ;
A a b = f l ( r l , r 2 , t h e t a l , t h e t a 2 ) ;
A b a = f l ( r 2 , r l , t h e t a 2 , t h e t a l ) ;
A b b = f l ( r b , r b , t h e t a , t h e t a ) ;
f p r i n t f  ( f o u t 2  ,"*/,. 1 5 f  y,.15f y,.15f '/..IBf '/,.15f \ n "  ,t h e t a ,  A a a , A a b , A b a , A b b )  ; 
fp r i n t f ( f o u t 3 , " · / . .  15 f  y,.15f y,.15f y,.15f y,.15f \ n "
, t h e t a , t o f a a , t o f a b , t o f b a , t o f b b ) ;
t h e t a + = 0 .01;
} w h i l e ( t h e t a < = 1 5 .0);
}
l*n>ı;r■ıııı 2 : A (! f  |- progiiini l.o produce echo 
< li.Uiiclcri.s(.ics of ii (Ol lier lype l.iirgel. primil.ive:
9 i n c l u d e  < s t d i o . h >
# i n c l u d e  < n i a th.h>
U i n c l u d e  < s t d l i b . h >
d o u b l e  f 0 = 5 0 0 0 0 ;  
d o u b l e  A m a x = l . 0 7 0 0 3 2 ;  
d o u b l e  r m i n = 0 .1;
amplitude and 'I'OK
d o u b l e  s i g m a = 0 . 0 0 0 0 3 ;  
d o u b l e  s i g m a t = 5 ;  
d o u b l e  d » 0 .05; 
d o u b l e  c = 3 4 3 . 5 ;  
d o u b l e  r = 2 . 0 ;
d o u b l e  r a ,r b ,t h e t a a , t h e t a b ,t o f a a , t o f a b ,t o f b a ,t o f b b ;
/ / T o  c a l c u l a t e  e c h o  s i g n a l  a t  t i m e  t:
d o u b l e  f ( d o u b l e  t O , d o u b l e  t o f , d o u b l e  t l , d o u b l e  t 2 , d o u b l e  r l l , d o u b l e  r 2 2 )
{
d o u b l e  s;
s * ( 2 * r m i n * A m a x / ( r l l + r 2 2 ) ) ' * ' e x p ( - ( t 0 - t o f - 3 . 0 / f 0 ) * ( t 0 - t o f - 3 . 0 / f 0 ) / ( s i g m a * s i g i i  
♦ e x p ( - ( t l * t l + t 2 * t 2 ) / ( 2 » s i g m a t * s i g m a t ) ) * s i n ( 2 * M _ P I ’t<f 0 * ( t 0 - t o f ) )  ; 
r e t u r n ( s ) ;}
/ / T o  c a l c u l a t e  m a x i m u m  e c h o  a m p l i t u d e  a t  a n g l e  t h e t a :
d o u b l e  f l ( d o u b l e  r l l , d o u b l e  r 2 2 , d o u b l e  t l , d o u b l e  t 2 )
{
d o u b l e  s;
s * ( 2 * r m i n ' * ' A m a x / ( r l l + r 2 2 ) ) * e x p ( - ( t l » t l + t 2 * t 2 ) / ( 2 * s i g m a t * s i g m a t ) )  ; 
r e t u r n ( s ) ;}
/ /  T o  c a l c u l a t e  r a n g e  a n d  t i m e - o f - f l i g h t  v a l u e s  a t  a n g l e  t h e t a :
v o i d  f 2 ( d o u b l e  t h e t a )
{
d o u b l e  t h;
t h = t h e t a * M _ P I / 1 8 0 . 0 ;  
r a » s q r t ( r * r + d * d / 4 .0 - r * d * s i n ( t h ) ); 
r b * s q r t ( r * r + d * d / 4 .0 + r * d * s  i n ( t h ) ); 
t h e t a a * 1 8 0 . 0 * a c o s ( r f c o s ( t h ) / r a ) / M _ P I ; 
t h e t a b » 1 8 0 .0 * a c o s ( r * c o s ( t h ) / r b ) / M _ P I ;
t o f a a * 2 * r a / c ;
\rAi
t o f b a = t o f a b = 2 * r / c ;  
tofbb=2>*'rb/c;
}
mainO
{
d o u b l s  t ,e a a ,e b a ,e b b ,e a b ,t h e t a ,A a a ,A a b , A b a ,A b b ;
int k.kfinal; 
theta=0.0;
F I L E  =*<foutl;
F I L E  >t'fout2;
F I L E  >t<fout3;
foutl=fopen("echo.dat","w"); 
fout2=fopen("amplitude.dat","w"); 
fout3=fopen("T0F.dat","w") ;
i f ( t o f a a  < =  t o f b b )  
k = i n t  ( t o f a a / ( 0 . 0 0 0 0 0 1 ) ) ;  
elje
k = i n t  ( t o f b b / ( 0 . 0 0 0 0 0 1 ) ) ;
k f i n a l = k + 5 0 0 ;
k - = 3 0 0 ;
f 2 ( t h e t a ) ;
d o
{
t = k * 0 . 0 0 0 0 0 1 ;
eaa=f(t,tofaa,thetaa,thetaa,ra,ra); 
oab=f(t,tofba,theta,theta,r,r); 
eba=f(t,tofab,theta,theta,r,r); 
ebb=f(t,tofbb,thetab,thetab,rb,rb);
f p r i n t f ( f o u t l , " y . . l 5 f  y..l5f y..l5f l A 5 f  % A5f \ n " , t . e  
k + + ;
}while(k<=kfinal);
ir,7
t h e t a = - 1 5 .0;
d o
{
a , e a b , e b a , e b b ) ;
f 2 ( t h e t a ) ;
A a a = f l ( r a , r a , t h e t a a , t h e t a a ) ;
A a b = f l ( r , r , t h e t a , t h e t a ) ;
A b a = f 1 ( r ,r ,t h e t a ,t h e t a ) ;
A b b = f l ( r b , r b , t h e t a b , t h e ta b ) ;
f p r in t f ( f o u t 2 ," y . . l 5 f  y, .15f y, .15f '/..IBf '/..15f \ n "  ,t h e ta ,  Aaa,Aab,Aba,Abb) 
f p r in t f ( f o u t 3 ," y . . l 5 f  y, .15f y, .15f '/. .ISf ’/ . . IS f  \ n "
, t h e t a , t o f a a , t o f a b , t o f b a , t o f b b )
t h e t a + = 0 . 0 1 ;
} w h i l e ( t h e t a < = 1 5 .0);
>
Pio;;iam 3: A  ( ! + +  pio^'ram l.o p r o d n c r  cclio signal, ainpliliHl«· a n d  T O F  
(•liarad.<>risl,i< s of a n  (>df>r l,yi)r l,arir(*i, piiinilivc wil.li a paraim'l.rr 0. ·
# i n c l u d e  < s t d i o . h >
# i n c l u d e  < m a t h . h >
# i n c l u d e  < s t d l i b . h >
d o u b l e  f 0 = 5 0 0 0 0 ;  
d o u b l e  A m a x = 1 . 1 6 8 ;  
d o u b l e  r m i n = 0 . 1 ;  
d o u b l e  s i g m a = 0 . 0 0 0 0 3 ;  
d o u b l e  s i g m a t = 5 ;  
d o u b l e  d = 0 . 0 5 ;  
d o u b l e  c = 3 4 3 . 5 ;  
d o u b l e  r = 2 . 0 ;  
d o u b l e  t h e t a e = 9 0 . 0 ;
d o u b l e  r l ,r 2 ,t h e t a l ,t h e t a 2  ‘t o f a a , t o f a b ,t o f b a ,t o f b b ,r o e ;
/ /  T o  c a l c u l a t e  e c h o  s i g n a l  a t  t i m e  t:
d o u b l e  f ( d o u b l e  t O , d o u b l e  t o f , d o u b l e  t l , d o u b l e  t 2 , d o u b l e  r l l , d o u b l e  r22 )
ins
{
d o u b l e  s;
a = ( r o o ’*‘A m a x * p o w ( r m i n  , 1 . 5 ) /  ( r l l * s q r t  ( r 2 2 )  ) )
* e x p ( - ( t 0 - t o f - 3 . 0 / f 0 ) * ( t 0 - t o f - 3 . 0 / f 0 ) / ( s i g r a a * s i g m a ) )  
^ o x p ( - ( t l > K t l + t 2 ^ t 2 ) / ( 2* s i g m a t * s i g m a t ) )  
>^.<3in(2>t'M.PI>ff0»(t0-tof)) ; 
r e t u r n ( s ) ;}
/ /  T o  c a l c u l a t e  m a x i m u m  e c h o  a m p l i t u d e  a t  a n g l e  t h e t a :
d o u b l e  f K d o u b l e  r l l , d o u b l e  r 2 2 , d o u b l e  t l , d o u b l e  t 2 )
{
d o u b l e  s ;
s= ( r o e ’t‘A m a x * p o w ( r m i n  , 1 . 5 ) /  ( rl l * s q r t  ( r 2 2 )  ) ) 
* e x p ( - ( t l * t l + t 2 i't2 ) / ( 2* s i g m a t * s i g m a t ) ) ;  
r e t u r n ( s ) ;}
// T o  c a l c u l a t e  r a n g e  a n d  t i m e - o f - f l i g h t  v a l u e s  a t  a n g l e  t h e t a :
v o i d  f 2 ( d o u b l e  t h e t a )
(
d o u b l e  th;
t h = t h e t a * M _ P I / 1 8 0 . 0 ;
r l = sqrt (r*r+d’t‘d/4.0-r*d*sin (th)) ; —
i'2=sqrt (r*r+d*d/4.0+r*d*sin(th) ) ; 
thetal=90.0-(asin(r»cos(th)/rl))*180.0/M_PI; 
theta2=90.0-(asin(r*cos(th)/r2))*180.0/M_PI;
t o f a a = 2 * r l / c ;
t o f b a = t o f b a = ( r 1 + r 2 ) / c ;
t o f  bb=2>t‘r 2 / c ;
}
mainO
{
d o u b l e  t ,e a a , e b a , e b b , e a b , t h e t a , A a a , A a b , A b a , A b b ;
15!)
i n t  k , k f i n a l ;  
t h e t a * 0 . 0 ;
F I L E  * f o u t l ;
F I L E  * f o u t 2 ;
F I L E  ♦ f o u t 3 ;
f o u t l * f o p e n ( " e c h o . d a t " ," w " ) ; 
f o u t 2 = f o p e n ( " a m p l i t u d e . d a t " , " u " ) ; 
f o u t 3 = f o p e n ( " T O F . d a t " , " w " ) ;
i f ( t o f a a  < =  t o f b b )  
k » i n t  ( t o f a a / ( 0 . 0 0 0 0 0 1 ) ) ;  
e l s e
k = i n t  ( t o f b b / ( 0 . 0 0 0 0 0 1 ) ) ;
k f i n a l = k + 5 0 0 ; 
k - » 3 0 0 ;
r o e * 0 . 4 8 3 1 6 * t h e t a e * M _ P I / 1 8 0 . 0 - 0 . 2 5 2 9 8 ;  
f 2 ( t h e t a ) ;
d o
{
t = k * 0 . 0 0 0 0 0 1 ;
e a a « f ( t ,t o f a a ,t h e t a l ,t h e t a l ,r 1 , r l ) ;
e a b * f ( t , t o f b a , t h e t a l , t h o t a 2 , r l , r 2 ) ;
e b a » f ( t ,t o f a b ,t h e t a 2 ,t h e t a l ,r 2 ,r 1); 
e b b » f ( t ,t o f b b ,t h e t a 2 ,t h e t a 2 ,r 2 ,r 2 ) ;
f p r i n t f ( f o u t l , " y . . l 5 f  y..l5f y..l5f ’/..IBf y,.15f \ n "  ,t , e a a , e a b , e b a , e b b )  ; 
k + + ;
} w h i l e ( k < * k f i n a l ) ;
t h e t a » - 1 5 .0;
d o
{
f 2 ( t h o t a ) ;
A a a « f l ( r l , r l , t h e t a l , t h e t a l ) ;
A a b = f l ( r l , r 2 , t h o t a l , t h e t a 2 ) ;
A b a = f I ( r 2 , r l , t h e t a 2 , t h e t a l ) ;
A b b = f  K r 2 , r 2 , t h o t a 2 , t h e t a 2 )  ;
f p r i n t f ( f o u t 2 , " ’/..15f y..l5f y,.15f ’/..ISf ‘/..ISf \ n "  . t h e t a , A a a . A a b , A b a , A b b )  ; 
f p r i n t f  (f o u t 3 ,  . 1 5 f  y..15f y, . 1 5 f  '/.. 1 5 f  '/, . 1 5 f  \ n "
,t h e t a , t o f a a , t o f a b , t o f b a , t o f b b ) ;
t h e t a + = 0 .01;
} w h i l e ( t h e t a < = 1 5 .0);
}
I: A lo prodiini <m1io siKHiil, amplil.udr and TOF
rliai aclcris1.i< s of a cyliiidncal l.arncl, pi iinil.ivc wil.li a paraincl.cr
# i n c l u d e  < s t d i o . h >
# i n c l u d e  < m a t h . h >
tt i n c l u d e  < s t d l i b . h >
d o u b l e  f 0 = 5 0 0 0 0 ;  
d o u b l e  A m a x = 6 . 8 8 8 7 ;  
d o u b l e  r m i n = 0 . 1 ;  
d o u b l e  » i g m a = 0 . 0 0 0 0 3 ;  
d o u b l e  a i g m a t = 5 ;  
d o u b l e  d = 0 .05; 
d o u b l e  c = 3 4 3 . 5 ;  
d o u b l e  r = 2 . 0 ;  
d o u b l e  r c = 0 . 2 ;
d o u b l e  rl , r2 , r a , r b , t h e t a l , t h e t a 2 , t h e t a a , t h e t a b , t o f a a , t o f a b , t o f b a , t o f b b , r o c ;
/ /  T o  c a l c u l a t e  e c h o  s i g n a l  a t  t i m e  t:
d o u b l e  f ( d o u b l e  t O , d o u b l e  t o f , d o u b l e  t l , d o u b l e  t 2 , d o u b l e  r l l , d o u b l e  r 2 2 )
{
= (roc>*‘A m a x * p o w ( r m i n ,  1.5 )  / ( r l l * s q r t  ( г 2 2 ) ) )
*exp(-(t0-tof-3.0/f0)4‘(t0-tof-3.0/f0)/(sigma*sigma)) 
*öxp(-(tlt'tl+t2*t2)/(2*sigmat4«sigmat)) 
*sin(2*M_PI*f04<(t0-tof));
K i l
r e t u r n ( s ) ;}
/ /  T o  c a l c u l a t e  m a x i m u m  e c h o  a m p l i t u d e  a t  a n g l e  t h e t a ;
d o u b l e  f l ( d o u b l e  r l l , d o u b l e  r 2 2 , d o u b l e  t l , d o u b l e  t 2 )
{
d o u b l e  s;
s = ( r o c * A m a x > t ' p o w ( r m i n ,  1 . 5)/(rll>»‘s q r t ( r 2 2 ) ) ) 
* e x p ( - ( t l * t l + t 2 * t 2 ) / ( 2 * s i g m a t > t ‘s i g m a t ) ) ; 
r e t u r n ( s ) ;}
/ /  T o  c a l c u l a t e  r a n g e  a n d  t i m e - o f - f l i g h t  v a l u e s  a t  a n g l e  t h e t a :
v o i d  f 2 ( d o u b l e  t h e t a )
{
d o u b l e  t h;
t h = t h e t a * M _ P I / 1 8 0 . 0 ;
r l = s q r t ( r * r + d * d / 4 .0 - r » d * s  i n ( t h ) ); 
r 2 * s q r t  ( r * r + d t < d / 4 .0 + r * d * s i n ( t h )  ) ;
r a * s q r t  ( p o w ( r + r c , 2 . 0 ) + d * d / 4 .0 - d *  ( r + r c )  ‘•‘s i n ( t h )  ) - r c ; 
r b ' s q r t ( p o w ( r + r c , 2 . 0 ) + d * d / 4 .0 + d * ( r + r c ) * s i n ( t h ) ) - r c ;
t h e t a l = 9 0 . 0 - 1 8 0 . 0 » a s i n ( r * c o s ( t h ) / r l ) / M _ P I ; 
t h e t a 2 * 9 0 . 0 - 1 8 0 . 0>t‘a s i n ( r * c o s  (th) / r 2 )  / M _ P I ; 
t h e t a a = 9 0 . 0 - 1 8 0 . 0 » a s i n ( ( r + r c ) * c o s ( t h ) / ( r a + r c ) ) / M _ P I ;  
t h e t a b = 9 0 . 0 - 1 8 0 . 0 * a s i n ( ( r + r c ) * c o s ( t h ) / ( r b + r c ) ) / M _ P I ;
t o f a a = 2 * r a / c ;  
t o f b a = ( r l + r 2 ) / c ;  
t o f b b * 2 * r b / c ;
>
mainO ,
{
d o u b l e  t ,e a a ,e b a ,e b b ,e a b ,t h e t a ,A a a ,A a b ,A b a ,A b b ;
i n t  k . k f i n a l ;  
t h e t a = 0 .0;
F I L E  K f o u t l ;
F I L E  =*^fout2;
F I L E  >*‘f o u t 3 ;
t o u t l = f o p e n ( " e c h o . d a t " ," w " ) ; 
f o u t 2 = f o p e n ( " a m p l i t u d e . d a t ' '  ,"w " )  ;
f o u t 3 = f o p e n ( " T 0 F .d a t " ," w " ) ;
i f ( t o f a a  < =  t o f b b )  
k = i n t  ( t o f a a / ( 0 . 0 0 0 0 0 1 ) ) ;  
e l s e
k = i n t  ( t o f b b / ( 0 . 0 0 0 0 0 1 ) ) ;
k f i n a l = k + 5 0 0 ; 
k - = 3 0 0 ;
r o c = 0 .4 4 9 4 6 * r c - 0 . 0 2 2 4 7 1 ;  
f 2 ( t h o t a ) ;
d o
{
t = kt<0.0 0 0 0 0 1 ;
o a a = f ( t , t o f a a , t h e t a a , t h e t a a , r a , r a ) ; 
e a b = f ( t ,t o f b a ,t h e t a l , t h e t a 2 .r l ,r 2 ) ; 
e b a = f ( t ,t o f a b ,t h e t a 2 . t h e t a l ,r 2 ,r l) ; 
e b b = f ( t ,t o f b b , t h e t a b . t h e t a b . r b . r b ) ;
f p r i n t f  ( f o u t l , " y . . l 5 f  y..l5f y,.15f y,.15f y,.15f \ n "  ,t . e a a . e a b . e b a . e b b )  ; 
k + + ;
} w h i l o ( k < = k f i n a l ) ; 
t h e t a = - 1 5 . 0 ;
do
(
A b a = f l ( r 2 , r l , t h e t a 2 , t h e t a l ) ;
A b b = f  l ( r b , r b , t h e t a b , t h e t a b )  ;
fprintf (fout2,"y..l5f y,.15f y.l5f y,.15f y,.15f \ n "  .theta,Aaa.Aab.Aba,Abb) 
fprintf(fout3,"*/,. 15f y,.15f y,.15f У,.15f У,.15f \n"
, t h e t a , t o f a a , t o f a b . t o f b a , t o f b b )
t h e t a + » 0 . 0 1 ;
} w h i l e ( t h e t a < » 1 5 .0);
f 2 ( t h e t a ) ;
A a a = f l ( r a , r a , t h e t a a , t h e t a a ) ; 
A d b = f l ( r l , r 2 , t h e t a l , t h e t a 2 ) ;
}
Program ·'): A C++ piograni l.o piodmc cclio signal, amplilndc ami I 01' 
rliaraclcristics of an acnlc corner type largc-l. primilive wil li a piir.iineler 0 ..·.
# i n c l u d e  < s t d i o . h >
#  i n c l u d e  < m a t h . h >
# i n c l u d e  < s t d l i b . h >
d o u b l e  f 0 « 5 0 0 0 0 ;  
d o u b l e  A m a x = 4 5 1 . 8 7 5 3 ;  
d o u b l e  r m i n = 0 . 1 ;  
d o u b l e  s i g m a = 0 . 0 0 0 0 3 ;  
d o u b l e  s i g m a t = 5 ;  
d o u b l e  d = 0 . 0 5 ;  
d o u b l e  c * 3 4 3 . 5 ;  
d o u b l e  r * 2 . 0 ;  
d o u b l e  t h e t a 0 » 1 2 . 0 ;  
d o u b l e  t h e t a c » 4 5 . 0 ;
d o u b l e  r a , r b , t h e t a a , t h e t a b , t o f a a , t o f a b , t h e t a f . t h e t a l f , t o f b a , t o f b b , t h e t a t ,
t h e t a l ,t h e t a 2 ,r a a ,r b b ,r a b ,r b a ,b e t a ,a l f a a ,a l f a b ,b e t a a ,b e t a b ,a l f a a b , 
b e t a a b . a l f a b a . b e t a b a ;
/ /  T o  c a l c u l a t e  e c h o  s i g n a l  a t  t i m e  t:
d o u b l e  f ( d o u b l e  t O , d o u b l e  t o f , d o u b l e  t l , d o u b l e  t 2 , d o u b l e  r l l )
{
d o u b l e  s;
3 = ( 2 4 ' A m a x * r m i n / r l l ) * e x p ( - ( t l 4 ‘t l + t 2 4 ' t 2 ) / ( 2 > » s i g m a t * s i g m a t ) )
* e x p ( - ( t 0 - t o f - 3 / f 0 ) t ‘( t 0 - t o f - 3 / f 0 ) / ( s i g m a * s i g m a ) )
>t<sin(2>t<M_PI>»'fO>t'(tO-tof)) ; 
r o t u r n ( s ) ;}
/ /  T o  c a l c u l a t e  m a x i m u m  e c h o  a m p l i t u d e  a t  a n g l e  t h e t a :
t h e t a k + * 0 .1;
> w h i l e ( t h e t a k > = l  kk t h e t a k < = 6 0 )  
r e t u r n ( t h e t a f );
}
d o u b l e  f K d o u b l e  r l l , d o u b l e  t l , d o u b l e  t 2 )
{
d o u b l e  s;
s = ( 2 * A m a x * r m i n / r l l ) * e x p ( - ( t l * t l + t 2 * t 2 ) / ( 2 .0 * s i g m a t * s i g m a t ) ); 
r e t u r n ( a ) ;}
/ /  T o  f i n d  a n g l e  t h e t a 2 :
d o u b l e  f i n d t h o t a O  
{
d o u b l e  e r r o r ,e r r o r f ,a , b ,t h e t a k ,t h e t a f ;
e r r o r f = l .0; 
t h e t a f = l .0;
d o
{
r a = s q r t  ( r * r + d * d / 4 .0 - r > t ' d * s i n ( t h e t a k ’« M _ P I / 1 8 0 .0)) ; 
r b = s q r t ( r * r + d * d / 4 . 0 + r * d * s i n ( t h e t a k * M _ P I / 1 8 0 . 0 ) ) ;  
t h e t a t = 1 8 0 * a c o 3  ( ( r a * r a + r b * r b - d t ‘d ) /  ( 2 . 0*rat«rb) ) / M _ P I ; 
b e t a = ( t h e t a c - t h o t a t ) / 2 .0; 
a = ( p o w ( s i n ( ( b e t a ) * M _ P I / 1 8 0 . 0 ) , 2 . 0 )
- p o w ( s i n ( 2 * t h o t a 0 * M _ P I / 1 8 0 . 0 ) , 2 . 0 ) ) / ( p o w ( s i n ( ( 1 8 0 - b e t a - 2 . 0 * t h e t a 0 )  
=*'M_PI/1 8 0 . 0 )  ,2 . 0 ) )  + l;
b = 2 . 0 * s i n ( ( b e t a ) * M _ P I / 1 8 0 . 0 ) » c o s ( 2 . 0 K t h e t a 0 * M _ P I / 1 8 0 . 0 )  
/ s i n ( ( 1 8 0 - b e t a - 2 . 0 * t h e t a 0 ) * M _ P I / 1 8 0 . 0 ) ;  
e r r o r = a - b ;
1f ( f a b s ( e r r o r ) < = e r r o r f )
{
e r r o r f = f a b s ( e r r o r ) ; 
t h e t a f = t h e t a k ;
}
/ / T o  c a l c u l a t e  r a n g e  a n d  t i m e - o f - f l i g h t  v a l u e s  a t  a n g l e  t h e t a :
v o i d  f 2 ( d o u b l e  t h e t a )
{
d o u b l e  t h , t h c , t h p , s l , r p , r l , r 2 , t h e t a p ;
t h = t h e t a * M _ P I / 1 8 0 . 0 ;  
t h c = t h e t a c * M _ P I / 1 8 0 .0; 
r a = s q r t ( r * r + d * d / 4 .0 - r * d * s i n ( t h ) ); 
r b = s q r t ( r * r + d * d / 4 . 0 + r * d ’* s i n ( t h ) );
t h e t a t = 1 8 0 * a c o s  ( ( r a * r a + r b * r b - d * d )  / ( 2 . 0 ’*‘r a ’*'rb)) / M _ P I ;
b e t a * ( t h e t a c - t h e t a t ) / 2 . 0 ;
t h e t a a * 1 8 0 .0 * a c o s ( r * c o s ( t h ) / r a ) / M _ P I ;
t h e t a b = 1 8 0 . 0 * a c o s ( r * c o s ( t h ) / r b ) / M _ P I ;
r a a = 2 * r a * s i n ( t h c ) ;
r b b » 2 * r b * s i n ( t h c ) ;
s I s r a K r a + r b * r b - d * d ;
t h e t a l * 9 0 - t h e t a c / 2 .0;
t h e t a 2 * f  i n d t h e t a O  ;
i f ( t h e t a  0 . 0 )
{
r a b * r b a = s q r t ( r a * r a + r b * r b - 2 * r a * r b * c o s ( M _ P I * ( 2 > * ‘t h e t a c - t h e t a t ) / 1 8 0 ) ) ; 
a l f a a = a l f a b = 9 0 - t h e t a c + t h e t a a ;  
b e t a a * b e t a b = 9 0 - t h e t a c - t h e t a a ;  
a l f a a b = a l f a b a = 9 0 - t h e t a c - t h e t a a + t h e t a t / 2 ;  
b e t a a b = b e t a b a = 9 0 - t h e t a c - t h e t a a + t h e t a t / 2 ;
}
e l s e  i f ( 0 . 0  < t h e t a  kk t h e t a  < t h e t a 2 )
{
r a b = r b a = s q r t ( r a * r a + r b * r b - 2 * r a * r b * c o s ( M _ P I t ‘( 2 * t h e t a c - t h e t a t ) / 1 8 0 ) ) ;
a l f a a * 9 0 - t h e t a c - t h e t a a ;
b e t a a » 9 0 - t h e t a c + t h e t a a ;
a l f a b = 9 0 - t h e t a c + t h e t a b ;
b e t a b * 9 0 - t h e t a c - t h e t a b ;
l(i()
a l f a a b = 1 8 0 * a c o s ( ( r a * r a + r a b * r a b - r b * r b ) / ( 2 * r a * r a b ) ) / M _ P I + t h e t a a ; 
b o t a a b = 1 8 0 » a c o s (  (rb>»‘r b + r a b * r a b - r a * r a ) / ( 2 * r b * r a b ) ) / M _ P I - t h 0 t a b ;  
a l f a b a = 1 8 0 * a c o s ( ( - r a * r a + r b a * r b a + r b f r b ) / ( 2 * r b * r b a ) ) / M _ P I - t h e t a b ;  
b e t a b a = 1 8 0 * a c o s (  ( r a ’t‘r a + r b a * r b a - r b * r b ) / ( 2 * r a * r b a ) ) / M _ P I + t h e t a a ;
}
e l s e  i f ( ( t h e t a l - t h e t a O )  > t h e t a  k k  t h e t a  > t h e t a 2 )
{
r a b = s q r t  ( r a > « r a + r b ’«‘r b - 2 . 0 * r a ’t‘r b » c o s ( M _ P I * ( 2 ’i‘t h e t a c - t h e t a t ) / 1 8 0 ) ) ;
r b a = s q r t  ( r a * r a + r b ’t‘r b - 2 .0 * r a * r b * c o s  ( M _ P I * ( 2 * t h e t a c + t h e t a t ) / 1 8 0 ) )  ;
a l f a a = 9 0 - t h e t a c + t h e t a a ;
b e t a a = 9 0 - t h e t a c - t h e t a a ;
a l f a b = 9 0 - t h e t a c + t h e t a b ;
b e t a b = 9 0 - t h e t a c - t h e t a b ;
a l f a a b = 1 8 0 .O p a c o s ( ( r a b * r a b + d * d - r b b * r b b ) / ( 2 » r a b * d ) ) / M _ P I - 9 0 ;  
b e t a a b = 1 8 0 . 0 * a c o s ( ( r a b * r a b - r a a * r a a + d * d ) / ( 2 * d * r a b ) ) / M _ P I - 9 0 ; 
d l f  a b a = 9 0 - 1 8 0 .0>»‘a c o s ( ( r b a » r b a - r a a ‘t‘r a a + d * d ) / ( 2 » d * r b a )  ) / M _ P I ; 
b e t a b a = 9 0 - 1 8 0 .O p a c o s ( ( r b a * r b a - r b b * r b b + d * d ) / ( 2 * d * r b a ) ) / M _ P I ;
>
e l s e  i f ( - 1 . 0 * t h e t a 2  < t h e t a  k k  t h e t a  < 0 . 0 )
{
r a b = r b a = s q r t ( r a * r a + r b * r b - 2 * r a ’t‘r b * c o s ( M _ P I * ( 2 * t h e t a c - t h e t a t ) / 1 8 0 ) ) ;
a l f a a = 9 0 - t h e t a c + t h e t a a ;
b e t a a = 9 0 - t h a t a c - t h a t a a ;
a l f a b = 9 0 - t h o t a c - t h e t a b ;
b e t a b = 9 0 - t h e t a c + t h e t a b ;
a l f a a b = 1 8 0 ’*‘acos((ra>fra+rab>t‘r a b - r b * r b ) / ( 2 * r a * r a b ) ) / M _ P I - t h e t a a ;  
b e t a a b *  180>*‘a c o 3  ( ( r b * r b + r a b * r a b - r a * r a )  / ( 2 * r b * r a b )  ) / M _ P I + t h e t a b ; 
a l f a b a = 1 8 0 * a c o s ( ( - r a » r a + r b a > f r b a + r b * r b ) / ( 2 f r b > t > r b a ) ) / M _ T I + t h e t a b ;  
b e t a b a * 1 8 0 * a c o s ( ( r a * r a + r b a * r b a - r b » r b ) / ( 2 f r a * r b a ) ) / M _ P I - t h e t a a ;
}
e l s e  if ( - 1 * ( t h o t a l - t h e t a O )  < t h e t a  k k  t h e t a  < - 1 . 0>t‘t h e t a 2 )
{
r a b = s q r t  ( r a * r a + r b * r b - 2 * r a * r b * c o s ( M _ P I ’* ( 2 * t h e t a c + t h e t a t ) / 1 8 0 ) ) ;
r b a = s q r t  ( r a * r a + r b * r b - 2 * r a ’*‘r b * c o s ( M _ P I *  ( 2 * t h e t a c - t h e t a t )  / 1 8 0 )  ) ;
a l f a d = 9 0 - t h o t a c + t h e t a a ;
b e t a a = 9 0 - t h o t a c - t h e t a a ;
a l f a b = 9 0 - t h e t d c + t h e t a b ;
b o t a b = 9 0 - t h e t a c - t h e t a b ;
a l f a a b = 9 0 - 1 8 0  . O p a c o s  ( ( r a b * r a b + d ' * ' d - r b b * r b b ) / ( 2 * r a b > t ‘d ) ) / M _ P I ; 
b e t a a b = 9 0 - 1 8 0 .0 ’t'acos ( ( r a b * r a b - r a a ’»‘r a a + d * d ) / ( 2 * d * r a b )  ) / M _ P I ;
a l f  a b a *  1 8 0 . 0 * a c o s  ( ( r b a ^ r b a - r a a ’t'raa+d’i'd) / (2*d>frba) ) / M _ P I  -90; 
b e t a b a *  180. O p a c o s  ( ( r b a * r b a - r b b * r b b + d * d )  / ( 2 ’t'd*rba) ) / M _ P I - 9 0 ;
>
e l s e  i f ( ( t h e t a l - t h e t a O )  < *  t h e t a  k k  t h e t a  < *  ( t h e t a l + t h o t a O )  I I
- 1 . 0 * ( t h e t a l + t h e t a 0 )  < *  t h e t a  k k  t h e t a  < =  - 1 . 0 * ( t h o t a l - t h e t a 0 ) )
{
rp*r>t‘s i n ( t h c / 2 ) ; 
i f ( t h e t a  < 0 . 0 )  
t h p * ( t h e t a l + t h e t a ) * M _ P I / 1 8 0 ;  
e l s e
t h p * M _ P I * t h e t a l / 1 8 0 - t h ;  
r a = r p - d * s  i n ( t h p ) / 2 . 0 ;  
r b * r p + d * s i n ( t h p ) / 2 . 0 ;  
r l » s q r t ( r p * r p + d * d / 4 .0 - r p * d » s i n ( t h p ) ); 
r 2 * s q r t ( r p * r p + d * d / 4 .0 + r p * d * s i n ( t h p ) ); 
r a a * 2 * r a ;  
r b b * 2 .0 * r b ;  
r a b * r b a * r l + r 2 ;
a l f  a b a = b e t a a b = 9 0 - ( a s i n ( r p ’t > c o s ( t h p ) / r l ) ) * 1 8 0 .0 / M _ P I ; 
a l f a a b » b e t a b a » 9 0 - ( a s i n ( r p * c o s ( t h p ) / r 2 ) ) t‘1 8 0 .0 / M _ P I ; 
a l f a a * b e t a a » a l f a b * b e t a b “ t h e t a p ;
>
t o f a a * r a a / c ;
t o f b b » r b b / c ;
t o f b a * r b a / c ;
t o f a b = r a b / c ;
>
mainO
{
d o u b l e  t , e a a , e b a , e b b , e a b , t h e t a , A a a . A a b , A b a , A b b ;
i n t  k , k f i n a l ;  
t h e t a » 0 . 0 ;
F I L E  * f o u t l ;  
F I L E  * f o u t 2 ;
KiT
F I L E  * f o u t 3 ; } w h i l e ( t h e t a < = 1 5 .0);
f o u t l = f o p e n ( " e c h o . d a t " ," w " ) ; 
f o u t 2 = f o p e n ( " a m p l i t u d e . d a t " ," w " ) ; 
f o u t 3 = f o p e n ( " T 0 F . d a t " ," w " ) ;
i f ( t o f a a  < =  t o f b b )  
k = i n t  ( t o f a a / ( 0 . 0 0 0 0 0 1 ) ) ;  
e l s e
k = i n t  ( t o f b b / ( 0 . 0 0 0 0 0 1 ) ) ;
k f i n a l = k + 5 0 0 ;
k - = 3 0 0 ;
f 2 ( t h e t a ) ;
d o
{
r,=kx'0.0 0 0 0 0 1 ;
o a a = f ( t , t o f a a , a l f a a , b e t a a , r a a ) ; 
e a b = f ( t ,t o f b a ,a l f a a b . b e t a a b ,r a b ) ; 
e b a = f ( t ,t o f a b ,a l f a b a . b e t a b a ,r b a ) ; 
e b b = f ( t ,t o f b b ,a l f a b . b e t a b , r b b ) ;
f p r i n t f  (foutl,"·/.. 1 5 f  y..l5f y..l5f ’/..ISf '/..ISf \ n "  , t , e a a , e a b , e b a , e b b ) ; 
k + + ;
> w h i l e ( k < = k f i n a l ) ;
t h e t a = - 1 5 . 0 ;
d o
{
f 2 ( t h e t a ) ;
A a a = f 1 ( r a a . a l f a a , b e t a b )  ;
A a b = f l ( r a b , a l f a a b , b e t a a b )  ;
A b a = f l ( r b a , a l f a b a , b e t a b a ) ;
A b b = f l ( r b b , a l f a b , b e t a b )  ;
f p r i n t f  ( f o u t 2 , " y . . l 5 f  y..l5f y,.15f ‘/..ISf y,.15f \ n "  ,t h e t a , A a a , A a b , A b a , A b b )  ; 
f p r i n t f ( f o u t 3 ,"У.. 15 f  y,.15f y,.15f ’/,. 1 5 f  / . I S f  \ n "
, t h e t a , t o f a a , t o f a b , t o f b a , t o f b b ) ;
t h e t a + = 0 .01:
Pi()f!;riiiii (i: A (■ + + proffiiiiii l.o i>.isi;;ii bclicl values l.o plane and eonuT lor 
a single sen.sor pair in l.lie siinnlaied room:
# i n c l u d e  < s t d i o . h >
# i n c l u d e  < m a t h . h >
« i n c l u d e  < s t d l i b . h >
« i n c l u d e  < s t d d e f . h >
« i n c l u d e  < s t r i n g . h >
d o u b l e  N (  ); 
v o i d  s e t _ s e e d (  ) ; 
d o u b l e  f 1 (  ); 
v o i d  p l a n e (  ); 
v o i d  c o r n e r (  ) ; 
d o u b l e  s i g n a l ( ); 
v o i d  g e t d a t a (  ); 
d o u b l e  f i n d p m a x (  ) 
d o u b l e  f i n d c m a x (  ) 
v o i d  f i n d t a r g e t (  )
d o u b l e  m a x a a a ,m a x a b ,m a x b a ,m a x b b ,n t o f a a ,n t o f a b ,n t o f b a ,n t o f b b ,x t a r g e t , 
у t a r g e t , b a p , b a c , b r , b t h ,a , b , b a u , f p l a n e , f c o r n e r ,f u n k n o w n , p m a x , 
с т а х ,v m a x a a a ,v m a x b b ,v m a x a b ,v m a x b a ,v t o f a a ,v t o f a b ,v t o f b a ,v t o f b b ;
d o u b l e  rraax=8.0; 
d o u b l e  t h e t a m a x > 1 5 .0;
d o u b l e  f 0 = 5 0 0 0 0 ;  
d o u b l e  s i g m a t * 5 . 0 ;  
d o u b l e  s i g m a * 0 . 0 0 0 0 3 ;  
d o u b l e  A m a x = 1 . 0 ;  
d o u b l e  d = 0 .05; 
d o u b l e  r m i n = 0 .1;
d o u b l e  s t d n = p o w ( 1 0 . 0 , - 7 . 0 ) ; 
i n t  M l = 8 0 1 ;
d o u b l e  c = 3 4 3 . 5 ;
d o u b l e  d d [ 8 0 l ]  , a b [ 8 0 l ]  , b b [ 8 0 l ]  , b a [ 8 0 l ]  , t i m e t [ 8 0 l ]  ;
/ /  T o  c o m p u t e  t h e  m a g n i t u d e  o f  e c h o  s i g n a l  a t  t i m e  t:
d o u b l e  f l ( d o u b l e  t O , d o u b l e  t o f , d o u b l e  t l , d o u b l e  t 2 , d o u b l e  r l l , d o u b l e  r 2 2 )
{
d o u b l e  s ;
s=(2*rmin*Amax/(rll+r22))*exp(-(tO-tof)*(tO-tof)/(sigma*sigma))
't'exp(-(tlt'tl+t2t't2)/(2’t‘sigmat*sigmat))*sin(2*M_PI»fO*(tO-tof ));
return(ij) ;}
/ /  T o  p r o d u c e  e c h o  s i g n a l  w h i c h  is r e f l e c t e d  f r o m  a  p l a n e  a t  r a n g e  r 
/ /  a n d  i n c l i n a t i o n  a n g l e  t h e t a :
v o i d  p l a n e ( d o u b l e  r , d o u b l e  t h e t a )
k - * 3 0 0 ;  
m = 0 ; 
d o  
{
t = k * 0 . 0 0 0 0 0 1 ;  
t i m e t [ m ] = t ;
a a [ m ] » f l ( t , t o f a a , t h e t a , t h e t a , r l , r l ) ; 
b a [ m ] * f 1 ( t ,t o f b a ,t h e t a l ,t h e t a 2 ,r a ,r b ) ; 
b b [ m ] = f 1 ( t ,t o f b b ,t h e t a ,t h e t a ,r 2 ,r 2 ) ; 
a b [ m ] = f 1 ( t ,t o f a b ,t h e t a 2 ,t h e t a l ,r b ,r a ) ; 
m + + ;  
k + + ;
} w h i l e ( k  < *  k f i n a l ) ;
>
/ /  T o  p r o d u c e  e c h o  s i g n a l  w h i c h  is r e f l e c t e d  f r o m  a  c o r n e r  a t  r a n g e  r 
/ /  a n d  i n c l i n a t i o n  a n g l e  t h e t a :
,r 2 ,t h e t a l ,t h e t a 2 ,t o f a a , t o f b a ,t o f b b , t ,r a ,r b ,t h ,t o f a b ;
o i d  c o r n e r ( d o u b l e  r, d o u b l e  t h e t a )
int k,kfinal,m;
Amax=l.028075; 
th=theta’*'M_PI/180.0;
rl=r-d*sin(th)/2.0; 
r2=r+d*sin(th)/2.0;
ra=sqrt (r*r+d’t‘d/4.0"r*d*sin(th));
rb=sqrt (r*r+d*d/4.0+r*d‘*‘sin(th) ) ;
nhetdl=90-(asin(r*cos(th)/ra))*180.0/M_PI;
th0ta2=9O-(asin(r>t<co3(th)/rb))’t‘18O.O/M_PI;
tofaa=2*rl/c;
tofba=tofab=(ra+rb)/c;
tofbb=2»r2/c;
if(tofaa <= tofbb)
k=int (tofaa/(0.000001));
else
k=int (tofbb/(0.000001));
k f in a l= k + 5 0 0 ;
d o u b l e  t h e t a a ,t h e t a b ,t o f a a ,t o f a b ,t o f b a ,t o f b b ,t ,r a ,r b ,t h ; 
i n t  k , k f i n a l , m ;
A m a x * l . 0 7 0 0 3 2 ;
t h = t h e t a * M _ P I / 1 8 0 . 0 ;  
r a « s q r t ( r * r + d * d / 4 .0 - r * d * s i n ( t h ) ); 
r b = s q r t ( r * r + d * d / 4 .0 + r * d * s i n ( t h ) ); 
t h e t a a » 1 8 0 . 0 * a c o s ( r * c o s ( t h ) / r a ) / M _ P I ; 
t h e t a b * 1 8 0 .0 * a c o s ( r * c o s ( t h ) / r b ) / M _ P I ;
t o f a a » 2 * r a / c ;
t o f a b » t o f b a = 2 * r / c ;
t o f b b » 2 » r b / c ;
i f ( t o f a a  < »  t o f b b )  
k = i n t  ( t o f a a / ( 0 . 0 0 0 0 0 1 ) ) ; 
e l s e
k = i n t  ( t o f b b / ( 0 . 0 0 0 0 0 1 ) ) ;
k f i n a l = k + 5 0 0 ;  
k - = 3 0 0 ;  
m = 0 ;
d o
{
t = k * 0 . 0 0 0 0 0 1 ;  
t i m o t  [ m ] = t ;
a a [ m ] = f 1 ( t ,t o f a a ,t h a t  a a ,t h e t a a ,r a ,r a ) ; 
b a [ m ] = f 1 ( t ,t o f b a ,t h e t a ,t h a t a , r ,r ) ; 
a b [ m ] = f 1 ( t ,t o f a b ,t h e t a , t h e t a ,r ,r ) ; 
b b [ m ] = f 1 ( t ,t o f b b ,t h e t a b ,t h e t a b ,r b ,r b ) ; 
in++ ; 
k + + ;
} w h i l e ( k  < =  k f i n a l ) ;
>
/ /  T o  p r o d u c e  t h e  e c h o  s i g n a l s  w h e n  t h e  s e n s o r  p a i r  s c a n s  t h e  s i m u l a t e d  r o o m :
d o u b l e  s i g n a l ( d o u b l e  x s , d o u b l e  y s , d o u b l e  p h i )
{
( x s , y s )  : c o o r d i n a t e s  o f  t h e  s e n s o r  p a i r ;
p h i  : a n g l e  b e t w e e n  h o r i z o n t a l  a x i s  a n d  s e n s o r  p a i r  w h o s e
r a n g e  - 1 8 0  t o  180 ;  * /
d o u b l e  r 0 , t h o t a p , x t , y t , t , f l a g ;  
i n t  k , m ;
x t = 5 . 0 ;  /*  h o r i z o n t a l  l e n g t h  o f  t h e  r o o m  ♦ /  
y t = 5 . 0 ;  v e r t i c a l  l e n g t h  o f  t h e  r o o m  ♦ /  
f l a g = 0 .0;
i f ( - 1 3 . 0  < p h i  kk p h i  < 1 3 . 0  )
{
/ / T a r g e t  is a  p l a n e .  
x t / v 2 . 0 ;
y t = 0 . 0 ;  
r 0 = x t - x s ; 
t h e t a p = p h i ; 
p l a n e ( r 0 , t h e t a p ) ; 
f l a g = l .0;
}
e l s e  i f ( 3 0 . 0  < p h i  kk p h i  < 6 0 . 0 )
{
/ / T a r g e t  is a c o r n e r .  
x t / = 2 . 0 ;  
y t / » 2 . 0 ;
r O » s q r t ( ( x t - x s ) * ( x t - x s ) + ( y t - y s ) * ( y t - y s ) ) ; 
t h e t a p = p h i - 1 8 0 . 0 * a t a n 2 ( ( y t - y s ) , ( x t - x s ) ) / M _ P I ; 
c o r n e r ( r 0 , t h e t a p ) ; 
f l a g = 1 . 0 ;
}
e l s e  i f ( 7 7 . 0  < p h i  kk p h i  < 1 0 3 . 0 )
{
/ / T a r g e t  is a  p l a n e .  
x t * 0 . 0 ;  
y t / * 2 . 0 ;  
r 0 = y t - y s ; 
t h e t a p * p h i - 9 0 . 0 ;  
p l a n e ( r O . t h e t a p ) ; 
f l a g * 1.0;
>
e l s e  i f ( 1 2 0 . 0  < p h i  kk p h i  < 1 5 0 . 0 )
{
/ / T a r g e t  is a  c o r n e r .  
x t / = - 2 . 0 ;  
y t / = 2 . 0 ;
r0=sqrt((xt-xs)*(xt-xs)+ (yt-ys)t‘(yt-ys)); 
thetap=phi-180.0*atan2((yt-ys),(xt-xs)) / M _ P I ; 
corner(rO.thetap); 
flag*l.0;
>
e l s e  i f (  1 6 7 . 0  < p h i  kk p h i  < =  1 8 0 . 0  II - 1 8 0 . 0  < *  p h i  kk p h i  < - 1 6 7 )
{
/ / T a r g e t  is a p l a n e .  
x t / = - 2 . 0 ;  
yv.=0.0;
r 0 = f a b s ( x t - x s ) ; 
i f( p h i  > 0 . 0  ) 
t h e t a p = p h i - 1 8 0 ; 
e l s e
t h e t a p = p h i + 1 8 0 ; 
p l a n e ( r O . t h e t a p ) ; 
f l a g = l .0;
}
e l s e  i f ( - 1 5 0 . 0  < p h i  kk p h i  < - 1 2 0 . 0 )
{
/ / T a r g e t  is a  c o r n e r .  
x t / = - 2 . 0 ;  
y t / = - 2 . 0 ;
r O = s q r t ( ( x t - x s ) * ( x t - x s ) + ( y t - y s ) * ( y t - y s ) ) ;  
t h e t a p = p h i - 1 8 0 .0 * a t a n 2 ( ( y t - y s ) , ( x t - x s ) ) / M _ P I ;  
c o r n e r ( r 0 , t h e t a p ) ; 
f l a g = 1 . 0 ;
}
e l s e  i f (  - 1 0 3 . 0  < p h i  kk p h i  < - 7 7 . 0 )
{
/ / T a r g e t  is a  p l a n e .  
x t = 0 . 0 ;  
y t / = - 2 . 0 ;  
r 0 = f a b s ( y t - y s ) ; 
t h e t a p = p h i + 9 0 . 0 ;  
p l a n a ( r O , t h e t a p ) ; 
f l a g - = l . 0;
}
e l s e  if ( - 6 0 . 0  < p h i  kk p h i  < - 3 0 . 0  )
{
/ / T a r g e t  IS a c o r n e r .  
x t / = 2 . 0 ;
y t / = - 2 . 0 ;
r 0 = s q r t ( ( x t - x s ) * ( x t - x s ) +  ( y t - y s ) * ( y t - y s ) )  ; 
t h e t a p = p h i - 1 8 0 . 0 * a t a n 2 ( ( y t - y s ) , ( x t - x s ) ) / M _ P I ; 
c o r n e r ( r 0 , t h e t a p ) ; 
f l a g * l .0;
e l s e
{
f l a g = 0 . 0 ;
}
r e t u r n ( f l a g ) ;
}
/ /  T o  g e t  t h e  m a x i m u m  a m p l i t u d e  a n d  t h e  T O F  o f  t h e  e c h o  s i g n a l ;
d o u b l e  g e t d a t a ( v o i d )
{
d o u b l e  t r h . f l a g ;  
i n t  k;
f l a g » 1 . 0 ;
t r h » 5 * s t d n ;
v m a x a a a * 0 .0;
v m a x a b » 0 . 0 ;
v m a x b a * 0 . 0 ;
v m a x b b * 0 . 0 ;
/ /  T o  f i n d  t h e  m a x i m u m  a m p l i t u d e  o f  e c h o  w a v e f o r m s ;
f o r ( k - l ; k  < ( M l - 2 ) ; k + + )
{
if ( f a b s ( a b [ k ] )  > v m a x a b )  
v m a x a b » f a b s ( a b [ k ] ) ; 
if ( f a b s ( b a [ k ] )  > v m a x b a )  
v m a x b a » f a b s ( b a [ k ] ) ; 
if ( f a b s ( b b [ k ] )  > v m a x b b )  
v m a x b b » f a b s ( b b [ k ] );
I7r)
if ( f a b s ( a a [ k ] )  > vraaxaaa) 
v m a x a a a =  f a b s ( a a [ k ] );
/ /  T o  f i n d  t h e  T O P  o f  Q c h o  w a v e f o r m s :
k = 0 ;
d o
k + + ;
w h i l e ( a a [ k ]  < t r h  & &  k < = M l - 2 ) ; 
v t o f a a = t i m e t [ k ] ; 
i f ( k = = M l - l )  
flageo.0;
k = 0 ;
d o
k + + ;
w h i l o ( b a [ k J  < t r h  & &  k < = M l - 2 ) ;  
v t o f b a = t i m e t [ k ] ; 
i f ( k = = M l - l )  
f l a g = 0 . 0 ;
k = 0 ;
d o
k + + ;
w h i l o ( a b [ k ]  < t r h  kk k < = M l - 2 ) ; 
v t o f a b = t i m e t [ k ] ; 
i f ( k = = M l - l )  
f l a g = 0 . 0 ;
k = 0 ;  
d o  
k + +;
w h i l e ( b b [ k ]  < t r h  kk k < = M l - 2 ) ;
v t o f b b = t i m e t [ k ] ;
i f ( k = = M l - l )
f l a g = 0 . 0 ;
/ /  T o  f i n d  t h e  s c a l i n g  f a c t o r  in t h e  a s s i g n e d  b e l i e f  v a l u e  t o  a  p l a n e :
d o u b l e  f i n d p m a x ( d o u b l e  r)
{
p l a n e ( r . O . O ) ; 
getdataO ;
p m a x * ( v m a x a a a - v m a x a b ) ; 
r e t u r n ( p m a x ) ;
}
/ /  T o  f i n d  t h e  s c a l i n g  f a c t o r  in t h e  a s s i g n e d  b e l i e f  v a l u e  t o  a  c o r n e r :
d o u b l e  f i n d c m a x ( d o u b l e  r)
{
d o u b l e  a n g l e , d i f f ;  
a n g l e = - 1 5 . 0 ;  
c m a x = 0 . 0 ;  
d o  
{
c o r n e r ( r  ,2ingle) ; 
g e t d a t a O ;
d i f f * f a b s ( v m a x a b - v m a x a a a ) + f a b s ( v m a x a b - v m a x b b ) ; 
i f ( d i f f  > с т а х )  
c r a a x = d i f f ; 
a n g l e + + ;
} w h i l e ( a n g l e  < =  1 5 . 0 ) ;  
r e t u r n ( с т а х ) ;
>
/ /  C l a s s i f i c a t i o n  o f  t h e  t a r g e t  p r i m i t i v e s :
v o i d  f i n d t a r g e t ( d o u b l e  x s p ,  d o u b l e  y s p ,  d o u b l e  p h i s )
( x s p , y s p )  : c o o r d i n a t e s  o f  t h e  s e n s o r  p a i r ;
p h i p  : a n g l e  b e t w e e n  h o r i z o n t a l  a x i s  a n d  s e n s o r  p a i r  w h o s e
r a n g e  - 1 8 0  t o  18 0 ;  ♦ /
r e t u r n ( f l a g ) ;
d o u b l e  r a a ,r a b ,r b b ,r ,t h e t a ;
i f ( m a x b b  > 5 ’t‘s t d n )
{
i f ( m a x a a a  > 5 ’t‘s t d n )
{
i f ( m a x a b  > 5 ’t‘s t d n )
{
f p l a n e  ^ f c o r n e r  = f u n k n o w n  = 0 . 0 ;
/ /  P l a n e - c o r n e r  d i f f e r e n t i a t i o n :
i f ( ( m a x a a a - r a a x a b )  > 1 . 0 ’t‘s t d n M  ( m a x b b - m a x a b )  > 1 . 0 ’t«stdn) 
f p l a n e = l .0;
e l s e  i f ( ( m a x a b - m a x a a a )  > 1 . 0 ’t‘s t d n  II ( m a x a b - m a x b b )  > l . O + s t d n )
f c o r n e r = l .0;
e l s e
f u n k n o w n  = 1.0;
r a a = n t o f a a ’t‘c / 2 . 0 ;  
r a b = n t o f  a b ’t'c; 
r b b = n t o f b b ’t‘c / 2 .0;
/ /  B e l i e f  a s s i g n m e n t  t o  t h e  p l a n e  a n d  e s t i m a t i o n  o f  p o s i t i o n  o f  t h i s  p l a n e .
i f ( f p l a n o = = l .0)
{
r=(raa+rbb)/2.0;
theta=1 8 0 .0’t‘asin((rbb-raa)/d)/M_PI; 
findpmax(r);
b a p =  ( m a x a a a - m a x a b )  -t- ( m a x b b - m a x a b ) / ( 2 ’f p m a x )  ;
bac=0.0;
b a u = l . 0 - b a p ;
br=(rmax-r)/(rmax-rmin);
b t h =  ( t h o t a i n a x - f  a b s  ( t h e t a )  ) / t h e t a m a x ;
i f (  - 4 5 . 0  < =  p l u s  kk p h i s  < 4 5 . 0 )
{
x t a r g e t = x s p + r ; 
y t a r g e t = y s p ;
1V M
}
e l s e  i f (  4 5 . 0  < =  p h i s  kk p h i s  < 1 3 5 )
{
x t a r g e t * x s p ;
y t a r g e t * y s p + r ;
>
e l s e  i f (  1 3 5 . 0  < =  p h i s  kk p h i s  < 1 8 0 . 0  I I - 1 8 0 . 0  < =  p h i s  kk p h i s  < - 1 3 5 . 0 )
{
x t a r g e t * x s p - r ;
y t a r g e t = y s p ;
>
e l s e  i f ( - 1 3 5 . 0  < =  p h i s  kk p h i s  < - 4 5 . 0 )
{
x t a r g e t = x s p ;
y t a r g e t = y s p - r ;
}
}
/ /  B e l i e f  a s s i g n m e n t  t o  t h e  c o r n e r  a n d  e s t i m a t i o n  o f  p o s i t i o n  o f  t h i s  p l a r
if ( f c o r n e r = » l .0)
{
r * r a b / 2 . 0 ;
t h e t a *  1 8 0 . 0 ’t‘a s i n ( ( r b b ’*‘r b b - r a a t ‘r a a ) /  ( 2 . 0 ’t‘r>t‘d ) ) / M _ P I ; 
f i n d c m a x ( r ) ;
b a c * ( f a b a ( m a x a b - m a x a a a ) + f a b s ( m a x a b - m a x b b ) ) / с т а х ; 
b a p * 0 .0; 
b a u » l . 0 - b a c ;
b r » ( r m a x - r ) / ( r m a x - r m i n ) ;
b t h * ( t h e t a m a x - f a b s ( t h e t a ) ) / t h e t a m a x ;
i f (  0 . 0  < *  p h i s  kk p h i s  < 9 0 . 0 )
{
x t a r g e t * x s p + r 4 ‘c o s ( M _ P I ’f ( p h i s - t h e t a ) / 1 8 0 . 0 )  ; 
y t a r g e t * y s p + r ’t'si n ( M _ P I ’t‘( p h i s - t h e t a ) / 1 8 0 .0) ;
}
e l s e  i f (  9 0 . 0  < »  p h i s  kk p h i s  < *  1 8 0 . 0 )
{
x t a r g e t * x s p - r ’t‘c o s ( M . P I f  ( 1 8 0 -  ( p h i s - t h e t a )  ) / 1 8 0 . 0 )  ; 
y t a r g e t = y s p + r ’*'si n ( M _ P I ’*'( 1 8 0 - ( p h i s - t h e t a ) ) / 1 8 0 . 0 )  ;
>
ISO
ü l s e  i f( - 1 8 0  < =  p h i s  kk. p h i s  < - 9 0 . 0 )
{
xtdrget=xsp-r>t'cos (M_PI* (180.0-(theta-phis) )/l80.0) ; 
ytarget=ysp-r*sin(M_Pl4> (180.0-(theta-phis) )/180.0) ;
}
e l s e  i f (  - 9 0 . 0  < =  p h i s  kk p h i s  < 0 . 0 )
{
x t d r g e t = x s p + r > t ' c o s ( M _ P I *  ( t h e t a - p h i s ) / 1 8 0 . 0 ) ;  
y t a r g e t = y s p - r > * ‘s i n ( M _ P I * ( t h e t a - p h i s ) / l 8 0 .0) ;
}
}
/ /  B e l i e f  a s s i g n m e n t  t o  a n  u n k n o w n  t a r g e t :
i f ( f u n k n o w n = = l .0)
{
b a p = b a c = b r = b t h = x t a r g e t = y t a r g e t = 0 .0; 
b a u = l .0;
}
>
e l s e
{
b a p - b a c = b r = b t h = x t a r g e t = y t a r g e t = 0 .0; 
b d u = 1.0;
}
>
e l s e
{
b a p = b a c = b r = b t h = x t a r g e t = y t a r g e t * 0 .0; 
b a u = 1.0;
}
}
e l s e
{
b a p = b a c = b r = b t h = x t a r g e t = y t a r g e t = 0 .0; 
b a u = l .0;
}
}
m a i n O
d o u b l e  x p o s , y p o s , p h i . c o n t r o l . c o n t r o l l ; 
i n t  m;
F I L E  * f o u t l ;
f o u t l * f o p e n ( " b e l i e f . d a t " ," w " ) ;
/ /  P o s i t i o n  o f  t h e  s e n s o r  p a i r :
x p o s = 0 . 0 ;  
y p o s * 0 .0;
p h i * - 1 8 0 .0; 
d o  
{
c o n t r o l * s i g n a l ( x p o s , y p o s , p h i ) ; 
i f (  c o n t r o l  ! » 0 . 0 )
{
c o n t r o l l = g e t d a t a ( ) ; 
i f ( c o n t r o l l  ! = 0 . 0 )
m a x a a a = v m a x a a a ; 
m a x b b » v m a x b b ;  
m a x a b = v m a x a b ;  
m a x b a ^ v m a x b a ;  
n t o f a a * v t o f a a ;  
n t o f a b ' v t o f a b ;  
n t o f b a * v t o f b a ;  
n t o f b b * v t o f b b ;  
f i n d t a r g e t ( x p o s , y p o s , p h i ) ;
}
}
/ /  T o  p r i n t  t h e  b e l i e f  v a l u e s  a t  a n g l e  p h i  in a n  o u t p u t  f i l e  in t h e  f o r m  
/ /  a n g l e  p h i ,  x c o o r d i n a t e  o f  t a r g e t  ( x t a r g e t ) , y c o o r d i n a t e  o f  t a r g e t  
/ /  ( y t a r g e t ) ,  b ( p l a n e ) ,  b ( c o r n e r ) ,  b ( u n k n o w n ) , b ( r )  a n d  b ( t h e t a ) :
f p r i n t f ( f o u t l , "  '/,.15f '/,.15f '/,.15f */..15f 7,.15f ’/..IBf */..15f */..15f \n " , 
p h i . x t a r g e t . y t a r g e t , b a p , b a c , b a u , b r , b t h ) ;
p h i + + ;
IS2
} w h i l e ( p h i < = 1 8 0 . 0 ) ;
}
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.srii.stn' pair ill llic siiinilfil.cd room;
^ i n c l u d e  < s t d i o . h >
« i n c l u d e  < i n ath.h>
« i n c l u d e  < 3 t d l i b . h >
« i n c l u d e  < s t d d e f . h >
« i n c l u d e  < s t r i n g . h >
« i n c l u d e  < t i m e . h >
« d e f i n e  S W A P ( a . b )  { f l o a t  t e m p = ( a ) ; ( a ) = ( b ) ; ( b ) » t e m p ; }
« d e f i n e  R a n d o m _ S e e d  0  / *  0 = r a n d o m i z e  * /
« d e f i n e  R A N D . M A X  ( 2 1 4 7 4 8 3 6 4 7 )
d o u b l e  N (  ); 
v o i d  s e t _ s e e d (  ); 
d o u b l e  f l (  ); 
v o i d  p l a n e (  ); 
v o i d  c o r n e r (  ); 
d o u b l e  s i g n a l ( ); 
d o u b l e  g e t d a t a (  ); 
d o u b l e  f i n d p m a x (  ); 
d o u b l e  f i n d c m a x (  ); 
v o i d  f i n d t a r g e t (  ); 
v o i d  g e t s t a t i s t i c s (  );
d o u b l e  m a x a a a ,m a x a b ,m a x b a ,m a x b b ,n t o f a a ,n t o f a b ,n t o f b a ,n t o f b b ,x t a r g e t , 
y t a r g e t ,b a p ,b a c ,b r ,b t h ,a ,b ,b a u ,f p l a n e ,f c o r n e r ,f u n k n o w n ,p m a x , 
с т а х ,v m a x a a a ,v m a x b b ,v m a x a b ,v m a x b a ,v t o f a a ,v t o f a b ,v t o f b a ,v t o f b b , 
s t d n ,c o u n t t ,c o u n t f ,c o u n t u ,p r o b t ,p r o b f ,p r o b u ,A m a x ,c o u n t ;
d o u b l e  r m a x = 8 . 0 ;  
d o u b l e  t h e t a m a x = 1 5 . 0 ;
d o u b l e  f 0 = 5 0 0 0 0 . 0 ;  
d o u b l e  s i g m a t = 5 . 0 ;  
d o u b l e  s i g m a = 0 . 0 0 0 0 3 ;
d o u b l e  d = 0 . 0 5 ;  
d o u b l e  r m i n = 0 . 1 ;
i n t  M l = 8 0 1 ;  
d o u b l e  c = 3 4 3 . 5 ;
d o u b l e  a a [ 8 0 1 ]  , a b [ 8 0 1 ]  , b b [ 8 0 1 ]  , b a [ 8 0 1 ]  . t i m e t  [ 801] ;
/ /  T o  p r o d u c e  n o i s e :
d o u b l e  N ( d o u b l e  m, d o u b l e  s t d )  
/ *  c a l c u l a t e s  t w o  n o r m a l  ( m e a n  
{
/ * i f  ( ! R a n d o m _ S e e d )  s e t . s e e d O ;  
/ ♦  o r n e g i n  z + =  N ( 0 . , s t d _ n o i s e ) ;
1, v a r i a n c e  s t d * * 2 )  v a l u e s ,  r e t u r n s  o n e  * /
e l s e  s r a n d ( R a n d o m _ S e e d ) ;*/ 
d i y e  k u l l a n i l a b i l i r  * /
d o u b l e  f a c ,  u l ,  u 2 ,  v l ,  v 2 ,  s; 
i n t  u;
s t a t i c  i n t  i s e t  * 0; 
s t a t i c  d o u b l e  g s e t ; 
if ( i s e t  * *  0)
{
s * 0; 
d o  
{
u  * r a n d  0 ;
u l  - ( d o u b l e )  u  / R A N D . M A X ;  
u  * r a n d  ();
u 2  = ( d o u b l e )  u  / R A N D . M A X ;  
v l  * 2 ■*< u l  - 1; 
v 2  « 2 * u 2  - 1;
3 » v l  * v l  + v 2  · v2;
> w h i l e  (s > 1);
f a c  ■ s q r t  ( ( - 2  ♦ l o g  ( s ) )  / s ) ; 
g s e t  = ( vl * f a c ) ;  
i s e t  * 1;
v 2  * v 2  * f a c  * s t d  + m; 
r e t u r n  v2;
>
e l s e
{
isot = 0;
return (gset >·' std)
t o f b a = t o f a b = ( r a + r b ) / c ; 
t o f b b = 2 * r 2 / c ;
}
v o i d  s o t . s e e d  ( v o i d )
r o u t i n e  t o  s e t  s e e d  o f  r a n d o m  n u m b e r  g e n e r a t o r  i n  a  ' r a n d o m '  f a s h i o n  
b y  u s i n g  t h e  t i m e  ♦ /
{
s r a n d  ( ( u n s i g n e d  i n t )  t i m e ( N U L L ) ) ;
>
/ /  T o  c o m p u t e  t h e  m a g n i t u d e  o f  e c h o  s i g n a l  a t  t i m e  t:
d o u b l e  f l ( d o u b l o  t , d o u b l e  t o f , d o u b l e  t l , d o u b l e  t 2 , d o u b l e  r l l , d o u b l e  r 2 2 )
{
d o u b l e  3;
3 = ( 2 * r m i n > t ' A m a x / ( r l l + r 2 2 ) ) ’t ' e x p ( - ( t - t o f ) * ( t - t o f ) / ( s i g m a * s i g m a ) )
» e x p ( - ( t  l>*‘t l + t 2 * t 2 ) / ( 2 * s i g m a t * s i g m a t ) ) * s i n ( 2 ’f M _ P I * f O * ( t - t o f  )) ; 
r e t u r n ( s )  ;}
/ /  T o  p r o d u c e  e c h o  s i g n a l  w h i c h  is r e f l e c t e d  f r o m  a  p l a n e  a t  r a n g e  r 
/ /  a n d  i n c l i n a t i o n  a n g l e  t h e t a :
i f ( t o f a a  < =  t o f b b )
k = i n t  ( t o f a a / ( 0 . 0 0 0 0 0 1 ) ) ;
e l s e
k = i n t  ( t o f b b / ( 0 . 0 0 0 0 0 1 ) ) ;
k f i n a l = k + 5 0 0 ;  
k - = 3 0 0 ;  
m = 0 ;  
d o  
{
t » k * 0 . 0 0 0 0 0 1 ;  
t i m e t [ m ] = t ;
aa[m]=fl(t,tofaa,theta,theta,rl,rl); 
ba[m]=fl(t,tofba,thetal,theta2,ra,rb); 
bb[m]=f1(t,tofbb,theta,theta,r2,r2); 
ab[m]*fl(t,tofab,theta2,thetal,rb,ra); 
m++; 
k + + ;
} w h i l e ( k  < =  k f i n a l ) ;
oid plane(doublG r , double t h e t a ) / / T o  p r o d u c e  e c h o  s i g n a l  w h i c h  is r e f l e c t e d  f r o m  a  c o r n e r  a t  r a n g e  r 
/ /  a n d  i n c l i n a t i o n  a n g l e  t h e t a :
d o u b l e  r 1 , r 2 ,t h e t a l ,t h e t a 2 ,t o f a a , t o f b a , t o f b b ,t ,r a , r b ,t h ,t o f a b ;
i n t  k , k f i n a l , m ;
A m a x = l . 0 2 8 0 7 5 ;
t h = t h e t a H ‘M _ P I / 1 8 0 . 0 ;
r l = r - d * s i n ( t h ) / 2 . 0 ;
r 2 = r + d » s i n ( t h ) / 2 . 0 ;
r a = s q r t  (r=t‘r + d * d / 4 .0 - r * d t < s i n ( t h ) ) ;
r b = s q r t  (r>t'r+d>t‘d / 4 .0 + r * d * s i n ( t h ) ) ;
t h e t a l = 9 0 - ( a s i n ( r > f c o s ( t h ) / r a ) ) > t ' 1 8 0 . 0 / M _ P I ;
t h e t a 2 = 9 0 -  ( a s i n ( r * ' c o s ( t h ) / r b )  ) * 1 8 0 . 0 / M _ P I ;
tofaa=2>t'rl/c;
isr)
v o i d  c o r n e r ( d o u b l e  r, d o u b l e  t h e t a )
{
d o u b l e  t h e t a a , t h e t a b , t o f a a , t o f a b , t o f b a , t o f b b , t ,r a , r b , t h ; 
i n t  k , k f i n a l , m ;
A m a y = l . 0 7 0 0 3 2 ;
t h = t h e t a * M _ P I / 1 8 0 . 0 ;  
r a = s q r t ( r * r + d * d / 4 .0 - r * d * s i r t ( t h ) ); 
r b * s q r t  (r*r+d>t‘d / 4 .0 + r * d * s i n ( t h )  ) ; 
t h e t a a = 1 8 0 . 0 * a c o s ( r * c o s ( t h ) / r a ) / M _ P I ;
US(i
t h e t a b = 1 8 0 .0 ’t'acos ( r * c o s  ( t h ) / r b ) / M _ P I ; i n t  k , m ;
t o f  a a = 2 ’t‘r a / c ; 
t o f d b = t o f b a = 2 * r / c ; 
t o f b b = 2 ’*=rb/c;
x t * 5 . 0 ;  /■*■ h o r i z o n t a l  l e n g t h  o f  t h e  r o o m  * /  
y t = 5 . 0 ;  / *  v e r t i c a l  l e n g t h  o f  t h e  r o o m  * /  
f l a g * 0 . 0 ;
i f ( t o f a a  < =  t o f b b )  
k = i n t  ( t o f a a / ( 0 . 0 0 0 0 0 1 ) ) ;  
o l s o
k = i n t  ( t o f b b / ( 0 . 0 0 0 0 0 1 ) ) ;
k f i n a l = k + 5 0 0 ;
k - = 3 0 0 ;
in=0;
d o
{
t = k * 0 . 0 0 0 0 0 1 ;  
t i m e t [ m ] = t ;
a a [ m ] = f l ( t ,t o f a a , t h e t a a , t h e t a a , r a , r a ) ; 
b a [ m ] = f 1 ( t ,t o f b a , t h e t a , t h a t a , r , r ) ; 
a b [ m ] = f 1 ( t ,t o f a b ,t h e t a ,t h e t a , r , r )  ; 
b b [ m ] = f 1 ( t ,t o f b b ,t h e t a b ,t h e t a b ,r b ,r b ) ; 
m + + ; 
k + + ;
} w h i l o ( k  < =  k f i n a l ) ;
i f ( - 1 3 . 0  < p h i  kk p h i  < 1 3 . 0  )
/ / T a r g e t  is a  p l a n e .  
x t / = 2 . 0 ;  
y t * 0 . 0 ;  
r O » x t - x s ;  
t h e t a p * p h i ; 
p l a n e ( r 0 , t h e t a p ) ; 
f l a g » l .0;
>
e l s e  i f ( 3 0 . 0  < p h i  kk p h i  < 6 0 . 0 )
{
/ / T a r g e t  is a  c o r n e r .  
x t / * 2 . 0 ;  
y t / » 2 . 0 ;
r O « s q r t ( ( x t - x s ) * ( x t - x s )  + ( y t - y s ) * ( y t - y s ) )  ; 
t h e t a p * p h i - 1 8 0 . 0 * a t a n 2 ( ( y t - y s ) , ( x t - x s ) ) / M _ P I ; 
c o r n e r ( r 0 , t h e t a p ) ; 
f l a g * l .0;
}
/ /  T o  p r o d u c e  t h e  e c h o  s i g n a l s  w h e n  t h e  s e n s o r  p a i r  s c a n s  t h e  s i m u l a t e d
// room:
d o u b l e  s i g n a l ( d o u b l e  x s , d o u b l e  y s , d o u b l e  p h i )
{
h
( x s , y s )  : c o o r d i n a t e s  o f  t h e  s e n s o r  p a i r ;
p h i  : a n g l e  b e t w e e n  h o r i z o n t a l  a x i s  a n d  s e n s o r  p a i r  w h o s e
r a n g e  - 1 8 0  t o  180; * /
d o u b l e  r O ,t h e t a p ,x t ,y t ,t ,f l a g ;
>
e l s e  i f ( 7 7 . 0  < p h i  kk p h i  < 1 0 3 . 0 )
{
/ / T a r g e t  is a  p l a n e .  
x t « 0 . 0 ;  
y t / - 2 . 0 ;  
r 0 “ y t - y s ; 
t h e t a p » p h i - 9 0 .0; 
p l a n e ( r 0 , t h e t a p ) ; 
f l a g » l .0;
}
e l s e  i f ( 1 2 0 . 0  < p h i  kk p h i  < 1 5 0 . 0 )  
IS8
/ / T a r g e t  is a c o r n e r .  
x t / = - 2 . 0 ;  
y t / = 2 . 0 ;
rO=sqrt((xt-xs)*(xt-xs)+(yt-ys)#(yt-ys));
thetap=phi-180.0*atan2((yt-ys),(xt-xs))/M_PI;
c o r n e r ( r O , t h e t a p ) ;
f l a g = 1 . 0 ;
}
e l s e  i f (  1 6 7 . 0  < p h i  kk p h i  < =  1 8 0 . 0  II - 1 8 0 . 0  < =  p h i  kk p h i  < - 1 6 7 )
{
/ / T a r g e t  is a p l a n e .  
x t / = - 2 . 0 ;  
y t = 0 .0;
r O = f a b s ( x t - x s ) ; 
i f (  p h i  > 0 . 0  ) 
t h o t a p = p h i - 180;
else
t h e t a p = p h i + 1 8 0 ; 
p l a n e ( r O . t h e t a p ) ; 
f l a g = l .0;
}
else if(-150.0 < phi kk phi < -120.0)
{
/ / T a r g e t  is a c o r n e r .  
x t / = - 2 . 0 ;  
y t / = - 2 . 0 ;
rO=sqrt ( (xt-xs) (xt-xs) + ( y t - ys)♦ ( y t - y s )  ) ; 
thetap=phi-1 8 0 .0>fatan2 ((yt-ys) ,(xt-xs))/M_PI; 
corner(rO,thetap); 
flag=1.0;
}
else if( -103.0 < phi kk phi < -77.0)
{
/ / T a r g e t  is a  p l a n e .  
x t = 0 . 0 ;  
y t / = - 2 . 0 ;
IS!)
r O * f a b s ( y t - y s ) ; 
t h e t a p = p h i + 9 0 .0; 
p l a n e ( r O , t h e t a p ) ; 
f l a g » 1 . 0 ;
}
e l s e  if ( - 6 0 . 0  < p h i  kk p h i  < - 3 0 . 0  )
{
/ / T a r g e t  is a  c o r n e r .  
x t / * 2 . 0 ;  
y t / = - 2 . 0 ;
rO=sqrt((xt-xs)*(xt-xs)+ (yt-ys)*(yt-ys)) ; 
thetap=phi-180.0*atan2((yt-ys),(xt-xs))/M_PI; 
corner(rO,thetap); 
flag=1 .0 ;
>
e l s e
{
f l a g = 0 . 0 ;
}
r e t u r n ( f l a g ) ;
>
/ /  T o  g e t  t h e  m a x i m u m  a m p l i t u d e  a n d  t h e  T D F  o f  t h e  e c h o  s i g n a l :
d o u b l e  g e t d a t a ( v o i d )
{
d o u b l e  t r h , f l a g :  
i n t  k;
f l a g = 1 . 0 ;
t r h * 5 * s t d n ;
v m a x a a a * 0 .0;
v m a x a b = 0 . 0 ;
v m a x b a = 0 . 0 ;
v m a x b b = 0 . 0 ;
/ /  T o  a d d  t h e  G a u s s i a n  n o i s e  w i t h  m e a n  0  a n d  s t a n d a r d  d e v i a t i o n  s t d n  
/ /  o n  t h e  e c h o  w a v e f o r m s :
f o r ( k = l ; k  < ( M l - 2 ) ; k + + )
{
a b [ k ] + = N ( 0 . 0 , s t d n ) ; 
b b L k ] + = N ( 0 . 0 , s t d n ) ; 
a a [ k ] + = N ( 0 . 0 , s t d n ) ; 
b a [ k ] + = N ( 0 . 0 , s t d n ) ;
}
/ /  T o  f i n d  t h e  m a x i m u m  a m p l i t u d e  o f  e c h o  w a v e f o r m s :
f o r ( k = l ; k  < ( M l - 2 ) ; k + + )
{
if ( f a b s ( a b [ k ] )  > v m a x a b )  
v m a x a b = f a b s ( a b [ k ] ); 
if ( f a b s ( b a [ k ] )  > v m a x b a )  
v m a x b a = f a b s ( b a [ k ] ); 
if ( f a b s ( b b [ k ] )  > v m a x b b )  
v m a x b b = f a b s ( b b [ k ] ); 
if ( f a b s ( a a [ k ] )  > v m a x a a a )
{
v m a x a a a = f a b s ( a a [ k ] );
}
}
/ /  T o  f i n d  t h e  T O F  o f  e c h o  w a v e f o r m s :
k = 0 ;  
d o  
k  + +;
w h i l e ( a a [ k ]  < t r h  kk k < = M l - 2 ) ; 
v t o f a a = t i m e t [ k ] ; 
i f ( k = = M l - l )  
f l a g = 0 . 0 ;
k = 0 ;
d o
k + + ;
w h i l e ( b a [ k ]  < t r h  kk k < * M l - 2 )  
v t o f b a = t i m e t [ k ] ; 
i f ( k « M l - l )  
f l a g = 0 . 0 ;
k = 0 ;
do
k + + ;
w h i l e ( a b [ k ]  < t r h  kk k < = M l - 2 ) ; 
v t o f a b » t i m e t [ k ] ; 
i f ( k = = M l - l )  
f l a g * 0 .0;
k = 0 ;
d o
k + + ;
w h i l e ( b b [ k ]  < t r h  kk k < « M l - 2 ) ; 
v t o f b b * t i m e t [ k ] ; 
i f ( k * « M l - l )  
f l a g “ 0 .0;
return(flag);
>
/ /  T o  f i n d  t h e  s c a l i n g  f a c t o r  i n  t h e  a s s i g n e d  b e l i e f  v a l u e  t o  a  p l a n e :
d o u b l e  f i n d p m a x ( d o u b l e  r)
{
plane(r,0.0); 
getdataO ;
p m a x * ( v m a x a a a - v m a x a b ) ; 
r e t u r n ( p m a x ) ;
}
/ /  T o  f i n d  t h e  s c a l i n g  f a c t o r  i n  t h e  a s s i g n e d  b e l i e f  v a l u e  t o  a c o r n e r :
double findcmax(double r)
{
double angle,diff;
d i i g l o = - 1 5 .0 ; 
сшах=0.О ; 
do 
{
согпог(г,angle); 
getdataO ;
d i f f = f a b s ( v m a x a b - v m a x a a a ) + f a b s ( v m a x a b - v m a x b b ) ;
i f ( d i f f  > с т а х )  
cina x = d i f  f ; 
a n g l e + + ;
} w h i l e ( a n g l e  < =  1 5 . 0 ) ;  
r e t u r n ( c m a x ) ;
}
/ /  C l a s s i f i c a t i o n  o f  t h e  t a r g e t  p r i m i t i v e s :
v o i d  f i n d t a r g e t ( d o u b l e  x s p ,  d o u b l e  y s p ,  d o u b l e  p h i s )
{
h
( x s p , y s p )  : c o o r d i n a t e s  o f  t h e  s e n s o r  p a i r ;
p h i p  : a n g l e  b e t w e e n  h o r i z o n t a l  a x i s  a n d  s e n s o r  p a i r  w h o s e
r a n g e  - 1 8 0  t o  18 0 ;  * /
d o u b l e  r a a ,r a b ,r b b ,r ,t h e t a ;
i f ( m a x b b  > S ^ s t d n )
{
i f ( m a x a a a  > 5 * s t d n )
{
i f ( m a x a b  > 5 * s t d n )
{
fplane = fcorner = funknown = 0.0;
/ /  P l a n e - c o r n e r  d i f f e r e n t i a t i o n :
i f ( ( m a x a a a - m a x a b )  > l . O ’t'stdn ftft ( m a x b b - m a x a b )  > 1 . 0 * s t d n )  
f p l a n e = l .0;
e l s e  i f ( ( m a x a b - m a x a a a )  > 1 . 0 * s t d n  II ( m a x a b - m a x b b )  > 1 . 0 * s t d n )  
f с о г п д г = 1.0;
e l s e
f u n k n o w n  = 1.0;
r a a = n t o f a a * c / 2 .0; 
r a b = n t o f  ab>»<c; 
r b b = n t o f b b * c / 2 .0;
/ /  B e l i e f  a s s i g n m e n t  t o  t h e  p l a n e  a n d  e s t i m a t i o n  o f  p o s i t i o n  o f  t h i s  p l a n «
i f ( f p l a n e = = l .0)
{
r = ( r a a + r b b ) / 2 . 0 ;
t h e t a * 1 8 0 . 0 * a s i n ( ( r b b - r a a ) / d ) / M _ P I ; 
f i n d p m a x ( r ) ;
b a p * ( m a x a a a - m a x a b ) + ( m a x b b - m a x a b ) / ( 2 * p r a a x ) ;
b a c * 0 . 0 ;
b a u = l . 0 - b a p ;
b r * ( r m a x - r ) / ( r m a x - r m i n ) ;
b t h * ( t h e t a m a x - f a b s ( t h e t a ) ) / t h e t a m a x ;
i f (  - 4 5 . 0  < *  p h i s  kk p h i s  < 4 5 . 0 )
{
x t a r g e t = x s p + r ;
y t a r g e t * y s p ;
>
e l s e  i f (  4 5 . 0  < =  p h i s  kk p h i s  < 1 3 5 )
<
x t a r g e t * x s p ;
y t a r g e t * y s p + r ;
}
e l s e  i f (  1 3 5 . 0  < =  p h i s  kk p h i s  < 1 8 0 . 0  II - 1 8 0 . 0  < =  p h i s  kk p h i s  < - 1 3 5 . 0 )
{
x t a r g e t * x s p - r ;
y t a r g e t = y s p ;
}
e l s e  i f ( - 1 3 5 . 0  < *  p h i s  kk p h i s  < - 4 5 . 0 )
{
x t a r g e t * x s p ;
y t a r g e t » y s p - r ;
}
>
/ /  B e l i e f a s s i g n m e n t  t o  t h e  c o r n e r  a n d  e s t i m a t i o n  o f  p o s i t i o n  o f  t h i s  p l a n e .
if ( f c o r n e r = = l .0)
{
r = r a b / 2 .0;
t h e t a *  1 8 0 . 0 =t<asin( ( r b b * r b b - r a a > t < r a a ) /  ( 2 . 0 *  r * d )  ) / M _ P I ; 
f indcmax(r);
b a c = ( f a b s ( m a x a b - m a x a a a ) + f a b s ( m a x a b - m a x b b ) ) / c m a x ;
b a p = 0 .0; 
b a u = l .0 - b a c ;
b r = ( r m a x - r ) / ( r m a x - r m i n ) ;
b t h * ( t h e t a m a x - f a b s ( t h e t a ) ) / t h e t a m a x ;
i f( 0 . 0  < =  p h i s  kk p h i s  < 9 0 . 0 )
{
x t a r g e t = x s p + r * c o s ( M _ P I * ( p h i s - t h e t a ) / 1 8 0 . 0 ) ;  
y t a r g e t = y s p + r * s i n ( M _ P I ’*‘( p h i s - t h e t a ) / 1 8 0 . 0 )  ;
}
e l s e  i f (  9 0 . 0  < *  p h i s  kk p h i s  < =  1 8 0 . 0 )
{
x t a r g e t * x s p - r ’<‘c o s ( M _ P I * ( 1 8 0 -  ( p h i s - t h e t a )  ) / 1 8 0 .0) ; 
y t a r g e t = y s p + r ’t ' s i n ( M _ P I * ( 1 8 0 -  ( p h i s - t h e t a )  ) / 1 8 0 . 0 )  ;
}
e l s e  i f( - 1 8 0  < =  p h i s  kk p h i s  < - 9 0 . 0 )
{
x t a r g e t = x s p - r * c o s ( M _ P I * ( 1 8 0 . 0 - ( t h e t a - p h i s ) ) / 1 8 0 . 0 ) ;  
y t a r g e t * y s p - r ’* ' s i n ( M _ P I * ( 1 8 0 . 0 - ( t h e t a - p h i s ) ) / 1 8 0 . 0 )  ;
>
e l s e  i f( - 9 0 . 0  < =  p h i s  kk p h i s  < 0 . 0 )
{
x t a r g e t * x s p + r * c o s ( M _ P I * ( t h e t a - p h i s ) / 1 8 0 . 0 ) ;  
y t d r g o t = y s p - r * s i n ( M _ P I ’*‘( t h e t a - p h i s ) / 1 8 0 . 0 )  ;
>
}
/ /  B e l i e f  a s s i g n m e n t  t o  a n  u n k n o w n  t a r g e t :
i f ( f u n k n o w n * * ! .0)
{
b a p * b a c = b r = b t h * x t a r g e t * y t a r g e t * 0 .0;
b a u = l .0;
>
b a p * b a c = b r * b t h » x t a r g e t * y t a r g e t . * 0 .0; 
b a u * l .0;
b a p = b a c = b r * b t h » x t a r g e t * y t a r g e t = 0 .0; 
b a u * l .0;
b a p * b a c = b r * b t h * x t a r g e t * y t a r g e t = 0 .0; 
b a u = l .0;
/ /  T o  o b t a i n  t h e  p r o b a b i l i t y  o f  c o r r e c t  c l a s s i f i c a t i o n ,  m i s c l a s s i f i c a t i o n  
/ /  a n d  u n k n o w n :
v o i d  g e t s t a t i s t i c s ( d o u b l e  p h i )
{
i f ( - 1 3 . 0  < p h i  kk p h i  < 1 3 . 0  I I 7 7 . 0  < p h i  fti: p h i  < 1 0 3 . 0  II 1 6 7 . 0  < p h i  kt 
p h i  < -  1 8 0 . 0  II - 1 8 0 . 0  < »  p h i  kk p h i  < - 1 6 7  I I - 1 0 3 . 0  < p h i  kk p h i  < -77.
{
i f ( b a p  > b a c )
{
c o u n t t + * b a p ;  
c o u n t + * b a p ;
>
e l s e  i f ( b a c > b a p )
{
c o u n t f + * b a c ;
c o u n t + » b a c ;
1 !)Г ,
}
e l s e
{
countu+=bau; 
count+=bau;
}
}
clsQ i f ( - 1 5 0 . 0  < p h i  & &  p h i  < - 1 2 0 . 0  || - 6 0 . 0  < p h i  Sck p h i  < - 3 0 . 0  II 
1 2 0 . 0  < p h i  & &  p h i  < 1 5 0 . 0  || 3 0 . 0  < p h i  & &  p h i  < 6 0 . 0  )
{
if(bap >bac)
{
countf+=bap;
count+=bap;
>
e l s e  if(bac>bap )
{
countt+=bac; 
co\mt+=bac;
}
e l s e
{
countu+=bau; 
count+=bau;
}
}
e l s e
{
if(bap >bac )
{
countf+=bap;
count+=bap;
}
e l s e  if(bac>bap)
{
counnf+=bac;
count+'bac;
}
e l s e
c o u n t u + * b a u ;
c o u n t + = b a u ;
>
}
}
m a i n O
{
d o u b l e  x p o s , y p o s ,p h i . c o n t r o l , c o n t r o l l ; 
i n t  m . k ;
F I L E  * f o u t l ;
f o u t l = f o p e n ( " p r o b a b i l i t y .d a t " ," w " ) ;
/ /  S e n s o r  p a i r  p o s i t i o n ;
x p o s = 0 .0; 
y p o s * 0 .0;
s t d n * 0 . 0 ;
c o u n t = 0 . 0 ;  
c o u n t t = 0 .0 
c o u n t f = 0 . 0  
c o u n t u = 0 .0
if ( ! R a n d o m _ S e e d )
s e t _ s e e d ( ) ; 
s r a n d ( R a n d o m _ S e e d ) ;
d o
{
f o r ( k = l ; k < * 5 ; k + + )
{
p h i * » - 1 8 0 . 0 ;
d o
{
c o n t r o l = s i g n a l ( x p o s , y p o s , p h i ) ; 
i f( c o n t r o l  ! = 0 . 0 )
{
c o n t r o l l = g e t d a t a ( ) ; 
i f ( c o n t r o l l  ! = 0 . 0 )
{
m a x a a a = v m a x a a a ;
m a x b b = v m a x b b ;
inaxab=vinaxab;
m d x b a = v m a x b a ;
n t o f a a = v t o f a a ;
n t o f a b = v t o f a b ;
n t o f b a = v t o f b a ;
n t o f b b = v t o f b b ;
f i n d t a r g e t ( x p o s , y p o s , p h i ) ;
g e t s t a t i s t i c s ( p h i ) ;
}
}
p h i + + :
} w h i l e ( p h i < 1 8 0 .0);
>
p r o b t = ( c o u n t t / c o u n t ) ; 
p r o b f = ( c o u n t f / c o u n t ) ; 
p r o b u = ( c o u n t u / c o u n t ) ;
c o u n t t = 0 .0 
c o u n t f = 0 . 0  
c o u n t u = 0 .0 
c o u n t = 0 . 0 ;
/ /  T o  p r i n t  t h e  p r o b a b i l i t i e s  t o  a n  o u t p u t  f i l e  i n  t h e  f o r m  of :  a m p l i t u d e  
/ /  n o i s e  s t a n d a r d  d e v i a t i o n  ( s t d n ) , p r o b a b i l i t y  o f  c o r r e c t  c l a s s i f i c a t i o n  
// ( p r o b t ) ,  p r o b a b i l i t y  o f  m i s c l a s s i f i c a t i o n  ( p r o b f ), p r o b a b i l i t y  o f 
// u n k n o w n  ( p r o b u ) .
f p r i n t f ( f o u t l , "  y .. l5 f  y ..l5 f  y .. l5 f  y,.15f \ n "  , s t d n . p r o b t  . p r o b f , p r o b u )  ;
s t d n + = 0 .001;
} w h i l e ( s t d n  < =  0 . 0 1 8 ) ;
l*U)gii>iii S: Л  ( Ч -b iHogriim (or Iciilim· I'usioii lioni llm·«· .M*ii.sor p.iir.s in 
l.lic siinuliiicd r o o m :
» i n c l u d e  < s t d i o . h >
» i n c l u d e  < m a t h . h >
» i n c l u d e  < s t d l i b . h >
» i n c l u d e  < s t d d e f . h >
» i n c l u d e  < s t r i n g . h >
» i n c l u d e  < t i m e . h >
» d e f i n e  S W A P ( a . b )  { f l o a t  t e m p = ( a ) ; ( a ) * ( b ) ; ( b ) = t e m p ; }
» d e f i n e  R a n d o m _ S e e d  0 / *  0 = r a n d o m i z e  * /
» d e f i n e  R A N D . M A X  ( 2 1 4 7 4 8 3 6 4 7 )
d o u b l e  N (  ); 
v o i d  s e t _ s e e d (  ); 
d o u b l e  f 1 (  ): 
v o i d  p l a n e (  ); 
v o i d  c o r n e r (  ); 
d o u b l e  s i g n a l ( ); 
d o u b l e  g e t d a t a (  ) ; 
d o u b l e  f i n d p m a x (  ); 
d o u b l e  f i n d c m a x (  ); 
v o i d  f i n d t a r g e t (  ); 
v o i d  g e t s t a t i s t i c s (  );
d o u b l e  m a x a a a ,m a x a b ,m a x b a . m a x b b ,n t o f a a ,n t o f a b ,n t o f b a ,n t o f b b ,x t a r g e t , 
у t a r g e t ,b a p , b a c , b r , b t h ,a ,b ,b a u ,f p l a n e ,f c o r n e r ,f u n k n o w n . p r n a x , 
с т а х ,v m a x a a a ,v m a x b b ,v m a x a b ,v m a x b a , v t o f a a ,v t o f a b ,v t o f b a ,v t o f b b , 
s t d n ,c o u n t t ,c o u n t f ,c o u n t u . p r o b t ,p r o b f ,p r o b u ,A m a x ,r f ,t h a t a f , 
c o u n t ,r t r ,t h e t a t ;
d o u b l e  r m a x “ 8 . 0 ;  
d o u b l e  t h e t a m a x * 1 5 .0;
d o u b l e  f 0 * 5 0 0 0 0 ;  
d o u b l e  s i g m a t * 5 . 0 ;  
d o u b l e  s i g m a * 0 . 0 0 0 0 3 ;
I'l')
d o u b l e  d = 0 . 0 5 ;  
d o u b l e  r m i n = 0 . 1 ;
iset = 0;
return (gset ♦ std) + m;
i nt M l = 8 0 1 ;  
d o u b l e  c = 3 4 3 . 5 ;
d o u b l e  a a [ 8 0 l ]  , a b [ 8 0 l ]  , b b [ 8 0 l ]  , b a [ 8 0 1 ]  ,t i m e t  [801] ;
/ /  t o  g e n e r a t e  G a u s s i a n  w h i t e  n o i s e :  
d o u b l e  N ( d o u b l e  m, d o u b l e  s t d )
/ *  c a l c u l a t e s  t w o  n o r m a l  ( m e a n  m, v a r i a n c e  std>t‘’f2) v a l u e s ,  r e t u r n s  o n e  * /
{
/ * i f  ( ! R a n d o m _ S e e d )  s e t _ s e e d ( ) ;  e l s e  s r a n d ( R a n d o r a _ S e e d ) ;♦/
/ ♦  o r n e g i n  z + =  N ( 0 . , s t d _ n o i s e ) ; d i y e  k u l l a n i l a b i l i r  ♦ /
d o u b l e  f a c ,  u l ,  u 2 ,  v l ,  v 2 ,  s; 
i n t  u;
s t a t i c  i n t  i s e t  = 0; 
s t a t i c  d o u b l e  g s e t ;  
if ( i s e t  = =  0)
{
s = 0; 
d o  
{
u - r a n d  0 ;
u l  = ( d o u b l e )  u  / R A N D . M A X ;  
u - r a n d  0 ;
u 2  = ( d o u b l e )  u  / R A N D . M A X ;  
vl = 2 ♦ u l  - 1; 
v 2  = 2 * u 2  - 1; 
s - vl * vl + v 2  >« v 2;
} w h i l e  (s > 1);
f a c  = s q r t  ( ( - 2  * l o g  (s) )  / s ) ; 
g s e t  = ( vl * f a c ) ; 
i s e t  = 1;
v 2  = v 2  * f a c  * s t d  + m; 
r e t u r n  v2;
}
e l s e
{
}
v o i d  s e t . s e e d  ( v o i d )
/*  r o u t i n e  t o  s e t  s e e d  o f  r a n d o m  n u m b e r  g e n e r a t o r  i n  a  ' r a n d o m '  
f a s h i o n  b y  u s i n g  t h e  t i m e  * /
{
s r a n d  ( ( u n s i g n e d  i n t )  t i m e ( N U L L ) ) ;
}
n  lo  c a l c u l a t e  m a g n i t u d e  o f  e c h o  s i g n a l  a t  t i m e  t:
d o u b l e  f K d o u b l e  t O , d o u b l e  t o f , d o u b l e  t l , d o u b l e  t 2 , d o u b l e  r l l , d o u b l e  r22 )
{
d o u b l e  s;
s = ( 2 * r m i n * A m a x / ( r l l + r 2 2 ) ) * e x p ( - ( t 0 - t o f ) * ( t 0 - t o f ) / ( s i g m a * s i g m a ) )  
* e x p ( - ( t l * t l + t 2 H ‘t 2 ) / ( 2 * s i g m a t ’*‘s i g m a t ) ) * s i n ( 2 * M _ P I * f O ’f ( t O - t o f  )) ; 
r e t u r n ( s ) ;}
/ / T o  p r o d u c e  e c h o  s i g n a l  w h i c h  is r e f l e c t e d  f r o m  a  p l a n e  a t  r a n g e  r 
/ /  a n d  i n c l i n a t i o n  a n g l e  t h e t a ;
v o i d  p l a n e ( d o u b l e  r , d o u b l e  t h e t a )
{
d o u b l e  r l , r 2 ,t h e t a l ,t h e t a 2 , t o f a a , t o f b a , t o f b b , t ,r a , r b ,t h , t o f a b ; 
i n t  k , k f i n a l , m ;
A m a x * l . 0 2 8 0 7 5 ;
t h * t h e t a * M _ P I / 1 8 0 . 0 ;
r l = r - d ‘*<s i n ( t h ) / 2 . 0 ;
r 2 » r + d * s i n ( t h ) / 2 . 0 ;
r a = s q r t ( r > * ' r + d * d / 4 .0 - r * d > f s i n ( t h )  ) ;
r b » B q r t ( r * r + d * d / 4 .0 + r * d * s i n ( t h ) );
t h e t a l « 9 0 - ( a s i n ( r * c o s ( t h ) / r a ) ) * 1 8 0 . O / M . P I ;
t h e t a 2 * 9 0 - ( a s i n ( r * c o s ( t h ) / r b ) ) * 1 8 0 . 0 / H _ P I ;
tofad=2’*<rl/c;
tofba=tofab=(ra+rb)/c;
tofbb=2’t‘r2/c;
if(tofaa <= tofbb) 
k^int (tofaa/(0.000001));
else
k=int (tofbb/(0.000001));
kfinal=k+500; 
k-=300; 
m=0; 
do 
{
t;=k*0.000001; 
timet[m]=t;
a a [ m ] = f 1 ( t , t o f a a , t h e t a , t h e t a , r l , r l ) ; 
ba[iii] = f  1 ( t , t o f b a , t h e t a l , t h e t a 2 ,r a , r b )  ; 
b b [ m ] = f 1 ( t , t o f b b , t h e t a , t h e t a , r 2 , r 2 ) ; 
a b  [ m ] = f 1 ( t ,t o f a b ,t h e t a 2 ,t h e t a l ,r b ,r a ) ; 
in + + ; 
k + +;
}while(k <= kfinal);
}
/ /  T o  p r o d u c e  e c h o  s i g n a l  w h i c h  is r e f l e c t e d  f r o m  a  c o r n e r  a t  r a n g e  r 
/ /  a n d  i n c l i n a t i o n  a n g l e  t h e t a :
t h e t a b = 1 8 0 .0t‘a c o s ( r * c o s ( t h ) / r b ) / M _ P I ;
tofaa«2>t‘r a / c ;
t o f a b * t o f b a * 2 * r / c ;
t o f b b * 2 * r b / c ;
i f ( t o f a a  < »  t o f b b )  
k = i n t  ( t o f a a / ( 0 . 0 0 0 0 0 1 ) ) ;  
e l s e
k = i n t  ( t o f b b / ( 0 . 0 0 0 0 0 1 ) ) ;
k f i n a l = k + 5 0 0 ;  
k - = 3 0 0 ;  
m = 0 ;
d o
{
t » k * 0 . 0 0 0 0 0 1 ;  
t i m e t [ m ] = t ;
a a [ m ] * f  l ( t , t o f a a , t h e t a a , t h e t a a , r a , r a )  ; 
b a [ m ] * f l ( t , t o f b a , t h e t a , t h e t a , r , r ) ; 
a b [ m ] * f 1 ( t ,t o f a b ,t h e t a ,t h e t a ,r ,r ) ; 
b b [ m ] * f 1 ( t ,t o f b b ,t h e t a b ,t h e t a b ,r b ,r b ) ; 
m + + ;  
k + + ;
} w h i l e ( k  < »  k f i n a l ) ;
>
v o i d  c o r n e r ( d o u b l e  r, d o u b l e  t h e t a )
{
d o u b l e  t h a t a a , t h o t a b ,t o f a a , t o f a b , t o f b a , t o f b b , t ,r a , r b ,th; 
i nt k , k f i n a l , i n ;
Ainax=l . 0 7 0 0 3 2 ;
t h = t h e t a t ' M _ P I / 1 8 0 . 0 ;
ra=S(irt ( r ’M  +d't'd/4.0 - r ’*'d’*‘s i n ( t h ) ) ;
r b = s q r t  ( r ’« r + d ’t'd/4.0 + r * d * s i n ( t h )  ) ;
t h e t a a = 1 8 0 . 0 * a c o s ( r * c o s ( t h ) / r a ) / M _ P I ;
/ /  T o  p r o d u c e  t h e  e c h o  s i g n a l s  w h e n  t h e  s e n s o r  p a i r  s c a n s  t h e  s i m u l a t e d  rc
double signaKdouble xs,double ys,double phi)
{
I*
( x s , y s )  : c o o r d i n a t e s  o f  t h e  s e n s o r  p a i r ;
p h i  : a n g l e  b e t w e e n  h o r i z o n t a l  a x i s  a n d  s e n s o r  p a i r  w h o s e  
r a n g e  - 1 8 0  t o  180;
double rO,thetap,xt,yt,t,flag; 
int k,m;
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x t = 5 . 0 ;  /*  h o r i z o n t a l  l e n g t h  o f  t h e  r o o m  */ 
y t = 5 . 0 ;  / *  v e r t i c a l  l e n g t h  o f  t h e  r o o m  » /  
f l a g = 0 .0;
i f ( - 1 3 . 0  < p h i  kk p h i  < 1 3 . 0  )
{
/ / T a r g e t  is a p l a n e .  
x t / = 2 . 0 ;  
y t = 0 . 0 ;  
r O - x t - x s ; 
t h e t a p = p h i ; 
p l a n e C r O . t h e t a p ) ; 
f l a g = 1 . 0 ;
}
el.se i f ( 3 0 . 0  < p h i  kk p h i  < 6 0 . 0 )
{
/ / T a r g e t  is a c o r n e r .  
x t / = 2 . 0 ;  
y t / = 2 . 0 ;
r O = s q r t ( ( x t - x s ) * ( x t - x s )  + ( y t - y s ) * ( y t - y s ) )  : 
t h e t a p = p h i - 1 8 0 . 0 * a t a n 2 ( ( y t - y s ) , ( x t - X 9 ) ) / M _ P I ;  
c o r n e r ( r O ,t h e t a p ) ; 
f l a g = l .0;
}
e l s e  i f ( 7 7 . 0  < p h i  kk p h i  < 1 0 3 . 0 )
{
/ / T a r g e t  is a p l a n e .  
x t = 0 . 0 ;  
y t / = 2 . 0 ;  
r O = y t - y s ; 
t h e t a p = p h i - 9 0 .0; 
p l a n e ( r O . t h e t a p ) ; 
f l a g = 1 . 0 ;
}
e l s e  i f ( 1 2 0 . 0  < p h i  kk p h i  < 1 5 0 . 0 )
{
/ / T a r g e t  is a  c o r n e r .  
x t / = - 2 . 0 ;  
y t / = 2 . 0 ;
r O = s q r t ( ( x t - x s ) ♦ ( x t - x s ) + ( y t - y s ) * ( y t - y s ) ); 
t h e t a p * p h i - 1 8 0 . 0 * a t a n 2 ( ( y t - y s ) , ( x t - x s ) ) / M _ P I ; 
c o r n e r ( r O , t h e t a p ) ; 
f l a g » l .0;
}
e l s e  i f (  1 6 7 . 0  < p h i  kk p h i  < =  1 8 0 . 0  II - 1 8 0 . 0  < =  p h i  kk p h i  < - 1 6 7 )
{
/ / T a r g e t  is a  p l a n e .  
x t / = - 2 . 0 ;  
y t = 0 . 0 ;
r O = f a b s ( x t - x s ) ; 
i f (  p h i  > 0 . 0  ) 
t h e t a p = p h i - 1 8 0 ;  
e l s e
t h e t a p * p h i + 1 8 0 ;  
p l a n e ( r O , t h e t a p ) ; 
f l a g = l .0;
>
e l s e  i f ( - 1 5 0 . 0  < p h i  kk p h i  < - 1 2 0 . 0 )
{
/ / T a r g e t  is a  c o r n e r .  
x t / * - 2 . 0 ;  
y t / = - 2 . 0 ;
r O = s q r t ( ( x t - x s ) * ( x t - x s ) + ( y t - y s ) * ( y t - y s ) ) ; 
t h e t a p = p h i - 1 8 0 . 0 * a t a n 2 ( ( y t - y s ) , ( x t - x s ) ) / M _ P I ; 
c o r n e r ( r O , t h e t a p ) ; 
f l a g = 1 . 0 ;
}
e l s e  i f (  - 1 0 3 . 0  < p h i  kk p h i  < - 7 7 . 0 )
/ / T a r g e t  is a  p l a n e .  
x t = 0 . 0 ;  
y t / = - 2 . 0 ;  
r O * f a b s ( y t - y s ) ;
t h e t a p = p h i + 9 0 .0; 
p l a n e ( r O , t h e t a p ) ; 
f l a g = 1 . 0 ;
>
e l s e  if ( - 6 0 . 0  < p h i  kk p h i  < - 3 0 . 0  )
{
/ / T a r g e t  is a c o r n e r .  
x t / = 2 . 0 ;  
y t / = - 2 . 0 ;
r O = s q r t  ( ( x t - x s ) ‘•'(xt-xs) + ( y t - y s )  + ( y t - y s ) ) ;  
t h e t a p = p h i - 1 8 0 . 0 » a t a n 2 ( ( y t - y s ) ,( x t - x s ) ) / M _ P I ; 
c o r n e r ( r O . t h o t a p ) ; 
f l a g - 1.0;
}
e l s e
{
f l a g = 0 . 0 ;
}
r e t u r n ( f l a g ) ;
}
/ /  T o  g e t  t h e  m a x i m u m  a m p l i t u d e  a n d  t h e  T O P  o f  t h e  e c h o  s i g n a l :
d o u b l e  g e t d a t a ( v o i d )
{
d o u b l e  t r h . f l a g ;
i n t  k; ^
f l a g = 1 . 0 ;  
t r h = 5 * s t d n ;  
v n i a x a a a = 0 .0; 
v i n a x a b = 0 .0 
v m a x b a = 0 .0 
v m a x b b = 0 .0
/ /  T o  a d d  t h e  G a u s s i a n  n o i s e  w i t h  m e a n  0 a n d  s t a n d a r d  d e v i a t i o n  s t d n
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/ /  o n  t h e  e c h o  w a v e f o r m s :
f o r ( k « l ; k  < ( M l - 2 ) ; k + + )
{
a b [ k ] + = N ( 0 . 0 , s t d n ) ; 
b b [ k ] + = N ( 0 . 0 , s t d n ) ; 
a a [ k ] + » N ( 0 . 0 , s t d n ) ; 
b a [ k ] + * N ( 0 . 0 , s t d n ) ;
}
/ /  T o  f i n d  t h e  m a x i m u m  a m p l i t u d e  o f  e c h o  w a v e f o r m s :
f o r ( k = l ; k  < ( M l - 2 ) ; k + + )
{
if ( f a b s ( a b [ k ] )  > v m a x a b )  
v m a x a b = f a b s ( a b [ k ] ); 
if ( f a b s ( b a [ k ] )  > v m a x b a )  
v m a x b a = f a b s ( b a [ k ] ) ; 
if ( f a b s ( b b [ k ] )  > v m a x b b )  
v m a x b b » f a b s ( b b [ k ] ) ; 
if ( f a b s ( a a [ k ] )  > v m a x a a a )
{
v m a x a a a = f a b s ( a a [ k ] ) ;
}
}
/ /  T o  f i n d  t h e  T O P  o f  e c h o  w a v e f o r m s :
k » 0 ;
d o
k + + ;
w h i l e ( a a [ k ]  < t r h  kk k < = M l - 2 ) ; 
v t o f a a » t i m e t [ k ] ; 
i f ( k * » M l - 2  II v m a x a a a = = 0 . 0 )  
f l a g * 0 . 0 ;
k » 0 ;
d o
k + + ;
w h i l e ( b a [ k ]  < t r h  kk k < * M l - 2 ) ;
v t o f b a = t i i n e t  [k] ; 
i f ( k = = M l - 2 |  I v n i a x b a = = 0 .0) 
i l a g = 0 .0;
k = 0 ;
d o
k + + ;
w h i l e ( a b [ k ]  < t r h  & &  k < = M l - 2 ) ; 
v t . o f a b = t i m e t  [k] ; 
i f ( k = = M l - 2 l I v m a x a b = = 0 . 0 )  
f l a g = 0 . 0 ;
k = 0 ;
d o
k + + ;
w h i l e ( b b [ k ]  < t r h  & &  k < = M l - 2 ) ; 
v t o f b b = t i m Q t [ k ] ; 
i f ( k = = M l - 2  II v m a x b b = = 0 . 0 )  
f l a g = 0 . 0 ;
r e t u r n ( f l a g ) ;
}
/ /  T o  f i n d  t h e  s c a l i n g  f a c t o r  i n  t h e  a s s i g n e d  b e l i e f  v a l u e  t o  a  p l a n e :
d o u b l e  f i n d p i n a x ( d o u b l e  r)
{
p l a n e ( r , 0 . 0 ) ;  
g e t d a t a O  ;
piiiax = ( v m a x a a a - v m a x a b )  ; 
r e t u r n ( p m a x ) ;
}
/ /  T o  f i n d  t h e  s c a l i n g  f a c t o r  i n  t h e  a s s i g n e d  b e l i e f  v a l u e  t o  a  c o r n e r :
d o u b l e  f i n d c m a x ( d o u b l e  r)
{
d o u b l e  a n g l e , d i f f ;  
a n g l e = - 15 . 0 ;
c m a x » 0 . 0 ;
d o
{
c o r n e r ( r . a n g l e ) ; 
g e t d a t a O  ;
d i f f = f a b s ( v m a x a b - v m a x a a a ) + f a b s ( v m a x a b - v m a x b b ) ; 
i f ( d i f f  > с т а х )  
c m a x = d i f f ; 
a n g l e + + ;
} w h i l e ( a n g l e  < =  1 5 . 0 ) ;
r e t u r n ( c m a x ) ;
>
/ /  C l a s s i f i c a t i o n  o f  t h e  t a r g e t  p r i m i t i v e s :
v o i d  f i n d t a r g e t ( d o u b l e  x s p ,  d o u b l e  y s p ,  d o u b l e  p h i s )
{
h
( x s p , y s p )  : c o o r d i n a t e s  o f  t h e  s e n s o r  p a i r ;
p h i p  : a n g l e  b e t w e e n  h o r i z o n t a l  a x i s  a n d  s e n s o r  p a i r  w h o s e
r a n g e  - 1 8 0  t o  180; ♦ /
d o u b l e  r a a , r a b , r b b ;
f p l a n e  * f c o r n e r  = f u n k n o w n  * 0 . 0 ;
/ /  P l a n e - c o r n e r  d i f f e r e n t i a t i o n :
i f ( m a x b b  > 5 * s t d n )
{
i f ( m a x a a a  > 5 * s t d n )
{
i f ( m a x a b  > 5 * s t d n )
{
i f ( ( m a x a a a - m a x a b )  > s t d n  kk' ( m a x b b - m a x a b )  > s t d n )  
f p l a n e · ! .0;
e l s e  i f ( ( m a x a b - m a x a a a )  > s t d n  II ( m a x a b - m a x b b )  > s t d n )
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f c o r n e r = l .0; 
e l s e
f u n k n o w n  = 1.0;
raa=ntof aa>*'c/2.0 ; 
rab=ntofab*c; 
rbb=ntofbb»c/2.0;
/ /  Belief a s s i g n m e n t  t o  t h e  p l a n e  a n d  e s t i m a t i o n  o f  p o s i t i o n  o f  t h i s  p l a n e :
i f ( f p l a n o = = l .0)
(
rf-(raa+rbb)/2.0;
l;hetaf = 1 8 0 .0 » a s i n ( ( r b b - r a a ) / d ) / M _ P I ;  
f i n d p m a x ( r f );
bap=( m a x a a a - m a x a b )  + ( m a x b b - m a x a b ) / ( 2 * p m a x )  ; 
b a c = 0 .0; 
b a u = l . 0 - b a p ;
b r = ( r m a x - r f ) / ( r m a x - r m i n ) ;
b t h = ( t h e t a m a x - f a b s ( t h e t a f ) ) / t h e t a m a x ;
i f( - 4 5 . 0  < =  p h i s  kk p h i s  < 4 5 . 0 )
{
x t a r g e t = x s p + r f ; 
y t a r g e t = y s p ;
}
e l s e  i f( 4 5 . 0  < =  p h i s  kk p h i s  < 1 3 5 )
{
x t a r g e t = x s p ;
y t a r g e t = y s p + r f ; ~
e l s e  i f (  1 3 5 . 0  < =  p h i s  kk p h i s  < 1 8 0 . 0  || - 1 8 0 . 0  < »  p h i s  kk p h i s  < - 1 3 5 . 0 )
{
x t a r g e t = x s p - r f ; 
y t a r g o t = y s p ;
}
e l s e  i f ( - 1 3 5 . 0  < =  p h i s  kk p h i s  < - 4 5 . 0 )
{
x t a r g o t = x s p ;  
y t a r g e t = y s p - r f ;
}
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r t r * s q r t ( x t a r g e t + x t a r g e t + y t a r g e t f y t a r g e t ) ; 
t h e t a t » 1 8 0 * a t a n 2 ( y t a r g e t ,x t a r g e t ) / M _ P I ;
>
/ /  B e l i e f  a s s i g n m e n t  t o  t h e  c o r n e r  a n d  e s t i m a t i o n  o f  p o s i t i o n  o f  t h i s  
/ /  c o r n e r :
if ( f c o r n e r * * ! .0)
{
r f = r a b / 2 . 0 ;
t h e t a f = 1 8 0 . 0 * a s i n (  ( r b b * r b b - r a a * r a a )  / ( 2 .04<rf >»8) ) / M _ P I ; 
f i n d c m a x ( r f );
b a c = ( f a b s ( m a x a b - m a x a a a ) + f a b s ( m a x a b - m a x b b ) ) / с т а х ; 
b a p = 0 .0; 
b a u » l . 0 - b a c ;
b r » ( r m a x - r f ) / ( r m a x - r m i n ) ;
b t h = ( t h e t a m a x - f a b s ( t h e t a f ) ) / t h e t a m a x ;
i f (  0 . 0  < =  p h i s  kk p h i s  < 9 0 . 0 )
{
x t a r g e t * x s p + r f * c o s ( M _ P I * ( p h i s - t h e t a f ) / 1 8 0 . 0 ) ;  
y t a r g e t * y s p + r f * s i n ( M _ P I * ( p h i s - t h e t a f ) / 1 8 0 . 0 ) ;
>
e l s e  i f (  9 0 . 0  < =  p h i s  kk p h i s  < =  1 8 0 . 0 )
{
x t a r g e t = x s p - r f * c o s ( M _ P I * ( 1 8 0 - ( p h i s - t h e t a f ) ) / 1 8 0 . 0 ) ;  
y t a r g e t » y s p + r f * s i n ( M _ P I * ( 1 8 0 - ( p h i s - t h e t a f ) ) / 1 8 0 . 0 ) ;
}
e l s e  i f (  - 1 8 0  < =  p h i s  kk p h i s  < - 9 0 . 0 )
{
x t a r g e t * x s p - r f * c o s ( M _ P I * ( 1 8 0 . 0 - ( t h e t a f - p h i s ) ) / 1 8 0 . 0 ) ;  
y t a r g e t * y s p - r f  ♦ s i n ( M _ P I ’i‘( 1 8 0 . 0 -  ( t h e t a f - p h i s )  ) / 1 8 0 .0) ;
}
e l s e  i f (  - 9 0 . 0  < *  p h i s  kk p h i s  < 0 . 0 )
{
x t a r g e t “ x s p + r f * c o s ( M _ P I * ( t h e t a f - p h i s ) / 1 8 0 . 0 ) ;
y t a r g e t = y s p - r f * s i n ( M _ P I * ( t h e t a f - p h i s ) / 1 8 0 .0);
}
r t r * s q r t ( x t a r g e t » x t a r g e t + y t a r g e t # y t a r g e t ) ; 
t h e t a t * 1 8 0 * a t a n 2 ( y t a r g e t ,x t a r g e t ) / M _ P I ;
>
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/ /  B e l i e f  a s s i g n m e n t  t o  a n  u n k n o w n  t a r g e t :
i f ( f u n k n o w n = = l .0)
{
b a p = b a c = x t a r g e t = y t a r g e t = r f = t h e t a f = 0 . 0 ;
b r = 0 . 0 ;  
b t h = 0 .0; 
b a u = l .0; 
r t r = 0 . 0 ;  
t h e t a t = 0 .0;
}
}
e l s e
{
b a p = b d c = x t a r g e t = y t a r g e t = r f = t h e t a f = 0 . 0 ;
b r - 0 . 0 ;
b t h = 0 . 0 ;
b a u = l .0;
r t r = 0 . 0 ;
t h e t a t = 0 .0;
}
}
e l s e
{
b a p = b a c = x t a r g e t = y t a r g e t = r f * t h e t a f = 0 . 0 ;
b r = 0 . 0 ;  
b t h = 0 . 0 ;  
b a u = l .0; 
r t r = 0 . 0 ;  
t h o t a t = 0 .0;
}
}
e l s e(
b a p = b a c = x t a r g e t = y t a r g e t = r f = t h e t a f * 0 . 0 ;  
b r = 0 . 0 ;
b t h = 0 .0; 
b a u = l .0; 
r t r = 0 . 0 ;  
t h e t a t = 0 . 0 ;  
}
/ /  T o  o b t a i n  t h e  p r o b a b i l i t y  o f  c o r r e c t  c l a s s i f i c a t i o n ,
/ /  m i s c l a s s i f i c a t i o n  a n d  u n k n o w n :
v o i d  g e t s t a t i s t i c s C d o u b l e  p h i )
{
i f ( - 1 3 . 0  < p h i  & &  p h i  < 1 3 . 0  II 7 7 . 0  < p h i  & 4  p h i  < 1 0 3 . 0  || 1 6 7 . 0  < p h i  
tk p h i  < =  1 8 0 . 0  II - 1 8 0 . 0  < =  p h i  kk p h i  < - 1 6 7  II - 1 0 3 . 0  < p h i  
kk p h i  < - 7 7 . 0 )
{
i f ( b a p  > b a c  )
{
c o u n t t + = b a p ;
c o u n t + * b a p ;
>
e l s e  i f ( b a c > b a p )
{
c o u n t f + » b a c ;
c o u n t + = b a c ;
>
e l s e
{
c o u n t u + = b a u ;
c o u n t + = b a u ;
}
>
e l s e  i f ( - 1 5 0 . 0  < p h i  kk p h i  < - 1 2 0 . 0  II - 6 0 . 0  < p h i  kk p h i  < - 3 0 . 0  II 
1 2 0 . 0  < p h i  kk p h i  < 1 5 0 . 0  II 3 0 . 0  < p h i  kk p h i  < 6 0 . 0  )
{
i f ( b a p  > b a c )
{
c o u h t f + = b a p i
c o u n t + = b a p ;
}
el:JO i f ( b a c > b a p )
{
c o u n t t + = b a c ; 
c o u n t + = b a c ;
}
e l s e
{
c o u n t u + = b a u ;
c o u n t + = b a u ;
}
}
e l s e
{
i f ( b a p  > b a c )
{
c o u n t f + = b a p ;  
c o u n t + = b a p ;
}
e l s e  i f ( b a c > b a p )
{
c o u n t f + = b a c ;  
c o u n t + = b a c ;
}
e l s e
{
c o u n t u + = b d u ; 
c o u n t + = b a u ;
}
>
}
m a i n O
{
d o u b l e  p h i ,c o n t r o l , c o n t r o l l , x p o s [ 6 ] , y p o s [ 6 ] , r t [ 4 ] , p h i t [ 4 ] , b p [ 4 ] , b c [ 4 ] ,
b u [ 4 ]  , c p h i k , b r k [ 4 ] , b t h e t a [ 4 ] ,r , t h e t a , c o n f l i c t ,r s ,t i l , t 1 2 , t 2 1 , t 2 2 ,
k l l , k i a , k a i ,k a 2 , e l , e 2 ,x C 6 ] , y [6 ] , d e t § t w ih a n t » a a p p ,b a p p i
i n t  m , k , l , n s e n s o r , s e n s o r , ! , l o o p ;
F I L E  * f o u t l ;
F I L E  f f o u t 2 :
f o u t l * f o p e n C ' f u s i o n . d a t " , " w " ) ; 
f o u t 2 = f o p e n ( " r a n g e f u s i o n . d a t " ," w " ) ;
/ /  N u m b e r  o f  s e n s o r  p a i r s :  
n s e n s o r » s e n s o r * 3 ;
/ /  N u m b e r  o f  l o o p :  
l o o p » 5 ;
/ /  P o s i t i o n  o f  s e n s o r  p a i r s :
x p o s [ l ] * - 2 . 0 ;
y p o s [ l ] = 2 . 0
x p o s [ 2 ] * 2 . 0
y p o s [ 2 ] * 2 . 0
x p o s [ 3 ] * - 0 . 5 ;
y p o s [ 3 ] * l .0;
c o u n t * 0 . 0 ;  
c o u n t t = 0 . 0  
c o u n t f » 0 . 0  
c o u n t u » 0 .0
s t d n * 0 .0;
if ( ! R a n d o m _ S e e d )
s e t _ s e e d ( ) ;
e l s e
s r a n d ( R a n d o m _ S e e d ) ;
d o
{
/ /  s e n s o r  p a i r s  s c a n  t h e  s i m u l a t e d  r o o m  f i v e  t i m e s :  
f o r ( l “ l ; K = l o o p ; l + + )
p h i = - 1 8 0 . o ;
d o
{
s o n s o r = n s e n s o r ;
/ /  T h r e e  s e n s o r  p a i r s  a s s i g n s  t h e i r  b e l i e f  v a l u e s  t o  t h e  t a r g e t :  
f o r ( k = l ; k < = 3 ; k + + )
{
c o n t r o l = s i g n a l ( x p o s [ k ] , y p o s [ k ]  , p h i )  ; 
i f (  c o n t r o l  ! = 0 . 0 )
{
c o n t r o l l = g e t d a t a ( ) ; 
i f (  c o n t r o l l  ! = 0 . 0 )
{
m a x a a a = v m a x a a a ;  
n i a x b b = v i n a x b b ; 
m a x a b = v m a x a b ;  
m a x b a = v m a x b a ;  
n t o f a a = v t o f a a ;  
n t o f a b = v t o f a b ;  
n t o f b a = v t o f b a ;  
n t o f b b = v t o f b b ;
f i n d t a r g e t ( x p o s [ k ] , y p o s [ k ] , p h i ) ;
/ /  t h e y  f i n d  t h e  p r o j e c t e d  r a n g e  v a l u e  o f  t a r g e t  i n  a  c o m m o n  
/ /  c o o r d i n a t e  f r a m e  w h o s e  o r i g i n  is t h e  c e n t e r  o f  t h e  s i m u l a t e d  r o o m :  
r t [ k j = r t r ; 
p h i t [ k ] = t h e t a t ;
r s = x p o s  [k] ■t'Xpos [k] + y p o s  [k] * y p o s  [k] ;
/ /  r f  is t h e  p o s i t i o n  o f  t a r g e t  i n  t h e i r  c o o r d i n a t e  f r a m e .  
i f ( r f  != 0 . 0  & &  r t [ k ]  ! = 0 . 0 )  
c p h i k =  ( r t  [k] ■*=rt [k] + r f » r f - r s ) / ( 2 . 0 * r t  [ k ] * r f );
e l s e
c p h i k = l .0;
b r k [ k ] = b r * c p h i k ;  
b t h e t a [ k ] = b t h * c p h i k ;
b p [ k ] = b a p ;  
b c [ k ] = b a c ;  
b u [ k ] = b a u ;
}
c o n t r o l = c o n t r o l l = l .0; 
f o r ( k = l ; k < = 3 ; k + + )
{
c o n t r o l * = s i g n a l ( x p o s [ k ] , y p o s [ k ] , p h i ) ; 
i f (  c o n t r o l  ! = 0 . 0 )
{
c o n t r o l l * = g e t d a t a ( ) ;
}
>
i f (  c o n t r o l  ! = 0 . 0 )
{
i f (  c o n t r o l l  ! = 0 . 0 )
i f ( p h i = » 9 0 . 0  & &  1 = = 1 )
{
i f ( ( b r k [ 1 ] + b r k [ 2 ] + b r k [ 3 ] ) ! = 0 . 0 )
{
f o r ( i = l ; i < = n s e n s o r ; i + + )
{
x [ i ] = r t  [ i ] * c o s ( p h i t [ i ] * M _ P I / 1 8 0 . 0 ) ;  
y [ i ] = r t  [i]>t>s in ( p h i t  [ i ] * M _ P I / 1 8 0 . 0 )  ; 
if ( r t [ i ] = = 0 . 0 )  
s e n s o r - - ;
}
t l l = t l 2 = c l = c 2 = 0 . 0 ;  
f o r ( i = l ; i < = n s e n s o r ; i + + )
{
t l l + = x [ i ] * x [ i ]  ; 
t l 2 + * x [ i ] ; 
c l + = y [ i ] * x [ i ]  ; 
c 2 + = y [ i ] ;
> .
t 2 2 * d o u b l e  ( s e n s o r ) ; 
t 2 1 = t l 2 ;
d o t e r m i n a n t * t l l * t 2 2 - t 2 1 * t l 2 ;
2 I S
k l l = t 2 2 / d e t e r m i n a n t ;
k l 2 = - t l 2 / d e t e r m i n a n t ;
k 2 1 - - t 2 1 / d e t e r m i n a n t ;
k 2 2 = t 1 1 / d e t e r m i n a n t ;
d d p p = k l l * c l + k l 2 i ' c 2 ;
b a p p = k 2 1 t < c l + k 2 2 * c 2 ;
r = f a b s ( b a p p ) / s q r t ( a a p p * a a p p + 1.0 ) ;
t,hota= 1 8 0 . 0 * a t a n 2  ( b a p p /  ( a a p p * a a p p + l . 0) , - a a p p * b a p p /  ( a a p p * a a p p + l . 0) ) / M _ P I ;
}
Oise
{
r = r m a x ; 
t h o t a = 1 5 . 0 ;
}
}
i f ( p h i = = 1 3 5 . 0  kb. 1 = = 1 )
{
/ /  T o  f u s e  r a n g e  a n d  a z i m u t h  e s t i m a t e s  f o r  c o r n e r :
1f ( ( b r k [ 1 ] + b r k [ 2 ] + b r k [ 3 ] ) ! = 0 . 0 )
r= ( b r k  [ 1 ] * r t  [ 1] + b r k [2] * r t  [2] + b r k  [3] t<rt [3]) / ( b r k  [1] + b r k [2] + b r k  [3] ) ;
e l s e  
r = r m a x ;
i f ( ( b t h e t a [ 1 ] + b t h e t a [ 2 ] + b t h e t a [ 3 ] ) ! = 0 . 0 )
t h e t a = ( p h i t [ 1 ] » b t h e t a [ l ] + p h i t [ 2 ] » b t h e t a [ 2 ] + p h i t [ 3 ] » b t h e t a [ 3 ]  )
/ ( b t h e t a C l ] + b t h e t a [ 2 ] + b t h e t a [ 3 ] ) ;
e l s e
t h o t a = 1 5 .0;
}
/ /  T o  w r i t e  t h e  f u s e d  r a n g e  a n d  a z i m u t h  e s t i m a t e s  t o  a n  o u t p u t  f i l e ;  
i f ( ( p h i = = 9 0 l l p h i = = 1 3 5 ) & & l = l )
f p r i n t f ( f o u t 2 . " \ n  y.f y.f y.f y.f y.f y.f y.f y.f y.f y . f " . s t d n . p h i . r t [ l ]  .
p h i t [ l ] , r t [ 2 ] , p h i t [ 2 ] , r t [ 3 ] , p h i t [ 3 ] , r , t h e t a ) ;
// T o  a s s i g n  b e l i e f  v a l u e s  t o  t h e  f u s e d  t h e  r a n g e  a n d  a z i m u t h  e s t i m a t e s :  
b r = ( r m a x - r ) / ( r m a x - r m i n ) ;
b t h = ( t h e t a r a a x - f m o d ( f a b s ( t h e t a ) , 1 5 . 0 ) ) / t h e t a m a x ;
/ /  T o  f u s e  t h e  b e l i e f  v a l u e s  w h i c h  a r e  a s s i g n e d  t o  t a r g e t  b y  e a c h  s e n s o r  
/ /  p a i r ;
f o r ( k « 2 ; k < = 3 ; k + + )
{
c o n f l i c t = l - b c [ k - l ] » b p [ k ] - b c [ k ] » b p [ k - l ] ;
b p [ k ] * ( b p [ k - 1 ] » b p [ k ] + b p [ k ] » b u [ k - 1 ] + b p [ k - 1 ] » b u [ k ] ) / c o n f 1 i c t ; 
b e [ k ] = ( b e [ k - 1 ] » b e [ k ] + b c [ k ] » b u [ k - l ] + b c [ k - 1 ] » b u [ k ] ) / c o n f l i c t ; 
b u [ k ] = b u [ k - 1 ] » b u [ k ] / c o n f l i c t ;
}
b a p * b p [ 3 ]
b a c = b c [ 3 ]
b a u = b u [ 3 ]
g e t s t a t i s t i c s ( p h i ) ;
}
}
p h i + + :
> w h i l e ( p h i  < 1 8 0 . 0 ) ;
>
p r o b t * ( c o u n t t / c o u n t ) ; 
p r o b f “ ( c o u n t f / c o u n t ) ; 
p r o b u “ ( c o u n t u / c o u n t ) ;
/ /  T o  p r i n t  t h e  p r o b a b i l i t i e s  t o  a n  o u t p u t  f i l e  i n  t h e  f o r m  of: a m p l i t u d e  
/ /  n o i s e  s t a n d a r d  d e v i a t i o n  ( s t d n ) , p r o b a b i l i t y  o f  c o r r e c t  c l a s s i f i c a t i o r  
/ /  ( p r o b t ) ,  p r o b a b i l i t y  o f  m i s c l a s s i f i c a t i o n  ( p r o b f ), p r o b a b i l i t y  o f 
/ /  u n k n o w n  ( p r o b u ) .
f p r i n t f  ( f o u t l , "  y,.15f y,.15f y,.15f '/..15f \ n "  ,s t d n ,p r o b t ,p r o b f ,p r o b u )  ;
c o u n t t » 0 . 0  
c o u n t f « 0 .0 
c o u n t u * 0 . 0  
c o u n t » 0 . 0 ;
s t d n + = 0 .001; 
> w h i l e ( s t d n  < =  0 . 0 2 ) ;
1 !): A (' i - I -  i)r<)nniiii <■'> iissi^-ii Ixilid ' viilurs l.o i)limc, con icr iiiid
,l( 111»· HM I Ic r  l o r  il .sillf!,l(' s r i i . s o r  |)< lir:
^ i n c l u d e  < s t d i o . h >
» i n c l u d e  < m a t h . h >
» i n c l u d e  < i o s t r e a m . h >
» i n c l u d e  < C o m p l e x . h >
» i n c l u d e  < s t d l i b . l i >
» i n c l u d e  < s t d d e f . h >
» i n c l u d e  < s t r i n g . h >
C o m p l e x  z [ 3 ] ; 
d o u b l e  c = 3 4 3 . 3 ;  
d o u b l e  d = 0 . 5 ;  
d o u b l e  r m a x = 8 . 0 ;  
d o u b l e  r m i n = 0 . 1 ;  
d o u b l e  t,hetaO= 1 2 . 0 ;
i n t  N;
d o u b l e  Aaa,A a b , A b a , A b b , t a a , t a b , t b a . t b b . r a a . r a b . r b a . r b b . r , t h e t a , t h e t a c , b p ,  
b c , b a c , b u , b r , b t h e t a , m a x a c , m a x p , m a x c , b e l [ l O ] [10];
c h a r  t a r t y p e C l O O O ] [ 12];
/ /  F o r  r a n g e  e s t i m a t i o n  f o r  a n  a c u t e  c o r n e r :
z [ l ] = ( - C o m p l e x ( c l , 0 . 0 ) + s q r t ( C o m p l e x ( c l , 0 . 0 ) » C o m p l e x ( c l ,0.0) 
- C o m p l e x ( 4 . 0 , 0 . 0 ) » C o m p l e x ( c 2 , 0 . 0 ) » C o m p l e x ( c O , 0 . 0 ) ) )
/ ( C o m p l e x ( 2 . 0 , 0 . 0 ) » C o m p l e x ( c 2 , 0 . 0 0 0 0 0 0 1 ) ) ;  
z [2] = ( - C o m p l e x ( c l , 0 . 0 ) - s q r t ( C o m p l e x ( c l , 0 . 0 ) » C o m p l e x ( c 1 , 0 . 0 )  
- C o m p l e x ( 4 . 0 , 0 . 0 ) » C o m p l e x ( c 2 , 0 . 0 ) » C o m p l e x ( c O , 0 . 0 ) ) )
/ ( C o m p l e x ( 2 . 0 , 0 . 0 ) » C o m p l e x ( c 2 , 0 . 0 0 0 0 0 0 1 ) ) ;
/ /  T o  e s t i m a t e  r a n g e  v a l u e  r f o r  t h e t a  is n o t  e q u a l  0:
f o r ( l » l ; K » 2 ; l + + )
{
z [ l ] - = C o m p l e x ( d » d / 2 . 0 , 0 . 0 ) ;  
z [ l ] / = C o m p l e x ( 2 . 0 , 0 . 0 ) ;  
z [ l ] = p o w ( z [ l ] ,0. 5 ) ;
i f ( f a b s ( i m a g ( z [ l ] ) ) < = 0 .004)
{
i f ( r e a l ( z [ l ] ) >  0 . 0  ¿ft r e a l ( z [ l ] )  < = 7 . 0 )
<
r = r e a l ( z [ l ] );
}
>
// z[l] and z[2] are the roots of this polynomial.
void ostimation(void)
{
double c2,c3,c0,cl,c4,rb;
Complex b; 
int 1;
// c0,cl and c2 are the coefficients of the second-order polynomial 
// in range estimation for an acute corner.
c O = d » d » r a b * r a b * p o w ( ( r a a » r a a / ( r b b » r b b ) ' H  . 0 ) , 2 . 0 ) ;
c 1 = (raa»raa/( r b b » r b b ) + 1 . 0 ) » ( r a a » r a a - ( 1 . 0 / ( r b b » r b b ) )
» ((.rab»rab+d»d)» (raa»raa+rbb»rbb) -(rab»rab-d»d)»(rab»rab-d»d) )) ; 
c 2 = p o w ( (raa»raa/(rbb»rbb)-l. 0 ) , 2 . 0 ) ;
/ /  T o  e s t i m a t e  r a n g e  v a l u e  r f o r  t h e t a = 0 :
i f ( f a b s ( i m a g ( z [ l ] )) > 0 . 0 0 4  & &  f a b s ( i m a g ( z [ 2 ] ) )  > 0 . 0 0 4  )
{
r = s q r t ( d * d » ( d » d + r a b » r b b - r a b * r a b - r b b » r b b ) / ( 4 . 0 » ( ( r a b - r b b ) * ( r a b - r b b ) - d * d /
}
/ /  T o  e s t i m a t e  t h e t a  a n d  t h e t a c :
r b = ( 2 .0* r » r - t d » d /2 .0 ) / ( ( r a a » r a a / ( r b b » r b b )  + l .0)) ;
c 4 = ( r / d + d / ( 4 . 0 » r ) ) » ( 1 . 0 - r a a » r a a / ( r b b » r b b ) ) / ( r a a » r a a / ( r b b » r b b ) + 1 . 0 ) ;
i f ( c 4 > = - 1 . 0  & 4  c 4 < * 1 . 0 )
{
t h e t a = 1 8 0 . 0 » a s i n ( c 4 ) / M _ P I ;
c 3 = s q r t ( r b b » r b b » ( r a a » r a a / ( r b b » r b b ) + 1 . 0 ) / ( 4 . 0 » ( 2 . 0 » r » r + d » d / 2 . 0 ))); 
i f ( c 3 > = - 1 . 0  & &  c 3 < = 1 . 0 )
{
t h e t a c = 1 8 0 . 0 » a s i n ( c 3 ) / M _ P I ;
>
t a a = b ;
f s c a n f  (f in, "'/,lf " ,&b) ; 
t a b = b ;
f s c a n f  ( f i n , "'/,I f "  ,4b) ; 
t b a = b ;
f s c a n f  ( f i n ,  "*/,I f  " , 4 b ) ; 
t b b = b ;
mainO
{
F I L E  » f i n ;  
F I L E  » f o u t ;
f i n = * f o p e n ( " d a t a . d a t "  , " r") ;
/ /  i n p u t  f i l e  d a t a . d a t  c o n t a i n s  A a a ( t h e t a ) , A a b ( t h e t a ) ,  A b a ( t h e t a ) , A b b ( t h e t a ) . 
/ /  t a a ( t h e t a ) ,  t a b ( t h e t a ) , t b a ( t h e t a ) , t b b ( t h o t a )  in o r d e r ,  
f o u t = f o p e n ( " b e l i e f .d a t " ," w " ) ;
i n t  k; 
d o u b l e  a , b ;
m a x p = l .0; 
m a x c = 1.0; 
m a x a c = l .0;
k = l ;
w h i l e d  f e o f  ( f i n ) )
{
f s c a n f  (f in, "*/,lf" , 4 b ) ; 
A a a = b ;
f s c a n f  ( f i n , "*/,lf " ,4b) ; 
A a b = b ;
f s c a n f  ( f i n ,  "V.lf " , 4 b )  ;
A b a = b ;
f s c a n f  ( f i n ,  "'/.If " , 4 b )  ;
A b b = b ;
f s c a n f  (fin,'"/,If " , 4 b ) ;
r a a » c » t a a ;
r a b » c * t a b ;
r b a * c » t b a ;
r b b » c * t b b ;
b p = b c = b a c = b u * 0 .0;
/ /  A c u t e  c o r n e r  i d e n t i f i c a t i o n :
i f (  ( t a a - t a b ) > 0 . 0  4 4  ( t b b - t b a ) > 0 . 0  )
{
b a c = ( t a a - t a b ) » ( t b b - t b a ) ;
b p - 0 . 0 ;
b c * 0 .0;
e s t i m a t i o n O  ;
b r » ( r m a x - r ) / ( r m a x - r m i n ) ;
b t h e t a = ( t h e t a 0 - f a b s ( t h e t a ) ) / t h e t a 0 ;
t a r t y p e [ k ] « " A C U T E C O R N E R " ; 
i f ( b a c > m a x a c )
{
m a x a c » b a c ;
>
>
/ /  P l a n e - c o r n e r  i d e n t i f i c a t i o n :
e l s e  i f (  ( t a b - t a a ) > 0 . 0  II ( t b a - t b b ) > 0 .0 )
{
if (  ( A a a - A a b ) > 0 . 0  4 4  ( A b b - A b a ) > 0 .0 )
{
b p » ( A a a - A a b ) » ( A b b - A b a ) ; 
b c * 0 . 0 ;
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bac=0.О ;
r=(raa+rbb)/2.0;
theta=180*asin((raa+rbb)/d)/M_PI; 
br=(rmax-r)/(rmax-rinin) ; 
btheta=(thetaO-fabs(theta))/theta0; 
thetac=0.0; 
tartypeCk]="PLANE 
if(bp>maxp)
{
inaxp=bp;
>
}
else if( (ЛаЬ-Лаа)>0.0 II (Aba-Abb)>0.0 )
{
bc=fabs((Aab-Aaa))+fabs((Aba-Abb)); 
bp=0.0; 
bdc=0.0;
r=(raa*raa+rbb*rbb-d*d/2.0)/2.0;
theta=180>t'asin( (raa*raa+rbb*rbb)/(2.0*d*r) )/M_PI;
br=(nnax-r)/(rmax-rmin);
bthota=(thetaO-fabs(theta))/theta0;
thetac=0.0;
tartypeCk]="C0RNER
if(bc>maxc)
{
maxc=bc;
}
}
else
{
bp=0.0; 
bc=0.0; 
bdc=0.0; 
r=0.0; 
theta=0.0;
Vhetac=0.0; 
br-^0.0; 
btheta=0.0; 
tartypeCk]="UNKN0WN
}
}
e l s e
{
b p * 0 .0;
b c * 0 .0;
b a c = 0 .0;
r = 0 . 0 ;
t h e t a * 0 .0;
t h e t a c = 0 . 0 ;
b r = 0 . 0 ;
b t h e t a » 0 . 0 ;
t a r t y p e C k ] = " U N K N 0 W N
}
b u * 1 . 0 - ( b p + b c + b a c ) ;
b e l C k ] C l ] “ b p; 
b e l C k ]  C 2 ] = b c ;  
b e l C k ] C 3 ] = b a c ;  
b e l C k ] C 4 ] = b u ;  
b e l C k ]  C 5 ] » r ;  
b e l C k ] C 6 ] » t h e t a ;  
b e l C k ] C 7 ] = t h e t a c ;  
b e l C k ] C 8 ] » b r ;  
b e l C k ] C 9 ] * b t h e t a ;
k + + ;
>
N » k - 1 ;
f o r ( k » l ; k < N ; k + + )
{
/ /  S c a l i n g  o f  b e l i e f  v a l u e s :
a = b e l C k ] C l ] / m a x p ;  
b e l C k ] C l ] “ a; 
a = b e l C k ] C 2 ] / m a x c ;  
b e l C k ]  C 2 ] = a ;  
a « b e l C k ] C 3 ] / m a x a c ;
b o l C k ] C 3 ] = a ;
b e l C k ]  C 4 ] = 1 . 0 - ( b e l C k ]  C l ] + b e l C k ]  C 2 ] + b e l C k ]  СЗ] ) ;
/ /  T o  p r i n t  t h e  b e l i e f  v a l u e s  a n d  e s t i m a t e d  p a r a m e t e r s :  b ( p l a n e ) ,  b ( c o r n e r ) ,  
/ /  b ( d c u t e  c o r n e r ) ,  b ( u n k n o w n ) ,  r, t h e t a ,  t h e t a c  w h i c h  is a s s i g n e d  t o  0 f o r  
/ /  p l a n e  a n d  c o r n e r ,  b ( r ) ,  b ( t h e t a )  i n  o r d e r :
fprintf(fout,"\n y.s ’/,.15f y,.15f 7,.15f ’/..ISf 7 , . 1 5 f  7,.15f 7 , A 5 f  7 , A S f  */..15f", 
tartypeCk] ,belCk] Cl] ,belCk] C2] ,belCk] СЗ] ,belCk] C4] ,belCk] C5] , 
bel Ck] C6] , bel Ck] C7] , bel Ck] C8] , bel Ck] C9] ) ;
}
f c l o s e ( f i n ) ; 
f c l o s e ( f o u t ) ;
}
l’m-^ r.ıın 10: Л (-I-+ piognmi Гог Г(‘а1.иг(' fusion Гог tlirrc .srii.sor pairs wIkmo 
Ilır Ir.ilnirs .irr: plane, corner and acni.c corner:
#include <3tdio.h>
» i n c l u d e  < m a t h . h >
» i n c l u d e  < i o s t r e a m . h >
» i n c l u d e  < s t d l i b . h >
» i n c l u d e  < s t d d e f . h >
» i n c l u d e  < s t r i n g . h >
d o u b l e  r m a x = 8 . 0 ;  
d o u b l e  r m i n = 0 .1; 
d o u b l e  t h e t a 0 = 1 2 . 0 ;
i n t  N;
d o u b l e  b p , b c , b a c , b u , b p s C 4 ] , b c s C 4 ] , b a c s C 4 ] , b u s C 4 ] ;
mainO
(
F I L E  >ffinl;
F I L E  * f i n 2 ;
F I L E  =i'fin3;
F I L E  * f o u t ;
f i n l = f o p e n ( ' ' d a t a l  . d a t "  , " r " )  ; 
f i n 2 = f o p e n ( " d a t a 2 . d a t " ," r " ) ; 
f i n 3 = f o p e n ( " d a t a 3 . d a t " , " r " ) ; 
f o u t » f o p e n ( " f u s e d b e l i e f s .d a t " ," w " ) ;
i n t  k; 
d o u b l e  b;
k » l ;
w h i l e O f e o f ( f i n l )  kk ! f e o f ( f i n 2 )  kk ! f e o f ( f i n 3 ) )
{
/ /  T o  r e a d  t h e  b e l i e f  v a l u e s  w h i c h  a r e  a s s i g n e d  t o  t a r g e t  b y  e a c h  s e n s o r  
/ /  f r o m  t h e  c o r r e s p o n d i n g  i n p u t  f i l e s ;  
f s c a n f  (f i n i , "'/,lf " ,&b) ; 
b p s C l ] * b ;
f s c a n f  ( f i n l , "'/,lf " ,&b) 
b c s C l ] * b ;
f s c a n f  ( f i n l , '"/,lf " ,4b) 
b a c s C l ] = b ;
f s c a n f  ( f i n l , "*/,lf " ,4b) 
b u s C l ] = b ;
f s c a n f  ( f i n 2 , "'/,lf " ,4b) 
b p s C 2 ] » b ;
f s c a n f  (f in2, "'/,lf " ,4b) 
b c s C 2 ] » b ;
f s c a n f  ( f i n 2 ,  If " ,4b) 
b a c s C 2 ] » b ;
f s c a n f  ( f i n 2 , "*/,lf " ,4b) 
b u s C 2 ] » b ;
f s c a n f  ( f i n 3 ,  '"/.If " ,4b) 
b p s C 3 ] » b ;
f s c a n f  (fin 3 , " 7 . 1 f "  ,4b) 
b c s C 3 ] » b ;
f s c a n f  ( f i n 3 , " ’/,If " , 4 b )  
b a c s C 3 ] » b ;
f s c a n f  ( f i n 3 ,  If " ,4b) 
b u s C 3 ] » b ;
/ /  T o  f u ü Q  t h e  b e l i e f  v a l u e s  w h i c h  a r e  a s s i g n e d  t o  t a r g e t  b y  e a c h  s e n s o r  p a i r  
f o r ( k = 2 ; k < = 3 ; k + + )
{
c o n f l i c t = l - b c s [ k - 1 ] * b p s [ k ] - b c s [ k ] » b p s [ k - 1 ] - b c s [ k ] * b a c s [ k - 1 ]
-bacs[ k ]»bcs[ k - 1 ] -bacs[ k - 1 ]»bps[ k ]-bps[ k - 1 ]»bacs[k] ; 
bps[k] = (bps[ k - 1 ] »bps[ k ]+bps[ k ]»bus[ k - 1 ]+bps[ k - 1 ]»bus[ k ])/conflict ; 
bcs[ k ]=(bcs[ k - 1]»bcs[ k ]+bcs[ k ]»bus[ k - 1 ] +bcs[ k - 1 ]»bus[ k ])/conflict; 
bcs[k] = (bacs[ k - 1 ] »bacs[ k ]+bacs[ k ]»bus[ k - 1 ]+bacs[ k - 1 ]»bus[ k ])/conflict ; 
bus[ k ]=bus[ k - 1 ] »bus[ k ]/conflict ;
}
b p = b p s  [3]; 
b c = b c s [3]; 
b a c = b a c s [3]; 
b u = b u s [3];
/ /  T o  w r i t e  t h e  f u s e d  b e l i e f  v a l u e s  t o  a n  o u t p u t  f i l e  i n  t h e  f o r m  o f  b ( p l a n e ) ,
/ /  b ( c o r n e r ) ,  b ( a c u t o  c o r n e r ) ,  b ( u n k n o w n ) .
f p r i n t f  ( f o u t l , "  y..l5f 7,.15f 7,.15f 7..15f \ n "  , b p , b c , b a c , b u )  ;
# D e f i n i t i o n s  o f  c o n n e c t i o n s :
c o n n e c t  I n p u t H i d d e n l  I n p u t  t o  H i d d e n l  
c o n n e c t  H i d d e n l H i d d e n 2  H i d d e n l  t o  H i d d e n 2  
c o n n e c t  H i d d e n 2 0 u t p u t  H i d d e n 2  t o  O u t p u t
# p r o c e d u r e  f o r  a c t i v a t i n g  n e t w o r k  f o r w a r d :
p r o c e d u r e  a c t i v a t e  
i n p u t  I n p u t  
f o r w a r d  I n p u t H i d d e n l  
a c t i v a t i o n  H i d d e n l  
f o r w a r d  H i d d e n l H i d d e n 2  
a c t i v a t i o n  H i d d e n 2  
f o r w a r d  H i d d e n 2 0 u t p u t  
a c t i v a t i o n  O u t p u t  
t a r g e t  O u t p u t  
e n d
# p r o c e d u r e  f o r  t r a i n i n g  n e t w o r k :
}
l*iu»riiiii I I: A IMiiNcI, pio^ r^iim l.o calnilal.c l.lic wciglil. values in all laycMs 
(>r Mental tiel.works usiii;^  baekpiopagalioii algoril.liin:
# D e f i n i t i o n s  o f  l a y e r s :
l a y e r  I n p u t  1 5 5  # n u m b e r  o f  n e u r o n s  i n  t h e  i n p u t  l a y e r
l a y e r  H i d d o n l  5 0  # n u m b e r  o f  n e u r o n s  i n  t h e  f i r s t  h i d d e n  l a y e r
l a y e r  H i d d e n 2  2 5  # n u m b e r  o f  n e u r o n s  i n  t h e  s e c o n d  h i d d e n  l a y e r
l a y e r  O u t p u t  7 # n u m b e r  o f  n e u r o n s  i n  t h e  o u t p u t  l a y e r
p r o c e d u r e  l e a r n  
c a l l  a c t i v a t e  
b a c k w a r d  H i d d e n 2 0 u t p u t  
d e l t a  H i d d e n 2  
b a c k w a r d  H i d d e n l H i d d e n 2  
d e l t a  H i d d e n l  
l e a r n  I n p u t H i d d e n l  
l e a r n  H i d d e n l H i d d e n 2  
l e a r n  H i d d e n 2 0 u t p u t  
l e a r n b i a s  O u t p u t  
l e a r n b i a s  H i d d e n 2  
l e a r n b i a s  H i d d e n l  
e n d
# d e f i n i t i o n s  o f  i n p u t / t a r g e t  b u f f e r s :
t a r g e t  7 
i n p u t  1 55
Progiaiii 12: A MiiUal) program l.o (4)m|)ul.(· tlir otil.pul. of Mic iiniral iiol.- 
vvorks. Program 10 сам also he used for l.liis purpose iu PlaNH, t'liviroumcul. 
but. ill is Mol. coMV(MiicMİ. lor l.(‘sl.iiig (,lic uH.work wil.li many U'sl.iug pallcrus.
f u n c t i o n  o * n n e t w o r k ( x )
7, i n p u t  m a t r i x  x c o n t a i n s  t h e  t r a i n i n g  p a t t e r n s  t h e  n u m b e r  o f  c o l u m n  is 
7, t h e  n u m b e r  o f  i n p u t s  t o  t h e  n e u r a l  n e t w o r k  a n d  t h e  n u m b e r  o f  r o w s  is 
7. t h e  n u m b e r  o f  p a t t e r n s  t o  b e  t e s t e d .
7. T o  l o a d  t h e  w e i g h t  m a t r i c e s  o f  n e u r a l  n e t w o r k  :
l o a d  W 1 .d a t ; 
l o a d  W 2 . d a t ;  
l o a d  W 3 . d a t ;
x-=x' ;
0 -  [];
[ k , 1 ] - s i z e ( x ) ;
d = l .0 » o n o s ( s i z e ( [ 1 : 1 ] ) ) ;
d l = [ x ; d j ;
x = d l ;
x l = W l » x ;
v l = a c t i v a t i o n ( x l )  ; 7. f i n d s  t h e  i n p u t  l a y e r  r e s p o n s e
[ k , l j = s i z e ( v l ) ;
d - 1 . 0 » o n e s ( s i z o ( [ 1 : 1 ] ) ) ;
d l = [ v l ; d ] ;
v l = d l ;
x 2 = W 2 » v l ;  7. f i n d s  t h e  h i d d e n  l a y e r  r e s p o n s e  
v 2 = a c t i v a t i o n ( x 2 ) ;
[ k , 1 ] = s i z e ( v 2 ) ;
d = l .0 * o n e s ( s i z e ( [ 1 : ! ] ) ) ;
d l = [ v 2 ; d ] ;
v 2 = d l ;
x 3 = W t o t a l 3 » v 2 ;
v 3 - a c t i v a t i o n ( x 3 ) ; 7# f i n d s  t h e  o u t p u t
[ k , 1 ] = s i z e ( v 3 ) ; ”
f o r  j = l : l  
o l = v 3 ( : , j ) ;
[ . i , b ] = m a x ( o l ) ;
0 1 -  z e r o s ( s i z o ( o l ) ) ; 
o l ( b ) = l .0; 
o = [ o ; o l ’] ;
e n d ;
Program 13: A mal.lab piogram wliicli is a sigmoid limctiou used as au 
acl.ivat.ioM I'm m c Iİo m İm Program 12:
f u n c t i o n  y = a c t i v a t i o n ( x ) ;
[ k , l ] * s i z e ( x ) ; 
f o r  i » l : k  
f o r  j = l : l
y ( i , j ) » 1 . 0 / ( 1 . 0 + e x p ( - x ( i , j ) ) ) ;
e n d ;
e n d ;
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