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Resume { La plupart des algorithmes d'egalisation aveugle au second ordre bases sur le surechantillonnage du signal recu a des
performances mediocres quand le signal recu a une bande passante reduite. Or, le ltre a identier provient de l'eet conjugue
d'un ltre de mise en forme (connu) et d'un canal de propagation (inconnu). Nous analysons, ici, les consequences de cette
connaissance partielle du ltre dans le cadre de la methode sous-espace introduite par Moulines et al.
Abstract { Most of the second order based fractionnally sampled blind equalizers are known to perform poorly in the context
of band limited signals. We know that, the lter comes from ther conjuguate eect of a shaping lter (known) and a multipath
channel (unknown). In this paper, we analyse the consequences of this partial knowledge of the lter in the case of the subspace
method introduced by Moulines et al.
1 Introduction
On suppose qu'une suite de symboles fv
n
g
n2Z
, centree,
i.i.d., circulaire, gaussienne, de variance 1 pour simplier,
est emise par le biais d'une modulation lineaire a travers
un canal a trajets multiples. Le signal a temps continu
~y(t) recu au niveau du recepteur s'ecrit sous la forme :
~y(t) =
X
n2Z
v
n
~
h(t, nT )
avec T la periode symbole et
~
h(t) une fonction inconnue.
Pour reconstituer les symboles emis, il est necessaire
d'identier ce ltre (en pratique, une version echantillon-
nee) an de compenser l'interference entre symboles intro-
duit par ce ltre.
Ce probleme necessite l'utilisation soit des statistiques
d'ordre superieur a 2, soit de la cyclostationnarite du si-
gnal ~y(t). Dans ce dernier cadre, Tong et al [1] ont recem-
ment montre, sous des conditions theoriques peu restric-
tives, qu'il etait possible de resoudre le probleme d'iden-
tication aveugle en surechantillonnant le signal ~y(t) d'un
facteur 2 pour simplier l'expose. En posant y(n) = ~y(n
T
2
)
et h
k
=
~
h(k
T
2
), il apparait que
y(n) =
P
X
k=0
h
k
u
n k
= [h(z)]u(n)
ou u
n
est la suite denie par u
2n
= v
n
et u
2n+1
= 0
et ou h(z) =
P
P
k=0
h
k
z
 k
. La suite fu
n
g
n2Z
et donc le
signal fy(n)g
n2Z
sont cyclostationnaires de frequences cy-
cliques 0 et
1
2
. Sous reserve que les polyno^mes h(z) et
h(,z) n'ont pas de zero commun, alors la donnee des deux
cyclospectres permet d'identier h(z).
Divers algorithmes performants bases sur cette idee ont
ete proposes depuis Tong et al [1]. Dans de nombreux

titulaire d'une bourse DGA-CNRS
systemes de communication numerique, le ltre de mise
en forme (connu) utilise pour engendrer le signal module,
a une bande passante reduite. En reception, lors du sure-
chantillonnage, la contraction de l'echelle des frequences,
rend le signal y(n) a bande limitee. Et il a ete observe que
les performances de ces algorithmes sont d'autant plus
decevantes que la bande du signal y(n) est limitee. Dans
une communication recente [5], les causes des mauvaises
performances des algorithmes au second ordre, bases sur
la methode dite sous-espace introduite dans [2], ont ete
etudiees. Ces algorithmes, dans le cas de signaux a bande
limitee, n'utilise aucune information frequentielle sur un
certain intervalle. Ceci conduit a avoir une indetermina-
tion sur h(z) sur ce me^me intervalle. Cependant [5] montre
aussi que cette perte d'information n'est pas irremedia-
ble si on utilise un estimateur du ltre approprie, de type
(( ajustement d'autocorrelation )). Cependant cette derniere
approche est de mise en oeuvre tres complexe. Dans [6],
il a ete montre qu'en combinant les methodes d'(( ajuste-
ment d'autocorrelation )) et sous-espace, on simpliait les
algorithmes tout en conservant de bonnes performances
asymptotiques. D'autres solutions, beaucoup moins com-
plexes, sont envisageables ([7], [8]), en introduisant une
connaissance a priori sur la structure du ltre h(z). Notre
but, dans ce papier, est de voir si cet apport d'informa-
tion leve l'ambigute sur l'indetermination du ltre h(z),
estime par la methode sous-espace.
La suite fv
n
g
n2Z
est emis gra^ce a un ltre de mise en
forme ~g(t) (connu), de type cosinus sureleve de facteur
d'exces de bande  et construit pour un debit de
1
T
. On
obtient comme signal analogique emis :
~x(t) = ~g(t)  v
n
=
X
n2Z
v
n
~g(t, nT ) (1)
Le signal recu, ~y(t), passe dans un canal (inconnu) a L+
1 trajets dont les attenuations et les retards sont notes
respectivement f
k
g
k=0;:::;L
et f
k
g
k=0;:::;L
. Il advient que
~y(t) =
L
X
k=0

k
~x(t, 
k
) (2)
En utilisant (1) et (2), on obtient aisement, dans les do-
maines temporel et frequentiel, les expressions suivantes
du ltre :
~
h(t) =
L
X
k=0

k
~g(t, 
k
),
~
H(f) =
~
G(f)(f)
avec
~
H et
~
G les transformees de Fourier de
~
h(t) et de
~g(t), et avec (f) =
P
L
k=0

k
e
 2i
k
f
. On note g(z) la
fonction de transfert du ltre ~g(t) echantillonne au debit
2
T
, supposee causale, sans engendrer de restrictions.
Comme
~
G(f), et donc
~
H(f), ont une largeur de bande
inferieure a
2
T
, en utilisant la formule de Poisson a la
periode T
e
=
T
2
, il apparait que
~
H

f
T
e

= T
e
h(e
2if
) et
~
G

f
T
e

= T
e
g(e
2if
)
en frequence normalisee. Du fait des proprietes de
~
G(f), il
est clair g(e
2if
) et h(e
2if
) sont nuls hors de l'intervalle
W = [,

2
;

2
]. Il advient que
h(e
2if
) = g(e
2if
)

f
T
e

) h(e
2if
) = g(e
2if
)I
W


f
T
e

avec I
W
l'indicatrice de l'intervalle W . Comme I
W
(
f
T
e
)
est a bande limitee, on sait qu'il existe sur W , un polyno^-
me
1
c(e
2if
) =
P
K
k=0
c
k
e
2ikf
, obtenu par la formule de
Poisson, tel que h(e
2if
)  g(e
2if
)c(e
2if
) pour f 2 W .
Comme g(e
2if
) est nul sur le complementaire de W , on
peut etendre cette relation a tout l'espace des frequences.
Donc
h(e
2if
)  g(e
2if
)c(e
2if
); 8f 2

,
1
2
;
1
2

(3)
avec g(z) connu et c(z) inconnu.
Cet article est organise de la maniere suivante :
Nous introduisons d'abord un outil [3] qui permet d'e-
tudier la methode sous-espace dans le cas de signaux a
bande limite. Apres un bref rappel sur la methode sous-
espace, nous l'adaptons a notre connaissance a priori (3)
du ltre. Ensuite nous analysons clairement cette nouvelle
methode sous espace avec contraintes. Enn nous estimons
les performances asymptotiques de ce nouvel algorithme
et conrmons par la-me^me les analyses developpees dans
la precedente partie.
Notations On note c = [c
0
; : : : ; c
K
]
T
. h(e
2if
) etant
numeriquement nul sur le complementaire de W , on a :
h(e
2if
)  0 si f 2

,
1
2
;,

2

[


2
;
1
2

(4)
On pose aussi I
1
= [,
1
2
;,

2
] [ [

2
;
1
2
[, I
+
2
= [
1 
2
;

2
],
I
 
2
= [,

2
;,
1 
2
], I
2
= I
+
2
[ I
 
2
et I
3
= [,
1 
2
;
1 
2
].
1
on peut toujours se ramener au cas c(z) causal.
2 Les Suites Spherodales
Les suites spherodales aplaties de l'intervalle I
1
[ I
2
de taille N denies dans [3] sont les vecteurs propres (de
norme 1) fk
N;j
g
j=1;N
de la matrice K
N
:
K
N
=
Z
I
1
[I
2
D
N 1
(e
2if
)D
T
N 1
(e
2if
)df
avec D
N 1
(e
2if
) = [1; : : : ; e
 2iNf
]
T
. Il est bien connu
que cette matrice est mal conditionnee, pourN assez grand
et bien conditionnee pour N petit. Dans le cas N as-
sez grand, aux fk
N;j
g
j=1;s
correspondant aux plus pe-
tites valeurs propres, on associe des ltres FIR k
N;j
(z)
qui verient k
N;j
(e
2if
)  0 si f 2 I
1
[ I
2
. Il est pos-
sible de montrer que s  (1 , )N . En d'autres termes,
les ltres RIF k
N;j
(z) pour j = 1; s, associes aux s plus
petites spherodales de l'intervalle I
1
[ I
2
, sont a bande
limitee et de bande I
3
.
3 La Methode sous-espace
Par souci de simplicite, nous supposons que le degre P
du ltre h(z) est impair, et nous posons P = 2M + 1.
A partir du signal cyclostationnaire y(n), provenant de
l'echantillonnage a
T
2
du signal continu ~y(t), on construit
par (( empilement )) le signal vectoriel de dimension 2, Y (n)
= [y(2n+ 1) y(2n)]
T
. On constate que Y est stationnaire,
et que Y (n) = [H(z)]v
n
, ou H(z) est le ltre 1 entree / 2
sorties dont les deux composantes sont les parties impaires
et paires de h(z), i.e.,
H
1
(z
2
) =
h(z), h(,z)
2z
 1
H
2
(z
2
) =
h(z) + h(,z)
2
(5)
Soient N M et Y
N
(n) = [Y
T
(n) : : : Y
T
(n,N)]
T
. L'idee
de la methode sous-espace consiste a remarquer que, si
N  M , alors H(z) peut-e^tre identie de facon unique
a partir du projecteur orthogonal 
N
sur le noyau de la
matrice de covariance R
N
(h) = T
N
(h)T

N
(h) de Y
N
(n) si
ses composantes sont premieres entre elles, (T
N
(h) etant
la matrice de Sylvester de taille 2(N + 1)  (N + M +
1) associee au ltre H(z) deni par h(z)), i.e., si h(z) et
h(,z) n'ont pas de zero commun.
En d'autres termes, si au polyno^me F (z) =
P
M
k=0
F
k
z
 k
on associe le polyno^me scalaire f(z) = F
2
(z
2
)+z
 1
F
1
(z
2
)
et le vecteur f = [f
0
;    ; f
2M+1
]
T
de ses coecients, alors
la forme quadratique
f ! Trace(T

N
(f)
N
T
N
(f)) = f

Qf
possede un noyau de dimension 1 engendre par le vecteur
h associe a h(z).
En pratique R
N
(h), 
N
et Q sont evaluees a partir des
donnees et on estime le vecteur associe a H(z) par le vec-
teur propre associe a la plus petite valeur propre de l'es-
timee
^
Q de Q.
L'etude du cas bande limitee montre que la matrice Q
est en fait tres mal conditionnee, i.e., son noyau numerique
est de dimension plus grande que 1. Il en resulte evidem-
ment que l'estimation de H(z) fournie par la methode
sous-espace est de tres mauvaise qualite.
Nous redonnons ici une expression approchee de Q [5].
Pour ceci, on pose 
N
(e
2if
) =
P
2N+1
k=0

k;N
e
 2ikf
ou les

k;N
sont les colonnes elementaires de 
N
.
Q 
Z
I
1
Q
1
(e
2if
)Q

1
(e
2if
)df+
Z
I
+
2
Q
2
(e
2if
)Q

2
(e
2if
)df
Q
1
(e
2if
) = D
2M+1
(e
2if
)

N
(e
 2if
)
Q
2
(e
2if
) = Q
1
(e
2if
) Q
1
(e
2i(f+1=2)
)
Compte tenu de la forme de Q, il est clair que
k

2(M+1);j
Qk
2(M+1);j
 0
pour j = 1; s, avec s = 2(1 , )(M + 1). Donc le noyau
(( numerique )) de Q contient, outre le vecteur h, les vec-
teurs fk
2(M+1);j
g
j=1;s
. Par consequent, on peut rajou-
ter a h(e
2if
) n'importe quel polyno^me provenant d'une
combinaison lineaire des plus petites suites spherodales
fk
2(M+1);j
g
j=1;s
sans pour autant modier sensiblement
la valeur de la forme quadratique associee aQ. La methode
sous-espace ne donne donc que fort peu d'indications sur
les valeurs prises par h(e
2if
) pour f 2 I
3
.
4 Methode sous-espace contrainte
Comme h(z) provient d'un ltrage de g(z) (connu) par
c(z) (inconnu), le lien entre les vecteurs associes a ces fonc-
tions de transfert est le suivant :
h = T
T
(g)c
avec T (g) la matrice de Sylvester de taille (K+1)(2M+
2) associee au ltre g(z). Notre but, maintenant, est d'es-
timer le vecteur c de taille K + 1 et gra^ce a la relation
precedente, on obtiendra directement l'estimee du ltre
h. Puisque h minimise la forme quadratique Q, il est clair
que c est le vecteur de taille K + 1 qui minimise la forme
quadratique Q
c
qui s'ecrit :
Q
c
= T (g)QT
T
(g)
Donc l'estimee du vecteur c, notee
^
c, sera le vecteur qui
minimise l'estimee de Q
c
. Et l'estimee du ltre h, notee
^
h,
sera donnee par la relation suivante,
^
h = T
T
(g)
^
c. Il est fa-
cile de montrer que Q
c
a une forme frequentielle analogue
a celle de Q et qui s'ecrit :
Q
c

Z
I
1
C
1
(e
2if
)C

1
(e
2if
)df +
Z
I
+
2
C
2
(e
2if
)C

2
(e
2if
)df
C
1
(e
2if
) = D
K+1
(e
2if
)g

(e
2if
)

N
(e
 2if
)
C
2
(e
2if
) = C
1
(e
2if
)  C
1
(e
2i(f+1=2)
)
En utilisant des raisonnements analogues au paragraphe
precedent et les proprietes sur le noyau numerique de K,
il apparait que, quand K est tres petit (i.e. K = 1 ou
K = 2), la matrice K est parfaitement conditionnee et
donc Q
c
aussi, ce qui implique une estimation consistante
du ltre h. Par contre, quand K est assez grand, le noyau
numerique de Q
c
possede, outre le vecteur c, les s plus pe-
tites spherodales de taille (K + 1) de l'intervalle I
1
[ I
2
.
Dans ce cas, cette mauvaise estimation de c implique-t-elle
une mauvaise estimation de h ? On considere
^
c, l'estima-
teur du vecteur c.
^
c est la somme du vecteur c et d'une
combinaison lineaire de suites spherodales. Du point de
vue frequentiel, du fait que les spectres des ltres RIF
associes a ces spherodales sont numeriquement nuls sur
I
1
[ I
2
et non nul sur I
3
, il apparait que c(e
2if
) est
bien estime sur I
1
[ I
2
et mal evalue sur I
3
. Comme
h(z)  g(z)c(z) et que g(e
2if
) est non nul sur I
3
, la mau-
vaise evaluation de c(e
2if
) sur cet intervalle se repercute
automatiquement sur celle de h(e
2if
). Donc, quand K
est assez grand, on sait le vecteur h est estime a un sous-
espace pres de dimension (1,)(K+1) et qu'on ne connait
que peu d'indications sur h(e
2if
) pour f 2 I
3
.
Les simulations qui suivent, conrment notre analyse
sur Q
c
. On a considere un ltre de mise en forme en cosi-
nus avec  =
1
5
, ce qui donne  =
3
5
et s = 3. On choisit
deux canaux de propagation dont les retards sont propor-
tionnels a
T
2
an d'avoir une egalite parfaite dans (3). Les
deux canaux possedent des retards maximaux de 5T et
T
2
ce qui donne respectivement pour c(z) un polyno^me de
degre 9 et 1.
Tab. 1: Valeurs propres de Q
c
vs. deg(c(z))
deg(c(z))= 9 deg(c(z))= 1
9,7e-02 5,7e-02 5,3e-03 3,1e-04 6,1e-05 3,3e-01
8,1e-05 2,4e-06 6,0e-06 5,0e-07 3,3e-15 1,4e-16
Tab. 2: Valeurs prises par la forme quadratique Q
c
ap-
pliquee aux spherodales de taille 10, avec deg(c(z))= 9
k

K;j
Q
c
k
K;j
avec j < s inffk

K;l
Q
c
k
K;l
; l  sg
1,6e-6 6,8e-5 3,5e-4 2,0e-2
Donc l'ecacite de la methode sous-espace avec con-
traintes depend fortement du degre du polyno^me c(z) :
plus le degre de c(z) est grand et plus l'espace d'indeter-
mination de h(z) est grand. La methode sous-espace avec
contraintes a donc de pietres performances.
5 Performances asymptotiques
Ce phenomene peut aussi e^tre analyse en terme de per-
formances statistiques asymptotiques de l'estimateur du
ltre h(e
2if
), dans le cas ou les observations sont bruitees
par un bruit blanc, gaussien, circulaire, centre et de va-
riance 
2
. On note
 C, la matrice de covariance de l'estimateur de h pour
la methode sous-espace sans connaissance a priori
sur la structure du ltre.
 C
h
la matrice de covariance asymptotique de l'es-
timateur du ltre h, dans le cadre de la methode
sous-espace avec contraintes.
 C
c
la matrice de covariance asymptotique de l'esti-
mateur du vecteur c.
Il est facile de constater que le lien associant ces deux
dernieres matrices est le suivant :
C
h
= T (g)C
c
T
T
(g)
D'apres [4] les matrices C et C
c
s'ecrivent comme suit :
C
c
= Q
#
c
T (g)P

D


1
DPT
T
Q
#
c
C = Q
#
P

D


1
DPQ
#
avec
P = Id
M+1



0 1
1 0

D =
Z
1
0
D
M+N
(e
2if
)D
T
M
(e
2if
)

N
(e
2if
)df
avec 
N
= [
0;N
; : : : ;
N;N
] ou les 
k;N
sont les blocs
de taille 2(N + 1) 2 et avec 
N
(z) =
P
N
k=0

k;N
z
 k
.

1
= T
 L
N
(h)

N

2
T
 L
N
(h)
T


N
;

2
=
Z
1
0
D
N
(e
2if
)D
T
N
(e
2if
)
 S
T
(e
2if
)

D
N
(e
2if
)D

N
(e
2if
)
 S(e
2if
)df
S(e
2if
) = H(e
2if
)H

(e
2if
) + 
2
Id
2
, T
 L
N
(h) l'inverse
a gauche de T
N
(h).
Les deux gures ci-dessous fournissent une etude spec-
trale des matrices de covariance asymptotique calculees a
partir des ltres decrits dans la partie precedente et pour
un Rapport Signal a Bruit de 60dB. Il apparait claire-
ment que la matrice C est constamment mal conditionnee,
puisque ces valeurs propres maximales sont tres grandes.
Par contre, pour la matrice C
h
, le conditionnement est
dierent car fonction du degre de c(z). Pour K = 9,
la matrice n'a pas ete reconditionnee, me^me si l'espace
d'indetermination du ltre a diminue de dimension et ce
parce que K est toujours inferieur a M . Pour K = 1, la
-100
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Fig. 1: Valeurs propres (en dB) de la matrice C (ligne )
et de la matrice C
h
(ligne ) pour deg(c(z))= 9.
matrice a ete reconditionnee puisqu'il n'y a plus d'espace
d'indetermination pour le ltre a identier.
6 Conclusion
Dans [5] il a ete montre que le ltre h, a bande limitee,
a identier ne pouvait e^tre determine qu'a un sous-espace
pres, dans le cadre d'algorithme de type methode sous-
espace introduite par [2]. Pour lever cette indetermination,
il paraissait interessant de rajouter des connaissances a
-50
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Fig. 2: Valeurs propres (en dB) de la matrice C (ligne )
et de la matrice C
h
(ligne ) pour deg(c(z))= 1.
priori sur la structure du ltre dans la methode sous-
espace. Ces connaissances se resumaient a dire que le ltre
h provenait de la contribution d'un ltre de mise en forme
(connu) et d'un canal de propagation a trajets multiples
(inconnu). Nous avons montre que l'indetermination du
probleme pouvait e^tre soulevee quand le degre du canal
de propagation etait tres faible. Dans l'autre cas, l'espace
des indeterminations a certes ete reduit en taille par rap-
port a la methode sans contraintes, mais il existe toujours.
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