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Résumé
Cette thèse s’inscrit dans le contexte de la statistique des valeurs extrêmes. Elle y apporte
deux contributions principales.
Dans la littérature récente en statistique des valeurs extrêmes, un modèle de queues de
distributions a été introduit afin d’englober aussi bien les lois de type Pareto que les lois à
queue de type Weibull. Les deux principaux types de décroissance de la fonction de survie
sont ainsi modélisés. Un estimateur des quantiles extrêmes a été déduit de ce modèle
mais il dépend de deux paramètres inconnus, le rendant inutile dans des situations
pratiques. La première contribution de cette thèse est de proposer des estimateurs de ces
paramètres. Insérer nos estimateurs dans l’estimateur des quantiles extrêmes précédent
permet alors d’estimer des quantiles extrêmes pour des lois de type Pareto aussi bien que
pour des lois à queue de type Weibull d’une façon unifiée. Les lois asymptotiques de nos
trois nouveaux estimateurs sont établies et leur efficacité est illustrée sur des données
simulées et sur un jeu de données réelles de débits de la rivière Nidd se situant dans le
Yorkshire en Angleterre.
La seconde contribution de cette thèse consiste à introduire et estimer une nouvelle
mesure de risque appelé Conditional Tail Moment. Elle est définie comme le moment
d’ordre a ≥ 0 de la loi des pertes au-delà du quantile d’ordre α ∈ ]0, 1[ de la fonction
de survie. Estimer le Conditional Tail Moment permet d’estimer toutes les mesures de
risque basées sur les moments conditionnels telles que la Value-at-Risk, la Conditio-
nal Tail Expectation, la Conditional Value-at-Risk, la Conditional Tail Variance ou la
Conditional Tail Skewness. Ici, on s’intéresse à l’estimation de ces mesures de risque dans
le cas de pertes extrêmes c’est-à-dire lorsque α tend vers 0 lorsque la taille de l’échan-
tillon augmente. On suppose également que la loi des pertes est à queue lourde et qu’elle
dépend d’une covariable. Les estimateurs proposés combinent des méthodes d’estima-
tion non-paramétrique à noyau avec des méthodes issues de la statistique des valeurs
extrêmes. Le comportement asymptotique de nos estimateurs est établi et illustré aussi
bien sur des données simulées que sur des données réelles de pluviométrie provenant de
la région Cévennes-Vivarais.
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Abstract
This thesis can be viewed within the context of extreme value statistics. It provides two
main contributions to this subject area.
In the recent literature on extreme value statistics, a model on tail distributions which
encompasses Pareto-type distributions as well as Weibull tail-distributions has been in-
troduced. The two main types of decreasing of the survival function are thus modeled.
An estimator of extreme quantiles has been deduced from this model, but it depends on
two unknown parameters, making it useless in practical situations. The first contribution
of this thesis is to propose estimators of these parameters. Plugging our estimators in
the previous extreme quantiles estimator allows us to estimate extreme quantiles from
Pareto-type and Weibull tail-distributions in an unified way. The asymptotic distribu-
tions of our three new estimators are established and their efficiency is illustrated on a
simulation study and on a real data set of exceedances of the Nidd river in the Yorkshire
(England).
The second contribution of this thesis is the introduction and the estimation of a new risk
measure, the so-called Conditional Tail Moment. It is defined as the moment of order a ≥
0 of the loss distribution above the quantile of order α ∈ (0, 1) of the survival function.
Estimating the Conditional Tail Moment permits to estimate all risk measures based
on conditional moments such as the Value-at-Risk, the Conditional Tail Expectation,
the Conditional Value-at-Risk, the Conditional Tail Variance or the Conditional Tail
Skewness. Here, we focus on the estimation of these risk measures in case of extreme
losses i.e. when α converges to 0 when the size of the sample increases. It is moreover
assumed that the loss distribution is heavy-tailed and depends on a covariate. The
estimation method thus combines nonparametric kernel methods with extreme-value
statistics. The asymptotic distribution of the estimators is established and their finite
sample behavior is illustrated both on simulated data and on a real data set of daily
rainfalls in the Cévennes-Vivarais region (France).
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Introduction générale
“La loi des grands nombres et la distribution gaussienne, fondements de l’étude sta-
tistique des grandeurs moyennes, échouent à rendre compte des événements rares ou
extrêmes. Pour ce faire, des outils statistiques plus adaptés existent . . . mais ne sont pas
toujours utilisés !”
Rama Cont
Dans la nuit du 31 janvier au 1er février 1953, de très fortes tempêtes traversant la mer du
Nord balayèrent les côtes flamandes et néerlandaises d’ouest en est. Après que plusieurs
digues eurent cédé, les provinces néerlandaises de la Hollande et de la Zélande furent
particulièrement touchées. Les conséquences de ce raz-de-marée furent désastreuses. On
dénombra plus de 2 500 morts, 47 000 habitations inondées et 10 000 détruites, 200 000
hectares de terres inondées, 30 000 têtes de bétail noyées, environ 9% des fermes des
Pays-Bas inondées et plus de 400 brèches dans les digues.
A la suite de cette tempête, le gouvernement néerlandais décida la mise en place du
“plan Delta” pour se prémunir contre une nouvelle inondation. Il fallut construire un
nouveau réseau de digues renforcées de plus de 500 km le long de la côte de la mer du
Nord.
Un comité composé de nombreux scientifiques, parmi lesquels des statisticiens, se réunit
afin d’étudier le phénomène et proposer ainsi des recommandations sur les hauteurs
des digues. Il fallut prendre en compte des facteurs économiques (coût de construction,
coût des inondations,...), des facteurs physiques (rôle du vent sur la marée,...), mais
aussi les hauteurs de marées enregistrées lors des précédentes inondations. En 1953, les
inondations avaient entraîné une montée des eaux à 3.85 mètres au-dessus du niveau de
la mer, soit largement en-deçà des 4 mètres atteints le 1er novembre 1570, soit 382 ans
auparavant.
1
Introduction générale 2
Le but était de construire des digues assez grandes, de telle sorte qu’aucune vague ne les
dépasse dans un horizon de 10 000 ans. Autrement dit, il convenait de déterminer quelle
serait la hauteur de la plus grande vague dans un horizon de temps de 10 000 ans.
La difficulté résidait dans le fait que, pour calculer la hauteur des digues et donc la
hauteur maximale d’une vague qui n’a jamais eu lieu, le comité d’experts devait se baser
sur les informations des années précédentes ; or il n’y avait que très peu de données
disponibles en particulier pour des événements de cette ampleur.
Figure 1: Vues aériennes d’Oude Tonge, au nord de la Zélande, le 3 février 1953, après
le raz-de-marée. Source : Wikipédia.
Le 4 octobre 1986 marqua l’achèvement du plan Delta aux Pays-Bas. Il s’agit du plus
grand chantier de génie civil de tous les temps. Il permit de relier toutes les îles côtières
de la province de Zélande par des digues.
Après calcul, le comité d’expert estima que ces digues devraient mesurer au moins 5
mètres, estimation fondée sur l’utilisation de techniques statistiques empruntées à la
théorie des valeurs extrêmes qui constitue le sujet de la présente thèse.
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De la nécessité d’une théorie
Il est d’un grand intérêt de se prémunir contre les risques extrêmes, qu’ils résultent d’une
crise financière, d’un accident nucléaire ou d’une catastrophe naturelle, compte tenu des
répercussions humaines, économiques et financières que ces derniers peuvent avoir.
Les inondations de 1570 et de 1953 peuvent nous conduire à nous interroger sur une pos-
sible récurrence de ces événements. Le but serait d’être en mesure de prédire l’apparition
de tels phénomènes, leurs impacts et le retour de ces derniers. Pour cela, il convient de
définir précisément ce qu’est un événement extrême.
Un événement extrême est un événement qui a une faible probabilité de se produire
mais qui, lorsqu’il se produit, prend de très petites ou de très grandes valeurs et a un
grand impact. On notera la différence avec un événement rare qui, par définition, est un
événement dont la probabilité d’occurence est faible. Le fait qu’un événement soit rare
n’implique pas qu’il soit extrême ; il est dépourvu de la notion de quantifiabilité (petites
ou grandes valeurs). A l’inverse, tout événement extrême est rare au sens où il a une
faible probabilité de se produire.
De la difficulté d’estimer des événements extrêmes
Les mathématiques, et plus particulièrement la théorie probabiliste, nous offre des outils
très puissants permettant de prédire le hasard et donc de le contrôler. La discipline
reliant cette théorie aux événements de tous les jours est la statistique. Cette dernière a
pour but d’utiliser les données disponibles afin d’en retirer le maximum d’informations
et de modéliser au mieux la loi du hasard régissant le phénomène.
De fait, les événements extrêmes se prêtent difficilement à la modélisation puisque par
définition les données sont peu nombreuses et peuvent même être inexistantes. L’infor-
mation la plus précise est celle contenue dans les valeurs les plus extrêmes observées.
A l’inverse, on dispose d’un grand nombre d’observations pour les événements plus fré-
quents. La difficulté réside dans le fait de prédire des événements extrêmes à l’aide
d’événements fréquents. On doit donc, à partir de peu de données, construire un modèle
nous permettant d’extrapoler et de prédire un événement sans commune mesure.
La théorie des valeurs extrêmes fournit une base mathématique probabiliste rigoureuse
sur laquelle il est possible de construire des modèles statistiques permettant de prévoir
l’intensité et la fréquence de ces événements extrêmes. Selon Kotz et Nadarajah [125]
et Reiss [145], les premiers développements de cette théorie sont attribués à Nicolas
Bernoulli en 1709. Fuller fut probablement le premier à en faire application en 1914.
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De nombreux domaines d’applications
La théorie des valeurs extrêmes trouve à s’appliquer dans de nombreux domaines tels
qu’en fiabilité [64], en métallurgie [16] et en astrophysique [44]. Elle intéresse également
les sciences de l’environnement, avec la modélisation de grands feux de forêts [2] ainsi
que la climatologie [153] et la météorologie [31, 35, 85].
Dans un premier article, Einmahl et Magnus [66] proposèrent une application aux temps
limites de records en athlétisme ; dans un second, ils s’intéressèrent plus particulièrement
à l’estimation du temps minimal possible sur 100m [67].
Aarssen et de Haan [1] proposèrent des résultats afin de calculer l’âge limite possible
de l’être humain. Pour d’autres exemples d’applications, se référer au livre de Reiss et
Thomas [146]. Au sujet de la mise en garde d’une mauvaise utilisation de la théorie des
valeurs extrêmes, on citera Bouleau [23].
Le domaine d’application historique reste l’hydrologie [49, 107, 156], notamment suite
aux travaux de Jules Emile Gumbel en 1954 [108] et son ouvrage [109] en 1958. Plus
récemment l’utilisation de la théorie des valeurs extrêmes a été vivement recommandée
par le rapport Flood Study Report NERC [137] afin de modéliser les lois de probabilités
des maxima annuels de précipitations et de crues. Ce rapport, établi en 1975, utilise
et teste de nombreux outils statistiques issus de la théorie des valeurs extrêmes sur
un très grand nombre de jeux de données de crues de rivières et de pluviométrie en
Grande-Bretagne.
Deux autres principaux domaines d’applications sont l’actuariat afin de se prémunir
contre des sinistres ayant un grand impact [18, 26, 148, 152] et la finance [70–73, 133].
“With globalisation increasing, you will see more crises. Our whole focus is on extremes
now–what is the worst that can happen to you in any situation– because we never want
to go through that again.”
John Meriweather
Il existe également quelques articles de vulgarisation scientifique visant à introduire
la problématique et les applications de la théorie des valeurs extrêmes. Citons notam-
ment Matthews [131] qui donne une très bonne vue d’ensemble. En finance, se référer
notamment aux articles de Cont [37, 38], mais également au livre de Taleb [160] et à son
article [161].
Enfin, à l’usage de statisticiens intéréssés par la théorie des valeurs extrêmes, on conseillera
vivement la lecture des ouvrages de Coles [34] et Beirlant et al. [16].
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Organisation de la thèse Cette thèse s’organise en trois chapitres.
• Le chapitre 1 présente un état de l’art en théorie des valeurs extrêmes, et plus parti-
culièrement sur l’estimation des quantiles extrêmes qui est la problématique de cette
thèse. Tout d’abord, on se limitera au cas univarié réel, où l’on présentera les prin-
cipaux résultats et définitions de la théorie des valeurs extrêmes utiles dans nos tra-
vaux. Après avoir introduit le comportement du maximum d’un échantillon dans la
Partie 1.1, on présentera les deux principaux outils servant à modéliser le comporte-
ment des valeurs extrêmes : la loi des valeurs extrêmes Partie 1.2 et la loi des excès
Partie 1.3. On s’intéressera ensuite à la caractérisation des domaines d’attraction dans
la Partie 1.4. Enfin on rappellera les différentes méthodes d’estimation de quantiles
extrêmes Partie 1.5. Dans la dernière Partie 1.6 on se penchera sur le cas univarié réel
en présence d’une covariable. On passera en revue la littérature sur l’estimation des
quantiles extrêmes dans ce contexte de régression avec covariable qui a été peu abordé.
• Le chapitre 2, s’intéresse à une nouvelle famille de lois introduite par Gardes et al.
[88]. Un estimateur des quantiles extrêmes y est proposé, mais il dépend d’un para-
mètre inconnu, le rendant inutile dans des situations pratiques. On commencera dans
la Partie 2.1 par une introduction motivant nos travaux. On rappellera ensuite dans
la Partie 2.2 le cadre d’étude et le modèle de Gardes et al. [88]. Puis l’on présentera
nos contributions théoriques dans la Partie 2.3. Ces contributions consistent dans un
premier temps à proposer un estimateur de ce paramètre inconnu. A la suite de quoi
cela nous permettra d’estimer des quantiles extrêmes. Les lois asymptotiques de nos
estimateurs sont établies et leur efficacité est illustrée dans la Partie 2.4 sur des don-
nées simulées et sur un jeu de données réelles. Ce dernier provient du rapport Flood
Study Report NERC [137] et consiste en des crues de la rivière Nidd en Grande Bre-
tagne. On finira par donner des perspectives dans la Partie 2.5. En dernier lieu, la
Partie 2.6 exposera les preuves de nos résultats théoriques. Les contributions de ce
chapitre ont fait l’objet de l’article El Methni et al. [69] paru en 2012.
• Au chapitre 3, on commencera dans la Partie 3.1 par une introduction sur la notion de
mesure de risque où l’on motive nos travaux. On introduira ensuite dans la Partie 3.2
une nouvelle mesure de risque que l’on appellera le Conditional Tail Moment. Estimer
le Conditional Tail Moment permet d’estimer toutes les mesures de risque basées sur
les moments conditionnels telles que la Value-at-Risk, la Conditional Tail Expecta-
tion, la Conditional Value-at-Risk, la Conditional Tail Variance, ou la Conditional
Tail Skewness. Ici, on s’intéressera à l’estimation de ces mesures de risque dans le cas
de pertes extrêmes. On supposera aussi que la loi des pertes est à queue lourde et
qu’elle dépend d’une covariable. Nos méthodes d’estimation combinent des méthodes
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d’estimation non-paramétrique à noyau avec des méthodes issues de la statistique des
valeurs extrêmes. Dans la Partie 3.3 on établira le comportement asymptotique de
nos estimateurs. On illustrera dans la Partie 3.4 ces comportements sur des données
simulées où l’on mettra en place une procédure nous permettant de choisir les para-
mètres de nos estimateurs. Enfin on appliquera cette procédure et nos estimateurs à
un jeu de données réelles pluviométriques provenant de la région Cévennes-Vivarais se
situant dans le sud de la France. On donnera quelques perspectives dans la Partie 3.5.
Les preuves de nos résultats théroriques se trouvent dans la dernière Partie 3.6. Les
contributions de ce chapitre ont fait l’objet du rapport de recherche El Methni et al.
[68] soumis pour publication.
La conclusion de ce mémoire exposera les perspectives à donner à nos travaux.
Chapitre 1
Présentation de la théorie des valeurs
extrêmes univariées
Résumé
Dans ce chapitre, on regroupe des définitions et des résultats sur la théorie des valeurs
extrêmes dans le cas univarié réel. Après avoir introduit le comportement du maximum
dans la Partie 1.1, on présentera les deux principaux outils servant à modéliser le com-
portement des valeurs extrêmes d’un échantillon : la loi des valeurs extrêmes Partie 1.2
et la loi des excès Partie 1.3. On s’intéressera ensuite à la caractérisation des domaines
d’attraction dans la Partie 1.4. Enfin, on rappelera les différentes méthodes d’estimation
de quantiles extrêmes Partie 1.5. Dans la dernière Partie 1.6, on présentera la théorie
des valeurs extrêmes univariées en présence d’une covariable et en particulier l’estima-
tion de quantiles extrêmes conditionnels.
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1.1 Introduction au comportement du maximum d’un échan-
tillon
“There is always going to be an element of doubt, as one is extrapolating into areas one
doesn’t know about. But what extreme value theory is doing is making the best use of
whatever data you do have about extreme phenomena.”
Richard Smith
La théorie des valeurs extrêmes a pour but d’étudier et de caractériser le comportement
des valeurs extrêmes d’un échantillon de variables aléatoires. On souhaite estimer des
petites probabilités ou des quantités dont la probabilité d’observation est très faible,
c’est-à-dire proche de zéro. Ces quantités sont appelées quantiles ; on parle de quantile
extrême lorsque l’ordre du quantile (probabilité d’observation) converge vers zéro quand
la taille de l’échantillon tend vers l’infini.
Ces quantiles extrêmes se situent dans les queues de distributions des lois de probabilité.
Ainsi, à l’inverse de l’approche statistique classique qui s’intéresse au comportement
moyen et à la variabilité des phénomènes autour de la moyenne, on s’intéresse ici au
comportement des queues de distributions. Que pouvons-nous dire du comportement du
maximum ou du minimum d’un phénomène si la loi de probabilité qui le régit n’est pas
connue ?
Comme évoqué dans l’introduction générale, un exemple d’application historique est
l’hydrologie. En effet, si l’on dispose d’un échantillon de hauteurs d’eau annuelles d’un
cours d’eau, on peut se poser plusieurs questions intéressantes sur les événements ex-
trêmes. En particulier :
(1) Quelle est la hauteur d’eau qui est atteinte ou dépassée pour une faible probabilité
donnée ?
(2) Pour une "grande" hauteur d’eau fixée, qu’elle est la probabilité d’observer une
hauteur d’eau qui lui sera supérieure ?
La théorie des valeurs extrêmes permet de répondre à ce type de questions.
Plaçons-nous dans un cadre statistique et considérons n variables aléatoires réelles
Y1, . . . , Yn indépendantes et identiquement distribuées (i.i.d.) de fonction de réparti-
tion F (y) = P(Y ≤ y). Rangeons ces variables aléatoires par ordre croissant, on notera
dans la suite l’échantillon ordonné :
Y1,n ≤ · · · ≤ Yn,n.
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Remarquons que les statistiques d’ordre ne sont pas indépendantes par définition. Deux
statistiques d’ordre sont particulièrement intéressantes pour l’étude des événements ex-
trêmes : ce sont les deux statistiques extrêmes, autrement dit le minimum de l’échantillon
Y1,n et le maximum Yn,n. On notera qu’il est très facile de passer de l’un à l’autre à l’aide
de la relation :
Y1,n = −max(−Y1, . . . ,−Yn).
Ainsi, la suite des développements du présent chapitre se concentrera sur l’étude du
maximum. A partir de l’information apportée par ces variables aléatoires, on souhaite
estimer des quantiles extrêmes. Soit F (y) = 1−F (y) la fonction de survie, rappelons la
définition d’un quantile.
Définition 1.1. Le quantile d’ordre 1−α de la fonction de répartition F est défini par :
q(α) := F←(α) = inf{y : F (y) ≤ α} avec α ∈ ]0, 1[,
où F← est l’inverse généralisée de F . Par convention inf{∅} = ∞. Notons que l’in-
verse généralisée d’une fonction coïncide avec l’inverse classique lorsque la fonction est
continue.
Définition 1.2. Le quantile extrême d’ordre 1− αn de la fonction de répartition F est
défini par :
q(αn) := F
←(αn) avec αn → 0 quand n→∞.
En résumé, un quantile sera dit extrême si l’on remplace son ordre α par une suite αn → 0
quand n → ∞. Le fait que l’ordre αn → 0 quand n → ∞ indique que l’information la
plus importante pour estimer des quantiles extrêmes est contenue dans la queue de
distribution (voir Figure 1.1).
Statistiquement parlant, la question (1) se rapporte donc à l’estimation d’un quantile
extrême ou niveau de retour en hydrologie. Quant à la question (2), elle se rapporte
à l’estimation d’une "petite probabilité", ou de façon équivalente en hydrologie à une
période de retour.
Afin d’expliquer les notions de niveau de retour et de période de retour, considérons tout
simplement que l’on dispose d’un dé à 6 faces parfaitement équilibré. Cet exemple banal
est un cas classique en théorie des probabilités d’une variable aléatoire discrète suivant
une loi Uniforme sur [1 : 6]. Si le dé n’est pas pipé, alors la probabilité de tomber sur une
des 6 faces est de 1/6. Prenons par exemple la face relative au chiffre 2. On peut alors
s’attendre à obtenir cette face au bout d’un certain temps (certain nombre de lancers)
ou plus précisément on peut s’attendre à l’obtenir en moyenne tous les T = 6 lancers.
T est donc la période de retour.
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Figure 1.1: Quantiles extrêmes et queue de distribution.
Dans le cas d’une variable aléatoire continue Y , la probabilité que Y = y est nulle :
P(Y = y) = 0. Cependant il y a une probabilité F (y) = P(Y ≥ y) que la variable
aléatoire Y soit égale ou supérieure à y. On a alors la fonction appelée période de retour
donnée par :
T (y) = 1
F (y)
.
Elle représente le nombre d’observations tel que, en moyenne, il y ait une observation
égale ou supérieure à y. Il est évident que la période de retour augmente lorsque y
augmente. On peut alors définir la fonction niveau de retour comme l’inverse de la
période de retour :
y(T ) = F←
( 1
T
)
= q
( 1
T
)
.
Le niveau de retour représente le niveau (d’eau par exemple) qui sera atteint ou dépassé
pour une certaine période de retour (de probabilité : 1/T ). Un niveau de retour à 1 an
revient à calculer le quantile d’ordre 1/365.25. Il est donc plus simple de s’exprimer en
termes de niveau de retour à un an que de parler de quantile d’ordre 0.2737851%. Ainsi
on peut mieux caractériser ce qu’est un événement extrême :
Un événement extrême est un événement dont le temps de retour est grand.
Quelle est alors la probabilité d’observer un événement extrême ayant une valeur plus
grande que le maximum de l’échantillon ? Autrement dit, quelle est la probabilité que le
quantile extrême soit plus grand que le maximum de l’échantillon ?
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Afin de simplifier on supposera F continue. Comme les variables aléatoires sont indé-
pendantes et identiquement distribuées, alors lorsque αn → 0 on a :
P(Yn,n < q(αn)) = P
(
n⋂
i=1
{Yi ≤ q(αn)}
)
=
n∏
i=1
P(Yi ≤ q(αn))
= Fn(q(αn)) (1.1)
= (1− αn)n
= exp(n log(1− αn))
= exp(−nαn(1 + o(1)).
La probabilité que le quantile extrême soit plus grand que le maximum de l’échantillon
dépend donc du comportement asymptotique de nαn. Ainsi, lorsque l’on souhaite estimer
des quantiles extrêmes, on doit faire la distinction entre deux cas qui sont fonction de
la vitesse de convergence de αn vers 0.
Premier cas : Si nαn →∞ alors, P(Yn,n < q(αn))→ 0.
Dans ce cas, on cherche à estimer un quantile qui se trouve avec une grande probabilité
dans l’échantillon. On est dans le cas où αn converge lentement vers 0, autrement dit cela
revient à supposer que le quantile q(αn) ne tend pas trop vite vers l’infini quand n→∞.
Dans une telle situation, l’estimation du quantile extrême requiert une interpolation
à l’intérieur de l’échantillon. Un estimateur naturel de ce quantile est la bnαnc ième
plus grande observation de l’échantillon, autrement dit la statistique d’ordre supérieur
Yn−bnαnc+1,n (où b.c est la fonction partie entière). Cet estimateur est asymptotiquement
gaussien (voir [50]). Remarquons que la condition nαn →∞ correspond à un temps de
retour Tn = 1/αn petit devant n
Second cas : Si nαn → 0 alors, P(Yn,n < q(αn))→ 1.
On cherche alors à estimer un quantile qui se trouve avec une grande probabilité en de-
hors de l’échantillon. Dans ce cas, l’estimateur de q(αn) ne peut être obtenu en inversant
simplement la fonction de répartition empirique :
F̂n(y) =
1
n
n∑
i=1
I{Yi ≤ y},
car F̂n(y) = 1 pour y ≥ Yn,n. On est dans le cas où αn converge rapidement vers 0,
autrement dit cela revient à supposer que le quantile q(αn) tend suffisament vite vers
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l’infini quand n→∞. Remarquons que la condition nαn → 0 correspond à un temps de
retour Tn grand devant n. Cela nécessite d’extrapoler les résultats de l’échantillon là où
il n’y a pas de données observées ; c’est ce qui se produit dans de nombreux domaines
d’application, parmi lesquels citons la fiabilité (Ditlevsen [64]), l’hydrologie (Smith [156]),
la finance (Embrechts et al. [71]), les assurances (Beirlant et Teugels [18] et Brodin et
Rootzén [26]), ainsi que la climatologie (Rootzén et Tajvidi [153]).
“Many real life questions require extrapolation, but since no data or only few has been
observed – as by definition extreme events are rare – essential estimations are more often
based on feeling than on fact. Extreme value theory is a branch of statistics that deals
with such rare situations and that gives a scientific alternative to pure guesswork.
Chavez–Demoulin et Armin Roehrl.
Le résultat (1.1) nous indique que pour d’estimer des quantiles extrêmes, on a besoin
de connaître le comportement du maximum de l’échantillon. Ce comportement est ca-
ractérisé par la fonction de répartition du maximum que l’on notera FYn,n . Toujours
d’après le résultat (1.1), on a FYn,n(y) = Fn(y). La loi F du phénomène étant inconnue
en pratique, le comportement de Fn sera encore plus difficile à étudier.
On peut cependant remarquer que :
lim
n→∞FYn,n(y) = limn→∞[F (y)]
n = I{y ≥ yF } =
 1 si y ≥ yF0 si y < yF (1.2)
où
yF = sup{y ∈ R, F (y) < 1},
est le point terminal de la loi F avec la convention sup{∅} = ∞. Le point terminal
yF représente la borne supérieure du support de la loi. Le résultat (1.2) nous indique
que la distribution du maximum Yn,n est une loi dégénérée. Ce résultat fournit très peu
d’informations sur le comportement de Yn,n. On aimerait obtenir une loi non dégénérée
pour le maximum.
L’idée est de procéder à une transformation. La plus connue en statistique est la norma-
lisation illustrée à travers l’exemple du théorème central limite qui, après normalisation,
donne la loi asymptotique (non dégénérée) de la moyenne de n variables aléatoires.
Dans la Partie 1.2 on commencera par énoncer le résultat fondamental de la théorie des
valeurs extrêmes univariées connu sous le nom de théorème de Fisher-Tippet-Gnedenko.
Il établit la loi asymptotique du maximum de l’échantillon Yn,n convenablement renor-
malisé.
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1.2 La loi des valeurs extrêmes
Historiquement, l’étude de la loi de probabilité du maximum d’un échantillon de n
variables a été la première approche pour décrire les événements extrêmes. Fisher et
Tippet [77] en 1928 ont, les premiers, déduit de manière heuristique les lois limites
possibles pour le maximum d’une suite de variables aléatoires indépendantes et de même
loi, avant que Gnedenko [97] en 1943 n’obtienne rigoureusement la convergence, dont la
preuve fut simplifiée par de Haan [48] en 1976. Les travaux de Von Mises [164] en 1936
et Jenkinson [122] en 1955 ont permis de donner une forme unifiée à ce résultat. Les
applications ont commencé suite aux travaux de Gumbel [108] en 1954, en particulier
en hydrologie.
Le théorème ci-dessous est fondamental en théorie des valeurs extrêmes car il établit la
loi asymptotique du maximum Yn,n convenablement normalisé d’un échantillon.
Théorème 1.3. Soit (Yn)n≥1 une suite de variables aléatoires indépendantes et identi-
quement distribuées de fonction de répartition F . S’il existe deux suites normalisantes
réelles (an)n≥1 > 0 et (bn)n≥1 ∈ R et une loi non-dégénérée Hγ telle que :
lim
n→∞P
(
Yn,n − bn
an
≤ y
)
= lim
n→∞F
n(any + bn) = Hγ(y), (1.3)
alors à une translation et un changement d’échelle près on a
Hγ(y) = exp
(
− (1 + γy)−1/γ+
)
, (1.4)
où γ ∈ R et z+ = max(0, z) .
Le cas γ = 0 dans l’équation (1.4) peut être vu comme le cas limite lorsque γ → 0. On
retrouve alors la loi de Gumbel ayant pour fonction de répartition :
H0(y) = exp (− exp (−y)) .
Le comportement limite du maximum normalisé est ainsi décrit par la fonction de ré-
partition Hγ pour la plus grande partie des lois usuelles. Hγ est appelée fonction de
répartition de la loi des valeurs extrêmes, en anglais “Generalized Extreme Value Distri-
bution” notée GEV. Une preuve détaillée de ce théorème peut être trouvée dans Resnick
[147] et dans Embrechts et al. [71].
Si l’on souhaite faire un parallèle avec le théorème central limite, la suite (an) jouerait
le rôle d’un paramètre d’échelle ou de dispersion et la suite (bn) celui d’un paramètre de
position. Ces suites ne sont pas uniques. Pour plus d’exemples de suites de normalisation
de chaque loi se référer à Embrechts et al. [71] page 145.
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L’unification du comportement du maximum en une seule fonction de répartition facilite
grandement l’étude du comportement du maximum. Cette loi dépend du seul paramètre
de forme γ appelé indice des valeurs extrêmes ou indice de queue. Comme on le verra tout
au long de cette thèse, γ est le paramètre clé de toute la théorie des valeurs extrêmes.
L’estimation de γ nous fournira le comportement de la queue de distribution. En effet,
selon son signe, on distingue trois domaines d’attraction dont quelques densités ont été
représentées pour γ fixé sur la Figure 1.2.
• si γ > 0, on dit que F appartient au domaine d’attraction de Fréchet [79], que l’on
notera D(Fréchet). Il contient les lois dont la fonction de survie est à décroissance
polynomiale, i.e. les lois à queues lourdes ou lois de type Pareto. Les lois de ce domaine
ont un point terminal yF infini.
• si γ < 0, on dit que F appartient au domaine d’attraction de Weibull, que l’on notera
D(Weibull). Toutes les lois de ce domaine d’attraction ont un point terminal yF fini.
• si γ = 0, on dit que F est dans le domaine d’attraction de Gumbel, que l’on notera
D(Gumbel). Il contient les lois dont la fonction de survie est à décroissance exponen-
tielle, i.e. les lois à queues légères.
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Figure 1.2: A gauche :Hγ . A droite : les densités associées à la loi des valeurs extrêmes
(noir : γ = 0, bleu : γ = 1 et rouge : γ = −1).
Un classement de nombreuses lois par domaine d’attraction est disponible dans Em-
brechts et al. [71] page 145. On donne une liste non exhaustive de l’appartenance des
lois à leur domaine d’attraction dans le Tableau 1.1.
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Fréchet (γ > 0) Gumbel (γ = 0) Weibull (γ < 0)
Pareto Normale Uniforme
Student Exponentielle Beta
Burr Log-normale ReverseBurr
Chi-deux Gamma
Fréchet Weibull
Log-gamma Benktander-type-I
Log-logistique Benktander-type-II
Cauchy Logistique
Gumbel
Table 1.1: Quelques lois et leurs domaines d’attraction
Illustrons le Théorème 1.3 à travers l’exemple d’une variable aléatoire Y suivant une loi
exponentielle de paramètre 1. Sa fonction de répartition est donnée par :
F (y) =
 1− e−y si y ≥ 0,0 si y < 0.
Le support de la loi étant R on a yF = +∞ d’où Yn,n P−→∞. Effectuons la normalisation
suivante :
P
(
Yn,n − log(n)
1 ≤ y
)
= P(Yn,n ≤ y + log(n))
= (F (y + log(n))n
= (1− exp(−y − log(n)))n
=
(
1− exp(−y)
n
)n
→ exp(− exp(−y))
quand n→∞.
Ainsi convenablement normalisé il apparait que Yn,n converge en loi vers une loi de
Gumbel. La convergence du maximum normalisé d’une loi exponentielle vers une loi de
Gumbel est illustrée dans la suite de figures données ci-après.
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Figure 1.3: En haut : fonction de répartition de la loi exponentielle de moyenne 1.
En bas : différentes puissances de fonctions de répartitions de la loi exponentielle de
moyenne 1.
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Figure 1.4: En haut : différentes puissances de fonctions de répartitions normalisées de
la loi exponentielle de moyenne 1. En bas : convergence de la loi du maximum normalisé
d’une loi exponentielle de moyenne 1 vers une loi de Gumbel.
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Il est irréaliste de croire que seul le maximum de l’échantillon permet de modéliser le com-
portement des valeurs extrêmes. Les autres grandes valeurs de l’échantillon contiennent
elles aussi de l’information sur la queue de distribution. L’approche par dépassements
de seuil est une alternative à la loi GEV dans la modélisation du comportement du
maximum d’un échantillon se basant sur les “grandes valeurs” de l’échantillon.
Elle se base sur le résultat mathématique (que nous détaillerons dans la partie suivante),
affirmant qu’il existe une équivalence entre la loi GEV et la loi des dépassements de seuil
aussi appelée loi des excès. La partie 1.3 est dédié au comportement limite des excès
au-delà d’un seuil assez grand.
1.3 La loi des excès
L’approche par dépassements de seuil, en anglais “Peaks-Over-Threshold approach” no-
tée POT, repose sur l’utilisation des statistiques d’ordre supérieur de l’échantillon. Elle
consiste à ne conserver que les observations dépassant un certain seuil. L’excès au-delà
du seuil est défini comme l’écart entre l’observation et le seuil.
Plus précisément, soit un échantillon de variables aléatoires i.i.d. Y1, . . . , Yn. Soit u un
seuil fixé (non aléatoire) tel que u < yF . Considérons les Nu observations Yi1 , . . . , YiNu
dépassant le seuil u. On appelle excès au-delà du seuil u les Zj := Yij−u, où j = 1, . . . , Nu
voir Figure 1.5 ci-dessous :
Figure 1.5: Excès au delà du seuil u.
On notera Fu la fonction de répartition de l’excès Z au delà du seuil u. La loi des excès
est celle de variables aléatoires i.i.d. admettant pour fonction de répartition Fu(y) =
P(Z ≤ y|Y > u) représentant la probabilité que la variable aléatoire Y ne dépasse pas
le seuil u de au moins une quantité y sachant qu’elle dépasse u. Fu décrit ainsi la loi de
Z sachant que Y > u. On peut la réécrire en fonction de F à l’aide du résultat suivant.
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On a pour y ≥ 0 :
Fu(y) = P(Z ≤ y|Y > u) = P(Y − u ≤ y|Y > u) = F (u+ y)− F (u)1− F (u) , (1.5)
ou de manière équivalente pour la fonction de survie :
F u(y) := P(Z > y|Y > u) = 1− Fu(y) = F (u+ y)
F (u)
. (1.6)
L’idée de l’existence d’une équivalence entre la loi GEV et la loi des excès est la suivante.
A l’aide du résultat donné dans le Théorème 1.3 pour n assez grand on a,
Fn(u) ≈ exp
(
−
(
1 + γ
(
u− bn
an
))−1/γ)
,
avec an > 0 et (bn, γ) ∈ R2. Ainsi,
n log(F (u)) ≈ −
(
1 + γ
(
u− bn
an
))−1/γ
. (1.7)
Si u est assez grand alors un développement limité donne :
log(F (u)) ≈ −(1− F (u)).
En remplaçant dans l’expression (1.7) on obtient pour u assez grand
1− F (u) ≈ 1
n
(
1 + γ
(
u− bn
an
))−1/γ
.
De même pour y > 0 on a,
1− F (u+ y) ≈ 1
n
(
1 + γ
(
u+ y − bn
an
))−1/γ
.
En remplaçant dans l’expression (1.6) on obtient :
Fu(y) ≈ 1−
(
1 + γ y
σ
)−1/γ
,
avec
σ = an + γ(u− bn). (1.8)
Les travaux de Balkema et de Haan [8] et de Pickands [141] donnent un résultat très
précis sur l’approximation de cette fonction de survie (ou de manière équivalente de la
fonction de répartition) lorsque le seuil u est proche du point terminal yF .
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Théorème 1.4. (Balkema et de Haan [8], Pickands [141]) F appartient au domaine
d’attraction de Hγ si et seulement si il existe σ > 0 et γ ∈ R tels que la loi des excès Fu
peut être uniformément approchée par une loi de Pareto généralisée notée Gγ,σ, i.e.
lim
u→yF
sup
y∈]0,yF−u[
|Fu(y)− Gγ,σ(y)| = 0
où
Gγ,σ(y) = 1−
(
1 + γ y
σ
)−1/γ
(1.9)
définie pour y ∈ R+ si γ ≥ 0 ou [0,−σ/γ[ si γ < 0.
Le cas γ = 0 dans l’expression (1.9) peut être vu comme le cas limite lorsque que γ → 0.
On a alors :
G0,σ(y) = 1− exp
(
− y
σ
)
, y ≥ 0.
On retrouve une loi exponentielle de paramètre 1/σ. Notons aussi que G−1,σ(.) corres-
pond à la loi uniforme sur [0, σ]. L’existence des moments de la GPD est liée à la valeur
de γ. En effet, le moment d’ordre m existe si et seulement si γ < 1/m.
0 1 2 3 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0 1 2 3 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Figure 1.6: A gauche : Gγ,1. A droite : les densités associées à la loi de Pareto géné-
ralisée (noir : γ = 0, bleu : γ = 1 et rouge : γ = −1).
Le Théorème 1.4 établit l’équivalence en loi du maximum (convenablement normalisé)
d’un échantillon vers une loi des valeurs extrêmes Hγ et la convergence en loi des excès
au-delà d’un seuil vers une loi de Pareto généralisée Gγ,σ, lorsque le seuil tend vers la
limite supérieure du support de F .
Ainsi les paramètres de la loi de Pareto généralisée, en anglais “Generalized Pareto
Distribution” notée GPD (voir expression (1.9)), ont un lien avec ceux de la GEV (voir
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expression (1.4)). Le paramètre d’échelle σ de la GPD est tel que σ = an + γ(u − bn)
(voir expression (1.8)). Le paramètre de forme γ est le même que dans la loi GEV, il
caractérise donc la lourdeur de la queue de la loi. La dualité qu’il existe entre la GPD
et la GEV met en évidence le rôle prépondérant de γ dans le comportement des valeurs
extrêmes.
En résumé le Théorème 1.4 suggère donc d’approcher la loi des excès de l’échantillon
par une distribution GPD lorsque le seuil u est choisi suffisament grand.
L’idée est résumée dans l’article Mandelbrot’s Extremism de Beirlant et al. [17]
Excess postulate : Up to scale, the distribution of excesses over a high threshold sta-
bilizes as the threshold u grows indefinitely large.
Une application de la GPD à la prédiction de vents extrêmes est réalisée dans l’article
de Brodin et Rootzén [26].
Dans la partie suivante on donnera les conditions pour que F appartienne à l’un des
trois domaines d’attraction ainsi que ses suites de normalisation (an) et (bn). On don-
nera de plus une caractérisation de la fonction quantile dans chacun des domaines. Ces
conditions étant basées sur la notion de fonctions à variations régulières, on commencera
par rappeler la définition de ces fonctions et quelques unes de leurs propriétés.
1.4 Caractérisation des domaines d’attraction
On définit les notions de fonctions à variations régulières et de fonctions à variations
lentes qui nous seront utiles par la suite. Pour plus de détails, se référer à Bingham et al.
[21] où de nombreux résultats sur les fonctions à variations régulières sont donnés.
1.4.1 Fonctions à variations régulières
Commençons par rappeler la définition d’une fonction à variations régulières.
Définition 1.5. Une fonction U : R+ → R+ mesurable au sens de Lebesgue, est à
variations régulières à l’infini si et seulement si, il existe un réel δ tel que pour tout
λ > 0 on a :
lim
y→∞
U(λy)
U(y) = λ
δ. (1.10)
On dit que la fonction U est à variations régulières d’indice δ ∈ R à l’infini, et on notera
par la suite U ∈ RVδ.
Le lemme suivant nous renseigne sur l’inverse d’une fonction à variations régulières.
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Lemme 1.6. Inverse d’une fonction à variations régulières :
– Si U est à variations régulières d’indice δ > 0, alors U←(y) est à variations régulières
d’indice 1/δ.
– Si U est à variations régulières d’indice δ < 0, alors U←(1/y) est à variations régu-
lières d’indice −1/δ.
Pour une preuve du Lemme 1.6, on pourra se référer au Théorème 1.5.12 de l’ouvrage
de Bingham et al. [21] ou à la Proposition 2.6 du livre de Resnick [147].
La notion de fonctions à variations régulières à l’infini est liée à celle des fonctions à
variations lentes à l’infini.
Fonctions à variations lentes
Commençons par rappeler la définition d’une fonction à variations lentes à l’infini.
Définition 1.7. Une fonction ` : R+ → R+ mesurable au sens de Lebesgue, est à
variations lentes à l’infini si et seulement si, pour tout λ > 0 on a :
lim
y→∞
`(λy)
`(y) = 1. (1.11)
Remarquons qu’une fonction à variations régulières à l’infini d’indice δ = 0, est une
fonction à variations lentes à l’infini (voir expression (1.10)), et on notera par la suite
` ∈ RV0. On peut facilement montrer que toute fonction à variations régulières d’indice
δ ∈ R peut s’écrire sous la forme :
U(y) = yδ`(y), avec ` ∈ RV0.
Ce résultat montre que l’étude des fonctions à variations régulières à l’infini se ramène
à l’étude des fonctions à variations lentes à l’infini. On peut citer quelques exemples de
fonctions à variations lentes à l’infini, par exemple :
– les fonctions possédant une limite strictement positive à l’infini,
– les fonctions de la forme ` : y → | log(y)|d où d ∈ R,
– les fonctions de la forme ` : y → exp(log(y)η) où η < 1,
– les fonctions ` telles que :
∃M > 0, ∀y ≥M, `(y) = a+ by−c(1 + o(1)),
avec (a, c) ∈ R2+ et b ∈ R. L’ensemble de ces fonctions ` est appelé classe de Hall [111].
Un résultat intéressant à signaler et utile dans la suite est la proposition suivante.
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Proposition 1.8. (voir [21, Propriété 1.3.6]) Pour toute fonction à variations lentes à
l’infini ` on a :
lim
y→∞
log(`(y))
log(y) = 0.
On peut caractériser les fonctions à variations lentes de manière plus précise à l’aide du
théorème de Karamata.
Théorème 1.9. Toute fonction à variations lentes à l’infini ` peut s’écrire sous la
forme :
`(y) = c(y) exp
{∫ y
1
ε(u)
u
du
}
, (1.12)
où c > 0 et ε sont deux fonctions mesurables telles que :
lim
y→∞c(y) = c > 0 et limy→∞ε(y) = 0.
Cette représentation des fonctions à variations lentes est connue sous le nom de repré-
sentation de Karamata (voir Bingham et al. [21, Théorème 1.3.1]).
De plus, si la fonction c est constante, la fonction ` est dite normalisée. Si ` est normalisée
alors d’après l’expression (1.12), ` est dérivable de dérivée `′ avec pour tout y > 0,
`′(y) = ε(y)`(y)
y
.
En particulier on a :
lim
y→∞
y`′(y)
`(y) = 0.
A l’aide des différents résultats présentés sur les fonctions à variations régulières et
variations lentes à l’infini, on va pouvoir caractériser les différents domaines d’attrac-
tion. Sachant la distribution F , on voudrait connaître son domaine d’attraction et ses
constantes de normalisation. On rappelle les conditions nécessaires et suffisantes sur une
fonction de répartition pour qu’elle appartienne à un domaine d’attraction.
1.4.2 Domaine d’attraction de Fréchet
Rappelons que le domaine d’attraction de Fréchet contient les lois dont la fonction de
survie est à décroissance polynomiale, i.e. les lois à queues lourdes ou lois de type Pareto.
Les lois de ce domaine ont un point terminal yF infini. En effet, le résultat ci-dessous
énoncé par Gnedenko [97] et dont on trouvera une démonstration simple dans le livre
de Resnick [147, Proposition 1.11] assure que toute fonction appartenant au domaine
d’attraction de Fréchet est une fonction à variations régulières (voir Définition 1.5) et
inversement.
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Théorème 1.10. Une fonction de répartition F appartient au domaine d’attraction de
Fréchet (avec un indice des valeurs extrêmes γ > 0) si et seulement si yF = ∞ et si la
fonction de survie F est à variations régulières d’indice −1/γ qui s’écrit F ∈ RV−1/γ
i.e.
∀y > 0, lim
t→∞
F (ty)
F (t)
= y−1/γ .
Autrement dit, une fonction de répartition F appartenant au domaine d’attraction de
Fréchet s’écrit sous la forme :
F (y) = 1− y−1/γ`(y) avec ` ∈ RV0. (1.13)
Les suites de normalisation (an) et (bn) sont données dans ce cas pour tout n > 0 par :
an = F
←(1/n) et bn = 0,
(voir Resnick [147, Proposition 1.11]). On peut facilement obtenir une caractérisation
de la fonction quantile dans le domaine d’attraction de Fréchet. Pour cela on a besoin,
par définition du quantile (voir Définition 1.1), d’inverser la fonction de survie. On peut
alors à l’aide du Lemme 1.6 montrer que l’expression (1.13) est équivalente à :
q(α) = α−γL(α−1) avec L ∈ RV0, (1.14)
où α ∈]0, 1[.
Le domaine d’attraction de Fréchet regroupe une grande diversité de lois comptant parmi
elles des lois usuelles (loi de Student, loi du Chi-deux, loi Log-gamma, loi de Fréchet) se
reporter au Tableau 1.1 pour plus d’exemples de lois. Il est donc sujet à de nombreuses
applications, citons en particulier Gardes et al. [89], Gardes et Girard [85] et Daouia
et al. [44].
1.4.3 Domaine d’attraction de Weibull
Toutes les lois appartenant au domaine d’attraction de Weibull ont un point terminal
yF fini. Le résultat suivant (voir Gnedenko [97], Resnick [147, Proposition 1.13]) montre
que l’on passe du domaine d’attraction de Fréchet (voir sous-Partie 1.4.2) à celui de
Weibull par un simple changement de variable dans la fonction de répartition.
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Théorème 1.11. Une fonction de répartition F appartient au domaine d’attraction de
Weibull (avec un indice des valeurs extrêmes γ < 0) si et seulement si yF < ∞ et si la
fonction de répartition F∗ définie par :
F∗(y) =
 0 si y ≤ 0F (yF − 1/y) si y > 0
appartient au domaine d’attraction de Fréchet avec un indice des valeurs extrêmes
−γ > 0 i.e.
∀y > 0, lim
t→∞
F (yF − 1/(ty))
F (yF − 1/t)
= lim
t→∞
F ∗ (ty)
F ∗ (t)
= y+1/γ .
Ainsi, une fonction de répartition F du domaine d’attraction de Weibull s’écrit pour
y ≤ yF sous la forme :
F (y) = 1− (yF − y)−1/γ`((yF − y)−1) avec ` ∈ RV0. (1.15)
Comme on peut facilement passer du domaine d’attraction de Fréchet à celui de Weibull
on a les suites de normalisation (an) et (bn) données pour tout n > 0 par :
an = yF − F←(1/n) et bn = yF .
De même, il est facile d’obtenir une caractérisation de la fonction quantile associée
q(α) = yF − α−γL(1/α), avec L ∈ RV0, (1.16)
où α ∈]0, 1[.
Ce domaine d’attraction a été considéré notamment par Falk [74], Girard et al. [95]
et Hall [112] pour estimer le point terminal d’une distribution.
1.4.4 Domaine d’attraction de Gumbel
Le domaine d’attraction de Gumbel contient les lois dont la fonction de survie est à
décroissance exponentielle, i.e. les lois à queues légères. A contrario des deux autres
domaines, il n’y a pas de représentation simple pour les lois appartenant au domaine
d’attraction de Gumbel. Il peut être décrit à partir des fonctions de type Von Mises
[164].
Le résultat ci-dessous démontré notamment dans Resnick [147, Proposition 1.4] donne
une caractérisation plus précise.
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Théorème 1.12. Une fonction de répartition F appartient au domaine d’attraction de
Gumbel si et seulement si il existe t < yF ≤ ∞ tel que :
F (y) = c(y) exp
{
−
∫ y
t
1
δ(u)du
}
où t < y < yF , (1.17)
c(y) → c > 0 lorsque y → yF et δ est une fonction positive et dérivable de dérivée δ′
telle que δ′(y)→ 0 lorsque y → yF .
Dans ce cas, un choix possible pour les suites (an) et (bn) pour tout n > 0 est :
an = q(1/n) et bn =
1
F (an)
∫ yF
an
F (z)dz.
Il est difficile de caractériser la fonction quantile de lois appartenant au domaine d’at-
traction de Gumbel. Du fait que ce domaine d’attraction regroupe une grande diversité
de lois, comptant parmi elles la plupart des lois usuelles (voir Tableau 1.1), il est sujet à
de nombreuses applications particulièrement en hydrologie voir de Haan [49] et Gumbel
[108, 109].
Le domaine d’attraction de Gumbel étant difficile à étudier dans toute sa généralité, de
nombreux auteurs se sont concentrés sur une sous-famille facilement caractérisable, la
famille de lois à queue de type Weibull.
Lois à queue de type Weibull
Cette famille englobe une grande variété de lois à queues légères ; par exemple la loi de
Weibull, la loi Normale, la loi Gamma et les lois Logistiques sont des lois à queue de
type Weibull, voir Galambos [80] pour plus de détails.
Ce type de lois intervient dans de nombreuses applications, en hydrologie notamment,
mais aussi dans la modélisation de sinistres importants en assurance vie voir Beirlant
et Teugels [18]. Comme ces lois appartiennent au domaine d’attraction de Gumbel, elles
ont des fonctions de survie qui décroissent vers zéro à une vitesse exponentielle. De quelle
manière plus précisément décroissent-elles vers zéro ?
Pour cela donnons la définition de lois à queue de type Weibull.
Définition 1.13. Une fonction de répartition F a une queue de type Weibull si sa
fonction de survie associée F satisfait la propriété suivante : Il existe β > 0 tel que pour
tout λ > 0 :
lim
t→∞
− logF (λt)
− logF (t) = λ
1/β autrement dit − log(F ) ∈ RV1/β.
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La queue de ces lois est contrôlée par le paramètre de forme β > 0, appelé coefficient à
queue de type Weibull. On se réfèrera à Beirlant et al. [19] pour un résumé plus général
sur les lois à queue de type Weibull. De nombreuses publications récentes leurs sont
consacrées, citons par exemple Goegebeur et al. [98] qui proposent des tests d’adéquation
pour ce type de lois.
Les lois à queue de type Weibull correspondent au cas particulier où l’on suppose dans
l’équation (1.17) que la dérivée de la fonction δ est à variations régulières d’indice stric-
tement négatif. Plus présicément, si l’on suppose que δ′ ∈ RV−1/β où β est l’indice de
queue de Weibull, on montre facilement que l’équation (1.17) s’écrit :
F (y) = exp
(
−y1/β`(y)
)
avec ` ∈ RV0. (1.18)
Toute fonction de répartition pouvant s’écrire sous la forme donnée dans l’expression (1.18)
est dite à queue de type Weibull d’indice β > 0. Ainsi pour les lois à queue de type Wei-
bull, il est facile d’obtenir une caractérisation de la fonction quantile associée :
q(α) = (− log(α))βL(− log(α)) avec L ∈ RV0 (1.19)
où α ∈]0, 1[.
On remarque que la loi Log-normale n’est pas une loi à queue de type Weibull. Elle
appartient à une autre sous famille intéressante de lois, les lois à queue de type Log-
weibull. Une variable aléatoire Y suit une loi à queue de type Log-weibull si log(Y ) suit
une loi à queue de type Weibull. La décroissance de la fonction de survie des lois à queue
de type Log-weibull est plus lente que celle des lois à queue de type Weibull.
Depuis le début du chapitre, on a vu comment modéliser le comportement des valeurs ex-
trêmes d’un échantillon à travers la loi des valeurs extrêmes dans la Partie 1.2 puis la loi
des excès dans la Partie 1.3 et la caractérisation des domaines d’attraction dans la Par-
tie 1.4. A l’aide de ces résultats, on va pouvoir s’intéresser à notre but premier qui est l’es-
timation de quantiles extrêmes. Dans la Partie 1.5 on présentera les différentes approches.
La première est basée sur la loi des valeurs extrêmes (sous-Partie 1.2), la deuxième sur
la loi des excès (sous-Partie 1.3) et la troisième sur une approche semi-paramétrique
faisant appel à la caractérisation des différents domaines d’attraction (sous-Partie 1.4).
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1.5 Estimation de quantiles extrêmes
Dans cette partie, on supposera que F appartient à l’un des domaines d’attraction dé-
fini précédemment. L’estimation de quantiles extrêmes en dehors de l’échantillon pose
problème. En effet, on a vu que supposer que nαn → 0 quand n → ∞ implique que
P(Yn,n < qαn)→ 1. Par conséquent, comme évoqué dans la Partie 1.1 au début du cha-
pitre (voir Second cas page 12) on ne peut pas estimer le quantile de manière empirique.
Dans une telle situation, l’estimation du quantile extrême requiert une extrapolation
au-delà de l’échantillon. Il existe en théorie des valeurs extrêmes différentes approches,
nous présenterons les trois suivantes :
1. L’approche des maxima par bloc consiste à séparer l’échantillon en sous-blocs
choisis arbitrairement assez grands puis à ajuster la loi des maxima de ces blocs à
une loi des valeurs extrêmes. D’après le Théorème 1.3 on a Fn(any+ bn) ≈ Hγ(y).
A partir de cette approximation on pourra estimer des quantiles extrêmes. Cette
estimation dépendra de l’ajustement de la loi des valeurs extrêmes, on présentera
donc les différentes méthodes d’estimation des paramètres de celle-ci.
2. L’approche par dépassements de seuil consiste à ajuster la loi des excès à une loi
de Pareto généralisée. D’après le Théorème 1.4 on a Fu(y) ≈ Gγ,σ(y). A partir de
cette approximation on pourra estimer des quantiles extrêmes. Cette estimation
dépendra de l’ajustement de Fu à Gγ,σ donc du choix du seuil et de l’estimation des
paramètres γ et σ > 0. On présentera donc les différentes méthodes d’estimation
de ces derniers.
3. L’approche semi-paramétrique :
• si l’on se place dans le domaine d’attraction de Fréchet, on a la caractérisation
de la fonction quantile (voir expression (1.14)). A partir de cette expression,
Weissman [167] proposa un estimateur semi-paramétrique du quantile extrême
dépendant de l’estimation du paramètre γ. On présentera donc des estimateurs
de γ > 0 dont le plus célèbre est dû à Hill [116] en 1975.
• si l’on se place dans le domaine d’attraction de Gumbel, et plus particulièrement
dans le cas d’une loi à queue de type Weibull, on a la caractérisation de la fonc-
tion quantile (voir expression (1.19)). A partir de cette expression, Beirlant et al.
[19] proposa un estimateur semi-paramétrique du quantile extrême dépendant
de l’estimation du paramètre β. On présentera donc des estimateurs de β > 0
dont le plus célèbre est dû à Beirlant et al. [19] en 1996.
Il s’avère qu’il existe une analogie entre toutes ces méthodes d’estimation de quantiles
extrêmes. Ces méthodes sont basées sur des estimateurs des paramètres des lois GEV et
GPD et en particulier sur des estimateurs de l’indice des valeurs extrêmes. Dans la suite
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de cette partie, on présentera les estimateurs les plus importants et on fera un rappel
de la littérature.
1.5.1 L’approche par la loi des valeurs extrêmes
Guida et Longo [106] se sont basés sur cette approche pour estimer des quantiles ex-
trêmes. On a, d’après le Théorème 1.3, l’approximation suivante :
P
(
Yn,n − bn
an
≤ y
)
= Fn(any + bn) ≈ Hγ(y), (1.20)
ou de façon équivalente :
P (Yn,n ≤ z) ≈ Hγ
(
z − bn
an
)
. (1.21)
Dans la suite on introduit :
Hγ,an,bn = Hγ
(
z − bn
an
)
.
L’équation (1.21) montre que la loi du maximum Yn,n peut être approchée par Hγ,an,bn .
On peut réécrire l’équation (1.20) comme suit :
lim
n→∞n log(F (any + bn)) = limn→∞n log(1− F (any + bn)) = log(Hγ(y)).
On peut montrer que any + bn → yF quand n → ∞ donc F (any + bn) → 0. On peut
alors faire un développement limité de log(1 + u) au premier ordre ce qui donne :
F (any + bn) ' − 1
n
log(Hγ(y)).
Ce qui équivaut à :
F (y) ' − 1
n
log
(
Hγ
(
y − bn
an
))
= − 1
n
log (Hγ,an,bn (y))
A l’aide de l’expression de Hγ donnée dans l’expression (1.4), on obtient ainsi une ap-
proximation de la fonction de survie en queue :
F (y) ' 1
n
(
1 + γ
(
y − bn
an
))−1/γ
, (1.22)
que l’on peut prolonger à γ = 0 en faisant tendre γ → 0 dans l’équation (1.22) ce qui
donne :
F (y) ' 1
n
exp
(
−y − bn
an
)
.
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On souhaite estimer des quantiles, or par définition du quantile, (voir Définition 1.1) il
nous faut inverser la fonction de survie de l’équation (1.22) ce qui nous permet d’appro-
cher le quantile q(α) par :
q(α) ' bn + an
γ
(( 1
nα
)γ
− 1
)
. (1.23)
De même que précédemment, le cas γ = 0 dans l’expression (1.23) peut être vu comme
le cas limite lorsque γ → 0, on a alors :
q(α) ' bn − an log(nα).
On obtient ainsi un estimateur du quantile extrême donné dans la définition suivante.
Définition 1.14. L’estimateur du quantile extrême de la loi GEV est défini par :
qˆgevn (αn) = bˆn +
aˆn
γˆn
(( 1
nαn
)γˆn
− 1
)
,
où (aˆn, bˆn, γˆn) sont respectivement des estimateurs des paramètres (an, bn, γ).
De même qu’auparavant, comme le cas γ = 0 peut être vu comme le cas limite lorsque
γ → 0. On a d’après l’expression (1.24) :
qˆgevn (α) = bˆn − aˆn log(nα).
Pour mettre en pratique cette approche basée sur la convergence en loi du maximum
(convenablement normalisé) d’un échantillon vers une loi GEV, Jules Emile Gumbel
a introduit en 1958 [109] l’approche des maxima par bloc, en anglais “Block maxima
approach”.
Ainsi si l’on dispose d’un échantillon i.i.d. Y1, . . . , Yn, il nous faut tout d’abord obtenir
des maxima. L’approche des maxima par bloc consiste à séparer l’échantillon en m sous-
échantillons (blocs) disjoints, choisis arbitrairement assez grands. On extraira ainsi le
maximum de chaque bloc nous donnant un échantillon de maxima noté Z1, . . . , Zm. La
loi de ces maxima est alors approchée, pour une taille de chaque bloc assez grande, par
une loi des valeurs extrêmes (Définition 1.4).
L’idée est résumée dans l’article Mandelbrot’s Extremism de Beirlant et al. [17].
Block-maximum postulate :Up to location and scale, the distribution of block maxima
stabilizes as the block size grows indefinitely large.
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Une fois cet échantillon de maxima obtenu, on peut alors s’en servir pour estimer de
diverses façons les paramètres (γ, an, bn) de la loi GEV. On présentera dans le paragraphe
suivant la méthode du maximum de vraisemblance et la méthode des moments pondérés.
Pour cela considérons un échantillon Z1, . . . , Zm de m maxima i.i.d. de loi Hγ,an,bn .
Estimation des paramètres par la méthode du maximum de vraisemblance
Prescott et Walden [142, 143] étudièrent au début des années 1980 l’estimation des
paramètres par la méthode du maximum de vraisemblance.
La fonction de log-vraisemblance obtenue à partir de la Définition 1.4 s’écrit :
log (L(γ, an, bn)) = −m log(an)−
(
1 + 1
γ
) m∑
i=1
log
(
1 + γ
(
Zi − bn
an
))
−
m∑
i=1
(
1 + γ
(
Zi − bn
an
))−1/γ
,
avec
1 + γ
(
Zi − bn
an
)
> 0 ∀i ∈ {1, . . . ,m}.
L’estimateur du maximum de vraisemblance n’est pas explicite. Jenkinson a proposé un
algorithme itératif de maximisation de la fonction de vraisemblance. L’algorithme de
Newton-Raphson correspondant est donné dans Hosking [118] et amélioré dans Macleod
[129].
Les propriétés asymptotiques de l’estimateur du maximum de vraisemblance furent étu-
diées par Smith [157] en 1985. Il montre que si γ > −1/2, on a la consistance, l’efficacité
et la normalité asymptotique de ces estimateurs.
Zhou [168] et Dombry [65] ont prouvé que l’estimateur du maximum de vraisemblance
existe et est consistant pour γ > −1. Puis en 2010, Zhou [169] a également obtenu la
normalité asymptotique pour −1 < γ < −1/2 et prouvé qu’il n’est pas consistant pour
γ < −1.
Estimation des paramètres par la méthode des moments pondérés
En 1985, Hosking et al. [120] proposèrent d’utiliser la méthode des moments pondérés
pour estimer les paramètres de la loi GEV.
On définit le moment pondéré d’ordre r par :
µr = E
(
ZHrγ,an,bn(Z)
)
.
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Cette quantité existe pour γ < 1 et est donnée par :
µr =
1
r + 1
(
bn − an
γ
(1− (r + 1)γΓ(1− γ))
)
,
où Γ est la fonction gamma d’Euler définie pour tout t > 0 par :
Γ(t) =
∫ ∞
0
ut−1 exp(−u)du.
En utilisant la formule précédente, trois moments pondérés suffisent pour calculer an,
bn et γ. En effet, on a :
µ0 = b− an
γ
(1− Γ(1− γ)),
2µ1 − µ0 = −an
γ
(1− 2γ)Γ(1− γ),
3µ2 − µ0
2µ1 − µ0 =
3γ − 1
2γ − 1 .
Ainsi en remplaçant respectivement µr, r ∈ {0, 1, 2} par son estimateur empirique
µˆr,n =
1
m
m∑
i=1
Zi,m
(
i− 1
m
)r
.
où les Z1,m, . . . , Zm,m sont les statistiques ordonnées associées à l’échantillon Z1, . . . , Zm
et en résolvant le système précédent, on obtient les estimateurs des moments pondérés
des paramètres an, bn et γ.
Dans le cas d’échantillons de petite ou de moyenne taille, la méthode des moments
pondérés donne de meilleurs résultats que la méthode du maximum de vraisemblance
voir Hosking [118]. De plus les estimateurs des moments pondérés sont plus simples à
calculer.
La mise en pratique de l’approche des maxima par bloc fait resurgir les défauts de cette
dernière. La principale critique faite à cette méthode provient de la perte d’informations
qui peut être conséquente lorsqu’on l’applique à un jeu de données. En effet, pour chaque
bloc on ne retient qu’une seule observation, la plus grande, faisant ainsi fi de l’informa-
tion contenue dans les autres grandes valeurs du bloc, autrement dit dans la queue de
distribution. Ainsi, selon le découpage des blocs plusieurs valeurs extrêmes peuvent être
contenues dans un même bloc, alors qu’un autre n’en contiendra pas, ou tout du moins
pas du même ordre de grandeur.
De plus, l’approche maxima par bloc n’est facilement utilisable en pratique que sur des
données horaires, journalières, annuelles ou sur un jeu de données structuré. Elle est
adaptée lorsque les données sont recueillies de sorte qu’il soit facile d’en extraire des
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maxima. Ce qui est par exemple le cas pour des données issues de la climatologie (pré-
cipitations, températures). De ce constat surgit un autre problème de mise en pratique.
Si l’on fait des blocs annuels par exemple, on aura alors besoin de décennies de données.
Cette approche est très coûteuse. Que faire lorsque l’on dispose de “peu” de données ?
“These results seemed to imply that the theory only worked if you had around a million
data points which appeared to rule out any real applications, but more recent research
shows that it can work pretty well with just a few hundred. It took a long time for the
theory to go beyond that assumption.”
Richard Smith
Afin de résoudre cette principale critique Bakelma, de Haan et Pickands ont proposé
l’approche POT ou l’approche par la loi des excès (voir Partie 1.3). On se fixe un seuil
u arbitrairement grand, ce qui coupe notre échantillon en deux parties. On ne travaille
plus que sur les plus grandes valeurs que l’on ajuste à une loi de Pareto généralisée.
Inverser la fonction de survie de cette loi nous permet d’estimer des quantiles extrêmes.
1.5.2 L’approche par la loi des excès
L’approche par la loi des excès est basée sur l’idée suivante. On a d’après l’équation (1.6),
pour tout y ≥ 0 la relation :
F (u+ y) = F (u)F u(y).
Si on effectue le changement de variable z = u+ y, alors l’approximation de la queue de
distribution donne :
F (z) = F (u)F u(z − u) ≈ F (u)Gγ,σ(z − u),
où Gγ,σ est la fonction de survie de la loi de Pareto généralisée Gγ,σ qui nous est donnée
dans le Théorème 1.4. On introduit alors la probabilité p que Y dépasse le seuil u,
p = P(Y > u) = F (u), d’où :
F (z) ' pGγ,σ(z − F←(p)).
On obtient ainsi pour γ ∈ R une approximation de la fonction de survie en queue :
F (z) ' p
(
1 + γ
(
z − F←(p)
σ
))−1/γ
. (1.24)
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Le cas γ = 0 peut être vu comme le cas limite γ → 0 dans l’équation (1.24) :
F (z) ' p exp
(
−z − F
←(p)
σ
)
.
On souhaite estimer des quantiles, or par définition du quantile (voir Définition 1.1), il
nous faut inverser la fonction de survie de l’équation (1.24) ce qui donne :
q(α) ' F←(p) + σ
γ
((
α
p
)−γ
− 1
)
, (1.25)
et dans le cas γ = 0 on fait tendre γ → 0 dans l’équation (1.25) ce qui donne :
q(α) ' F←(p)− σ log
(
α
p
)
. (1.26)
Lorsque l’on suppose γ = 0, deux variantes de cette méthode ont été présentées par Brei-
man et al. [25] en 1990 sous les appellations Exponential Tail (ET) et Quadratique Tail
(QT).
On notera la similitude entre l’expression du quantile de la loi GEV (voir l’expres-
sion (1.23)) et celle du quantile de la loi GPD (voir l’équation (1.25)). Il y a trois
paramètres inconnus dans chacune d’entre elles :
– l’indice des valeurs extrêmes γ qui est le même dans les deux expressions soulignant
de fait son importance dans le comportement de la queue de distribution et donc celui
des valeurs extrêmes,
– Le paramètre d’échelle σ joue le rôle de an dans l’approche GEV,
– Le seuil u = F←(p) joue le rôle de bn dans l’approche GEV.
Pour pouvoir estimer des quantiles extrêmes, il nous faut donc estimer ces paramètres.
Le seuil u donné par F←(p) est un quantile se trouvant dans l’échantillon, facile à estimer
par inversion de la fonction de survie empirique (voir Premier cas page 12). Ainsi si
pn = kn/n, où kn est le nombre d’excès (auparavant noté Nu) on estime F
←(kn/n) par
Yn−kn+1,n. Une fois le seuil u choisi, il nous reste à estimer les paramètres γ et σ afin
d’obtenir un estimateur du quantile extrême q(αn).
Définition 1.15. L’estimateur du quantile extrême de la loi GPD est défini par :
qˆgpdn (αn) = Yn−kn+1,n +
σˆn
γˆn
((
kn
nαn
)γˆn
− 1
)
,
où γˆn et σˆn sont des estimateurs des paramètres de forme et d’échelle.
Différentes valeurs du seuil u donneront différents échantillons d’excès plus ou moins
grands, ce qui influencera l’estimation des quantiles extrêmes. La question étant jusqu’à
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quel point peut-on s’éloigner de l’échantillon, tout en restant dans la queue de distribu-
tion là où se situe l’information. Ce seuil doit être suffisament grand (kn petit) pour que
l’on puisse appliquer le Théorème 1.4, mais pas trop car sinon on utilisera peu d’excès
donc peu d’informations.
Choix du seuil en pratique
Comme le font remarquer Davison et Smith [47], on ne dispose pas d’outils théoriques
permettant de choisir de manière optimale le seuil. Sa détermination reste donc empi-
rique. Généralement, on le détermine graphiquement.
Supposons que la loi des excès Y − u0 au-delà d’un seuil u0 puisse être approchée par
une loi GPD Gγ,σu0 , alors si γ < 1 on a :
e(u0) = E(Y − u0|Y > u0) = σu01− γ .
Si la loi GPD est valide pour les excès au-delà d’un seuil u0, elle l’est également pour
tout seuil u > u0 avec le même paramètre de forme γ et d’après l’équation (1.8), avec
un paramètre d’échelle σu = σu0 + γ(u− u0). On a alors :
e(u) = E(Y − u|Y > u) = σu1− γ =
σu0 + γ(u− u0)
1− γ .
Ainsi e(u) est une fonction linéaire en u et peut être estimée par la moyenne empirique
des dépassements observés du seuil u soit :
eˆn(u) =
1
nu
nu∑
i=1
(Yi − u),
où Y1, . . . , Ynu sont les nu excès au-delà du seuil u. La recherche du seuil u0 à partir
duquel la loi GPD est valide se fait à l’aide du graphique :
{(u, eˆn(u)) ;u ≤ Ynu,nu} avec Ynu,nu = max
i={1,...,nu}
(Yi).
Ce graphique est appelé “Mean residual life plot”. Le seuil u0 choisi est celui à partir
duquel le Mean residual life plot est linéaire en u.
Il reste à estimer γ et σ, pour cela on présentera quatre grandes méthodes très utilisées
en pratique :
– la méthode du maximum de vraisemblance,
– la méthode des moments,
– la méthode des moments pondérés,
– l’estimateur DEdH.
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Pour cela considérons un échantillon Z1, . . . , Zkn i.i.d de loi GPD Gγ,σ.
Estimation des paramètres par la méthode du maximum de vraisemblance
La fonction de log-vraisemblance est obtenue à partir de la loi GPD Gγ,σ (voir Théo-
rème 1.4) ce qui donne :
log (L(γ, σ)) = −kn log(σ)−
(
1 + 1
γ
) kn∑
i=1
log
(
1 + γ
σ
Zi
)
,
avec 1 + γZi/σ > 0 pour i = 1, . . . , kn sinon L(γ, σ) = −∞.
On ne peut avoir d’expression explicite des estimateurs solutions des équations de vrai-
semblance. Dans la pratique on utilisera des méthodes de résolution numériques telles
que l’algorithme de Newton-Raphson (voir [119]).
Sous l’hypothèse γ > −1/2, les estimateurs du maximum de vraisemblance sont asymp-
totiquement gaussiens et efficaces, voir Smith [158]. Pour un exemple d’estimation des
paramètres par maximum de vraisemblance voir les travaux de Smith [157] en 1985.
Comme le font remarquer Davison et Smith [47] l’estimateur du maximum de vraisem-
blance est cependant peu utilisé en pratique car il pose des problèmes numériques et il
est peu performant sur des échantillons de petite taille (n < 500). Il est préférable dans
ce cas d’estimer les paramètres par l’une des trois méthodes suivantes.
Estimation des paramètres par la méthode des moments
La méthode des moments fut introduite par Hosking et Wallis [119] en 1987 afin d’estimer
les paramètres de la loi GPD. Comme évoqué précédemment, pour que l’espérance et la
variance d’une variable aléatoire Z de loi GPD Gγ,σ existent il faut que γ < 1/2. Dans
ce cas on a :
E(Z) = σ1− γ et Var(Z) =
σ2
(1− γ)2(1− 2γ) .
On peut alors facilement exprimer les paramètres de la loi GPD γ et σ en fonction de
l’espérance et de la variance de Z, soit :
γ = 12
(
1− E(Z)
2
Var(Z)
)
et σ = E(Z)2
(
1 + E(Z)
2
Var(Z)
)
.
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Ainsi en remplaçant E(Z) et Var(Z) par leurs estimateurs empiriques :
Z := 1
kn
kn∑
i=1
Zi et s2(Z) :=
1
kn − 1
kn∑
i=1
(Zi − Z)2.
On obtient les estimateurs des moments de γ et σ, soit :
γˆmn =
1
2
(
1− Z
2
s2(Z)
)
et σˆmn =
Z
2
(
1 + Z
2
s2(Z)
)
.
Ces estimateurs sont asymptotiquement gaussiens si γ < 1/4 (voir [119]). Leur principal
défaut est que leur domaine de validité est très limité.
Estimation des paramètres par la méthode des moments pondérés
Hosking et Wallis [119] en 1987 proposèrent aussi d’utiliser une méthode basée sur les
moments pondérés pour estimer les paramètres de la loi GPD. Soit µr le moment pondéré
d’ordre r de la loi GPD Gγ,σ définit par :
µr := E(Z(1− Gγ,σ(Z))r) = σ(1 + r)(1 + r − γ) avec γ < 1/r.
On peut facilement exprimer les paramètres de la loi GPD γ et σ en fonction de µ0 et
µ1, soit
γ = µ0 − 4µ1
µ0 − 2µ1 et σ =
2µ0µ1
µ0 − 2µ1 .
Ainsi en remplaçant respectivement µr, r ∈ {0, 1} par son estimateur empirique :
µˆr,n :=
1
kn
kn∑
i=1
(
1− i1 + kn
)r
Zi,kn
où Z1,kn , . . . , Zkn,kn sont les statistiques ordonnées associées à Z1, . . . , Zkn . On obtient
alors les estimateurs des moments pondérés de γ et σ, soit :
γˆmpn =
µˆ0,n − 4µˆ1,n
µˆ0,n − 2µˆ1,n et σˆ
mp
n =
2µˆ0,nµˆ1,n
µˆ0,n − 2µˆ1,n .
Hosking et Wallis [119] ont prouvé que les estimateurs des moments pondérés sont
asymptotiquement gaussiens pour −1 < γ < 1/2 et ont étudié leurs performances sur
simulations. Pour des applications pratiques leur domaine de validité reste limité. Cepen-
dant Diebolt et al. [61, 62] ont introduit une méthode basée sur les moments pondérés
généralisés permettant d’agrandir le domaine de validité à −1 < γ < 3/2.
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Estimation des paramètres par l’estimateur DEdH
Dekkers, Einmahl et de Haan (voir [55]) proposent d’estimer les paramètres de la loi GPD
comme suit. Soit (kn)n≥1 une suite d’entiers avec 1 < kn ≤ n, on a comme estimateur
de γ ∈ R :
γˆMn =M(1)kn + 1−
1
2
1−
(
M(1)kn
)2
M(2)kn

−1
, (1.27)
où
M(r)kn =
1
kn − 1
kn−1∑
i=1
(log(Zi))r , r ∈ R.
L’estimateur γˆMn a été introduit par Dekkers, Einmahl et de Haan [55] comme une
généralisation de l’estimateur de Hill [116] à tous les domaines d’attraction permettant
ainsi d’estimer γ ∈ R. On notera queM(1)kn correspond exactement à l’estimateur de Hill.
Dans la sous-Partie suivante 1.5.3 on consacrera une grande partie du Paragraphe 1.5.3.1
à l’estimateur de Hill.
Il proposent également d’estimer σ > 0 par :
σˆn = Yn−kn+1,nM(1)n (1− γ̂Mn +M(1)n ).
Si on insère ces deux estimateurs dans l’estimateur du quantile extrême de la loi GPD
(voir Définition 1.15) on obtient l’estimateur DEdH donné par :
Définition 1.16. Soit (kn)n≥1 une suite d’entiers avec 1 < kn ≤ n, l’estimateur DEdH
est défini par :
qˆMn (αn) = Yn−kn+1,n + Yn−kn+1,n
M(1)n (1− γ̂Mn +M(1)n )
γ̂Mn
((
kn
npn
)γ̂Mn
− 1
)
. (1.28)
L’estimateur DEdH a été introduit en 1989 par Dekkers, Einmahl et de Haan [55] d’où
son abréviation. Les auteurs établirent sa consistance forte, faible et sa normalité asymp-
totique. On l’appelle également estimateur des Moments car les M(r)kn peuvent être in-
terprétés comme des moments empiriques.
Quelle que soit l’approche choisie, l’élément clé réside dans l’estimation des paramètres
de la loi modélisant le comportement des valeurs extrêmes, et en particulier de l’indice des
valeurs extrêmes γ. Les estimateurs semi-paramétriques des quantiles extrêmes présentés
dans la sous-partie suivante dépendent principalement de l’estimation de γ dans le cas
du domaine d’attraction de Fréchet et de β dans le cas de loi à queue de type Weibull.
On présentera alors différents estimateurs de ces derniers.
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1.5.3 L’approche semi-paramétrique
Le plus connu des estimateurs de quantiles extrêmes basé sur une approche semi-
paramétrique est l’estimateur de Weissman [167]. On verra qu’il repose sur l’estima-
tion de γ > 0. Comme estimateur de l’indice des valeurs extrêmes γ > 0 on citera
le plus connu d’entre eux qui est l’estimateur de Hill [116] ainsi que l’estimateur de
Zipf [126, 155] qui est basé sur une approche par moindres carrés.
1.5.3.1 Lois à queues lourdes
Dans le domaine d’attraction de Fréchet, l’approche semi-paramétrique est basée sur la
définition de la fonction quantile (voir expression 1.14). Pour tout γ > 0, on a
q(αn) = α−γn `(α−1n ) avec ` ∈ RV0, (1.29)
q(βn) = β−γn `(β−1n ) avec ` ∈ RV0. (1.30)
En divisant (1.30) par (1.29) et à l’aide de la définition d’une fonction à variations lentes
(voir Définition 1.7), si αn est suffisament petit et βn < αn on obtient l’approximation
suivante :
q(βn) ' q(αn)
(
αn
βn
)γ
, (1.31)
où q(αn) est un quantile choisi dans l’échantillon, facile à estimer par inversion de la
fonction de survie empirique (voir Premier cas page 12) et q(βn) un quantile choisi en
dehors de l’échantillon (voir Second cas page 12). On va donc chercher à estimer q(βn)
en extrapolant à partir de q(αn).
Ces approximations sont des cas particuliers de l’approche GPD avec σ = γq(αn). On
peut alors remplacer q(αn) par son estimateur naturel Yn−bnαnc+1,n et γ par un es-
timateur quelconque γˆn estimant γ > 0. Ce qui nous permet d’obtenir l’estimateur
de Weissman [167] introduit en 1978.
Définition 1.17. L’estimateur de Weissman est défini par :
qˆWn (βn) = Yn−bnαnc+1,n
(
αn
βn
)γˆn
. (1.32)
Le terme (αn/βn)γˆn est le terme servant à l’extrapolation. Plus de détails sur les pro-
priétés de cet estimateur sont disponibles dans Embrechts et al. [71], Weissman [167]
et de Haan et Ferreira [50]. L’estimateur de Weissman repose sur l’estimation de γ > 0. Il
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existera ainsi autant d’estimateurs des quantiles extrêmes dans le domaine d’attraction
de Fréchet qu’il existera d’estimateurs de γ > 0.
Il est donc normal qu’une grande partie de la littérature sur les valeurs extrêmes soit
dédiée à l’estimation de γ > 0. Le plus connu de ces estimateurs étant l’estimateur de
Hill [116].
Estimateur de Hill
Voici une idée possible pour la construction de l’estimateur de Hill. Passons au logarithme
dans l’équation (1.31) ce qui donne :
log(q(βn)− log(q(αn))) ' γ log(αn/βn).
On choisit comme précédemment, αn = kn/n et on considère plusieurs valeurs pour βn.
βn = i/n avec i = 1, . . . , kn − 1 tout en ayant βn < αn. On obtient alors :
log(q(i/n))− log(q(kn/n)) ' γ log(kn/i).
Ainsi en estimant les quantiles par leurs équivalents empiriques on obtient :
log(Yn−i+1,n)− log(Yn−kn+1,n) ' γ log(kn/i). (1.33)
En sommant de part et d’autre sur i = 1, . . . , kn − 1, on obtient :
γ '
∑kn−1
i=1 log(Yn−i+1,n)− log(Yn−k+1,n)∑kn−1
i=1 log(kn/i)
.
Le dénominateur se réécrit log(kkn−1n /(kn − 1)!). En utilisant la formule de Stirling, il
est équivalent à kn au voisinage de l’infini. On obtient alors l’estimateur de Hill [116].
Définition 1.18. Soit (kn)n≥1 une suites d’entiers avec 1 < kn ≤ n, l’estimateur de
Hill est défini par :
Hn(kn) =
1
kn − 1
kn−1∑
i=1
log (Yn−i+1,n)− log (Yn−kn+1,n) .
Il fut introduit en 1975 afin d’estimer non-paramétriquement γ > 0. Historiquement,
la construction de l’estimateur de Hill a été d’appliquer la méthode du maximum de
vraisemblance sur l’ensemble des kn plus grandes observations de l’échantillon, autrement
dit les kn statistiques d’ordre supérieur. D’autres méthodes pour la construction de
l’estimateur de Hill sont données dans le livre de de Haan et Ferreira [50] et dans le livre
de Beirlant et al. [16].
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Le premier résultat sur les propriétés asymptotiques de cet estimateur est dû à Mason
[130] en 1982 qui en a démontré la consistance faible. La consistance forte fut établie en
1988 par Deheuvels et al. [54].
Théorème 1.19. Propriétés asymptotiques de l’estimateur de Hill : Soit (kn)n≥1 une
suites d’entiers telle que 1 < kn ≤ n, kn →∞ et kn/n→ 0 quand n→∞ :
– alors Hn(kn) converge en probabilité vers γ (consistance faible),
– et si de plus kn/ log logn→∞ quand n→∞, alors Hn(kn) converge presque sûrement
vers γ (consistance forte).
La normalité asymptotique de l’estimateur de Hill a fait l’objet de nombreux travaux
citons entre autre Csörgő et Viharos [40], Csörgo et Mason [42], Davis et Resnick [45],
De Haan et Peng [51], Hall [113], Häusler et Teugels [115], Smith [158] et de Haan et
Resnick [53]. En effet, une hypothèse sur la fonction à variations lentes ` est nécessaire.
Cette condition porte sur la vitesse de convergence du rapport des fonctions à variations
lentes vers 1 (voir Définition 1.7).
Condition du second ordre : Il existe ρ < 0 et b(y) −→
y→∞ 0 tels que uniformément
localement pour λ > 1 :
log
(
`(λy)
`(y)
)
∼ b(y)Kρ(λ), lorsque y →∞,
où
Kρ(x) =
∫ y
1
uρ−1du.
On remarque que nécessairement la fonction b (appelée aussi fonction de biais) est
à variations régulières d’indice ρ < 0 (voir par exemple Geluk et de Haan [92]). Le
paramètre de second ordre ρ < 0 contrôle la vitesse de convergence du ratio `(λx)/`(x)
vers 1. Plus ρ sera proche de 0, plus la convergence sera lente et donc plus l’estimation
de γ sera difficile.
De ce fait beaucoup d’auteurs se sont intéressés à l’estimation de ρ afin de réduire le
biais asymptotique qui apparaît lorsque l’on estime γ > 0. Citons entre autre Alves
et al. [3, 4], Gomes et Martins [104], Gomes et al. [105], Peng [140]. D’autres estimateurs
de cet indice ont été proposés notamment par Beirlant et al. [12, 13] qui utilisent un
modèle de régression exponentielle pour débiaiser l’estimateur de Hill et par Feuerverger
et Hall [76] qui introduisent un estimateur des moindres carrés (voir le livre de Beirlant
et al. [16] pour plus détails). Deme et al. [56] ont par la suite unifié ces travaux.
Cette condition du second ordre est la clef de voûte de toutes les preuves de normalité
asymptotique en théorie des valeurs extrêmes. Elle est très souvent utilisée pour étudier
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le comportement asymptotique d’estimateurs d’indice ou de quantiles extrêmes. Beirlant
et al. [12], Häusler et Teugels [115] et Hill [116] s’en servent pour prouver la normalité
asymptotique de nombreux estimateurs de l’indice des valeurs extrêmes.
Théorème 1.20. Normalité asymptotique de l’estimateur de Hill (voir [16]).
Soit (kn)n≥1 une suite d’entiers telle que 1 < kn ≤ n, kn → ∞ et kn/n → 0 quand
n → ∞. Si de plus la condition de second ordre est satisfaite avec √knb(n/kn) → 0
quand n→∞ alors : √
kn (Hn(kn)− γ) d−→ N (0, γ2).
Dans les Théorèmes 1.19 et 1.20, (kn) est une suite d’entiers telle que :
lim
n→∞ kn =∞ et limn→∞ kn/n = 0, (1.34)
Une suite vérifiant les deux conditions de l’équation (1.34) sera appelée suite intermé-
diaire d’entiers.
La première condition kn →∞ nous assure que le nombre de statistiques d’ordre utilisé
kn est assez grand afin d’obtenir des estimateurs stables. Cependant si kn est trop grand,
le seuil estimé Yn−kn+1,n est petit, on sort alors de “la zone” où la fonction de survie est
approximativement une fonction polynomiale. Notre approximation n’est plus valable et
dans ce cas l’estimateur de Hill a alors un grand biais.
A l’inverse, la seconde condition kn/n→ 0 permet de rester dans la queue de distribution.
Cependant si kn est trop petit, le seuil estimé sera trop grand, on aura alors peu d’excès
ce qui engendrera une grande variance dans l’estimation. On doit donc s’assurer de ne
pas trop s’éloigner de la queue de distribution là où se trouve l’information importante.
Comme il est dit dans Embrechts et al. [71] : “Let the tail speak for itself.”
Ces conditions se retrouvent dans toutes les approches basées sur un seuil, en particulier
dans l’approche par la loi des excès (voir Partie 1.3). Dans cette dernière le seuil ne
doit pas être trop grand (condition similaire à kn/n→ 0) mais suffisamment grand pour
avoir le Théorème 1.4 (condition similaire à kn →∞).
Pour illustrer l’importance de kn et rendre compte de la qualité de l’estimation, on trace
l’estimateur de Hill en fonction de kn, autrement dit la fonction kn → Hn(kn) (voir
Figure 1.7).
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Figure 1.7: Graphique de l’estimateur de Hill Hn(kn), en fonction de kn (trait noir)
avec son intervalle de confiance à 95% (lignes rouge), n = 1000 réalisations d’une loi de
Pareto standard pour laquelle γ = 1. La ligne horizontale représente la vraie valeur de
γ. Dans ce cas la fonction à variations lentes est constante.
L’utilisation d’un noyau dans l’estimateur de Hill a été étudiée par Csorgo et al. [41].
Un estimateur efficace de l’indice des valeurs extrêmes a été proposé par Falk et Marohn
[75]. Une liste plus détaillée des différents travaux sur l’estimation de l’indice des valeurs
extrêmes est dressée par Csörgő et Viharos [40].
Une interprétation graphique de l’estimateur de Hill est possible (voir expression (1.33)),
on l’appelle le “Pareto quantile plot”. C’est le graphe des points :
(− log(i/(n+ 1)), log(Yn−i+1,n)) pour i = 1, . . . , kn. (1.35)
Cette représentation est très utile car elle permet de visualiser facilement si les obser-
vations sont distribuées selon une loi appartenant au domaine d’attraction de Fréchet.
En effet, si un échantillon provient d’une loi appartenant à ce domaine, alors le Pareto
quantile plot doit être approximativement linéaire avec une pente γ, pour les petites
valeurs de i, autrement dit pour les valeurs extrêmes. Il devient linéaire à partir du
point (− log(kn/(n+ 1)), log(Yn−kn+1,n)). Si l’on utilise la méthode des moindres carrés
en forçant la droite de regression à passer par ce point on retrouve l’estimateur de Hill.
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Estimateur de Zipf
En 1996 deux travaux indépendants, Schultze et Steinebach [155] et Kratz et Resnick
[126] conduirent à l’introduction du même estimateur de l’indice des valeurs extrêmes,
l’estimateur de Zipf. Il consiste à utiliser la méthode des moindres carrés sur le précédent
graphe des points (voir expression (1.35)).
Définition 1.21. Soit (kn)n≥1 une suite d’entiers avec 1 < kn ≤ n, l’estimateur de Zipf
est défini par :
γˆZn =
1
kn
∑kn
i=1
(
log
(
kn+1
i
)
− 1kn
∑kn
i=1 log
(
kn+1
i
))
log (Yn−i+1,n)
1
kn
∑kn
i=1
(
log
(
kn+1
i
))2 − ( 1kn ∑kni=1 log (kn+1i ))2 (1.36)
Il a été introduit dans le but d’obtenir un biais asymptotique plus petit que les estima-
teurs précédemment introduits, notamment l’estimateur de Hill. Cependant, sa variance
asymptotique est deux fois plus grande que celle de l’estimateur de Hill (voir Théo-
rème 1.20).
Le paragraphe suivant est une courte synthèse bibliographique des méthodes d’esti-
mation des quantiles extrêmes pour des lois à queue de type Weibull. Nous montrons
comment cette problématique s’inscrit plus largement dans la théorie des valeurs ex-
trêmes et les similitudes qui existent entre les estimateurs du coefficient à queue de type
Weibull et l’estimateur de Hill.
1.5.3.2 Lois à queue de type Weibull
Le plus connu des estimateurs des quantiles extrêmes basé sur une approche semi-
paramétrique est l’estimateur de Beirlant [19]. On verra qu’il repose sur l’estimation
de β > 0.
Comme les lois à queue de type Weibull appartiennent au domaine d’attraction de
Gumbel, elles ont un indice des valeurs extrêmes γ = 0. L’indice des valeurs extrêmes ne
fournit donc aucune information sur la vitesse de décroissance de la fonction de survie
à l’intérieur de cette famille de lois. C’est l’indice de queue de Weibull β > 0 qui donne
cette information. Une valeur du paramètre de forme β proche de zéro correspond à une
décroissance rapide de la queue de distribution. Réciproquement une valeur de β proche
de l’infini correspond à une décroissance lente de la queue de distribution. L’estimation
des quantiles extrêmes pour des lois à queue de type Weibull passe alors par l’estimation
de β.
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Afin d’estimer des quantiles extrêmes, commençons par remarquer que pour des lois à
queue de type Weibull on a d’après la définition de la fonction quantile (voir expres-
sion (1.19)) pour tout β > 0 :
q(α) = (− log(α))β`(− log(α)) avec ` ∈ RV0.
Ce qui donne en passant au logarithme :
log q(α)
log2(1/α)
= β + log `(log(1/α))log2(1/α)
,
où log2(.) = log(log(.)).
Ainsi, en utilisant la Proposition 1.8 qui dit que log(`(x))/ log(x) → 0 lorsque x → ∞,
on en déduit que lorsque α→ 0 :
log q(α) ≈ β log2(1/α). (1.37)
L’idée est la même que pour la construction de l’estimateur proposé par Weissman [167]
(voir Définition 1.17). Elle est basée sur l’approximation donnée par l’équation (1.37)
qui assure que pour n assez grand, si on a (kn) une suite intermédiaire d’entiers (voir
l’expression (1.34)) alors on a :
log(q(αn)) ≈ β log2(1/αn) (1.38)
log(q(kn/n)) ≈ β log2(n/kn) (1.39)
En soustrayant l’équation (1.39) à l’équation (1.38) on obtient :
log(q(αn)) ≈ log(q(kn/n)) + β(log2(1/αn)− log2(n/kn)).
On applique alors la fonction exponentielle, ce qui donne :
q(αn) ≈ q(kn/n)
( log(1/αn)
log(n/kn)
)β
. (1.40)
Le quantile q(kn/n) se trouve dans l’échantillon (voir Premier cas page 12.), on peut
alors l’estimer par son estimateur empirique soit la statistique d’ordre Yn−kn+1,n. Puis
on remplace β par un estimateur quelconque βˆn estimant β > 0. Ce qui nous permet
d’obtenir l’estimateur de Beirlant [19] introduit en 1996.
Définition 1.22. L’estimateur de Beirlant est défini par :
qˆBn (αn) = Yn−kn+1,n
( log(1/αn)
log(n/kn)
)βˆn
. (1.41)
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Pour estimer des quantiles extrêmes on procède de la même façon que dans le cas de lois
appartenant au domaine d’attraction de Fréchet (voir Définition 1.17), sauf que cette
fois on remplace le coefficient à queue de Weibull β par l’un de ces estimateurs. On peut
alors remplacer β dans l’expression (1.41) par n’importe quel estimateur de la littérature
et ainsi obtenir autant d’estimateurs des quantiles extrêmes qu’il existe d’estimateurs
de β.
Estimation de l’indice de queue de type Weibull
Il existe dans la littérature de nombreux estimateurs dédiés à l’estimation du coefficient
de queue de type Weibull. Historiquement, la première approche est due à Berred [20]
qui proposa un estimateur basé sur des valeurs records. A la suite de ces travaux deux
grandes familles d’approches se sont développées.
– Une première famille d’approches (Beirlant et al. [9, 10], Broniatowski [27], Dierckx
et al. [63]) est basée sur les logarithmes des excès au-dessus d’un seuil (log-excesses)
des kn statistiques d’ordre supérieur :
log(Yn−i+1,n)− log(Yn−kn+1,n).
– Une seconde famille d’approches (Beirlant et al. [19], Diebolt et al. [59], Gardes et
Girard [82, 83], Girard [93], Goegebeur et al. [98], Goegebeur et Guillou [101]) se base
quant à elle sur les espacements entre les logarithmes (log-spacings) des kn statistiques
d’ordre supérieur :
log(Yn−i+1,n)− log(Yn−i,n).
Le plus simple de ces estimateurs a été proposé dans Beirlant et al. [19]. Il peut être
construit en remarquant que pour des lois à queue de type Weibull on a d’après l’ex-
pression (1.19) de la fonction quantile :
q(t) = (log(1/t))β`(log(1/t)),
q(s) = (log(1/s))β`(log(1/s)),
ainsi pour s et t proches de 0 on a :
log(q(t))− log(q(s)) = β(log2(1/t)− log2(1/s)) + log
(
`(log(1/t))
`(log(1/s))
)
,
' β(log2(1/t)− log2(1/s)).
L’approximation est justifiée par le fait que ` est une fonction à variations lentes à l’infini
(voir Définition 1.7). On peut alors considérer l’estimateur de β suivant.
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Définition 1.23. Soit (kn)n≥1 une suite d’entiers avec 1 < kn ≤ n, l’estimateur de
Beirlant est défini par :
βˆBn =
1∑kn−1
i=1 (log2(n/i)− log2(n/kn))
kn−1∑
i=1
(log(Yn−i+1,n)− log(Yn−kn+1,n)). (1.42)
La forme de cet estimateur est très proche de celle de l’estimateur de l’indice des va-
leurs extrêmes proposé par Hill [116] (voir définition (1.18)). En effet, seul le terme de
normalisation (dénominateur) diffère.
Une interprétation graphique de cet estimateur est possible. En effet, rappelons que pour
des lois à queue de type Weibull on a log q(α) ∼ β log2(1/α) d’après l’équation (1.37).
Ainsi, les points (log2(n/i), log(Yn−i+1,n)), i = 1, . . . , kn − 1 sont approximativement
répartis sur une droite de pente β.
Comme dans le domaine d’attraction de Fréchet, il est alors aussi possible d’estimer
β par l’estimateur des moindres carrés. L’estimateur βˆZn ainsi obtenu est similaire à
l’estimateur de l’indice des valeurs extrêmes de Zipf γˆZn dans le cas de lois à queue
lourde (voir Définition 1.21).
Un autre estimateur est proposé dans Beirlant et al. [10], où β est estimé par :
βˆB∗n =
log(n/kn)
Yn−kn+1,n
1
kn − 1
kn−1∑
i=1
(Yn−i+1,n − Yn−kn+1,n).
En remplaçant β par βˆBn ou βˆB∗n dans l’équation (1.41) on obtient deux estimateurs de
quantiles extrêmes. L’étude du comportement asymptotique de ces deux estimateurs a
été unifiée par Gardes et Girard [81].
Il existe de nombreux estimateurs de β dans la littérature ; détaillons plus précisément
deux familles d’estimateurs englobant βˆBn .
Famille d’estimateurs utilisant des poids
La première famille qui nous intéressera est basée sur l’incorporation de poids dans l’es-
timateur βˆBn (voir définition 1.23). Elle fut introduite par Gardes et Girard [83]. Les
estimateurs appartenant à cette famille sont des combinaisons linéaires de statistiques
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d’ordre c’est-à-dire des L-estimateurs. Plus précisément, on considère la famille d’esti-
mateurs B1 = {βˆn(ζ), ζ = (ζ1,n, . . . , ζkn−1,n)} avec :
βˆn(ζ) =
kn−1∑
i=1
ζi,n(log(Yn−i+1,n)− log(Yn−kn+1,n))
/
kn−1∑
i=1
ζi,n(log2(n/i)− log2(n/kn)) ,
(1.43)
où les ζi,n sont des poids.
En prenant ζi,n = 1 pour tout i = 1, . . . , kn − 1 on retrouve l’estimateur βˆBn proposé
par Beirlant et al. [19] (voir l’équation (1.42)).
L’estimateur des moindres carrés βˆZn appartient également à la famille B1 (voir [83,
Corollaire 2]) avec les poids :
ζZi,n = log2(n/i)−
1
kn − 1
kn−1∑
i=1
log2(n/i).
Famille d’estimateurs utilisant des suites de normalisation
Dans l’estimateur de Beirlant βˆBn (voir l’équation (1.42)), la somme des écarts entre les
logarithmes des statistiques d’ordre est normalisée par la suite :
S(B)n =
kn−1∑
i=1
(log2(n/i)− log2(n/kn)). (1.44)
On peut remplacer cette suite (S(B)n ) par une suite positive quelconque (Sn) vérifiant :
Snkn log(n/kn)→ 1. (1.45)
Cela nous permet de définir une nouvelle famille d’estimateurs :
B2 = {βˆn(Sn), Sn > 0 vérifiant (1.45)}
avec
βˆn(Sn) =
1
Sn
kn−1∑
i=1
(log(Yn−i+1,n)− log(Yn−kn+1,n)). (1.46)
Cette famille a été introduite par Gardes et Girard [82] où il est aussi donné un résultat
de normalité asymptotique.
Le terme de variance asymptotique est identique pour tous les estimateurs de la famille.
Le biais dépend lui par contre du choix de la suite (Sn). Il n’existe cependant pas de
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choix annulant ce dernier. Il n’y a pas d’estimateur qui soit préférable dans toutes les si-
tuations envisageables. L’efficacité des différents estimateurs est illustrée sur simulations
dans Gardes et Girard [87].
Un estimateur de β débiaisé a été proposé dans Diebolt et al. [59]. Il est basé sur un
modèle de régression exponentielle inspiré de ceux proposés par Beirlant et al. [12, 13]
et Feuerverger et Hall [76] afin d’estimer l’indice des valeurs extrêmes pour des lois
du domaine d’attraction de Fréchet. Diebolt et al. [60] proposent alors de remplacer β
par cet estimateur débiaisé [59] et obtiennent ainsi un estimateur de quantiles extrêmes
débiaisé.
Pour une synthèse bibliographique plus poussée sur l’estimation de quantiles extrêmes
pour les lois à queue de type Weibull voir Gardes et Girard [87].
1.6 Estimation de quantiles conditionnels extrêmes
Dans cette dernière partie, nous nous intéressons au cas où la variable aléatoire d’intérêt
Y est mesurée conjointement avec une covariable x. Contrairement au problème d’es-
timation des quantiles de régression classique [124] qui a été largement considéré, peu
d’attention a été accordée aux quantiles conditionnels extrêmes.
Ce problème n’a été considéré que récemment [46], et ce malgré de nombreuses applica-
tions notamment en finance et en hydrologie. En effet, l’ajout d’une covariable permet
de modéliser plus de phénomènes. Par exemple en hydrologie, la variable Y peut re-
présenter le niveau de pluie journalier en millimètres tombée en un point géographique
caractérisé par sa position x=(latitude, longitude, altitude) [89]. Un autre exemple d’ap-
plication possible est l’astrophysique, où Y représente la quantité d’un certain paramètre
physique et x une courbe hyperspectrale [44].
Lorsque l’on travaille en présence d’une covariable on distingue deux cas selon la nature
de cette dernière :
• Le modèle dit “à plan aléatoire” ou “design aléatoire” pour lequel les données sont
des couples {(Xi, Yi), i = 1, . . . , n} de variables aléatoires réelles indépendantes et de
même loi. Dans ce cas, on peut définir la fonction de répartition conditionnelle F (.|x)
par :
F (y|x) = P(Y < y|X = x).
• Le modèle dit “à plan fixe” ou “design fixe” dont les données sont des couples
{(xi, Yi), i = 1, . . . , n} où les observations Yi sont des variables aléatoires réelles in-
dépendantes et les xi sont des points d’observations non aléatoires. Dans ce cas, la
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fonction de répartition de la variable d’intérêt dépend de x et est notée également
F (.|x) par analogie avec le cas précédent.
Définition 1.24. Le quantile conditionnel extrême d’ordre 1 − αn de F (.|x) est défini
par :
q(αn|x) := F←(αn|x) avec αn → 0 quand n→∞.
Par analogie avec le cas sans covariable il est difficile d’estimer q(αn|x) au-delà du point
maximal du sous-échantillon des observations de Y prises dans un voisinage de x.
En présence d’une covariable, les paramètres des lois GEV et GPD dépendent de x.
On a pu voir tout au long de ce chapitre la similitude qui existe entre les nombreux
estimateurs des quantiles extrêmes dans le cas sans covariable. Dans cette partie, on
se concentre sur l’approche POT (voir Partie 1.3) où dans ce cas la loi GPD dépendra
des trois fonctions u(x), σ(x) et γ(x). La fonction γ(x) est appelée indice des valeurs
extrêmes conditionnel ou indice de queue conditionnel.
Par analogie avec l’estimateur des quantiles extrêmes pour la loi GPD (voir la Défini-
tion 1.15) on a l’estimateur du quantile conditionnel extrême donné dans la définition
suivante.
Définition 1.25. L’estimateur du quantile conditionnel extrême est défini par :
qˆgpdn (αn|x) = uˆn(x) +
σˆn(x)
γˆn(x)
((
kn
nαn
)γˆn(x)
− 1
)
,
où γˆn(x), uˆn(x)et σˆn(x) sont des estimateurs respectifs de γ(x), u(x) et de σ(x).
Lorsque l’on souhaite estimer des quantiles extrêmes dans le cas particulier de lois
à queues lourdes conditionnelles, on retrouve l’estimateur de Weissman (voir Défini-
tion 1.17) adapté au cas conditionnel.
Définition 1.26. L’estimateur de Weissman adapté au cas conditionnel est défini par :
qˆWn (βn|x) = qˆn(αn|x)
(
αn
βn
)γˆn(x)
,
où dans ce cas qˆn(αn|x) correspond à l’estimation d’un quantile conditionnel choisi dans
un sous-échantillon des observations prises dans un voisinage de x.
Afin d’estimer des quantiles extrêmes conditionnels le but est alors comme précédemment
d’estimer γ(x), σ(x) et u(x).
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1.6.1 L’approche paramétrique
L’ajout d’une covariable est relativement récent dans la littérature. Les premiers travaux
sont dus à Smith [159] qui propose de modéliser les maxima par une loi des valeurs ex-
trêmes dont les paramètres sont des fonctions de la covariable. Une forme paramétrique
est supposée sur ces fonctions et l’estimation est effectuée par maximum de vraisem-
blance ou par moindres carrés. Ce fut ensuite au tour de Davison et Smith [47] de
proposer de modéliser les excès par une loi de Pareto généralisée dont les paramètres
sont des fonctions de la covariable, les auteurs estimant ces derniers par maximum de
vraisemblance.
1.6.2 L’approche semi-paramétrique
Beirlant et Goegebeur [14] ont été les premiers à utiliser une approche semi-paramétrique.
Ils proposent de transformer tout d’abord les données dans le but d’obtenir des résidus
suivant une loi de type Pareto puis de les utiliser dans un modèle de régression expo-
nentielle où les paramètres du dit modèle sont estimés par la méthode du maximum de
vraisemblance.
Dans le cas d’une covariable unidimensionnelle, Beirlant et Goegebeur [15] se proposent
d’adapter les estimateurs de quantiles proposés par Matthys et Beirlant [132] au cas
conditionnel en remplaçant les statistiques d’ordres par les quantiles estimés par la
méthode des polynômes locaux, voir [124]. Ils proposent également une procédure pour
choisir leur paramètre de lissage et leur seuil.
Wang et Tsai [166] estiment l’indice de queue conditionnel dans le cas d’une loi à queue
lourde en utilisant une fonction de lien logarithme afin de relier l’indice de queue condi-
tionnel au prédicteur linéraire induit par la covariable, ce qui constitue le modèle de
régression pour l’indice de queue conditionnel. Ils estiment ensuite les paramètres de
regression par maximum de vraisemblance. A la suite de ces travaux, Wang et al. [165]
ont estimé des quantiles conditionnels extrêmes dans le cas de lois issues du modèle
de Hall [111]. Dans ce cadre d’étude, Hall [110] a aussi proposé des estimateurs semi-
paramétriques des quantiles conditionnels extrêmes.
1.6.3 L’approche non-paramétrique
Les premiers à proposer une approche non-paramétrique sont Davison et Ramesh [46].
Leur approche est basée sur des polynômes locaux. Beirlant et al. [16] ont étendu ces
résultats aux covariables multidimensionnelles.
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Ce fut ensuite Chavez-Demoulin et Davison [32] qui, en utilisant la méthode du maxi-
mum de vraisemblance pénalisé, proposèrent des estimateurs splines de quantiles ex-
trêmes conditionnels dans le cas d’une covariable unidimensionnelle.
Dans le cas de lois à queues lourdes, on dénombre de nombreux travaux :
Tout d’abord Beirlant et al. [11] proposèrent d’estimer non-paramétriquement des quan-
tiles conditionnels puis de les utiliser comme statistiques d’ordre supérieur pour estimer
des quantiles conditionnels extrêmes.
Lorsque la covariable est déterministe fonctionnelle, Gardes et Girard [86] et Gardes
et al. [89] ont proposé des estimateurs à noyau des quantiles conditionnels extrêmes.
Tandis que Gardes et Girard [85] se sont penchés sur une approche par plus proches
voisins dans le cas où la covariable est déterministe.
Dans le cas où la variable d’intérêt dépend d’une covariable aléatoire de dimension
finie, Daouia et al. [44] proposent une estimation par noyau. Cette méthode a été géné-
ralisée à tous les domaines d’attraction par Daouia et al. [43] qui se sont basés sur des
conditions dues à Von Mises (voir [50]) sur la fonction de survie conditionnelle.
Différents travaux ont eu pour but d’estimer l’indice de queue conditionnel de manière
non-paramétrique. Citons Gardes et al. [90] qui proposent des estimateurs à noyau dé-
pendant de paramètres de réglage. Dans le cas où la covariable est déterministe, une
famille d’estimateurs non-paramétriques a été proposée par Gardes et Girard [84]. Ces
estimateurs sont basés sur une moyenne pondérée des log-spacings entre les observa-
tions sélectionnées à l’aide d’une approche par fenêtre mobile pour la covariable et d’un
seuil aléatoire pour la variable d’intérêt. Plus récemment, Gardes et Stupfler [91] se sont
intéressés à l’estimation de l’indice de queue conditionnel en présence d’une covariable
aléatoire de dimension finie. Ils proposent un estimateur de Hill local lissé adapté à la
présence d’une covariable. Cet estimateur est basé sur un raffinement de l’approche par
fenêtre mobile. On peut également citer les travaux de Goegebeur et al. [102] qui ont
introduit une famille d’estimateurs non-paramétriques de l’indice de queue conditionnel
en présence d’une covariable aléatoire.
Dans le but de réduire le biais asymptotique (voir condition du second ordre Para-
graphe 1.5.3.1), Goegebeur et de Wet [100] et Goegebeur et al. [99] ont estimé le para-
mètre du second ordre non-paramétriquement en utilisant des estimateurs à noyau.
Afin d’estimer non paramétriquement des quantiles conditionnels extrêmes pour des lois
à queue de type Weibull (voir Définition 1.13), Goegebeur et al. [98] ont introduit une
nouvelle famille d’estimateurs du coefficient à queue de type Weibull dépendant d’une
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covariable. Cette famille d’estimateurs à noyau est obtenue en faisant une moyenne
pondérée des excès au-delà d’un seuil aléatoire assez grand.
Chapitre 2
Estimation de quantiles extrêmes pour
des lois à queues lourdes et légères
Résumé
Dans Gardes et al. [88], une nouvelle famille de lois est introduite, dépendant de deux
paramètres τ et θ, qui englobe aussi bien les lois de type Pareto que les lois à queue de
type Weibull. Des estimateurs pour θ et pour les quantiles extrêmes sont aussi pro-
posés, mais ils dépendent tous deux d’un paramètre inconnu τ , les rendant inutiles
dans des situations pratiques. On commencera dans la Partie 2.1 par une introduc-
tion motivant nos travaux. On rappellera ensuite dans la Partie 2.2 le cadre d’étude
et le modèle de Gardes et al. [88]. Puis l’on présentera nos contributions théoriques
dans la Partie 2.3. Ces contributions consistent dans un premier temps à proposer un
estimateur de τ qui est indépendant de θ. A la suite de quoi insérer notre estimateur
de τ dans les deux estimateurs précédents nous permet alors d’estimer des quantiles
extrêmes pour des lois de type Pareto aussi bien que pour des lois à queue de type Wei-
bull d’une même façon. Les lois asymptotiques de nos trois nouveaux estimateurs sont
établies et leur efficacité est illustrée dans la Partie 2.4 sur des données simulées et
sur un jeu de données réelles. On finira par des perspectives dans la Partie 2.5. En
dernier lieu se trouve la Partie 2.6 contenant les preuves de nos résultats théoriques.
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2.1 Introduction
“In applications the three different families give quite different representations of ex-
treme value behaviour. In early applications of extreme value theory, it was usual to
adopt one of the three families, and then to estimate the relevant parameters of that dis-
tribution. But there are two weakness : first, a technique is required to choose which of
the three families is most appropriate for the data at hand ; second, once such a decision
is made, subsequent inferences presume this choice to be correct, and do not allow for the
uncertainty such a selection involves, even though this uncertainty may be substantial”
Stuart Coles
Soit Y1, . . . , Yn une suite de variables aléatoires i.i.d ayant pour fonction de répartition
F et notons Y1,n ≤ · · · ≤ Yn,n les statistiques ordonnées associées à cet échantillon.
Rappelons que le Théorème 1.4 nous assure que pour une grande partie des fonctions
de répartition, le maximum Yn,n (après renormalisation) converge en loi vers une loi
des valeurs extrêmes ayant pour paramètre de forme γ. Selon son signe, trois domaines
d’attraction sont possibles pour F : Fréchet (γ > 0), Gumbel (γ = 0) et Weibull (γ < 0).
Rappelons également que les lois appartenant au domaine d’attraction de Weibull ont
une queue droite finie (point terminal fini), ce domaine d’attraction n’est de ce fait pas
très utilisé dans la plupart des applications.
Dans ce chapitre, on se concentre sur les domaines d’attraction de Fréchet et Gumbel
qui peuvent quant à eux avoir une queue droite infinie (point terminal infini). Rappelons
qu’une sous famille intéressante du domaine d’attraction de Gumbel est la famille de
lois à queue de type Weibull (voir sous-Partie 1.4.4 et plus particulièrement la Défini-
tion 1.13).
Comment choisir entre les domaines d’attraction que sont celui de Gumbel et celui
de Fréchet pour modéliser le maximum d’un phénomène ? A-t-on une décroissance de
la fonction de survie exponentielle ou polynômiale ? Si on se trouve dans le domaine
d’attraction de Fréchet quelle est la valeur de l’indice des valeurs extrêmes γ ? Si on
se trouve dans le domaine d’attraction de Gumbel, et plus particulièrement dans le cas
d’une loi à queue de type Weibull, quelle est la valeur du coefficient β de queue de type
Weibull ?
Gardes et al. [88] ont étudié plusieurs estimateurs de l’indice de queue et de quantiles
extrêmes. Ils ont ainsi pu remarquer la grande similarité qui existe entre la plupart des
estimateurs du coefficient à queue de type Weibull (par exemple l’estimateur de Beirlant
voir Définition 1.42) et l’estimateur de HillHn(kn) (voir Définition 1.18). Cette similarité
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peut sembler surprenante puisque Hn(kn) a été construit dans le but d’estimer l’indice
de queue γ pour des lois appartenant au domaine d’attraction de Fréchet.
Dans l’optique de faire de l’inférence sur la queue de la loi, la plupart des méthodes
ou approches consistent à utiliser les kn statistiques d’ordre supérieures Yn−kn+1,n ≤
· · · ≤ Yn,n, c’est le cas de l’estimateur de Hill. Cela semble naturel car l’information
de la queue est seulement contenue dans la partie extrême supérieure de l’échantillon.
Rappelons que (kn) est une suite intermédiaire d’entiers (voir l’expression (1.34)).
En ce qui concerne l’estimation du coefficient à queue de type Weibull, des méthodes
dédiées furent proposées. Historiquement, la première approche est due à Berred [20]
qui proposa un estimateur basé sur des valeurs records. Rappelons que deux grandes
familles d’approches se sont développées.
– Une première famille d’approches (Beirlant et al. [9, 10], Broniatowski [27], Dierckx
et al. [63]) est basée sur les logarithmes des excès au-dessus d’un seuil (log-excesses)
des kn statistiques d’ordre supérieur :
log(Yn−i+1,n)− log(Yn−kn+1,n).
– Une seconde famille d’approches (Beirlant et al. [19], Diebolt et al. [59], Gardes et
Girard [82, 83], Girard [93], Goegebeur et al. [98], Goegebeur et Guillou [101]) se base
quant à elle sur les espacements entre les logarithmes (log-spacings) des kn statistiques
d’ordre supérieur :
log(Yn−i+1,n)− log(Yn−i,n).
Tous ces estimateurs sont similaires à l’estimateur de Hill. En effet Hn(kn) (voir Défini-
tion 1.18) peut peut être vu aussi bien en termes de log-spacings :
Hn(kn) =
1
kn − 1
kn−1∑
i=1
log(Yn−i+1,n)− log(Yn−kn+1,n),
qu’en termes de log-excesses :
Hn(kn) =
1
kn − 1
kn−1∑
i=1
i (log(Yn−i+1,n)− log(Yn−i,n)) .
Comme exemple, on citera les trois estimateurs proposés dans Gardes et Girard [82] qui
sont proportionnels à Hn(kn).
Pour expliquer ce résultat, Gardes et al. [88] introduirent en 2011 un modèle contenant
une nouvelle famille de lois englobant notamment aussi bien tout le domaine d’attraction
de Fréchet que les lois à queue de type Weibull. Ainsi, ils proposent d’unifier les domaines
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d’attraction de Fréchet et de Gumbel à travers une nouvelle famille de lois et d’inclure
ainsi les lois à queue de type Weibull dans une famille de lois plus générale.
Dans la partie suivante, on exposera le cadre d’étude et le modèle de Gardes et al. [88]. On
présentera ensuite nos contributions théoriques dans la Partie 2.3. Les lois asymptotiques
de nos estimateurs sont établies et leur efficacité est illustrée dans la Partie 2.4 sur des
données simulées et sur un jeu de données réelles. On finira par des perspectives dans la
Partie 2.5. En dernier lieu, se trouve la Partie 2.6 contenant les preuves de nos résultats
théoriques.
2.2 Cadre d’étude et présentation du modèle
Cette Partie 2.2 est une présentation du modèle de Gardes et al. [88] ; le but principal
de cette dernière étant d’expliquer pourquoi les statistiques basées sur les log-spacings
peuvent être utiles pour estimer les indices de queue aussi bien pour les lois à queue de
type Weibull que pour les lois de type Pareto.
2.2.1 Modèle
Dans le but de comprendre la similarité qui existe entre la plupart des estimateurs du
coefficient à queue de type Weibull et l’estimateur de Hill, une nouvelle famille de lois a
été proposée dans Gardes et al. [88]. Cette famille dépend de deux paramètres τ ∈ [0, 1]
et θ > 0. Plus précisément, la famille de fonctions de survie considérée est donnée par :
(A1(τ, θ)) F (y) = exp(−K←τ (logH(y))) avec y ≥ y∗ > 0
où
Kτ (y) =
∫ y
1
uτ−1du avec τ ∈ [0, 1].
Ici, H est une fonction croissante telle que H← ∈ RVθ où θ > 0. Le paramètre τ nous
permet quant à lui de représenter un large panel de lois allant des lois à queue de type
Weibull aux lois appartenant au domaine d’attraction de Fréchet, en cela il est proche
du paramètre de l’indice des valeurs extrêmes γ.
Mettons tout d’abord en avant le fait que la lourdeur de la queue de la fonction de survie
F est principalement contrôlée par τ ∈ [0, 1] et ensuite par θ > 0.
Proposition 2.1. Soient F τ1,θ1 et F τ2,θ2 deux fonctions de survie satisfaisant respecti-
vement (A1(τ1, θ1)) et (A1(τ2, θ2)).
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(i) Si τ1 < τ2 alors F τ1,θ1(y)/F τ2,θ2(y)→ 0 quand y →∞ pour tout (θ1, θ2) ∈ ]0,∞[2.
(ii) Si τ1 = τ2 = τ et θ1 < θ2 alors F τ,θ1(y)/F τ,θ2(y)→ 0 quand y →∞.
Ainsi, plus grand sera τ , plus lourde sera la queue. En effet, considérons les deux cas
extrêmes τ = 0 et τ = 1.
• Clairement, sous (A1(0, θ)), on a K0(y) = log(y) ainsi K←0 (y) = exp(y) d’où :
F (y) = exp(−H(y)) = exp(−y1/θL(y)),
où L est une fonction à variations lentes à l’infini. On est dans le cas d’une fonction
de survie d’une loi à queue de type Weibull où θ coïncide avec l’indice de queue de
type Weibull β (voir Définition 1.13).
• A l’opposé, (A1(1, θ)) implique K1(y) = y − 1 ainsi K←0 (y) = y + 1 d’où :
F (y) = e1/H(y) = y−1/θ ˜`(y),
où ˜` est une fonction à variations lentes à l’infini. Par conséquent, F appartient au
domaine d’attraction de Fréchet et θ coïncide avec l’indice de queue γ > 0 (voir
l’équation (1.13)).
Au vu des remarques précédentes, les valeurs intermédiaires de τ ∈ ]0, 1[ correspondent
à des lois ayant des queues plus légères que des queues de type Pareto mais plus lourdes
que des queues de type Weibull. En effet, on a :
F (y) = exp(−h(y)) avec h(y) ∼ ((τ/θ) log(y))1/τ ,
et ainsi h(y)/ya → 0 pour tout a > 0 tandis que h(y)/ log(y)→∞ quand y →∞, cette
propriété caractérise une loi de “type exponentielle”, voir Harris [114].
La proposition suivante nous donne une caractérisation plus précise et des exemples sont
donnés.
Proposition 2.2.
(i) F vérifie (A1(0, θ)) si et seulement si F est une loi à queue de type Weibull avec
comme coefficient de queue de Weibull θ.
(ii) Si F vérifie (A1(τ, θ)), τ ∈ [0, 1[ et si H est deux fois dérivable alors F appartient
au domaine d’attraction de Gumbel.
(iii) F vérifie (A1(1, θ)) si et seulement si F est dans le domaine d’attraction de Fréchet
avec un indice de queue égal à θ.
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Au vu de la Proposition 2.2(i), les lois : Normale, Gamma, Weibull, Benktander II,
Logistique et la loi des valeurs extrêmes vérifient toutes (A1(0, θ)) puisqu’elles sont des
exemples de lois à queue de type Weibull (voir Gardes et Girard [83], Tableau 1).
Des exemples de lois vérifiant (A1(τ, θ)) avec τ ∈ ]0, 1[ incluent certaines lois à queue
de type Log-weibull. Rappelons qu’une variable aléatoire Y suit une loi à queue de type
Log-weibull si log(Y ) suit une loi à queue de type Weibull.
Proposition 2.3. Supposons que F vérifie (A1(0, θ)) avec θ ∈ (0, 1]. Si, de plus, la
fonction à variations lentes ` est dérivable et `(t)→ `∞ > 0 quand t→∞ alors F (log .)
verifie (A1(θ, θ`∞)).
Comme exemple, on citera la loi Log-normale standard qui peut être vue comme une loi
à queue de type Log-weibull et vérifiant alors (A1(1/2,
√
2/2)). De même, la loi Gamma
vérifie (A1(0, 1)) et la loi Log-gamma appartient au domaine d’attraction de Fréchet,
voir par exemple Embrechts et al. [71], Tableau 3.4.2. Enfin, d’autres exemples de lois
satisfaisant (A1(1, θ)) se trouvent dans le tableau mentionné.
Comme on l’a illustré dans les parties précédentes, le modèle (A1(τ, θ)) nous donne un
nouvel outil pour l’analyse des estimateurs de queue basés sur les log-spacings. Cela
nous permet d’englober les lois à queue de type Weibull dans un cadre plus général et
d’expliquer ainsi pourquoi les estimateurs dédiés à l’estimation de leur indice de queue
sont très similaires à l’estimateur de Hill (voir Définition 1.18) et dans le cas de quantiles
extrêmes à l’estimateur de Weissman (voir Définition 1.17).
Nous allons maintenant présenter un estimateur θ̂n,τ (kn) de θ pour cette nouvelle famille
de lois et l’estimateur des quantiles extrêmes qui s’en déduit. La normalité asymptotique
de ces estimateurs est établie dans la sous-Partie suivante 2.2.2 d’une seule et même
façon.
2.2.2 Définition des estimateurs et leurs lois asymptotiques
Dans Gardes et al. [88], un estimateur de θ basé sur l’estimateur de Hill est introduit.
En notant par (kn) une suite intermédiaire d’entiers, cet estimateur de θ est donné par :
θ̂n,τ (kn) =
1
µτ (log(n/kn))
1
kn − 1
kn−1∑
i=1
(log(Yn−i+1,n)− log(Yn−kn+1,n)) (2.1)
avec, pour tout t > 0 ,
µτ (t) =
∫ ∞
0
(Kτ (y + t)−Kτ (t)) e−ydy.
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Un point crucial est que l’estimateur (2.1) consiste essentiellement à faire la moyenne
des log-excesses entre les statistiques ordonnées supérieures. Il est important de noter
que θ̂n,τ (kn) diffère seulement de l’estimateur de Hill (voir Définition 1.18) par une suite
normalisée déterministe :
θ̂n,τ (kn) =
Hn(kn)
µτ (log(n/kn))
.
Cette similarité peut être vue à travers l’étude des log-spacings entre deux quantiles q(u)
et q(v) de F , avec 0 < u < v ≤ 1. Sous (A1(τ, θ)) on a :
log q(u)− log q(v) = θ (Kτ (− log u)−Kτ (− log v)) + log
(
`(expKτ (− log u))
`(expKτ (− log v))
)
. (2.2)
Puisque ` est une fonction à variations lentes, si les ordres u et v des quantiles sont assez
petits, le second terme peut être négligé dans la partie droite de (2.2) pour obtenir :
log q(u)− log q(v) ' θ (Kτ (− log u)−Kτ (− log v)) , (2.3)
ce qui nous montre que les log-spacings sont approximativement proportionnels à θ.
Puisque cette propriété est vérifiée pour tout τ ∈ [0, 1], elle est ainsi partagée par les
lois : de type Pareto, à queue de type Weibull et à queue de type Log-weibull. Notons
que cette propriété peut être interprétée graphiquement sur un échantillon en traçant
un graphique quantile-quantile. Cela consiste à tracer les points :
(Kτ (log(n/i)), log(Yn−i+1,n)) pour i = 1, . . . , kn.
D’après (2.3), le graphique devrait être approximativement linéaire. De même, un esti-
mateur des quantiles extrêmes (voir Définition 1.2) peut être déduit d’après (2.1) par :
q̂n
(
αn, θ̂n,τ (kn)
)
= Yn−kn+1,n exp
(
θ̂n,τ (kn) (Kτ (log(1/αn))−Kτ (log(n/kn)))
)
. (2.4)
Soulignons le fait que les estimateurs (2.1) et (2.4) sont d’un intérêt seulement théorique
puisque dans des situations pratiques τ est inconnu, ce qui ne permet donc pas de les
utiliser.
On montre dans la suite que la normalité asymptotique de θ̂n,τ (kn) et q̂n
(
αn, θ̂n,τ (kn)
)
peut être établie pour tout τ ∈ [0, 1] d’une même façon (résultats du travail de Gardes
et al. [88]). En ce sens, le comportement asymptotique de ces estimateurs est plus une
conséquence de la propriété des log-spacings que du comportement de la queue de la
loi (qui peut être exponentiel aussi bien que polynômial). Les sous-Parties 2.2.3 et 2.2.4
illustrent nos résultats sur ces deux cas extrêmes τ = 0 et τ = 1.
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Pour établir la normalité asymptotique de θ̂n,τ (kn), on introduit une condition de second
ordre sur `.
Condition du second ordre : (A2(ρ))
Il existe ρ < 0 et b(y) −→
y→∞ 0 tels que uniformément localement pour λ ≥ λ0 > 0 :
log
(
`(λy)
`(y)
)
∼ b(y)Kρ(λ), lorsque y →∞,
avec |b| asymptotiquement décroissante.
Rappelons que nécessairement la fonction b (appelée aussi fonction de biais) est à va-
riations régulières d’indice ρ < 0 (voir par exemple Geluk et de Haan [92]). Rappelons
également que le paramètre de second ordre ρ < 0 contrôle la vitesse de convergence du
rapport `(λy)/`(y) vers 1. Une valeur de ρ proche de 0 implique une faible vitesse de
convergence.
La condition (A2(ρ)) est la clef de voûte de toutes les preuves de normalité asymptotique
en théorie des valeurs extrêmes. Elle est utilisée dans Beirlant et al. [12], Häusler et
Teugels [115] et Hill [116] pour prouver la normalité asymptotique d’un grand nombre
d’estimateurs de l’indice des valeurs extrêmes. Notons que la condition du second ordre
utilisée pour prouver la normalité asymptotique de Hill diffère quelque peu de celle-ci.
En effet, on n’a pas besoin que |b| soit asymptotiquement décroissante (voir la condition
du second ordre au Paragraphe 1.5.3.1).
Ainsi les auteurs Gardes et al. [88] obtiennent la normalité asymptotique de θ̂n,τ (kn).
Théorème 2.4. Supposons que les hypothèses (A1(τ, θ)) et (A2(ρ)) soient vérifiées.
Soit (kn) une suite intermédiaire d’entiers telle que :
√
kn b(expKτ (log(n/kn)))→ λ. (2.5)
Alors, en introduisant aτ,ρ = 1 si τ ∈ [0, 1) et a1,ρ = 1/(1− ρ), on a :
√
kn
(
θ̂n,τ (kn)− θ − aτ,ρb(expKτ (log(n/kn)))
)
d−→ N (0, θ2). (2.6)
Il apparaît que la variance asymptotique de θ̂n,τ (kn) donnée parAV = θ2/kn est indépen-
dante de τ . En particulier, elle reste constante quel que soit le domaine d’attraction de
F . Le biais asymptotique au carré est donné par ASB(τ, ρ) = a2τ,ρb2(expKτ (log(n/kn))).
De plus, comme b2 décroit asymptotiquement, alors ASB est une fonction décroissante
de τ ∈ [0, 1[ avec un saut à τ = 1. Ces remarques sont illustrées sur des données simulées
dans l’article de Gardes et al. [88].
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Le résultat suivant établi par Gardes et al. [88] permet d’établir la vitesse de convergence
de θ̂n,τ (kn) vers θ dans (2.6).
Proposition 2.5. La condition (2.5) avec λ 6= 0 implique :
log(kn) = −2ρaτ,2ρKτ (logn)(1 + o(1)).
La vitesse de convergence est ainsi d’ordre exp(−ρaτ,2ρKτ (logn)(1 + o(1))). Une vi-
tesse de convergence géométrique est obtenue seulement dans le domaine d’attraction
de Fréchet. En effet, τ = 1 implique
√
kn = n−ρ/(1−2ρ)+o(1) qui est consistant avec les
conclusions de de Haan et Peng [52]. Les lois à queue de type Weibull donnent des vi-
tesses de convergence logarithmiques. En effet, τ = 0 implique
√
kn = (logn)−ρ+o(1) qui
est consistant avec les résultats de Gardes et Girard [82]. Plus généralement, plus lourde
sera la queue, meilleure sera la vitesse de convergence.
Gardes et al. [88] déduisent alors du Théorème 2.4 la normalité asymptotique de l’esti-
mateur des quantiles extrêmes (2.4).
Théorème 2.6. Supposons que les hypothèses du Théorème 2.4 soient vérifiées avec
λ = 0. Si, de plus,
(log(n/kn))1−τ (Kτ (log(1/αn))−Kτ (log(n/kn)))→∞ (2.7)
alors on a :
√
kn
Kτ (log(1/αn))−Kτ (log(n/kn))
 q̂n
(
αn, θ̂n,τ (kn)
)
q(αn)
− 1
 d−→ N (0, θ2).
Concentrons-nous sur les deux cas particuliers τ = 0 (lois à queue de type Weibull) et
τ = 1 (domaine d’attraction de Fréchet).
2.2.3 Application aux lois à queue de type Weibull
Si τ = 0, l’estimateur (2.1) coïncide avec θ̂(1)n introduit dans Gardes et Girard [82].
Notons également que les estimateurs θ̂(2)n et θ̂(3)n dans Gardes et Girard [82] peuvent
être respectivement déduits de θ̂n,0(kn) en approchant µ0 par une somme de Riemann
ou en utilisant l’approximation du premier ordre µ0(t) ∼ 1/t lorsque t → ∞ donnée
dans le Lemme 2(i) de Gardes et al. [88].
Par ailleurs :
q̂n
(
αn, θ̂n,0(kn)
)
= Yn−kn+1,n
( log(1/αn)
log(n/kn)
)θ̂n,0(kn)
(2.8)
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est l’estimateur proposé dans Gardes et Girard [81]. La forme de l’estimateur (2.8) est
similaire à celle de la famille d’estimateurs de quantiles extrêmes dans le cas de loi à
queue de type Weibull que l’on a présenté dans le chapitre 1 (voir Définition 1.41).
Comme conséquence du Théorème 2.4 et Théorème 2.6, Gardes et al. [88] obtiennent le
corollaire suivant.
Corollaire 2.7. Supposons que (A1(0, θ)) et (A2(ρ)) soient vérifiées. Soit (kn) une
suite intermédiaire d’entiers telle que
√
kn b(log(n/kn))→ 0. Alors,
√
kn (θ̂n,0(kn)− θ) d−→ N (0, θ2).
Si, de plus :
log(n/kn) (log2(1/αn)− log2(n/kn))→∞ (2.9)
alors, √
kn
log2(1/αn)− log2(n/kn)
 q̂n
(
αn, θ̂n,0(kn)
)
q(αn)
− 1
 d−→ N (0, θ2).
Ces résultats sont très semblables au Corollaire 3.1 dans Gardes et Girard [82] excepté
que la condition (2.9) est plus faible que celle utilisée dans l’article mentionné.
2.2.4 Application au domaine d’attraction de Fréchet
Soit τ = 1 remarquons que µ1(t) = 1 pour tout t > 0, l’estimateur (2.1) coïncide alors
avec l’estimateur de Hill (voir Définition 1.18) de l’indice de queue. Par ailleurs :
q̂n
(
αn, θ̂n,1(kn)
)
= Yn−kn+1,n
(
kn
nαn
)θ̂n,1(kn)
(2.10)
est l’estimateur de Weissman (voir Définition 1.17). La forme de l’estimateur (2.10) est
similaire à celle de la famille d’estimateurs de quantiles extrêmes dans le cas de loi ap-
partenant au domaine d’attraction de Fréchet que l’on a présenté dans le chapitre 1 (voir
Définition 1.17). Une application directe des théorèmes précédents donne les résultats
classiques donnés dans le corollaire suivant.
Corollaire 2.8. Supposons que (A1(1, θ)) et (A2(ρ)) soient vérifiées. Soit (kn) une
suite intermédiaire d’entiers telle que
√
kn b(n/kn)→ 0. Alors :
√
kn(θ̂n,1(kn)− θ) d−→ N (0, θ2).
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Si, de plus kn/(nαn)→∞ alors :
√
kn
log(kn/(nαn))
 q̂n
(
αn, θ̂n,1(kn)
)
q(αn)
− 1
 d−→ N (0, θ2).
Comme on l’a illustré dans les parties précédentes, le modèle (A1(τ, θ)) donne un
nouvel outil pour l’analyse des estimateurs de l’indice de queue basés sur les log-spacings.
Cela permet d’englober les lois à queue de type Weibull dans un cadre plus général et
d’expliquer ainsi pourquoi les estimateurs dédiés à l’estimation de β sont très similaires
à l’estimateur de Hill et ceux du quantile extrême à celui de Weissman.
Les estimateurs (2.1) et (2.4) présentés sont d’un intérêt seulement théorique car, dans
des situations pratiques τ étant inconnu, ils ne peuvent être utilisés. Ma contribution
sera tout d’abord de proposer un estimateur de τ qui est indépendant de θ. Insérer
cet estimateur de τ dans les deux estimateurs précédents permet alors d’estimer des
quantiles extrêmes pour des lois de type Pareto aussi bien que pour des lois à queue
de type Weibull d’une même façon. La fin de ce chapitre est organisée comme suit. Les
estimateurs sont définis dans la sous-Partie 2.3.1, leurs propriétés asymptotiques sont
établies dans la sous-Partie 2.3.2. Le comportement asymptotique de l’estimateur des
quantiles extrêmes est illustré sur des simulations en sous-Partie 2.4.1 et sur un jeu
de données réelles dans la sous-Partie 2.4.2. Dans la Partie 2.5 on présentera quelques
perspectives à donner à nos travaux. Les preuves de nos résultats sont exposées dans la
Partie 2.6.
2.3 Contributions théoriques
La fin du chapitre constitue ma contribution au modèle. Elle a fait l’objet de l’ar-
ticle El Methni et al. [69] paru en 2012. On commence par proposer un estimateur τ̂n
de τ , indépendant de θ. En remplaçant τ par τ̂n dans (2.1) et (2.4), on obtient deux
nouveaux estimateurs qui peuvent être utilisés dans des situations pratiques. On est
ainsi capable d’estimer des quantiles extrêmes de lois allant des lois de type Pareto aux
lois à queue de type Weibull. Les lois asymptotiques des trois nouveaux estimateurs sont
aussi établies.
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2.3.1 Définition des estimateurs
Commençons par décrire la construction de l’estimateur de τ . Soient (kn) et (k′n) avec
k′n > kn deux suites d’entiers telles que
θ̂n,τ (kn) P−→ θ
θ̂n,τ (k′n)
P−→ θ
Il s’ensuit clairement que :
θ̂n,τ (kn)
θ̂n,τ (k′n)
= Hn(kn)
Hn(k′n)
µτ (log(n/k′n))
µτ (log(n/kn))
P−→ 1.
En introduisant pour tout t > t′ > 0 la fonction définie par :
ψ(.; t; t′) : R→ (−∞, exp(t− t′)) avec ψ(y; t, t′) = µy(t)
µy(t′)
,
il s’ensuit que :
Hn(kn)
Hn(k′n)
P∼ ψ(τ ; log(n/kn), log(n/k′n)). (2.11)
De plus, on peut remarquer (voir Lemme 2.15 dans la Partie 2.6) que :
ψ(.; log(n/kn), log(n/k′n))
est une bijection de R dans (−∞, k′n/kn). Par conséquent, on peut considérer l’estimateur
de τ suivant :
τ̂n =
 ψ
−1
(
Hn(kn)
Hn(k′n)
; log(n/kn), log(n/k′n)
)
si Hn(kn)Hn(k′n) <
k′n
kn
u si Hn(kn)Hn(k′n) ≥
k′n
kn
,
(2.12)
où u est la réalisation d’une loi uniforme standard. En pratique, seule la première situa-
tion doit être considérée, puisque le Lemme 2.17 de la Partie 2.6 nous dit que, pour n
assez grand, Hn(kn)/Hn(k′n) est presque sûrement plus petit que k′n/kn. Il est ainsi pos-
sible de remplacer τ par son estimateur τ̂n dans (2.1) pour obtenir un nouvel estimateur
de θ donné par :
θ̂n,τ̂n(kn) =
Hn(kn)
µτ̂n(log(n/kn))
.
De même, en remplaçant τ et θ̂n,τ (kn) par leurs estimateurs dans (2.4) cela nous donne
le nouvel estimateur des quantiles extrêmes suivant :
q̂n
(
αn, θ̂n,τ̂n(kn)
)
= Yn−kn+1,n exp
(
θ̂n,τ̂n(kn)
[
Kτ̂n(log(1/αn))−Kτ̂n(log(n/kn))
])
.
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Le comportement asymptotique des trois nouveaux estimateurs q̂n
(
αn, θ̂n,τ̂n(kn)
)
, θ̂n,τ̂n
et τ̂n est établi dans la sous-Partie suivante.
2.3.2 Propriétés asymptotiques
Comme premier résultat, on établit la consistance de τ̂n sous l’hypothèse suivante :
H←(t) = tθ`(t) = c tθ exp
(∫ y
1
ε(u)
u
du
)
(2.13)
avec c une constante positive et ε(s) → 0 lorsque s → ∞. Mettons en évidence le
fait que (2.13) implique H← ∈ Rθ et que la fonction à variations lentes à l’infini ` est
normalisée, voir Bingham et al. [21], page 15.
Proposition 2.9. Supposons que (A1(τ, θ)) est vérifiée avec ` une fonction à variations
lentes normalisée. Si (kn) et (k′n) sont deux suites intermédiaires d’entiers telles que
kn/k
′
n → 0, alors τ̂n P−→ τ .
On notera que la consistance de τ̂n est établie pour tout θ > 0 et τ ∈ [0, 1]. C’est en ce
sens, que le comportement asymptotique de cet estimateur est plus une conséquence de la
propriété des log-spacings que du comportement de la queue (qui peut être exponentielle
pour τ = 0 aussi bien que polynômiale pour τ = 1).
Enfin, pour établir la normalité asymptotique des trois estimateurs q̂n
(
αn, θ̂n,τ̂n(kn)
)
,
θ̂n,τ̂n et τ̂n la condition de second d’ordre (A2(ρ)) sur ` est nécessaire.
Le Théorème 2.10 établit la normalité asymptotique de τ̂n.
Théorème 2.10. Supposons que (A1(τ, θ)) et (A2(ρ)) soient vérifiées. Si (kn) et (k′n)
sont deux suites intermédiaires d’entiers telles que kn/k′n → 0 et√
k′nb(expKτ (logn/k′n))→ 0, (2.14)√
kn
(
log2(n/kn)− log2(n/k′n)
)→∞, (2.15)
log(n/k′n)
(
log2(n/kn)− log2(n/k′n)
)→∞, (2.16)
alors √
kn
(
log2(n/kn)− log2(n/k′n)
)
(τ̂n − τ) d−→ N (0, 1).
La condition (2.14) est classique en théorie des valeurs extrêmes. Elle impose que le biais
induit par la fonction à variations lentes est asymptotiquement négligeable. La condi-
tion (2.15) impose à la vitesse de convergence de τ̂n de tendre vers l’infini. Finalement,
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la condition (2.16) est de même nature que la condition (2.15), elle impose un certain
espacement minimal entre les deux suites (kn) et (k′n).
Par ailleurs, si τ = 0, les conditions (2.14) et (2.15) impliquent que yb(y) → 0 lorsque
y →∞. Par conséquent, si τ = 0 et ρ > −1, il n’est pas possible de choisir des suites (kn)
et (k′n) qui satisfassent les hypothèses précédentes. Dans un tel cas, seule la consistance
de τ̂n peut être garantie.
Dans le résultat suivant, il est établi que θ̂n,τ̂n hérite de la normalité asymptotique de
τ̂n.
Théorème 2.11. Supposons que les hypothèses du Théorème 2.10 soient vérifiées. Si,
de plus,
(
log2(n/kn)− log2(n/k′n)
)
/ log2(n/kn)→ 0, (2.17)√
kn
(
log2(n/kn)− log2(n/k′n)
)
/ log2(n/kn)→∞, (2.18)
alors √
kn (log2(n/kn)− log2(n/k′n))
log2(n/kn)
(
θ̂n,τ̂n(kn)− θ
)
d−→ N (0, θ2).
Il apparait que l’estimation de τ a un coût en termes de vitesse de convergence. La condi-
tion (2.17) implique que θ̂n,τ̂n(kn) converge moins vite que θ̂n,τ (kn), voir Lemme 2.19
dans la Partie 2.6. Comme précédemment, la condition (2.18) impose à la vitesse de
convergence de θ̂n,τ̂n(kn) de tendre vers l’infini. On notera que cette condition implique
la condition (2.15) dans le Théorème 2.10.
De même que pour le Théorème 2.10, on peut voir que, si τ = 0, les conditions (2.14)
et (2.18) impliquent y log(y) b(y)→ 0 lorsque y →∞. Ainsi, encore une fois, il n’existe
pas de suites (kn) et (k′n) dans le cas où τ = 0 et ρ > −1.
Si, τ ∈ ]0, 1] ou si τ = 0 et ρ < −1, un choix possible pour les suites d’entiers est log(kn) = aKτ (log(n))log(k′n) = a′Kτ (log(n))
avec les restrictions suivantes sur (a, a′) ∈ R2 données par :
0 < a < a′ < 2ρ/(2ρ− 1) si τ = 1
0 < a < a′ < −2ρ si 0 < τ < 1
2 < a < a′ < −2ρ si τ = 0.
(2.19)
Enfin, dans le cas où τ = 0 et ρ = −1, l’existence de suites (kn) et (k′n) dépend de la loi
sous jacente.
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Le dernier théorème est dédié à la loi asymptotique de l’estimateur des quantiles ex-
trêmes.
Théorème 2.12. Supposons que les hypothèses du Théorème 2.11 soient vérifiées. Si,
de plus,
√
kn(log2(n/kn)− log2(n/k′n)) /log2(1/αn) →∞, (2.20)
(log(n/kn))1−τ [Kτ (log(1/αn))−Kτ (log(n/kn))]→∞, (2.21)
log2(n/kn)[Kτ (log(1/αn))−Kτ (log(n/kn))]
/∫ log(1/αn)
log(n/kn)
log(u)uτ−1du → 0, (2.22)
alors
√
kn (log2(n/kn)− log2(n/k′n))∫ log(1/αn)
log(n/kn) log(u)u
τ−1du
 q̂n
(
αn, θ̂n,τ̂n(kn)
)
q(αn)
− 1
 d−→ N (0, θ2).
Une condition suffisante pour vérifier les conditions (2.21) et (2.22) est :
log2(1/αn)/ log2(n/kn)→∞.
Cela impose une borne supérieure sur l’ordre αn du quantile extrême. A l’opposé, la
condition (2.20) impose une borne inférieure sur αn.
Un choix possible pour l’ordre αn du quantile extrême est donné par log2(1/αn) =
[log2(n)]δ pour tout δ > 1. Les performances de q̂n
(
αn, θ̂n,τ̂n(kn)
)
sur des échantillons
sont illustrées dans la partie suivante.
2.4 Simulations et illustrations sur données réelles
On commencera par illustrer l’efficacité de nos estimateurs à l’aide de simulations dans
la sous-Partie 2.4.1, puis on appliquera nos estimateurs à un jeu de données réelles dans
la sous-Partie 2.4.2.
2.4.1 Simulations
Dans cette partie, notre estimateur des quantiles extrêmes q̂n
(
αn, θ̂n,τ̂n(kn)
)
sera com-
paré à l’approche POT (voir Définition 1.15). Rappelons que l’approche POT se base
sur une approximation de la distribution des excès, au-desssus d’un seuil “élevé”, par
une loi de Pareto généralisée notée GPD. Cette approche a été conçue pour estimer des
quantiles extrêmes dans tous les domaines d’attraction.
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Parmi les nombreuses méthodes disponibles pour estimer les paramètres de la GPD, on
se concentrera sur :
– la méthode des moments (voir sous-Partie 1.5.2),
– l’estimateur DEdH (voir Définition 1.16),
car ce sont celles qui donnent les meilleurs résultats sur nos simulations.
Il est important de signaler que l’estimateur des quantiles extrêmes q̂n
(
αn, θ̂n,τ̂n(kn)
)
a besoin de l’inversion numérique de la fonction ψ. Ce calcul est effectué à l’aide d’une
procédure par dichotomie puisque le Lemme 2.15(i) nous assure que ψ est croissante.
Les simulations ont été réalisées sur le logiciel R Development Core Team [144]. En ce
qui concerne l’estimation des paramètres de la GPD par la méthode des moments, on a
utilisé le package de Ribatet [149]
Les simulations ont été effectuées sur les douze lois différentes suivantes :
– cinq lois à queue de type Weibull (τ = 0) : la valeur absolue d’une loi Normale cen-
trée réduite (θ = 1/2 et ρ = −1), une loi de Weibull ayant un paramètre de forme
égal à 2 (θ = 2 et ρ = −∞), une loi Gamma ayant un paramètre de forme égal à 1
(θ = 1 et ρ = −1) et deux lois à queue de type Weibull ayant pour fonction quantile
F
←(y) = (− log y)θ(1 + (ρ+ θ)(− log y)ρ), y ∈ ]0, 1[ avec θ = 1/2 et ρ ∈ {−1/2,−1/4}
(on les notera respectivement W1 et W2),
– deux lois à queue de type Log-weibull (τ = 1/2), voir Gardes et al. [88], Para-
graphe 2.2 : la loi Lognormale centrée réduite (θ =
√
2/2 et ρ = 0) et la loi ayant
pour fonction quantile F←(y) = exp{√2[(− log y)1/2 − 1]}, y ∈ ]0, 1[ pour laquelle
θ =
√
2/2 et ρ = −∞ que l’on appellera loi Log-weibull.
– cinq lois de type Pareto (τ = 1) : la valeur absolue d’une loi de Cauchy standard
(θ = 1 et ρ = −2), une loi de Pareto standard (θ = 2 et ρ = −∞), la valeur absolue
d’une loi de Student à deux degrés de liberté (θ = 1/2 et ρ = −2) et deux lois de
Burr (θ = 1/2 et ρ ∈ {−1,−1/2}) ayant pour fonction quantile F←(y) = (yρ − 1)−θρ,
y ∈ ]0, 1[.
Ci-après se trouve le Tableau 2.1 résumant les différentes lois utilisées, et les valeurs de
τ , θ et ρ. Ces lois représentent diverses situations :
τ ∈ {0, 1/2, 1}, θ ∈ {1/2,√2/2, 1, 2} et ρ ∈ {−∞,−2,−1,−1/2,−1/4, 0}
dans lesquelles la normalité asymptotique de nos estimateurs n’est pas toujours établie.
Dans ce qui suit, on prend αn = 10−3 et on simule N = 100 échantillons (Yn,j)j=1,...,N de
taille n = 500. Pour chaque échantillon Yn,j , l’estimateur q̂n
(
αn, θ̂n,τ̂n(kn)
)
est calculé
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DA Type de loi Exemples τ θ ρ
Lois à queue de type Weibull
Gamma 0 1 -1
W1 0 1/2 -1/2
W2 0 1/2 -1/4
Gumbel Weibull 0 2 -∞
Normale 0 1/2 -1
Lois à queue de type Log-weibull Log-normale 1/2
√
2/2 0
Log-weibull 1/2
√
2/2 -∞
Fréchet Lois de type Pareto
Pareto 1 2 -∞
Student 1 1/2 -2
Cauchy 1 1 -2
Burr 1 1/2 -1
Burr 1 1/2 -1/2
Table 2.1: Tableau résumant les différentes lois utilisées pour les simulations.
pour k′n = 3, . . . , 500 et kn = 2, . . . , 499 avec kn ≤ k′n. Pour toutes les lois considérées,
les erreurs quadratiques moyennes associées aux estimateurs sont calculées comme des
fonctions de k′n et de kn. Comme notre estimateur des quantiles extrêmes dépend de ces
deux suites et que l’approche POT ne dépend que d’une suite, on a décidé de réduire
notre estimateur à une suite en pratique.
Pour cela on a representé l’erreur quadratique moyenne associée à q̂n
(
αn, θ̂n,τ̂n(kn)
)
sous la forme d’une matrice avec k′n en indice de ligne et kn en indice de colonne. On a
ensuite extrait la valeur c ∈ [0, 1] telle que lorsque l’on somme les éléments de la matrice
se situant sur la droite kn = bck′nc de pente c on obtienne la plus petite valeur. A la
suite d’un grand nombre de simulations Monte-Carlo sur toutes les lois considérées, on
a choisi la valeur c = 0.1.
Sur la Figure 2.1, on a représenté les déciles (voir échelle de couleur) des matrices des
erreurs quadratiques moyennes associées à q̂n
(
αn, θ̂n,τ̂n(kn)
)
pour la loi de Pareto et la
loi Gamma évoquées précédemment (voir Tableau 2.1).
Avec un tel choix, notre estimateur et l’approche POT dépendent uniquement d’une seule
suite d’entiers (k′n). Pour toutes les lois considérées, les erreurs quadratiques moyennes
associées aux estimateurs sont calculées comme des fonctions de k′n et sont reportées sur
les Figures 2.2 à 2.7.
Il apparaît que notre estimateur est plus performant que l’approche POT (que l’on
estime les paramètres de la GPD avec l’estimateur des moments ou l’estimateur DEdH)
pour presque toutes les valeurs de k′n. Remarquons également que pour k′n ≥ 50, l’erreur
quadratique moyenne vue comme une fonction de k′n associée à notre estimateur est
presque constante, quelle que soit la loi.
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Figure 2.1: Déciles de l’erreur quadratique moyenne associée à q̂n
(
αn, θ̂n,τ̂n(kn)
)
vue
comme une fonction de k′n et de kn. Simulations réalisées sur 100 échantillons de taille
500. Les matrices sont obtenues par symétrie. En haut : loi de Pareto. En bas : loi
Gamma.
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Figure 2.2: Erreur quadratique moyenne vue comme une fonction de k′n associée à
q̂n
(
αn, θ̂n,τ̂n(kn)
)
(traits en pointillés), à l’approche POT : estimateur des Moments
(traits en gras) et estimateur DEdH (traits pleins). Simulations réalisées sur 100 échan-
tillons de taille 500. En haut : valeur absolue d’une loi de Cauchy. En bas : valeur
absolue d’une loi de Student.
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Figure 2.3: Erreur quadratique moyenne vue comme une fonction de k′n associée à
q̂n
(
αn, θ̂n,τ̂n(kn)
)
(traits en pointillés), à l’approche POT : estimateur des Moments
(traits en gras) et estimateur DEdH (traits pleins). Simulations réalisées sur 100 échan-
tillons de taille 500. En haut : loi de Burr avec ρ = −1. En bas : loi de Burr avec
ρ = −1/2.
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Figure 2.4: Erreur quadratique moyenne vue comme une fonction de k′n associée à
q̂n
(
αn, θ̂n,τ̂n(kn)
)
(traits en pointillés), à l’approche POT : estimateur des Moments
(traits en gras) et estimateur DEdH (traits pleins). Simulations réalisées sur 100 échan-
tillons de taille 500. En haut : loi de Pareto. En bas : loi de Weibull.
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Figure 2.5: Erreur quadratique moyenne vue comme une fonction de k′n associée à
q̂n
(
αn, θ̂n,τ̂n(kn)
)
(traits en pointillés), à l’approche POT : estimateur des Moments
(traits en gras) et estimateur DEdH (traits pleins). Simulations réalisées sur 100 échan-
tillons de taille 500. En haut : valeur absolue d’une loi Normale. En bas : loi Gamma.
Chapitre 2. Estimation de quantiles extrêmes 78
0 100 200 300 400 500
0.
00
0.
02
0.
04
0.
06
0.
08
0.
10
k'n
0 100 200 300 400 500
0.
00
0.
02
0.
04
0.
06
0.
08
0.
10
k'n
Figure 2.6: Erreur quadratique moyenne vue comme une fonction de k′n associée à
q̂n
(
αn, θ̂n,τ̂n(kn)
)
(traits en pointillés), à l’approche POT : estimateur des Moments
(traits en gras) et estimateur DEdH (traits pleins). Simulations réalisées sur 100 échan-
tillons de taille 500. En haut : loi à queue de type Weibull W1 avec ρ = −1/2. En bas :
loi à queue de type Weibull W2 avec ρ = −1/4.
Chapitre 2. Estimation de quantiles extrêmes 79
0 100 200 300 400 500
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
k'n
0 100 200 300 400 500
0.
00
0.
05
0.
10
0.
15
0.
20
k'n
Figure 2.7: Erreur quadratique moyenne vue comme une fonction de k′n associée à
q̂n
(
αn, θ̂n,τ̂n(kn)
)
(traits en pointillés), à l’approche POT : estimateur des Moments
(traits en gras) et estimateur DEdH (traits pleins). Simulations réalisées sur 100 échan-
tillons de taille 500. En haut : loi Log-normale. En bas : loi à queue de type Log-weibull
avec ρ = −1/4.
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2.4.2 Application aux crues d’une rivière
Les performances de nos estimateurs sont illustrées à travers l’analyse d’événements
extrêmes d’un jeu de données de crues de la rivière Nidd provenant du rapport NERC
[137]. Ce jeu de données est classique dans la littérature des valeurs extrêmes voir par
exemple Davison et Smith [47] ou Hosking et Wallis [119]. Il consiste en 154 excès (crues)
au-dessus du niveau 65m3s−1durant la période 1934-1969 (35 ans) de la rivière Nidd se
situant dans le Yorkshire en Angleterre.
Il n’y a pas de consensus sur le domaine d’attraction de ce jeu de données. Dans Diebolt
et al. [58], il est supposé qu’il appartient au domaine d’attraction de Fréchet, les lois
à queues lourdes sont considérées comme un modèle possible pour ce type de données.
Cependant, selon Hosking et Wallis [119], le jeu de données de la rivière Nidd peut
raisonnablement être supposé provenir d’une loi appartenant au domaine d’attraction
de Gumbel. Ce résultat est en accord avec Diebolt et al. [60] où il a été montré qu’une loi
à queue de type Weibull peut être considérée pour modéliser ces données. L’estimation
de τ est donc d’un grand intérêt.
Les estimations de τ et θ sont données sur la Figure 2.8 comme fonctions de k′n (rappelons
que kn = b0.1k′nc). On voit que les estimateurs se stabilisent pour k′n ≥ 80 avec τ̂n ' 1
et θ̂n,τ̂n(kn) ' 0.3. Ces résultats nous indiquent que les données peuvent être supposées
provenir d’une loi dans le domaine d’attraction de Fréchet. Ils sont en accord avec ceux
obtenus par des méthodes Bayésiennes dans Diebolt et al. [58], Figure 7 où l’indice de
queue est aussi estimé avec une valeur de 0.3.
Rappelons que la quantité standard d’intérêt dans les études environnementales est le
niveau de retour d’ordre N , défini comme étant le niveau qui sera dépassé en moyenne
une fois toutes les N années. Ici, on s’intéresse à l’estimation des niveaux de retour à 50
et 100 ans.
Sur la Figure 2.9, notre estimateur des quantiles extrêmes est comparé avec l’approche
POT. On a représenté le niveau de retour d’ordre N comme une fonction de k′n pour
N = 50 et N = 100. On voit que notre estimateur et l’approche POT dont les paramètres
de la GPD ont été estimés avec l’estimateur DEdH donnent, des courbes similaires.
L’estimation des paramètres de la GPD par l’estimateur des moments donne des résultats
quelque peu différents. Cependant, en choisissant k′n ' 60 pour toutes les méthodes, on
obtient une estimation du niveau de retour à 50 ans qui appartient approximativement
à l’intervalle [340m3s−1, 375m3s−1], et une estimation du niveau de retour à 100 ans
appartenant à l’intervalle [400m3s−1, 470m3s−1]. Encore une fois, ces résultats sont en
accord avec les intervalles de crédibilité obtenus dans Diebolt et al. [58], Tableau 1.
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Figure 2.8: Résultats obtenus sur le jeu de données de la rivière Nidd En haut :
estimation de τ comme fonction de k′n. En bas : estimation de θ comme fonction de k′n.
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Figure 2.9: Résultats obtenus sur le jeu de données de la rivière Nidd. Le niveau de
retour comme fonction de k′n obtenu avec q̂n
(
αn, θ̂n,τ̂n(kn)
)
(traits en pointillés), avec
l’approche POT : estimateur des Moments (traits en gras) et estimateur DEdH (traits
pleins). En haut : estimation du niveau de retour à 50 ans comme fonction de k′n. En
bas : estimation du niveau de retour à 100 ans comme fonction de k′n.
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2.5 Perspectives
Plusieurs perpectives à donner à nos travaux sont envisageables.
Parmi les suites explorables, on pourra envisager celle de la correction de biais basée sur
l’estimation du paramètre du second ordre (Caeiro et Gomes [28], Gomes et al. [103]).
Dans ce but, un modèle de régression exponentielle similaire à ceux de Beirlant et al.
[12], Diebolt et al. [59, 60], Feuerverger et Hall [76] étendu aux lois appartenant à la
famille de fonctions de survie (A1(τ, θ)) serait d’un grand intérêt.
Il serait aussi intéressant d’adapter nos résultats au cas τ > 1 et de chercher des liens
possibles avec des lois à queues “super-lourdes” (Fraga Alves et al. [78]).
Comme on a pu le voir dans la sous-Partie Simulations 2.4.1, nos estimateurs sont très
performants, même pour des lois ayant des valeurs de τ où la normalité asymptotique
de nos estimateurs n’est pas établie. En ce qui concerne le choix des suites (kn) et (k′n)
il serait intéressant d’étudier le cas τ = 0 et ρ ≥ −1 de façon plus précise.
Ce travail peut également s’étendre à des variables aléatoires Z = ψ(Y ) où Y a une
loi associée satisfaisant (A1(τ, θ)). Par exemple, en choisissant ψ(y) = yF − 1/y, cela
nous permettra de considérer des lois (ayant un point terminal fini yF ) dans le domaine
d’attraction de Weibull (voir le passage du domaine d’attraction de Fréchet à celui de
Weibull dans le Théorème 1.11). Cela pourrait ainsi permettre d’inclure l’estimateur de
Hill négatif (voir par exemple Falk [74] ou de Haan et Ferreira [50], Paragraphe 3.6.2)
dans notre modèle.
Finalement, nos travaux ouvrent la porte à la construction de tests d’hypothèses pour les
queues de distributions. Pour un jeu de données réelles, on pourrait notamment décider
s’il est issu d’une loi à queue lourde ou d’une loi à queue de type Weibull.
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2.6 Démonstrations
Cette partie se subdivise en trois sous-Parties. Dans la première sous-Partie 2.6.1, on
donne des résultats préliminaires. La seconde sous-Partie 2.6.2 est dédiée aux preuves
de nos principaux résultats. Enfin, dans la troisième et dernière sous-Partie 2.6.3, on
expose les preuves de nos résultats préliminaires.
2.6.1 Résultats préliminaires
Dans la suite, C est un sous ensemble compact tel que [0, 1] ⊂ C ⊂] −∞, 2[. Le pre-
mier lemme est un résultat classique sur le comportement à l’infini des transformées de
Laplace.
Lemme 2.13. Soit y ∈ C et hy ∈ C∞(R+). Soit i(y) = min {j ∈ N/h(j)y (0) 6= 0}. Si
sup
y∈C
w≥0
∣∣∣h(i(y)+1)y (w)∣∣∣ <∞,
alors :
lim
t→∞ supy∈C
∣∣∣ti(y)+1h˜y(t)− h(i(y))y (0)∣∣∣ = 0,
avec h˜y(t) =
∫+∞
0 exp(−tu)hy(u)du la transformée de Laplace de hy.
Le Lemme 2.13 est l’outil clé pour établir les développements asymptotiques uniformes
de µy et ∂µy/∂y donnés dans le Lemme 2.14.
Lemme 2.14. Pour tout y ∈ C et t > 0, on a :
(i) lim
t→∞supy∈C
∣∣∣∣µy(t)ty−1 − 1
∣∣∣∣ = 0,
(ii) lim
t→∞supy∈C
∣∣∣∣∣
∂
∂yµy(t)− log(t)µy(t)
ty−2
− 1
∣∣∣∣∣ = 0.
Comme conséquence des développements du Lemme 2.14, certaines propriétés impor-
tantes de ψ peuvent être obtenues dans les deux lemmes suivants.
Lemme 2.15. Pour tout t > t′ > 0 et y ∈ R, on a :
(i) y → ψ(y; t, t′) est une fonction croissante,
(ii) lim
y→∞ψ(y; t, t
′) = exp(t− t′).
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Lemme 2.16. Pour tout y ∈ C et t > t′ > 0, on a :
∂
∂y
ψ(y; t, t′) = log(t/t′)ψ(y; t, t′)
(
1 +O
( 1
t′ log(t/t′)
))
, lorsque t′ →∞.
Le lemme suivant nous assure que l’estimateur τ̂n est bien défini. Dans (2.12), le cas où
Hn(kn)/Hn(k′n) ≥ k′n/kn est finalement de probabilité asymptotiquement nulle.
Lemme 2.17. Soient (kn) et (k′n) deux suites intermédiaires d’entiers telles que kn/k′n →
0. Si θ̂n,τ (kn)/θ̂n,τ (k′n)
P−→ 1 alors :
P
(
Hn(kn)
Hn(k′n)
≥ k
′
n
kn
)
→ 0 lorsque n→∞.
Gardes et al. [88] n’ont pas montré que θ̂n,τ (kn) est un estimateur consistant de θ quand
τ est connu et sous des hypothèses générales. Prouvons le dans le lemme suivant.
Lemme 2.18. Supposons que (A1(τ, θ)) est vérifiée avec une fonction à variations lentes
` normalisée. Si (kn) est une suite intermédiaire d’entiers, alors : θ̂n,τ (kn) P−→ θ.
La normalité asymptotique de θ̂n,τ (kn) et q̂n
(
αn, θ̂n,τ (kn)
)
a déjà été établie dans le cas
particulier où τ est connu par Gardes et al. [88]. Citons deux résultats de ce travail.
Lemme 2.19. (Théorème 1, Gardes et al. [88]).
Supposons que (A1(τ, θ)) et (A2(ρ)) soient vérifiées. Si (kn) est une suite intermédiaire
d’entiers telle que
√
kn b(expKτ (log(n/kn)))→ 0, alors :
√
kn
(
θ̂n,τ (kn)
θ
− 1
)
d−→ N (0, 1). (2.23)
Lemme 2.20. (Théorème 2, Gardes et al. [88]). Sous les hypothèses du Lemme 2.19 et
si, de plus,
(log(n/kn))1−τ (Kτ (log(1/αn))−Kτ (log(n/kn)))→∞,
alors :
√
kn
Kτ (log(1/αn))−Kτ (log(n/kn)) log
 q̂n
(
αn, θ̂n,τ (kn)
)
q(αn)
 d−→ N (0, θ2).
Le lemme suivant établit que θ peut être remplacé par θ̂n,τ (k′n) dans (2.23) sans modifier
la loi asymptotique.
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Lemme 2.21. Supposons que (A1(τ, θ)) et (A2(ρ)) soient vérifiées. Soient (kn) et (k′n)
deux suites intermédiaires d’entiers telles que :
√
k′nb(expKτ (logn/k′n))→ 0 et kn/k′n → 0.
On a : √
kn
(
θ̂n,τ (kn)
θ̂n,τ (k′n)
− 1
)
d−→ N (0, 1).
Le dernier lemme quantifie l’effet d’estimer τ dans θ̂n,τ (kn).
Lemme 2.22. Supposons que (A1(τ, θ)) et (A2(ρ)) soient vérifiées. Soient (kn) et (k′n)
deux suites intermédiaires d’entiers telles que :
kn/k
′
n → 0,
√
kn
(
log2(n/kn)− log2(n/k′n)
)
/ log2(n/kn)→∞,√
k′nb(expKτ (logn/k′n))→ 0 et log(n/k′n)
(
log2(n/kn)− log2(n/k′n)
)→∞.
On a : √
kn(log2(n/kn)− log2(n/k′n))
log2(n/kn)
 θ̂n,τ̂n(kn)
θ̂n,τ (kn)
− 1
 d−→ N (0, 1).
2.6.2 Preuves des principaux résultats
Preuve de la Proposition 2.9 − Pour tout ε > 0, écrivons :
P (|τ̂n − τ | > ε) = P (τ̂n > τ + ε) + P (τ̂n < τ − ε)
et considérons les deux termes séparément. Clairement, on a :
P(τ̂n > τ + ε) = P
(
{τ̂n > τ + ε}
∣∣∣∣{Hn(kn)Hn(k′n) ≥ k
′
n
kn
})
P
(
Hn(kn)
Hn(k′n)
≥ k
′
n
kn
)
+ P
(
{τ̂n > τ + ε} ∩
{
Hn(kn)
Hn(k′n)
<
k′n
kn
})
≤ P
(
Hn(kn)
Hn(k′n)
≥ k
′
n
kn
)
(2.24)
+ P
(
Hn(kn)
Hn(k′n)
≥ ψ(τ + ε; log(n/kn), log(n/k′n))
)
. (2.25)
Concentrons nous sur la probabilité (2.24), notons que, θ̂n,τ (kn) et θ̂n,τ (k′n) sont des esti-
mateurs consistants de θ en probabilité par le Lemme 2.18. Alors θ̂n,τ (kn)/θ̂n,τ (k′n)
P−→ 1
et le Lemme 2.17 impliquent :
P
(
Hn(kn)
Hn(k′n)
≥ k
′
n
kn
)
→ 0.
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La seconde probabilité (2.25) tend vers 0 par (2.11) et le Lemme 2.15(i). En procédant
de la même façon, on peut prouver que P (τ̂n < τ − ε)→ 0 ce qui achève la preuve.
Preuve du Théorème 2.10 − Soit vn =
√
kn (log2(n/kn)− log2(n/k′n)), notre but est
de prouver que
P (vn(τ̂n − τ) ≤ s)→ Φ(s),
pour tout s ∈ R où Φ est la fonction de répartition d’une loi Normale centrée réduite.
Pour cela, premièrement remarquons que le Lemme 2.21 implique
θ̂n,τ (kn)/θ̂n,τ (k′n)
P−→ 1.
Ainsi, en introduisant En(s) = {vn(τ̂n − τ) ≤ s}, on a :
P(En(s)) = P
(
En(s) ∩
{
Hn(kn)
Hn(k′n)
<
k′n
kn
})
+ P
(
En(s)
∣∣∣∣{Hn(kn)Hn(k′n) ≥ k
′
n
kn
})
P
(
Hn(kn)
Hn(k′n)
≥ k
′
n
kn
)
=: T (1)n (s) + o(1),
par le Lemme 2.17. D’après la définition de τ̂n donnée dans (2.12) et en rappelant que,
d’après le Lemme 2.15(i), ψ(.; log(n/kn), log(n/k′n)) est une fonction croissante, on ob-
tient :
T (1)n (s) = P
({
Hn(kn)
Hn(k′n)
≤ ψ(τ + s/vn; log(n/kn), log(n/k′n))
}
∩
{
Hn(kn)
Hn(k′n)
<
k′n
kn
})
= P
(
Hn(kn)
Hn(k′n)
≤ min
(
ψ(τ + s/vn; log(n/kn), log(n/k′n)),
k′n
kn
))
.
Le Lemme 2.15(ii) implique alors :
T (1)n (s) = P
(
Hn(kn)
Hn(k′n)
≤ ψ(τ + s/vn; log(n/kn), log(n/k′n))
)
= P
(
Hn(kn)
Hn(k′n)
≤ µτ+s/vn(log(n/kn))
µτ+s/vn(log(n/k′n))
)
,
et, d’après (2.1) et le fait que :
ζn :=
√
kn
(
θ̂n,τ (kn)
θ̂n,τ (k′n)
− 1
)
d−→ N (0, 1),
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(voir Lemme 2.21), on a :
T (1)n (s) = P
(
ζn ≤
√
kn
(
µτ (log(n/k′n))
µτ (log(n/kn))
µτ+s/vn(log(n/kn))
µτ+s/vn(log(n/k′n))
− 1
))
= P
(
ζn ≤
√
kn
µτ (log(n/k′n))
µτ (log(n/kn))
[
ψ(τ + s/vn; log(n/kn), log(n/k′n))
− ψ(τ ; log(n/kn), log(n/k′n))
])
.
Un développement de Taylor au premier ordre nous donne :
T (1)n (s) = P
(
ζn ≤ s(log2(n/kn)− log2(n/k′n))
µτ (log(n/k′n))
µτ (log(n/kn))
× ∂
∂y
ψ(τ0; log(n/kn), log(n/k′n))
)
,
où τ0 = τ + sη0/vn avec η0 ∈ ]0, 1[. Comme τ0 → τ , pour n assez grand, τ0 < 2 et le
Lemme 2.16 implique :
T (1)n (s) = P
(
ζn ≤ sµτ0(log(n/kn))
µτ0(log(n/k′n))
µτ (log(n/k′n))
µτ (log(n/kn))
(1
+ O
( 1
log(n/k′n) (log2(n/kn)− log2(n/k′n))
)))
= P
(
ζn ≤ sµτ0(log(n/kn))
µτ0(log(n/k′n))
µτ (log(n/k′n))
µτ (log(n/kn))
(1 + o(1))
)
.
Par ailleurs, le Lemme 2.14(i) implique :
s
µτ0(log(n/kn))
µτ0(log(n/k′n))
µτ (log(n/k′n))
µτ (log(n/kn))
= s
( log(n/kn)
log(n/k′n)
)τ0−τ
(1 + o(1)),
= s exp
(
sη0√
kn
)
(1 + o(1)) −→
n→∞ s,
et ainsi on a :
|T (1)n (s)− Φ(s)| = |P(ζn ≤ s(1 + o(1)))− Φ(s)|
≤ |P(ζn ≤ s(1 + o(1)))− Φ(s(1 + o(1)))|+ |Φ(s(1 + o(1)))− Φ(s)|
≤ sup
y∈R
|Φ(y)− P(ζn ≤ y)|+ |Φ(s(1 + o(1)))− Φ(s)|
par Embrechts et al. [71], page 552. Ceci achève la preuve du Théorème 2.10.
Preuve du Théorème 2.11 − Dans un premier temps, le Lemme 2.19 montre que :
θ̂n,τ (kn)− θ = ζnθ√
kn
où ζn d−→ N (0, 1),
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dans un second temps, le Lemme 2.22 implique :
θ̂n,τ̂n(kn)
θ̂n,τ (kn)
− 1 = δn log2(n/kn)√
kn(log2(n/kn)− log2(n/k′n))
où δn d−→ N (0, 1). (2.26)
En rassemblant ces résultats, il s’ensuit que :
θ̂n,τ̂n(kn)− θ = θ̂n,τ (kn)
 θ̂n,τ̂n(kn)
θ̂n,τ (kn)
− 1
+ (θ̂n,τ (kn)− θ)
= θ̂n,τ (kn)
δn log2(n/kn)√
kn(log2(n/kn)− log2(n/k′n))
+ ζnθ√
kn
.
Par conséquent, on a immédiatement :
√
kn(log2(n/kn)− log2(n/k′n))
log2(n/kn)
(
θ̂n,τ̂n(kn)− θ
)
= θ̂n,τ (kn)δn
+ ζnθ
log2(n/kn)− log2(n/k′n)
log2(n/kn)
et le Théorème 2.11 en découle.
Preuve du Théorème 2.12 − Considérons le développement suivant :
log
 q̂n
(
αn, θ̂n,τ̂n(kn)
)
q(αn)
 = log
 q̂n
(
αn, θ̂n,τ̂n(kn)
)
q̂n
(
αn, θ̂n,τ (kn)
)
+ log
 q̂n
(
αn, θ̂n,τ (kn)
)
q(αn)

=: T (2)n + T (3)n .
Par (2.4), on a :
T (2)n = θ̂n,τ̂n(kn)[Kτ̂n(log(1/αn))−Kτ̂n(log(n/kn))]
− θ̂n,τ (kn)[Kτ (log(1/αn))−Kτ (log(n/kn))]
= [Kτ (log(1/αn))−Kτ (log(n/kn))]
(
θ̂n,τ̂n(kn)− θ̂n,τ (kn)
)
+θ̂n,τ̂n(kn)
[(
Kτ̂n(log(1/αn))−Kτ̂n(log(n/kn))
)
− (Kτ (log(1/αn))−Kτ (log(n/kn)))]
=: T (2,1)n + T (2,2)n .
Concentrons nous sur le premier terme T (2,1)n . L’équation (2.26) nous donne :
T (2,1)n =
log2(n/kn)[Kτ (log(1/αn))−Kτ (log(n/kn))]√
kn (log2(n/kn)− log2(n/k′n))
θ̂n,τ (kn)δn
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ce qui implique :
√
kn(log2(n/kn)− log2(n/k′n))∫ log(1/αn)
log(n/kn) u
τ−1 log(u)du
T (2,1)n =
δn log2(n/kn)θ̂n,τ (kn)∫ log(1/αn)
log(n/kn) u
τ−1 log(u)du
× [Kτ (log(1/αn))−Kτ (log(n/kn))]
= oP(1).
Considérons alors T (2,2)n . Le Théorème 2.10 affirme que :
τ̂n = τ +
ξn√
kn (log2(n/kn)− log2(n/k′n))
=: τ + ξnσn où ξn d−→ N (0, 1).
En remplaçant dans T (2,2)n , on obtient :
T (2,2)n = θ̂n,τ̂n(kn)[(Kτ+σnξn(log(1/αn))−Kτ+σnξn(log(n/kn)))
− (Kτ (log(1/αn))−Kτ (log(n/kn)))].
Par definition :
Kτ (log(1/αn))−Kτ (log(n/kn)) =
∫ log(1/αn)
log(n/kn)
uτ−1du,
et donc il en découle immédiatement que :
T (2,2)n = θ̂n,τ̂n(kn)
∫ log(1/αn)
log(n/kn)
(
uτ+σnξn−1 − uτ−1
)
du
= θ̂n,τ̂n(kn)
∫ log(1/αn)
log(n/kn)
uτ−1
(
uσnξn − 1
)
du.
Soit ϕ(y) := exp(y)− 1− y, on en déduit que :
T (2,2)n = θ̂n,τ̂n(kn)σnξn
∫ log(1/αn)
log(n/kn)
uτ−1 log(u)du
+ θ̂n,τ̂n(kn)
∫ log(1/αn)
log(n/kn)
uτ−1ϕ(σnξn log(u))du.
Il existe alors c > 0 tel que y < log(c) cela implique |ϕ(y)| < c2y2. Par conséquent,
comme :
σn log2(1/αn)→ 0 et σn log2(n/kn)→ 0,
pour n assez grand, on a :∣∣∣∣∣
∫ log(1/αn)
log(n/kn)
uτ−1ϕ(σnξn log(u))du
∣∣∣∣∣ ≤
∫ log(1/αn)
log(n/kn)
uτ−1|ϕ(σnξn log(u))|du
≤ c2σ
2
nξ
2
n
∫ log(1/αn)
log(n/kn)
uτ−1[log(u)]2du.
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Ainsi,∣∣∣∫ log(1/αn)log(n/kn) uτ−1ϕ(σnξn log(u))du∣∣∣
σn
∫ log(1/αn)
log(n/kn) u
τ−1 log(u)du
≤
cσnξ
2
n
∫ log(1/αn)
log(n/kn) u
τ−1[log(u)]2du
2
∫ log(1/αn)
log(n/kn) u
τ−1 log(u)du
≤ cξ
2
n log2(1/αn)
2
√
kn(log2(n/kn)− log2(n/k′n))
= oP(1),
et, en remplaçant dans T (2,2)n , on obtient :
√
kn (log2(n/kn)− log2(n/k′n))∫ log(1/αn)
log(n/kn) log(u)u
τ−1du
T (2,2)n = ξnθ̂n,τ̂n(kn) + oP(1)
d−→ N (0, θ2).
Finalement, le Lemme 2.20 affirme que :
T (3)n =
%n[Kτ (log(1/αn))−Kτ (log(n/kn))]√
kn
where %n d−→ N (0, θ2),
et ainsi, sous nos hypothèses,
√
kn(log2(n/kn)− log2(n/k′n))∫ log(1/αn)
log(n/kn) u
τ−1 log(u)du
T (3)n = oP(1).
En combinant les résultats précédents et en utilisant la delta méthode, le Théorème 2.12
est prouvé.
2.6.3 Preuves des résultats préliminaires
Preuve du Lemme 2.13 − Pour plus de simplicité dans la preuve on remplacera i(y)
par i. Un développement de Taylor à l’ordre i+ 1 nous donne :
hy(u) =
ui
i! h
(i)
y (0) +
ui+1
(i+ 1)!h
(i+1)
y (ηu),
avec η ∈ ]0, 1[ et par conséquent,
h˜y(t) =
∫ ∞
0
exp(−tu)u
i
i! h
(i)
y (0)du+
∫ ∞
0
exp(−tu) u
i+1
(i+ 1)!h
(i+1)
y (ηu)du,
=: T (1)y (t) + T (2)y (t).
Il s’ensuit que :
T (1)y (t) =
h
(i)
y (0)
i!
∫ ∞
0
ui exp(−tu)du = h
(i)
y (0)
ti+1
,
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et le changement de variable v = tu implique :
T (2)y (t) =
1
(i+ 1)!
1
ti+2
∫ ∞
0
exp(−v)vi+1h(i+1)y
(
η
v
t
)
dv.
Donc, on a, uniformément pour y ∈ C :
|T (2)y (t)| ≤ sup
z∈C
w≥0
∣∣∣h(i+1)z (w)∣∣∣ 1(i+ 1)! 1ti+2
∫ ∞
0
exp(−v)vi+1dv
= 1
ti+2
sup
z∈C
w≥0
∣∣∣h(i+1)z (w)∣∣∣ = O( 1ti+2
)
,
et ainsi :
h˜y(t) =
h
(i)
y (0)
ti+1
+O
( 1
ti+2
)
= 1
ti+1
(
h(i)y (0) +O
(1
t
))
,
ce qui conclut la preuve.
Preuve du Lemme 2.14 − (i) Par definition, pour tout y ∈ R et t > 0, on a :
µy(t) =
∫ ∞
0
(Ky(u+ t)−Ky(t)) exp(−u)du =
∫ ∞
0
(∫ u+t
t
wy−1dw
)
exp(−u)du.
En utilisant le théorème de Fubini, il s’ensuit :
µy(t) =
∫ ∞
t
wy−1
(∫ ∞
w−t
exp(−u)du
)
dw = exp(t)
∫ ∞
t
wy−1 exp(−w)dw, (2.27)
et le changement de variable u = w/t− 1 implique :
µy(t) = ty
∫ ∞
0
exp(−tu)(u+ 1)y−1du = tyh˜y(t)
avec hy(t) = (t + 1)y−1. En appliquant le Lemme 2.13 avec i = 0 on conclut la preuve
du point (i).
(ii) D’après (2.27) on obtient, pour y ∈ R et t > 0,
µy(t) = exp(t)
∫ ∞
t
wy−1 exp(−w)dw = exp(t)Γ(y, t), (2.28)
où Γ(y, t) est la fonction Gamma incomplète supérieure. On a ainsi (voir par exemple Ar-
tin [5]) :
∂
∂y
µy(t) = exp(t)
∫ ∞
t
exp(−w) log(w)wy−1dw, (2.29)
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et le changement de variable u = w/t− 1 implique :
∂
∂y
µy(t) = exp(t)
∫ ∞
0
exp(−tu) exp(−t)ty−1(u+ 1)y−1 log(t(u+ 1))tdu
= ty
∫ ∞
0
exp(−tu)(u+ 1)y−1 log(u+ 1)du
+ log(t)ty
∫ ∞
0
exp(−tu)(u+ 1)y−1du
=: ty
∫ ∞
0
exp(−tu)gy(u)du+ log(t)µy(t),
avec gy(u) := (u+ 1)y−1 log(u+ 1). En appliquant le Lemme 2.13 avec i = 1, on conclut
la preuve.
Preuve du Lemme 2.15 − (i) Premièrement, remarquons que ψ(y; t, t′) > 0 pour tout
y ∈ R et t > t′ > 0. Par ailleurs, un calcul classique nous montre que :
∂
∂y
ψ(y; t, t′) = ψ(y; t, t′)
(
∂/∂y(µy(t))
µy(t)
− ∂/∂y(µy(t
′))
µy(t′)
)
(2.30)
=: ψ(y; t, t′)
(
Qy(t)−Qy(t′)
)
,
où, par (2.27) et (2.29),
Qy(z) =
∫∞
z log(w)wy−1 exp(−w)dw∫∞
z w
y−1 exp(−w)dw .
Remarquons que Qy est une fonction croissante sur (0,∞) car :
Q′y(z) =
zy−1 exp(−z) ∫∞z wy−1 exp(−w) log(w/z)dw
(
∫∞
z w
y−1 exp(−w)dw)2 > 0.
Par conséquent t > t′ implique :
∂/∂y(ψ(y; t, t′)) = ψ(y; t, t′)(Qy(t)−Qy(t′)) > 0
et conclut la première partie de la preuve.
(ii) D’après (2.28), on a
1
ψ(y; t, t′)
exp(−t′)
exp(−t) − 1 =
µy(t′) exp(−t′)
µy(t) exp(−t) − 1 =
∫ t
t′ w
y−1 exp(−w)dw∫∞
t w
y−1 exp(−w)dw =: My(t, t
′).
Par aileurs, en considérant les inégalités suivantes :
0 <
∫ t
t′
wy−1 exp(−w)dw < ty−1 (exp(−t′)− exp(−t)) ,
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et ∫ ∞
t
wy−1 exp(−w)dw >
∫ ∞
2t
wy−1 exp(−w)dw > (2t)y−1 exp(−2t),
il s’ensuit que :
My(t, t′) < 21−y
exp(−t′)− exp(−t)
exp(−2t) ,
et ainsi My(t, t′)→ 0 quand y →∞. La conclusion en découle.
Preuve du Lemme 2.16 − Rappelons que C est un sous ensemble compact tel que
[0, 1] ⊂ C ⊂ (−∞, 2). D’après (2.30) et le Lemme 2.14(ii), on a :
∂
∂y
ψ(y; t, t′) = log(t/t′)ψ(y; t, t′)
(
1 + 1log(t/t′)
ty−2
µy(t)
(1 + o(1))
− 1log(t/t′)
t′y−2
µy(t′)
(1 + o(1))
)
,
pour tout y ∈ C lorsque t′ → ∞. De plus, une application directe du Lemme 2.14(i)
implique ty−2/µy(t) = (1/t)(1 + o(1)). En remplaçant dans l’expression précédente et en
rappelant que t > t′, alors :
∂
∂y
ψ(y; t, t′) = log(t/t′)ψ(y; t, t′)
(
1 +O
( 1
t′ log(t/t′)
))
.
Le résultat est prouvé.
Preuve du Lemme 2.17 − Remarquons que :
P
(
Hn(kn)
Hn(k′n)
≥ k
′
n
kn
)
= P
(
θ̂n,τ (kn)
θ̂n,τ (k′n)
≥ k
′
n
kn
µτ (log(n/k′n))
µτ (log(n/kn))
)
= P
(
θ̂n,τ (kn)
θ̂n,τ (k′n)
≥ k
′
n
kn
( log(n/kn)
log(n/k′n)
)1−τ
(1 + o(1))
)
par le Lemme 2.14(i). On a k′n/kn → ∞ qui implique (log(n/kn)/ log(n/k′n))1−τ ≥ 1 et
comme par hypothèse θ̂n,τ (kn)/θ̂n,τ (k′n)
P−→ 1 alors la conclusion en découle.
Preuve du Lemme 2.18 − Selon le Lemme 3 dans Gardes et al. [88], on a :
θ̂n,τ (kn) =
1
µτ (log(n/kn))
θ 1kn − 1
kn−1∑
i=1
[Kτ (Fi + En−kn+1,n)−Kτ (En−kn+1,n)]
+ 1
kn − 1
kn−1∑
i=1
log
(
`(expKτ (Fi + En−kn+1,n))
`(expKτ (En−kn+1,n))
) . (2.31)
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De plus, le Lemme 2(ii) et le Lemme 5 dans Gardes et al. [88] impliquent :
1
µτ (En−kn+1,n)
1
kn − 1
kn−1∑
i=1
[Kτ (Fi + En−kn+1,n)−Kτ (En−kn+1,n)] P−→ 1. (2.32)
De plus, comme la fonction à variations lentes ` est supposée normalisée, il s’ensuit que :
log
(
`(exp(Kτ (Fi + En−kn+1,n)))
`(exp(Kτ (En−kn+1,n)))
)
=
∫ exp(Kτ (Fi+En−kn+1,n))
exp(Kτ (En−kn+1,n))
ε(u)du
u
,
avec ε(s)→ 0 lorsque s→∞. Ainsi pour tout i = 1, . . . , kn − 1, on a :∣∣∣∣∣
∫ exp(Kτ (Fi+En−kn+1,n))
exp(Kτ (En−kn+1,n))
ε(u)du
u
∣∣∣∣∣ ≤ supu≥exp(Kτ (En−kn+1,n)) |ε(u)|
×
∫ exp(Kτ (Fi+En−kn+1,n))
exp(Kτ (En−kn+1,n))
du
u
= oP(1) [Kτ (Fi + En−kn+1,n)−Kτ (En−kn+1,n)] .
Ainsi, (2.32) implique :
1
µτ (log(n/kn))
1
kn − 1
kn−1∑
i=1
log
(
`(expKτ (Fi + En−kn+1,n))
`(expKτ (En−kn+1,n))
)
= oP(1). (2.33)
En rassemblant (2.31)-(2.33), le Lemme 2.18 est prouvé.
Preuve du Lemme 2.21 − Premièrement, notons que les deux conditions :
√
k′nb(expKτ (logn/k′n))→ 0 et kn/k′n → 0 impliquent
√
knb(expKτ (logn/kn))→ 0
du fait que |b| est asymptotiquement décroissante. Le Lemme 2.19 affirme que :
θ̂n,τ (kn) = θ + θζn/
√
kn où ζn d−→ N (0, 1)
et
θ̂n,τ (k′n) = θ + θζ ′n/
√
k′n où ζ ′n
d−→ N (0, 1).
Par conséquent, on a :
θ̂n,τ (kn)
θ̂n,τ (k′n)
= 1 + ζn/
√
kn
1 + ζ ′n/
√
k′n
=
(
1 + ζn√
kn
)(
1− ζ
′
n√
k′n
+ oP
(
1√
k′n
))
= 1 + ζn√
kn
+ oP
( 1√
kn
)
,
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et donc : √
kn
(
θ̂n,τ (kn)
θ̂n,τ (k′n)
− 1
)
= ζn + oP (1) .
Cela conclut la preuve.
Preuve du Lemme 2.22 − Un développement de Taylor à l’ordre 1 implique :
θ̂n,τ̂n(kn)
θ̂n,τ (kn)
− 1 = µτ (log(n/kn))
µτ̂n(log(n/kn))
− 1 = (τ − τ̂n)
∂/∂y(µy(log(n/kn)))
∣∣
y=τ0
µτ̂n(log(n/kn))
,
avec τ0 = τ̂n + η(τ − τ̂n) et η ∈ ]0, 1[. Soit :
wn :=
√
kn (log2(n/kn)− log2(n/k′n))
log2(n/kn)
et Fn(s) :=
wn
 θ̂n,τ̂n(kn)
θ̂n,τ (kn)
− 1
 ≤ s
 .
Rappelons que Φ est la fonction de répartition d’une loi Normale centrée réduite. Notre
but est de prouver que P (Fn(s))→ Φ(s), pour tout s ∈ R. En gardant à l’esprit que C est
un sous ensemble compact tel que [0, 1] ⊂ C ⊂ (−∞, 2) et An = {τ0 ∈ C} ∩ {τ̂n ∈ C},
on a :
P(Fn(s)) = P(Fn(s) ∩An) + P (Fn(s) |Acn )P (Acn) =: T (4)n (s) + T (5)n (s),
où Acn est l’événement complémentaire de An. Premièrement considérons T
(5)
n (s). Le
Théorème 2.10 affirme que :
√
kn
(
log2(n/kn)− log2(n/k′n)
)
(τ̂n − τ) = ξn d−→ N (0, 1).
Par conséquent, sous les hypothèses du Théorème 2.10, τ̂n P−→ τ ∈ [0, 1] et τ0 P−→ τ ∈
[0, 1]. Ainsi, P(Acn)→ 0 ce qui implique T (5)n (s)→ 0. Concentrons-nous sur T (4)n (s). En se
plaçant sous l’événement An, et en combinant le Lemme 2.14(ii) avec le Théorème 2.10,
il s’ensuit que :
wn
 θ̂n,τ̂n(kn)
θ̂n,τ (kn)
− 1
 = wn(τ − τ̂n)
(
∂/∂y(µy(log(n/kn)))
∣∣
y=τ0
µτ̂n(log(n/kn))
)
= ξn
log2(n/kn)µτ0(log(n/kn)) + log(n/kn)τ0−2(1 + oP(1))
log2(n/kn)µτ̂n(log(n/kn))
= ξn
µτ0(log(n/kn))
µτ̂n(log(n/kn))
(
1 + 1 + oP(1)log(n/kn) log2(n/kn)
)
,
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d’après le Lemme 2.14(i). De plus, en se plaçant sous l’événement An, et en utilisant le
Lemme 2.14(i) et le Théorème 2.10, on a :
µτ0(log(n/kn))
µτ̂n(log(n/kn))
= (log(n/kn))τ0−τ̂n(1 + oP(1))
= (log(n/kn))η(τ−τ̂n)(1 + oP(1))
= exp(η(τ − τ̂n) log2(n/kn))(1 + oP(1))
= exp
(
− ηξn log2(n/kn)√
kn(log2(n/kn)− log2(n/k′n))
)
(1 + oP(1))
P−→ 1.
On obtient alors :
wn
 θ̂n,τ̂n(kn)
θ̂n,τ (kn)
− 1
 = ξn(1 + oP(1)),
et, en remplaçant dans T (4)n (s), on obtient finalement :
T (4)n (s) = P({ξn ≤ s(1 + oP(1))} ∩An)
= P(ξn ≤ s(1 + oP(1)))− P({ξn ≤ s(1 + oP(1))} |Acn )P(Acn).
En utilisant les mêmes arguments que dans la preuve du Théorème 2.10, on voit facile-
ment que P(ξn ≤ s(1 + oP(1))) → Φ(s) et ainsi T (4)n (s) → Φ(s) puisque P(Acn) → 0. En
combinant les résultats précédents la preuve du Lemme 2.22 est achevée.

Chapitre 3
Estimation non-paramétrique de mesures
de risque extrêmes pour des lois
conditionnelles à queues lourdes
Résumé
On commence dans la Partie 3.1 par une introduction sur la notion de mesure de risque
où l’on motive nos travaux. On introduit ensuite dans la Partie 3.2 une nouvelle mesure
de risque que l’on appelera le Conditional Tail Moment. Elle est définie comme le mo-
ment d’ordre a ≥ 0 de la loi des pertes sachant que l’on se trouve au-dessus du quantile
supérieur d’ordre α où α ∈ ]0, 1[. Estimer le Conditional Tail Moment permet d’estimer
toutes les mesures de risque basées sur les moments conditionnels telles que la Value-at-
Risk, la Conditional Tail Expectation, la Conditional Value-at-Risk, la Conditional Tail
Variance ou la Conditional Tail Skewness. Ici, on s’intéressera à l’estimation de ces me-
sures de risque dans le cas de pertes extrêmes (où α→ 0 n’est plus fixé). On suppose aussi
que la loi des pertes est à queue lourde et qu’elle dépend d’une covariable. Nos méthodes
d’estimation combinent des méthodes d’estimation non-paramétrique à noyau avec des
méthodes issues de la statistique des valeurs extrêmes. Dans la Partie 3.3, on établira
le comportement asymptotique de nos estimateurs. On illustrera dans la Partie 3.4 ces
comportements aussi bien sur des données simulées que sur des données réelles. Le jeu de
données réelles est un jeu de données pluviométriques provenant de la région Cévennes-
Vivarais se situant dans le sud de la France. Enfin, on donnera quelques perspectives
dans la Partie 3.5. Les preuves de nos résultats théoriques se trouvent dans la Partie 3.6.
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3.1 Introduction
“In the last fifty years, the ten most extreme days in the financial markets represent half
the returns.”
Nassim Nicholas Taleb
La maîtrise des risques est un sujet de préoccupation aussi bien en hydrologie qu’en
finance et en actuariat. Se prémunir contre les risques en finance et en actuariat est
primordial afin d’anticiper respectivement des crises financières ou d’importants sinistres
coûteux pour les assurances. En hydrologie, l’étude des pluies et débits extrêmes est d’un
grand intérêt afin de se prémunir contre des catastrophes telles que des inondations et
ainsi permettre l’aménagement du territoire.
Pour cela, il existe des outils permettant de quantifier et de prédire le risque : les me-
sures de risque. Elles permettent d’évaluer un niveau de dangerosité d’un risque, mais
également de comparer différents risques entre eux. La quantification, la prévention, la
comparaison et la prédiction du risque sont des éléments essentiels de notre société.
Dans la suite, la variable aléatoire d’intérêt dont l’on souhaite quantifier le risque sera
notée Y . Elle désignera également la variable aléatoire du montant de perte. Donnons à
présent la définition précise d’une mesure de risque.
Définition 3.1. On appelle mesure de risque une fonction R associant à Y une valeur
positive ou nulle telle que :
R : Y −→ R+
De grandes valeurs de R(Y ) indiqueront que Y est “dangereux”. R(Y ) peut être vu
comme le capital à détenir pour faire face aux pertes Y .
Une des mesures de risque les plus connues, si ce n’est la plus connue, est la Value-at-
Risk (notée VaR) introduite dans les années 90 par Morgan [135] (voir Jorion [123] pour
plus de détails). C’est historiquement la plus utilisée des mesures de risque.
L’idée derrière le concept de la VaR est la suivante : on fixe un seuil probabiliste α et on
calcule une valeur VaR(α) qui sera telle que la probabilité que la catastrophe survienne
soit plus petite que α. On peut voir la VaR(α) comme le montant d’extra capital dont
une entreprise a besoin afin de réduire à α la probabilité de faire faillite.
En termes statistiques, la VaR de niveau α ∈ ]0, 1[ correspond au quantile de niveau
1− α de la fonction de répartition (voir Définition 1.1) de la loi des pertes.
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Figure 3.1: Graphique d’une fonction de survie modélisant la distribution des pertes.
On a représenté une Value-at-Risk d’un certain niveau α.
Cette mesure de risque présente cependant plusieurs défauts.
En premier lieu, elle ne donne qu’une information ponctuelle au quantile q(α) et aucune
information au-delà de ce point ; elle ne prend ainsi pas en compte l’importance du
sinistre lorsqu’il survient mais seulement sa fréquence. De ce fait, comme elle ne prend
pas en considération ce que serait la perte au-delà de ce quantile, elle ne fait donc pas
la différence entre une catastrophe qui coûtera 1 million et celle qui coûtera 1 milliard
d’euros. La VaR sous estime les pertes.
Un des principaux reproche fait à la VaR et que des variables aléatoires à queues légères
et à queues lourdes (voir Tasche [162]) peuvent avoir la même VaR(α).
“Value at Risk is to finance what body temperature is to a patient, an indication of bad
health but not an instrument telling us what is wrong and for less a clue on how to get
the patient system healthy again”.
Paul Embrechts
Pour répondre à la nécessité de principes théoriques et pratiques, Artzner et al. [6, 7]
ont cherché à caractériser ce qui ferait qu’une mesure de risque soit “performante”. Pour
cela ils ont introduit la notion de mesure de risque cohérente.
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Figure 3.2: Illustration graphique de deux fonctions de survies distinctes ayant la
même VaR(α).
Définition 3.2. Une mesure de risque R est dite cohérente si, pour deux variables
aléatoires Z et T , elle satisfait les 4 propriétés suivantes :
1. Monotonie : si P(Z ≤ T ) = 1, alors R(Z) ≤ R(T ),
2. Homogénéité positive : R(aZ) = aR(Z), ∀a > 0,
3. Invariance par translation : R(Z + b) = R(Z) + b, ∀b > 0,
4. Sous-additivité : R(Z + T ) ≤ R(Z) +R(T ).
La monotonie permet de s’assurer que si la variable aléatoire Z est presque sûrement
plus petite que T alors le risque associé à Z est plus petit que celui associé à T .
L’homogénéité positive signifie que le fait de mesurer une proportion d’un risque revient
à considérer la proportion de la mesure du risque seul.
De même, l’invariance par translation implique qu’ajouter une valeur positive au risque
implique l’ajout de cette même valeur à la mesure du risque.
L’homogénéité et l’invariance par translation impliquent qu’une mesure de risque cohé-
rente apprécie la nature aléatoire du risque.
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La sous-additivité traduit le fait que considérer deux risques simultanément est moins
risqué que traiter les risques séparément. Cela intégre donc l’idée de diversification du
risque.
Le principal défaut de la Value-at-Risk est qu’elle n’est pas une mesure de risque co-
hérente car elle ne vérifie pas la condition de sous-additivité. Une mesure de risque
cohérente est la Conditional Tail Expectation (notée CTE) [7], aussi appelée dans la lit-
térature sur les mesures de risque Tail-Value-at-Risk, Average-Value-at-Risk, Tail Condi-
tional Expectation ou Expected Shortfall dans le cas d’une loi continue des pertes.
La VaR s’intéresse aux probabilités d’événements extrêmes alors que la CTE s’intéresse
à ce qui se passe en moyenne lorsque ces événements surviennnent. En effet, la CTE
au niveau α est définie comme la perte moyenne attendue sachant que la VaR(α) est
dépassée. Elle représente donc la moyenne des (1 − α)100% sinistres les plus élevés et
peut être vue comme le montant d’extra capital nécessaire afin de surmonter en moyenne
les pires exercices.
Cette mesure de risque donne des informations sur la distribution de Y au-delà de la
VaR(α). Ainsi, contrairement à la VaR(α), elle prend en compte l’information contenue
dans la queue de la loi, ce qui est primordial aussi bien dans un contexte financier,
actuariel ou hydrologique. L’épaisseur de la queue de la distribution des sinistres est un
élément fondamental dans l’évaluation du niveau de danger d’un risque ayant une faible
probabilité d’apparition. La Conditional Tail Expectation a été étudiée par Artzner
et al. [7], Cai et Tan [29], Cai et al. [30], Tasche [162] et est fréquemment utilisée dans
les investissements financiers ou dans l’actuariat voir Brazaukas et al. [24] et Landsman
et Valdez [128].
A la suite de la VaR et de la CTE, Rockafellar et Uryasev [150] ont introduit une
nouvelle mesure de risque cohérente, la Conditional-Value-at-Risk (notée CVaR) [151]
définie comme la moyenne pondérée de la VaR et de la CTE.
Une autre mesure de risque basée sur la VaR et sur la CTE est la Stop-loss Premium
réassurance (notée SP) avec un niveau de rétention égal à la VaR [29], voir la Partie 3.2
pour une définition plus précise.
Il existe de nombreuses autres mesures de risque, citons également, la Conditional Tail
Variance (notée CTV) [163]. Elle représente la variance de la loi des pertes sachant que
les pertes sont supérieures à la VaR. De même, la Conditional Tail Skewness (notée
CTS) [117] est définie comme le coefficient d’asymétrie de la loi des pertes sachant que
les pertes sont supérieures à la VaR. Le choix de la mesure la plus appropriée pour
quantifier le risque en assurance comme en finance reste sujet à débat.
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Figure 3.3: Graphique d’une fonction de survie modélisant la distribution des pertes.
On a représenté une Value-at-Risk d’un certain niveau α et la CTE(α) correspondante
à cette dernière.
Dans ce chapitre, on commencera par introduire un nouvel outil permettant d’unifier
l’estimation des mesures de risque mentionnées juste avant. Ce nouvel outil sera appelé
le Conditional Tail Moment (noté CTM). Il est défini comme le moment d’ordre a ≥ 0
de la loi des pertes sachant que l’on se trouve au-dessus de la VaR de niveau α.
On montrera que l’estimation du CTM permet d’estimer toutes les mesures de risque
basées sur les moments conditionnels d’ordre arbitraire sachant que les pertes sont su-
périeures à la VaR. Il est par exemple clair que le Conditional Tail Moment d’ordre un
est la Conditional Tail Expectation.
Notre seconde contribution sera d’estimer le CTM dans le cas de pertes extrêmes, en se
servant pour cela de la théorie des valeurs extrêmes. Bien que de nombreux liens entre
la théorie des valeurs extrêmes et les mesures de risque aient fait l’objet de recherches
citons notamment Embrechts [70], Embrechts et al. [71, 72, 73], McNeil et al. [133],
l’estimation de mesures de risque est habituellement réalisée dans la littérature pour des
valeurs fixées de α voir par exemple Deme et al. [57] et Necir et al. [136].
L’estimateur de mesures de risque extrêmes que l’on propose englobe également la pré-
sence d’une covariable. Dans ce contexte, notre nouvelle mesure de risque sera appelée
le Regression Conditional Tail Moment (notée RCTM). En effet, en finance, la loi des
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Figure 3.4: Graphique d’une fonction de survie modélisant la distribution des pertes.
On a représenté une Value-at-Risk d’un certain niveau α, la CTE(α) associée ainsi que
la CVaR(α) correnspondante à ces dernières.
pertes peut être affectée par de nombreux facteurs, tels que les taux d’intérêts ou l’in-
flation. De même les météorologues s’intéressent aux pluies extrêmes comme fonction de
la position géographique [44, 85].
Le chapitre est organisé comme suit. La définition du RCTM et de ses liens avec les
mesures de risque classiques sont donnés dans la Partie 3.2. Les propriétés asymptotiques
de nos estimateurs sont établies dans la Partie 3.3. On illustrera l’efficacité de ces derniers
sur des simulations et sur un jeu de données réelles dans la Partie 3.4. Enfin on donnera
quelques perspectives dans la dernière Partie 3.5. Les preuves de nos résultats théoriques
se trouvent dans la Partie 3.6.
Les contributions de ce chapitre ont fait l’objet du rapport de recherche El Methni et al.
[68] soumis pour publication.
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3.2 Le Regression Conditional Tail Moment : definition et
estimation
3.2.1 Une nouvelle mesure de risque
Soit Y ∈ R une variable aléatoire de pertes. Pour α ∈ ]0, 1[, la Value-at-Risk de niveau
α est la quantité VaR(α) satisfaisant :
P(Y > VaR(α)) = α.
Comme expliqué dans l’introduction, la Value at Risk est la plus connue des mesures de
risque [135] mais de nombreuses autres existent dans la littérature :
- La Conditional Tail Expectation [7] est définie par :
CTE(α) := E(Y |Y > VaR(α)).
- La Conditional Tail Variance a été introduite par Valdez [163] et est définie par :
CTV(α) := E
(
(Y − CTE(α))2 |Y > VaR(α)
)
.
Elle mesure la variabilité conditionnelle de Y sachant que Y > VaR(α) et nous dit à
quel point les événements s’éloignent de la CTE(α).
- La Conditional Tail Skewness a été définie dans [117] par :
CTS(α) := E
(
Y 3 |Y > VaR(α)
)/
(CTV(α))3/2.
- La Conditional-Value-at-Risk est définie par :
CVaRλ(α) := λVaR(α) + (1− λ)CTE(α),
avec 0 ≤ λ ≤ 1. Il est clair que CVaR1(α) = VaR(α) et CVaR0(α) = CTE(α). Cette
mesure de risque permet de quantifier des risques au-delà de la VaR(α) et elle est de
plus cohérente (voir Définition 3.2) si 0 ≤ λ < 1 (voir Rockafellar et Uryasev [151]).
D’autres propriétés fondamentales de cette mesure de risque se trouvent dans Rockafellar
et Uryasev [150].
- La mesure de rique Stop-loss Premium réassurance avec un niveau de rétention égal à
VaR(α) [29] est définie par :
SP(α) := E((Y −VaR(α))+) = α (CTE(α)−VaR(α)) .
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Elle est proportionnelle à la différence entre la CTE(α) et la VaR(α). Cette mesure de
risque permet ainsi de mettre en évidence les cas dangereux.
Le but premier de ce chapitre est d’unifier les définitions des mesures de rique énoncées
juste auparavant. Pour cela, on introduit une nouvelle mesure de risque, le Conditional
Tail Moment (noté CTM) définie par :
CTMa(α) := E(Y a|Y > VaR(α)),
où a ≥ 0 est tel que le moment d’ordre a de Y existe. Il est facile de voir que toutes les
mesures de risque précédentes de niveau α peuvent être réécrites :
Φ(VaR(α),CTM1(α),CTM2(α),CTM3(α)),
où la fonction Φ : R4 7→ R est prise dans le Tableau 3.1 ci-dessous :
Mesure de risque Φ(t0, t1, t2, t3)
CTE(α) t1
CTV(α) t2 − t21
CTS(α) t3/(t2 − t21)3/2
CVaR(α) λt0 + (1− λ)t1, λ ∈ [0, 1]
SP(α) α(t1 − t0)
Table 3.1: Liens entre le CTM et les mesures de risque classiques.
De manière plus générale, le CTM peut être utilisé dans le but de définir n’importe
quelle mesure de risque basée sur les moments conditionnels de la variable aléatoire des
pertes sachant que les pertes sont supérieures à la VaR de niveau α. En effet, on peut
par exemple introduire le Conditional Tail Kurtosis à l’aide de la fonction :
Φ(t0, t1, t2, t3, t4) =
t4
(t2 − t21)2
.
3.2.2 Pertes extrêmes et regression
Comme évoqué dans l’introduction, notre second but est d’adapter les mesures de risque
classiques dans le cas de pertes extrêmes en présence d’une covariable X ∈ Rp. Pour
cela, le niveau fixé α ∈ ]0, 1[ est remplacé par une suite (αn) ∈ ]0, 1[, telle que αn → 0.
De plus, si l’on note par F (.|x) la fonction de survie conditionnelle de Y sachant X = x,
on peut alors définir la Regression Value-at Risk par :
RVaR(αn|x) := F←(αn|x) = inf{t, F (t|x) ≤ αn},
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et le Regression Conditional Tail Moment d’ordre a par :
RCTMa(αn|x) := E(Y a|Y > RVaR(αn|x), X = x),
où a ≥ 0 est tel que le moment d’ordre a de Y existe. Notons que dans ce cadre
d’étude, la RVaR(αn|x) est le quantile conditionnel extrême de niveau αn ∈ ]0, 1[ (voir
Définition 1.24 au chapitre 1).
Il est alors assez facile d’adapter les mesures de risque classiques dans le cas de pertes
extrêmes en présence d’une covariable en appliquant la fonction adéquate (voir le Ta-
bleau 3.1) au vecteur :
(RVaR(αn|x),RCTM1(αn|x),RCTM2(αn|x),RCTM3(αn|x)).
Cela nous donne les mesures de risque suivantes :
RCTE(αn|x), RCTV(αn|x), RCTS(αn|x), RCVaR(αn|x) et RSP(αn|x).
3.2.3 Inférence
Soient (Xi, Yi), i = 1, . . . , n, des copies indépendantes du couple de variables aléatoires
(X,Y ). Afin d’estimer le RCTM, on commence par donner l’égalité suivante :
RCTMa(αn|x) = 1
αn
ϕa(ϕ←0 (αn|x)|x), (3.1)
où pour y > 0, le moment conditionnel d’ordre a ≥ 0 est donné par :
ϕa(y|x) = E (Y aI{Y > y}|X = x) . (3.2)
L’estimation du RCTM dépend ainsi de l’estimation du moment conditionnel. On pro-
pose d’utiliser un estimateur à noyau classique (voir Parzen [139] et Rosenblatt [154])
donné par :
ϕˆa,n(y|x) =
n∑
i=1
Kh(x−Xi)Y ai I{Yi > y}
/
n∑
i=1
Kh(x−Xi), (3.3)
où I{.} est la fonction indicatrice et h = hn est une suite non aléatoire telle que h → 0
lorsque n → ∞. Dans le cas où a = 0 dans l’équation (3.3), on retrouve l’estimateur
à noyau de la fonction de survie conditionnelle introduit par Collomb [36]. On a aussi
introduit Kh(t) = K(t/h)/hp où K est une densité sur Rp. Dans ce contexte d’étude, h
est appelé paramètre de lissage.
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Puisque ϕˆa,n(.|x) est une fonction décroissante, on peut définir un estimateur de ϕ←a (α|x)
pour α ∈ ]0, 1[ par :
ϕˆ←a,n(α|x) = inf{t, ϕˆa,n(t|x) < α}. (3.4)
En remarquant que ϕ0(y|x) = F (y|x), la RVaR de niveau αn est alors estimée par :
R̂VaRn(αn|x) = ϕˆ←0,n(αn|x).
On retrouve ainsi l’estimateur du quantile conditionnel extrême étudié par Daouia et al.
[43, 44]. Pour plus d’exemples d’estimateurs du quantile conditionnel extrême, on pourra
se reporter à la sous-Partie 1.6 du chapitre 1. Le RCTM d’ordre a est alors estimé par :
R̂CTMa,n(αn|x) = 1
αn
ϕˆa,n(ϕˆ←0,n(αn|x)|x). (3.5)
Un estimateur de chaque mesure de risque mentionnée auparavant est alors donné par :
Φ(R̂VaRn(αn|x), R̂CTM1,n(αn|x), R̂CTM2,n(αn|x), R̂CTM3,n(αn|x)), (3.6)
où la fonction Φ est choisie dans le Tableau 3.1. Les estimateurs obtenus seront notés :
R̂CTEn(αn|x), R̂CTVn(αn|x), R̂CTSn(αn|x), R̂CVaRλ,n(αn|x) et R̂SPn(αn|x).
Comme exemple, on a l’estimateur de la RCTE qui est simplement donné par :
R̂CTEn(αn|x) = 1
αn
ϕˆ1,n(ϕˆ←0,n(αn|x)|x).
Comme on peut le voir dans l’équation (3.6), les mesures de risque classiques dépendent
de la RVaR et du RCTM. En conséquence, on établira la loi jointe asymptotique des
estimateurs du RCTM et de la RVaR dans la partie suivante. La loi asymptotique de
toutes les mesures de risque classiques sera une conséquence directe de ce résultat.
3.3 Principaux résultats
Notre hypothèse principale est la suivante :
(F.1) On suppose que la fonction de survie conditionnelle de Y sachant X = x est à
queue lourde et admet une fonction de densité.
En résumé, (F.1) revient à supposer que la loi conditionnelle de Y sachant X = x
appartient au domaine d’attraction de Fréchet. L’hypothèse (F.1) équivaut à supposer
que pour tout y > 0, F (y|x) = P(Y > y|X = x) est à variations régulières à l’infini
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(voir Bingham et al. [21]) avec un indice −1/γ(x) que l’on notera F (.|x) ∈ RV−1/γ(x)
i.e pour tout λ > 0 on a :
lim
y→∞
F (λy|x)
F (y|x) = λ
−1/γ(x).
Dans ce contexte, γ(.) est une fonction positive de la covariable x et sera appelée indice
de queue conditionnel puisqu’elle contrôle la lourdeur de la queue de la loi conditionnelle
de Y sachant X = x.
On peut alors remarquer que sous l’hypothèse (F.1), une condition suffisante pour l’exis-
tence du RCTMa(1/.|x) est a < 1/γ(x). Comme établi dans le Lemme 3.9, la condition
(F.1) implique également que pour tout a ∈ [0, 1/γ(x)[, ϕa(.|x) ∈ RVa−1/γ(x). Puisque
de plus, F (.|x) ∈ RV−1/γ(x), on a alors : RCTMa(1/.|x) ∈ RVaγ(x). Cela équivaut à
supposer que pour a ∈ [0, 1/γ(x)[ et pour tout y > 0,
RCTMa(1/y|x) = yaγ(x)`a(y|x), (3.7)
où pour x fixé, `a(.|x) est une fonction à variations lentes à l’infini, i.e pour tout λ > 0,
lim
y→∞
`a(λy|x)
`a(y|x) = 1. (3.8)
Afin d’établir la normalité asymptotique de (3.5), les conditions suivantes sont néces-
saires. Premièrement, comme il est remarqué dans [21] p.15, puisque les fonctions à
variations lentes sont d’un intérêt seulement asymptotique, on peut ainsi (sans perdre
en généralité) supposer que dans (3.7) :
(F.2) `a(.|x) est normalisée pour tout a ∈ [0, 1/γ(x)[.
Dans ce cas, la représentation de Karamata (voir le Théorème 1.9) d’une fonction à
variations lentes nous donne :
`a(y|x) = ca(x) exp
(∫ y
1
εa(u|x)
u
du
)
, (3.9)
où ca(.) est une fonction positive et εa(y|x) → 0 lorsque y → ∞. Ainsi, `a(.|x) est
différentiable et la fonction auxiliaire est donnée par εa(y|x) = y`′a(y|x)/`a(y|x). Cette
fonction joue un rôle important en théorie des valeurs extrêmes car elle contrôle la vitesse
de convergence dans l’équation (3.8), et plus généralement le biais des estimateurs en
théorie des valeurs extrêmes. Comme estimateur à noyau de cette fonction, on pourra
citer les travaux de Goegebeur et al. [99].
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Goegebeur et de Wet [100] supposent que la fonction auxiliaire est à variations régulières
à l’infini et s’intéressent à l’estimation de l’indice conditionnel de variations régulières.
Ici, on se limite à faire l’hypothèse que pour tout a ∈ [0, 1/γ(x)[,
(F.3) |εa(.|x)| est continue et décroissante à l’infini.
Une condition de type Lipschitz sur la fonction densité g de X est aussi nécessaire. Pour
tout (x, x′) ∈ Rp × Rp, la distance entre x et x′ sera notée d(x, x′). On peut introduire
l’hypothèse suivante :
(L) Il existe une constante cg > 0 telle que |g(x)− g(x′)| ≤ cgd(x, x′).
L’hypothèse suivante est classique lorsque l’on fait de l’estimation par noyau.
(K) K est une densité bornée sur Rp, de support S inclu dans la boule unité de Rp.
Pour ξ > 0, la plus grande oscillation au point (x, y) ∈ Rp×R+∗ du moment conditionnel
d’ordre a ∈ [0, 1/γ(x)[ est donnée par :
ω(x, y, a, ξ, h) = sup
{∣∣∣∣ ϕa(z|x)ϕa(z|x′) − 1
∣∣∣∣ , z ∈ [(1− ξ)y, (1 + ξ)y] and x′ ∈ B(x, h)} ,
où B(x, h) est la boule de centre x et de rayon h. Enfin, pour tout ensemble fini E,
l’ensemble L(E) est défini par :
L(E) = {ei + ej , (ei, ej) ∈ E × E} ∪ E.
On peut dès lors établir notre résultat principal.
Théorème 3.3. Supposons que (F.1), (F.2), (L) et (K) soient vérifiées. Introduisons
0 ≤ a1 < a2 < · · · < aJ où J est un entier positif. Pour tout x ∈ Rp tel que g(x) > 0 et
γ(x) < 1/(2aJ), on introduit une suite (αn) avec αn → 0 et nhpαn →∞ quand n→∞.
S’il existe ξ > 0 tel que
nhpαn
(
h ∨ max
a∈L({0,a1,...,aJ})
ω(x, ϕ←0 (αn|x), a, ξ, h)
)2
→ 0,
alors, le vecteur aléatoire :
√
nhpαn

R̂CTMaj ,n(αn|x)
RCTMaj (αn|x)
− 1

j∈{1,...,J}
,
(
R̂VaRn(αn|x)
RVaR(αn|x) − 1
)
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est asymptotiquement Gaussien, centré, avec une matrice de covariance de taille (J +
1)× (J + 1) donnée par ‖K‖22γ2(x)Σ(x)/g(x) où pour (i, j) ∈ {1, . . . , J}2 on a :
Σi,j(x) =
aiaj(2− (ai + aj)γ(x))
(1− (ai + aj)γ(x)) ,
ΣJ+1,j(x) = aj , Σi,J+1(x) = ai, et ΣJ+1,J+1(x) = 1.
Autrement écrit, la matrice de variance-covariance asymptotique est
‖K‖22γ2(x)
g(x)

aiaj(2−(ai+aj)γ(x))
(1−(ai+aj)γ(x))
a1
...
aJ
a1 · · · aJ 1

Elle est proportionnelle à γ2(x) ainsi si γ(x) augmente (i.e. plus la queue est lourde)
plus la variance de nos estimateurs augmente.
La densité g(x) de la covariable est au dénominateur de la matrice de variance-covariance
asymptotique ainsi moins il y a de point (i.e. plus la densité est faible) plus la variance
des estimateurs sera grande.
La condition nhpαn → ∞ est nécéssaire et suffisante pour qu’il y ait presque sûrement
au moins une observation dans la région B(x, h)× [ϕ←0 (αn|x),+∞[ de Rp × R.
La condition
√
nhpαn
(
h ∨ max
a∈L({0,a1,...,aJ})
ω(x, ϕ←0 (αn|x), a, ξ, h)
)
→ 0
implique que le biais induit par le lissage est négligeable en comparaison de l’écart type.
Le Théorème 3.3 permet d’établir la normalité asymptotique de n’importe quel estima-
teur d’une mesure de risque basée sur un moment arbitraire au-dessus d’un quantile
conditionnel extrême.
En particulier, les estimateurs R̂CTEn(αn|x), R̂CVaRλ,n(αn|x) et R̂SPn(αn|x) reposent
sur le moment d’ordre un, leur normalité asymptotique peut donc être obtenue sous
l’hypothèse γ(x) < 1/2.
Si αn = α fixé on retrouve la condition de normalité asymptotique classique : nhp →∞.
En l’absence de covariable on retrouve la condition de normalité asymptotique classique
en théorie des valeurs extrêmes : nαn →∞.
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Corollaire 3.4. Supposons que (F.1), (F.2), (L) et (K) soient vérifiées. Pour tout
x ∈ Rp tel que g(x) > 0 et γ(x) < 1/2, introduisons une suite (αn) avec αn → 0 et
nhpαn →∞ as n→∞. S’il existe ξ > 0 tel que
nhpαn
(
h ∨ max
a∈{0,1,2}
ω(x, ϕ←0 (αn|x), a, ξ, h)
)2
→ 0,
alors on a :
√
nhpαn
(
R̂CTEn(αn|x)
RCTE(αn|x) − 1
)
d−→ N
(
0, 2γ
2(x)(1− γ(x))
1− 2γ(x)
‖K‖22
g(x)
)
,
√
nhpαn
(
R̂CVaRλ,n(αn|x)
RCVaRλ(αn|x) − 1
)
d−→ N
(
0, γ
2(x)(λ2 + 2− 2λ− 2γ(x))
1− 2γ(x)
‖K‖22
g(x)
)
,
√
nhpαn
(
R̂SPn(αn|x)
RSP(αn|x) − 1
)
d−→ N
(
0, γ
2(x)
1− 2γ(x)
‖K‖22
g(x)
)
.
L’estimateur de la RCTV(αn|x) repose sur le moment d’ordre deux. Afin d’obtenir
sa normalité asymptotique, on a besoin d’une condition plus forte sur γ(x) qui est
γ(x) < 1/4.
Corollaire 3.5. Supposons que (F.1), (F.2), (L) et (K) soient vérifiées. Pour tout
x ∈ Rp tel que g(x) > 0 et γ(x) < 1/4, introduisons une suite (αn) avec αn → 0 et
nhpαn →∞ quand n→∞. S’il existe ξ > 0 tel que
nhpαn
(
h ∨ max
a∈{0,...,4}
ω(x, ϕ←0 (αn|x), a, ξ, h)
)2
→ 0,
alors on a :
√
nhpαn
(
R̂CTVn(αn|x)
RCTV(αn|x) − 1
)
d−→ N
(
0, V (x)‖K‖
2
2
g(x)
)
,
où
V (x) = 8(1− γ(x))(1− 2γ(x))(1 + 2γ(x) + 3γ
2(x))
(1− 3γ(x))(1− 4γ(x)) .
De même, l’estimateur de la RCTS(αn|x) repose sur le moment d’ordre trois. Afin d’ob-
tenir sa normalité asymptotique, on a besoin d’une condition encore plus forte sur γ(x)
qui est γ(x) < 1/6.
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Corollaire 3.6. Supposons que (F.1), (F.2), (L) et (K) soient vérifiées. Pour tout
x ∈ Rp tel que g(x) > 0 et γ(x) < 1/6, introduisons une suite (αn) avec αn → 0 et
nhpαn →∞ quand n→∞. S’il existe ξ > 0 tel que
nhpαn
(
h ∨ max
a∈{0,...,6}
ω(x, ϕ←0 (αn|x), a, ξ, h)
)2
→ 0,
alors on a : √
nhpαn
(
R̂CTSn(αn|x)
RCTS(αn|x) − 1
)
d−→ N
(
0, ν(x)‖K‖
2
2
g(x)
)
,
où
ν(x) = 18(1− 13γ(x) + 50γ
2(x)− 44γ3(x)− 23γ4(x)− 3γ5(x))
(1− 3γ(x))(1− 4γ(x))(1− 5γ(x))(1− 6γ(x)) .
Dans le Théorème 3.3, la condition nhpαn → 0 nous donne une borne inférieure sur
le niveau de la mesure de risque que l’on souhaite estimer. Cette restriction est une
conséquence de l’utilisation de l’estimateur à noyau (3.3) qui ne permet pas d’extrapoler
au-delà du maximum de l’échantillon dans la boule B(x, h). En conséquence αn doit être
un ordre de quantile extrême se trouvant dans l’échantillon.
Afin de passer outre cette restriction, on propose d’adapter l’estimateur de Weiss-
man (initialement construit pour l’estimation de quantile non conditionnel, voir Dé-
finition 1.17) à l’estimation du RCTM :
R̂CTM
W
a,n(βn|x) = R̂CTMa,n(αn|x)
(
αn
βn
)aγˆn(x)
, (3.10)
où a est une valeur fixée, 0 < βn < αn et γˆn(x) est un estimateur de l’indice de queue
conditionnel γ(x). Pour plus d’exemples d’estimateurs de l’indice de queue conditionnel,
on pourra se reporter à la sous-Partie 1.6 du chapitre 1.
Comme illustré dans le théorème suivant, le facteur d’extrapolation (αn/βn)aγˆn(x) nous
permet d’estimer le RCTM pour des niveaux βn arbitrairement petits.
Théorème 3.7. Supposons que les hypothèses du Théorème 3.3 soient vérifiées ainsi
que la condition (F.3). Considérons γˆn(x) un estimateur de l’indice de queue tel que
√
nhpαn(γˆn(x)− γ(x)) d→ N
(
0, v2(x)
)
,
avec v(x) > 0. Si, de plus, (βn)n≥1 est une suite positive telle que βn → 0, βn/αn → 0
et
√
nhpαnεa(1/αn|x)→ 0 quand n→∞, on a alors :
√
nhpαn
log(αn/βn)
R̂CTMWa,n(βn|x)
RCTMa(βn|x) − 1
 d→ N (0, (av(x))2) .
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La condition
√
nhpαnεa(1/αn|x) → 0 implique que le biais induit par la fonction à
variations lentes normalisée est négligeable en comparaison de l’écart type.
La condition βn/αn → 0 permet d’extrapoler et donc de choisir un ordre βn arbitraire-
ment petit.
Notons que la normalité asymptotique de :
R̂VaR
W
n (βn|x) = R̂VaRn(αn|x)
(
αn
βn
)γˆn(x)
a été établie par Daouia et al. [44]. Remarquons de plus que l’on retrouve exactement
l’estimateur de Weissman adapté au cas conditionnel (voir Définition 1.26). Par consé-
quent, en remplaçant R̂VaRn par R̂VaR
W
n et R̂CTMa,n par R̂CTM
W
a,n dans (3.6) cela
nous founit des estimateurs pour toutes les mesures de risque considérées dans ce cha-
pitre pour des niveaux arbitrairement petits. Leurs normalités asymptotiques sont une
simple conséquence du Théorème 3.7.
Dans la partie suivante, on appliquera nos estimateurs à un jeu de données pluviomé-
triques afin d’estimer des mesures de risque associées à des pluies extrêmes.
3.4 Mesures de risque pour des extrêmes pluviométriques
Le jeu de données pluviométriques est décrit dans la sous-Partie 3.4.1. L’utilisation de
nos estimateurs de mesures de risque nécessite de choisir nos deux paramètres de réglage
h et α. Une procédure automatique est proposée dans la sous-Partie 3.4.2. L’efficacité
de cette procédure est validée sur des simulations dans la sous-Partie 3.4.3. Finalement,
dans la dernière sous-Partie 3.4.4, l’ensemble de nos résultats (procédure et estimateurs
de mesures de risque) sont appliqués à ce jeu de données réelles.
3.4.1 Description du problème et du jeu de données réelles
Le comportement et l’efficacité de nos estimateurs sont illustrés sur un jeu de données
pluviométriques provenant de la région Cévennes-Vivarais se situant au sud de la France.
Ce jeu de données nous provient de Météo-France et consiste en des relevés journaliers
de pluie mesurés en N = 523 stations pluviométriques de 1958 à 2000.
Dans ce contexte d’étude, la variable d’intérêt Y est la hauteur de pluie journalière me-
surée en millimètres (mm). Le nombre de mesures varie en chaque station t ∈ {1, . . . , N},
on le notera nt. Le nombre total d’observations étant n =
∑N
t=1 nt = 5513734. Pour X,
on prendra les coordonnées géographiques des stations en trois dimensions (longitude,
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Figure 3.5: Carte situant la région Cévennes-Vivarais en France avec en échelle de
couleur l’altitude.
latitude et altitude). L’ensemble des stations est représenté sur la Figure 3.6. On notera
les coordonnées des stations :
S = {xt = (x1,t, x2,t, x3,t); t = 1, . . . , N},
où (x1,t, x2,t, x3,t) représenteront respectivement la longitude, la latitude et l’altitude à
la station xt.
Des statistiques sur les pluies extrêmes sont très souvent utilisées lorsqu’une inondation
survient pour quantifier la rareté d’un événement de cette ampleur. Un problème typique
est d’estimer la quantité d’eau qu’il pleuvra un jour exceptionnel de fortes précipitations,
qui est attendu en moyenne toutes les T années. Les hydrologues ont pour habitude de
s’intéresser à la valeur T = 100, correspondant à un événement centennal. Rappelons
qu’en termes statistiques, le problème est d’estimer un niveau de retour à T années ce
qui revient à estimer un quantile des pluies journalières de niveau β = 1/(365.25× T ).
L’étude statistique de précipitations extrêmes a intéressé de nombreux auteurs, on ci-
tera Coles et Tawn [35] et Cooley et al. [39] qui ont modélisé les précipitations par une
loi de Pareto Généralisée GPD (voir Partie 1.3). Les précipitations extrêmes dans la
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région Cévennes-Vivarais ont déjà fait l’objet de diverses études dont entre autres Bois
et al. [22] et Gardes et Girard [85].
Les premiers contributeurs ont utilisé un jeu de données de pluies horaires mesurées
entre les années 1948 et 1991 sur 48 stations. Ils se sont intéressés au niveau de retour
à 10 ans des précipitations qu’ils ont estimé en ajustant une loi de Gumbel aux données
et en utilisant une méthode de krigeage [127].
Les seconds contributeurs ont supposé que les pluies extrêmes pouvaient être modélisées
par une loi à queue lourde. Partant d’un jeu de données de pluies horaires mesurées entre
les années 1993 et 2000 sur 142 stations, ils ont estimé le niveau de retour à 10 ans des
précipitations par la méthode des plus proches voisins. Les résultats obtenus permirent
à ces auteurs de remettre en cause l’hypothèse selon laquelle la loi des précipitations
dans la région Cévennes-Vivarais est une loi à queue légère.
Compte tenu de ce travail, nous avons alors supposé que la loi des pluies journalières dans
cette région était à queue lourde. Le but de nos travaux est d’aller plus loin et d’estimer
la moyenne des pluies se trouvant au-dessus du niveau de retour à T années, autrement
dit la RCTE de niveau β = 1/(365.25 × T ). Pour cela, on devra d’abord estimer γ(x)
pour pouvoir extrapoler (voir le résultat (3.10)) et ensuite calculer le niveau de retour à
100 ans.
Notre résultat sera l’estimation de mesures de risque pour des extrêmes pluviométriques
en des sites où il n’y a pas de station.
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Figure 3.6: En haut : quelques stations d’observations (losanges blancs) représentées
en fonction de leurs coordonnées géographiques. Horizontalement on a la longitude (en
kilomètres), verticalement la latitude (en kilomètres) et en échelle de couleurs l’altitude
(en mètres). Sur la carte les montagnes sont représentées par des triangles, les cours
d’eaux par des lignes grises et les principales villes par des losanges roses. En bas :
l’ensemble des 523 stations d’intérêt.
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3.4.2 Choix des paramètres de réglage
Nos estimateurs de mesures de risque dépendent principalement des deux paramètres de
réglage h et α qui sont difficiles à choisir dans la pratique.
Le choix de la fenêtre h, qui contrôle le degré de lissage, est un problème récurrent en
statistique non-paramétrique. De même, rappelons qu’en théorie des valeurs extrêmes,
le choix du nombre de statistique d’ordre ou de manière équivalente le choix de α, est
un problème classique d’une grande importance puisqu’il fait apparaître un compromis
entre biais et variance. Choisir une grande valeur de α donne un biais important (puisque
l’on sort de la queue de la distribution), alors que choisir une petite valeur de α nous
engendrera une grande variance (car on dispose de peu d’observations), voir à ce propos
le Théorème 3.3.
On se propose de mettre en place une procédure de type validation croisée afin de choisir
de manière simultanée h et α. Plus précisément, notre procédure sera du type “leave-
one-out cross validation”. Elle a pour but de permettre la mise en application de nos
estimateurs de manière efficace. Dans ce but, on considère deux ensembles de valeurs.
Le premier :
A = {α1 ≤ · · · ≤ αR}
est tel que α1 > 1/min(nj) pour j ∈ {1, . . . , N} de sorte qu’il y ait au moins une
observation utilisée dans l’estimation et αR < 0.1 pour s’assurer que l’on reste dans la
queue de distribution.
Le second ensemble de valeurs :
H = {h1 ≤ · · · ≤ hM},
est tel qu’il y ait au moins une observation dans la boule B(x, h1) pour tout x.
Notre procédure est basée sur l’estimation du paramètre γ(x) pour plusieurs raisons. Ce
paramètre contrôle la lourdeur de la queue de la loi (voir hypothèse (F.1)) ainsi que la
lourdeur du RCTM (voir l’équation (3.7)) et enfin l’extrapolation (voir l’équation (3.10)).
De plus, il existe de nombreux estimateurs de ce paramètre dans la littérature des valeurs
extrêmes auxquels se comparer.
Le principe de notre procédure est de choisir le couple empirique (hemp, αemp) ∈ H×A
pour lequel deux estimations différentes de l’indice γ(xt) en chaque station t coïncident
approximativement. Pour les hydrologues il est primordial de combiner des informations
locales et régionales pour cela nous avons choisis les deux estimateurs suivants.
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Le premier estimateur, noté γˆn,t, est l’estimateur de Hill (voir Définition 1.18), il dépend
seulement de α et il est uniquement basé sur les mesures de pluies obtenues en chaque
station t.
Le second estimateur, noté γˆn(xt) est l’estimateur de l’indice de queue conditionnel
introduit par Daouia et al. [44]. Rappelons sa définition.
Définition 3.8. Soit (αn)n≥1 une suite positive telle que αn → 0 et nhpαn →∞ quand
n→∞. Un estimateur à noyau de type Hill est donné pour tout J > 1 par :
γˆn(x) =
J∑
j=1
[log R̂VaRn(τjαn|x)− log R̂VaRn(τ1αn|x)]
/
J∑
j=1
log(τ1/τj) ,
où (τj)j≥1 est une suite de poids positive et décroissante.
Il dépend à la fois de α, h et de la suite (τj)j≥1. Il utilise toutes les mesures comprises
dans la boule B(xt, h) à l’exception des mesures de la station courante t. On verra dans
la sous-Partie suivante 3.4.3 les choix possibles pour la suite (τj)j≥1 en pratique.
En résumé, l’idée principale est de choisir le couple (hemp, αemp) pour lequel les es-
timations locales γ(xt) et celles prédites en utilisant les stations voisines γˆn(xt) sont
cohérentes. Pour être plus précis, l’algorithme mis en place est le suivant :
1. Début de la boucle sur toutes les paires (hi, αj) ∈ H×A et sur toutes les stations
t ∈ {1, . . . , N}.
2. Appliquer l’estimateur de Hill à la station t pour un niveau αj pour obtenir γˆn,t,j .
3. Appliquer l’estimateur de l’indice de queue conditionnel à l’aide des mesures conte-
nues dans la boule B(xt, hi) \ {xt} pour un niveau αj pour obtenir γˆn,i,j(xt).
4. Calculer la distance : Whi,αj (xt) = (γˆn,t,j − γˆn,i,j(xt))2.
5. Fin de la boucle.
6. La paire optimale est donnée par :
(hemp, αemp) = arg min
(hi,αj)∈H×A
mediane {Whi,αj (xt) , t ∈ {1, . . . , N}}.
3.4.3 Validation sur simulations
Dans cette partie, on teste la procédure précédente sur deux lois à queues lourdes condi-
tionnelles : une loi de Fréchet et une loi de Burr. La fonction de survie conditionnelle de
la loi de Fréchet est donnée par :
F (y|x) = 1− exp(−y−1/γ(x)), pour y ≥ 0.
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La RCTE associée peut s’écrire :
RCTE(β|x) = 1
β
∫ RVaR(β|x)−1/γ(x)
0
tγ(x) exp(−t)dt,
avec
RVaR(β|x) = (− log(1− β))−γ(x).
La fonction de survie conditionnelle de la loi de Burr choisie est donnée par :
F (y|x) =
(
1 + y1/γ(x)
)−1
, pour y ≥ 0.
La RCTE associée peut s’écrire :
RCTE(β|x) = I
(
RVaR(β|x)−1/γ(x)
1 + RVaR(β|x)−1/γ(x) , 1− γ, 1 + γ
)
,
avec
RVaR(β|x) = β−γ(x)(1− β)γ(x),
et où
I(r, p, q) = B(r, p, q)
B(p, q) avec B(r, p, q) =
∫ r
0
wp−1(1− w)q−1dw
étant la fonction Beta incomplète et B(p, q) la fonction Beta.
Pour notre validation sur simulation, on a choisi l’indice de queue conditionnel suivant :
γ : x ∈ [0, 1]→ γ(x) = 12
( 1
10 + sin (pix)
)(11
10 −
1
2 exp (−64(x− 1/2)
2)
)
, (3.11)
dont on donne la représentation graphique dans la Figure 3.7 ci-après.
Si l’on garde en mémoire les restrictions sur γ(x) dues à nos résultats asymptotiques
(voir Théorème 3.3), ce choix de fonction rend l’estimation plus difficile. En effet, on
peut remarquer que γ(x) est proche de 1/2 lorsque x = 0.3 or x = 0.7.
La fonction γ(x) choisie étant définie sur l’intervalle unité [0,1] (voir équation (3.11)) il
nous faut normaliser les vecteurs que l’on utilisera comme covariable. La normalisation
d’un vecteur positif v = (vi)i∈{1,...,n} > 0 en un vecteur w = (wi)i∈{1,...,n} ∈ [0, 1], est
obtenue à l’aide de la transformation :
wi =
vi −min(v1, . . . , vn)
max(v1, . . . , vn)−min(v1, . . . , vn) pour i ∈ {1, . . . , n}.
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Figure 3.7: Représentation de la fonction γ(x).
Soient z1, z2 et z3 respectivement la latitude, la longitude et l’altitude normalisées dans
l’intervalle unité [0,1]. Deux choix de covariables x ont été utilisés pour γ(x) :
xeuc :=
√
(z21 + z22)/2 et xalt := z3.
Les paramètres de réglage sont choisis dans les ensembles :
A = {1/(6×365.25), 1/(5×365.25), . . . , 1/365.25, 4.10−3, 6.10−3, . . . , 10−2, 2.10−2, . . . , 10−1}
et
H = {14, 15, . . . , 30}.
Sous certaines hypothèses, les auteurs Daouia et al. [44] (Corollaire 2) ont obtenu la
normalité asymptotique de γˆn(x) (voir Définition 3.8). La variance asymptotique de
l’estimateur vaut :
γ2(x)‖K‖22
nhpαng(x)
Vj , (3.12)
où
VJ =
 J∑
j=1
2(J − j) + 1
τj
− J2
/ J∑
j=1
log(τ1/τj)
2 .
On peut remarquer que la variance asymptotique de l’estimateur γˆn(x) est, à un facteur
d’échelle Vj‖K‖22/g(x) près, identique à celle de l’estimateur classique de Hill dans le cas
non conditionnel (voir Théorème 1.20). Ce facteur d’échelle fait intervenir les suites de
poids (τj)j≥1. Ainsi, un mauvais choix de ces suites aura forcément une influence sur la
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volatilité de l’estimateur.
Comme exemple de suites de poids nous proposons d’utiliser :
• la suite de poids harmonique définie pour tout j = 1, . . . , J par τHaj = 1/j. Dans
ce cas, V HaJ = J(J − 1)(2J − 1)/(6 log2(J !)) est une fonction convexe de J. Son
minimum qui est atteint en JHaopt = 9 vaut V Ha9 ' 1.245.
• la suite de poids géométrique définie par τGj = (1/j)(j/J) pour tout j = 1, . . . , J . La
fonction V GJ est convexe et son minimum est atteint pour JGopt = 15 et V G15 ' 1.117.
Dans les deux cas, le nombre de termes J a été choisi afin de minimiser la variance
asymptotique de γˆn(x).
0 10 20 30 40
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J
V J
Figure 3.8: Représentation de V HaJ et V GJ en fonction de J . En ordonnée on a la
fonction Vj et en abscisse J . On remarquera que V GJ croit moins vite que V HaJ .
Enfin, on a choisi pour noyau, un noyau bi-quadratique :
K(x) := K(z1, z2) =
15
16
[
1− (z21 + z22)
]2
I{z21 + z22 ≤ 1},
dont on donne la représentation graphique dans la Figure 3.9 ci-après.
Chapitre 3. Estimation non-paramétrique de mesures de risque extrêmes 125
Figure 3.9: Représentation du noyau K(z1, z2).
Pour s’assurer des performances de notre procédure, on la compare à une stratégie Oracle
(choix optimal) (hopt, αopt) qui est basée sur la connaissance de la vraie fonction indice
de queue conditionnel.
(hopt, αopt) = arg min
(hi,αj)∈H×A
mediane{Vhi,αj (xt) , t ∈ {1, . . . , N}},
où
Vhi,αj (xt) = (γ(xt)− γˆn,i,j(xt))2
est la distance à la vraie fonction indice de queue conditionnel. Les paramètres choisis
par la procédure sont donnés dans le Tableau 3.2 ci-dessous.
Loi de Burr Loi de Fréchet
xeuc et τHaj xalt et τGj xeuc et τGj xalt et τHaj
hopt = 22 hopt = 24 hopt = 22 hopt = 26
hemp = 24 hemp = 22 hemp = 20 hemp = 24
αopt = 1/365.25 αopt = 1/(365.25× 2) αopt = 1/(365.25× 3) αopt = 1/365.25
αemp = 0.001 αemp = 1/365.25 αemp = 1/365.25 αemp = 0.004
Table 3.2: Résultats de la procédure de sélection.
On peut voir que notre procédure de validation croisée choisit approximativement les
mêmes paramètres de réglage que la stratégie Oracle pour tous les choix de lois, de
covariable et de poids. Une remarque encore plus importante à faire est que l’on peut
observer sur les Figures 3.10 et 3.11 que les lois des erreurs sur l’indice de queue sont
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très proches. Ces résultats nous indiquent que notre procédure de type validation croisée
est presque aussi performante que la stratégie Oracle, qui elle connait la vraie valeur de
l’indice de queue.
Des résultats similaires peuvent être observés sur la RCTE extrapolée définie par :
R̂CTE
W
n (β|x) = R̂CTEn(α|x)
(
α
β
)γˆn(x)
,
que l’on a calculé pour un niveau β = 1/(365.25 × 100) correspondant à une pluie
centennale. Dans ce cas, la qualité de l’estimation est assurée grâce à l’erreur relative :
Qn(x) =
R̂CTEWn (β|x)
RCTE(β|x) − 1
2 .
Les deux histogrammes deQn(xt), t ∈ {1, . . . , N} obtenus avec (hemp, αemp) et (hopt, αopt)
sont représentés sur les Figures 3.12 et 3.13. Les deux ensembles de paramètres donnent
approximativement les mêmes lois d’erreurs.
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Figure 3.10: Histogrammes des erreurs Vhopt,αopt(xt) (traits pleins, barres blanches)
et Vhemp,αemp(xt) (traits en pointillés, barres grises) calculés sur des données simulées
pour une loi de Burr. En haut : xeuc et τHaj . En bas : xalt and τGj .
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Figure 3.11: Histogrammes des erreurs Vhopt,αopt(xt) (traits pleins, barres blanches)
et Vhemp,αemp(xt) (traits en pointillés, barres grises) calculés sur des données simulées
pour une loi de Fréchet. En haut : xeuc et τGj . En bas : xalt et τHaj .
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Figure 3.12: Histogrammes des erreurs obtenus sur les RCTE extrapolées sur des
données simulées pour une loi de Burr. Jeu de paramètre (hopt, αopt) : traits pleins et
barres blanches, (hemp, αemp) : traits en pointillés et barres grises. En haut : xeuc et
τHaj . En bas xalt et τGj .
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Figure 3.13: Histogrammes des erreurs obtenus sur les RCTE extrapolées sur des
données simulées pour une loi de Fréchet. Jeu de paramètre (hopt, αopt) : traits pleins
et barres blanches, (hemp, αemp) : traits en pointillés et barres grises. En haut : xeuc et
τGj . En bas xalt et τHaj .
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3.4.4 Mesures de risque estimées sur des extrêmes pluviométriques
L’estimation de l’indice de queue conditionel est effectué sur une grille régulière couvrant
la région géographique d’intérêt. Cette grille consiste en 200×200 sites, voir Figure 3.14.
Dans notre cas on se limite à une covariable X à p=2 dimensions qui dépend de la
longitude et de la latitude. La distance d utilisée sera la distance euclidienne.
La procédure par validation croisée appliquée à notre jeu de données réelles avec τHaj
donne comme valeurs pour nos paramètres de réglage hemp = 24 et αemp = 1/(365.25×3).
hemp = 24 km correspond au rayon de la boule délimitant les stations utilisées pour lisser.
αemp = 1/(365.25 × 3) correspond à un niveau de retour à 3 ans. Ces deux paramètres
obtenus, on peut alors obtenir une estimation de γ(x).
Pour illustrer notre estimation et donc la manière avec laquelle on interpole par noyau
(voir Figure 3.14) on procède comme suit :
– Etape 1 : On se place au point g de la grille qui sera le centre de la boule.
– Etape 2 : A l’aide de notre procédure (voir sous-Partie 3.4.2) on fixe le rayon h de
la boule de centre g que l’on notera B(g, h).
– Etape 3 : On ne sélectionne que les stations xt pour lesquelles xt ∈ B(g, h).
Figure 3.14: A gauche : les 523 stations et la grille régulière couvrant la région géo-
graphique d’intérêt. A droite : la boule B(g, h) où l’on effectue l’interpolation.
On obtient ainsi une estimation de γ(x) sur toute la grille pour les valeurs de nos
paramètres dont la représentation est donnée Figure 3.15.
On souhaite vérifier si l’indice de queue conditionnel peut être considéré comme constant
sur la région étudiée. A l’aide de la loi asymptotique de γˆn(x) établie dans [44], Corol-
laire 2, on peut construire des intervalles de confiance en chaque point de la grille. En
effet, à l’aide de la variance asymptotique (voir équation (3.12)) où l’on estime γ par
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γˆn(x), la densité g(x) par gˆn(x) (voir expression (3.14)) et où l’on remplace Vj par
V Ha9 ' 1.245 (car on a utilisé la suite τHaj ) on obtient, l’intervalle de niveau de confiance
IC à (1− η)% en chaque point de la grille :
IC1−η(x) = γˆn(x)
1± ‖K‖2Φ−1 (1− η2
)√
V Ha9
nh2αngˆn(x)
 ,
où Φ est la fonction de répartition de la loi Normale centrée réduite.
Pour un niveau de confiance de 95%, il s’est avéré qu’il n’y a aucune valeur commune aux
intervalles, on voit donc qu’il est raisonnable de ne pas supposer γ(x) constant sur toute
la grille. On remarque que sur toute la grille, l’estimation de γ(x) est significativement
inférieure à 1/2 ; ainsi on peut utiliser nos estimateurs de mesures de risque.
On peut maintenant passer à l’estimation de mesures de risque associées à une période
de retour de 100 ans. On s’intéresse plus particulièrement à la RVaRn(β|x) et à la
RCTEn(β|x) où β = 1/(365.25× 100).
Les résultats obtenus à l’aide de l’estimateur associé R̂VaR
W
n (β|x) sont donnés Fi-
gure 3.16. Il apparaît que le niveau de retour augmente globalement avec l’altitude.
La dérive du taux de précipitations en fonction de l’altitude est en adéquation avec
les statistiques descriptives des précipitations dans la région Cévennes-Vivarais réalisées
par Molinié et al. [134]. Le niveau de retour à 100 ans estimé R̂VaR
W
n (β|x) est similaire
aux résultats obtenus par Ceresetti et al. [31] où les auteurs utilisent des méthodes de
krigeage [127].
On peut maintenant calculer la RCTE correspondante au niveau de retour à 100 ans à
l’aide de l’estimateur R̂CTE
W
n (β|x). Elle est un complément au niveau de retour per-
mettant de mieux mesurer la lourdeur de la queue de distribution et ainsi repérer les
zones où les pluies sont plus importantes. Elle correspond à la moyenne des pluies se
situant au-dessus du niveau de retour à 100 ans.
Tout comme pour le niveau de retour, il apparaît que la RCTE augmente avec l’altitude,
voir Figure 3.17. Il est intéressant de remarquer que la R̂CTE
W
n (β|x) peut être jusqu’à
150 millimètres plus haute que R̂VaR
W
n (β|x) dans les régions montagneuses. En effet,
les amplitudes des précipitations sont très différentes pour les deux mesures de risque.
Pour le niveau de retour on a un maximum qui se situe aux alentours de 350 mm alors
que pour la RCTE correspondante il est proche de 500 mm. On peut aussi remarquer
que les endroits à risque ne sont pas exactement les mêmes. Tous les résultats ont été
obtenus sous hypothèse d’indépendance et de stationnarité temporelle.
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Figure 3.15: En haut : carte de la région géographique d’intérêt. En bas : γˆn(x).
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Figure 3.16: En haut : carte de la région géographique d’intérêt. En bas :
R̂VaR
W
n (1/(100×365.25)|x). L’échelle de couleur donne la hauteur d’eau en millimètres.
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Figure 3.17: En haut : carte de la région géographique d’intérêt. En bas :
R̂CTE
W
n (1/(100 × 365.25)|x). L’échelle de couleur donne la hauteur d’eau en milli-
mètres.
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3.5 Perspectives
Ce travail nous a permis de faire le lien entre les mesures de risque utilisées en finance et
en actuariat et le risque en hydrologie. Nous avons ainsi introduit une nouvelle méthode
statistique permettant d’estimer des mesures de risque extrêmes en des sites où l’on
ne dispose pas de stations de mesure. Plus particulièrement, on a pu présenter une
application à la région Cévennes-Vivarais en comparant l’estimation du niveau de retour
à 100 ans et de la RCTE correspondante.
Ces mesures de risque sont un nouvel outil dans la prévention des risques en hydrologie.
Il serait très intéressant de prendre d’autres covariables en compte. Par exemple on
pourrait tenir compte de l’altitude, l’orientation par rapport à la mer ou encore le type de
temps. Pour cela il nous faudrait définir des nouvelles distances. Il serait aussi intéressant
d’appliquer notre méthode à un nouveau type de données et de pouvoir estimer des
mesures de risque dans d’autres domaines d’applications, par exemple en actuariat ou
en finance.
Parmi les différentes suites à donner à ce travail, il serait intéressant d’essayer de lever
la restriction sur γ(x) dans nos théorèmes (voir Partie 3.3). Necir et al. [136] ont estimé
la CTE pour des lois à queues lourdes (sans la présence d’une covariable) et ont obtenu
la restriction 1/2 < γ < 1. On pourrait essayer d’adapter leurs outils pour pallier à nos
limitations sur γ(x).
Afin d’étendre nos résultats aux autres domaines d’attraction (Gumbel et Weibull), on
pourrait s’inspirer des travaux de Daouia et al. [43]. Ces derniers ont estimé les quantiles
conditionnels extrêmes en présence d’une covariable dans tous les domaines d’attraction
en se basant sur des conditions dues à Von Mises (voir [50]) sur la fonction de survie
conditionnelle. On pourrait alors estimer pour des pertes extrêmes et en présence d’une
covariable le RCTM et ainsi toutes les mesures de risque classiques présentées dans ce
chapitre.
Lorsque la covariable est non aléatoire de dimension infinie, Gardes et al. [89] ont proposé
un estimateur du quantile conditionnel extrême pour des lois à queues lourdes. En se
basant sur ces résultats, on pourrait envisager d’étendre nos travaux à ce cas et ainsi
estimer toutes les mesures de risque classiques dans le cas d’une covariable non aléatoire
de dimension infinie.
Une autre piste très intéressante à explorer serait d’estimer γ(x) à l’aide de combinaisons
de différents ordres du RCTM. En effet, à l’aide du Lemme 3.9 on peut facilement obtenir
un équivalent du RCTM et ainsi à l’instar des travaux de Girard et al. [94, 95, 96], on
pourrait estimer γ(x).
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3.6 Démonstrations
3.6.1 Résultats préliminaires et leurs preuves
Ce lemme nous donne un équivalent de ϕa(y|x) quand y →∞. On se réfère à Chen et al.
[33, Corollaire 3.2] et à Pan et al. [138, Proposition 4.1] pour un résultat similaire dans
un cas sans covariable.
Lemme 3.9. Sous l’hypothèse (F.1), si y →∞, alors pour a ∈ [0, 1/γ(x)),
ϕa(y|x) = 11− aγ(x)y
aF (y|x)(1 + o(1)).
De plus, si l’on ajoute la condition (F.2), la dérivée ϕ′a(.|x) de la fonction ϕa(.|x) existe
et est à variations régulières telle que :
ϕ′a(y|x) =
aγ(x)− 1
γ(x)
ϕa(y|x)
y
(1 + o(1)).
Preuve − Premièrement, une intégration par partie nous donne :
a
∫ ∞
y
za−1F (z|x)dz = ϕa(y|x)− yaF (y|x). (3.13)
En utilisant le résultat de Resnick [147, équation (0.32)] avec :
y → ya−1F (y|x) ∈ RVa−1/γ(x)−1 où a− 1/γ(x)− 1 < −1
et y →∞ on obtient :
∫ ∞
y
za−1F (z|x)dz = γ(x)1− aγ(x)y
aF (y|x)(1 + o(1)).
En remplaçant dans l’équation (3.13) et en divisant des deux cotés par :
1
1− aγ(x)y
aF (y|x)
on a :
ϕa(y|x)
1
1−aγ(x)y
aF (y|x) − 1 + aγ(x) = aγ(x)(1 + o(1)),
ce qui conclut la première partie de la preuve. Deuxièmement, sous la condition (F.2),
en dérivant des deux cotés l’équation (3.13) on obtient :
ϕ′a(y|x) = yaF ′(y|x) = ya−1F (y|x)
yF
′(y|x)
F (y|x) ,
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et en utilisant le corollaire du Théorème 0.6 dans [147], il s’ensuit que :
yF
′(y|x)
F (y|x) = −
1
γ(x)(1 + o(1)),
ce qui conclut la preuve.
Comme conséquence du Lemme 3.9 et de l’équation (3.1), on obtient que
RCTE(αn|x)/RVaR(αn|x) ∼ 1/(1− γ(x))
qui est une extension du résultat sans covariable de Hua et Joe [121] et de Zhu et Li [170].
Le second lemme est aussi d’une nature analytique. Il nous donne un développement au
second ordre du RCTM.
Lemme 3.10. Supposons que les hypothèses (F.1), (F.2) et (F.3) soient vérifiées.
Soient 0 < βn < αn deux suites telles que αn → 0 lorsque n→∞. Alors,
|log RCTMa(αn|x)− log RCTMa(βn|x) + aγ(x) log(αn/βn)| = O (log(αn/βn)εa(1/αn)) .
Preuve − En se servant de (3.7) et de l’hypothèse (F.2), on a :
log RCTMa(αn|x) = −aγ(x) log(αn) + log(ca(x)) +
∫ 1/αn
1
εa(u|x)
u
du,
par conséquent :
∆n := log RCTMa(αn|x)− log RCTMa(βn|x) + aγ(x) log(αn/βn) =
∫ 1/αn
1/βn
εa(u|x)
u
du.
A l’aide de (F.3), on obtient |∆n| ≤ |εa(1/αn)| log(αn/βn), la conclusion en découle.
Remarquons que l’estimateur à noyau (3.3) du moment conditionnel peut être réécrit
sous la forme :
ϕˆa,n(yn|x) = ψˆa,n(yn|x)/gˆn(x)
où
ψˆa,n(y|x) = 1
n
n∑
i=1
Kh(x−Xi)Y ai I{Yi > y},
est un estimateur de ψa(y|x) = g(x)ϕa(y|x) et gˆn(x) est l’estimateur à noyau classique
de la densité g(x) :
gˆn(x) =
1
n
n∑
i=1
Kh(x−Xi). (3.14)
Lemme 3.11. Supposons que les hypothèses (F.1), (F.2), (L) et (K) soient vérifiées.
Soit x ∈ Rp tel que g(x) > 0 et soit yn →∞ tel que nhpF (yn|x)→∞.
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(i) Soit 0 ≤ a < 1/γ(x). Si ω(x, yn, a, 0, h)→ 0 alors
E(ψˆa,n(yn|x)) = ψa(yn|x)(1 +O(h) +O(ω(x, yn, a, 0, h))).
(ii) Soient 0 ≤ a1 < · · · < aJ+1 < 1/(2γ(x)) où J est un entier positif. Considérons
alors des suites (yn,j), j = 1, . . . , J + 1 telles que :
max
j∈{1,...,J+1}
{∣∣∣∣yn,jyn − 1
∣∣∣∣}→ 0.
Si il existe, ξ > 0 tel que maxa∈L({a1,...,aJ+1}) ω(x, yn, a, ξ, h) → 0 alors, le vecteur
aléatoire :{√
nhpF (yn|x)
(
ψˆaj ,n(yn,j |x)− E(ψˆaj ,n(yn,j |x))
ψaj (yn,j |x)
)}
j∈{1,...,J+1}
est asymptotiquement Gaussien, centré, avec une matrice de variance-covariance
‖K‖22Σ(1)(x)/g(x) où
Σ(1)i,j (x) =
(1− aiγ(x))(1− ajγ(x))
1− (ai + aj)γ(x) , (i, j) ∈ {1, . . . , J + 1}
2.
Preuve − (i) Puisque les copies (Xi, Yi), i = 1, . . . , n sont identiquement distribuées, il
s’ensuit que :
E(ψˆa,n(yn|x)) =
∫
Rp
Kh(x− t)ϕa(yn|t)g(t)dt =
∫
S
K(u)ϕa(yn|x− hu)g(x− hu)du,
sous l’hypothèse (K). Considérons :
|E(ψˆa,n(yn|x))− ψa(yn|x)| ≤ ϕa(yn|x)
∫
S
K(u)|g(x− hu)− g(x)|du (3.15)
+ ϕa(yn|x)
∫
S
K(u)
∣∣∣∣ϕa(yn|x− hu)ϕa(yn|x) − 1
∣∣∣∣ g(x− hu)du.
(3.16)
Sous l’hypothèse (L), et puisque g(x) > 0, on a :
(3.15) ≤ ϕa(yn|x)cgh
∫
S
d(u, 0)K(u)du = ϕa(yn|x)O(h). (3.17)
Par ailleurs, au vu de l’équation (3.17) :
(3.16) ≤ ϕa(yn|x)ω(x, yn, a, 0, h)
∫
S
K(u)g(x− hu)du
≤ ϕa(yn|x)g(x)ω(x, yn, a, 0, h)(1 + o(1))
≤ ψa(yn|x)ω(x, yn, a, 0, h)(1 + o(1)). (3.18)
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Combiner les équations (3.17) et (3.18) permet de conclure la première partie de la
preuve.
(ii) Soient β 6= 0 un vecteur de RJ+1 et Λn(x) = (nhpψ0(yn|x))−1/2. Considérons alors
la variable aléatoire :
Ψn =
J+1∑
j=1
βj
(
ψˆaj ,n(yn,j |x)− E(ψˆaj ,n(yn,j |x))
Λn(x)ψaj (yn,j |x)
)
,
=
n∑
i=1
1
nΛn(x)

J+1∑
j=1
βjKh(x−Xi)Y aji I{Yi ≥ yn,j}
ψaj (yn,j |x)
− E
J+1∑
j=1
βjKh(x−X)Y aj I{Y ≥ yn,j}
ψaj (yn,j |x)
 ,
=:
n∑
i=1
Zi,n.
Il est clair que {Zi,n, i = 1, . . . , n} est un ensemble de variables aléatoires centrées,
indépendantes et identiquement distribuées de variance :
var(Z1,n) =
1
n2h2pΛ2n(x)
var
J+1∑
j=1
βjK
(
x−X
h
)
Y aj I{Y ≥ yn,j}
ψaj (yn,j |x)
 = 1
n2hpΛ2n(x)
βtBβ,
où B est la matrice de variance-covariance de taille (J + 1)× (J + 1) définie par :
Bj,l =
Aj,l
ψaj (yn,j |x)ψal(yn,l|x)
,
pour tout (j, l) ∈ {1, . . . , J + 1}2 et
Aj,l =
1
hp
cov
(
K
(
x−X
h
)
Y aj I{Y ≥ yn,j},K
(
x−X
h
)
Y alI{Y ≥ yn,l}
)
,
= ‖K‖22E
( 1
hp
Q
(
x−X
h
)
Y aj+alI{Y ≥ yn,j ∨ yn,l}
)
− hpE(Kh(x−X)Y aj I{Y ≥ yn,j})E(Kh(x−X)Y alI{Y ≥ yn,l}),
avec Q(.) := K2(.)/‖K‖22 satisfaisant aussi l’hypothèse (K). On peut alors utiliser la
partie (i) de la preuve pour obtenir :
Aj,l = ‖K‖22ψaj+al(yn,j ∨ yn,l|x)(1 +O(h) +O(ω(x, yn,j ∨ yn,l, aj + al, 0, h)))
− hpψaj (yn,j |x)ψal(yn,l|x)(1 +O(h) +O(ω(x, yn,j , aj , 0, h)))
× (1 +O(h) +O(ω(x, yn,l, al, 0, h))).
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Soit ξ > 0 tel que :
max
a∈L({a1,...,aJ+1})
ω(x, yn, a, ξ, h)→ 0.
En remarquant que ω(x, yn,j , aj , 0, h) ≤ ω(x, yn, aj , ξ, h) pour n assez grand, on obtient :
Aj,l = ‖K‖22ψaj+al(yn,j ∨ yn,l|x)(1 +O(h) +O(ω(x, yn, aj + al, ξ, h)))
− hpψaj (yn,j |x)ψal(yn,l|x)(1 +O(h) +O(ω(x, yn, aj , ξ, h)))
× (1 +O(h) +O(ω(x, yn, al, ξ, h))).
Or on a,
max (ω(x, yn, aj , ξ, h), ω(x, yn, al, ξ, h), ω(x, yn, aj + al, ξ, h)) ≤ max
a∈L({a1,...,aJ+1})
ω(x, yn, a, ξ, h),
ce qui donne :
Bj,l =
‖K‖22ψaj+al(yn,j ∨ yn,l|x)
ψaj (yn,j |x)ψal(yn,l|x)
(1 +O(h) +O(ωn(yn, ξ)))
− hp(1 +O(h) +O(ωn(yn, ξ))).
Rappelons que puisque ψa(.|x) est à variations régulières, il s’ensuit que :
ψaj (yn,j |x) ∼ ψaj (yn|x)→ 0
pour tout j ∈ {1, . . . , J + 1}. Le Lemme 3.9 implique ainsi :
Bj,l =
‖K‖22
ψ0(yn|x)
(1− ajγ(x))(1− alγ(x))
1− (aj + al)γ(x) (1 + o(1)) =
‖K‖22
ψ0(yn|x)Σ
(1)
j,l (x)(1 + o(1)).
De plus,
var(Z1,n) ∼ ‖K‖22βtΣ(1)(x)β/n.
Comme conclusion préliminaire on peut affirmer que la variance de Ψn converge vers
‖K‖22βtΣ(1)(x)β. Afin d’utiliser le théorème de Lyapounov il reste à prouver qu’il existe
η > 0 tel que :
n∑
i=1
E |Zi,n|2+η = nE |Z1,n|2+η → 0.
Un calcul immédiat nous donne :
E |Z1,n|2+η =
( 1
nΛn(x)
)2+η
E
∣∣∣∣∣∣
J+1∑
j=1
βjKh (x−X)Y aj I{Y ≥ yn,j}
ψaj (yn,j |x)
− E
J+1∑
j=0
βjKh (x−X)Y aj I{Y ≥ yn,j}
ψaj (yn,j |x)
∣∣∣∣∣∣
2+η
.
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Par ailleurs pour chaque couple de variables aléatoires (T1, T2) ayant un moment d’ordre
2 + η fini, on a :
E
(
|T1 + T2|2+η
)
≤ 22+η max
i={1,2}
E
(
|Ti|2+η
)
,
ce qui donne :
E |Z1,n|2+η ≤
( 2
nΛn(x)
)2+η
E
∣∣∣∣∣∣
J+1∑
j=1
βjKh (x−X)Y aj I{Y ≥ yn,j}
ψaj (yn,j |x)
∣∣∣∣∣∣
2+η
.
En utilisant le Lemme 3.9 et le fait que yn,j = yn(1 + o(1)) pour j ∈ {1, . . . , J + 1} on
a :
E |Z1,n|2+η ≤
( 2
nΛn(x)ψ0(yn|x)
)2+η
× E
∣∣∣∣∣∣
J+1∑
j=1
βjKh (x−X) I{Y ≥ yn,j}
(
Y
yn,j
)aj
(1− ajγ(x))
∣∣∣∣∣∣
2+η
(1 + o(1)).
Soient a˜ = max{a1, . . . , aJ+1} et y˜n = min{yn,1, . . . , yn,J+1}, il s’ensuit que pour n assez
grand,
nE |Z1,n|2+η ≤ 2n
( 2(1− a˜γ(x))
nhpΛn(x)ψ0(yn|x)y˜a˜n
)2+η
×
J+1∑
j=1
|βj |2+η E
(
K
(
x−X
h
)
Y a˜I{Y ≥ y˜n}
)2+η
.
En choissisant η tel que 0 < η < −2 + 1/(a˜γ(x)), le point (i) implique :
E
(
K
(
x−X
h
)
Y a˜I{Y ≥ y˜n}
)2+η
= hp‖K‖2+η2+ηE
(
Nh (x−X)Y a˜(2+η)I{Y ≥ y˜n}
)
,
= hp‖K‖2+η2+ηψa˜(2+η)(y˜n|x)(1 + o(1)),
puisqueN(.) := K2+η(.)/‖K‖2+η2+η vérifie aussi l’hypothèse (K). En utilisant le Lemme 3.9
et le fait que y˜n = yn(1 + o(1)), on obtient :
nE |Z1,n|2+η = O (Ληn(x))→ 0,
lorsque n→∞ ce qui conclut la preuve.
Les comportements asymptotiques de nos estimateurs ϕˆa,n(.|x) et ϕˆ←a,n(.|x) sont établis
dans les deux propositions suivantes.
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Proposition 3.12. Supposons que les hypothèses (F.1), (F.2), (L) et (K) soient vé-
rifiées. Soit x ∈ Rp tel que g(x) > 0 et soient 0 ≤ a1 < · · · < aJ+1 < 1/(2γ(x)) où J est
un entier positif. Considérons yn → ∞ tel que nhpF (yn|x) → ∞ lorsque n → ∞ et les
suites (yn,j), j ∈ {1, . . . , J + 1} telles que :
max
j∈{1,...,J+1}
∣∣∣∣yn,jyn − 1
∣∣∣∣→ 0.
S’il existe ξ > 0 tel que
nhpF¯ (yn|x)
(
h ∨ max
a∈L({a1,...,aJ+1})
ω(x, yn, a, ξ, h)
)2
→ 0
alors, le vecteur aléatoire :{√
nhpF (yn|x)
(
ϕˆaj ,n(yn,j |x)
ϕaj (yn,j |x)
− 1
)}
j∈{1,...,J+1}
est asymptotiquement Gaussien, centré, avec une matrice de variance-covariance :
‖K‖22Σ(1)(x)
g(x) .
Preuve − En gardant à l’esprit les notations du Lemme 3.11, il s’ensuit les développe-
ments suivants :
Λ−1n (x)
J+1∑
j=1
βj
(
ϕˆaj ,n(yn,j |x)
ϕaj (yn,j |x)
− 1
)
= ∆1,n + ∆2,n −∆3,n
gˆn(x)
, (3.19)
où
∆1,n = g(x)Λ−1n (x)
J+1∑
j=1
βj
(
ψˆaj ,n(yn,j |x)− E(ψˆaj ,n(yn,j |x))
ψaj (yn,j |x)
)
,
∆2,n = g(x)Λ−1n (x)
J+1∑
j=1
βj
(
E(ψˆaj ,n(yn,j |x))− ψaj (yn,j |x)
ψaj (yn,j |x)
)
,
∆3,n =
J+1∑
j=1
βj
Λ−1n (x) (gˆn(x)− g(x)) .
Ainsi, à l’aide du Lemme 3.11(ii), le terme aléatoire ∆1,n peut se réécrire :
∆1,n = g(x)‖K‖2
√
βtΣ(1)(x)βξn, (3.20)
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où ξn converge vers une loi Normale centrée réduite. Le terme déterministe ∆2,n est
contrôlé par le Lemme 3.11(i) :
∆2,n = O
(
hΛ−1n (x)
)
+O
(
Λ−1n (x) max
a∈L({a1,...,aJ+1})
ω(x, yn, a, ξ, h)
)
= O
(
nhp+2F¯ (yn|x)
)1/2
+O
(
nhpF¯ (yn|x) max
a∈L({a1,...,aJ+1})
ω2(x, yn, a, ξ, h)
)1/2
= o(1). (3.21)
Finalement, ∆3,n est un terme classique lorsque l’on estime une densité par noyau. Il
peut être borné par [44], Lemme 4 :
∆3,n = O(hΛ−1n (x)) +OP (Λ−1n (x)(nhp)−1/2),
= O
(
nhp+2F (yn|x)
)1/2
+OP (F (yn|x))1/2 = oP (1). (3.22)
En rassemblant les équations (3.19)–(3.22), on obtient :
gˆn(x)Λ−1n (x)
J+1∑
j=1
βj
(
ϕˆaj ,n(yn,j |x)
ϕaj (yn,j |x)
− 1
)
= g(x)‖K‖2
√
βtΣ(1)(x)βξn + oP (1).
Le dernier point et gˆn(x) P−→ g(x) donnent :
√
nhpF (yn|x)
J+1∑
j=1
βj
(
ϕˆaj ,n(yn,j |x)
ϕaj (yn,j |x)
− 1
)
= ‖K‖2
√
βtΣ(1)(x)β
g(x) ξn + oP (1),
ce qui prouve le résultat énoncé.
Proposition 3.13. Supposons que les hypothèses (F.1), (F.2), (L) et (K) soient vé-
rifiées. Soit x ∈ Rp tel que g(x) > 0 et soient 0 ≤ a1 < · · · < aJ+1 < 1/(2γ(x)) où J
est un entier positif. Considérons αn → 0 tel que nhpαn → ∞ lorsque n → ∞. Soient
(αn,j), j = 1, . . . , J + 1 des suites telles que :
max
j∈{1,...,J+1}
∣∣∣∣∣ϕ
←
aj (αn,j |x)
ϕ←0 (αn|x)
− 1
∣∣∣∣∣→ 0,
S’il existe ξ > 0 tel que
nhpαn
(
h ∨ max
a∈L({a1,...,aJ+1})
ω(x, ϕ←0 (αn|x), a, ξ, h)
)2
→ 0
alors, le vecteur aléatoire :{√
nhpαn
(
ϕˆ←aj ,n(αn,j |x)
ϕ←aj (αn,j |x)
− 1
)}
j∈{1,...,J+1}
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est asymptotiquement Gaussien, centré, avec une matrice de variance-covariance :
‖K‖22Σ(2)(x)
g(x) où Σ
(2)
i,j (x) =
γ2(x)
1− (ai + aj)γ(x) , (i, j) ∈ {1, . . . , J + 1}
2.
Preuve − Introduisons pour j ∈ {1, . . . , J + 1}, les termes suivants :
σn,j(x) = ϕ←aj (αn,j |x)(nhpαn)−1/2,
vn,j(x) = α−1n,j
γ(x)
1− ajγ(x)(nh
pαn)1/2,
Wn,j(x) = vn,j(x)
(
ϕˆaj (ϕ←aj (αn,j |x) + σn,j(x)zj)|x)− ϕaj (ϕ←aj (αn,j |x) + σn,j(x)zj)|x
)
,
tn,j(x) = vn,j(x)
(
αn,j − ϕaj (ϕ←aj (αn,j |x) + σn,j(x)zj)|x
)
,
où (z1, . . . , zJ+1) ∈ RJ+1. Examinons le comportement asymptotique de la fonction de
répartition définie par :
Φn(z1, . . . , zJ+1) = P
J+1⋂
j=1
{
σ−1n,j(x)(ϕˆ←aj ,n(αn,j |x)− ϕ←aj (αn,j |x)) ≤ zj
} ,
= P
J+1⋂
j=1
{Wn,j(x) ≤ tn,j(x)}
 .
Concentrons nous d’abord sur les termes déterministes tn,j(x), j ∈ {1, . . . , J+1}. D’après
le Lemme 3.9, pour tout a ∈ [0, 1/(2γ(x))), la fonction ϕa(.|x) est dérivable ainsi, pour
chaque j ∈ {1, . . . , J + 1} il existe θn,j ∈]0, 1[ tel que :
ϕaj
(
ϕ←aj (αn,j |x)|x
)
− ϕaj
(
ϕ←aj (αn,j |x) + σn,j(x)zj |x
)
= −σn,j(x)zjϕ′aj (rn,j |x), (3.23)
où rn,j = ϕ←aj (αn,j |x) + θn,jσn,j(x)zj . Il est ainsi évident que rn,j ∼ ϕ←aj (αn,j |x) → ∞.
De plus le Lemme 3.9 donne
ϕ′aj (rn,j |x) =
(ajγ(x)− 1)αn,j
γ(x)ϕ←aj (αn,j |x)
(1 + o(1)). (3.24)
Au vu des deux équations (3.23) et (3.24), on termine avec :
tn,j(x) =
(1− ajγ(x))vn,j(x)σn,j(x)αn,jzj
γ(x)ϕ←aj (αn,j |x)
(1 + o(1)) = zj(1 + o(1)). (3.25)
Penchons nous sur les termes aléatoires Wn,j(x), j ∈ {1, . . . , J + 1}. Il est clair que les
suites yn,j := ϕ←aj (αn,j |x) + σn,j(x)zj , j = 1, . . . , J + 1 et yn := ϕ←0 (αn|x) satisfont les
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hypothèses de la Proposition 3.12. Par conséquent on a,
Wn,j(x) =
γ(x)
1− ajγ(x)
ϕaj (ϕ←aj (αn,j |x) + σn,j(x)zj |x)
αn,j
(nhpαn)1/2
(
ϕˆaj (yn,j |x)
ϕaj (yn,j |x)
− 1
)
.
De plus, puisque ϕa(.|x) est à variations régulières, les équivalences suivantes sont véri-
fiées :
ϕaj (ϕ←aj (αn,j |x) + σn,j(x)zj |x)
αn,j
=
ϕaj (ϕ←aj (αn,j |x)(1 + oP(1))|x)
αn,j
= 1 + oP(1).
Comme conséquence du théorème de Slutsky, le vecteur aléatoire (Wn,1, . . . ,Wn,J+1) est
égal à A(x)ξn où
A(x) = diag
(
γ(x)
1− a1γ(x) , . . . ,
γ(x)
1− aJ+1γ(x)
)
,
et ξn est un (J + 1)− vecteur aléatoire convergeant vers une loi Normale centrée de ma-
trice de variance-covariance ‖K‖22Σ(1)(x)/g(x). En tenant compte de l’équation (3.25),
on obtient que Φn(z1, . . . , zJ+1) converge vers une fonction de répartition d’une loi Nor-
male centrée de matrice de variance-covariance
‖K‖22A(x)Σ(1)(x)A(x)
g(x) =
‖K‖22Σ(2)(x)
g(x) .
Ce qui est le résultat attendu.
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3.6.2 Preuves des principaux résultats
Preuve du Théorème 3.3.
Considérons pour j ∈ {1, . . . , J} les termes suivants :
vn,j(x) =
(1− ajγ(x))(nhpαn)1/2
γ(x)ϕ←0 (αn|x)
,
σn,j(x) = ϕaj (ϕ←0 (αn|x)|x)(nhpαn)−1/2,
σn,0(x) = ϕ←0 (αn|x)(nhpαn)−1/2,
tn,j = vn,j(x)
(
ϕ←0 (αn|x)− ϕ←aj
(
ϕaj (ϕ←0 (αn|x)|x) + σn,j(x)zj |x
))
,
Wn,j(x) = vn,j(x)
(
ϕˆ←aj ,n
(
ϕaj (ϕ←0 (αn|x)|x) + σn,j(x)zj |x
)
− ϕ←aj
(
ϕaj (ϕ←0 (αn|x)|x) + σn,j(x)zj |x
))
,
W
(0)
n,j (x) = vn,j(x)
(
ϕˆ←0,n(αn|x)− ϕ←0 (αn|x)
)
,
W
(0)
n,0(x) = σ−1n,0(x)
(
ϕˆ←0,n(αn|x)− ϕ←0 (αn|x)
)
,
où (z0, z1, . . . , zJ) ∈ RJ+1. Regardons le comportement asymptotique de la fonction de
répartition définie par :
Φn(z0, z1, . . . , zJ)
= P

J⋂
j=1
{
σ−1n,j(x)(ϕˆaj ,n(ϕˆ←0,n(αn|x)|x)− ϕaj (ϕ←0 (αn|x)|x)) ≤ zj
}⋂{W (0)n,0(x) ≤ z0}
 ,
= P

J⋂
j=1
{
Wn,j(x)−W (0)n,j (x) ≤ tn,j
}⋂{W (0)n,0(x) ≤ z0}
 .
Concentrons-nous d’abord sur les termes déterministes tn,j(x), j = 1, . . . , J . D’après le
Lemme 3.9, pour tout a ∈ [0, 1/(2γ(x))), ϕ←a (.|x) est une fonction à variations régulières
dérivable telle que :
(ϕ←a )′(yn|x) =
1
ϕ′a(ϕ←a (yn|x)|x)
= γ(x)ϕ
←
a (yn|x)
(aγ(x)− 1)yn (1 + o(1)), (3.26)
lorsque n → ∞. Pour tout j ∈ {1, . . . , J}, un développement de Taylor à l’ordre un
donne :
ϕ←aj (ϕaj (ϕ
←
0 (αn|x)|x)|x)− ϕ←aj
(
ϕaj (ϕ←0 (αn|x)|x) + σn,j(x)zj |x
)
= −σn,j(x)zjqn,j(x),
où
qn,j(x) = (ϕ←aj )
′(ϕaj (ϕ←0 (αn|x)|x) + θn,jσn,j(x)zj |x)
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avec (θn,1, . . . , θn,J) ∈ ]0, 1[J . Puisque :
σn,j(x)/ϕaj (ϕ←0 (αn|x)|x) = (nhpαn)−1/2 → 0
lorsque n→∞, l’équation (3.26) implique :
qn,j(x) =
γ(x)ϕ←0 (αn|x)
(ajγ(x)− 1)ϕaj (ϕ←0 (αn|x)|x)
(1 + o(1)).
Ainsi,
ϕ←aj (ϕaj (ϕ
←
0 (αn|x)|x)|x)− ϕ←aj
(
ϕaj (ϕ←0 (αn|x)|x) + σn,j(x)zj |x
)
= zj
vn,j(x)
(1 + o(1)),
(3.27)
ce qui montre que pour tout j ∈ {1, . . . , J}, tn,j → zj lorsque n→∞. Concentrons nous
sur les termes aléatoires Wn,j(x), j = 1, . . . , J . Il est clair que :
Wn,j(x) =
1− ajγ(x)
γ(x) (nh
pαn)1/2
 ϕˆ←aj ,n
(
ϕaj (ϕ←0 (αn|x)|x) + σn,j(x)zj |x
)
ϕ←aj
(
ϕaj (ϕ←0 (αn|x)|x) + σn,j(x)zj |x
) − 1
 (1+o(1)),
puisque d’après l’équation (3.27) :
ϕ←aj
(
ϕaj (ϕ←0 (αn|x)|x) + σn,j(x)zj |x
)
ϕ←0 (αn|x)
= 1 + zj
ϕ←0 (αn|x)vn,j(x)
(1 + o(1)) = 1 + o(1).
De plus, on a :
W
(0)
n,j (x) =
1− ajγ(x)
γ(x) (nh
pαn)1/2
(
ϕˆ←0,n(αn|x)
ϕ←0 (αn|x)
− 1
)
.
Comme conséquence il en résulte qu’en appliquant la Proposition 3.13 avec aJ+1 = 0,
αn,j = ϕaj (ϕ←0 (αn|x)|x) + σn,j(x)zj pour j = 1, . . . , J et αn,J+1 = αn cela implique{{
Wn,j(x)−W (0)n,j (x)
}
j=1,...,J
,W
(0)
n,0(x)
}
= M(x)ξn,
où M est la matrice de taille (J + 1)× (J + 1) définie par :
M(x) =

A˜(x)
c1(x)...
cJ(x)
0 · · · 0 1

avec
A˜(x) = diag
(1− a1γ(x)
γ(x) , . . . ,
1− aJγ(x)
γ(x)
)
et cj = −1− ajγ(x)
γ(x) , j ∈ {1, . . . , J}
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et où ξn est un vecteur Gaussien, centré de taille (J + 1) avec une matrice de variance-
covariance ‖K‖22Σ(2)(x)/g(x). Puisque pour chaque j ∈ {1, . . . , J}, tn,j → zj lorsque
n → ∞, la fonction de répartition Φn converge alors vers une fonction de répartition
Gaussienne ayant une matrice de variance-covariance égale à
‖K‖22M(x)Σ(2)(x)M(x)t
g(x) =
‖K‖22γ2(x)Σ(x)
g(x) ,
ce qui est le résultat escompté.
Preuve du Corollaire 3.5. Il est clair que d’après le Théorème 3.3 on a pour i = 1, 2,
R̂CTMi,n(αn|x) = RCTMi(αn|x)
(
1 + (nhpαn)−1/2ξi,n
)
,
où le vecteur aléatoire (ξ1,n, ξ2,n) est asymptotiquement Gaussien, centré de matrice de
variance-covariance Σ(3) définie par :
Σ(3)i,j = ijγ2(x)
2− (i+ j)γ(x)
1− (i+ j)γ(x)
‖K‖22
g(x) , (i, j) ∈ {1, 2}
2.
Ainsi,
R̂CTVn(αn|x)− RCTV(αn|x) = (nhpαn)−1/2 (RCTM2(αn|x)ξ2,n
− 2RCTM21(αn|x)ξ1,n
− (nhpαn)−1/2RCTM21(αn|x)ξ21,n
)
,
= (nhpαn)−1/2 (RCTM2(αn|x)ξ2,n
− 2RCTM21(αn|x)ξ1,n(1 + o(1))
)
.
Puisque pour a ∈ [0, 1/(2γ(x))) et b > 0 le Lemme 3.9 implique :
RCTMba(αn|x) =
(ϕ←0 (αn|x))ab
(1− aγ(x))b (1 + o(1)),
on a alors :
RCTV(αn|x) = γ
2(x)
(1− 2γ(x))(1− γ(x))2 (ϕ
←
0 (αn|x))2(1 + o(1)).
Ainsi, d’après le Théorème 3.3 :
(nhpαn)1/2
(
R̂CTVn(αn|x)
RCTV(αn|x) − 1
)
= 4γ(x)− 2
γ2(x) ξ1,n(1 + o(1)) +
(1− γ(x))2
γ2(x) ξ2,n(1 + o(1)),
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est asymptotiquement Gaussien, centré de variance :
(
4γ(x)− 2
γ2(x) ,
(1− γ(x))2
γ2(x)
)
Σ(3)
(
4γ(x)− 2
γ2(x) ,
(1− γ(x))2
γ2(x)
)t
.
La conclusion s’ensuit.
Preuve du Corollaire 3.6. Il est clair que d’après le Théorème 3.3 on a pour i = 1, 2, 3,
R̂CTMi,n(αn|x) = RCTMi(αn|x)
(
1 + (nhpαn)1/2ξi,n
)
,
où le vecteur aléatoire (ξ1,n, ξ2,n, ξ3,n) est asymptotiquement Gaussien, centré de matrice
de variance-covariance Σ(4) définie par :
Σ(4)i,j = ijγ2(x)
‖K‖22
g(x)
2− (i+ j)γ(x)
1− (i+ j)γ(x) , (i, j) ∈ {1, 2, 3}
2.
D’après la preuve du Corollaire 3.5, on a :
R̂CTVn(αn|x)
RCTV(αn|x) = 1+(nh
pαn)−1/2
(
4γ(x)− 2
γ2(x) ξ1,n(1 + o(1)) +
(1− γ(x))2
γ2(x) ξ2,n(1 + o(1))
)
,
et ainsi on obtient :
(
R̂CTVn(αn|x)
RCTV(αn|x)
)3/2
= 1+32(nh
pαn)−1/2
(
4γ(x)− 2
γ2(x) ξ1,n(1 + o(1)) +
(1− γ(x))2
γ2(x) ξ2,n(1 + o(1))
)
.
Il est clair que d’après le Théorème 3.3,
(nhpαn)1/2
(
R̂CTSn(αn|x)
RCTS(αn|x) − 1
)
= ξ3,n−32
(
4γ(x)− 2
γ2(x) ξ1,n(1 + o(1)) +
(1− γ(x))2
γ2(x) ξ2,n(1 + o(1))
)
,
est asymptotiquement Gaussien, centré de variance :
(
−32
4γ(x)− 2
γ2(x) ,−
3
2
(1− γ(x))2
γ2(x) , 1
)
Σ(4)
(
−32
4γ(x)− 2
γ2(x) ,−
3
2
(1− γ(x))2
γ2(x) , 1
)t
.
Le résultat est ainsi prouvé.
Preuve du Théorème 3.7.
La preuve est basée sur le développement suivant :√
nhpnαn
log(αn/βn)
(
log R̂CTM
W
a,n(βn|x)− log RCTMa(βn|x)
)
=
√
nhpnαn
log(αn/βn)
(Qn,1+Qn,2+Qn,3),
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avec :
Qn,1 = a
√
nhpnαn(γˆn(x)− γ(x)),
Qn,2 =
√
nhpnαn
log(αn/βn)
log
(
R̂CTMa,n(αn|x)/RCTMa(αn|x)
)
,
Qn,3 =
√
nhpnαn
log(αn/βn)
(log RCTMa(αn|x)− log RCTMa(βn|x) + aγ(x) log(αn/βn)).
Considérons les trois termes séparément. Sous les hypothèses du Théorème 3.7, on a
Qn,1
d→ N (0, (av(x))2). Le Théorème 3.3 implique :
R̂CTMa,n(αn|x)/RCTMa(αn|x) P→ 1
quand n→∞ et ainsi :
Qn,2 =
√
nhpnαn
log(αn/βn)
(
R̂CTMa,n(αn|x)
RCTMa(αn|x) − 1
)
(1 + op(1)) =
Op(1)
log(αn/βn)
.
Comme conséquence, Qn,2 P→ 0 lorsque n→∞. Finalement, le Lemme 3.10 implique :
Qn,3 = O
(√
nhpnαnεa(1/αn|x)
)
qui converge vers 0 par hypothèse.

Conclusion et perspectives
“There are no serious competitor models to those provided by extreme value theory.”
Stuart Coles
L’objectif de cette thèse était double.
Dans un premier temps, le but était de compléter le modèle de Gardes et al. [88] permet-
tant d’estimer des quantiles extrêmes pour des lois de type Pareto aussi bien que pour
des lois à queue de type Weibull d’une même façon. Ce modèle reposait sur un paramètre
inconnu. Notre but premier fut de l’estimer, suite à quoi nous avons obtenu un nouvel
estimateur des quantiles extrêmes utile dans des situations pratiques. Après avoir établi
les lois asymptotiques de nos estimateurs on a pu illustrer leur efficacité sur des données
simulées et sur un jeu de données réelles issu de l’hydrologie. Ces contributions ont fait
l’objet de l’article El Methni et al. [69] paru en 2012.
Dans un second temps, le but était d’estimer les mesures de risque classiques que sont la
Value-at-Risk, la Conditional Tail Expectation, la Conditional Value-at-Risk, la Condi-
tional Tail Variance, ou encore la Conditional Tail Skewness dans le cas de pertes ex-
trêmes et où l’on suppose également que la loi des pertes est à queue lourde et dépend
d’une covariable aléatoire de dimension finie. Pour cela, on a introduit une nouvelle
mesure de risque que l’on a appelé le Conditional Tail Moment. On a vu qu’estimer
cette mesure de risque nous permettait d’estimer toutes les précédentes. Pour ce faire,
on a introduit de nouvelles méthodes d’estimation, combinant des méthodes d’estima-
tion non-paramétrique à noyau avec des méthodes issues de la statistique des valeurs
extrêmes. Après avoir établi les lois asymptotiques de nos estimateurs, on a illustré leurs
comportements sur des données simulées et sur un jeu de données réelles issu de l’hy-
drologie. Ces contributions ont fait l’objet du rapport de recherche El Methni et al. [68]
soumis pour publication.
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Cette thèse offre de nombreuses perspectives, aussi bien d’un point théorique avec les
nouveaux axes de recherche qu’elle dessine que d’un point de vue pratique avec ses
applications à l’hydrologie.
D’un point de vue théorique, on a vu dans les deux Parties 2.5 et 3.5 les perspectives
possibles à donner à nos travaux à court terme.
• En ce qui concerne la première contribution, on pourra considérer la correction de biais
basée sur l’estimation du paramètre du second ordre (Caeiro et Gomes [28], Gomes
et al. [103]) parmi les suites explorables. Dans ce but, un modèle de régression expo-
nentielle similaire à ceux de Beirlant et al. [12], Diebolt et al. [59, 60] et Feuerverger et
Hall [76] étendu aux lois appartenant à la famille de fonctions de survie (A1(τ, θ)) se-
rait d’un grand intérêt.
Il serait aussi intéressant d’adapter nos résultats au cas τ > 1 et de chercher des liens
possibles avec des lois à queues “super-lourdes” (Fraga Alves et al. [78]). Comme on a
pu le voir dans la sous-Partie Simulations 2.4.1, nos estimateurs sont très performants
même pour des lois ayant des valeurs de τ où la normalité asymptotique de nos esti-
mateurs n’est pas établie. En ce qui concerne le choix des suites (kn) et (k′n) il serait
intéressant d’étudier le cas τ = 0 et ρ ≥ −1 de façon plus précise.
Ce travail peut également s’étendre à des variables aléatoires Z = ψ(Y ) où Y a une
loi associée satisfaisant (A1(τ, θ)). Par exemple, en choisissant ψ(y) = yF − 1/y, cela
nous permettra de considérer des lois (ayant un point terminal fini yF ) dans le do-
maine d’attraction de Weibull (voir le passage du domaine d’attraction de Fréchet
à celui de Weibull dans le Théorème 1.11). Cela pourrait ainsi permettre d’inclure
l’estimateur de Hill négatif (voir par exemple Falk [74] ou de Haan et Ferreira [50],
Paragraphe 3.6.2) dans notre modèle.
Finalement, nos travaux ouvrent la voie à la construction de tests d’hypothèses pour
les queues de distributions. Pour un jeu de données réelles, on pourrait notamment
décider s’il est issu d’une loi à queue lourde ou d’une loi à queue de type Weibull.
• Enfin pour la seconde contribution, parmi les différentes suites à donner à ce travail,
il serait intéressant d’essayer de lever la restriction sur γ(x) dans nos théorèmes (voir
Partie 3.3). Necir et al. [136] ont estimé la CTE pour des lois à queues lourdes (sans
la présence d’une covariable) et ont obtenu la restriction 1/2 < γ < 1. On pourrait
essayer d’adapter leurs outils pour pallier nos limitations sur γ(x).
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Afin d’étendre nos résultats aux autres domaines d’attraction (Gumbel et Weibull),
on pourrait s’inspirer des travaux de Daouia et al. [43]. Ces derniers ont estimé les
quantiles conditionnels extrêmes en présence d’une covariable dans tous les domaines
d’attraction en se basant sur des conditions dues à Von Mises (voir [50]) sur la fonc-
tion de survie conditionnelle. On pourrait alors estimer pour des pertes extrêmes et
en présence d’une covariable le RCTM, et ainsi toutes les mesures de risque classiques
présentées dans cette thèse.
Lorsque la covariable est non aléatoire de dimension infinie, Gardes et al. [89] ont pro-
posé un estimateur du quantile conditionnel extrême pour des lois à queues lourdes.
En se basant sur ces résultats, on pourrait envisager d’étendre nos travaux à ce cas,
et ainsi estimer toutes les mesures de risque classiques dans le cas d’une covariable
non aléatoire de dimension infinie.
Une autre piste très intéressante à explorer serait d’estimer γ(x) à l’aide de com-
binaisons de différents ordres du RCTM. En effet, à l’aide du Lemme 3.9 on peut
facilement obtenir un équivalent du RCTM, et ainsi à l’instar des travaux de Girard
et al. [94, 95, 96] on pourrait estimer γ(x).
En ce qui concerne la suite commune à donner à ces deux contributions, on pourrait
envisager de faire le lien entre nos deux contributions en adaptant le modèle de Gardes
et al. [88] à la présence d’une covariable et ainsi être capable d’estimer des quantiles
conditionnels extrêmes pour des lois de type Pareto aussi bien que pour des lois à
queue de type Weibull d’une même façon. On pourrait aussi envisager de proposer un
estimateur du RCTM dans ce modèle, ce qui nous permettrait d’estimer toutes les
mesures de risque classiques pour des lois de type Pareto aussi bien que pour des lois
à queue de type Weibull d’une même façon. On vient de voir que l’on peut également
étendre le modèle de Gardes et al. [88] au domaine d’attraction de Weibull, cela nous
permettrait alors d’englober tous les domaines d’attractions.
D’un point de vue applicatif, on pu mettre en pratique nos estimateurs sur des données
hydrologiques, soulignant encore une fois le fort lien historique qui unit théorie des
valeurs extrêmes et hydrologie. En ce qui concerne la première contribution, on a pu
appliquer nos estimateurs à un jeu de données de crues de la rivière Nidd en Grande
Bretagne dont on donne les résultats dans la sous-Partie 2.4.2.
Pour la seconde contribution, on a fait le lien entre les mesures de risque utilisées en
finance et en actuariat et le risque en hydrologie. On a ainsi introduit une nouvelle
méthode statistique permettant d’estimer des mesures de risque extrêmes en des sites
où l’on ne dispose pas de stations de mesure. Plus particulièrement, on a pu présenter
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une application à la région Cévennes-Vivarais en comparant l’estimation du niveau de
retour à 100 ans et de la RCTE correspondante dont on donne les résultats dans la
sous-Partie 3.4.4.
Ces mesures de risque sont un nouvel outil dans la prévention des risques en hydrologie.
Il serait très intéressant de prendre d’autres covariables en compte. Par exemple on
pourrait tenir compte de l’altitude, l’orientation par rapport à la mer ou encore le type de
temps. Pour cela il nous faudrait définir des nouvelles distances. Il serait aussi intéressant
d’appliquer notre méthode à un nouveau type de données et de pouvoir estimer des
mesures de risque dans d’autres domaines d’applications, par exemple en actuariat ou
en finance.
Enfin, il est primordial de garder à l’esprit que les résultats obtenus sont basés sur des
modèles et qu’ils sont (le plus souvent) une simplification de la réalité ; il convient en
conséquence d’adopter une certaine prudence dans l’interprétation des résultats obtenus.
“The key message is that extreme value theory cannot do magic–but it can do a whole lot
better than empirical curvefitting and guesswork. My answer to the sceptics is that people
aren’t given well-founded methods like extreme value theory, they will just use dubious
ones instead.”
Jonathan Tawn
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