The spectral factorization mapping F → F + puts a positive definite integrable matrix function F having an integrable logarithm of the determinant in correspondence with an outer analytic matrix function F + such that F = F + (F + )
Introduction
Let S n (T) be the class of n × n matrix spectral densities with integrable logarithms of the determinant, i.e. F ∈ S n (T) if and only if F is a positive definite (a.e. on T = {z ∈ C : |z| = 1}) n × n matrix function with integrable entries, F ∈ L 1 (T) n×n , such that the Paley-Wiener condition
is satisfied. Matrix spectral factorization theorem [21] , [13] asserts that if F ∈ S n (T), then F admits a factorization (2)
where F + can be extended inside T to an outer analytic n × n matrix function with entries from the Hardy space H 2 , F + ∈ H n×n 2
. Here and below M * stands for the Hermitian conjugate of any matrix M ∈ C n×n . The spectral factor F + is unique up to a constant (right) unitary multiplier and thus it will be unique if we assume that F + (0) > 0. Hence we always assume that the latter condition is satisfied so that F + is uniquely defined. In the scalar case (n = 1), the spectral factor is given by the following formula (3) f + (z) = exp 1 4π
2π 0 e iθ + z e iθ − z log f (e iθ ) dθ , f ∈ S 1 (T).
However, there is no explicit formula for F + in the matrix case. Representation (2) plays a crucial role in the study of systems of singular integral equations [12] , [3] , in linear estimation [14] , quadratic and H ∞ control [1] , [11] , [3] , communications [10] , filter design [4] , [19] , etc. Recently, matrix spectral factorization became an important step in non-parametric estimations of Granger causality used in neuroscience [6] , [20] . In many of these applications, the spectral density function F is usually constructed empirically and hence it is always subject to noise and measurement errors. Therefore, it is important to know how closeF + remains to F + when we approximate F byF . To the best of our knowledge, this problem has been investigated only in the scalar case so far (see [9] and the references therein) and this is the first attempt in the matrix case to estimate the norm of F + −F + in terms of F andF . Among several equivalent options to select the norm for measurement of the closeness, we deal with the operator norm of matrices:
Mx , where x ∈ C n×1 and x is the Euclidian norm in C n , while for measurable matrix functions F : T → C n×n , we use the norm (5)
with the standard convention for p = ∞: F L∞ = ess sup F (e iθ ) . The class of n × n matrix functions with finite p-norm will be denoted by L p (T)
n×n . It is assumed that H n×n 2
= H 2 (D)
n×n , the Hardy space of analytic matrix functions, is isometrically embedded in L 2 (T)
n×n . It is known that spectral factorization is not stable in L 1 norm in the sense that convergence
However, as it was proved in [2] and [7] , the latter convergence holds if we in addition require that log det F k − log det F L 1 → 0. Accordingly, it is reasonable to search for estimates of F + −F + H 2 in terms of F −F L 1 and log det F − log detF L 1 . The following results have been obtained in this direction for the scalar case (see [9] for more precise statements). Π(s, t) = 0 for which the estimate
On the other hand, if one allows the function Π above to depend on f , then it is possible to prove estimate (6) with a function Π = Π f expressed in terms of Orlicz functions Φ for which f ∈ L Φ (to be more precise, in terms of the complementary to Φ function Ψ; see the definitions in Sect. 2 and Theorem 2.3 below). These estimates take a more transparent form in the case f ∈ L p : Theorem 1.2. [9, Corollary 1] For every p > 1,
The proof of the main result in [9] (formulated in Section 2 as Theorem 2.3) relied on a careful examination of the properties of the harmonic conjugation operator (the Hilbert transform) f →f together with the theory of Orlicz spaces.
It is clear that an analogue of Theorem 1 is automatically correct in the matrix case and one is naturally led to the question whether an estimate of the form
holds in the matrix case where, as in the scalar case, Π F is expressed in terms of Orlicz functions Φ for which F ∈ L Φ .
In this paper, developing further the ideas of [9] and relying on the proof of the previously mentioned convergence theorem presented in [2] , we provide a positive answer to this question (see Remark after Theorem 3.1), which yields estimates similar to (7) in the matrix case. Since the problem is more difficult in the matrix case, the obtained estimates are more cumbersome.
Throughout the paper, K denotes the best constant in Kolmogorov's weak type (1, 1) inequality
and (9)
It is known that
347 (see [5] ) and therefore K 0 < 1.25.
For F ∈ S n (T), we introduce two functions
where log + x = max(0, log x) (note that ℓ F ≤ 0 a.e.), and
and provide two estimates which can be used when information on the size of ℓ F or Q F is available.
Then for any α ∈ (0, 1), the following estimate holds
where
n×n , then the above inequality can be modified as
Example 5.1 in Section 5 shows that one cannot completely dispose of the term | log F − G L 1 | 1−p 1 in the estimates in Theorem 1.3 or even improve the power 1 − p 1 beyond −p 1 , see (76). It would be interesting to find the optimal power in this term.
where c(p 0 ) and q 0 are defined by (13) .
Example 5.2 in Section 5 shows that the optimal power in the term
in Theorem 1.4 cannot be higher than
(see (79)). It would be interesting to find out how much one can improve the exponent
The estimates provided by Theorems 1.4 and 1.5 are of course more complicated than their counterparts in the scalar case given in Theorem 1.2. Note, however, that the terms log
for any α ∈ (0, 1) and p 1 ∈ (1, ∞), the main difference with the scalar case is the term containing log G − F L 1 . Examples 5.1 and 5.2 show the necessity of this term's presence and even proximity of its form to the optimum.
The above estimates are significantly simplified when matrix function F , as well as its inverse F −1 , are bounded.
Theorems 1.3-1.5 follow from more general results proved in Section 3 in the context of Orlicz spaces (see Theorems 3.1-3.3).
At the end of the paper, we return to the scalar case and show that the exponent
in estimate (7) is optimal even if we allow the constant C(p) to depend on f :
Notation and auxiliary results
Let D = {z ∈ C : |z| < 1}, and let H p = H p (D), p > 0, be the Hardy space of analytic functions: 
where m is the normalized Lebesgue measure on T = ∂D. The norms of matrices and matrix functions are defined as in (4) and (5). For any matrix A ∈ C n×n , |A| denotes the nonnegative square root of AA * , i.e. |A| is positive semidefinite, |A| ≥ 0, and |A| 2 = AA * . The relation A ≥ B means that
which is the minimal upper bound for A and B, i.e. i) A, B ≤ A ∨ B and ii)
is a spectral decomposition of A (obviously, then the norm defined by (4) is equal to A = max 1≤j≤n |λ j |) and
For a strictly positive definite matrix A ∈ C n×n , the matrix log A ∈ C n×n is defined by using the usual functional calculus, i.e. if A has the form (19), then log A = U diag(log λ 1 , . . . , log λ n )U * and Tr(log A) = log(det A). Since
We will use the following result on matrix spectral factorization proved in [2] :
Let F, G ∈ S n (T) and let 0 < η ≤ R < ∞ be given constants. Suppose F ≥ η (a.e.) and let P be the projection-valued function defined by the functional calculus as P = χ [0,R] (F ), where χ Ω is the characteristic function of a set Ω. Then the following estimate holds
Remark. Note that the right-hand side of (21) differs slightly from the corresponding expression in Lemma 5.2 of [2] . This is because the matrix norm M used in [2] is different from (4).
We need some notation from the theory of Orlicz spaces (see [15] , [16] ). Let Φ and Ψ be mutually complementary N-functions, i.e.
where u : [0, ∞) −→ [0, ∞) is a right-continuous, nondecreasing function with u(0) = 0 and u(∞) := lim τ →∞ u(τ ) = ∞, and v is defined by the equality v(x) = sup u(τ )≤x τ . Let (Ω, S, µ) be a measure space, and let L Φ (Ω), L Ψ (Ω) be the corresponding Orlicz spaces, i.e. L Φ (Ω) is the set of measurable functions on Ω for which either of the following norms
is finite. Note that these two norms are equivalent, namely (see, e.g., [15, (9. 24)] or [16, §3.3, (14) ])
We will use the Hölder inequality (see, e.g., [15, (9.27 
as well as the following relations
which follow more or less directly from the definitions of the pair of functions (Φ, Ψ) and corresponding Orlicz norms (see [15, formulas (1.20) , (1.18), (2.10), (9.11), and (9.23)], and [18, formula (6)], respectively).
For a matrix function F defined on T, condition F ∈ L Φ means that the function t → F (t) belongs to L Φ (T, B, dm). Slightly abusing the notation we assume that F Φ is the L Φ -norm of this function.
Let (Φ, Ψ) be mutually complementary N-functions and define functions
We use the functions Λ Φ and R Ψ in the next sections. In an important special case (60) considered in Section 4 , they are given by an explicit formula (62). Here, we only prove that these functions are of the same order of magnitude and that they converge to 0 when the argument tends to 0 from the right.
Indeed, we have
. It is easy to see that
Hence, taking τ = On the other hand,
and hence
Using (24) and (26), one gets
and therefore,
The following lemma will be used in the sequel.
Lemma 2.2. Let (Φ, Ψ) be a pair of mutually complementary N-functions. Then for any u ∈ L ∞ (T)
Proof. Let κ > 0. Since the function Φ is convex and Φ(0) = 0, one has Φ(αx) ≤ αΦ(x), for 0 ≤ α ≤ 1. Therefore
and if the right-hand side is less than 1, then u (Φ) ≤ κ because of the definition (22). Therefore
the last inequality following from (26).
The following theorems have been proved in [9] for the scalar spectral factorization:
where K 0 is defined by (9).
Estimates in terms of the Orlicz norms
In this section, we provide upper estimates for F + − G + H 2 involving Orlicz norms. Theorems 1.3-1.5 will be obtained as corollaries of Theorems 3.1-3.3 proved in this section. We recall that functions Λ Φ and R Ψ from the statements of these theorems are defined by (30) and (31). Theorem 3.1. Let F, G ∈ S n (T), and let (Φ 0 , Ψ 0 ) and (Φ 1 , Ψ 1 ) be two pairs of mutually complementary N-functions such that
Then for any nondecreasing function
the following estimate holds
Remark. Since every integrable function belongs to a certain Orlicz space (see [15, §8] ), for each F ∈ S n (T), there exist mutually complimentary N-functions (Φ 0 , Ψ 0 ) and (Φ 1 , Ψ 1 ) such that (36) holds. Then it follows from (33), (35), and the property s/Ψ 1 (s) → 0 as s → ∞, that Theorem 3.1 proves the existence of an estimate of the form (8) for every F ∈ S n (T).
Proof. Let (39)
M F (t) := max {1, F (t) } and
It is clear that (see (10))
be the eigenvalues of F 1 (t). Then
Let
Then Ω η = {t ∈ T : λ 1 (t) < η}, and (see (41) and (28))
Consequently, using the Hölder inequality (23) for Orlicz spaces and equality (27), one gets
.
The last inequality above is obtained by taking
, and applying inequality (42). Since
for all x ∈ (0, 1], it follows from Proposition 2.1 (note that in our situation P is the identity operator and one can take R = 1 in (21) since F 1 (t) ≤ 1 a.e.), (20) , and (18) that
Hence (43) implies
Elementary inequalities for any a, b > 0 |max{1, a} − max{1, b}| ≤ |a − b|, | log + a − log + b| ≤ |a − b|, (47) and the estimates M F , M G ≥ 1 (see (39)) imply
and (see (10) and (40) (46) and applying (48) and (49), one gets
and similarly for G
and taking into account Lemma 2.2 and definition (31), one gets
Applying the Hölder inequality (23), estimate (51), Theorem 2.3, and properties (47), one obtains
It remains now to apply (50) and (27) in order to get (38).
Suppose ℓ F ∈ L Ψ 1 and ℓ F (Ψ 1 ) > 1. If Ψ 1 does not satisfy the ∆ 2 condition, Ψ(2x) ≤ Cψ(x), x > 0, then
might not hold (see [15, §4 and Theorem 8.2] ). If the latter condition is satisfied, one has the following version of Theorem 3.1.
Theorem 3.2. Let F, G ∈ S n (T), and let (Φ 0 , Ψ 0 ) and (Φ 1 , Ψ 1 ) be two pairs of mutually complementary N-functions such that F ∈ L Ψ 0 and (53) holds. Suppose
Then for any nondecreasing function ν : [0, ∞) → [0, 1] which satisfies (37) the following estimate holds
Proof. One needs to make the following changes in the proof of Theorem 3.1. The estimate (42) is replaced by (56)
Using this along with the facts that Ψ 1 (x)/x is a decreasing function for x > 0, one gets the following analogue of (43):
The rest of the proof is the same as for Theorem 3.1. In particular, the inequality (50) takes the form
Next we consider the case where ℓ F ∈ L ∞ . This holds, in particular, when
Theorem 3.3. Let F, G ∈ S n (T), and let (Φ 0 , Ψ 0 ) be a pair of mutually complementary N-functions. Suppose F ∈ L Ψ 0 and ℓ F ∈ L ∞ . Then
Proof. One needs to make the following changes in the proof of Theorem 3.1. It follows from (41) that
Taking η = e − ℓ F L∞ in the proof of Theorem 3.1, thenF 1 = F 1 and, by virtue of (45), (18), (48), and (49), one gets
The rest of the proof is the same as in the proof of Theorem 3.1.
Proofs of Theorems 1.3-1.5
In this section, we derive the theorems formulated in the introduction as corollaries of the corresponding estimates obtained in the previous section.
Proof of Theorem 1.3. For the first statement, one has to take
, j = 0, 1, and ν(τ ) = min(τ α , 1)
in Theorem 3.1. Then it is easy to see that Ψ −1 
see [15, (9.7) ]. Therefore (12) follows from (38) using the following equalities: (62), (63), and (61).
To prove the second statement, one has to use the estimate (64)
while the estimate
is given by Theorem 2.4. We have log M F = log + F (see (39)), and (47)). Therefore, (65) can be rewritten as
Inequality (50) takes the form
after the corresponding substitution of
It follows from (3), (64), and (66) that
and (14) now follows from (68) and (67).
Proof of Theorem 1.4. For the first statement, one has to take Ψ 0 and Φ 0 the same as in (60), Ψ 1 (τ ) := A(p 1 τ ), where A(τ ) := e τ − τ − 1, and
it follows from the inequality
Further (see (53) and (11)
Hence (see (54), (29))
Therefore (15) follows from (55) using (61), (69), (62), (63), (70), and (71). The second part of the statement can be proved in the same way as in the proof of Theorem 1.3. In particular (58) takes the form
after substitution of (70) and (71), and the remaining steps are exactly the same.
Proof of Theorem 1.5. It follows from the last inequality of (59) in the proof of Theorem 3.3 that
Taking again η = e − ℓ F L∞ as in that proof, one getsF := F ∨ η = F . If R = F L∞ , then the projection P in Proposition 2.1 equals the identity operator. Therefore,
, and (16) follows from (44) and (18).
Examples
In this section we construct specific examples which show to what extent estimates obtained in Theorems 1.3 and 1.4 can possibly be improved.
First we show that the exponent 1 − p 1 of the term log F − G L 1 1−p 1 in Theorem 1.3 cannot be improved beyond −p 1 .
Example 5.1. Let 1 < p 1 < ∞, ε, δ ∈ (0, 1), and let λ j , j = 0, 1, 2, 3 be outer functions such that λ j (0) > 0 and
These matrices are the spectral factors of
We have
Therefore, taking δ = with a constant C p 1 < ∞ depending only on p 1 . Hence
On the other hand,
Thus, it follows from (77) and (78) that
and the claim of the example holds.
Note that det G = det F , 0 ≤ F ≤ 1, as in Example 5.1 and
1/p 1 + 1.
The scalar case
In this last section, we return to the discussion of the scalar spectral factorization and demonstrate that the power p−1 p in estimate (7) is optimal. This is exactly the claim of Theorem 1.6, the proof of which follows.
Take any γ > γ 0 > 
