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COMPOSITIONAL ABSTRACTIONS OF NETWORKS OF STOCHASTIC HYBRID
SYSTEMS UNDER RANDOMLY SWITCHED TOPOLOGIES
ASAD ULLAH AWAN AND MAJID ZAMANI
Abstract. In this work, we derive conditions under which abstractions of networks of stochastic hybrid sys-
tems can be constructed compositionally. Proposed conditions leverage the interconnection topology, switching
randomly between P different interconnection topologies, and the joint dissipativity-type properties of subsys-
tems and their abstractions. The random switching of the interconnection is modelled by a Markov chain. In
the proposed framework, the abstraction, itself a stochastic hybrid system (possibly with a lower dimension),
can be used as a substitute of the original system in the controller design process. Finally, we provide an
example illustrating the effectiveness of the proposed results by designing a controller enforcing some logic
properties over the interconnected abstraction and then refining it to the original interconnected system.
1. Introduction
For large interconnected control systems, controller design to achieve some complex specifications in a reliable
and cost effective way is a challenging task. One direction which has been explored to overcome this challenge
is to use a simpler (e.g. lower dimensional) (in)finite approximation of the given system as a replacement in
the controller design process. This allows for an easier design of a controller for the approximation, which
can be refined to the one for the original complex system via some interface. The error between the output
behaviour of the concrete system and the one of its approximation can be quantified a priori in this detour
controller synthesis approach.
In addition, rather than treating the interconnected system in a monolithic manner, an approach which se-
verely restricts the capability of existing techniques to deal with many number of subsystems, compositional
schemes provide network-level certifications from main structural properties of the subsystems and their in-
terconnections. In the past few years, there have been several results on the compositional construction of
(in)finite abstractions of deterministic control systems including [1], [2], [3], and of a class of stochastic hybrid
systems [4]. These results use small-gain type conditions to enable the compositional construction of abstrac-
tions. However, as shown in [5], this type of conditions is a function of the size of the network and can be
violated as the number of subsystems grows.
The recent result in [6] provides a compositional framework for the construction of infinite abstractions of
networks of control systems using dissipativity theory. In this result a notion of storage function is proposed
which describes joint dissipativity properties of control systems and their abstractions. This notion is leveraged
to derive compositional conditions under which a network of abstractions approximate a network of the concrete
subsystems. Those conditions can be independent of the number of the subsystems under some properties on
the interconnection topologies. This approach was recently extended to a class of stochastic hybrid systems
in [7].
In more realistic scenarios, the interconnection topology of interconnected systems is not fixed due to for
example loss of communication between the agents. To accommodate for this scenario, in this work, we deal
with networks of stochastic hybrid systems wherein the interconnection topology is randomly switching between
P different interconnection matrices. We derive conditions under which one can construct an abstraction of
a given network of stochastic hybrid systems under randomly switching topology in a compositional way.
The random switching here is modeled using a continuous-time Markov chain, with each state of the chain
representing a different interconnection topology. We illustrate the effectiveness of the approach by synthesizing
1
ar
X
iv
:1
80
6.
04
91
6v
1 
 [c
s.S
Y]
  1
3 J
un
 20
18
2 ASAD ULLAH AWAN AND MAJID ZAMANI
a controller to enforce a given specification expressed as a linear temporal logic formula over the interconnected
abstraction and then refining it to the original interconnected system.
2. Stochastic Hybrid Systems
2.1. Notation. The sets of non-negative integer and real numbers are denoted by N and R, respectively.
Those symbols are subscripted to restrict them in the usual way, e.g. R>0 denotes the positive real numbers.
The symbol Rn×m denotes the vector space of real matrices with n rows and m columns. The symbols
~1n,~0n, In, 0n×m denote the vector in Rn with all its elements to be one, the zero vector, identity, and zero
matrices in Rn,Rn×n,Rn×m, respectively. For a, b ∈ R with a ≤ b, the closed, open, and half-open intervals
in R are denoted by [a, b], ]a, b[, [a, b[, and ]a, b], respectively. For a, b ∈ N and a ≤ b, we use [a; b], ]a; b[, [a; b[,
and ]a; b] to denote the corresponding intervals in N. Given N ∈ N≥1, vectors xi ∈ Rni , ni ∈ N≥1 and
i ∈ [1;N ], we use x = [x1; . . . ;xN ] to denote the concatenated vector in Rn with n =
∑N
i=1 ni. Similarly,
we use X = [X1; . . . ;XN ] to denote the matrix in Rn×m with n =
∑N
i=1 ni, given N ∈ N≥1, matrices
Xi ∈ Rni×m, ni ∈ N≥1, and i ∈ [1;N ]. Given a vector x ∈ Rn, we denote by ‖x‖ the Euclidean norm of x.
Given a matrixM = {mij} ∈ Rn×m, we denote by ‖M‖ the Euclidean norm ofM . Given matricesM1, . . . ,Mn,
the notation diag(M1, . . . ,Mn) represents a block diagonal matrix with diagonal matrix entries M1, . . . ,Mn.
Given a function f : R≥0 → Rn, the (essential) supremum of f is denoted by ‖f‖∞ := (ess)sup{‖f(t)‖, t ≥ 0}.
A continuous function γ : R≥0 → R≥0, is said to belong to class K if it is strictly increasing and γ(0) = 0; γ is
said to belong to K∞ if γ ∈ K and γ(r)→∞ as r →∞. A continuous function β : R≥0 ×R≥0 → R≥0 is said
to belong to class KL if, for each fixed t, the map β(r, t) belongs to class K with respect to r, and for each
fixed non zero r, the map β(r, t) is decreasing with respect to t and β(r, t)→ 0 as t→∞.
2.2. Stochastic hybrid systems. Let (Ω,F ,P) denote a probability space endowed with a filtration F =
(Fs)s≥0 satisfying the usual conditions of completeness and right continuity. The expected value of a measur-
able function g(X), where X is a random variable defined on a probability space (Ω,F ,P), is defined by the
Lebesgue integral E[g(X)] :=
∫
Ω
g(X(ω))P(dω), where ω ∈ Ω. Let (Ws)s≥0 be a p˜-dimensional F-Brownian
motion and (Ps)s≥0 be a r˜-dimensional F-Poisson process. We assume that the Poisson process and Brownian
motion are independent of each other. The Poisson process Ps = [P
1
s ; . . . ;P
r˜
s ] models r˜ kinds of events whose
occurrences are assumed to be independent of each other.
Definition 2.1. The class of stochastic hybrid systems studied in this paper is a tuple
Σ = (Rn,Rm,Rp,U ,W, f, σ, ρ,Rq1 ,Rq2 , h1, h2),
where
• Rn, Rm, Rp, Rq1 , and Rq2 are the state, external input, internal input, external output, and internal
output spaces, respectively;
• U and W are subsets of sets of all F-progressively measurable processes with values in Rm and Rp,
respectively;
• f : Rn ×Rm ×Rp → Rn is the drift term which is globally Lipschitz continuous: there exists Lipschitz
constants Lx, Lu, Lw ∈ R≥0 such that ‖f(x, u, w)−f(x′, u′, w′)‖ ≤ Lx‖x−x′‖+Lu‖u−u′‖+Lw‖w−w′‖
for all x, x′ ∈ Rn, all u, u′ ∈ Rm, and all w,w′ ∈ Rp;
• σ : Rn → Rn×p˜ is the diffusion term which is globally Lipschitz continuous with the Lipschitz constant
Lσ;
• ρ : Rn → Rn×r˜ is the reset term which is globally Lipschitz continuous with the Lipschitz constant Lρ;
• h1 : Rn → Rq1 is the external output map;
• h2 : Rn → Rq2 is the internal output map.
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A stochastic hybrid system Σ satisfies
Σ :

dξ(t) = f(ξ(t), υ(t), ω(t))dt+ σ(ξ(t))dWt
+ρ(ξ(t))dPt,
ζ1(t) = h1(ξ(t)),
ζ2(t) = h2(ξ(t)),
(2.1)
P-almost surely (P-a.s.) for any υ ∈ U and any ω ∈ W, where stochastic process ξ : Ω × R≥0 → Rn is
called a solution process of Σ, stochastic process ζ1 : Ω × R≥0 → Rq1 is called an external output trajectory
of Σ, and stochastic process ζ2 : Ω × R≥0 → Rq2 is called an internal output trajectory of Σ. We also write
ξaυω(t) to denote the value of the solution process at time t ∈ R≥0 under the input trajectories υ and ω from
initial condition ξaυω(0) = a P-a.s., where a is a random variable that is F0-measurable. We denote by ζ1aυω
and ζ2aυω the external and internal output trajectories corresponding to the solution process ξaυω. Here, we
assume that the Poisson processes P is , for any i ∈ [1; r˜], have the rates λi. We emphasize that the postulated
assumptions on f, σ, and ρ ensure existence, uniqueness, and strong Markov property of the solution process
[8].
We now introduce the definition of a continuous-time Markov chain, used later to model the switching between
interconnection topologies.
Definition 2.2. A continuous-time Markov chain is a tuple Π = (P,Q), where
• P is a finite set of cardinality P, called the state-space of the Markov-chain;
• Q = {qij} ∈ RP×P is called the generator matrix.
Associated with Π is a stochastic process pi : Ω × R≥0 → P, on the probability space (Ω,F ,P), such that for
every fixed ω ∈ Ω, pi(·) = pi(ω, ·) : R≥0 → P. For any i, j ∈ P and t ∈ R≥0, one has
P(pi(t+ h) = j|pi(t) = i) =
{
qijh+ o(h), i 6= j,
1 + qiih+ o(h), i = j,
where h > 0, limh→∞
o(h)
h = 0, qii = −
∑
i 6=j qij, and qij ≥ 0 is called the transition jump rate from i to j if
i 6= j. We denote the value of the solution process at time t ∈ R≥0 by pi(t), and refer to it as the switching
process.
We now introduce the definition of a switching stochastic hybrid system, which will be used later to denote
interconnected stochastic hybrid systems with randomly switching topologies.
Definition 2.3. A switching stochastic hybrid system is a tuple Σ = (Rn,Rm,U ,P,P, f, σ, ρ,Rq, h) where
• Rn, Rm, and Rq, are the state, external input and external output spaces, respectively;
• U is a subset of the set of all F-progressively measurable processes with values in Rm;
• P = {1, . . . ,P} is a finite set of modes;
• P is a subset of the set of all piecewise constant ca`dla`g (i.e. right continuous and with left limits)
functions of time from R≥0 to P and characterized by a finite number of discontinuities on every
bounded interval in R≥0 (no Zeno behaviour);
• f : Rn × Rm × P → Rn, is a drift term such that for every fixed p ∈ P, f(., ., p) is globally Lipschitz
continuous: there exists Lipschitz constants Lx, Lu ∈ R≥0 such that ‖f(x, u, p)−f(x′, u′, p)‖ ≤ Lx‖x−
x′‖+ Lu‖u− u′‖ for all x, x′ ∈ Rn and all u, u′ ∈ Rm;
• σ : Rn → Rn×p˜ is the diffusion term which is globally Lipschitz continuous with the Lipschitz constant
Lσ;
• ρ : Rn → Rn×r˜ is the reset term which is globally Lipschitz continuous with the Lipschitz constant Lρ;
• h : Rn → Rq is the external output map;
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The stochastic process ξ : Ω×R≥0 → Rn is a solution process of Σ if there exists υ ∈ U and pi ∈P satisfying
Σ :

dξ(t) = f(ξ(t), υ(t), pi(t))dt+ σ(ξ(t))dWt
+ρ(ξ(t))dPt
ζ(t) = h(ξ(t)),
P-almost surely (P-a.s.) at each time t ∈ R≥0. We denote by ξaυ(t, pi(t)) the value of the solution process
at time t ∈ R≥0 under the control input υ ∈ U and the switching process pi ∈ P, starting from an initial
condition ξaυ(0, pi(0)) = a, P-a.s., where a is a random variable that is F0-measurable.
3. Stochastic Storage Function
In this section, we introduce a notion of stochastic storage function, adapted from the notion of storage
functions from dissipativity theory [9].
Definition 3.1. Let
Σ = (Rn,Rm,Rp,U ,W, f, σ, ρ,Rq1 ,Rq2 , h1, h2),
and
Σˆ = (Rnˆ,Rmˆ,Rpˆ, Uˆ , Wˆ, fˆ , σˆ, ρˆ,Rq1 ,Rqˆ2 , hˆ1, hˆ2),
be two stochastic hybrid systems with the same external output space dimension, and with solution processes ξ
and ξˆ, respectively. A twice continuously differentiable function S : Rn×Rnˆ → R≥0 is called a stochastic storage
function from Σˆ to Σ in the second moment (SStF-M2), if it has polynomial growth rate and if there exists
convex function α ∈ K∞, concave function ψext ∈ K∞ ∪ {0}, some positive constant κ, some matrices W, Wˆ ,
and H of appropriate dimensions, and some symmetric matrix X of appropriate dimension with conformal
block partitions Xij , i, j ∈ [1; 2], such that ∀x ∈ Rn and ∀xˆ ∈ Rnˆ, one has
α(‖h1(x)− hˆ1(xˆ)‖2) ≤ S(x, xˆ),
and ∀x ∈ Rn ∀xˆ ∈ Rnˆ ∀uˆ ∈ Rmˆ ∃u ∈ Rm ∀wˆ ∈ Rpˆ ∀w ∈ Rp, one obtains
LS(x, xˆ) ≤ −κS(x, xˆ) + ψext(‖uˆ‖2)
+
[
Ww − Wˆ wˆ
h2(x)−Hhˆ2(xˆ)
]T [
X11 X12
X21 X22
] [
Ww − Wˆ wˆ
h2(x)−Hhˆ2(xˆ)
]
, (3.1)
where L denotes the infinitesimal generator of the stochastic process Ξ = [ξ; ξˆ], acting on the function S (see
[8] for a definition).
The stochastic hybrid system Σˆ (possibly with nˆ < n) is called an abstraction of Σ.
Definition 3.2. Let Π = (P,Q) be a continuous-time Markov chain with switching process pi. Let Σ =
(Rn,Rm,U ,P, pi, f, σ, ρ,Rq, h) and Σˆ = (Rnˆ,Rmˆ, Uˆ ,P, pi, fˆ , σˆ, ρˆ,Rq, hˆ) be two switching stochastic hybrid sys-
tems. A twice continuously differentiable function V : Rn × Rnˆ × P → R≥0 is called a stochastic simulation
function in the second moment (SSF-M2), from Σˆ to Σ if there exists convex function α ∈ K∞, concave func-
tion ψext ∈ K∞ ∪ {0}, and positive constant κ, such that for any x ∈ Rn, any xˆ ∈ Rnˆ, and any j ∈ P, one
has
α(‖h(x)− hˆ(xˆ)‖2) ≤ V (x, xˆ, j), (3.2)
and ∀j ∈ P ∀x ∈ Rn ∀xˆ ∈ Rnˆ ∀uˆ ∈ Rmˆ ∃u ∈ Rm such that
LV (x, xˆ, j) ≤ −κV (x, xˆ, j) + ψext(‖uˆ‖2). (3.3)
We say that a switching stochastic hybrid system Σˆ is approximately simulated by a switching stochastic
hybrid system Σ if there exists an SSF-M2 V from Σˆ to Σ. We call Σˆ (possibly with nˆ < n) an abstraction of
Σ.
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The next theorem shows the important of the existence of an SSF-M2 by quantifying the error between the
output behaviours of Σ and those of its abstraction Σˆ.
Theorem 3.3. Let Π = (P,Q) be a continuous-time Markov chain with switching process pi. Let us consider
two switching stochastic hybrid systems Σ = (Rn,Rm,U ,P, pi, f, σ, ρ,Rq, h) and Σˆ = (Rnˆ,Rmˆ, Uˆ ,P, pi, fˆ , σˆ, ρˆ,Rq, hˆ).
Suppose V is an SSF-M2 from Σˆ to Σ. Then, there exists a KL function β and a function γext ∈ K∞ ∪ {0}
such that for any random variables a and aˆ that are F0-measurable, and for any υˆ ∈ Uˆ there exists υ ∈ U such
that the following inequality holds for any t ∈ R≥0:
E[‖ζaυ(t)− ζˆaˆυˆ(t)‖2] ≤ β(E[V (a, aˆ, pi(0))], t)
+ γext(E[‖υˆ‖2∞]). (3.4)
Proof. The proof is similar to that of Theorem 3.29 in [10] and is omitted. 
4. Compositionality Result
First, we introduce interconnected stochastic hybrid systems.
Definition 4.1. Consider N ∈ N≥1 stochastic hybrid subsystems
Σi = (Rni ,Rmi ,Rpi ,Ui,Wi, fi, σi, ρi,Rq1i ,Rq2i , h1i, h2i),
where i ∈ [1;N ]. Consider a continuous-time Markov chain Π = (P,Q), as in Definition 2.2, with P =
{1, . . . ,P}, and switching process pi. Consider a set of interconnection matrices M = {M1, . . . ,MP}, where
each matrix Mi, i ∈ [1;P], defines the coupling of these subsystems. The interconnected switching stochastic
hybrid system
Σ = (Rn,Rm,U ,P, pi, f, σ, ρ,Rq, h),
denoted by IMpi (Σ1, . . . ,ΣN ), follows by n =
∑N
i=1 ni,m =
∑N
i=1mi, q =
∑N
i=1 q1i, and the functions
f(x, u, pi(t)) := [f1(x1, u1, w1); . . . ; fN (xN , uN , wN )],
σ(x) := [σ1(x1); . . . ;σN (xN )],
ρ(x) := [ρ1(x1); . . . ; ρN (xN )],
h(x) := [h11(x1); . . . ;h1N (xN )],
where u = [u1; . . . ;uN ], x = [x1; . . . ;xN ] and at any time t ∈ R≥0, the internal variables are constrained by
[w1; . . . ;wN ] = Mpi(t)[h21(x1); . . . ;h2N (xN )].
The next theorem provides a compositional approach on the construction of abstractions of networks of
stochastic hybrid systems under randomly switching interconnection topology.
Theorem 4.2. Consider an interconnected switching stochastic hybrid system Σ = IMpi (Σ1, . . . ,ΣN ) induced
by N ∈ N≥1 stochastic hybrid subsystems Σi, a set of the interconnection matrices M = {M1, . . . ,MP},
and a continuous-time Markov chain Π = (P,Q) governing the switching of the interconnection topology with
associated stochastic process pi. More specifically, the interconnection topology at any time t ∈ R≥0 is Mpi(t).
Suppose each subsystem Σi admits an abstraction Σˆi with the corresponding SStF-M2 Si. If there exists a
finite set of matrices Mˆ = {Mˆ1, . . . , MˆP} of appropriate dimension such that for each j ∈ [1;P] the matrix
(in)equalities [
WMj
Iq˜
]T
X(µj1X1, . . . , µ
j
NXN )
[
WMj
Iq˜
]
 0, (4.1)
WMjH = WˆMˆj , (4.2)
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are satisfied for some µji > 0, i ∈ [1;N ], where q˜ =
∑N
i=1 q2i and
W = diag(W1, . . . ,WN ), Wˆ = diag(Wˆ1, . . . , WˆN ),
H = diag(H1, . . . ,HN ),
X(µj1X1, . . . , µ
j
NXN ) =
µj1X
11
1 µ
j
1X
12
1
. . .
. . .
µjNX
11
N µ
j
NX
12
N
µj1X
21
1 µ
j
1X
22
1
. . .
. . .
µjNX
21
N µ
j
NX
22
N

,
then
V (x, xˆ, j) :=
N∑
i=1
µjiSi(xi, xˆi),
is an SSF-M2 from the interconnected switching stochastic hybrid system Σˆ := IMˆpi (Σˆ1, . . . , ΣˆN ), with the
interconnection matrix at time t ∈ R≥0 given by Mˆpi(t), to Σ.
Proof. The proof is inspired by that of Theorem 4.2 in [6]. First we show that inequality (3.2) holds for some
convex K∞ function α. For any x = [x1; . . . ;xN ] ∈ Rn, xˆ = [xˆ1; . . . ; xˆN ] ∈ Rnˆ, and j ∈ P, one gets:
‖h(x)− hˆ(xˆ)‖2 ≤
N∑
i=1
‖h1i(xi)− hˆ1i(xˆi)‖2
≤
N∑
i=1
α−1i (Si(xi, xˆi)) ≤ αj(V (x, xˆ, j)),
where αj is a K∞ function defined as
αj(s) :=
{
max
~s≥0
∑N
i=1 α
−1
i (si)
s.t. µTj ~s = s,
where ~s = [s1; . . . ; sN ] ∈ RN and µj = [µj1; . . . ;µjN ]. Since αj ∈ K∞ are concave functions as argued in [4],
there exists a concave function α ∈ K∞ such that αj ≤ α ∀j ∈ P. By defining α = α−1 which is a convex K∞
function, one obtains
α(‖h1(x)− hˆ1(xˆ)‖2) ≤ V (x, xˆ, j),
satisfying inequality (3.2). Now we show inequality (3.3). Consider any x = [x1; . . . ;xN ] ∈ Rn, xˆ =
[xˆ1; . . . ; xˆN ] ∈ Rnˆ, uˆ = [uˆ1; . . . ; uˆN ] ∈ Rmˆ and j ∈ P. For any i ∈ [1;N ], there exists ui ∈ Rmi , consequently,
a vector u = [u1; . . . ;uN ] ∈ Rm, satisfying (3.1) for each pair of subsystems Σi and Σˆi with the internal
inputs given by [w1; . . . ;wN ] = Mj [h21(x1); . . . ;h2N (xN )] and [wˆ1; . . . ; wˆN ] = Mˆj [hˆ21(xˆ1); . . . ; hˆ2N (xˆN )]. We
consider the infinitesimal generator of function V and employ conditions (4.1) and (4.2) which result in the
chain of inequalities (4.3). In (4.3) the constant κ = min
i∈[1;N ]
κi and the function ψext ∈ K∞ ∪ {0} is defined as
the following. Consider K∞ ∪ {0} functions
ψjext(s) :=
{
max
~s≥0
∑N
i=1 µ
j
iψiext(si)
s.t. ‖~s‖ ≤ s.
Let us recall that by assumption functions ψiext ∀i ∈ [1;N ] are concave functions. Thus, function ψjext above
defines a perturbation function which is a concave one; see [11] for further details. Since ψjext ∈ K∞ ∪ {0} are
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LV (x, xˆ, j) =
N∑
i=1
µjiLSi(xi, xˆi)
≤
N∑
i=1
µji
(
− κiSi(xi, xˆi) + ψiext(‖uˆi‖2) +
[
Wiwi − Wˆiwˆi
h2i(xi)−Hihˆ2i(xˆi)
]T [
X11i X
12
i
X21i X
22
i
] [
Wiwi − Wˆiwˆi
h2i(xi)−Hihˆ2i(xˆi)
])
≤
N∑
i=1
−µjiκiSi(xi, xˆi) +
N∑
i=1
µjiψiext(‖uˆi‖2) +

W
w1...
wN
− Wˆ
 wˆ1...
wˆN

h1(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

T
X(µj1X1, . . . , µ
j
NXN )

W
w1...
wN
− Wˆ
 wˆ1...
wˆN

h1(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

≤
N∑
i=1
−µjiκiSi(xi, xˆi) +
N∑
i=1
µjiψiext(‖uˆi‖2)
+
 h21(x1)−H1hˆ21(xˆ1)...
h2N (xN )−HN hˆ2N (xˆN )

T [
WMj
Iq˜
]T
X(µj1X1, . . . , µ
j
NXN )
[
WMj
Iq˜
] h21(x1)−H1hˆ21(xˆ1)...
h2N (xN )−HN hˆ2N (xˆN )

≤ −κV (x, xˆ, j) + ψext(‖uˆ‖2). (4.3)
concave functions, there exists a concave function ψext ∈ K∞ ∪ {0} such that ψjext ≤ ψext ∀j ∈ P. Hence, we
conclude that V is an SSF-M2 function from Σˆ to Σ. 
5. Example
Consider an interconnection of N ∈ N stochastic hybrid subsystems Σi, i ∈ [1;N ], where each Σi is given by
Σi = (Rni ,Rni ,Rni ,Ui,Wi, fi, σi, ρi,Rq1i ,Rni , h1i, h2i), where for every xi ∈ Rni , ui ∈ Rni , wi ∈ Rni :
fi(xi, ui, wi) = wi + ui,
σ(xi) = $xi,
ρ(xi) = τxi,
h1i(xi) = C1ixi,
h2i(xi) = xi,
where $ ∈ R>0, τ ∈ R>0, and C1i ∈ Rq1i×ni . Each Σi satisfies
Σi :

dξi(t) = (ωi(t) + υi(t))dt+$ξi(t)dWt + τξi(t)dPt,
ζ1i(t) = C1iξi(t),
ζ2i(t) = ξi(t).
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Assume the rate of the Poisson process Pt is λ. We consider a set of two interconnection topologies M =
{M1,M2} given by:
M1 = − 1
n

n− 1 −1 . . . . . . −1
−1 n− 1 −1 . . . −1
−1 −1 n− 1 . . . −1
...
. . .
. . .
...
−1 . . . . . . −1 n− 1
 ,
M2 =

−2 1 0 0 . . . 1
1 −2 1 0 . . . 0
0 1 −2 1 . . . 0
...
. . .
. . .
1 0 0 . . . 1 −2

,
where n =
N∑
i=1
ni, M1 ∈ Rn×n represents a fully-connected interconnection topology, while M2 ∈ Rn×n
represents a cyclic interconnection topology. We consider a Markov chain Π = (P,Q), with P = {1, 2} and
Q =
[−0.5 0.5
0.5 −0.5
]
,
with the switching process pi, which governs the switching between matrices M1 and M2. The interconnected
switching stochastic hybrid system is denoted by IMpi (Σ1, . . . ,ΣN ). We consider a scalar abstraction Σˆi =
(R,R,R, Uˆi, Wˆi, fˆi, σˆi, ρˆi,Rq1i ,R, hˆ1i, hˆ2i), where for every xˆi ∈ R, uˆi ∈ R, wˆi ∈ R:
fˆi(xˆi, uˆi, wˆi) = wˆi + uˆi,
σˆ(xˆi) = $xˆi,
ρˆ(xˆi) = τ xˆi,
hˆ1i(xˆi) = C1i~1ni xˆi,
hˆ2i(xˆi) = xˆi.
The function Si(xi, xˆi) = (xi−~1ni xˆi)T (xi−~1ni xˆi) is an SStF-M2 from Σˆi to Σi, ∀i ∈ [1;N ], with the following
parameters:
κi = 2χ˜− 2λτ −$2 − λτ2,Wi = Ini , X11i = 0ni ,
X22i = 0ni , X
12
i = X
21
i = Ini , Hi = Wˆi = ~1ni ,
for some χ˜ > λτ + $
2
2 +
λτ2
2 , and with αi(r) =
1
λmax(CT1iC1i)
r, and ψiext(r) = 0, ∀r ∈ R≥0. Input ui ∈ Rni is
given via the so-called interface function
ui = −χ˜(xi −~1ni xˆi) +~1ni uˆi. (5.1)
By selecting µj1 = . . . = µ
j
N = 1 for any j ∈ {1, 2}, the function V (x, xˆ, j) =
∑N
i=1 µ
j
iSi(xi, xˆi) is an SSF-M2
function from Σˆ to Σ, where Σˆ = IMˆpi (Σˆ1, . . . , ΣˆN ) is the interconnection of abstract subsystems with a set of
interconnection matrices Mˆ = {Mˆ1, Mˆ2}, satisfying conditions (4.1) and (4.2) for each j ∈ P. In this example,
we choose N = 3, ni = 50, C1i = [1 0 . . . 0], ∀i ∈ [1;N ], $ = 0.3, τ = 0.03, χ˜ = 1, and λ = 10. The
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Figure 1. A realization of the output trajectories of the concrete (blue) and abstract (red)
interconnected stochastic hybrid systems with switched topologies (ζ(t) and ζˆ(t) respectively).
The yellow boxes indicate the two targets T1 and T2. The start points of the trajectories are
indicated by the markers.
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Figure 2. An approximation of E[‖ζ(t) − ζˆ(t)‖2] using empirical average of 100 runs and
the theoretical upper bound obtained from (3.4) with β(r, t) = re−1.3t and γext(r) = 0.
interconnection matrices for Σˆ are computed as:
Mˆ1 =
1
150
−100 50 5050 −100 50
50 50 −100,

Mˆ2 =
−2 1 11 −2 1
1 1 −2
 .
5.1. Controller synthesis. In this sub-section we synthesize a controller for the abstract interconnected
switching stochastic hybrid system Σˆ = IMˆpi (Σˆ1, . . . , ΣˆN ) to enforce a given specification, and then refine the
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designed controller for the interconnected switching stochastic hybrid system Σ = IMpi (Σ1, . . . ,ΣN ). First,
we consider the randomly switched interconnected system Σ˜ = IMˆpi (Σ˜1, . . . , Σ˜N ), wherein each Σ˜i, i ∈ [1;N ],
results from Σˆi by setting the drift and reset terms to zero. It can be shown that function V (xˆ, x˜) = xˆ
TQ1xˆ+
x˜TQ2x˜, where xˆ = [xˆ1; . . . ; xˆN ] and x˜ = [x˜1; . . . ; x˜N ], is an SSF-M2 from Σ˜ to Σˆ with the associated interface
function
uˆ = −χ˜(xˆ− x˜) + u˜, (5.2)
where uˆ = [uˆ1; . . . ; uˆN ] and u˜ = [u˜1; . . . ; u˜N ] and the matrices
Q1 =
0.0708 0.0031 0.00310.0031 0.0708 0.0031
0.0031 0.0031 0.0708
 ,
Q2 =
 2.9264 −1.4392 −1.4392−1.4392 2.9264 −1.4392
−1.4392 −1.4392 2.9264
 ,
which are obtained by solving an appropriate LMI. We synthesize a controller using toolbox SCOTS [12] to
synthesize a controller to enforce the following linear temporal logic specification [13] over the outputs of Σ˜:
Ψ = S ∧♦T1 ∧♦T2.
The property Ψ can be interpreted as follows: the output trajectory ζ˜ of the closed loop system evolves inside
the set S, and visits Ti, i ∈ [1; 2], infinitely often, indicated with yellow boxes in Figure 1. The sets S, T1,
and T2 are given by: S = [−5, 5]3, T1 = [1.6, 2.4]3, and T2 = [−2.4,−1.6]3. We use (5.1) and (5.2) to generate
the corresponding input enforcing this specification over original Σ. Figure 1 shows a realization of output
trajectories Σ and Σˆ started from initial conditions ζ(0) = [−1.99; 4.00; 1.00] and ζˆ(0) = [−1.89; 4.10; 1.10],
respectively.
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