In this work, we study a new spectral Petrov-Galerkin approximation of space-time fractional reactiondiffusion equations with viscosity terms built by Riemann-Liouville fractional-order derivatives. The proposed method is reliant on generalized Jacobi functions (GJFs) for our problems. The contributions are threefold: First, thanks to the theoretical framework of variational problems, the well-posedness of the problem is proved. Second, new GJF-basis functions are established to fit weak solutions, which take full advantages of the global properties of fractional derivatives. Moreover, the basis functions conclude singular terms, in order to solve our problems with given smooth source term. Finally, we get a numerical analysis of error estimates to depend on GJF-basis functions. Numerical experiments confirm the expected convergence. In addition, they are given to show the effect of the viscosity terms in anomalous diffusion.
Introduction
Fractional partial differential equations (FPDEs) have been attached significance to their applications, including system biology, physics, chemistry and biochemistry, hydrology, finance etc [1] . Fractional-order derivatives and integrals enable the description of the memory and hereditary properties of different substances. Compare to the classical models, FPDEs lead to greater approval based on data gained in lab experiments [1] . Some famous FPDEs include the fractional Fokker-Planck equation [2] , the time fractional Schrödinger equation [3] , the fractional Ginzburg-Landau equation [4] , the fractional quasi-geostrophic equation [5] , and the fractional Landau-Lifshitz equation [6, 7] etc. As a kind of classical FPDEs, the space-time fractional diffusion equations have been successfully modeled in a great number of physical phenomena. The advanced applications contain the turbulent flow, chaotic dynamics charge transport in amorphous semiconductors, NMR diffusometry in disordered materials, and dynamics of a bead in polymer network [8] .
In recent decades viscosity terms have applied to many fields, such as mechanics [9, 10] , physics [11] , chemistry engineering [12, 13] etc. Researchers built viscosity terms mainly by classical derivatives. More typically, Showalter and Ting [14] showed that ∆u t could be used as a viscosity term. Recently, Mao and Shen [15] constructed a non-local viscosity term by a special order derivative for two water wave models, and the authors also gave a numerical study of their decays by a semi-implicit spectral deferred correction method.
Actually, only a few types of FPDEs could get an analytical solution. It seems to be more important and useful for investigating a both efficient and accurate numerical method for applications. A classical and popular method for solving one-direction fractional diffusion (time diffusion or space diffusion only) is to offer a finite difference, finite element or finite volume methods for discretizing the fractional part. Researchers aim to approximate fractional derivatives of the ideal points by using a small number of parameters instead of their global information. Zhang et al. [16] proposed a compact alternating direction implicit scheme for solving fractional diffusion-wave equations in two dimensions. Gao and Sun [17] worked out the fractional sub-diffusion equations by a compact finite difference scheme. In order to reduce the cost of computation, Wang et al. [18] figured out the inhomogeneous Dirichlet boundaryvalue problems of space-fractional diffusion equations in finite element method. The space-fractional diffusion equations in fast finite volume methods and fast difference methods have been solved in [19, 20] , the authors dropped require storage and computational cost from O (N 2 ) and O (N 3 ) to O (N) and O (N log N). However, although researchers have got good results using local numerical methods, the approximations of the fractional parts largely waste their global properties. What is more, those local numerical methods are expensive to compute and invert because of their full and dense coefficient matrices. The costs of computation bring a power growth with the iteration increasing.
As a typical global numerical method, the spectral method can offer greater global characteristics by way of constructing basis functions, rather than local numerical methods. More importantly, the spectral method has an exponential convergence with increasing dimension of the approximation. Shen et al. [22] came up with spectral methods depend on classical Jacobi polynomials and used in integerorder problems with Dirichlet, Neumann, and Robin (or mixed) boundary conditions. Guo et al. [23] generalized Jacobi and Laguerre polynomials, and proposed the generalized Gauss quadrature, which enlarges the research areas of singularity problems. Yu and Guo [24] worked out the fourthorder mixed inhomogeneous boundary value problems via spectral element method. The complexity of boundary conditions is extended. Wang et al. [25] suggested superconvergence points of JacobiGauss-type spectral interpolation, which enhanced the convergence order in the neighborhood of those points. Sheng et al. [26] led to a spectral method to solve nonlinear problems, the authors presented a multistep Legendre-Gauss spectral collocation method for nonlinear Volterra integral equations.
There is the truth that fractional definitions and spectral methods perform the same global feature. To settle the fractional problems, the spectral method using global basis functions seems more suitable for non-local problems. Li and Xu [8, 27] proposed space-time spectral methods based on Jacobi polynomials and got a good convergence by classical Jacobi polynomials. Zhao and Zhang [28] got the superconvergence points of fractional spectral interpolation. Jiao et al. [29] optimized spectral collocation methods, in order to reduce the computational cost of standard spectral collocation methods. Very recently, Chen et al. [30, 31] put forward generalized Jacobi functions and Laguerre functions to fractional differential equations. At the same time, the authors kept the properties of their numerical solutions with the weak formulas. Mao and Shen [32, 33, 34] utilized efficient spectral methods to solve some fractional problems, where there are pretty popular with researchers.
In particular, our method has the following prominent features:
(1) We present a space-time global spectral method to approximate the FPDEs without discretization, which cut down the computational complexity.
(2) Our spectral basis functions consist of a combination of GJFs. Hence, the basis functions could fit the characteristics of trial space and test space.
(3) Thanks to the properties of GJFs, we could compute the Riemann-Liouville fractional derivatives of basis functions directly. At the same time, the straight calculation could reduce the computational cost relative to the finite approximations.
(4) By an accurate selection of trial space and test space, our space-time GJF-Petrov-Galerkin method performs a sparse enough linear system, which is cheap to solve our fractional problems.
In this paper, we adopt Riemann-Liouville fractional definitions due to the physics background of the equation. Our goal is mainly to solve a new space-time fractional reaction-diffusion equations with viscosity terms, by way of a new space-time GJF-Petrov-Galerkin spectral method. The rest of the paper is organized as follows. In Section 2, we shall put forward our problem and recall the definitions and several lemmas for constructing a weak formulation. The well-posedness of the problem is proved. In Section 3, we discuss in details about the space-time spectral method, including a numerical analysis of the error estimates. Numerical results and conclusions are shown in Section 4 and Section 5.
Problem and Weak Formulation
Let Λ := (−1, 1) , I := (0, T ) be standard space and time domains, and denote Q T := Λ × I. Consider the following equation
with initial value and Dirichlet boundary conditions
3) 
where the boundary conditions u −1 (t) , u 1 (t) are not zero identically. Denote
then, we can get
Define the linear operator L by
we have
Moreover, if the initial value condition of function w is not zero
Based on the above process, we could solve the problem
instead of the inhomogeneous problem.
Preliminaries
In this subsection, we concisely point out some definitions and lemmas about fractional Sobolev spaces with norms and inner products, and we chiefly discuss the existence and uniqueness based on these definitions and lemmas.
Let c be a generally positive constant without any relationship with functions and discretization parameters. We use the expression A ( )B to represent A ( )cB, and A ∼ = B to stand for A B A. Let Θ be a normal domain like Q T , Λ, I or R . L 2 ω (Θ) space may be defined as a space of functions for which the 2nd power of the absolute value is Lebesgue integrable with weight function ω. The inner product and norm of L 2 ω (Θ) can be defined by
as weight function ω ≡ 1. We recall the definitions of some Sobolev spaces (see [1, 27, 35] ).
Definition 2.1 (see [27, 35] ). For real p 0 , let
endowed with the norm:
, where F (ϕ) denotes the Fourier transform of ϕ.
For bounded domain Ω = (a, b), which may present I or Λ, we get the following definitions.
Definition 2.2 (see [27, 35] ). For real p 0 , we define the space:
with the norm:
Definition 2.3 (see [27] ). Let C ∞ 0 (Ω) be the space of smooth functions with compact support in Ω, and
) with respect to norm · H p (Ω) . For the Sobolev space X with norm · X , let
We denote space:
equipped with the norm:
It can be verified that 0 B s,σ,θ,ρ (Q T ) and 0 B s,σ,θ,ρ (Q T ) are both Banach spaces. We will also recall some definitions of fractional derivatives and related properties. Definition 2.4 (Fractional integrals and derivatives, see [1] ). For real p > 0, the left and right fractional integrals are respectively defined as 
right Riemann-Liouville derivative: 
right Caputo derivative:
These two definitions above are connected with the following relationship, which can be verified by partial integration:
In some cases, we hope that the fractional derivative does not seem very mysterious, so we lead in some lemmas related to the Riemann-Liouville fractional derivatives. Thanks to these lemmas, they offer us a pretty convenient way to get corresponding results.
x w by Lemma 2.1. Thanks to the Lemma 2.2, we have For the sake of convenience, we propose the following definitions. Definition 2.5. Let p, q > 0, we define the seminorm:
and norm
Then we define H , we define the seminorm:
Then we define H 
Existence and Uniqueness of Weak Solutions
In this subsection we shall discuss the weak formulation of (2.1). We will establish the formulation based on Lemmas 2.2-2.3.
, the problem (2.14) is well-posed. Furthermore, if u is the solution of problem (2.14), then it holds
The details of the proof would be presented in Appendix A.
Spectral GJF-Petrov-Galerkin method
In this section, we aim to solve the proposed problem, which conveyed by its weak solution (2.14), with initial value and Dirichlet boundary conditions via a space-time spectral Petrov-Galerkin method. We bring in some approximation operators and derive the corresponding approximation results, and compute the error estimation of our numerical solution.
Main Algorithm
In this subsection we shall mainly solve the problem in the weak formulation (2.14) with space-time spectral Petrov-Galerkin method. In order to solve the weak solution (2.14) without singularity by fractional derivatives, we here construct spectral basis functions depend on GJFs. At the beginning, denote ω (α,β) (x) = (1 − x)α(1 + x)β andω (α,β) (x) = tβ(T − t)α. We introduce the definitions and properties of GJFs.
n (x) be the generalized Jacobi polynomials with parametersα,β (see (2.15) in [30] ). Define
as generalized Jacobi functions, where x ∈ Λ, and n presents non-negative integers.
For calculating the derivatives of GJFs conveniently, we lead in the following lemma.
Lemma 3.1 ([30]
). Lets ∈ R + , x ∈ Λ and n presents non-negative integers.
• Forα >s − 1 andβ ∈ R,
• Forα ∈ R andβ >s − 1,
Hereafter, we aim to construct space-time spectral basis functions depend on singularity. Denote
Then, we define the spectral basis functions of the trial functions
and spectral basis of test functions
with singular terms. Furthermore, we define trial and test function spectral spaces.
Obviously, let
be the solution space with the pair of positive integers L := (M, N). These basis functions satisfy the bounded condition, i.e.
(1) = 0.
Thanks to Lemma 3.1, it is convenient to calculate that
where {L n (x)} +∞ n=0 present Legendre polynomials. It shows that
More generally,
Our goal here is to find u L ∈ V L (Q T ) in problem (2.14) by a GJF-space-time spectral Petrov-Galerkin approximation, such that
, the well-posedness of the Galerkin formulation (3.13) can be established similarly as in the continuous case (2.14).
, the problem (3.13) is well-posed. Furthermore, if u L is the solution of problem (3.13), then it holds the stability that
(3.14)
In order to calculate integrals suitably and enough accurately, we should lead in suitable Gauss quadrature and ensure that the precision of numerical solution would not influence that of this algorithm. For this reason, we will use Jacobi-Gauss-type quadrature (see in [22] ) to complete the calculation. At present, we construct the weak formulation, i.e., find u L ∈ V L , and for all v L ∈V L , such that
First, for separating variables, we need to choose two suitable basis functions in different directions. We construct the exact solution u (x, t) with the following format 16) and numerical solution u L (x, t) respectively
Combine the format (3.17) with the weak formulation (
.., N, we could write as a matrix form:
is willing to be solved, and
Similarly, we have
where xm are the JGL points with special parameters (depend on fractional orders in space direction), ω k are weights of JGL quadrature with corresponding parameters with those of JGL points, yn are the JGR points with special parameters (depend on fractional orders in time direction),ωn are weights of JGR quadrature with the same parameters with those of JGR points, tn = 
Error Estimates
We now analyse the error of GJF-space-time spectral Petrov-Galerkin method in different directions. Therefore, it is necessary to lead in the approximation operators as follows. 
At the beginning, let us introduce some lemmas about calculation of basis functions. Based on the basis functions constructed by GJFs, we firstly lead in the orthogonality of classical Jacobi polynomials(see Corollary 3.6 in [22] ). Supposeα,β > −1, then for classical Jacobi polynomials P (α,β) n , n = 0, 1, 2, ..., we have Moreover, the integer-order derivatives of Jacobi polynomials could be calculated by(see (3.101)-(3.102) in [22] )
Γ n +k +α +β + 1 2kΓ n +α +β + 1
Thus, we give the following lemmas.
Lemma 3.2. Suppose two parameters r, ρ, satisfying 0 r s, 0 ρ σ, it can be easily calculated thatā 
Thanks to these lemmas above, we have the following lemmas. 
(3.27)
Proof. As the definition of orthogonal projector in Definition 3.2, we can get the consequence
Compared with the exact solution (3.16), we have
(3.28)
Remove terms with u ij = 0, we can get that
ii + 2ā
Denote the term
where we could getd
Otherwise, we separately compare the three terms in the right hand of (3.29) with (3.30) -(3.32),
which leads to (3.27).
Corollary 3.2. Use the result of Lemma 3.4 for twice, we have
Lemma 3.5. Let k, l, m, n be four non-negative integers, satisfying 0 k m M, 0 l n N. We arrive at
Proof. By an argument similar to the proof of Lemma 3.4, we have
Ignore terms with u ij = 0, we can get
Furthermore, for m = k, k + 1, k + 2, ..., M and n = l, l + 1, l + 2, ..., N, we have
It shows thatd
This ends the proof.
Based on the two lemmas above, we have the following direct conclusions.
Lemma 3.6. Denote two fractional-order parameters r, ρ, satisfying 0 r s, 0 ρ σ, and regularities k, l, m, n be four non-negative integers, satisfying 0 k m M, 0 l n N, we have
Theorem 3.2. Suppose fractional orders α, γ ∈ (0, 1) , β, µ ∈ (1, 2), k, l, m, n are non-negative integers, satisfying 0 k m, 0 l n. Let u, u L be respectively the solutions of (2.14) and (3.13). Denote
Proof. Thanks to the standard conclusion of error estimation, we could get the fomula
in the right hand of (3.40), we can get the conclusion by Lemma 3.6.
Numerical Results
In this section, we aim to verify the convergence of the problem (2.1)-(2.3) via several numerical results. More importantly, our goal here is to get a both fast and accurate solution. We performed our computations by using Matlab 2014b software on a Intel(R) Core(TM) i7-1600, 2.2GHz CPU machine with 16 Gbyte of memory.
Test Problem 1
We consider the problem (2.1) with exact solution
where Eā ,b (z) present the famous Mittag-Leffler (ML) function with two parametersā,b ∈ C, defined by means of the series expansion
We choose the fractional orders α = 0.5, β = 1.2, γ = 0.2, µ = 1.8, so we choose We see that the error in logarithm dropped rapidly in Figure A. 1. In fact, the convergence is also perfect while α, γ = 0.01 or α, γ = 0.99, and β, µ = 1.01 or β, µ = 1.99, that is, fractional space-time spectral method is available to all fractional orders in those ranges. Compared with difference in time or space, it is better for fractional space-time spectral method to solve these traditional diffusion equations because of keeping the global characteristics.
Test Problem 2
This part will show the relationship with error estimates and regularity of exact solutions. Here, we choose fractional orders α = 0. 
Test Problem 3
As for this part, we need to examine how the viscosity term influences the space-time diffusion. Suppose
where the exact solution is (4.1) while ε = 0. We change the parameter ε from 0 to 1. Denote fractional orders α = 0.5, β = 1.5, γ = 0.5, µ = 1.5, and θ = η = 4, we get the graphs of numerical solutions depend on the precision in Figure A .5. Based on Figure A .5, we could say that, with the parameter ε increasing from 0 to 1, the fractional diffusion becomes slow. In fact, we verify by numerical tests, that the term 0 ∂ γ t −1 ∂ µ x u (x, t) presents viscosity term in space-time fractional diffusion.
Concluding remarks
This paper proposes a new space-time spectral method solving a kind of space-time fractional reaction-diffusion equations with viscosity terms via GJFs. The existence and uniqueness of the problem are proved by the Babuška Lax-Milgram lemma. We get good results with constructed spectral basis functions in both space and time directions. Based on the spectral basis functions, the coefficient matrices seem sparse. At the same time, the method has been calculated fast and efficiently. By means of numerical results, we can simply solve the problems with Riemann-Liouville fractional derivatives and get an exponential convergence. Furthermore, we present a new type of viscosity terms depend on Riemann-Liouville fractional derivatives, and verified the effect of the terms in numerical tests. Our future work is to solve more FPDEs by building new spectral basis functions, which are complex in different kinds of derivative operators.
Hence, for 0 r s, 0 ρ σ, So we have the expansion of solution u with fractional-order operator,
For the convenience, denote u 0j = 0, so we have
Similarly, we could get the expansion of test function v in the same way, that is,
where v 0n = 0, and
We derive the norms of functions u and v with different weights from formulas (A.2)-(A.7),
Thanks to the equivalence of norms with different weights, we can get the relationship of coefficients 
.
This implies inf-sup condition. 
