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We find the equivalence groupoid of a class of (1+1)-dimensional second-order evolution equa-
tions, which are called generalized potential Burgers equations. This class is related via poten-
tialization with two classes of variable-coefficient generalized Burgers equations. Its equivalence
groupoid is of complicated structure and is described via partitioning the entire class into three
normalized subclasses such that there are no point transformations between equations from
different subclasses. For each of these subclasses we construct its equivalence group of an
appropriate kind.
1 Introduction
The classical Burgers equation ut + uux − uxx = 0 was generalized in various ways including
variable-coefficient generalizations. Some of them were studied in the framework of symmetry
analysis [2, 5, 9, 10,13,14,25,27,28].
In this paper we study admissible transformations of the class of (1+ 1)-dimensional second-
order evolution equations of the general form
vt + v
2
x + f(t, x)vxx = 0, f 6= 0. (1)
We denote an equation of the form (1) with a fixed value of the arbitrary element f by Pf ,
and call it a generalized potential Burgers equation for two reasons. The first one is that Pf is
a potential equation for the equation
ut + 2uux +
(
f(t, x)ux
)
x
= 0 (2)
with the same f 6= 0. For any value of the arbitrary element f , the space of conservation laws of
the corresponding equation Cf of the form (2) is one-dimensional and is spanned by the obvious
conservation law with the characteristic 1. Hence the associated potential system has the form
vx = u, vt = −u
2 − fux, which leads to the equation Pf for the potential v.
The second reason is that an equation Pfˆ in hatted variables, vˆtˆ + vˆ
2
xˆ + fˆ(tˆ, xˆ)vˆxˆxˆ = 0,
with fˆxˆxˆxˆ = 0 is similar with respect to a point transformation to the potential equation for an
equation Lf with fxxx = 0 from the class
ut + uux + f(t, x)uxx = 0, f 6= 0, (3)
which is called the class of generalized Burgers equations [13]. The equation Lf has nonzero
conservation laws if and only if fxxx = 0, and in this case the space of conservation laws is
one-dimensional. It is spanned by the conservation law with the characteristic λ = e
∫
fxx dt,
which depends only on t, see [16]. Here and in what follows an integral with respect to t means
a fixed antiderivative. The potential system constructed for Lf with respect to the canonical
conserved current of the above conservation law is
vx = λu, vt = −λ
(
1
2
u2 + fux − fxu
)
,
and the corresponding potential equation is
vt +
1
2λ
v2x + fvxx − fxvx = 0.
1
Under the assumption fxxx = 0, the last equation is similar, with respect to the transformation
tˆ =
1
2
∫
λdt, xˆ = λx+
∫
f1λdt, vˆ = v,
to the equation Pfˆ , where fˆ(tˆ, xˆ) = 2λf(t, x) and f
1 = fx − xfxx is a function of t only.
Note that the intersection of the classes (2) and (3) is their subclass consisting of the equa-
tions with f = f(t). Traditionally, such equations have received more attention due to their
appearance in physical models (see [4,6,7,22–24] and also [11, Chapter 4]). We point out that it
is the first class of differential equations that was considered in order to determine its equivalence
groupoid [10]. The symmetry analysis of this class was carried out in [5, 28] and was enhanced
and completed in [15].
In general, the further potentialization of equations from the class (1) is not possible since any
equation Pf with f 6= const has no nonzero conservation laws. At the same time, equations with
constant values of the arbitrary element f are singular in the class (1) from the point of view of
conservation laws and transformational properties, and they constitute the orbit of the potential
Burgers equation P
−1. It is well known that for each equation Pf with f = const, its maximal
invariance algebra is infinite-dimensional [12, Example 2.42]. The space of conservation laws
of Pf is also infinite-dimensional and is spanned by conservation laws with the characteristics
µ = ψ exp( v
2f ), where the parameter-function ψ = ψ(t, x) runs through the solution set of the
linear heat equation ψt = fψxx [17]. This is explained by the fact that the equation Pf with
f = const can be linearized to the “backward” heat equation v˜t + f v˜xx = 0 by means of the
variable change v˜ = ev/f . Moreover, this essentially complicates the structure of the equivalence
groupoid of the entire class (1), cf. Proposition 2 below, and makes the study challenging.
Admissible transformations considered with the natural operation of transformation compo-
sition constitute the so-called equivalence groupoid of the class (1). The notion of equivalence
groupoid was suggested in [1, 21]. In order to describe the equivalence groupoid of the class (1)
we apply the technique based on partitioning the class (1) into normalized (in the usual, or
in the generalized, or in the generalized extended sense) subclasses, cf. [18, 20]. Equations of
different subclasses are not similar with respect to point transformations. For each of the sub-
classes, we construct the corresponding equivalence group of the same kind (usual, generalized,
or generalized extended) as the kind of normalization of the subclass. We also comprehensively
compare the equivalence groupoids of the classes (1), (2) and (3).
Definitions of admissible transformations, normalized and semi-normalized classes of diffe-
rential equations, various kinds of equivalence groups and other concepts and techniques related
to group classification problems can be found in [8, 20,26] and references therein.
2 Equivalence groupoid
Transformational properties in the class (1) are exhaustively described by the following chain of
assertions. These assertions result from a long calculation procedure, and thus it is convenient
to place their proofs in a separate section.
Proposition 1. The usual equivalence group G∼pot of the class (1) consists of the transformations
t˜ = αt+ β, x˜ = κ(x+ µ1t+ µ0), v˜ =
κ2
α
(
v +
µ1
2
x+
µ21
4
t+ ν
)
, f˜ =
κ2
α
f, (4)
where α, β, κ, µ1, µ0, ν are arbitrary constants with α 6= 0 and κ 6= 0.
We point out that the generalized extended equivalence group of this class coincides with its
usual equivalence group.
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Proposition 2. The generalized equivalence group of the subclass P3 = {Pf | f = const} of the
class (1) is formed by the transformations
t˜ =
αt+ β
γt+ δ
, x˜ = κ
x+ µ1t+ µ0
γt+ δ
,
v˜ =
κ2f
αδ − βγ
ln
∣∣F 1(ev/f + F 2)∣∣, f˜ = κ2
αδ − βγ
f, (5)
where α, β, γ, δ, κ, µ1, µ0 are arbitrary constants with αδ − βγ 6= 0 and κ 6= 0; the tuple
(α, β, γ, δ, κ) is defined up to a nonzero multiplier;
F 1 =


k
√
|γt+ δ| exp
(
−
(γx− µ1δ + µ0γ)
2
4fγ(γt+ δ)
)
, γ 6= 0,
k exp
2µ1x+ µ
2
1t
4f
, γ = 0,
(6)
k is a nonzero constant, and F 2 is a solution of the linear equation
F 2t + fF
2
xx = 0. (7)
The subclass P3 is normalized in the generalized sense.
The usual equivalence group of the subclass P3 coincides with G∼pot, but its generalized
equivalence group is wider. Therefore, the subclass P3 is not normalized in the usual sense.
Moreover, this also implies that in the subclass P3 there exist admissible transformations that
are not induced by G∼pot, which is the generalized extended equivalence group of the class (1).
This means that the class (1) is not normalized in any sense.
Proposition 2 shows that for any constant f 6= 0 the equation Pf has rather complicated point
symmetry transformations that are not related to equivalence transformations of the class (1);
one may substitute κ2 = αδ − βγ into (2) to derive the form of symmetry transformations
of Pf and observe the above fact. It is easy to check that any admissible transformation in the
subclass P3 is induced by the composition of a symmetry transformation of the corresponding
initial equation and a transformation from G∼pot. In other words, the subclass P
3 is semi-
normalized in the usual sense. This is a consequence of that the subclass P3 is the single
orbit of any equation from P3 with respect to its usual equivalence group G∼pot, cf. the proof
of [3, Proposition 2].
Proposition 3. The usual equivalence group of the subclass P1 = {Pf | fxxx 6= 0} of the
class (1) coincides with the usual equivalence group G∼pot of the entire class (1) and, thus, it is
governed by (4). The subclass P1 is normalized in the usual sense.
Although the class (1) is not normalized, it can be partitioned into three subclasses that
are normalized (in certain senses), namely P1, P3, and the complement of their union, P2 =
P1 ∪ P3. The subclass P1, which is singled out from the class (1), by the constraint fxxx = 0
has complicated transformation properties and is not normalized. At the same time, subtracting
the small subclass P3 from P1 we obtain the normalized subclass P2.
Proposition 4. The generalized extended equivalence group of the subclass P2 = {Pf | fxxx = 0,
f 6= const} of the class (1) is constituted by the transformations of the form
t˜ =
1
c0
∫
(X1)2 dt+ c5, x˜ = X
1x+ c1
∫
(X1)2
(∫
f1
λ
dt+ c3
)
dt+ c4,
v˜ = c0
(
v −
c1X
1
4λ
x2 +X2x+
∫ (
X2
)2
dt+
c1
2
∫
f0
λ
X1 dt
)
+ c5, f˜ = c0f, (8)
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where f = f2(t)x2 + f1(t)x+ f0(t),
X1(t) :=
(
c1
∫
dt
λ
+ c2
)
−1
, X2(t) :=
c1X
1
2
(∫
f1
λ
dt+ c3
)
, λ(t) := e2
∫
f2 dt,
and c0, . . . , c5 are arbitrary constants with c0 6= 0 and (c1, c2) 6= (0, 0).
The subclass P2 is normalized in the generalized extended sense.
The usual equivalence group of the subclass P2 also coincides with G∼pot, but it does not
generate all admissible transformations in this subclass.
Remark 1. Two approaches can be used here when we represent the generalized extended
equivalence group of P2. On the one hand, if we consider the function f as the single arbitrary
element of the subclass P1, then we should explicitly express the coefficients f2, f1 and f0 of
the polynomial f = f2(t)x2 + f1(t)x+ f0(t) in terms of f and its derivatives,
f2 =
1
2
fxx, f
1 = fx − xfxx, f
0 = f +
x2
2
fxx − xfx,
and substitute these expressions into (8). On the other hand, we may assume that the three
functions f2, f1 and f0 (or, e.g., λ, f1 and f0) are the arbitrary elements of the class (1)
and perform a reparametrization of this class. In particular, the equation f˜ = c0f should be
considered as f˜2(t˜)x˜2+ f˜1(t˜)x˜+ f˜0(t˜) = c0
(
f2(t)x2+ f1(t)x+ f0(t)
)
, and then it should be split
with respect to x in order to derive explicit expressions for f˜2, f˜1 and f˜0 in terms of f2, f1
and f0. In this paper, we prefer to avoid any reparametrization, and thus the notation of λ
serves only for minimizing the size of expressions.
Remark 2. Note that in the case when f2 = 0 (i.e. f = f1(t)x+ f0(t)), we have λ = 1. Hence
the expressions (8) after redenoting the constants take the form
t˜ =
αt+ β
γt+ δ
, x˜ =
κ(x+ ν∆−1(αt+ β))
γt+ δ
+ γκ
∫ ∫
f1 dt
(γt+ δ)2
dt+ c4,
v˜ =
κ2
∆
(
v −
γx2 + 2
[
γ
∫
f1 dt+ ν
]
x
4(γt+ δ)
+
1
4
∫ [
γ
∫
f1 dt+ ν
(γt+ δ)
]2
dt+
γ
2
∫
f0 dt
γt+ δ
)
+ c5,
f˜ =
κ2
∆
f,
where ∆ = αδ−βγ 6= 0 and the tuple (α, β, γ, δ, κ) is defined up to a nonzero multiplier. Further
simplification is possible if f1 = 0.
Proposition 5. There are no point transformations between any two equations from different
subclasses P1, P2 or P3 of the class (1).
Proposition 5 completes the description of the equivalence groupoid of the class (1), cf. [20,
Section 3.4].
Recall that the equivalence group of a subclass of a class of differential equations is called
a conditional equivalence group of the entire class [18,20]. Only maximal conditional equivalence
groups are essential [20, Definition 7]. Therefore, Propositions 2 and 4 mean that the class (1)
admits nontrivial conditional equivalence groups (in the generalized or the generalized extended
sense). Taking into account the results of [20, Section 3.4] and Proposition 5 we can also claim
that the maximal conditional equivalence groups of the class (1) are exhausted by the above
conditional equivalence groups and the equivalence group of the entire class (1).
4
3 Proofs
Given an equation Pf of the form (1) and another (“tilded”) equation from the same class,
v˜t˜ + v˜
2
x˜ + f˜ v˜x˜x˜ = 0, we consider point transformations between these equations. In view of [8,
Lemma 1] these transformations are of the form t˜ = T (t), x˜ = X(t, x), v˜ = V (t, x, v), where
TtXxVv 6= 0. Expressing in the “tilded” equation all the tilded entities in terms of the untilded
ones,
v˜t˜ =
1
Tt
(
Vt + Vvvt −
Vx + VvvxXt
Xx
)
,
v˜x˜ =
Vx + Vvvx
Xx
, v˜x˜x˜ =
Vxx + 2Vvxvx + Vvvv
2
x + Vvvxx
X2x
−
XxxVx +XxxVvvx
X3x
,
and confining it to the manifold defined by the equation Pf via substituting vt = −v
2
x − fvxx,
we split the result with respect to derivatives of v. This gives f˜ = X2xf/Tt and the classifying
equations
V 2v −
X2x
Tt
Vv + f
X2x
Tt
Vvv = 0, (9)
2VxVv −
XtXx
Tt
Vv + 2f
X2x
Tt
Vxv − f
XxXxx
Tt
Vv = 0, (10)
Vt
X2x
Tt
−
XtXx
Tt
Vx + V
2
x + f
X2x
Tt
Vxx − f
XxXxx
Tt
Vx = 0. (11)
In order to find the usual equivalence group for the class (1), we vary f and split (9)–(11)
with respect to it. Solving the obtained system of determining equations proves Proposition 1.
However, we are interested in further investigation of transformational properties of the
class (1), so we continue to analyze the equations (9)–(11). Integrating (9) we get V =
f˜ ln
∣∣F 1(t, x)(ev/f + F 2(t, x))∣∣, where F 1 and F 2 are smooth functions of their arguments, and
F 1(t, x) 6= 0 since Vv 6= 0. There are two essentially different cases for admissible transformations
of the class (1) depending on whether F 2(t, x) = 0.
Case 1. Under the assumption F 2 6= 0, the functions 1, ev/f , vev/f , ln |F 1(ev/f + F 2)|
and ln |F 1(ev/f + F 2)|ev/f are linearly independent as functions of v over the ring of smooth
functions of (t, x). Substituting the obtained expression for V into the equation (10) and splitting
it with respect to the above functions we obtain fx = 0 and Xxx = 0, so we can represent X as
X = X1(t)x+X0(t), X1 6= 0. In the same way, from the determining equation (11) we have
ft = 0, 2X
1
t =
Ttt
Tt
X1, 2fX1F 1x = (X
1
t x+X
0
t )F
1,
X1(F 1t + fF
1
xx) = (X
1
t x+X
0
t )F
1
x , X
1
(
(F 1F 2)t + f(F
1F 2)xx
)
= (X1t x+X
0
t )(F
1F 2)x,
where the last three equations are already simplified in view of the condition f = const.
Integrating the second and the third equations we obtain
Tt = c0(X
1)2, F 1 = K(t) exp
(
X1t x
2 + 2X0t x
4fX1
)
,
where c0 is a nonzero constant and K is a nonzero smooth function of t to be defined. Thus,
the fourth equation takes the form
Kt
K
= −
X1
4f
(
X1t
(X1)2
)
t
x2 −
X1
2f
(
X0t
(X1)2
)
t
x+
1
4f
(
X0t
X1
)2
−
X1t
2X1
. (12)
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Since the ratio Kt/K in the left-hand side is a function of t, we conclude that the coefficients
of x and of x2 in (12) necessarily vanish. As a result, we derive the forms of X1, X0 and T ,
X1(t) =
κ
γt+ δ
, X0(t) = κ
µ1t+ µ0
γt+ δ
, T (t) =
αt+ β
γt+ δ
,
where α, β, γ, δ, µ0, µ1 and κ are arbitrary constants satisfying conditions of Proposition 2.
Then equation (12) is rewritten as
Kt
K
=
(µ1δ − µ0γ)
2
4f(γt+ δ)2
+
γ
2(γt+ δ)
,
which can be easily integrated. The general solution is
K =


k
√
|γt+ δ| exp
(
−
(µ1δ − µ0γ)
2
4fγ(γt+ δ)
)
, γ 6= 0,
k exp
(
µ21
4f
t
)
, γ = 0,
where the constant k is nonzero. Hence F 1 is of the form (6) and F 2 is a solution of (7). Thus,
Proposition 2 holds.
Case 2. If F 2 = 0, then V can be represented in the form V =
X2x
Tt
v + V 0, where V 0 is
a smooth function of (t, x), which can be expressed in terms of F 1 (the precise expression is not
essential). Equation (9) becomes an identity. Splitting equations (10)–(11) with respect to v we
obtain
Xxx = 0, hence X = X
1(t)x+X0(t),
2X1t Tt −X
1Ttt = 0, hence (X
1)2 = c0Tt, c0 6= 0,
V 0x =
X1
2Tt
(X1t x+X
0
t ), hence V
0 =
c0X
1
t
4X1
x2 +
c0X
0
t
2X1
x+ V 00(t),(
X1X1tt − 2(X
1
t )
2
)
x2 + 2
(
X1X0tt − 2X
1
tX
0
t
)
x+ 2fX1X1t + 4TtV
00
t − (X
0
t )
2 = 0. (13)
If fxxx 6= 0, then the functions 1, x, x
2 and f are linearly independent as functions of x over
the ring of smooth functions of t. Thereby the last equation of system (13) admits splitting with
respect to these functions. Integrating the complete system of its consequences we get X1 = κ,
X0 = κ(µ1t+ µ0), T (t) = αt + β, V =
κ2
α
(
v + µ1
2
x+
µ2
1
4
t+ ν
)
and f˜ = κ
2
α f , where α :=
κ2
c0
, β,
µ1, µ0, ν and κ are arbitrary constants with ακ 6= 0. As a result, Proposition 3 is derived.
In the case fxxx = 0 we represent f as f = f
2(t)x2 + f1(t)x+ f0(t), where f2, f1 and f0 are
smooth functions of t, and the last equation of (13) after splitting with respect to x gives
2f2 +
X1tt
X1t
− 2
X1t
X1
= 0,
(
X0tt
X1t
)
t
= −
f1X1
(X1)2
, 4(X1)2 = c0(X
0)2 − 2c0f
0X1X1t .
These equations can be easily integrated by quadratures, and the form of T can be found from
the second line of (13). Consequently, we obtain Proposition 4.
The above consideration implies that for each admissible transformation of the class (1) the
transformation component for f is of the form f˜ = c0f , where c0 is a nonzero constant, the
transformation component for t depends only of t and the transformation component for x is
affine in x. Therefore, the constraints that single out the subclasses P1, P2 and P3 (i.e. fxxx 6= 0;
fxxx = 0 and f 6= const; or f = const) are preserved by any admissible transformation of the
class (1). This proves Proposition 5.
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4 Comparison of equivalence groupoids
The equivalence groupoid for the class (2) was presented in [14]. Presenting its description in
a way similar to Section 2 we can state the following assertions.
Proposition 6. The usual equivalence group of the class (2) consists of the transformations
t˜ = αt+ β, x˜ = κ(x+ µ1t+ µ0), u˜ =
κ
α
(u+ µ1), f˜ =
κ2
α
f, (14)
where α, β, κ, µ1, µ0 are arbitrary constants with α 6= 0 and κ 6= 0.
Proposition 7. The usual equivalence group of the subclass C1 = {Cf | fxxx 6= 0} of the class (2)
coincides with the usual equivalence group of the entire class (2) and is governed by (14). The
subclass C1 is normalized in the usual sense.
Proposition 8. The generalized extended equivalence group of the subclass C2 = {Cf | fxxx = 0}
of the class (2) consists of the transformations
t˜ =
1
c0
∫
(X1)2 dt+ c5, x˜ = X
1x+
∫
(X1)2
(
c1
∫
f1
λ
dt+ c3
)
dt+ c4,
u˜ = c0
(
1
X1
u−
c1
λ
x+ c1
∫
f1
λ
dt+ c3
)
, f˜ = c0f,
where c0, . . . , c4 are arbitrary constants with c0 6= 0 and (c1, c2) 6= (0, 0),
f = f2(t)x2 + f1(t)x+ f0(t), X1(t) :=
(
c1
∫
dt
λ
+ c2
)
−1
, λ(t) := e2
∫
f2 dt.
Proposition 9. There are no point transformations between equations from the subclasses C1
and C2.
Propositions 6–9 give the exhaustive description of the equivalence groupoid of the class (2).
In view of [20, Section 3.4] they also imply that the class (2) has exactly two maximal conditional
equivalence groups, namely the equivalence group of the whole class (2) and the generalized
extended equivalence group of the subclass C2.
The equivalence groupoids of the classes (1) and (2) have similar structure. Propositions 6,
7, 8 and 9 are the counterparts of Propositions 1, 3, 4 and 5, respectively. This in particular
establishes a correspondence between maximal conditional equivalence groups of these classes,
or, equivalently, equivalence groups (of appropriate kind) of its subclasses, except the subclass P3
of the class (1), which has no counterpart in the class (2).
The class (3) is normalized in the usual sense. Its usual equivalence group consists of the
transformations
t˜ =
αt+ β
γt+ δ
, x˜ =
κx+ µ1t+ µ0
γt+ δ
, u˜ =
κ(γt+ δ)u − κγx+ µ1δ − µ0γ
αδ − βγ
, f˜ =
κ2
αδ − βγ
f,
where the constant tuple (α, β, γ, δ, κ, µ1 , µ0) is defined up to a nonzero multiplier, αδ − βγ 6= 0
and κ 6= 0 [13]. Therefore, the class (3) admits no nontrivial generalizations of the equivalence
group and no nontrivial conditional equivalence groups.
The equivalence group of the class (3) is more complicated than the equivalence groups of the
classes (1) and (2) since it additionally contains conformal transformations and hence it is not
solvable. The situation is not the same from the point of view of admissible transformations.
The equivalence groupoid of the class (3) is of the simplest structure (among all possible ones),
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since this class is normalized with respect to its finite-dimensional usual equivalence group,
which is obviously not the case for the classes (1) and (2). An explanation for why the class (3)
so differs from the classes (1) and (2) in transformational properties is that an equation of the
form (3) can be potentialized only if fxxx = 0.
It is interesting to emphasize that the intersection of the classes (2) and (3), which is their
subclass consisting of equations of the form ut + uux + f(t)uxx = 0 with f 6= 0, inherits
transformational properties of the class (3) but not of the class (2). This subclass is also
normalized in the usual sense and has the same equivalence group as the whole class (3). The
restriction of the generalized extended equivalence group given in Proposition 8 to the subset of
arbitrary elements f not depending on x coincides with the equivalence group for the class (3).
5 Conclusion
In this paper we have considered the class of generalized potential Burgers equations of the
form (1). Its equivalence groupoid appeared to be of a complicated structure. In order to
describe this structure in the optimal way, the class (1) has been represented as the disjoint
union of three subclasses that are not related by point transformations, namely
• P1 = {Pf | fxxx 6= 0}, which is normalized in the usual sense;
• P2 = {Pf | fxxx = 0, f 6= const}, which is normalized in the generalized extended sense;
• P3 = {Pf | f = const}, which is normalized in the generalized sense.
The partition of the class (1) into the three subclasses P1, P2 and P3 results in the partition of
its equivalence groupoid into the equivalence groupoids of these subclasses.
The subclass P3 is in fact the orbit of the single equation of this subclass with f = −1, which
is the potential Burgers equation. The complexity of the equivalence group of the subclass P3
reflects the complexity of the point symmetry group of a potential Burgers equation of the
form (1) with any constant f . At the same time, the equivalence group of the class (1), which
coincides with the usual equivalence group of the subclass P1, is rather simple.
Comprehensive analysis has shown that the equivalence groupoid of the class (1) has several
similar features with the equivalence groupoid of the class (2) and completely differs from the
equivalence groupoid of the class (3).
Any contact admissible transformation between two equations from the class (1) is the first
prolongation of a point transformation between these equations [19, Proposition 2]. This is why
the problem of describing contact transformations in the class (1) is reduced to that for point
transformations. Thus, the knowledge of the (point) equivalence groupoid provides us with the
exhaustive description of the contact equivalence groupoid.
Knowing transformational properties of equations from the class (1), which have been col-
lected in Propositions 1–4, is useful for solving the group classification problem for the class (1).
This problem will be a subject of a forthcoming paper [16].
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