Introduction
One-dimensional (1-D) nanostructures presently show tremendous technological promise due to their novel and potentially useful material properties. The continuous miniaturization of electronics industry has achieved the limit in which the interconnection of devices in a reliable way is particularly challenging. Efforts are underway for synthesizing nanowires for specific molecular and nanoelectronics applications [1] . Such wires, possibly doped or functionalized, can operate both as nanoscale devices and as interconnects [2] . While remarkable progress has been achieved in terms of preparation and characterization of new 1-D materials [3] [4] [5] [6] [7] , atomic-level knowledge of the structure remains necessary for a complete understanding of usefulness of these nanowires for the device applications. Predictions of the structure of nanowires may be at present affected by the lack of robust methodologies (i.e., search algorithms coupled with model interactions) for searching the configuration space, and most studies to date rely on heuristically proposed structures as starting point for further stability studies at the ab-initio level [8] [9] [10] [11] [12] . Recently however, genetic algorithms coupled with empirical interactions potentials have made their way into the field of predicting nanowire and nanotube structures [13] [14] [15] [16] .
The application of genetic algorithms (GA) for structural predictions of condensed-matter systems has been introduced by Deaven and Ho, who showed that the lowest-energy structure of the C 60 cluster can be retrieved using a real-space genetic algorithm [17] . Most of the subsequent developments of genetic algorithms have occurred in area of structure optimization for clusters; these developments include, for example, extended compact genetic algorithms [22] , differential evolution [23] , and particle swarm algorithms [23, 24] . Interestingly however, recent extensions of genetic algorithms to 2-D and 3-D periodic systems have proven very versatile for finding surface reconstructions [19, 20] and predicting crystal structures and polymorphs [21] . The key ingredient for the efficient use of GAs in the global optimization and structure prediction for 2-D and 3-D systems is the provision that the number of atoms is allowed to vary. Such provision, which is necessarily absent in the case of clusters, facilitates optimization pathways that span systems with different numbers of atoms thus providing fast routes towards the global minimum of the appropriate fitness function. To our knowledge, the use of variable-number genetic algorithms for the global optimization of 1-D nanostructure has not been reported so far, as the applications of GAs for 1-D 266 T. E. B. DAVIES ET AL. systems used constant numbers of atoms in the periodic cell [13] [14] [15] [16] .
The purpose of this article is to present a novel application of genetic algorithms, namely, their use for finding the structure of a 1-D nanotube via simulated growth. Because the simulation of growth is envisioned, we choose a variable-number genetic algorithm which in the case of 2-D and 3-D periodic structures was shown to retrieve the correct global minimum of the relevant energetic quantity, i.e., surface energy in 2-D [19, 20] , and cohesion energy per particle in 3-D [21] . The 1-D nanotubes investigated here are started with very few atoms in the periodic cell. The growth of the nanostructures takes off and proceeds solely through crossover operations, and stops when the optimal structure (i.e., that with lowest energy per particle) for the given confinement conditions is found. As such, the growth is not a reflection of the kinetic processes that occur in actual synthesis experiments, but it is rather a different way to seek the optimal nanostructure that can be synthesized under the prescribed confinement conditions.
The organization of the article is as follows. Section 2 describes the details of the algorithm, in particular the selection criteria and the types of crossover operations used in the genetic evolution. Our results for carbon nanotube (CNT) and Lennard-Jones (LJ) nanotube systems are presented in Section 3, where we bring evidence that the determination of the optimal number of atoms and their locations during any given GA run are intrinsically related to one another. In Section 3 we also show that runs based on a single crossover type are not always successful; we have found that a set of several crossovers attempted with equal probability make the algorithm more robust and applicable for determining the optimal structure of very different materials systems. We further discuss our results in Section 4, where we show how the acceptance probability of the operations in single-crossover GA runs varies during the evolution. Our results are summarized in Section 5, where we also give a brief account of possible extensions of this work.
Description of the algorithm
Nanotubes are simulated using periodic boundary conditions along their axis [28] and spatial confinement in the radial direction. The spatial period along the nanotube axis is kept constant, and the radial confinement is achieved by placing hard repulsive walls at two desired values of the radius [29] . 1 The nanotubes will be formed between these two cylindrical walls, whose sole purpose is to keep the system from expanding outside a desired cylindrical annulus. Our test systems are carbon atoms modeled via the Tersoff potential [18] , and LJ particles [30] with the parameters = 1 5Å and = 2 0 eV. To increase the speed of the calculations, the range of the LJ potentials is truncated at r c = 2 7Å; this value has proved to be sufficiently large 1 The relative positions of the two repulsive walls are chosen such that the the interaction potential exerted by the wall does not significantly affect the energy of the nanotube created in between the two wall. The repulsion potential of each wall has a form similar to that given in [29] . that the structures retrieved by our GA runs do not change if the cutoff is increased further. Next, we give a description of the algorithm that focuses on the genetic operations used. For the systems considered here, "Generation Zero" (the starting set of structures) consists in a genetic pool of p = 40 configurations, each member having a small number of atoms placed at random locations inside a cylindrical annulus.
Selection. The selection is based on a single fitness function, namely, the potential energy per particle. A new structure (i.e., the result of a crossover operation) is included in the genetic pool if its energy is smaller than the highest energy among the structures already present and if it is no closer than = 0 001 eV to the energy of any one of the pool structures that has the same number of atoms. This means that a new structure is allowed in the pool despite having an energy close to that of another structure provided that it has a different number of atoms. Allowing structures with same energy but different number of atoms to enter the genetic pool helps to get the growth process started when the initial population members has one or very few atoms. Indeed, when particles are far apart and do not interact, allowing a child with an larger number of atoms (that are still far enough that interactions are negligible) will increase the particle density and help the growth of the structure. The selection process that we use prevents the duplication of members in the pool (whose size is kept at p = 40), duplication which often keeps the algorithm from retrieving the global minimum of the fitness function. For this GA procedure we impose no restriction on the number of atoms of any newly created structure, with the obvious exception that a structure with zero atoms is not allowed; the reason for leaving the number of atoms variable is that we want the optimal number of atoms to be found at the same time as the optimal atomic structure. Admittedly, we do not know beforehand that the number of atoms would actually converge. The choice for a variable-number GA is only justified a posteriori, by the results obtained.
Crossovers.
A crossover (which we often also call a move, for simplicity) is an operation carried out by splicing two randomly chosen (parent) structures from the genetic pool in order to create a new (child) structure [31] . The new structure is considered for inclusion in the pool as explained in the paragraph above. There are two types of crossover operations that we employ in this study. The first type, which we call sine crossovers requires cutting the parents along sinusoidal lines that are compatible with the periodic boundary conditions along the axis of the tube and with respect to the angular coordinate. This procedure is adapted from recent work in 3-D crystal structure prediction [21] which showed that, at least for 3-D periodic systems, the real-space GA is more efficient when using cutting functions that obey the periodic boundary conditions.
We have used three specific sine crossovers. In these crossovers, sine functions of randomly chosen frequency, amplitude, and initial phase were used to create two (e.g., S 1 or S 2 in Fig. 1 ) or four domains (S 3 in Fig. 1 ) on each of the two parent structures. In the case of S 1 and S 2 , we assemble one domain from each parent to create the child. For S 1 , there are two cutting functions, each of which is a sine function that closes on itself and has the polar angle as variable. Similarly, in the case of S 2 , there are two cutting functions that depend on the axial coordinate z and obey the periodic boundary condition along the z axis. The move S 3 uses four sine functions in order to create four domains on each parent (Fig. 1) . The child structure created with the S 3 move combines three domains on one of the parents with one domain of the other parent. Given that the contribution of one parent is larger in the final structure, for certain values of the amplitudes, phases or frequencies the single domain that comes from the second parent can be viewed merely as a perturbation on the configuration of the first parent. Therefore, while we do not have explicit mutations in the algorithm, the S 3 move can act like a mutation of the first parent when the domain that comes from the second parent (darker shade in the S 3 viewgraph of Fig. 1 ) is very small.
The second type of crossovers that we used is based on planar cuts as in the pioneering work of Deaven and Ho [17] . We considered cuts with planes of arbitrary orientations, which are obviously not compatible with the periodic boundary conditions (refer to panel P 1 in Fig. 1 , in which the upper and lower part belong to different parent structures and thus create a parent-domain boundary and the z-bounds of the supercell). We also use, separately, crossovers based on planes parallel to the symmetry axis of the system, which are compatible with the boundary conditions (P 2 in Fig. 1 ). The sine and planar crossover types were used individually in GA runs, as well as in combinations. The combination we describe here is the one in which all moves in Fig. 1 are attempted with equal probability at any given point of the genetic evolution.
Zero-Penalty Moves. In order to increase the diversity of the children that given parents can help create, we introduce zero-penalty moves for one of the parents that enter in any crossover operation. These moves do not alter the energy of that parent structure (hence the term zero-penalty), neither do they change its physical structure: a zero-penalty move simply changes the relative positioning of one of the parents relative to the other before a crossover between the two is performed. The specific moves that we use as zero-penalty "mutations" are: (i) rotations around the axis by an arbitrarily chosen angle, (ii) axial displacements of the structure by random z values through the periodic boundary conditions, and (iii) 180 rotations around an arbitrary axis that is perpendicular to the z axis. To clearly reveal the effect of zero-penalty moves in creating diversity in the genetic pool, let us consider the extreme case of a "Generation Zero" that is made up only of identical structures. With such a starting point for the GA run, any crossover is bound to create a child structure identical to the already existing members in the pool. However, if a parent is to be, e.g., rotated about its axis before entering in a crossover operation, then that parent appears as distinct from the rest of the genetic pool, and the new structure created is different from any other structure in the pool. Therefore, zero-penalty moves create the diversity necessary to a successful GA optimization even in cases where such diversity is completely lacking. When sufficient diversity is already present, a zero-penalty move does not hurt the performance of the algorithm because its computational cost is insignificant (the energy of the structure is never computed after such move).
With these descriptions of the ingredients of the algorithm, the procedural steps in our typical GA evolution are:
(a) Two parents are randomly picked from the genetic pool; (b) One of the parents is subjected to a zero-penalty move chosen with equal probability from the set (i)-(iii) described above; (c) After the zero-penalty move on the first parent, a crossover operation is performed with the (unchanged) second parent; (d) The resulting child is subject to a conjugate-gradient relaxation into the nearest local minimum of the potential energy, and its "fitness" (potential energy per particle) is computed; (e) The child is selected for inclusion in the pool, or rejected; (f) If the child does end up in the pool, then the members of the pool are sorted from the lowest to the highest energy per particle. One can easily implement and test variations of this procedure, which, for example, may use zero-penalty moves on both parents before they enter into a crossover. The cycle (a)-(f) is repeated for a prescribed number of crossovers or until at least the lowest energy member of the pool has converged to a number of atoms and a value of the fitness function (energy per atom). The results from GA runs based on single crossover types (individual moves) and those based on all crossovers are presented next.
Results for prototype nanotubes
We have tested the genetic algorithm for two systems, carbon and LJ systems subjected to radial confinement conditions as described in the previous section. The purpose is to find out if nanotubes can evolve via genetic operations from structures that have one or few atoms in the periodic unit cell. To this end, we start the GA runs for the CNT systems from genetic pools in which each member has one single carbon atom in the periodic cell. We follow the evolution of GA runs in which only one type of crossover is employed from the set S 1 S 2 S 3 P 1 P 2 shown in Fig. 1 , as well as one GA run where all these operations are attempted with equal probability. -(Color online) Evolution of (a) the lowest energy in the pool and (b) the average energy across the pool for CNT systems in separate runs performed with only one type of crossover, as well as in a run performed with all crossovers attempted with equal probability. The horizontal axis of each plot shows the number of crossovers (moves) attempted. Note that the GA runs based solely on sine operations could not find the global minimum structure within 10,000 crossovers.
The evolution of the lowest energy in the pool for each of the six GA runs (i.e., five runs based on a single type of crossover, and one run with all equiprobable crossovers) is plotted in Fig. 2(a) , and the average energy across the pool is shown in Fig. 2(b) for each run. We observe that only the runs based on planar cuts (P 1 and P 2 ) are able to find the optimal defect free CNT structure in less than 10 4 operations. The run based on all operations finds the correct structure in less than 5000 moves (crossovers). Since the individual sine crossovers are slow in finding the global optimum structure, the success of the all-move GA run is most likely due to the planar crossovers. The GA runs that are based on sine crossovers evolve their best structures to defective CNTs. A question remains as to whether performing longer runs with single crossovers of the sine type would eventually yield the correct defect-free tubular structures.
The structure of the best member in the genetic pool for the all-crossovers GA run on CNT systems is shown at selected time-points in the evolution in Fig. 3 . As specified, the run started with a single carbon atom for every member of the pool, but we show two unit cells for each frame to help the visualization through periodic boundary conditions in the z direction. The best structure grows from one atom to a string of atoms that spans the length of the periodic cell (frame labeled 700 in Fig. 3) . A rather large number of crossovers has to be attempted in order for the string to grow wider (frames 2000, 2200), i.e., into a strip of sp 2 -hybridized carbon atoms (graphene) at frame 2200. Planar crossovers performed with parent structures that consist of graphene strips will likely lead to two flat strips, as shown in frame 2300. The two strips subsequently coalesce at an angle (frame 2700 in Fig. 3 ), acquire more atoms and start curving onto a cylindrical surface due to the confining potential walls (frame 3300). Planar mating of parent structures such as that shown in frame 3300 results in closing the circumference, as shown in frame 3600; this closing occurs with defects along the crossover planes, but such defects are systematically weeded out later on (see frames 4100 and 4300).
We have also tested the GA for growing LJ nanotubes under radial confinement. To save time at the initial phase of particle accumulation, we have started the LJ runs with 10 atoms in each member of the GA pool located at random positions within the periodic unit cell. The evolution of the best energy in the pool for LJ systems (again, with individual crossovers and with all crossovers) is plotted in Fig. 4(a) , and the average energy across the genetic pool is shown in Fig. 4(b) . We note that for the LJ system each one of the GA operations is able to retrieve the correct optimum of the LJ nanotube compatible to the boundary Figure 3 .-Evolution of lowest-energy carbon structure during a GA run performed with all crossover types. The system starts with only 1 atom for each member of the genetic pool, and evolves towards a defect-free CNT as the lowest-energy pool member. The outer confining wall is shown by the white dash line, and the "time" (i.e., the index of the crossover operation) is indicated by the number shown atop each frame. The number of atoms is shown at the bottom of the frames; for clarity, two periodic lengths in the z direction are displayed. -(Color online) Evolution of (a) the lowest energy in the pool (b) the average energy in the pool for the LJ system in separate runs performed with only one type of crossover, as well as in a run performed with all crossovers attempted with equal probability. and confinement conditions, although the fastest (S 2 ) and the slowest (S 1 ) runs are approximately 10,000 crossover operations apart.
The lowest-energy structure in the LJ GA pool for the all-crossovers run is shown in Fig. 5 at selected points during its evolution. Interestingly, the evolution of the best LJ structure is rather smooth, i.e., there are mainly accumulation events in which one or more cylindrical sectors of atoms grow larger. The coalescence of cylindrical pieces occurs with fewer defects than in the case of CNT, and the completion of the circumference occurs about twice as fast as in the all-crossover CNT run. However, the elimination of point defects in the the LJ nanotube structure is extremely slow. This comparison between the LJ and CNT systems points out to a strong influence of the interaction potential on the performance of the algorithm, which will be discussed in the next section.
We present the evolution of the number of atoms in the lowest-energy member of the genetic pool in Fig. 6 . By comparing Figs. 2 and 4 with Fig. 6 , we note the convergence of the energy per particle and the number of atoms are intrinsically related. For the CNT systems, the GA runs that do not find the lowest energy per particle also do not retrieve the correct number of atoms (i.e., the runs based on sine crossovers). Conversely, the runs that do find the lowest energy structure also find the correct number of atoms (i.e., the runs based on planar cuts, and those using all operations). For the LJ systems, all runs are successful in finding the lowest energy configuration and the optimal number of atoms. This comparison (i.e., Figs. 2, 4, and 6 ) justifies, albeit a posteriori, our choice to use a variablenumber genetic algorithm to solve the problem of finding 1-D structures under cylindrical confinement.
Discussion
The results described above for two prototype systems and for GA runs with different crossover operations allow us to draw useful conclusions on several issues as follows.
The Evolution of the Number of Atoms. The increase in number of atoms is facilitated by the algorithmic requirement that a newly created child structure C with an energy value equal to that of another member M of the population (parent or not) is nonetheless included in the pool if it has a different number of atoms from that member M. The result is that all the members of the pool are different in either energy or number of atoms, but not necessarily both. This requirement is crucial in the initial stage, as it is a very efficient way to allow the system to grow from a single atom. Most of the operations at this initial Figure 5 .-Evolution of lowest-energy LJ nanotube during a GA run with all crossover types. The system starts with 10 atoms for each member of the genetic pool, and evolves towards a defect-free, helical LJ nanotube as the lowest-energy pool member. The outer confining wall is shown by the white dash line, and the "time" (i.e., index of the crossover operation) is indicated by the number shown atop each frame. The number of atoms is shown at the bottom of the frames; for clarity, two periodic lengths in the z direction are displayed. stage will combine 1-atom parents with zero or negligible energy into child structures with more atoms but still with negligible energy: operations with such result will continue until interatomic bonds are being created, and the fitness function criterion takes over in the selection process.
The Effectiveness of a Given Crossover. In any genetic algorithm, the number of child acceptance events decreases as the algorithm progresses. In addition, we note here that the efficiency of crossover operations depends on the particular physical system, as illustrated by the fact that the S i operations (i = 1 2 3) are not effective for the CNT systems but do work during the LJ nanotube GA runs. For a given system, the relative efficiency of the different kinds of crossovers changes during the evolution.
To illustrate this point, we look at the acceptance ratio of the moves during the GA runs with individual crossovers. We define the acceptance ratio at time n op of the evolution (i.e., after a total of n op attempted moves) as the percentage of accepted children resulted from the 200 attempted moves that follow n op . This value of 200 is chosen by numerical experimentation so that it is sufficiently small compared to the total duration of a GA run, but large enough to attenuate the statistical noise. The acceptance ratio is plotted in Fig. 7(a) and (b) , for the runs with single crossovers for the CNT and the LJ systems, respectively. Figure 7 (a) for CNT systems shows that, initially, there is negligible acceptance rate for any crossover. Afterwards, the S 1 operation is the most effective within the first 2000 operations of the evolution, then it decays. The acceptance ratios for the other single crossover GA runs of the CNT system show similar peaks followed by decays but, interestingly, the peaks are at different times and the subsequent decays occur with different rates. For example, the peaks of S 1 , P 2 , and S 3 are clearly distinct from one another in the CNT runs, whereas S 2 and P 1 are very similar (refer to Fig. 7(a) ). The fact that the acceptance ratio for individual crossover peaks can occur at different times suggests the possibility of using specific crossover types for different stages of the evolution in order to accelerate the overall convergence of the algorithm. It is particularly important that the S 3 operation that mixes parents along their circumference and along their length reaches its acceptance ratio peak late and has longer tail: the intent of this move was to create changes on small areas of the tube (and thus, to serve as a replacement for mutations). Clearly, the S 3 move should be used mostly in the late stages of the evolution where the system is close to the correct structures except for localized defects that can be directly affected by S 3 operations. For the LJ system, Fig. 7(b) shows very similar trends for all crossover operations in that negligible acceptance ratios are followed by significant peaks and then by gradual decays, with the main difference that the peaks that are better separated may belong to different crossover types than in the case of CNTs, and the time-separation (number of operations) between them is very different than in the CNT case. The S 3 move still peaks up late, indicating again that mutations can be effective at the late stages of the evolution; however, for the LJ system, both S 3 and the P 2 have peaks at the late stages, with the P 2 peak of higher value.
Ideally, a very large number of runs should be performed in order to draw quantitative conclusions about the occurrence of the acceptance ratio peaks and the nature of their decay. We have not performed sufficient GA runs to generate reliable statistics of the acceptance ratios for the main reason that the actual time taken by any given run is rather long, of the order to couple of days on a single processor. Still, we have repeated every run for the CNT and LJ systems exactly three times, and found that (a) the lowest energy structure and its corresponding number of atoms did not change, and (b) acceptance ratios behaved as peaks followed by decays during each run. However, we noticed that the highest peaks in acceptance ratios occurred at widely different times during the evolution of different GA runs for the same move used, especially for the runs started from a single atom for each pool member. This observation makes the question of statistics a rather expensive one, for which reason such question will be deferred to future studies.
The Equiprobable Combination of Crossovers. The allcrossover runs for LJ and CNT systems reach their corresponding optimum structures in less than 5000 operations. The operations used are the same for both systems and they provide sufficient structural diversity for the all-crossover GA to be successful. Each crossover type is attempted with equal probability. The acceptance ratio for a given crossover at a certain time in the all-move evolution is defined as the number of accepted children created by that crossover divided by the total number of accepted children created by all operations during an interval of 200 crossovers following that time. When comparing the performance of types of crossovers within the all-move GA runs, we note that the acceptance ratios of the different crossovers peak at similar times and decay over similar periods (refer to Fig. 8) . No one particular move could be clearly assigned as responsible for the steady progress of the algorithm when the others have low acceptance ratios. So from the point of view of convergence speed, the equiprobable combination of moves is not ideal. From that standpoint alone, the equi-probable approach is actually somewhat inefficient, because both the moves that are likely to succeed at a given stage of the evolution and the ones that are not are given equal chance. However, speed is a price paid for robustness, because the many crossovers attempted with equal probability make the algorithm work for very different physical systems with no change whatsoever. Even though the algorithm retrieves the optimal configurations for the CNT and LJ systems using the very same set of crossovers and attempting similar numbers of moves, it does so going through very different structural stages (refer to Figs. 3 and 5 ). For example, the LJ nanotube is completed very fast, and it is only the stage of eliminating the defects (frames 2900 through 3900) that brings the run closer in length to the CNT run (which succeed after 4400 moves). That the interaction model does affect the performance of a run can be seen more clearly and directly from the single-crossover GA runs: for example, S 1 succeeds for LJ nanotubes but does not succeeds for CNTs. The influence of the interaction models on the performance of the GA is clearly diminished by allowing many different types of crossovers to be attempted during a single run.
Concluding remarks
In conclusion, we have presented a genetic algorithm for growing tubular nanostructures subjected to periodic boundary conditions and radial confinement. The main features of this algorithm are: (a) the selection process that allows the number of atoms to vary over a wide range, (b) the use of several different types of crossovers in combinations in which they have the same attempt rate, and (c) the lack of explicit mutations. With this algorithm, nanotubes can grow into their global minimum (at given constraints) starting from one or few atoms. Both the optimal number of atoms and their configuration are found within the same GA search. The presence of several crossovers makes the algorithm robust and readily applicable for growing different 1-D materials systems. We have analyzed the acceptance of crossovers in single-and in all-move runs, and showed that the equiprobable combination of moves makes the global minimum attainable for CNT and LJ nanotubes but does not improve the convergence speed per se. From the comparative study between the CNT and the LJ systems, it is clear that the using only one type of move will not always lead to the global minimum. The performance of each crossover is different at various stages of the genetic evolution, and investigations focused on improving the convergence speed of all-crossover runs are underway.
Another interesting future step would be to develop genetic algorithms for growth of nanostructures with an optimized desired property of technological interest (e.g., resistivity, thermal conductivity, chemical activitity, etc.) [25, 26] in addition to using a physical fitness function (e.g., energy) for selection of the members of the genetic pool. Such technologically oriented problems that are still linked to an actual synthesis process will require the simultaneous optimization of several objective functions, and particular complexity arises when these objective functions have a competitive nature [27] .
