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Computable lower and upper hounds on the optimal and dual optimal 
solutions of a nonlinear, convex separable program are obtained from its piece- 
wise linear approximation. They provide traditional error and sensitivity 
measures and are shown to be attainable for some problems. In addition, the 
hounds on the solution can be used to develop an efficient solution approach for 
such programs, and the dual bounds enable us to determine a subdivision 
interval which insures the objective function accuracy of a prespecified level. 
h generalization of the hounds to certain separable, hut nonconvex, programs 
is given and some numerical examples are included. 
1. INTRODUCTION 
Since its rate of convergence is considerably faster than most other approaches, 
and a large number of problems can be formutaled as separable programs, 
separable programming has become an important tool in mathematical pro- 
gramming [I, 4, 6, 9, 12, 131. But, the technique requires replacing nonlinear 
functions by their piecewise linearizations and, consequently, the solutions 
obtained are only approximations. Therefore, determining the degree of error 
in such approximate solutions would seem to be one of the leading tasks in the 
field. Surprisingly, however, it has not been addressed in the literature 
except in [lo], where the error bounds have been established on the optimal 
objective value. In this study, bounds on the other two important quantities- 
optimal and dual optimal solutions-have been derived for convex, separable 
programs. 
* This work 1s based on the author’s doctoral dissertation completed at Columbia 
University, under the sponsorship of Professors P. Wolfe and S. B. Littauer. 
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2. BOUNDS ON THE OPTIMAL SOLUTION 
2.1. Preliminaries 
Let f,(x3) be concave and g&J convex functions of a real variable x, for 
i = l,..., m; j = l,..., n. Then we can define the original problem A and its 
approximation B as: 
A. maximize i fi(x,), 
J=l 
subject to f: go(xi) < b, , 0 d xi < w, , 
J=l 
(1) 
B. maximize f fli(x?), 
3=1 
subject to 2 iij(xj) < b, , 0 < .r, < w, , 
j=l 
(2) 
where jj(xi) and &(xj) are piecewise linear approximations of fi(x3) and gZ,(xj) 
based on a subdivision interval 8. It is assumed that the feasible spaces of 
problems A and B are nonvoid. For subsequent analysis, a related piecewise 
linear program C is required. 
C. maximize f &xi) + df, 
j=l 
subject to (3) 
where the constants Af and Ab, are given by: 
Obviously, B and C differ only in constants, and feasible space of C is also non- 
void. Direct computation of the quantities Af and Abi is often difficult and one 
uses estimates obtained from such results as Theorem 2 of [lo]. 
2.2. Outline of the Analysis 
Let f* be the solution of A and x* of C, and consider, say, for the first com- 
ponent of the solution, a quantity Ax, > 0 such that changing its optimal value 
from x1” to (x,* + Ax,) decreases, in spite of the optimal readjustment of the 
other variables, the optimal objective value C* by (C* - B* + E), c > 0. We 
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will show that the upper bound on 2: is (x: + 4.~~) by invoking Theorem 6 of 
[IO], which implies 
(i) B* < A* < C*, (ii) (C* - B*) < (of+ c Wb,) , (4) 
where A* is an optimal dual solution of B. 
It is clear that for any i with the first component sr > .Y: +- 4~~ , the 
objective function value of C, C(.P) is such that C(X) < C* - (C” - B* $- <) =I 
B* - E < B*. Now since A(X) < C(N) f or all X, A(%) will also be less than B”. 
However, one has A* > B*. Hence x cannot be optimal for rZ and (x: C 4x,) 
is an upper bound on 2:. In other words, (x: + As,) is the upper bound on 2: 
because any x with the first component greater than (.x$ + 4x,) cannot be 
optimal since /I(P) < B* and we know that A* 3 B*. A similar argument holds 
for the lower bound. As discussed below, the quantity dsc, can be found by using 
the dual simplex method in a straightforward manner. 
2.3. Calculation of the Bounds 
For problem C let p be the matrix of its basic vectors (i.e., its optimal basis); 
N the matrix of its nonbasic vectors; ~a and .T~ vectors of the corresponding 
variables (in appropriate order); ya , yN vectors of their cost coefficients. Also 
let I be an identity matrix and 0 a zero vector of appropriate dimensions. Then 
the optimal tableau of C can be represented by: 
I I (--- p-IN 0 -I-;$-lN - yN ---I-( PWJ + 4b) _ --------- . ras-v + 4b) 1 (5) 
For the following discussion, let D = B-IN, X* = (0 1 ys,B-‘N - yN). In order to 
present the main result clearly, we first prove a simple lemma. 
LEMKU 1. If q. is a basic variable in the optimal tableau of problem C, 
u = (C* - B*) (1 d,, I/h:), {hf/d,,} = max{(hf/d,,) 1 dzj < 0} # 0, and we use 
the notation C,, for problem E with the additional constraint xk = xc + u, u > 0 
then: (i) Cz < B*, (ii) C,* < B* for v > u, and (iii) AZ < Cz for any U. 
Proof. Since C, and C are identical, except for the constraint X~ = xff + U, 
we can use the dual simplex method on the optimal tableau of C to estimate Cz. 
Let us add an artificial variable x, with negative sign to the extra constraint 
xI; = .$ + u, and substitute the basic variable X& from the ith row of (5); this 
gives X, T Dix, - x;;* + x$ = -u, where D, is the ith row of D. Clearly, 
A* > 0 since it is from the optimal tableau of C, and thus the optimality criterion 
is satisfied in the enlarged tableau incorporating this constraint. However, the 
solution is infeasible since X, = (--II) < 0. By dual simplex rules, obviously, 
X, is to leave the basis, and variable .T( such that (hf/d,,) = max{(/\r/di,) / d,j < 0: 
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enters the basis. This iteration-the removal of X, and the introduction of x1--- 
reduces C* by @f/l di, I) u. Subsequent iterations, if needed and followed 
similarly could further decrease C *. Thus, the reduction in C*, due to the 
additional constraint, is at least (X:/l di, I) u. That is, (2’: < C* - (A?/] d,, 1) u, 
or C’; < B*. This proves (i) and since the reduction in C* is (A?// di, I) u, and it 
clearly increases as u increases, we have C.$ < B* for v > u. The last asserion 
is obvious because problem definitions imply that the feasible space of Au is 
contained in C, and for any X, A(x) < C(X). Q.E.D. 
THEOREM 1. Let the optimum tableau of problem C be given by (5), and let 
xk be a basic variable in the tableau with optimal value xi, then the bounds on the 
optimal value 2,* of xk in the original problem A are 
where h$/di, = max((/\~/dzi) 1d, < 0} # 0; h*,/di, = min{(Xj*/d,,) jdii > 0} # 0; 
AA = (C* - B* + E), E 3 0, and i is such that xei = xk , that is, i is the row of 
the optimal basis which corresponds to the basic variable xk . For a nonbasic variable 
x, in the tableau, we have 0 < a? ,< AA//\:. 
Proof. If u = {AA 1 di, I/X$}, it will be shown that any feasible point 
( Xl )..., .%A > x; + u,... ,XJ is not optimal for A. Let A, denote the original 
problem A with an extra constraint xk = x: + v, and let v > u. From Lemma 
l(ii) we know Cz < B*, and Lemma l(iii) gives AZ < Cc; combining these 
we get AZ < B*. However, we know that A* > B* from (4), hence any point 
( Xl )...) Xk > x; + u,..., x,) is not an optimal solution for the problem. That is, 
Z$ < X; + (AA I di, j/h:). Similarly, if u = (AAd,,/X*,), then 2: 3 xz - 
(AAd,,/Q; however, to show this one will use a result analogous to (i) of 
Lemma 1 obtained by introducing the artificial variable with positive sign. For a 
non-basic variable xi, it is easy to see that if u = AA/h:, then A$ < B* for 
v > u: use Lemma l(i) corresponding to non-basic variable which gives 
u = AA/h:. This implies 0 < 2: < (AA/v). Q.E.D. 
Theorem 1 treats C as a linear problem and is stated in the present form for 
simplicity; for tighter bounds we should recognize its piecewise linear nature. 
The theorem selects single variables xI and x, to affect the reduction of C* by 
(C* - B* + l ). However, the bounds can be improved by using several variables 
whenever possible. Also, if XF/d<, or AZ/d,,, is zero an appropriate degeneracy 
procedure should be used. 
The motivation for using the optimal tableau of C is twofold: (i) tighter 
bounds-we can use (C* - B*) itself instead of its estimate (Af + C@Ab,); 
and (ii) it can be determined using parametric programming, probably with 
little additional work after B has been solved. Results of [3] may also be useful 
in some situations. However, usually in practice it is the optimal tableau of B 
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which is available. In that case, it is not hard to prove that Theorem 1 holds if 
we replace the optimal tableau of C by B, (C* - B*) by (Of + C A*&), and 
the solution X* by x* = H-l(b + db) where H is the optimal basis of B. 
2.4. Attainability of the Bounds 
Let us consider the natural piecewise linear functions determined by the 
given points as follows: fr(~J = (0,23), (10,30) (13,30), (20,20); fa(~a) = (0,23), 
(10,28), (20,23); g&l) = (075)s (W), (W), (2OJ8); g&J = (0,13), (10,3), 
(20,13). Then problem A defined by (I), with n = 2, m = I, b, = 12, w1 = 20, 
w, = 20 has A* = 58, at (2: = 13, 2: = IO), and problem C defined by (3), 
for 6 = 10, has Of = 3, Ab = 2, C* = 61 at (xt = 10, X: = 10). Now increas- 
ing X: from 10 to 13, or decreasing it to 5.7142 decreases C* by AA = (C* - B*) 
= 3; thus, we have 5.7142 as the lower and 13 as the upper bound on xi. 
Clearly, as 2: = 13, the upper bound has been attained. In this example the 
constraint is inactive (h = 0); however, examples with X > 0 can also be con- 
structed. 
2.5. Generalizations. 
It is clear that Theorem 1 does not require the convexity property for the 
original problem A. It only requires the convexity of B and the following condi- 
tions regarding feasible spaces and objective function values: S(C) 2 S(A) 3 
S(B), and C(X) > A(x) > B(x) f or all comparable X. If these conditions are 
satisfied for a nonconvex, separable program, the bounds would be valid with 
respect to the global optimum. It may also be possible to generalize these bounds 
by using results such as those in [2, 5, 71. If applicable, this will widen the 
context (e.g., infinite-dimensional problems) where such bounds can be cal- 
culated. 
2.6. An Application of the Bounds 
Clearly, if we have L < 32;* < U, any further piecewise linearization eed only 
be within the ranges (L, U). This reduction of the original ranges (0, W) can 
substantially reduce the size of the problem to be solved. Some results of this 
approach to solving convex separable programs look very encouraing at this 
time [ll]. 
2.7. An Example 
Let problem A be 
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x12 x1 x22 x2 x32 x3 xp x‘j x52 x5 b 
maximize -11 2124 -8 3864 -5 1489 -8 3861 -13 3432 
subject to 19 5 10 8 14 -7 13 15 4 -11 G376.00 
7 9 11 13 1 5 13 9 19 -4 < 549.75 
20 4 17 11 10 -13 1 3 15 11 G432.75 
9 9 16 -15 14 -5 16 -3 1 -8 < 290.00 
2 -3 19 -12 15 7 1 9 11 --2 < 304.50 
0 < Xl < 350; 0 d x2 < 350; 0 < x3 < 350; 0 < x4 < 350; 0 < x5 < 350. 
The bounds have been computed on the basis of B and its optimal tableau with 
S = 1.0. The optimal solution of A and its approximation B are denoted by 
,Z* and x*, respectively. 
Com- Lower bd. Upper bd. New range Original range 
ponent L X* 3i;* u R=(U-L) R=(W-0) 
Xl 1.901 2.789 1.50 2.822 0.921 350 
x2 1.481 1.730 2.50 3.168 1.686 350 
x3 1.192 3.067 1.50 2.855 1.663 350 
x4 4.166 4.682 3.50 5.126 0.959 350 
x5 4.786 5.655 3.50 5.442 0.655 350 
3. BOUNDS ON THE OPTIMAL DUAL SOLUTION 
Our interest in the dual bounds is primarily due to their use in estimating the 
change in the objective value induced by perturbations in the right-hand 
constants. They can also be used to determine a 6 which guarantees that the 
error in the optimal objective value cannot exceed a given, prespecified constant. 
3.1. Analysis and Results 
Let us denote the dual of P by PD and let yi , i = I,..., m, be real variables. 
Then the dual problems of A, B, C can be represented as follows: 
AD. minimize 1 biyi , 
i=l 
subject to 
II1 g&J Yi 2 f&j), Yi 2 0, (6) 
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BD. minimize f biyi , 
i=l 
subject to 
si b 0, (7) 
CD. minimize 5 biyt , 
i=l 
subject to 
where 
F, = 0 < max,, < w, I f,(xJ - f^,(xi)l; & = 0 d max,,< wf I g&J -t&d . 
In the definitions of BD, CD, it is, of course, understood that the number of 
constraints depend on the number of intervals in whichfi(xJ)‘s have been linear- 
ized, and gij , tij’s, etc., are appropriate function values now used as the coeffi- 
cients of dual variables J’i’s. Writing the dual problems explicitly in terms of 
special variables contains the same information as aobve, but is too cumbersome. 
An examination of the primal and dual problems easily gives the results sum- 
marized in Lemma 2 (given without proof). 
LEMMA 2. For problems AD, BD, CD de$ned above, we hawe (i) S(BD) > 
S(AD) > S(CD); (ii) BD* < AD* < CA*; (iii) 0 < (AD* - BD*) < 
(CD* - BD*) < Of + h;*Ab where S denotes the feasible space, and A* is the 
optimum dual solution of problem B. 
For a given primal A-a maximization problem-the problem with superior 
objective value is C and the problem with inferior objective value is B; for 
the dual we see that this role has been reversed. That is, for program AD-a 
minimization problem-the problem with superior objective value is BD and the 
problem with inferior objective value is CD. The same reversal applies with 
respect to the feasible spaces. For primal A, we have S(C) > S(A) r> S(B), but 
for dual DA, S(BD) > S(AD) 3 S(CD). 
For the bounds on the primal solution, we used the optimal tableau of C; now 
for dual bounds, as the above discussion suggests, we would use the optimal 
tableau of BD. With this in mind, we can easily derive Theorem 1 of Section 2.3 
approprrate for the dual solution. 
3.2. Some Applications of the Dual Bounds. 
Sensitivity of the Optimal Objective Value. It is well known that for a convex 
program A its optimal objective rZ* is a concave function of b [8]. That gives us 
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LEMMA 3. Let U, L be the dual bounds of A. Let Vb be the perturbations in 6, 
L$ = {i 1 Vbi > 0, i = l,..., m}; and, Q, = (i 1 Vbi < 0, i = l,..., m}. Then the 
changes A,A due to Ql, A,A due to I&, and the total change AA in the optimal 
objective value of A are given by: A,A < x,isn,UiVbi , 1 A,A 1 > ziEQ, Li j Vb, 1 , 
AA G La, UiVbi - LR,L~ I Vbi I * 
For positive changes in hi’s we have an upper bound on the possible increase 
in -4*, and for negative changes a lower bound on the possible decrease. 
Determination of S with prespecajied accuracJ1. By (4) it is clear that 0 < 
(A* - B*) < (A.f + i*Ab) < (Of + UAb) where A* is a dual solution of B 
and U the dual upper bounds of A. Since Af and Ab are controlled by the sub- 
division interval, for any given constant G one can select a 8 such that 
(Af + UAb) < G. Obviously, this 8 guarantees the objective function error to be 
less than or equal to G. Consider the following example with G =: 30. 
Problem A: maximize 
(-xl2 + 523x,) + (-2x,2 + 1343x,) 
subject to 
5x,2 + x1 + 14X,2 - 11X, < 145.75, 
19.r,* - 6x, + 11~~~ + 13x, < 214.00, 
0 < x1 < 10, 0 < x2 < 10, 
which has A* = 5458.25 at ?* = (1.5, 3.5) with x* = (7,s). Using B with 
S = 1, we find the bounds on the dual solution to be L = 0.357 < A,* < 11.901; 
3.255 ,< x$ < 14.442 = U. Now varying the value of s” in steps of 0.2, we find: 
8 0.8 0.6 0.4 
(of + CT4 105.91 59.57 26.48 
Hence for a B with 8 = 0.4, we have an estimate of the error bound on 
(A* - B*) to be 26.48 < G. On verification, we find (A* -- 8*) to be 
(5458.25 - 5446.417) = 11.833, less than G as promised. 
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