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Adaptive control has long focused on establishing stable adaptive control methods
for various nonlinear systems. Existing methods are mostly based on the certainty
equivalence principle which states that the controller structure developed in the de-
terministic case (without uncertain system parameters) can be used for controlling
the uncertain system along by adopting a carefully determined parameter estima-
tor. Thus, the overall performance of the regulating/tracking control depends on
the performance of the parameter estimator, which often results in the poor closed-
loop performance compared with the deterministic control because the parameter
vii
estimate can exhibit wide variations compared to their true values in general. In
this dissertation, we introduce a new adaptive control method for nonlinear systems
where unknown parameters are estimated to within an attracting manifold and the
proposed control method always asymptotically recovers the closed-loop error dy-
namics of the deterministic case control system. Thus, the overall performance of
this new adaptive control method is comparable to that of the deterministic control
method, something that is usually impossible to obtain with the certainty equiv-
alent control method. We apply the noncertainty equivalent adaptive control to
study application arising in the n degree of freedom (DOF) robot control problem
and spacecraft attitude control. Especially, in the context of the spacecraft atti-
tude control problem, we developed a new attitude observer that also utilizes an
attracting manifold, while ensuring that the estimated attitude matrix confirms at
all instants to the special group of rotation matrices SO(3). As a result, we demon-
strate for the first time a separation property of the nonlinear attitude control
problem in terms of the observer/controller based closed-loop system. For both the
robotic and spacecraft attitude control problems, detailed derivations for the con-
troller design and accompanying stability proofs are shown. The attitude estimator
construction and its stability proof are presented separately. Numerical simulations
are extensively performed to highlight closed-loop performance improvement vis-
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This chapter is devoted to basic concepts of adaptive control for further discussion
on the main results. At the beginning, two conventional adaptive control design
methods are explained, both of which are based on the certainty equivalence prin-
ciple. The following section discusses about noncertainty equivalence control based
on the analysis of differential topology. Motivation of the research is placed at the
end of this chapter.
1.1 Adaptive Control Principle
The control method that is able to adjust itself to unknown system parameters (cir-
cumstances) without sacrificing system stability is defined as the adaptive control.
Thus, adaptive control requires a systematic design tool for automatic adjustment of
itself in real time in order to achieve or maintain a desired control performance when
the system parameters are uncertain or varying in time. Because of the property
of the adaptive control, it has attracted increasing attention by both researchers
and practitioners. Since every system has unknown structure/parameters or dis-
turbances/defects in its dynamics virtually, verified and robust adaptive control
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methods are always requested from diverse applications such as industrial robots,
aeromechanical systems, and underwater vehicles.
The definition (or concept) of adaptive control first appeared at 1950’s but
development of practical control methods (earlier conceptual design of model refer-
ence adaptive control) started in 1960’s[1], which is followed by an era of meaningful
theoretical progress in 1970’s and 1980’s (starting from Lyapunov theory and use of
Barbalat’s lemma). Nowadays, adaptive control is one of mature branch in control
theories and there exists a large amount of published literature on designing adaptive
controllers[2–4]. As a next phase of development, adaptive control confronts many
important challenges which include a faster response time for real-time applications,
a multi-agent cooperative control for flexible mission designs, a bio-mechanical con-
trol for continuously changing interaction with environments, etc. To cope with one
of those challenges, a high performance adaptive control is addressed throughout
this dissertation.
Based on the adaptation algorithm, conventional adaptive control methods
are broadly categorized into two groups: one is a direct adaptive control and the
other is an indirect adaptive control scheme. The term ‘direct’ and ‘indirect’ are
used to differentiate the relationship between the estimator for unknown system
parameters and the controller. In the following two sections, the detailed structure
of each control scheme is presented. In addition, a noncertainty equivalence adaptive
control is explained as a different approach to adaptation.
1.1.1 Model Reference Adaptive Control
Model reference adaptive control (also called a direct adaptive control) consists of
one unit which is used for control parameter adaptation and system control simul-
taneously. In Fig. 1.1, a schematic diagram of MRAC is shown.













Figure 1.1: MRAC control scheme
system should be identified wherein all the key performance requirements are con-
sidered and its feasibility on the actual system is guaranteed. Then, the control
structure is defined as if necessary control parameters are known. At this stage,
controller is parameterized by stabilizing control parameters φ∗ (usually a constant
or considered as a constant with slow-change assumption in time), not by unknown
system parameters θ∗. Finally, control parameter update law is designed and esti-
mates from control parameter estimator φ̂ replace actual control parameters φ∗ in
the previously designed control law.
For example, consider the following first-order linear time-invariant plant
modified from [5]
ẏ(t) = θ∗y(t) + bu(t), t > 0 (1.1)
where θ∗, b are unknown constant real system parameters, y(t) is a system output,
and u(t) is a control input. In addition, we assume b > 0 (in fact, this assumption on
b can be replaced with the relaxed assumption that the sign of b is known, but here
b > 0 for the simplicity). Then, the control objective is to design an adaptive control
input such that all closed-loop signals are bounded and y(t) tracks, asymptotically,
3
ym(t) given by
ẏm(t) = −amym(t) + r(t), t > 0 (1.2)







[−amy(t) + r(t)] , t > 0 (1.3)
Since both θ∗ and b are unknown, the structure of an adaptive controller is given by
ua(t) = φ̂1(t)y(t) + φ̂2(t) [−amy(t) + r(t)] (1.4)









φ2(t)can be done in
various ways depending on design philosophies. However, for nonlinear systems (to
be handled in this dissertation), not much options are left and each design method
is sensitive to the system structure. Consider the following update laws for φ̂1(t)
and φ̂2(t):
˙̂
φ1(t) =− γ1y(t)e(t) (1.5)
˙̂
φ2(t) =− γ2 [−amy(t) + r(t)] e(t) (1.6)
where e(t) .= y(t) − ym(t) is a tracking error and γ1, γ2 > 0 are learning rates for
each update law. Then, we can show that e(t) → 0 as t → ∞ asymptotically by





















.= φ̂2(t) − 1b are parameter estimation er-
rors. In the subsequent analysis, time argument ‘t’ is dropped off for the notational
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simplicity except when there is a need for emphasis. The time derivative of V in
Eq. (1.7) along with system trajectories by Eq. (1.1), Eq. (1.2), Eq. (1.4), Eq. (1.5),
and Eq. (1.6) leads to the following inequality





















































= −ame2 ≤ 0 (1.8)
Since V is radially unbounded and V̇ ≤ 0, limt→∞ V (t)
.= V∞ exists and is finite,
which means every closed signal is bounded (i.e., they belong to L∞). Thus, e ∈
L∞ ∩ L2 from V∞ − V (0) =
∫∞
0 V̇ (σ)dσ. In addition, ė ∈ L∞ from its definition.
Finally, limt→∞ e(t) = 0 by using Barbalat’s lemma.
In this simple MRAC example, we may take the following observations:
1. Design of adaptive control law starts from the deterministic control design
where there is no uncertainty in system parameters. It is called the certainty
equivalence (CE) principle.
2. Based on Eq. (1.5) and Eq. (1.6), parameter update laws are driven by system
errors (trajectory tracking errors), not by parameter estimation errors. As
a result, parameter estimates deviate from their true values as long as there
exist nonzero system errors.
3. The result of Eq. (1.8) tells us only about e(t). To achieve the zero parameter
5
estimation error, reference trajectory ym(t) should satisfy certain condition
which is called the persistence excitation condition derived from Eq. (1.5) and
Eq. (1.6).
Listed characteristics are considered as common to CE-based control designs. In
the next section, we show the other adaptive control design philosophy based on the
certainty equivalence principle, that is expected to share the preceding properties of
CE-based control methods.
1.1.2 Indirect Adaptive Control
Different from MRAC (direct adaptive control), an indirect adaptive control scheme
consists of two parts: one is a system controller whose control parameters pretend
to be known (i.e., deterministic control design) and the other is a system parameter
estimator. Thus, in the indirect adaptive control method, system parameters are
estimated explicitly and then they are used to determine control parameters. In
Fig. 1.2, we can see an additional estimator between the system controller and the

















Figure 1.2: Indirect adaptive control scheme
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Since this scheme is explicitly estimating the unknown system parameters,
we may have an extra information about the plant compared to the MRAC scheme.
To highlight the difference between the MRAC and the indirect adaptive control,
we use the same equation as Eq. (1.1), Eq. (1.2), and Eq. (1.3) as an example. Since
we have two unknown system parameters θ∗ and b, θ̂(t) and b̂ are needed. The





−θ̂(t)y(t)− amy(t) + r(t)
]
(1.9)
Therefore, in the indirect adaptive control scheme, adaptation is applied to a system
parameter and the task is to design both ˙̂θ(t) and ˙̂b(t) which stabilize the overall
closed-loop system. Consider the following update laws:
˙̂
θ(t) = γ1y(t)e(t) (1.10)
˙̂
b(t) = γ2ua(t)e(t) (1.11)
where e(t) is the trajectory tracking error defined as before and γ1, γ2 > 0 are
learning rates for each update law (they play the same role as in MRAC). Next,











where θ̃ .= θ̂ − θ∗ and b̃ .= b̂ − b are parameter estimation errors. Then, taking
the time derivative of V in Eq. (1.12) along with Eq. (1.1), Eq. (1.2), Eq. (1.9),
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Eq. (1.10), and Eq. (1.11) gives us








































= −ame2 ≤ 0 (1.13)
If b̂ 6= 0 for all t, then we may conclude that limt→∞ e(t) = 0 following the sim-
ilar arguments on closed-loop signal boundedness and Barbalat’s lemma as in the
previous MRAC section. Therefore, following observations are in order
1. As in the MRAC design, the control design is based on the deterministic
control case as in Eq. (1.3) for indirect adaptive control scheme. In other
words, the indirect adaptive controller also considers the estimated value as
the true system parameter. In other words, the indirect adaptive control
scheme is also developed based on the certainty equivalence principle.
2. Different from MRAC, each unknown system parameter is estimated explicitly.
Thus, the resultant structure of the indirect adaptive control law is identical
to the deterministic control law given in Eq. (1.3).
3. To implement Eq. (1.9), we need to guarantee b̂(t) 6= 0 for all t. This requires
the projection for b̂ with an extra information of b (we already know b > 0).
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Necessity of Projection Mechanism for b̂(t)
In addition to b > 0, assume that bo, the lower bound of b, is known (i.e., b ≥ bo).
Then, the update law for b̂ is modified as follows
˙̂
b(t) =
 γ2ua(t)e(t), b̂(t) ≥ bo0, b̂(t) = bo and e(t)ua(t) < 0 (1.14)
The modified update law for b̂(t) guarantees that b̂(t) ≥ bo for all t with b̂(0) ≥ bo.
Corresponding stability proof can be shown from Eq. (1.13). If b̂(t∗) = bo and
ua(t∗)e(t∗) < 0 at some t∗ (i.e., b̂ is about to be smaller than bo from Eq. (1.11)
after t∗), then ˙̂b(t∗) is set to zero until b̂(t) starts increasing again at some t > t∗
by Eq. (1.14). Therefore, V̇ = −ame2 − b̃ue ≤ 0 because b̃ue ≥ 0. As shown in
the preceding arguments, the projection mechanism helps the parameter estimate
stay within the known space where the true parameter value reside. In fact, the
method of projection for adaptation is useful when there is an unmodeled dynamics
and this will be discussed in the next chapter. Finally, we guarantee that e(t) → 0
as t →∞ asymptotically in the indirect adaptive control scheme combined with the
projection mechanism and may summarize the followings about the projection:
1. The projection method for b̂(t) guarantees the stability of the indirect adaptive
control method when there is an unknown high frequency gain b.
2. Although the projection mechanism successfully stabilizes the tracking system
and enables us to implement Eq. (1.9), it introduces a nonsmooth parameter
estimate and thereby, a potential nonsmooth control signal, which is not de-
sirable in a practical sense.
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1.1.3 Noncertainty Equivalence Adaptive Control
Besides MRAC and indirect adaptive control schemes, a different approach to adap-
tive control problems is suggested[6] and its applications are presented[7–9], which is
called an immersion and invariance (I&I) control. Immersion is a mapping between
manifolds whose derivative is injective everywhere. In usual, immersion is defined
from the higher dimensional manifolds to the lower dimensional manifold for the
mapping to be injective (i.e., nonsingular map). In the context of the adaptive
control design, immersion is used to transform the given nonlinear system involving
parameter estimate into the reduced order dynamics (target dynamics) in terms of
system states which is locally/globally stable with respect to the equilibrium points.
In spite of benefits from immersion such as smooth control trajectory, there is a
major restriction for it to be applied to general nonlinear systems. The nonlinearity
of closed-loop dynamics should also have an attractive implicit manifold as well as a
proper immersion[6] where the implicit manifold represents the unknown parameter
adaptation . By the following example, each concepts in I&I control method are
demonstrated. Consider the following nonlinear trajectory tracking control system
ẏ(t) = y2(t)︸ ︷︷ ︸
f(y(t))
θ∗ + u(t), t > 0 (1.15)
where θ∗ is an unknown system parameter and f(y) is a regressor for the system
parameter θ∗. We denote the reference trajectory as ym(t) as before. Since θ∗ is
unknown, entire error system including adaptation is represented as follows
Σ :
 ė(t) = f(y(t))θ∗ + u(t)− ẏm(t)˙̂θ(t) = β2(t) (1.16)
10
where e(t) .= y(t)− ym(t) and β2(t) will be determined. An I&I controller proposed
by [6] is given as















then, β2(t) is determined and the closed-loop system is asymptotically stable. Con-








where z .= θ̂ + β1 − θ∗ and γ > 0. Then, by taking the time derivative of V in
Eq. (1.19) along with Eq. (1.16) and Eq. (1.17), we have








(−e− y2z + ẏm)
]







(−e− y2z + ẏm)
]
(1.20)





which satisfies Eq. (1.18) obviously. Subsequently, β2(t) is determined as
β2(t) = γy2(y − ym − ẏm) (1.22)
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Substituting Eq. (1.21) and Eq. (1.22) into Eq. (1.20) leads to the following inequal-
ity













Since V is radially unbounded and V̇ ≤ 0, limt→∞ V (t)
.= V∞ exists and is finite.
Thus, e, z ∈ L∞. From
∫∞
0 V̇ (σ)dσ = V∞−V (0), e, y
2z ∈ L ∈ L2∩L∞. In addition,
ė, ddt(y
2z) ∈ L∞. Therefore, by Barbalat’s lemma, limt→∞[e, y2z] = 0. For the given
nonlinear system Eq. (1.16), the immersion π is defined as




where β2(e) is just coordinate transformation of β2(t). The corresponding implicit
manifold is z = 0 and its manifold attractivity is given by
ż = −γy4z (1.25)
Target dynamics for Eq. (1.16) are ė = −e which can always be achieved since the
disturbance term y2z of the closed-loop dynamics (ė = −e− y2z) goes to zero.
In fact, solving Eq. (1.18) requires fT (y) be integrable. Because f(y) is
scalar, it is always possible to find such β1(y) that Eq. (1.18) is satisfied. However,
Eq. (1.18) is not solvable for general multidimensional nonlinear f(y). For linear
systems, these requirements are easily bypassed by adopting state filters[9].
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1.2 Research Motivation
Based on the previous research survey, the existing adaptive control methods using
a certainty equivalence principle suffer from performance degradation due to the
following aspects:
1. As shown in preceding examples for MRAC and indirect adaptive control
schemes, both system error dynamics share the following structure
ė = −ame︸ ︷︷ ︸
target dynamics
+disturbance (1.26)
wherein ‘disturbance’ term converges to zero only when parameter estimates
coincide with their true values if e 6= 0. Therefore, the overall closed-loop sys-
tem performance is ultimately determined by the performance of the parame-
ter estimator, which is poor without a persistently exciting reference trajectory
(the PE reference trajectory is defined as a signal that can derive parameter
estimates to true parameter values in section 1.1.1).
2. The parameter update law involves no estimation error term and is driven by
the regulation/tracking error of the system. This leads to the fact that the es-
timator keeps generating update signals even when estimates are equal to true
parameters as long as the regulation/tracking error has nonzero values. In the
same context, the parameter update stops whenever the regulation/tracking
error becomes zero although parameter estimates are away from true param-
eters. Consequently, the structure of the adaptation algorithm also degrades
the overall closed-loop system performance.
3. The closed-loop dynamics controlled by the certainty equivalence principle are
unable to recover the deterministic control system dynamics although the reg-
ulation/tracking error converges to zero asymptotically. This recovery of the
13
error dynamics happens only when estimates are exactly equal to true pa-
rameters since the certainty equivalence principle is based on the cancelation
of uncertain parameter effects. The exact cancelation of uncertain parameter
effects never happens in actual applications. Therefore, the certainty equiva-
lence control never achieves its theoretical best performance in the long run.
4. An attempt to improve the performance of certainty equivalence based control
methods by increasing the learning rate results in the large amount of control
efforts. Thus, increasing the learning rate is limited by the practical issue on
implementation.
5. The I&I control method shows a potential to improve aforementioned prob-
lems of the certainty equivalence principle, but it is not applicable to general
nonlinear systems because of a strong restriction due to the integrability con-
dition.
Motivated by those observations, we address the high performance adaptive
control method by introducing an attracting manifold into adaptation while main-
taining global asymptotic stability. The key issue is how to eliminate the integra-
bility restriction and thereby improve the overall system performance with general
nonlinearities. To resolve the integrability issue, we introduce a regressor filter. The
regressor filter enables us to transform the closed-loop dynamics into the filtered
system dynamics wherein states are given by filtering states of the original closed-
loop dynamics. Further, the filtered error dynamics make it possible to construct a
strict Lyapunov function, which, in turn, helps to provide a separation property for
certain classes of nonlinear observer-based adaptive control systems.
The rest of the dissertation is organized as follows. In Chap. 2, the main
results and analysis are presented. Then, as an application of the proposed control
method, a robot arm trajectory control problem and an attitude tracking control
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problem are solved in Chap. 3 and Chap. 4, respectively. Through Chap. 5 and
Chap. 6, the attitude tracking problem is addressed more specifically involving a
new attitude observer and a separation property for the proposed attitude observer
and the controller. Finally, summary and contributions of the present work are
presented in Chap. 7.
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Chapter 2
A New Adaptive Control with
High Performance
In this chapter, we introduce a new control method which is not using the certainty
equivalence principle. As mentioned in the previous chapter, certainty equivalence
control depends on the cancelation of uncertain parameter effects. Thus, it has
limited transient performance because cancelation is not always exact. The pro-
posed control method overcomes this transient performance limitation by adopting
an attracting manifold and enables the controlled system to recover the transient
performance of deterministic control regardless of unknown parameter effects. This
chapter contains the derivation of main theoretical results, stability proof, and dis-
cussions about its properties.
2.1 Problem Definition
The generalized system representation in the state space form is given by
ẋ(t) = F (x(t),θ∗,u(t)) (2.1)
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where F describes the vector field, x(t) ∈ Rn is a state vector, θ∗ ∈ Rm is an
m-dimensional constant unknown system parameter vector, and u(t) ∈ Rp is a p-
dimensional control input. For the simplicity of notation, the time argument t is
omitted except when we need to emphasize it in the context. To reduce this general
system in Eq. (2.1) into the manageable form, we need the following assumption.
Assumption 1. System equation given in Eq. (2.1) has the parameter affine rep-
resentation in general sense.
In Assumption 1, “general sense” means that the original system of Eq. (2.1)
can have the nonlinearly parameterized representation as long as it can be linearly
parameterized using overparametrization. Under Assumption 1, we consider the
systems which have the following parameter affine representation throughout this
dissertation.
ẋ = f(x)θ∗ + Φ∗g(x)u (2.2)
where f(x) ∈ Rn×m is a regressor matrix and g(x) ∈ Rn×p is a control mapping
matrix. In addition to the parameter affine system assumption, we are also in need
of the controllability assumption stated as follows:
Assumption 2. Φ∗ > 0 and g(x) in Eq. (2.2) have a full rank with respect to the
control input u
In other words, we disregard the uncontrollable system. One more thing need
to be mentioned is that linear systems always can be expressed as in Eq. (2.2), we
focus only on nonlinear systems hereafter.
2.2 Adaptive Control Utilizing Attracting Manifold
This section contains the new control method and its stability proof for the sim-




To highlight the effect of attracting manifold in adaptation, the controllability con-
dition of Eq. (2.2) for g(x) is simplified by replacing g(x) with an identity matrix.
However, this simplification will not hurt our result because we already assumed
that g(x) has a full rank with respect to the control input u. Thus, the following
system equation is considered.
ẋ = f(x)θ∗ + Φ∗u (2.3)
Our control objective is to make the system of Eq. (2.3) follow the reference trajec-
tory xm. Thus, to quantify the error between the system state x and the reference
state xm, we define the following error vector e as
e = x− xm (2.4)
Then, the control objective rendered in error vector space can be restated as follows:
Tracking control objective is to make e go to zero as time passes, where e has the
following dynamics.
ė = f(x)θ∗ + Φ∗u− ẋm (2.5)
In followings, we develop a nonlinear controller that ensures the satisfaction of the
tracking control objective for e whose dynamics is given by Eq. (2.5).
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2.2.2 Transforming Error System Using Filter States
Before we proceed to the synthesis of the proposed controller, following filter states
need to be defined.
ėf = −αef + e (2.6)
Ẇf (t) = −αWf (t) + W (x, ẋm) (2.7)
u̇f = −αuf + u (2.8)
where α > 0 and W (x, ẋm) is defined from the following relationship.
W (x, ẋm)ψ∗ = Φ∗−1f(x)θ∗ − Φ∗−1ẋm + kΦ∗−1e (2.9)
with k > 0 and a new unknown constant vector ψ∗ ∈ Rn(n−1)(m+1)/2 having mixed
parameters from both θ∗ and Φ∗−1. Since ẋm is assumed to be known reference
information, we denote W (x, ẋm) as W (x) for the notational simplicity. From the
definition of filter states, the following observations are in order.
1. Although Φ∗ is a constant unknown matrix, we already assumed that it is a
positive definite matrix in Eq. (2.1). Thus, the existence of Φ∗−1 is always
guaranteed.
2. In addition to the error filter ef of Eq. (2.6), a regressor filter Wf of Eq. (2.7)
is newly introduced because of the integrability issue mentioned in the pre-
vious chapter. This regressor filter enables us to eliminate the integrability
conditions posed by [6, 9], which will be explained in the following section.
3. Introduced control filter uf of Eq. (2.8) does not have to be included for actual
implementation for u. After uf is defined in terms of either original states
in Eq. (2.5) or filter states, u can be easily recovered using the filter state
definition. Thus, the control filter of Eq. (2.8) is used only for the analysis.
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4. The dimension of ψ∗ in Eq. (2.9) is maximal in a sense that it is derived based
on overparametrization. It can be smaller than expected depending on the
actual application as presented in the later chapter.
5. α is a filter gain which regulate filter response to system states. By increasing
α, we can make filter states converge to the system states more rapidly.
6. k is a proportional gain of the proposed controller described in the next section.
Based on these filter definitions, Eq. (2.6), Eq. (2.7) and Eq. (2.8), we derive the
following lemma to synthesize the new control scheme.
Lemma 1 (Dynamics of Filter States). The following filtered system dynamics are
equivalent to the error dynamics of Eq. (2.5) in a sense that if ėf (t) → 0 as t → 0,
then limt→∞ ef = 0 ⇔ limt→∞ e = 0.
ėf = −kef + Φ∗ [Wf (t)ψ∗ + uf ] (2.10)
Proof. Filter states defined from Eq. (2.6) to Eq. (2.8) are used to transform the
error dynamics of Eq. (2.5) into the filtered error dynamics of Eq. (2.10). First, we
have to rearrange the error dynamics in Eq.(2.5) to get a regressor matrix defined
in Eq.(2.9). The error system dynamics of Eq.(2.5) is rewritten as follows:
ė = −ke+ Φ∗
[
Φ∗−1f(x)θ∗ − Φ∗−1ẋm + kΦ∗−1e+ u
]
= −ke+ Φ∗ [W (x)ψ∗ + u] (2.11)
By substituting each filter definition into Eq. (2.11) and rearranging terms properly,
we get the following differential equation.
d
dt
[ėf + kef − Φ∗ (Wf (t)ψ∗ + uf )] = −α [ėf + kef − Φ∗ (Wf (t)ψ∗ + uf )] (2.12)
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which is the simple first order differential equation. Since the solution for Eq. (2.12)
exponentially converges to zero, the term inside the square bracket can be expressed
as follows:
ėf = −kef + Φ∗ [Wf (t)ψ∗ + uf ] + ε(t) (2.13)
where ε(t) .= ε(0)e−αt represents the exponentially decaying term given by
ε̇(t) = −αε(t); ε(0) = [ėf + kef − Φ∗ (Wf (t)ψ∗ + uf )]t=0 (2.14)
Thus, Eq. (2.10) is derived by setting ε(0) = 0 because the initial value of each filter
state can be chosen arbitrarily. Finally, proof of the stability equivalence between
ef and e is done simply by noticing that both sides of Eq. (2.6) should go to zero
as t goes to infinity.
It is clear from the above result that the control input u should be synthesized
to ensure the convergence of both ėf and ef to zero. In other words, uf need
to be designed to make both ėf and ef go to zero as t goes to infinity. Ignoring
exponentially decaying additive terms during stability analysis is somewhat standard
practice among the adaptive control research community[10, 11] as in Eq. (2.10).
However, the previous lemma should be applied carefully in the general case of
cascaded systems involving exponentially decaying terms[12].
2.2.3 New Adaptive Control Scheme and Stability Proof
We propose a new adaptive control scheme in this section. The proposed control
method performs adaptation on the attracting manifold. As a result, deterministic
control system dynamics are recovered by the attracting manifold, not by the cance-
lation of unknown parameter effects which is the principle of the certainty equivalent
control scheme. After we show the structure of the controller, the stability proof is
presented.
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Theorem 1 (Adaptive Full-state Feedback Control). Consider the tracking control
problem whose error dynamics can be represented by Eq. (2.5). Then, the control
input u computed by the following update law with filters defined by Eq. (2.6) and
Eq. (2.7) guarantees the global stability and the satisfaction of the control objective
described by the asymptotic tracking error convergence, limt→∞ e(t) = 0, for any
initial condition.
u = −W (x)(θ̂ + β)− γWf (t)W Tf (t) [(k − α)ef + e] (2.15)
where γ > 0 is an adaptive gain, k and W (x) are from Eq. (2.9), and α is the same
α as in the filter definition. Each θ̂ and β is generated by the following relationships:
˙̂
θ(t) = γ(k + α)W Tf (t)ef − γW T (x)ef (2.16)
β = γW Tf (t)ef (2.17)
The estimates of unknown parameters are given by θ̂ + β.
Proof. This stability proof consists of three steps. First, the original tracking error
system is transformed into the filtered error system. Second, the proposed con-
trol input uf is synthesized based on the filtered error system. Finally, the global
asymptotic stability for the filtered error system is proved using Lyapunov candidate
function and the actual control input u is recovered from uf .
Using filter states in Eq. (2.6) and Eq. (2.7), we get the filtered error system
Eq. (2.10) in Lemma 1 from Eq. (2.5) along with the regressor W (x) in Eq. (2.9).
To make sure that ε(t) = 0 for all t > 0, we set the filter initial value as ef (0) =
e(0)/(α − k) and Wf (0) = 0. Since α − k is the denominator of ef (0), α and k
should be chosen properly. By transforming the error system of Eq. (2.5) into the
filtered error system of Eq. (2.10), we can always construct β function instead of
finding one which is satisfying the condition in Eq. (1.18) because, as mentioned
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earlier, a solution to Eq. (1.18) for most of nonlinear regressor matrix W (x) is not
available in general. Next, control input uf is designed as follows
uf = −Wf (t)(θ̂ + β) (2.18)
where θ̂ and β are from Eq. (2.16) and Eq. (2.17). By substituting Eq. (2.18) into
the filtered error system Eq. (2.10), we obtain the following simplified dynamics for
ef .
ėf = −kef − Φ∗Wf (x)z (2.19)
where z represents the error vector between the estimates and the true parameters
defined by
z = θ̂ + β −ψ∗ (2.20)
If we can show that both ėf (t) and ef (t) go to zero as t goes to infinity, then we
prove limt→∞ e(t) = 0 by Lemma 1. As the final step of our proof, consider the








where ζ is any positive number that satisfies ζ > 12kγ and λmin is the smallest eigen-
value of 12(Φ
∗−T + Φ∗−1). The time derivative of V evaluated along the trajectory
generated from Eq. (2.19) can be simplified together with Eq. (2.16) and Eq. (2.17)
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as follows:










































which means that V̇ (t) is negative semi-definite. Thus, V (t) ∈ L∞, which imply
all signals (ef , z, and Wf ) are bounded. Based on the structure of each filter, the
boundedness of all filtered signals is equivalent to the boundedness of all closed loop
signals in Eq.(2.5) since xm might be assumed as a bounded reference signal without
loss of generality. In addition to the boundedness of V (t) for all t ≥ 0, there exists
V∞ such that limt→∞ V (t) = V∞ < ∞. Since V∞ − V (0) = limt→∞
∫ t
0 V̇ (σ)dσ,
ef ∈ L2. Therefore, ef ∈ L2∩L∞. Furthermore, we see that ėf ∈ L∞ and ëf ∈ L∞
from Eq. (2.6) and Eq. (2.19), which implies limt→∞[ef (t), ėf (t)] = 0 by applying
Barbalat’s lemma recursively. This proves the global asymptotic stability of the
proposed control scheme with the help of Lemma 1. The actual control input u is
recovered from Eq. (2.8) as follows:






















which is identical to Eq.(2.15) when Eq.(2.6), Eq.(2.7), Eq.(2.16) and Eq.(2.17) are
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substituted into Eq. (2.23). This completes the proof of the main theorem.
Alternative Proof that Carrying ε(t)
In the previous proof of Theorem 1, the exponentially decaying term ε(t) in filter dy-
namics is ignored as in Eq. (2.19) and Lemma 1 is used. In the following alternative
proof, we include ε(t) explicitly.
Alternative proof of Theorem 1. Consider the following Lyapunov candidate func-
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. Differentiating V of Eq. (2.24) with respect
to time gives us the followings


















=− keTf ef − eTf Φ∗Wfz + eTf ε−
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wherein the last inequality comes from ζ and ξ conditions. By following similar signal
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chasing procedure described in the previous proof of Theorem 1 and using Barbalat’s
lemma, we guarantee that limt→∞[ef (t),Wf (t)z(t), ε(t)] = 0. In addition, by ėf =
−kef − Φ∗Wfz + ε, we have limt→∞ ėf (t) = 0. Finally, we obtain limt→∞ e(t) = 0
from Eq. (2.6) as expected.
In this section, we discussed about the global asymptotic stability of the
proposed controller and stability proof was given in two ways. Either of them
(with/without ε(t) in filter dynamics) works fine. However, an attracting manifold
used in adaptation is not clearly defined and the role of the attracting manifold is
not shown either. In the following section, we clarify the attracting manifold in the
adaptive control method presented in Theorem 1 and investigate its properties in
the perspective of adaptation.
2.2.4 Attracting Manifold in Adaptation
An attracting manifold for adaptation is defined by the following lemma.
Lemma 2 (Attracting Manifold). For the given adaptive control system in Eq. (2.10)
with the control input uf of Eq. (2.18) along with Theorem 1, the adaptation error
z of Eq. (2.20) has an attracting manifold S such that
S = {z | Wfz = 0} (2.26)





where ζ and λmin are the same as in Eq. (2.21). Taking the time derivative of
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Last inequality is obtained by substituting Eq. (2.7), Eq. (2.16), and Eq. (2.19) into
Eq. (2.28). In a similar way of proving Theorem 1, we see that Vz ∈ L∞ as well as the
existence of Vz∞ such that limt→∞ Vz(t) = Vz∞ because Vz > 0 and V̇z 6 0. Thus,
z ∈ L∞. In fact, all closed loop signals are already shown to be bounded by the
proof of Theorem 1. From Vz∞−Vz(0) = limt→∞
∫ t
0 V̇z(σ)dσ, Wfz ∈ L2. Therefore,
Wfz ∈ L2 ∩ L∞. In addition, Ẇf , ż ∈ L∞ from the boundedness of closed loop
signals. Using Barbalat’s lemma for Wfz ∈ L2 ∩ L∞ and ddt (Wfz) ∈ L∞, we may
conclude that Wfz → 0 as t →∞. This proves the attractiveness of S.
Remark 1. Using the attractiveness of S, we may prove the global stability in The-
orem 1. First, we prove that ef → 0 as t → ∞. Then, we may show that ėf → 0
as t →∞ from Eq. (2.19) using Lemma 2. Finally, we claim e→ 0 as t →∞ from
Eq. (2.6).
Remark 2. Lemma 2 tells us that ef dynamics of Eq. (2.19) recovers ėf = −kef all
the time, which results in the improvement of transient responses in e. On the other
hand, to achieve the control objective, the certainty equivalent controller relies upon
the cancelation of unknown parameter effects which is not exact.
Remark 3. z ∈ S does not mean z = 0 because Wf is not a full rank square matrix.
Thus, z on S may have a nonzero vector.
Remark 4. Although the convergence of z to zero is not guaranteed, z stays at zero
after the moment when θ̂ + β hit the true parameter vector ψ∗. This may be clear
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from the z dynamics
ż = −γW Tf Φ∗Wfz (2.29)
which is different from the certainty equivalent control method where parameter esti-
mates always deviate from true values at the beginning of adaptation. This also helps
enhancing the performance of the proposed controller compared with the certainty
equivalent scheme because the new control method stops updating parameter esti-
mates after hitting true values while the conventional certainty equivalent method
keeps searching true values asymptotically. We must be careful about Eq. (2.29).
Eq. (2.29) is obtained only when ε(t) = 0 for all t ≥ 0. Otherwise, there exists an
extra term γW Tf ε in R.H.S. of Eq. (2.29) and we loose the nice feature (parameter
estimate stays locked at the true value after hitting it as long as ε(t) 6= 0). However,
it is always possible to choose the initial filter states such that ε(t) = 0 for all t ≥ 0
by setting ε(0) = 0 based on Eq. (2.14) using ef (0) =
e(0)
k−α and Wf (0) = 0.
2.3 Combination with Smooth Projection Technique
In the foregoing analysis, we do not investigate the robustness property of the pro-
posed control method when there exist unknown exogenous disturbances. It is well
known that even small bounded disturbances in the adaptively controlled system
may lead to the closed-loop system instability or deteriorate the closed-loop perfor-
mance significantly[13] because of the parameter drift (i.e., unbounded growth of
parameter estimates due to the disturbance). To resolve this problem, robustness
modification is applied to the system. Conventional robustness modification for the
systems with unknown external disturbances include adding a leakage term ( e.g.,
σ-modification and ε-modification)[14] or using projection for estimates to be con-
fined inside a bounded convex set where true parameters reside[13–16]. Since we
already present the projection technique in the indirect adaptive control example,
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only σ-modification is demonstrated here. Suppose we have the following system
equation for regulation (i.e., we want that y(t) → 0 as t →∞)
ẏ(t) = θ∗y(t) + u(t) + d(t) (2.30)
where d(t) is either unmodeled or external disturbance and θ∗ is unknown. By
following the conventional parameter update law and CE-based control design, we
have
u(t) =− y(t)− θ̂(t)y(t) (2.31)
˙̂
θ(t) =γy2(t) (2.32)








where θ̃(t) .= θ̂(t) − θ∗ is a parameter estimation error and γ > 0. The time
derivative of V in Eq. (2.33) along with Eq. (2.31) and Eq. (2.32) leads to the
following inequality




=− y2 + (1
γ
˙̂
θ − y2)θ̃ + dy
=− y2 + dy (2.34)
which is not negative semidefinite. Thus, we cannot guarantee the convergence of y




By adding a leakage term in the parameter update law, we may fix the unbounded
regulation and parameter estimation error (parameter drift) simultaneously. Modify
the parameter update law of Eq. (2.32) as follows
˙̂
θ(t) = γ(−σθ̂(t) + y2) (2.35)
where σ .= λγ > 0 and λ > 0 is determined by σ and γ. Then, the time derivative of
V in Eq. (2.33) is given by
V̇ =− y2 + dy − σθ̂θ̃
=− y2 + dy − σ(θ̃ + θ∗)θ̃
=− y2 + dy − σθ̃2 − σθ̃θ∗ (2.36)
If 0 < λ < 1, then, using 1 = λ + (1 − λ) for all 0 < λ < 1, Eq. (2.36) can be
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.= maxt(|d(t)|) is a bound for d(t). This inequality means V is bounded.
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which means V is bounded. Therefore, by adding the leakage term −σθ̂(t) to the
update law, we now guarantee that V is bounded and subsequently, y and θ̃ are
bounded.
All the aforementioned robustifying algorithms are able to handle the pa-
rameter drift and guarantee the bounded closed-loop signals under unknown distur-
bances. They have a price to pay for uniform stability though: Leakage modifica-
tions may not recover the control performance as disturbances vanish and projection
techniques need a priori information on parameter bounds while they maintain the
performance of disturbance-free adaptive controllers. In addition, projection-based
adaptive controls are nonsmooth in general[13], which means a potential to decrease
the actuator lifetime in practical sense. Therefore, smooth projection-based adapta-
tions are studied using a boundary layer around the convex set[17], a differentiable
projection operator[18], and a nonlinear reparamterization[19].
In this dissertation, the nonlinear reparameterization technique in [19] is
adopted since it provides a C∞ projection and can be combined directly with the
proposed control method. Further, since the projection algorithm is dependent on
the bounding structure (e.g., unknown parameters are positive/negative or belong
to an open set), we provide applications for each case in the later sections. Effects of
projection on the proposed control scheme are demonstrated through numerical sim-
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ulations. To understand the smooth projection mechanism, the following example
is given.
Smooth projection
Consider the following system equation
ẏ(t) = θ∗y(t) + u(t) (2.39)
where θ∗ is unknown. Suppose we have additional information on θ∗ such that
θ∗ > 0. Then, instead of using projection illustrated in the indirect adaptive control
example of Eq. (1.14), we reparameterize θ∗ as θ∗ .= eφ
∗
and thus, θ∗ is always
positive regardless of φ∗. Corresponding control and parameter update laws are
given as
u(t) =− y(t)− eφ̂(t)y(t) (2.40)
˙̂
φ(t) =γy2 (2.41)





















φ̂ (> 0 for all φ̂) (2.44)
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V is a lower bounded function. Differentiating V in Eq. (2.42) with respect to time,



























V is lower bounded and monotone decreasing from V̇ ≤ 0. Thus, limt→∞ V (t) = V∞
exists and is finite. Then, every closed loop signals are bounded (i.e., y, (eφ̂− eφ∗) ∈
L∞ ). From V∞ − V (0) =
∫∞
0 V̇ (σ)dσ, we have y ∈ L2. Further, ẏ ∈ L∞. Finally,
by using Barbalat’s lemma, we guarantee that limt→∞ y(t) = 0.
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Chapter 3
Application to Robot Arm
Control Problem
In this chapter, the proposed adaptive control scheme is applied to a robot arm tra-
jectory tracking problem to demonstrate the effectiveness of theoretical results which
claim the better tracking performance compared to the conventional model refer-
ence adaptive controls (MRAC). Since the robot arm control problem shares system
properties with mechanical systems represented by an Euler-Lagrange system[20],
the results of this chapter may be readily extended to broader mechanical system
descriptions.
3.1 Introduction
Problems of designing control methods for rigid robot manipulators with uncertain
parameters are now classic examples for adaptive control theory and various control
solutions are available for actual applications in order to improve system perfor-
mance and robustness. Specifically, the performance of an adaptive control under
the effects of uncertain parameters or unknown disturbances has been a main focus
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of study.
Initiated by the full-state feedback control[21, 22], many useful solutions are
developed for the adaptive control of robot manipulators which guarantee the global
convergence[23–29]. Those methods are roughly categorized into two groups. The
first group is characterized by adaptive inverse dynamics and the other is character-
ized by passivity properties of closed-loop system[30]. This categorization is based
on the structure of deterministic control scheme.
As far as adaptation algorithms are concerned, those methods are on the ba-
sis of the certainty equivalence principle in the MRAC framework. Thus, the overall
closed-loop trajectory tracking/set-point regulating performance is ultimately domi-
nated by the parameter adaptation performance in a sense that the estimation error
does not vanish in general and the effect of uncertain parameters on the closed-loop
system needs to be canceled continuously. In fact, certainty equivalence adaptive
controllers never recover the deterministic control performance except for the case
with the persistent-excitation assumption.
Through the implementation of the proposed adaptive control scheme, we
show that the closed-loop dynamics controlled by the new method recover that of the
deterministic control system and thus the proposed control matches a deterministic
control in the overall tracking/regulating performance. Further, it is proven that
the performance matching always happens with no further assumption. In other
words, the convergence of estimation error does not affect the performance of the
proposed adaptive control scheme.
In the following section, a robot arm control problem is formulated and
necessary notations are defined. Then, the adaptive control method presented in the
previous chapter is applied and its stability proof is given. Next, a smooth projection
technique in [19] is combined with the proposed adaptive control method. Based




The dynamic equations of an n dimensional robot arm control system are given as
follows:
ẋ1 = x2
M(x1)ẋ2 + C(x1,x2)x2 + R(x1,x2) = u (3.1)
where x1(t),x2(t) ∈ Rn are the generalized position and velocity vectors respec-
tively, M(x1) ∈ Rn×n is the mass matrix, C(x1,x2) ∈ Rn×n is the matrix composed
of Coriolis and centrifugal forcing terms, R(x1,x2) ∈ Rn involves the gravity and
friction effect, and u ∈ Rn is the control torque at each joint. The Eq. (3.1) has the
following properties:
1. M(x1) is a positive definite inertia matrix whose matrix norm is bounded by
λmin, λmax > 0 as follows.
λmin 6 ‖M(x1)‖ 6 λmax, ∀x1(t) ∈ L∞ (3.2)
2. Eq. (3.1) has the parameter affine representation given by
M(x1)ẋ2 + C(x1,x2)x2 + R(x1,x2) = Y (x1,x2, ẋ2)θ∗ (3.3)
where θ∗ ∈ Rm is an unknown constant system parameter vector.





η = 0, ∀η ∈ Rn (3.4)
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Based on Eq. (3.1), consider the trajectory tracking control problem where reference
trajectory is denoted by xm = [xm1 , xm2 ]
T whose derivatives are assumed to be
bounded known signals satisfying ẋm1 = xm2 (matching condition) without loss of
generality. Then, the tracking error dynamics of e = [e1, e2]T is derived as
ė1 = e2
M(x1)ė2 = Ws(e1, e2, t)θ∗ + u (3.5)
where e1 = x1 − xm1 , e2 = x2 − xm2 , and Ws(e1, e2, t) is defined by
Ws(e1, e2, t)θ∗ = −M(x1)ẍm − C(x1,x2)x2 −R(x1,x2) (3.6)
Eq. (3.6) has the same structure as Eq. (3.3) except that Ws has no ė2 (or ẋ2)
dependency because ė2 is not implementable. The control objective is to achieve
e→ 0 globally and asymptotically.
3.3 Adaptive Control for Robot Arm System
The following theorem achieves the robot arm tracking control objective addressed
in the previous section Eq. (3.5) by applying the proposed control philosophy in
Theorem 1, which is one of our main results.
Theorem 2 (Adaptive Robot Arm Control). For the given robot arm system Eq. (3.1),
compute the control input u by the following relationships:
u = −W (θ̂ + β)− γWfW Tf [(kv − α)ef2 + kpef1 + e2] (3.7)
˙̂
θ(t) = γ(αWf −W )Tef2 + γW Tf (kvef2 + kpef1) (3.8)
β = γW Tf ef2 (3.9)
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where kv > 0, kp > 0, γ > 0, α > 0 are control gains and corresponding filter states
are defined by
ėf1 = −αef1 + e1 (3.10)
ėf2 = −αef2 + e2 (3.11)
Ẇf = −αWf + W (3.12)
Regressor matrix W satisfies the following with θ∗ of Eq. (3.3)
Wθ∗ = M(x1) [kve2 + kpe1 − ẍm]− C(x1,x2)x2−
g(x1) + Ṁ(x1) [(kv − α)ef2 + kpef1 + e2] (3.13)
Then, the tracking error e1 and e2 are guaranteed to satisfy the control objective; in
other words, both limt→∞ e1(t) = 0 and limt→∞ e2(t) = 0 globally asymptotically.
Before we proceed to the proof of Theorem 2, we notice that a redefined
regressor matrix W is used for the control input u of Eq. (3.7) instead of Ws defined
in Eq. (3.6) because W of Eq. (3.13) includes filter states as well as system states.
In fact, from the comparison between Eq. (3.6) and Eq. (3.13), we see the following
identity
Wθ∗ = Wsθ∗+
M(x1) [kve2 + kpe1] + Ṁ(x1) [(kv − 1)ef2 + kpef1 + e2]︸ ︷︷ ︸
added for the control analysis
(3.14)
This means that W consists of not only states from dynamics, but also control
signals designed to achieve the control objective, which is different from conventional
regressor matrices. In general, a regressor matrix is made of system states described
as in Ws of Eq. (3.6).
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Proof. First, by applying filter states Eq.(3.10) and (3.11) to the error dynamics in
Eq.(3.5), we can obtain the following dynamics of the error system:
ëf1 − ėf2 = −α (ėf1 − ef2)
M(x1) [ëf2 + kvėf2 + kpėf1] + Ṁ(x1) [ėf2 + kvef2 + kpef1]
= −αM(x1) [ėf2 + kvef2 + kpef1] + u+ Wθ∗ (3.15)
Substituting Eq.(3.12) into Eq.(3.15) and introducing a control filter of Eq. (2.8)
give us the following system equations:
ėf1 = ef2 + ε1(t)
M(x1)ėf2 = −M(x1) (kvef2 + kpef1) + uf + Wfθ∗ + ε2(t) (3.16)
Furthermore, we can set ε1(t) = 0 and ε2(t) = 0 for all t > 0 by choosing initial
conditions of the filter states as follows:
ef1(0) =
(α− kv)e1(0) + e2(0)
α(α− kv) + kp
ef2(0) =
kpe1(0) + αe2(0)
α(α− kv) + kp
(3.17)
where positive control gains α, kp, and kv are chosen to satisfy α(α− kv) + kp 6= 0.
Therefore, the original error system of Eq. (3.5) is transformed into the following
filtered error system
ėf1 = ef2
ėf2 = −kvef2 − kpef1 + M−1(x1) (uf + Wfθ∗) (3.18)
Thus, the objective is to design uf that guarantees [ėf , ef ] → 0 globally and
asymptotically. Then, with the aid of Lemma 1, the stability of Eq. (3.5) may be
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proved finally. Differences between Eq. (2.10) and Eq. (3.18) can be summarized as
follows:
1. Eq. (2.10) is a first order system, while Eq. (3.18) is a controllable second order
system with the same unknown parameter relationship. In fact, Eq. (2.10) is
equivalent to Eq. (3.18) in a sense that Eq. (3.18) can be written as the first
order system with increased dimensions.
2. Because of the property of M(x1) in Eq. (3.2), we may introduce the attracting
manifold described in Lemma 2 although M(x1) is not a constant matrix such
as φ∗ in Eq. (2.10)
Now, consider the following simple Lyapunov candidate function (without the ex-











where ζ > 1/(2γkv); z is defined by Eq. (2.20) together with θ∗ of Eq. (3.3), θ̂ of
Eq. (3.8), and β of Eq. (3.9); and λmin is defined in Eq.(3.2). Synthesize uf same
as Eq. (2.18). Then, the time derivative of the given Lyapunov candidate function
along the filtered error system in Eq.(3.18) is simplified as follows













= −kveTf2ef2 − eTf2M−1Wfz −
ζγ
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Since kv, γ > 0, both V > 0 and V̇ 6 0 mean that V ∈ L∞. This concludes that
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every closed loop signal is bounded as long as xm is bounded, which is true by defi-
nition. Thus, ef2 and M−1(x1)Wfz ∈ L∞ ∩ L2. From Eq.(3.11) and the definition




∈ L∞. Using Bar-
balat’s lemma with these facts leads us to the conclusion that limt→∞ ef2 = 0 and
limt→∞M−1(x1)Wfz = 0. The last thing to prove is the stability of ef1. Taking
the time derivative of ėf2 in Eq.(3.18) shows that ëf2 ∈ L∞. This tells us that
limt→∞ ėf2 = 0 associated with Barbalat’s lemma. Finally, from Eq.(3.18), we see
that limt→∞ ef1 = 0 since ėf2 = −kvef2 − kpef1 − M−1(x1)Wfz. Therefore, we
can guarantee that limt→∞[ef2, ef1] = [0, 0] globally and asymptotically. Finally, u
is obtained by following the same steps as in Eq. (2.23)
As mentioned in Lemma 2, the error system Eq. (3.5) with the control input
u computed by Theorem 2 has the attracting manifold SR defined by
SR =
{
z | M−1(x1)Wfz = 0
}
(3.21)
whose dynamics is governed by
ż = −γW Tf M−1(x1)Wfz (3.22)
Properties of SR are the same as those of Lemma 2. By virtue of the attracting
manifold SR, Eq. (3.18) recovers its exponential decaying property, which improves
the transient response of e in Eq. (3.5). Furthermore, in a perspective of parameter
adaptation, we may say that the parameter adaptation error z of Eq. (3.19) remains
zero after θ̂ + β in Theorem 2 reaches the true parameter vector θ∗ of Eq. (3.3),
which is different from conventional certainty equivalent methods.
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3.4 Adaptive Control with Parameter Projection
In this section, we extend the proposed control method by combining it with the
projection technique. Although it is not listed as one of properties of Eq. (3.1), every
inertia-related value is positive. In other words, each element of θ∗ in Eq. (3.3) is





























As a result of the reparameterization in Eq. (3.23), each element of θ∗p remains
positive regardless of φ∗. Thus, in the following theorem, we adapt φ∗ instead of θ∗p
to keep the estimate θ̂p positive to utilize a priori system information.
Theorem 3 (Adaptive Robot Arm Control with Projection). For the given system
in Eq. (3.1) with a nonlinear parameterization defined in Eq. (3.23), the following
control u guarantees the satisfaction of the tracking problem objective:
u = −W θ̂p − γWf Diag[θ̂p] W Tf ((kv − α)ef2 + kpef1 + e2) (3.24)
where
˙̂
φ(t) = γ(αWf −W )Tef2 + γW Tf (kvef2 + kpef1) (3.25)
β = γW Tf ef2 (3.26)
which are identical to Eq. (3.8) and Eq. (3.9) respectively. Other quantities are
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. . . 0
0 · · · 0 pm
 (3.27)
and kv, kp, γ, and α have the same condition in Theorem 2. Each filter definition is
identical to Eq. (3.10)-(3.12) with the same regressor matrix W in Eq. (3.13).
Proof. Filtered error dynamics with projection are also derived using Eq. (3.10)-
Eq. (3.12) as in the previous section. Thus, the formula of filtered error dynamics
are the same as Eq. (3.18) except for the unknown parameter vector representation.
Therefore, we only have to consider the adaptation part with projection. Let a
new parameter estimation error and adaptation discrepancy be denoted by η and z
respectively as follows:
η = θ̂p − θ∗p (3.28)
z = φ̂+ β − φ∗ (3.29)
where φ∗ = [φ∗1, · · · , φ∗m]T and a subscript i denotes the ith element of the given




















Only difference between Eq. (3.19) and Eq. (3.30) is a newly introduced Vz which
replaces zTz in Eq. (3.19). Vz is lower bounded at z = 0 and monotonically increas-















> 0 if zi > 0
< 0 if zi < 0












i > 0 for all zi (3.32)
Therefore, we may conclude that Vp is lower bounded and unbounded with respect to
[ef1, ef2,z]. Furthermore, since we use the same filter states and regressor matrix,
the following filtered error dynamics are obtained:
ėf1 = ef2 (3.33)
ėf2 = −kvef2 − kpef1 −M−1(x1)Wfη (3.34)
which is also identical to Eq. (3.18) except that η of Eq. (3.28) is used instead of z
in Eq. (3.19). This is because we choose uf as follows
uf = −Wf θ̂p (3.35)
The time derivative of Vp in Eq. (3.30) along with Eq. (3.33), Eq. (3.34), Eq. (3.25),
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and Eq. (3.26) leads to the following inequality



























= −kveTf2ef2 − eTf2M−1(x1)Wfη −
ζγ
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This negative semi-definiteness of V̇p in Eq.(3.36) is exactly same as in Eq.(3.20)
except that z is replaced with η. Therefore, since the same arguments for the
stability issue on Eq.(3.19) in the previous section can be applied here, we can also
guarantee that limt→∞[ef2, ef1] = [0, 0] globally and asymptotically. Finally, u is
obtained as follows
u = u̇f + αuf
= −Ẇf θ̂p −Wf
˙̂
θp − αWf θ̂p
= −W θ̂p −WfDiag[eφ̂+β](
˙̂
φ+ β̇) (3.37)
Finally, by substituting Eq. (3.25) and Eq. (3.26) into Eq. (3.37), Eq. (3.24) is
obtained and this proves Theorem 3.
The following attracting manifold SRP is defined as
SRP =
{




It inherits all properties of Eq. (3.21) except for z dynamics of Eq. (3.22). Since η
is an estimation error, η has the same property as z in Eq. (3.22).
3.5 Numerical Simulations
As we pointed out, the proposed control method can recover the performance of the
deterministic controller within a filter state space without being affected by the dy-
namics of the parameter estimator, which enables us to expect the improvement of
the transient response in trajectory tracking adaptive control problems. In the fol-
lowing simulation, we compare the proposed control method with the conventional
certainty equivalent one to highlight the performance improvement in transient re-
sponses. The example robot arm system is taken from [31] and depicted in Fig. 3.1.






Length 380  mm
Link 2:
Mass 4.85 kg
Length 240  mm
Figure 3.1: 2-Link planar robot arm
x1 = [x11 x12]T
x2 = [x21 x22]T
M(x1) =
 p1 + 2p3 cos x12 p2 + p3 cos x12
p2 + p3 cos x12 p2

C(x1,x2) =




where [p1, p2, p3] = [3.6, 0.2, 0.15] = θ∗ and xij represent jth arm angular position
(i = 1) and angular velocity (i = 2) respectively. Since the robot arm is configured
on a plane, there is no gravity term and friction term is also negligible.
3.5.1 Proposed Adaptive Control
First, we simulate an adaptive control case without projection mechanism. Certainty
equivalent control is chosen as
uce = −e1 − kvcee−W1(x)θ̂ce (3.40)
˙̂
θce = γceW T1 (x)e (3.41)
where e = kpcee1 +e2 is introduced to avoid the detectability obstacle. This control
law is based on [31] and the subscript ce represents a certainty equivalence method.
Reference signals and initial values for simulations are set to the followings:
xm(t) = [cos t + 2 sin t + 2]T
x1(0) = x2(0) = [0 0]T
θ̂ce(0) = θ̂(0) = [4.6, 1.2, 1.15]T (3.42)
Filter initial states are decided by Eq. (3.17).
In Fig. 3.2, the Ideal result is from the deterministic controller case where
the true parameter values are available to the controller, which means there is no
estimator to decrease the transient performance. Since both CE (certainty equiva-
lence) and the proposed method have different error and regressor definitions, the
CE method is tuned (kpce = 0.6, kvce = 0.8 when kp = 1, kv = 1) to have the same
error convergence rate as of the proposed method for the sake of fair comparison in
Fig. 3.2. A wriggle in the error trajectories is explained by the fact that our robot
system is second order. After tuning the transient performance, only the learning
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(a) Generalized position error trajectory ‖e1(t)‖










(b) Generalized velocity error trajectory ‖e2(t)‖
Figure 3.2: Tracking error norm trajectory along the time t
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(a) Parameter estimate trajectory for θ∗1






(b) Zoomed-in parameter estimate trajectory for θ∗1
Figure 3.3: Parameter estimates trajectory of θ̂1(t) along the time t
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(a) Parameter estimate trajectory for θ∗2








(b) Zoomed-in parameter estimate trajectory for θ∗2 during the first 20 sec
Figure 3.4: Parameter estimates trajectory of θ̂2(t) along the time t
50











(a) Parameter estimate trajectory for θ∗3






(b) Zoomed-in parameter estimate trajectory for θ∗3
Figure 3.5: Parameter estimates trajectory of θ̂3(t) along the time t
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rate γce for the CE method and its corresponding γ in β of Eq. (3.9) are changed
to compare the effect of the estimator structure. In the CE simulation, best per-
formance is achieved when the learning rate is set to γ = 30. Compared to the
best CE result, the proposed method already achieves almost the same performance
when the corresponding γ = 7.5. In our context, “almost the same performance”
means the rate of convergence is almost the same as with each other. Furthermore,
the proposed method attains the ideal performance at γ = 30. Since the reference
signal is persistently exciting, we can easily expect that the parameter estimates
converge to the true values. This behavior is shown in Fig. 3.3-Fig. 3.5. We may
also recognize in the same figures that the parameter estimate convergence to the
true value in the proposed method is much faster than the CE method because of the
attractive property of SR represented by Eq. (3.22). The Ideal case means the true
parameter value. Because of the high learning rate in the CE method (γ = 30), we
can recognize radical changes in the CE estimates during the updating procedure.
However, the proposed method is performing the update with relatively small efforts
compared to the CE method. In fact, γ in the proposed method is different from
the learning rate in the CE method. The γ in β of Eq. (3.9) is used to modify the
z dynamics of Eq. (3.22). This benefit is dramatically shown in the Fig. 3.6. The
control norm of the CE method reaches 200, while the proposed method reaches only
20. This difference is from the different role of γ/γce between the CE and proposed
method. In the proposed method, γ effect in β is reduced by the attracting manifold
for z. Since both z and e decay fast, γ related control signal decay fast compared
to the CE control method within the transient region (parameter estimation error
signal is dominant at this region), while γce in θ̂ce is directly fed up to the error
dynamics. Through Fig. 3.2 - Fig. 3.6, it is clear that the proposed control method
outperforms in the perspective of transient performance due to the stable manifold
designated by z.
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(a) Control efforts ‖u(t)‖







(b) Zoomed picture on the transient region in log-log scale
Figure 3.6: Control norm trajectory along the time t
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3.5.2 Proposed Control with Projection Mechanism
The performance of the proposed control scheme may be improved when it is com-
bined with the projection technique. To clearly show the difference dependant upon
the existence of a projection mechanism, we simulate the system in Eq. (3.39) based
on Theorem 2 and 3 respectively. γ is fixed at 7.5 for both controller. A reference
signal is chosen as xm(t) = [cos t, sin t]T . Because ‖xm(t)‖ = 1 for all t > 0 regard-
less of the norm of each element, we can think of xm(t) as a weakly persistently
exciting reference signal. The convergence rate of each error norm is compared in
Fig. 3.7. By adopting a projection, the error norm with a projection converges to
zero faster than one without a projection mechanism. We can observe the actual
behavior of adaptation in Fig. 3.8. As we expected, each estimate value of a projec-
tion stays at the positive region while estimates go negative in the proposed method
without a projection. Although a projection technique decreased control efforts,
both of them are still comparable to each other. This can be shown in Fig. 3.9.
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Figure 3.7: Error norm trajectory comparison between the proposed method and
the proposed method with a projection
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(a) Parameter estimate trajectory for θ∗1









(b) Parameter estimate trajectory for θ∗2









(c) Parameter estimate trajectory for θ∗3
Figure 3.8: Parameter estimates trajectory comparison according to the existence
of a projection mechanism 56





(a) Parameter estimate trajectory for θ∗3





Problem with Unknown Inertia
Parameters
Following the previous chapter, the proposed control method is applied to the adap-
tive attitude tracking control problem. Since the attitude control system is nonlinear
in nature due to the kinematic relationship, it is natural to consider attitude control
problems as another application. Further, attitude control problems arise in various
fields of industries (e.g., spacecraft, unmanned aerial vehicle, unmanned marine ve-
hicle, etc.) and there have been a strong demand for the high performance control
scheme although several solutions exist. Thus, the new adaptive attitude control




The nonlinear control problem associated with spacecraft attitude dynamics has
been extensively studied and various proportional derivative (PD) type stabilizing
feedback solutions are currently available in the literature[32–35]. In particular,
the application of model reference adaptive control theory for stabilizing space-
craft attitude tracking dynamics in the presence of arbitrarily large inertia matrix
uncertainties has been largely enabled by the crucial fact that the governing dy-
namics permit affine representation of inertia related terms[36–38]. Nearly every
one of these existing adaptive attitude tracking control solutions are based upon
the classical certainty equivalence (CE) principle[10, 39] which permits the adaptive
controller to retain a structure that is identical to that of the deterministic case con-
troller wherein the inertia parameters are fully available (no uncertainty) except for
the introduction of an additional carefully designed parameter update (estimation)
mechanism that ensures stability with the adaptive controller and boundedness of
all resulting closed-loop signals.
In theoretical terms, the closed-loop error dynamics generated by CE-based
adaptive control solutions is exactly equivalent to the deterministic case control er-
ror dynamics whenever the estimated parameters coincide with their corresponding
unknown true values. Of course, this happens only when the underlying reference
trajectory satisfies suitable persistence of excitation (PE) conditions[39]. As a result,
typically, the control performance of CE-based adaptive attitude control methods
for either set-point regulation or trajectory tracking problems can at best match
the performance of the deterministic case controller, that too only when the PE
hypothesis ensure sufficiently fast convergence of parameter estimates to their true
values. However, in practice, the closed-loop performance obtained from CE-based
adaptive controllers is often seen to be arbitrarily poor when compared to the ideal
deterministic control case either due to non-satisfaction of PE conditions and/or
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slow convergence rates for the parameter estimates. All these factors ultimately
reflect in terms of imposing wasteful rotational motion due to the control action
and thereby significant increases within the torque requirements and fuel costs.
This aforementioned performance degradation of CE-based adaptive con-
trol in attitude tracking/regulating problems is mainly caused by the fact that
search/estimation efforts of the parameter update law act like a additive distur-
bance imposed onto the deterministic case closed-loop dynamics. Another potential
cause of performance degradation is the fact that parameter estimation dynamics
are driven by the state regulation errors or tracking errors, which results in the
undesirable feature of parameter estimates being unable to get locked onto their
corresponding true values even if at any given instant during the estimation process
the estimates are equal to their true values. Moreover, parameter estimates from
CE-based adaptive control methods always deviate (drift) from their correspond-
ing true values even if they are initiated to exactly coincide with their true values
whenever there exists nonzero tracking/regulating error. Therefore, one may think
of improving the overall closed-loop performance of adaptive control schemes by ei-
ther eliminating in a stable fashion the disturbance type of terms within closed-loop
error dynamics arising due to estimation of uncertain parameters or by forcing the
parameter estimates stay locked at their true parameters once they are attained
during the estimation process. A technical challenge in this matter is to design such
a parameter update rule that would deal with both uncertain parameter effects and
estimation drift.
The main contribution is the introduction of a new non-certainty equivalence
(non-CE) adaptive attitude tracking control method that has potential to deliver
significantly superior closed-loop performance when compared to the classical CE-
based adaptive control schemes. Our results are partly motivated by the recently
formulated Immersion and Invariance (I&I) adaptive control theory[6, 9, 19]. The
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I&I design is essentially a non-CE based adaptive control methodology that over-
comes many of the performance limitations arising from CE-based designs but ap-
plications of I&I adaptive control have thus far been somewhat limited to either
single-input nonlinear systems or linear multivariable systems. In this chapter, we
extend the I&I framework to the nonlinear spacecraft adaptive attitude tracking
problem endowed with three independent torque actuators. We are able to do so
while preserving all the key beneficial features of the I&I adaptive control methodol-
ogy by introducing a stable linear filter for the regressor matrix so that the parameter
adaptation dynamics reside within a stable and attracting manifold. In particular,
our novel controller design approach ensures that the additive disturbance type of
term arising within the closed-loop dynamics due to the parameter estimation error
decays to zero independent of satisfaction of any PE type conditions. Moreover,
rate of this decay can be prescribed to be arbitrarily fast while negligible or at worst
minimal impact on the overall fuel/control budgets. Yet another interesting and
important consequence of our new result that is never possible with existing CE-
based solutions is the fact that the proposed adaptive parameter estimation process
automatically stops if and when the parameter estimates happen to coincide with
their corresponding unknown true values. Our formulation is given in terms of the
globally valid (singularity-free) four-dimensional unit quaternion representation for
attitude. Assuming the spacecraft inertia matrix to be unknown, we make use of
full-state feedback, i.e., perfect measurement of body angular rate and the attitude
measurement in terms of the quaternion parameterization to guarantee globally sta-
ble closed-loop behavior with asymptotic convergence of regulation/tracking errors
for all possible initial conditions. It is pertinent here to observe the fact that the set
of special group of rotation matrices that describe body orientation in three dimen-
sions SO(3) is not a contractable space and hence quaternion based formulations
do not permit globally continuous stabilizing controllers[32, 33]. In this sense, we
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adopt the standard terminology/notion of (almost) global stability for this problem
to imply stability over an open and dense set in SO(3) as is usually seen in literature
dealing with this problem[40]. It should also be emphasized that the basic approach
outlined in this chapter can be readily extended to other attitude representations
including minimal three-parameter sets[41–43].
This chapter is organized as follows. In section 4.2, the attitude tracking
control problem is formulated starting from basic description of quaternion kine-
matics and the Euler rotational dynamics equations. Then, in section 4.3, the main
theoretical results are presented along with detailed stability proofs. In section 4.5,
we show numerical simulation results for spacecraft attitude tracking control prob-
lems comparing our new non-CE method with a conventional CE-based method to
highlight the performance improvement due to presence of an attracting manifold
within the proposed parameter adaptation mechanism.
4.2 Problem Formulation
Euler’s rotational equations of motion state the rigid body attitude dynamics in
terms of its angular velocity ω(t) ∈ R3 prescribed in a body fixed frame, the mass
moment of inertia defined through the 3 × 3 symmetric positive-definite matrix J
(assumed to be an unknown constant), and an external control torque u(t) ∈ R3,
as follows
Jω̇(t) = −S(ω(t))Jω(t) + u(t) (4.1)
where the skew-symmetric matrix operator S(·) represents the vector cross product
operation between any two vectors as defined by
S(x)y = x× y; x,y ∈ R3 (4.2)
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where q(t) is the four-dimensional unit-norm constrained quaternion vector repre-
senting the attitude of the body-fixed frame FB with respect to the inertial frame
FN . In the following development, for the sake of notational simplicity, the time
argument ‘t’ is left out except at places where it is noted for emphasis. We de-
note qo and qv as scalar and vector parts of the unit quaternion respectively, i.e.,
q = [qo, qv]T along with the unit quaternion constraint qTq = 1. Quaternion oper-





where I3×3 is the 3×3 identity matrix. The direction cosine matrix can be obtained
from the quaternion vector through the following identity[34]
C(q) = I3×3 − 2qoS(qv) + 2S2(qv) (4.5)
and the time rate of change for the direction cosine matrix C(q) is given by the
well-known Poisson differential equation[34]
d
dt
C(q) = −S(ω)C(q) (4.6)
which is the matrix version of the rotational kinematics stated through Eq. (4.3).
Since it is natural for the commanded angular velocity to be specified in its own
reference frame FR, we assume the commanded angular velocity ωr to be stated in
the reference frame FR and we denote qr to orient the commanded reference frame
63
FR with respect to the inertial frame FN . Then, the attitude and angular velocity
tracking errors are obtained as follows
C(δq) = C(q)CT (qr) (4.7)
δω = ω − C(δq)ωr (4.8)
where the attitude error quaternion δq = [δqo, δqv]T follows our notational conven-
tion. We note here that FB → FR means C(δq) → I3×3 (i.e., δq → [±1, 0, 0, 0]T ).
From the attitude error definition in Eq. (4.7), the attitude error dynamics is ob-
tained in a matrix form as follows
d
dt
C(δq) = −S(ω)C(q)CT (qr) + C(q)CT (qr)S(ωr)
= −S(ω)C(δq) + C(δq)S(ωr)
= −S(ω)C(δq) + S(C(δq)ωr)C(δq)
= −S(ω − C(δq)ωr)C(δq)
=⇒ d
dt
C(δq) = −S(δω)C(δq) ⇐⇒ δq̇ = 1
2
E(δq)δω (4.9)
wherein the identity C(δq)S(ωr) = S(C(δq)ωr)C(δq) has been employed which
can be easily proved by using the identity of the vector cross product under three
dimensional rigid rotation such that
C(δq)S(ωr)ν = C(δq)(ωr×ν) = C(δq)ωr×C(δq)ν = S(C(δq)ωr)C(δq)ν, ∀ν ∈ R3
(4.10)
Corresponding angular rate error dynamics for the rigid-body rotational motion is
given by differentiating Eq. (4.8) along Eq. (4.1) and Eq. (4.9). Thus, the overall
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Jδω̇ = −S(ω)Jω + u+ J [S(δω)C(δq)ωr − C(δq)ω̇r] (4.12)
wherein the inertia matrix J is unknown and the adaptive control objective is to
determine control torque u(t) while employing full-state feedback [ω(t), q(t)] so as
to achieve boundedness of all closed-loop signals and convergence of tracking errors
limt→∞[δqv(t), δω(t)] = 0 for all possible reference trajectories [ωr(t), qr(t)] and
initial conditions [ω(0), q(0)]. We can summarize frames used in the analysis as
follows
FN
q−−−−→ FB =⇒ b̂ = C(q)n̂
FN
qr−−−−→ FR =⇒ r̂ = C(qr)n̂
FR
δq−−−−→ FB =⇒ b̂ = C(δq)r̂ (4.13)
where b̂, n̂, and r̂ are the unit vector triads about FB, FN , and FR respectively.
4.3 Adaptive Attitude Tracking Control
In this section, we present a novel non-CE adaptive control method for the attitude
tracking problem represented by Eq. (4.11) and Eq. (4.12) while we specifically
focus on obtaining closed-loop performance improvement. The following theorem
represents the main results.
Theorem 4. Consider the attitude tracking error system Eq. (4.11) and Eq. (4.12)
with the inertia matrix J being unknown, and suppose the adaptive control input u
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is determined through
u = −W (θ̂ + β)− γWfW Tf [kp(ωf − δqv)− δω] (4.14)
˙̂
θ = γW Tf [(α + kv)ωf + kpδqv]− γW Tωf (4.15)
β = −γW Tf ωf (4.16)
wherein kp, kv, γ > 0 are any scalar constants, α = kp + kv and the regressor ma-
trix W is constructed in the following fashion
Wθ∗ = −S(ω)Jω + J [S(δω)C(δq)ωC − C(δq)ω̇C ] + J (kvδω + kpδq̇v + αkpδqv)
(4.17)
where θ∗ = [J11, J12, J13, J22, J23, J33]T represents the elements of the unknown sym-
metric inertia matrix J = [Jij ]. Further, the signals Wf and ωf required in com-
puting the control input u in Eq. (4.14) are obtained from stable first-order linear
filter dynamics
ω̇f = −αωf + δω (4.18)
Ẇf = −αWf + W (4.19)
with arbitrary initial conditions Wf (0) ∈ R3×6 and ωf (0) ∈ R3. Then, for all
possible initial conditions [ω(0), q(0)] and reference trajectories [ωC(t), qC(t)],
the closed-loop is globally asymptotically stable leading to the convergence condition
limt→[δqv(t), δω(t)] = 0.
Proof. First, we re-arrange Eq. (4.12) into parameter affine form consistent with the
definition of the regressor matrix W in Eq. (4.17). Starting with the addition and
subtraction of terms J (kvδω + kpδq̇v + αkpδqv) to the right hand side of Eq. (4.12)
and following up through the regressor definition in Eq. (4.17) and some minor
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algebraic manipulations, it is easy to obtain
δω̇ = −kvδω − kp(δq̇v + αδqv) + J−1(Wθ∗ + u) (4.20)
where kv and kp are any scalar positive gains, and α = kv + kp as defined earlier
in this section. Obviously, the angular rate tracking error dynamics in Eq. (4.12)
is algebraically equivalent to Eq. (4.20) and accordingly, we shall henceforth refer
the overall attitude tracking error dynamics to be represented by Eq. (4.11) and
Eq. (4.20).
Next, we consider (only for purposes of the ensuing stability analysis) a linear
filter involving the control signal defined by
u̇f = −αuf + u (4.21)
so that we are able to work toward introducing a stable and attracting manifold into
the adaptation algorithm. Now, we transform the attitude tracking error dynamics
into the filtered attitude tracking error dynamics using Eq. (4.18) and Eq. (4.19).
Differentiating both sides of the filter dynamics in Eq. (4.18) followed by substitution










ω̇f + kvωf + kpδqv − J−1(Wfθ∗ + uf )
]
(4.22)
whose solution may be immediately established by
ω̇f = −kvωf − kpδqv + J−1 (Wfθ∗ + uf ) + εe−αt (4.23)
where the exponentially decaying term η(t) .= εe−αt on the right hand side of the
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preceding equation is characterized by
η̇ = −αη; η(0) = ε =
[
ω̇f (0) + kvωf (0) + kpδqv(0)− J−1 (Wf (0)θ∗ + uf (0))
]
(4.24)






in such a way that the composite term (θ̂+β) indicates an instantaneous estimate for
the unknown parameter vector θ∗ which therefore amounts to a significant departure
from the classical certainty equivalence adaptive control methodology. Accordingly
Eq. (4.23) becomes
ω̇f = −kvωf − kpδqv − J−1Wfz + εe−αt (4.26)
wherein the quantity z .= θ̂ + β − θ∗ is introduced to indicate the parameter esti-
mation error. The dynamics of the parameter estimation error can be derived by
making use of Eq. (4.15), Eq. (4.16) and Eq. (4.26) to yield the following
ż = ˙̂θ + β̇ = −γW Tf J−1Wfz + γW Tf η (4.27)











where λmin is the minimum eigenvalue of the unknown symmetric positive defi-
nite inertia matrix J , ζ > 9/(4γ) max [1/kv, 1/kp] and µ > 9/(4α) max [1/kv, 1/kp].
By taking the time derivative of V along trajectories generated from Eq. (4.11),
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Eq. (4.15), Eq. (4.16), Eq. (4.24) and Eq. (4.26), we have the following
V̇ = ωTf
(
−kvωf − kpδqv − J−1Wfz + η
)
+ δqTv δω +
ζ
λmin
zT ( ˙̂θ + β̇)− µαηTη
= −kv‖ωf‖2 − kpωTf δqv − ωTf J−1Wfz + ωTf η + δqTv (ω̇f + αωf )−
ζγ
λmin
zT W Tf J
−1Wfz − µαηTη
= −kv‖ωf‖2 − kpωTf δqv − ωTf J−1Wfz + ωTf η+
δqTv
(




zT W Tf J
−1Wfz − µαηTη
= −kv‖ωf‖2 − kp‖δqv‖2 − ωTf J−1Wfz + ωTf η − δqTv J−1Wfz + δqTv η−
ζγ
λmin









































































which is negative semidefinite indicating boundedness for all closed-loop signals.
Further, since V is lower bounded and monotonic by the negative semidefinite-
ness of V̇ , we know that
∫∞
0 V̇ (t)dt exists and is finite, which, in turn, implies
ωf , δqv, J
−1Wfz,η ∈ L2 ∩ L∞. This also implies boundedness of ω̇f , δq̇v, Ẇf ,
and ż from Eq. (4.11), Eq. (4.15), Eq. (4.16), Eq. (4.19), and Eq. (4.26). By using
Barbalat’s lemma, we can now guarantee limt→∞[ωf (t), δqv(t), J−1Wf (t)z(t)] = 0.
Based on the last result, we may also show that limt→∞ ω̇f (t) = 0 from Eq. (4.26).
Finally, from Eq. (4.18), it follows that limt→∞ δω(t) = 0.
One last step remains now which is to recover the actual control input u
from the filtered control signal uf defined through Eq. (4.21) and Eq. (4.25). This
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can be accomplished through





By substituting Eq. (4.15), Eq. (4.16), and Eq. (4.19) in the preceding expression, the
adaptive control torque u can be recovered to be the expression given in Eq. (4.14),
thereby completing the proof of Theorem 4.
The following observations are now in order.
1. From positive definiteness of matrix J and the fact that we are able to prove
convergence condition limt→∞ J−1Wf (t)z(t) = 0, it follows that the proposed




z ∈ R6 | Wfz = 0
}
(4.31)
in such a way that all closed-loop trajectories ultimately end up inside S.
Moreover, convergence to this attracting manifold can be made arbitrarily
fast by tuning the learning rate parameter γ present within the control law in
Eq. 4.14. This is a most significant feature of the non-CE adaptive controller
derived here given the fact that the term J−1Wf (t)z(t) essentially arises in
Eq. (4.26) due to the mismatch between current estimate of the parameter (θ̂+
β) and its corresponding true value θ∗ and therefore plays the role of being an
additive disturbance imposed onto the ideal case (no parameter uncertainty)
closed-loop system having dynamics given by
ω̇f = −kvωf − kpδqv + εe−αt (4.32)
A primary implication of this assertion is that the closed-loop performance
obtained in the ideal case is recovered through the presence of the attracting
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manifold in the adaptive case; a feature that is seldom available with existing
CE-based adaptive control schemes. This statement can be further elaborated
based on the fact that conventional CE-based adaptive controllers rely upon
the cancelation of the uncertain parameter effects (within the time deriva-
tives of suitable Lyapunov-like candidate functions to render them negative
semi-definite), and accordingly the recovery of the ideal case (no uncertainty;
deterministic control) closed-loop performance happens only after either the
parameter estimates converge to their corresponding true values and/or the
tracking/regulating errors converge to zero. The role played by the learn-
ing rate parameter γ will be further illuminated in the numerical simulations
section.
2. The key steps that permit extension of the non-CE based I&I adaptive control
framework[6, 9] to the spacecraft adaptive attitude tracking control problem
are represented through our introduction of the regressor filter in Eq. (4.19)
and the algebraic developments leading to establishment of Eq. (4.20) which
were made possible by judiciously adding and subtracting the following term
J (kvδω + kpδq̇v + αkpδqv)
to the right hand side of Eq. (4.12). Also important to note is the fact that
only the angular rate error signal δω needs to be filtered through Eq. (4.18)
to obtain the signal ωf which is required for the controller implementation
whereas no filtering is needed on the attitude error signal represented by the
unit-norm constrained error quaternion δq. Moreover, in the non-adaptive
ideal case, if the parameter θ∗ is exactly known (no uncertainty), then the
filtered control signal specified in Eq. (4.25) can be replaced by simply using
uf = −Wfθ∗ ultimately leading to u = αuf + u̇f = −Wθ∗ thereby obviating
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any need for the regressor filter of Eq. (4.19) during controller implementation.
3. It is always possible to introduce the filter states such that η(t) = 0 for all
t ≥ 0 by letting η(0) = 0 based on the suitable selection of initial filter states
such as ωf (0) = (δω(0)+kpδqv(0))/kp and Wf (0) = 0 in Eq. (4.26). This will
further improve the transient performance of the closed-loop adaptive attitude
control system because η(t) = 0 eliminates the time and control effort needed
toward enabling the filter state convergence. Of course, as seen from the
preceding proof, even in the case that η(0) 6= 0, closed-loop stability and
overall convergence of the trajectories to the attracting manifold S remains
true and the signal η(t) still converges to zero exponentially fast. However,
having η(0) = 0 permits us rewrite the dynamics governing the parameter
estimation error signal z given in Eq. (4.27) as follows
ż = −γW Tf J−1Wfz (4.33)
which is rigorously linear with respect to the parameter estimation error z.
Thus, if at any instant of time t, the parameter estimation error z is equal to
zero, then adaptation stops henceforth and thereby parameter estimates stay
locked at their true values (i.e., if z(t∗) = 0 for some t∗ > 0, then z(t) = 0 for
all t ≥ t∗). We emphasize here that this nice feature is available only if the
filter initial conditions are chosen such that η(0) = 0 and such a possibility is
never available with existing CE-based formulations.
4. Finally, one needs to be extra careful while interpreting the properties of
the attracting manifold definition S defined in Eq. (4.31) to the extent that
limt→∞ z(t) = 0 obviously implies limt→∞Wf (t)z(t) = 0 but the converse is
not necessarily true. Therefore, just as with CE-based controllers, even under
the proposed non-CE adaptive control scheme, there is no recourse from en-
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suring satisfaction of suitable PE conditions on the reference trajectory if one
were interested in ensuring convergence of all the parameter estimates to their
respective unknown true values.
4.4 Adaptive Control with Parameter Projection
In Chapter 3, we use a projection technique wherein the unknown parameters are
positive real. Here, we assume that the bounds for each element of the inertia
matrix are given as a priori (i.e., θk ∈ (θmin, θmax) for k = 1, . . . , 6). Then, from




δ1(tanh φ∗1 + 1) + θ
∗
1min










δ1(tanh(φ̂1(t) + β1(t)) + 1) + θ∗1min
δ2(tanh(φ̂2(t) + β2(t)) + 1) + θ∗2min
...
δ6(tanh(φ̂6(t) + β6(t)) + 1) + θ∗6min
 (4.35)
where δk = (θ∗kmax − θ
∗
kmin
)/2 for k = 1, . . . , 6. We see in Eq. (4.35) that each
element of θ̂p remains within the a priori bounds of θ∗p by definition. Based on
the reparameterization in Eq. (4.34) and Eq. (4.35), the stability of the proposed
attitude control method combined with the smooth projection technique is presented
in the followings.
Theorem 5 (Adaptive Attitude Tracking Control with Projection). For the attitude
tracking system represented by the error dynamics Eq. (4.11) and Eq. (4.12), let the
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control torque u computed by
u = −W θ̂p − γWfDiag[κ]W Tf ((kv − α)ωf + kpδqv + δω) (4.36)
wherein φ̂ and β is computed by
˙̂
φ(t) = γ(αWf −W )Tωf + γW Tf (kvωf + kpδqv) (4.37)
β = γW Tf ωf (4.38)








kp, kv, γ, and α are defined in Theorem 4. Filters and regressor matrix W are
identical to Eq. (4.18), Eq. (4.19), and Eq. (4.17) respectively. Then, the atti-
tude tracking control objective is satisfied, i.e., limt→∞[δqv(t), δω(t)] = 0 for all
[δqv(0), δω(0)] ∈ R6.
Proof. Starting from Eq. (4.20), filtered error dynamics for ωf are obtained by
substituting filter states Eq. (4.18), Eq. (4.19), and Eq. (2.8) along with uf =
−Wf θ̂p as follows
ω̇f = −kvωf − kpδqv − J−1Wfχ (4.40)
where we use the same definitions for a parameter estimation error χ and adaptation

















δk [log cosh(zk + φ∗k)− zk tanh φ∗k]︸ ︷︷ ︸
P
(4.42)
which is an identical definition of Eq. (4.28) except for P function and missing η
term (we ignored η because it plays no role on the stability proof as already shown
in the previous section). In a similar way in the projection section in Chap. 3, we
can prove that P is a lower bounded and monotonically increasing function with
respect to ‖z‖ by the followings:
P ′zk = δk
∂
∂zk
(log cosh(zk + φ∗k)− zk tanh φ∗k)
= δk (tanh(zk + φ∗k)− tanh φ∗k)

> 0 if zk > 0
< 0 if zk < 0
= 0 at zk = 0
(4.43)
P ′′zk = δk
∂
∂zk
(tanh(zk + φ∗k)− tanh φ∗k) = δksech2(zk + φ∗k) > 0 for all zk (4.44)
Thus, Vp is lower bounded and positive with respect to [ωf , δqv,z]. Next, by taking
time derivative of Vp in Eq. (4.42) and substituting Eq. (4.40), Eq. (4.11), Eq. (4.37),
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and Eq. (4.38), we obtain the result
V̇p =ωTf
(
−kvωf − kpδqv − J−1Wfχ
)





δk [tanh(zk + φ∗k)− zk tanh φ∗k] (
˙̂
φk + β̇k)︸ ︷︷ ︸
χT ż
=− kvωTf ωf − kpδqTv δqv − ωTf J−1Wfχ− δqTv J−1Wfχ−
ζγ
λmin










































Because the foregoing inequality result is the same as Eq. (4.29) except that z is
replaced by χ and η is ignored, we can argue the similar signal chasing process and
thereby it is guaranteed that limt→∞[δqv, δω] = 0. u is obtained from u = u̇f +αuf
following the same steps described in Eq. (3.37).
Attracting manifold is defined by SAP as follows
SAP = {χ | Wfχ = 0} (4.46)
As in the robot application with projection algorithm, χ has the estimation error
property of z in Eq. (4.31).
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4.5 Numerical Simulations
4.5.1 Proposed Control without Projection Mechanism
In order to demonstrate the various features of the proposed adaptive attitude con-
trol method, we perform numerical simulations and compare the closed-loop tra-
jectory tracking simulation results with the quaternion CE-based adaptive control
results from Ref. [38]. Two sets of simulations are performed. In the first case, the
reference trajectory does not satisfy the underlying persistence of excitation con-
ditions to ensure convergence of parameter estimates to their corresponding true
unknown values. The second set of simulations consider a persistently exciting ref-
erence trajectory.
The numerical model for the attitude tracking control system has the follow-







which can be rewritten as in vector form as θ∗ = [20, 1.2, 0.9, 17, 1.4, 15]T . The
corresponding CE-based adaptive control law taken from Ref. [38] is listed below
uce = 2(P−1)T
[






θce = ΓY Tr (4.49)
where r .= δqv + αceδq̇v; P
.= δqoI3×3 + S(δqv) corresponds to the vector part
operator of E(q) in Eq. (4.4); Y ∈ R3×6 is a regressor matrix corresponding our W
in Eq. (4.17); αce,K ∈ R3×3 are constant, positive definite, diagonal gain matrices;
and Γ ∈ R6×6 is any learning rate matrix that is also constant, positive definite, and
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diagonal. In the following simulations, the initial value of the parameter estimate
for both u and uce is chosen to be θ̂(0) + β(0) = θ̂ce = [21, 2.2, 1.9, 18, 24, 16]T ,
the initial body quaternion q(0) = [
√
1− 3 ∗ 0.18262, 0.1826, 0.1826, 0.1826]T , and
the reference quaternion qC(0) = [1, 0, 0, 0]T . The body is initially at rest and the
corresponding reference angular velocity profile is given at each simulation.
Non-PE Reference Trajectory
For the first set of simulations, we consider a non-PE reference trajectory described
by
ωr(t) = [0.3(1− e−0.01t
2
) cos t + te−0.01t
2
(0.08π + 0.006 sin t)] · [1, 1, 1]T (4.50)
which has the following principal angle characteristics based on ωr as shown in
Fig. 4.1.









Figure 4.1: Reference signal trajectory in terms of the angular position along the
time t. During the first 20 seconds, its excitement to the error dynamics is rich.
After that period, the amount of change in the reference signal is no longer enough
to excite the error dynamics (i.e. not sufficient to drive the estimation error to zero).
To permit a fair and meaningful comparison between the CE-based controller
and proposed non-CE adaptive controller, we have tuned the various controller
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parameters to obtain similar error convergence rates as shown in Fig. 4.2 assuming
that the inertia matrix J is known (ideal case performance).
The corresponding control gains are determined as follows: αce = diag{10, 10, 10},
K = diag{10, 10, 10}, Γ = diag{0.1, 0.1, 0.1, 0.1, 0.1, 0.1} for the CE-based method;
and kv = 0.5, kp = 0.5, γ = 100 for the proposed method. The wriggle seen in
Fig. 4.2 for the proposed method is from the fact that the deterministic/ideal case
error dynamics (described by Eq. (4.26) with Wfz = 0) correspond to a second-order
system whereas the ideal case closed-loop dynamics under the CE-based method re-
sult in a stable first-order system in terms of the composite error signal r (for further
details, refer [38]).
Next, we assume the inertia matrix J to be unknown and simulate both
the CE and non-CE adaptive controllers. The resulting closed-loop simulations are
documented in Fig. 4.3. Initial filter state values for the proposed method are cho-
sen as follows: Wf (0) = 0 and ωf (0) = (δω(0) + kpδqv(0))/kp, thereby satisfying
η(t) = 0 for all t ≥ 0. The learning rate Γ of the CE-based adaptive control
method in Eq. (4.49) and its counterpart γ for the proposed adaptive controller
are systematically tuned to achieve performance that is as close as possible as the
ideal case performance obtained for both methods in Fig. 4.2. The attitude and
angular rate errors converge to zero with both adaptive controllers. However, as
seen in Fig. 4.3(a) and Fig. 4.3(b), the closed-loop performance from the proposed
method remains more or less the same when compared to the corresponding ideal
case performance in Fig. 4.2. This is clearly not the case with the CE-based con-
troller because the attitude and angular rate errors exhibit a very slow convergence
trend in Fig. 4.3. The norms of the control torques commanded by the CE-based
controller and the non-CE controller are both plotted in Fig. 4.3(c) where it can
be clearly seen that the torque demands due to the CE-based adaptive controller
are severe during the initial transient. Given that we are simulating a trajectory
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(a) quaternion error δqv







(b) angular velocity error δω
Figure 4.2: Ideal case closed-loop performance obtained with the CE-based and the
proposed non-CE controller assuming the inertia matrix J to be known
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(a) quaternion error δqv







(b) angular velocity error δω
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(c) initial transient of control norm highlighting the difference between CE-based and the
proposed adaptive control methods










(d) parameter estimation error norm
Figure 4.3: Adaptive attitude tracking closed-loop performance comparison between
the classical CE-based controller and the proposed non-CE controller for a non-PE
reference trajectory
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tracking problem, the steady state torques obviously remain time-varying to ensure
tracking along the prescribed reference trajectory. The parameter estimation er-
ror norms are compared in Fig. 4.3(d). We recognize that parameter estimation
error fails to converge to zero for both methods due to the non-PE nature of the
underlying reference trajectory.
The role played by the parameter γ in the proposed adaptive controller is
studied next. It is clear from Eq. (4.27) that whenever η(0) = 0, the attractiveness of
manifold S can be accelerated by increasing the value of γ parameter. This implies
the ideal case (no uncertainty) closed-loop performance can be closely recovered
with increasing γ values. We consider two different γ values: γ = 10 and γ = 100
and report the simulation results in Fig. 4.4. For the larger γ case, the attitude
tracking performance is improved as seen from the faster attitude and angular rate
error convergence in Fig. 4.4(a) and Fig. 4.4(b). Parameter estimation error with
large γ also converges faster than one with small γ in Fig. 4.4(d) since the manifold
attractivity of Eq. (6.27) is increased. In Fig. 4.4(c), we recognize that the peak
control norm is mostly unchanged in spite of the increased γ value since the reduction
in the parameter estimation error due to the larger γ value contributes to a decrease
in the control norm during the transient part of the simulation.
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(a) quaternion error δqv








(b) angular velocity error δω
84






















(d) parameter estimation error norm
Figure 4.4: Performance study of the proposed non-CE adaptive attitude tracking
controller for two different different γ values
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PE Reference Trajectory
We now consider the case wherein the reference trajectory is persistently exciting so
that parameter estimates from the CE-based controller and the proposed non-CE
controller may converge to their corresponding true values. The reference angu-
lar velocity for this simulation is taken to be ωrp(t) = [cos t + 2, 5 cos t, sin t + 2]T .
Before comparing the closed-loop performance of each method, we first tune the de-
terministic (ideal case non-adaptive) control performance as done before in Fig. 4.5,
which leads to αce = 8 (the rest of control gains are same as before). The inertia
matrix is once again assumed unknown and the adaptive control simulations for the
PE reference trajectory case are shown in Fig. 4.6. First, we note that the attitude
and angular rate error convergence remains slow with the CE-based method. Since
the reference trajectory is persistently exciting, the parameter estimates converge
to their true values and this convergence rate is significantly faster for the proposed
method compared to the CE-based approach as seen in Fig. 4.6(d).
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(a) quaternion tracking error δqv








(b) angular velocity error δω
Figure 4.5: Ideal case closed-loop performance for the PE reference trajectory ob-
tained with the CE-based and the proposed non-CE controller assuming the inertia
matrix J to be known
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(a) quaternion tracking error δqv










(b) angular velocity error δω
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(d) parameter estimation error norm
Figure 4.6: Adaptive attitude tracking closed-loop performance comparison between
the classical CE-based controller and the proposed non-CE controller for a PE ref-
erence trajectory
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4.5.2 Proposed Control with Projection Mechanism
In the following simulation where the proposed control scheme is combined with the
projection algorithm, system response trajectories are compared with those of the
foregoing adaptive controller. γ is set to 20 during the simulation and the reference
attitude trajectory is generated by ωr(t) in the previous section. In addition, system
parameters of Eq. (4.47) are used. The performance of the proposed controller with
projection is better than that of the proposed controller only. Although the transient
response of both control methods are comparable during first 20 seconds, we notice
in Fig. 4.7 that the proposed controller with projection shows a smaller error-norm
trajectory in the long run. One thing needs to be mentioned here is that this
simulation is performed with a relatively small γ value. If we increase γ value,
then the trajectories of both closed-loop systems converge to the ideal trajectory
(deterministic case of the proposed controller) shown in Fig. 4.2. Differences are
highlighted in Fig. 4.8. The estimation trajectories of the proposed control method
with projection do not leave known parameter bounds (denoted by brown lines)
while some of the proposed control method without projection cross the parameter
bound line. Lastly, we see that parameter estimates of both methods fail to identify
true parameter values because of the non-persistence excitation of the reference
signal ωr.
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(a) Quaternion error norm trajectory












(b) Angular velocity error norm trajectory
Figure 4.7: Error norm trajectory comparison between the proposed method and
the proposed method with a projection
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(a) Parameter estimate trajectory for θ∗1










(b) Parameter estimate trajectory for θ∗2










(c) Parameter estimate trajectory for θ∗3
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(d) Parameter estimate trajectory for θ∗1










(e) Parameter estimate trajectory for θ∗2













(f) Parameter estimate trajectory for θ∗3
Figure 4.8: Parameter estimates trajectory comparison according to the existence
of a projection mechanism
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Chapter 5
Attitude Estimator with Known
Angular Velocity
This chapter includes an overview of the attitude estimation problem and presents
an novel approach to it by designing an attracting manifold. The designed attracting
manifold through an adaptive estimation update preserves the orthogonal structure
of attitude matrices on all n-dimensional spaces. In Chapter 6, the developed atti-
tude estimator is combined with the proposed adaptive attitude tracking controller
to be implemented in real systems.
5.1 Introduction
Attitude estimation problems arising in numerous aerospace and robotics applica-
tions are about how to find a 3-dimensional attitude matrix from an input-output
relationship. The attitude matrix is represented by a proper orthogonal matrix
in SO(3) topologically. Thus, the actual unknown element number is 6 although
the total number of elements in the attitude matrix is 9. Based on this property,
numerous attitude estimation/determination algorithms are available in the liter-
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ature presented by both control and estimation communities. The important fact
is that conventional estimation methods rely on linear over-parameterization of 6
elements[44] although 6 elements are nonlinear parameterization of fewer number of
coordinates[42, 45]. In addition to grouping conventional estimation methods based
on attitude parameterization, depending on how the underlying attitude estimation
algorithm is implemented, we may also categorize them broadly into two classes:
batch type and sequential type estimators.
Batch type estimators utilize more than two observations at each observa-
tion instant to determine the attitude matrix, thereby necessitating the use of two
or more independent sensors. QUEST[46] and FOAM[47] belong to the class of
batch type estimators. Estimates of attitude matrix are computed by minimizing a
quadratic cost function originally proposed by Wahba[48] in a statistical way. An-
other variant of batch estimator in use is TRIAD[49], which requires at most n − 1
linearly independent observation vectors for n-dimensional attitude matrices to solve
a matrix equation deterministically[50].
Sequential type estimators, in contrast with batch type estimators, need only
one observation at each observation instant. An extended Kalman filter[51] is one
of most commonly used sequential type estimators. Instead of fusing measurements
from multiple sensors at each instant, sequential type estimators utilize an analytic
model of the system to forward propagate the observation data. Attitude estimates
are then generated by comparing predicted observations with actual measurements
while updating the underlying analytic model through minimization of a suitable
optimality criterion. The standardly adopted optimality criterion for Kalman fil-
tering is the minimization of variances between estimates from sensor measurement
and predicted values derived from the system analytic model. Applications of ex-
tended Kalman filter type sequential estimators are documented for missions such
as the Earth Radiation Budget Satellite (ERBS)[52, 53] and the Solar Anomalous
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Magnetospheric Particle Explorer (SAMPEX)[54, 55].
Both batch and sequential type estimators have successfully found their ap-
plication in a wide array of spacecraft missions. However, they usually have a crucial
limitation due to the over-parameterization and resulting non-orthogonal attitude
estimates. In order to eliminate problems associated with over-parameterization,
recently, an adaptive algorithm for orthogonal matrix estimation was developed by
Kinsey and Whitcomb[56]. The convergence proof for their algorithm utilizes a
matrix logarithmic map defined over the attitude estimation in the 3-dimensional
space, which means the extension to n-dimensional space requires a n-dimensional
matrix logarithmic map. Further, the matrix logarithmic map is not injective for
certain class of orthogonal matrices. Precisely stated, SO(3) group, where attitude
matrices belong, does not include the orthogonal matrix whose trace is −1 (the
corresponding Euler principal rotation angle φ = ±π).
In this chapter, we present new classes of adaptive estimation algorithms for
uncertain n×n proper orthogonal matrices. The proposed estimation methodology
introduces an attracting manifold about the “true” but “unknown” attitude ma-
trix where estimate and true attitude matrices become identical under a standard
observation condition. Simultaneously, the attracting manifold helps enforcing the
attitude matrix estimate to be proper and orthogonal at every time step. Design
of the attracting manifold results in significant reduction of computational burden
associated with: (a) being able to fully utilize the available prior information on
orthogonality of the unknown attitude and thereby avoiding over-parameterization;
and (b) not having to perform the re-orthogonalization process at each time step.
The standard observation assumption refer to the availability of persistence in ex-
citation (PE) and we are able to show that the attitude estimate is guaranteed to
converge to the corresponding true value with PE condition. Convergence proof for
the proposed estimation algorithm is accomplished in such a way that not only are
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the restrictions associated with the logarithmic map of Kinsey and Whitcomb[56]
are completely eliminated but our results also generalize nicely for attitude matrices
on all n-dimensional spaces.
This chapter is organized as follows. In the following section, adaptive atti-
tude estimation problems are formulated under standard assumptions such as known
reference signal, bounded noise, and persistent excitation. Then, we present main
results that establish a new orthogonality preserving attitude matrix estimation
algorithm valid for the general n-dimensional case. In section 5.3.2, robustness
analysis for the proposed estimation algorithm subject to the measurement noise
is presented. Implications of the developed estimation algorithm for 2-dimensions
followed by 3 dimensions are discussed in section 5.4 and 5.5 respectively. Numer-
ical simulation results are presented in section 5.6 to demonstrate and validate the
proposed algorithm.
5.2 Problem Formulation
As mentioned before, adaptive attitude estimation method depends on the contin-
uous time input-output attitude equation represented as follows
y(t) = C(t)r(t) (5.1)
where C(t) is an unknown time-varying proper orthogonal matrix; i.e., a time-
varying direction cosine matrix satisfying C(t)CT (t) = CT (t)C(t) = In×n and
det(C(t)) = 1 for all t. Unit vectors r(t) ∈ Rn and y(t) ∈ Rn respectively cor-
respond to the input and output signals, both of which are assumed accessible for
all time t. In addition, r(t) is assumed to be a differentiable function of time with
a bounded derivative. The measurement model Eq. (5.1) is from a model of mea-
surement sensors such as star trackers, sun sensors and magnetometers[57]. More
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specific examples of star sensor modeling in attitude determination problems can be
found in [58, 59]. For the magnetometer and its modeling, refer to [60]. In general, a
few sensors are equipped together to achieve high accurate attitude information[61].
C(t) evolves along the time t by the following Poisson differential equation
Ċ(t) = −S(ω(t))C(t) (5.2)
where ω(t) ∈ Rm is any prescribed/measured bounded signal for m = n(n − 1)/2,
and S(·) : Rm → Rn×n is a skew-symmetric matrix function such that ST = −S.
The fact is that if C(0) is a proper orthogonal matrix, then C(t) is always a proper
and orthogonal matrix for all t whenever it evolves along Eq. (5.2)[62]. The esti-
mation objective is to find an adaptive algorithm computing the proper orthogonal
matrix Ĉ(t) ∈ Rn×n as an estimate for the “true” but unknown matrix C(t) at each
instant t. Since Ĉ(t) is orthogonal, the estimator structure is the same as Eq. (5.1)
and represented as
ŷ(t) = Ĉ(t)r(t). (5.3)
Analogous discrete-time estimator structure with different update laws for Ĉ(t) can
be found in the spacecraft attitude determination problems. In such cases, r(t)
and y(t) are respectively interpreted as the star catalog values (inertial) and the
corresponding star tracker measurements. Spacecraft rendezvous and proximity op-
erations computing relative navigation solutions are other examples for the proposed
adaptive attitude estimation framework. To quantify the error between the true at-
titude matrix and its estimate, the attitude estimation error matrix C̃(t) is defined
by matrix subtraction as follows
C̃(t) = Ĉ(t)− C(t) (5.4)
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Obvious from the definitions in Eq. (5.1) and Eq. (5.3) is the fact that the at-
titude error convergence, limt→∞ C̃(t) = 0, implies the output estimation error,
e(t) .= ŷ(t) − y(t) → 0 as t → ∞. In the following developments, unless consid-
ered necessary, the time argument t is omitted from various signals for the sake of
notational simplicity.
5.3 Adaptive Attitude Estimation with Attracting Man-
ifold
In this section, we present an adaptive estimate update law for Ĉ(t), its robustness
analysis subject to bounded measurement noise, and comparison with certainty
equivalence principle.
5.3.1 Main Result




S(ω)− γ(yŷT − ŷyT )
]
Ĉ(t);
any real γ > 0, any proper orthogonal Ĉ(0) ∈ Rn×n (5.5)
then, Ĉ(t) remains a proper orthogonal matrix for all t > 0 implying that attitude
matrix estimation error C̃(t) and the output estimation error e(t) remain bounded
for all t ≥ 0. In addition, the estimation process for Ĉ(t) is driven along an “at-




In×n − CT ĈCT Ĉ
)
r(t) = 0. (5.6)
Proof. Like the Poisson differential equation Eq. (5.2) preserving orthogonality of
C(t) for all t, Eq. (5.5) enforces orthogonality of Ĉ(t) for all t. This is simply because
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(yŷT − ŷyT ) is also a skew-symmetric matrix. Thus, Ĉ(t) and C̃(t) remain bounded
for all t, which means e(t) is also bounded for all t. The convergence property along






where tr(·) is the matrix trace operator. Taking the time derivative of V (t) in
Eq. (5.7) along the update dynamics Eq. (5.5) leads to the following equality
V̇ (t) = tr
(












−rrT + CT ĈCT ĈrrT
)
= −γrT (In×n − CT ĈCT Ĉ)r
= −γ
2
rT (In×n − CT ĈCT Ĉ − ĈT CĈT C + In×n)r
= −γ
2
rT (In×n − CT ĈCT Ĉ − ĈT CĈT C + (CT ĈCT Ĉ)T (CT ĈCT Ĉ))r
= −γ
2
rT (In×n − CT ĈCT Ĉ)T (In×n − CT ĈCT Ĉ)r
= −γ
2
‖(In×n − CT ĈCT Ĉ)r‖2 (5.8)
Since V (t) ≥ 0 from Eq. (5.7) and V̇ (t) ≤ 0 from Eq. (5.8), we have existence of
V∞
.= limt→∞ V (t). Moreover, from the fact that V̈ (t) is bounded (seen by differen-
tiating both sides of Eq. (5.8)), using Barbalat’s lemma, we conclude limt→∞(In×n−
CT ĈCT Ĉ)r(t) = 0.
Remark 5. From the definition of C̃(t) in Eq. (5.4), we see that the convergence of
Ĉ(t) to C(t) leads to limt→∞ C̃(t) = 0, which is equivalent to CT (t)Ĉ(t) → In×n
as t → ∞ by the matrix orthogonality property. This means the satisfaction of
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the convergence condition of Theorem 6 in Eq. (5.6). However, the inverse of the
pervious statement is not true. In general, the satisfaction of Eq. (5.6) does not
guarantee the convergence of Ĉ(t) to C(t) without certain persistence of excitation
(PE) conditions for r(t). These PE conditions will be further elaborated upon in
the later sections.
5.3.2 Robustness Analysis
In order to account for the effect of measurement noise, the input-output attitude
equation is modified as follows
y(t) = C(t)r(t) + v(t) (5.9)
where measurement noise v(t) is assumed to be bounded and its bound is vmax
.=
supt‖v(t)‖. In addition, from a practical standpoint, we may assume that vmax  1
without loss of generality though this assumption is not required for our analysis.










Because of the same estimation update law for Ĉ(t), proper orthogonality of Ĉ(t) is
preserved regardless of measurement noise v(t). Thus, Vr(t) is uniformly bounded.
Further, the time derivative of Vr(t) is obtained using Eq. (5.3), Eq. (5.5), and
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I − CT ĈCT Ĉ
)
r − γvT C
(





‖(In×n − CT ĈCT Ĉ)r‖
[
‖(In×n − CT ĈCT Ĉ)r‖ − 2vmax
]
. (5.11)
By the presence of measurement noise v(t), the sign indefinite term γvT C
(
I − CT ĈCT Ĉ
)
r
is introduced; thus, the convergence property of Eq. (5.6) is no longer valid. How-
ever, we may conclude that the residual set of Vr(t) is governed by vmax based on
the fact that V̇r(t) ≤ 0 in Eq. (5.11) whenever ‖(In×n − CT ĈCT Ĉ)r‖ − 2vmax ≥ 0.
The foregoing robustness analysis of the proposed estimation algorithm confirms
that while all the signals remain bounded, accuracy of estimated attitude values is
deteriorated by measurement noise.
5.3.3 Comparison with Certainty Equivalence Framework
In this section, the proposed adaptive estimation algorithm in Theorem 6 and the
conventional adaptive estimation algorithm based on certainty equivalence principle
(CE)[39] are compared to explore the difference between them. In order to be con-
sistent with the standard assumptions of the CE methodology, C(t) is restricted to
be a constant C∗ (i.e., ω(t) = 0 in Eq. (5.2)). Benefits of the proposed estimation
algorithm is originated from the fact that it preserves the proper and orthogonal
structure of estimate Ĉ(t) along time t, while the conventional adaptive estima-
tion schemes cannot. The reason for the foregoing fundamental difference is how
to parameterize the unknown C∗. Utilizing the orthogonal structure of C∗ as prior
information results in the nonlinear parameterization of C∗ in Eq. (5.1), which is
not readily amenable to most existing CE-based formulations. On the other hand,
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if we do not use an a priori information about C∗, then C∗ is linearly parameterized
and CE methods become feasible. However, the simplification due to the linear pa-
rameterization in CE methodologies requires over-parameterization and permitting
estimates to be non-orthogonal matrices (6∈ SO(3)) while C∗ ∈ SO(3), which means
the poor estimation performance. For the case when C(t) = C∗, a simple CE-based
formulation based on standard methods[39] may be obtained as given by
˙̂
C(t) = −γerT ; any real γ > 0, any Ĉ(0) ∈ Rn×n (5.12)
where just as before, the output estimation error e(t) is defined by e(t) = ŷ(t)−y(t).









where C̃(t) is defined in Eq. (5.4). The time derivative of V ce(t) along solutions of
Eq. (5.12) is derived as follows












= −γrT C̃T C̃r
= −γ‖C̃r‖2 = −γ‖e‖2 ≤ 0 (5.14)
Since V ce(t) ≥ 0 and V̇ ce(t) ≤ 0, V ce(t) is uniformly bounded and V ce∞
.= limt→∞ V ce(t)
exists and is finite. Thus, Ĉ(t) and e(t) are also bounded from the boundedness of
V ce(t). Further, based on ė = ˙̃Cr+ C̃ṙ whose terms are bounded, we have ė ∈ L∞.
Thus, by using Barbalat’s lemma, it is guaranteed that e(t) → 0 as t →∞.
Remark 6. The demonstrated CE-based method is applicable only to the case when
unknown attitude matrix is a constant matrix as described in the foregoing analysis.
In the proposed adaptive estimation method by Theorem 6, no such restriction
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exists.
Remark 7. CE-based adaptive estimation methods have no mechanism to enforce
orthogonality to attitude estimates at each time instant. Thus, even when one
selects the initial guess Ĉ(0) as a proper orthogonal matrix, there is no guarantee
that Ĉ(t) is orthogonal for all t > 0. Different from CE-based adaptive estimation
methods, the proposed method guarantees that Ĉ(t) is orthogonal for all t ≥ 0 by
ensuring Poisson differential equation for Ĉ(t) update.
Remark 8. In the following sections, we show that the persistent excitation condition
for the reference input of the proposed estimation method is less restrictive than
that of CE-based estimation methods.
5.4 2-D Attitude Estimation
The simplified result of Theorem 6 specialized to a 2-dimensional attitude estimation
problem is presented in this section. During the synthesis of adaptive estimator, we
may define a precise condition for the persistency of reference signals in order for
the estimation error C̃ to converge to zero.
For the 2-dimensional attitude matrix, it is possible to represent the attitude
matrix C(t) as a matrix parameterized by single scalar variable θ(t) and the corre-
sponding estimate Ĉ(t) of an unknown attitude matrix is parameterized by θ̂(t) as
follows
C(t) = eJθ(t) =
 cos θ − sin θ
sin θ cos θ
 , Ĉ(t) = eJθ̂(t) =
 cos θ̂ − sin θ̂
sin θ̂ cos θ̂
 (5.15)
where J is the 2× 2 matrix generalization of
√






Corollary 1. For the input-output system described by Eq. (5.1), with n = 2, if the
initial value of the attitude estimate Ĉ(0) = eJθ̂(0) is such that θ̂(0) ∈ Θs where
Θs = {φ ∈ R : φ− θ(0) 6= (2k + 1)π} , k = 0,±1,±2, . . .
then the attitude estimate matrix Ĉ(t) generated through Eq. (5.5) exponentially
converges to the unknown true value C(t) for all non-zero (unit-vector) reference
inputs r(t) ∈ R2.
Proof. In addition to the boundedness of V (t) in Eq. (5.7), we may characterize it



































From the last step of Eq. (5.17), we see that 0 ≤ VF (t) ≤ 4 for all t ≥ 0 and
VF (t) = 4 at θ̂(t)− θ(t) = (2k + 1)π for all integer k (simultaneously, VF (t) = 0 at
θ̂(t)− θ(t) = 2kπ for all integer k). Moreover, from the differentiation of VF (t) with


















= 0 at τ = 2kπ, (2k + 1)π for all integer k (5.18)
it is clear that τ = 2kπ, (2k +1)π are equilibria for VF . Stability of those equilibria
is obtained by the time derivative of VF (t). Since CT ĈCT Ĉ = eJ(2θ̂−2θ) based on
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our notation, V̇F (t) (= ddtVF (t)) is simplified as follows






 1− cos(2θ̂ − 2θ) − sin(2θ̂ − 2θ)




















VF (4− VF )‖r‖2 ≤ 0 (5.19)
Since ‖r‖ is unit from the reference signal definition, V̇F (t) < 0 except for equilibria
and VF (t) is always monotonically decreasing. Therefore, we may conclude that
VF (t) → 0 as t → ∞ as long as VF (0) 6= 4 as a direct result of Theorem 6. The
foregoing analysis enables us to categorize two sets of equilibria based on their
stability. One is the set of unstable equilibria defined by the condition VF = 4
which corresponds to θ̂(t)−θ(t) = (2k+1)π for integer values of variable k. Thus, if
VF (0) = 4, then VF (t) = 4 for all t. The other is the set of stable equilibria defined
by the condition VF = 0 which corresponds to θ̂(t)− θ(t) = 2kπ. If θ̂(0) ∈ Θs, then
θ̂(t) converges to one of stable equilibria asymptotically. Properties of VF and its
equilibria discussed so far are depicted in Fig. 5.1. Furthermore, from Eq. (5.19)
with ‖r‖ = 1, we have
V̇F (t) = −
γ
2
VF (t) [4− VF (t)] (5.20)




for all t ≥ 0, where c = VF (0)
4− VF (0)
(5.21)








Figure 5.1: Plot showing variation of the bounded Lyapunov candidate function for flatland
case VF (t) with respect to the estimated variable θ̂(t).
leads to exponential convergence of VF (t) to zero. This means that if θ̂(0) ∈ Θs,
then θ̂(t) − θ(t) → 2kπ where integer k is determined by θ̂(0), which is equivalent
to that limt→∞ C̃(t) = 0 as claimed in Corollary 1.
Remark 9. In 2-dimensional attitude problems, we eliminate an over-parameterization
by updating θ̂(t) instead of 2 × 2 matrix Ĉ(t). More specifically, instead of using
Eq. (5.5), Ĉ(t) can be generated by using the identity Ĉ(t) = eJθ̂(t) given from
Eq. (5.15) as follows
˙̂
θ(t) = ω(t) + γ [y2(t)ŷ1(t)− y1(t)ŷ2(t)] (5.22)
where the scalar ω(t) is from the definition ω(t) = ω(t)ek in Eq. (5.2), and ek is a
unit vector normal to the plane defined by 2-dimensional basis vectors.
Remark 10. Corollary 1 states that C̃(t) converges exponentially to zero as long
as θ̂(0) ∈ Θs. Thus C(t) need not be a constant matrix and even r(t) need not be
persistently exciting (i.e., r(t) = r∗ where r∗ is any non-zero constant vector), which
is impossible from the convention CE-based adaptive attitude estimation framework.
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Remark 11. If the initial guess θ̂(0) is one of unstable equilibria, then the proposed
estimation method cannot make θ̂(t) converge to θ(t) for all t. On the other hand,
the perturbation from unstable equilibria ensures the exponential convergence of
θ̂(t) to θ(t) for all t > t∗ after some t∗ no matter how small the applied perturbation
is.
Remark 12. The robustness to the bounded measurement noise v(t) is obtained by
considering the specialized version of the n-dimensional case in Eq. (5.11) given by
V̇r(t) = −2γ sin2(θ̂ − θ)‖r‖2 − γ
[
cos θ − cos(2θ̂ − θ)
]
vTr
≤ −2γ sin2(θ̂ − θ)‖r‖2 + 2γ sin(θ̂ − θ)vTr (5.23)
Since ‖r(t)‖ = 1 as mentioned before, the last inequality is simplified further as
V̇r(t) ≤ −2γ |sin(θ̂ − θ) |
[
|sin(θ̂ − θ) | −vmax
]
(5.24)
We see that V̇r(t) ≤ 0 whenever | sin(θ̂ − θ) | −vmax ≥ 0, which may provide an
approximate upper bound on the estimation error for relatively low measurement
noise (i.e.,vmax is small enough to satisfy sin(vmax) ≈ vmax). If vmax = 0, then the
proposed estimator recovers the exponential convergence immediately.
5.5 3-D Attitude Estimation
Before we proceed to the 3-dimensional attitude estimation problem, one thing
should be mentioned here. So far, we consider the case that a single sensor generates
measurements for the attitude estimator in Eq. (5.5) instead of multiple sensors. In
a practical point-of-view, we may have more than one sensor for the system to
increase the performance of the attitude estimator. The following analysis shows
how to interpret the presence of multiple sensors within the proposed estimation
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framework as an extension of Theorem 6. Suppose we have M number of sensors
generating output measurements for the attitude estimator
yk(t) = C(t)rk(t), k = 1, 2, . . . ,M (5.25)







(ykŷTk − ŷkyTk )
]
Ĉ(t); (5.26)
any real γ > 0, any proper orthogonal Ĉ(0) ∈ Rn×n
where ŷk denotes the kth estimated output computed by
ŷk(t) = Ĉ(t)rk(t), k = 1, 2, . . . ,M (5.27)
From the definition of Lyapunov candidate Eq. (5.7) with a subscript M , we can
derive the following time derivative of VM (t):
V̇M (t) = tr
(
−C̃T S(ω)C̃ + γ
M∑
k=1


















‖(In×n − CT ĈCT Ĉ)rk‖2 (5.28)
which recovers Eq. (5.8) when M = 1. Stability proof remains the same as Theo-
rem 6 except for summation. One thing should be noted in Eq. (5.28) is that we can
obtain the same effect from a single measurement device by tuning γ of Eq. (5.5)
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instead of adopting M measurement devices. Given that all technical details remain
unaltered with single or multiple measurements, to keep the notation simple, we re-
tain the single measurement model while discussing all further implications of our
proposed attitude estimation algorithm for 3-dimensions.
The unit-norm constrained quaternion is adopted to parameterize the atti-
tude matrix without singularity in 3-dimensional form of Theorem 6. Thus, the true
attitude matrix C(t) is represented by the quaternion vector q(t) = [qo(t), qv(t)]T
where the subscripts ‘o’ and ‘v’ respectively designate the scalar and vector parts of
the quaternion representation. To obtain C(t) from q(t), the following relationship
is used
C(t) = I3×3 − 2qo(t)S(qv(t)) + 2S2(qv(t)) (5.29)
where the 3 × 3 skew-symmetric matrix operator S(·) designates the vector cross
product operation such that S(a)b = a × b for all three-dimensional vectors a
and b. Corresponding Ĉ(t) is represented through the quaternion parameterization
q̂(t) = [q̂o(t), q̂v(t)]T so that we have
Ĉ(t) = I3×3 − 2q̂o(t)S(q̂v(t)) + 2S2(q̂v(t)) (5.30)
In a similar way, the quaternion z = [zo(t),zv(t)]T parameterize the attitude matrix
error defined by CT (t)Ĉ(t) which is a proper orthogonal matrix in the following
manner
CT (t)Ĉ(t) = I3×3 − 2zo(t)S(zv(t)) + 2S2(zv(t)) (5.31)
where, by using the quaternion multiplication[34], the following identity holds
zo(t) = qT (t)q̂(t). (5.32)
In other words, if vectors q and q̂ are aligned in the same direction (i.e., if q = ±q̂
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or in other words, C = Ĉ), we have zo = ±1 which from the unit vector constraint
on the quaternion implies that ‖zv‖ = 0. Recalling the definition of the attitude
estimation error matrix C̃(t) in Eq. (5.4), it is obvious that C̃ = C(CT Ĉ−I3×3), and
accordingly, we have C̃(t) = 0 whenever CT (t)Ĉ(t) = I3×3 (i.e., z is a multiplicative
matrix error definition, while C̃ is an additive matrix error definition). Thus, the
vector z(t) has a relationship with C̃(t) such that zo(t) = ±1 ⇐⇒ zv(t) = 0 if
and only if matrix CT (t)Ĉ(t) = I3×3 ⇐⇒ C̃(t) = 0. Note that the quaternion
parameterization of CT (t)Ĉ(t)CT (t)Ĉ(t) in Theorem 6 in terms of z is obtained
by quaternion multiplication z ⊗ z where ⊗ denotes the quaternion multiplicative
operator, and it is given by
CT (t)Ĉ(t)CT (t)Ĉ(t) = I3×3 − 2(2z2o(t)− 1)S(2zozv) + 2S2(2zozv) (5.33)
Based on the derived parameterization, the following 3-dimensional result
and its stability proof are stated in quaternion space.
Corollary 2. For the input-output attitude measurement system of Eq. (5.1) in the
3-dimensional case, suppose the true/unknown attitude matrix C(t) evolving accord-
ing to Eq. (5.2) is parameterized by the quaternion vector q(t) through Eq. (5.29).
If the attitude estimate matrix Ĉ(t) is parameterized by the unit quaternion q̂(t) ac-
cording to Eq. (5.30) and is updated according to Eq. (5.5) subject to the condition
that q̂(0) /∈ Ψu where
Ψu =
{
η ∈ R4 : ‖η‖ = 1;ηTq(0) = 0
}
then for all non-zero (unit-vector) reference inputs r(t) ∈ R3 the following conver-
gence condition holds asymptotically
lim
t→∞
‖r(t)× zv(t)‖ = 0 (5.34)
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where z(t) = [zo(t),zv(t)]T is a quaternion representation for the cascaded proper
orthogonal matrix CT (t)Ĉ(t).
Proof. The following Lyapunov candidate function for the 3-dimensional case de-













2I3×3 − (ĈT C + CT Ĉ)
)
(5.35)
In terms of the quaternion parameterization z(t) (corresponding to the multiplica-
















−z23 − z22 z1z2 z1z3
z1z2 −z21 − z23 z2z3
z1z3 z2z3 −z22 − z21









= 4(1− z20) (5.36)
where zv = [z1, z2, z3]T . In the same way as in the 2-dimensional case, Vo(t) is
uniformly bounded for all t ≥ 0 between 0 and 4. Based on Eq. (5.32), we may
interpret the extrema of Vo(t) in a geometric sense. If q̂ is on the hyperplane normal
to q (i.e., z0 = qT q̂ = 0), then Vo = 4, its maximum value. On the other hand, if q̂
is aligned along q (i.e., z0 = 1 or − 1), then Vo = 0, its minimum value. Physically,
zo = 0 corresponds to an error in the Euler principal rotation angle (for the matrix
CT Ĉ) given by ±π and therefore, the properties of Vo(t) in the 3-dimensional case
are very much analogous to the function VF (t) of the 2-dimensional case.
The time-derivative of Lyapunov candidate function Vo(t) is derived following
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= −8γz20rT ST (zv)S(zv)r
= −8γz20‖zv × r‖2 ≤ 0 (5.37)
It is clear from the last inequality of Eq. (5.37) that Ψu is a set of equilibrium
points for Vo(t) at t = 0 (i.e., zo(0) = 0); thus, if Vo(0) = 4, then V̇o(t) = 0 and
Vo(t) = 4 for all t ≥ 0. The stability of Ψu is characterized by the argument
that if zo(0)
.= δ 6= 0, with δ being arbitrarily small, then due to V̇o(t) ≤ 0 from
Eq. (5.37), we are guaranteed that | zo(t) |≥| δ | for all t > 0 and accordingly, there
is no way for convergence zo(t) → 0 to happen as t → ∞. Therefore, Ψu is a set
of unstable equilibrium points for Vo(t) at t = 0. Foregoing analysis is depicted in
Fig. 5.2. On the other hand, by assuming q̂(0) /∈ Ψu, we may preclude the case
Unstable equilibrium manifold
4-D unit hypersphere
Figure 5.2: Illustration of the error quaternion vector z = [zo,zv]T representing the proper
orthogonal matrix CT Ĉ. The hyperplane zo = 0 represents an unstable equilibrium mani-
fold.
that limt→∞ zo(t) = 0. Thus, V̇o(t) ≤ 0 and its combination with V (t) ≥ 0 leads to
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the fact that limt→∞ V (t) exists and is finite, which means limt→∞
∫ t
0 V̇o(σ)dσ also
exists and is finite. Further, we see that V̈o(t) is bounded by differentiating V̇o(t) and
thus, V̇o(t) is uniformly continuous. By virtue of Barbalat’s lemma, it is obtained
that limt→∞ V̇o(t) = 0. Sine we ruled out limt→∞ zo(t) = 0 by the assumption
in Theorem 6, limt→∞ V̇o(t) = 0 is identical to limt→∞ ‖r(t) × zv(t)‖ = 0. This
completes the proof.
Remark 13. A direct consequence from Corollary 2 is the fact that whenever q̂(0) /∈
Ψu, not only are we assured of convergence limt→∞ ‖r(t) × zv(t)‖ = 0 but in fact,
the output estimation error e(t) also converges to zero as t → ∞. This result
can be easily established as follows: first, from Eq. (5.31) we note that zv × r =
S(zv)r = 0 implies CT Ĉr = r; subsequently, starting with the definition of the
output estimation error e(t), in the limit t →∞, we obtain
e(t) = ŷ(t)− y(t) = C̃(t)r(t) = C(t)[CT (t)Ĉ(t)− I3×3]r(t) = 0
which proves the stated assertion.
Remark 14. In the 2-dimensional attitude estimation case, we observe that there is
an update law for a single parameter instead of the 2× 2 matrix update law. This
simplicity remains true for the 3-dimensional case by using a quaternion update law
for q̂(t) satisfying Eq. (5.30). First, it need to be recognized that 3-dimensional
vectors y(t) and ŷ(t), the skew-symmetric matrix yŷT − ŷyT listed in Eq. (5.2) can
be expressed in terms of the vector cross-product as follows
γ(yŷT − ŷyT ) = −S(γy × ŷ) (5.38)






q̂Tv (ω + γy × ŷ); ˙̂qv(t) =
1
2
[q̂oI3×3 + S(q̂v)](ω + γy × ŷ) (5.39)





T (t)(γy × ŷ); żv(t) =
1
2
[zoI3×3 + S(zv)]CT (t)(γy × ŷ) (5.40)
This can be further simplified by using the rotational invariance property of cross
product









Remark 16. Starting from Corollary 2, it is possible to show that when q̂(0) /∈ Ψu
together with ṙ(t) 6= 0 (i.e., the reference input not a constant vector), then the
attitude estimation error C̃(t) asymptotically converges to zero. In Corollary 2
we proved that limt→∞[zv(t) × r(t)] = 0. This result can be applied in Eq. (5.31)
to infer that CT (t)Ĉ(t)r(t) = r(t) as t → ∞ which may further be substituted
in Eq. (5.41) leading us to limt→∞ żv(t) = 0. Further, from uniform continuity of
zv(t)× r(t), we have
lim
t→∞




[zv(t)× r(t)] = 0
which implies that limt→∞[żv(t)×r(t)+zv(t)×ṙ(t)] = 0 or limt→∞[zv(t)×ṙ(t)] = 0.
This means that as t →∞, zv(t)×ṙ(t) → 0 and zv(t)×r(t) → 0, i.e., the vector zv(t)
is simultaneously parallel to both r(t) and ṙ(t). It’s possible only if zv(t) = 0 since
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every unit vector r(t) satisfies rT (t)ṙ(t) = 0, and therefore vectors r(t) and ṙ(t)
remain normal to one other for all t. Now that we have limt→∞ zv(t) = 0, from
Eq. (5.31), it is possible to conclude that CT (t)Ĉ(t) → I3×3 as t →∞ and accord-
ingly, the asymptotic convergence result limt→∞ C̃(t) = 0 for the attitude estimation
error matrix.
Remark 17. As a specialized case, we may consider the convergence properties of
the attitude estimation algorithm for constant reference input, i.e., r(t) =∗ for all
t ≥ 0. To analyze the evolving attitude error trajectory in terms of z, the projection




rT∗ [zoI3×3 + S(zv)]C
T (t)(y × ŷ)
= γrT∗ [zoI3×3 + S(zv)]
[
zo(zv × r∗)× r∗ − (rT∗ zv)(zv × r∗)
]
= γ(rT∗ zv)‖zv × r∗‖2 (5.42)
From the last equation in Eq. (5.42), two properties should be noted here. The first
is that when the zv(t) is orthogonal to r∗, then zv(t) will evolve restricted on the
plane whose normal vector is aligned with r∗. This implies that zv(t) → 0 as t →∞
on the plane defined by the r∗ vector whenever q̂(0) /∈ Ψu, i.e., zo(0) 6= 0 due to
the fact that limt→∞[zv(t) × r∗] = 0 as provided by Corollary 2. The other result
of Eq. (5.42) is that any non-zero component of zv(t) along r∗ has the same sign
as that of the component of żv(t) along r∗. Thus, the absolute value of rT∗ zv(t)
increases monotonically toward 1 so that zv(t) never converges to zero. We may
visualize the foregoing analysis using an unit sphere in 3-dimensions. Then, zv(t)
evolves on or inside the unit sphere whose poles are intersection between r∗ and the
unit sphere. Note that the equatorial plane is normal to r∗. Depending on zv(0)
and corresponding zo(0), we have the following convergence conditions:
(a) If zv(0) is on the equator (i.e., zo(0) = 0), and zv(0)Tr∗ = 0, then zv(t) will
116
remain on the equator.
(b) If zv(0) is on the equatorial plane but not on the equator (i.e., zo(0) 6= 0),
and zv(0)Tr∗ = 0, zv(t) asymptotically converges to zero (the center of the
sphere). Accordingly, the attitude estimation matrix C̃(t) also converges to
zero.
(c) If zv(0) is inside the sphere but not on the equatorial plane, then zv(t) will
converge to a point on the axis towards the closest pole.
(d) If zv(0) is on the surface of sphere but not on the equator, then zv(t) will
converge to one of closet poles. More precisely, if zv(0) is in the Northern
hemisphere, then zv(t) converges to the North pole. Likewise for zv(0) in the
Southern hemisphere, zv(t) converges to the South pole.
5.6 Numerical Simulations
This section supports the theoretical results developed so far by presenting numerical
simulation results of the proposed attitude estimation algorithm. We focus on the
3-dimensional example from the simplified problem of estimating the attitude of a
satellite stationed in a geosynchronous orbit. The reference input signal r(t), and
angular velocity of the satellite ω expressed in body frame are taken as follows
r(t) = [sin t, cos t, 0]T , ω = [0, 0, 1]T . (5.43)
For our simulations, the true/unknown attitude matrix C(0) is fixed and parame-
terized by the quaternion q(0) = [0.5, 0.5, 0.5, 0.5]T based on Eq. (5.29).
Three cases are considered for simulations. For the first case, q̂(0) parame-
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It is clear that q̂(0) /∈ Ψu and therefore, zo(0) 6= 0. Given that the reference
input r(t) satisfies ṙ(t) 6= 0 and by the consequence of Corollary 2, we know that
the attitude estimation error C̃(t) asymptotically converges to zero. This is shown
in Fig. 5.3 where limt→∞ zv(t) = limt→∞[z1(t), z2(t), z3(t)] = 0 as expected.





2, 0]T ∈ Ψu. Since zo(0) = qT (0)q̂(0) = 0, we expect {zo(t) = 0, ‖zv(t)‖ = 1}
for all t > 0 according to Corollary 2. However, from the fact that zo = 0 is an
unstable equilibrium manifold, we see in Fig. 5.4 that zv(t) converges to zero after
about 40 seconds of simulation time.
Finally, the robustness of the proposed attitude estimator to the measure-
ment noise is considered. The measurement noise is modeled as a uniformly dis-
tributed random variable v(t) ∈ [−0.5, 0.5] at each time t. In this simulation, q̂(0)
is taken from Eq. (5.44). Simulation results are shown Fig. 5.5. As discussed before,
zv(t) no longer converges to zero because of the introduced measurement error v(t).
However, we may recognize that each component of zv(t) remains bounded so that
the magnitude of ‖zv(t)‖ is dictated by the magnitude of the measurement noise.
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(a) The trajectory of zo(t).













(b) The trajectory of z1(t).














(c) The trajectory of z2(t).













(d) The trajectory of z3(t).
Figure 5.3: The trajectory of the error quaternion z(t) as a function of time t. The initial
condition q̂(0) /∈ Ψu so that zo(0) 6= 0.
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(a) The trajectory of zo(t).













(b) The trajectory of z1(t).













(c) The trajectory of z2(t).













(d) The trajectory of z3(t).
Figure 5.4: The trajectory of the error quaternion z(t) as a function of time t. The initial
condition q̂(0) ∈ Ψu (the unstable equilibrium manifold) so that zo(0) = 0. Accumulation
of numerical round-off errors ultimately results in regulation of the attitude estimation error
to zero.
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(a) The trajectory of zo(t).











(b) The trajectory of z1(t).











(c) The trajectory of z2(t).









(d) The trajectory of z3(t).
Figure 5.5: The trajectory of the error quaternion z(t) as a function of time t. The
initial condition q̂(0) /∈ Ψu Measurement noise is introduced as a signal having an uniform
distribution between -0.05 and 0.05.
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Chapter 6
Separation Property for the
Rigid-Body Attitude Tracking
Control Problem
Through the preceding chapters, we present a new control method and its appli-
cations including conventional robot-arm and attitude control systems. For the
attitude control application, we develop a new attitude estimator based on the at-
tracting manifold principle. In order for the proposed attitude control method to
be implemented in real world, the stability of observer-based controller should be
proved rigorously because it is inevitable to estimate current attitude information
from sensor measurements. Although the separation principle provides the neces-
sary foundation for linear observer-based control systems, there is no such principle
for nonlinear systems due to the asymptotic convergence of estimates (generated by
observer) to the true states. In this chapter, we propose the separation-like property




Proportional-derivative (PD) type attitude control systems for rigid spacecraft,
i.e., rigid body rotational dynamics modeled by Euler’s equations together with
a suitable attitude parameterization, have been extensively studied during the past
decades[32, 35–38, 40, 63–65]. More specifically, if the spacecraft is endowed with
three independent torque actuators, then a complete (global) solution is available for
both set-point and trajectory tracking control problems assuming availability of the
full state vector comprising of the body angular rates and the globally valid (non-
singular) quaternion vector. It is a well documented fact that the set of special group
of rotation matrices that describe body orientation in three dimensions SO(3) is not
a contractable space and hence quaternion based formulations do not permit glob-
ally continuous stabilizing controllers[32, 33]. In this sense, we adopt the standard
terminology/notion of (almost) global stability for this problem to imply stability
over an open and dense set in SO(3) as is usually seen in literature dealing with
this problem[40].
When it comes to implementation of the PD type controllers, virtually all ex-
isting attitude control designs assume direct availability of the attitude (quaternion)
vector for feedback implementations. However, the practical reality is that there ex-
ists no physical sensor that permits direct and exact measurement of the quaternion
vector or any other representation of the body attitude. Motivated by this important
practical consideration, there indeed exists a separate thread of research that bears
several rich results addressing the development of attitude estimators (observers)
formulated in terms of various attitude parameterizations[42]. These estimators are
driven by measurements from rate-gyros, sun sensors, star sensors, earth sensors,
magnetometers, and a host of other sensor candidates – essentially depending upon
the particular application[44, 46, 47, 51, 66, 67], and their convergence proofs pro-
vide at best asymptotic (non-exponential) convergence to the true (actual) body
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attitude.
Given that the governing dynamics are nonlinear and time-varying, any
closed-loop stability result obtained from the PD type controller assuming exact
measurement of the quaternion vector needs to be re-established all over again once
the estimated quaternion is adopted. Therefore, a question of great theoretical and
practical importance arises as to what can be said about closed-loop stability when
the PD control implementation is modified so that the feedback uses attitude esti-
mates generated by observers instead of the actual (true) attitude variables. Since
the separation property[68] doesn’t hold in general for nonlinear systems, this re-
mains an open problem to our best knowledge for which no satisfactory solution cur-
rently exists. A key technical difficulty on this front is the fact that the closed-loop
stability for the control problem is established through energy-type Lyapunov-like
functions that aren’t strict[32], i.e., their derivatives are only negative semi-definite
involving only angular rate related terms. In such a setting, technical arguments
involving LaSalle invariance (for stabilization or set-point regulation) and/or Bar-
balat’s lemma (for trajectory tracking) are the common recourse for completing the
closed-loop stability analysis. Not surprisingly, due to the non-strict nature of the
Lyapunov-like functions in the full-state feedback control analysis, one encounters
the formidable uniform detectibility obstacle[69] whenever PD based control designs
are sought to be combined with attitude (quaternion) estimators.
In this chapter, we propose a novel methodology for design of a strict Lyapunov-
like function in terms of the quaternion parameterization of the attitude such that
the PD-type feedback controller ensures almost global closed-loop stability. Fur-
ther, by making use of the proposed strict Lyapunov-like function construction, and
thereby avoiding the detectability obstacle, we present a rigorous stability analysis
for the PD based controller when it is combined with a suitable attitude quaternion
observer (estimator).
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The fundamental contribution is that if the reference signal for the attitude
estimator possesses an easily verifiable persistence of excitation condition and the
initial condition of the quaternion estimator q̂(0) doesn’t lie inside a hyperplane
normal to the initial condition of the actual/true attitude quaternion q(0), i.e.,
q̂T (0)q(0) 6= 0, then we prove global stability and asymptotic convergence for the
attitude tracking error with respect to any commanded attitude reference trajec-
tory. Our results essentially imply that separate designs of the full-state feedback
controller and the attitude estimator may be readily combined to ensure overall
closed-loop stability. To our best knowledge, this is the first ever demonstration
of separation property in the setting of the rigid-body attitude tracking control
problem.
This chapter is organized as follows. In the following section, we develop a
new full-state feedback controller derived through a strict Lyapunov function can-
didate and then prove the asymptotic stability of the closed-loop error dynamics.
In section 6.3, we develop a new attitude observer since the true attitude values are
assumed unavailable to the controller. The estimation error dynamics are derived
based on the quaternion observer states. Section 4 presents the main results of this
chapter for the combined estimator-controller closed-loop attitude tracking system.
In section 5, numerical simulations are presented to describe the performance of the
proposed theoretical results. We complete the chapter in section 6 with appropriate
concluding statements.
6.2 Full-state Feedback Control with True Attitude Val-
ues
First, we develop a full-state feedback controller for the attitude tracking control
system based on the true attitude values. The proposed control method provides
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a strict Lyapunov candidate function in terms of the filtered angular velocity and
the attitude values explicitly for all initial values (singularity[38] depending on the
initial condition is removed). The introduced angular velocity filter is a simple low-
pass filter and used only for the stability analysis, i.e., the implementation of the
proposed control scheme does not depend on the angular velocity filter states. It
will be clear in the later part of this section. To represent the attitude of the system,
quaternion is adopted for nonsingular representation through all possible rotation
angles[42]. To be consistent with Chapter 4, we denote the true attitude of the
system as q. Each quaternion vector obviously has four parameters where the first
element, the scalar part of the quaternion, is represented by the subscript ‘o’ and
the rest of them make up the vector part of the quaternion which is represented by
the subscript ‘v’ with a bold face character, i.e., q = [qo, qv]T . We also specify qr to
denote the reference attitude trajectory in terms of the quaternion parameterization.
The direction cosine matrix C(·) is considered as a mapping from the unit
quaternion space, R4, to the proper orthogonal matrix space, SO(3) as before (i.e.,
CT C = CCT = I3×3, and det[C(·)] = 1). In the following development, three frames
(FN , FB, and FR) are used to denote the relative attitude representation associated
with C(·) as given in Eq. (4.13). Corresponding error quaternion between the body
fixed frame FB and the reference frame FR is written again for the convenience as
follows
C(δq) = C(q)CT (qr) (6.1)
which is the same definition of multiplicative quaternion attitude error δq as Eq. (4.7).
In the sequel, for the sake of notational simplicity, the time argument ‘t’ is
left out except at places where it is noted for emphasis. Each following definition is
already given and can be found in Chapter 4. We write them here for the reference
only.
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where ω is the angular velocity with respect to the body fixed frame B and the





Here, the matrix operator S(·) denotes the skew-symmetric matrix that is equivalent
to the vector cross product operation as follows [34]
S(a)b = a× b ∀a, b ∈ R3. (6.4)
The time evolution of the body angular velocity is described by the well known
Euler differential equation for rotational motion and is given by
Jω̇ = −S(ω)Jω + u (6.5)
where J is the 3× 3 symmetric positive definite inertia matrix and u is the control
torque vector.
In terms of the direction cosine matrix C(·), the analogous matrix version of
Eq. (6.2) can be derived as follows[34]
d
dt
C(q) = −S(ω)C(q) (6.6)
which of course is the well known Poisson differential equation. The true angular
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velocity error δω is defined through
δω = ω − C(δq)ωr (6.7)
where ωr(t) represents the bounded reference angular velocity with bounded time
derivatives and is prescribed with respect to the reference frame R.
In order to derive the governing dynamics for the attitude error C(δq), the
following steps are taken starting from Eq. (6.1)
d
dt
C(δq) = −S(ω)C(q)CT (qr) + C(q)CT (qr)S(ωr)
= −S(ω)C(δq) + C(δq)S(ωr)
= −S(ω)C(δq) + S(C(δq)ωr)C(δq)
= −S(ω − C(δq)ωr)C(δq)
= −S(δω)C(δq) (6.8)
Detailed derivation of the preceding relationship is given in Eq. (4.9) The attitude
matrix version of the tracking error kinematics are represented by Eq. (6.8). Dif-
ferentiating Eq. (6.7) along Eq. (6.8) and Eq. (6.5) provides the the angular rate
tracking error dynamics for the rigid-body rotational motion. Consequently the
overall attitude tracking error dynamics and kinematics (expressed in terms of the





Jδω̇ = −S(ω)Jω + u+ J η̄ (6.10)
wherein the quantity η̄ is defined for notational convenience to represent the follow-
ing
η̄ = S(δω)C(δq)ωr − C(δq)ω̇r (6.11)
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We note here that regulation of limt→∞[δqv(t), δω(t)] = 0 obviously also goes on to
achieve our desired attitude tracking control objective.
We now present the following proposition.
Proposition 1 (Full-state Feedback). For the attitude tracking system given by
Eq. (6.9), Eq. (6.10), and Eq. (6.11), consider the control torque u to be computed
as follows





(δqoI3×3 + S(δqv)) δω
]
(6.12)
where kp > 0, kv > 0, α = kp + kv. Then, all closed-loop signals remain bounded
and the attitude tracking control objective, limt→∞[δqv(t), δω(t)] = 0, is achieved
globally (for all possible initial conditions) and asymptotically.
Proof. For the sake of analysis, we introduce an angular velocity filter state ωf
governed through the stable linear differential equation
ω̇f = −αωf + δω, any ωf (0) ∈ R3 (6.13)
Differentiating both sides of the filter dynamics in Eq. (6.13) followed by substitution
of the angular velocity error dynamics Eq. (6.10) along with Eq. (6.12), we have
d
dt
[ω̇f + kvωf + kpδqv] = −α [ω̇f + kvωf + kpδqv] (6.14)
which obviously has the following analytical solution
ω̇f = −kvωf − kpδqv + εe−αt (6.15)
where the exponentially decaying term w(t) .= εe−αt on the right hand side of the
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preceding equation is characterized by
ẇ = −αw; w(0) = ε = {ω̇f (0) + kvωf (0) + kpδqv(0)} (6.16)





ωTf ωf + [(δqo − 1)2 + δqTv δqv] +
λ
2









By taking the time derivative of Vt along trajectories generated by Eq. (6.9), Eq. (6.15),
and Eq. (6.16), we have the following
V̇t = ωTf (−kvωf − kpδqv + w) + δqTv δω − λαwTw
= −kv‖ωf‖2 − kpωTf δqv + ωTf w + δqTv (ω̇f + αωf )− λαwTw
= −kv‖ωf‖2 − kpωTf δqv + ωTf w + δqTv (−kvωf − kpδqv + w + αωf )− λαwTw




























‖w‖2 ≤ 0 (6.18)
which is negative semidefinite and thus, the Lyapunov candidate function Vt is
strict[69] due to presence of non-positive terms of ωf and δqv in V̇t. Moreover, since
Vt is lower bounded and monotonic, the integral
∫∞
0 V̇t(s)ds exists and is finite,
which implies ωf , δqv ∈ L2∩L∞. This also implies boundedness of ω̇f , ω̈f , and δq̇v
from Eq. (6.9) and Eq. (6.15). Therefore, using Barbalat’s lemma, we can guarantee
limt→∞[ωf (t), δqv(t)] = 0. Finally, from the stable linear filter Eq. (6.13), it follows
that limt→∞ δω(t) = 0 thereby completing the proof.
It needs to be emphasized that the filter dynamics from Eq. (6.13) are re-
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quired only for analysis as part of the stability proof. This observation is highlighted
by the fact that the control law given in Eq. (6.12) is independent of the filter vari-
ables ωf which therefore need not be computed in the actual controller implemen-
tation. Additionally, it is also always possible to introduce the filter states such that
w(t) = 0 for all t ≥ 0 by letting w(0) = 0 based on the proper choice of initial filter
states such that ωf (0) = (δω(0) + kpδqv(0))/kp as can be seen in Eq. (6.16). Even
otherwise, if the filter initial conditions are such that w(0) 6= 0, it is obvious from
our demonstration thus far that the exponentially decaying signal w(t) present in
Eq. (6.15) can be neglected without any loss because it plays no role whatsoever
on the stability analysis[10, 11]. Accordingly, the exponentially decaying term w(t)
is eliminated hereon from filtered angular velocity error dynamics in Eq. (6.15) to
provide
ω̇f = −kvωf − kpδqv. (6.19)
and analogously, the term wTw/2 from the Lyapunov-like candidate function in
Eq. (6.17) may be dropped to simplify the stability analysis with no impact what-
soever on the overall asymptotic convergence results assured by the proposed con-
troller.
In contrast to most conventional PD-type quaternion based formulations for
rigid-body attitude control wherein Lyapunov candidate functions are at best nega-
tive semi-definite involving only the angular rate error terms, the proposed control
method succeeds in introducing an additional negative definite term −kp‖δqv‖2 in
Eq. (6.18) which makes Vt a strict Lyapunov function[69]. The importance of the
extra negative definite term consisting of the quaternion tracking error is discussed
in the sequel.
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6.3 Attitude Observer Design
In many practical applications, full-state feedback attitude control is not readily
applicable due to the fact that the true attitude quaternion measurement is typically
not available to the controller for feedback purposes. Thus, feedback control signals
are sought to be based on the estimated attitude quaternion values that are obtained
from the observer (attitude estimator) which in turn is driven by the measured
(output) signals. In this section, first we provide a brief presentation of a very
recent stability and convergence proof for an attitude estimator[67] and subsequently
introduce certain new Lyapunov-like function constructions in the context of the
attitude observer convergence analysis that ultimately enable establishment of the
nonlinear separation property.
We assume the measurement model and its estimator to be specified in the
following fashion
y(t) = C(q(t))x(t) (6.20)
ŷ(t) = C(q̂(t))x(t) (6.21)
where the output signal y indicating the true attitude measurements and the es-
timated measurements ŷ in the body fixed frame. The reference signal x is the
unit vector governing the inertial direction of the observation and ẋ is assumed to
be bounded with time. We replace r(t) with x(t) to avoid the confusion between
the attitude reference trajectory and the observation reference signal in Chapter 5.
From a practical standpoint, in three-dimensions, the measurement model Eq. (6.20)
is typical for single input-output type unit vector measurement sensors such as
star trackers, sun sensors and magnetometers[70]. More specific examples of sensor
modeling in attitude determination problems can be found in the literatures[58–61].
Discrete-time analogues of the attitude estimation problem routinely arise within
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the field of spacecraft attitude determination. In such cases, Eq. (6.20) can be in-
terpreted as that x is the star catalog value with respect to the inertial frame and
y is the corresponding star tracker measurement. Vector quantities ŷ and q̂ are the
interpreted to be estimates of y and q respectively. Obviously, both y and ŷ are
unit vectors in this model.
In the following proposition, we briefly review the convergence result of an
adaptive attitude estimator recently introduced in Akella, et al[67].





E(q̂)(ω + γy × ŷ); γ > 0 (6.22)
subject to the condition that q̂(0) ∈ Ψs where
Ψs =
{
η ∈ R4 : ‖η‖ = 1;ηTq(0) 6= 0
}
(6.23)
then, for all unit-vector reference signals x(t) ∈ R3 that are not constant with time
with bounded derivatives, the following asymptotic convergence condition holds
lim
t→∞
C(q̂(t))− C(q(t)) = 0 (6.24)
which essentially accomplishes the attitude estimation objective.
Proof. We define a new quaternion error z(t) = [zo(t),zv(t)]T to parameterize
C(z(t)) .= CT (q(t))C(q̂(t)) which has the following identity[34]
CT (q(t))C(q̂(t)) = I3×3 − 2zo(t)S(zv(t)) + 2S2(zv(t)), (6.25)
It is obvious from Eq. (6.25) that zv → 0 (zo → ±1) implies C(q̂) → C(q). Now,
we derive dynamics of zv by following similar steps described in Eq. (6.8). Differ-







γCT (q)(y × ŷ)
)
C(z) (6.26)




E(z)CT (q)(y × ŷ) (6.27)
Further, from Eq. (6.20), Eq. (6.21) and Eq. (6.25) the following algebraic identity
may be established
y × ŷ = C(q)
[
2zo(zv × x)× x− 2(xTzv)(zv × x)
]
(6.28)
and thus, we can express Eq. (6.27) as follows
żo = γzo‖zv × x‖2; żv = γ
[
z2o(zv × x)× x− (xTz)S(zv)(zv × x)
]
(6.29)









By taking the time derivative of Ve along the trajectory of zv in Eq. (6.29), we
obtain the following result
V̇e(t) = zTv żv
= −γzTv
[
z2o(zv × x)× x− (xTz)S(zv)(zv × x)
]
= −γz2ozTv [(zv × x)× x]
= −γz2o‖zv × x‖2 ≤ 0. (6.31)
From Ve ≥ 0 and V̇e ≤ 0, limt→∞ Ve(t) = Ve∞ exists and is finite which leads to
the fact that
∫∞
0 V̇e(t)dt also exists and is finite. Further, from boundedness of
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V̈e(t) (shown by differentiating Eq. (6.31)), V̇e(t) is uniformly continuous. As a
consequence, we have limt→∞ V̇e(t) = 0. From Eq. (6.29) and Eq. (6.31), we notice
that zo = 0 defines one of equilibrium manifolds (i.e., zo(0) = 0 =⇒ zo(t) = 0
for all t ≥ 0). Since zo(t) = q̂T (t)q(t) for all t ≥ 0 from Eq. (6.25)[34], zo(0) = 0
is implied from q̂(0) /∈ Ψs. In other words, if q̂(0) ∈ Ψs, then zo(0) 6= 0 and from
Eq. (6.29), it is immediately obvious that zo(t) 6= 0 for all t ≥ 0. In this case,
limt→∞ V̇e(t) = 0 implies limt→∞[zv(t)× x(t)] = 0. Again from Eq. (6.29), it means
limt→∞ żv(t) = 0. Moreover, from uniform continuity of [zv(t)× x(t)], we have
lim
t→∞




[zv(t)× x(t)] = 0 (6.32)
which implies that limt→∞[żv(t)×x(t)+zv(t)× ẋ(t)] = 0 or limt→∞[zv(t)× ẋ(t)] =
0. Thus, it is shown that zv(t) × ẋ(t) → 0 and zv(t) × x(t) → 0 as t → ∞
simultaneously. This can be possible only if zv(t) = 0 since every unit vector x(t)
satisfies xT (t)ẋ(t) = 0 (i.e., vectors x(t) and ẋ(t) remain normal to one other for
all t). This completes the proof with the fact that limt→∞ zv(t) = 0 is equivalent to
limt→∞CT (q(t))C(q̂(t)) = I3×3 from Eq. (6.25).
In addition, the following important observations are in order.
1. The equilibrium manifold zo = 0 that results whenever q̂T (0)q(0) = 0 happens
can actually be shown to be unstable. From Eq. (6.30), Ve belongs to the closed
interval [0, 1/2] with Ve = 0 whenever zo = ±1 and Ve = 1/2 whenever zo = 0.
If zo(0)
.= ξ 6= 0 (i.e., Ve(0) < 1/2) with arbitrary small ξ, then |zo(t)| ≥ |ξ|
for all t > 0 from Eq. (6.29) and thereby, it is impossible that zo(t) → 0 as
t →∞. Consequently, equilibrium zo = 0 defines an unstable manifold.
2. The convergence result of Proposition 2 can also be established by the following
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; γ > 0 (6.33)
which is well defined and a bounded function whenever q̂(0) ∈ Ψs or in other
words, zo(t) 6= 0 for all t ≥ 0. By differentiating Vo with respect to time along







v żv − zożozTv zv
)




6 −‖zv × x‖2. (6.34)
We can follow the same steps described in the proof of Proposition 2 and thus,
the asymptotic convergence C(q̂) → C(q) is again guaranteed.
3. The modification from Ve to Vo is a crucial development in the context of the
results being sought in this chapter because this new construction for candidate
function Vo helps in the production of the term ‖zv×x‖2 in V̇o(t) as seen from
Eq. (6.34) which is independent of zo. Detailed derivations in to be presented
in the sequel will further illustrate how this modification can help compensate
for the closed-loop attitude tracking and estimation errors when the attitude
estimator of Eq. (6.22) is adopted as part of a feedback control algorithm.
4. From Proposition 2, the group of initial conditions q̂(0) corresponding to the
condition q̂(0)Tq(0) = 0 are categorized as an unstable initial condition (be-
longing to unstable manifold zo(t) = 0 for all t ≥ 0) for the attitude estimator.
The effects of initializing the attitude estimator while satisfying the condition
q̂(0)Tq(0) = 0 will be demonstrated in numerical simulations section.
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5. Having the unit-vector reference signal x(t) that drives the observer to be
not constant with time is shown to be sufficient for ensuring that the atti-
tude estimate matrix C(q̂) converges to the actual attitude matrix C(q), of
course whenever q̂(0) ∈ Ψs. In effect, this condition ensures satisfaction of
“persistence of excitation” so far as the attitude observer design is concerned.
More importantly, verifying whether this condition holds or not is as simple a
matter as determining if the reference signal x is constant with time or not.
6.4 Separation Property of Observer-based Attitude Con-
trol
Analogous to the separation principle of linear control theory, we develop here a
closed-loop stability result for the nonlinear rigid-body attitude tracking control
system by carefully combining two separately designed control components: (a) the
full-state feedback part (as if the true quaternion exactly determined); and (b) the
attitude observer that estimates the quaternion using measured signals. In the
following, we first derive the attitude tracking error dynamics based on the estimated
attitude information q̂ from the attitude observer Eq. (6.22).
We start by defining the observer-based attitude tracking error δq̂ through
the following implicit relationship
C(δq̂) = C(q̂)CT (qr), (6.35)
Next, we introduce the estimated body frame FE in association with the estimated
quaternion q̂ which satisfies the following relationships:
FN
q̂−−−−→ FE =⇒ ê = C(q̂)n̂
FR
δq̂−−−−→ FE =⇒ ê = C(δq̂)r̂
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where ê represents the unit vector triad in the estimated body frame FE . By




C(δq̂) = −S(δω̂ + γy × ŷ)C(δq̂) (6.36)
where δω̂ is defined by
δω̂ = ω − C(δq̂)ωr (6.37)




E(δq̂) (δω̂ + γy × ŷ) . (6.38)
Similarly, by taking the time derivative of Eq. (6.37), and using the Euler differential
equation from Eq. (6.5), we derive the following observer-based angular velocity error
dynamics
Jδ ˙̂ω = −S(ω)Jω + u+ Jη (6.39)
wherein η is defined by
η = S(δω̂ + γy × ŷ)C(δq̂)ωr − C(δq̂)ω̇r (6.40)
It is possible to interpret the overall tracking error dynamics as given by Eq. (6.38)
and Eq. (6.39), so that our control objective for the attitude tracking problem is to
specify the control signal u(t) in such a way to achieve limt→∞[δq̂v(t), δω̂(t)] = 0
along with limt→∞[C(q̂(t))− C(q(t))] = 0.
We now present the main contribution of this chapter, a separation property
of the rigid-body attitude tracking control problems based on the new observer-based
attitude tracking control method.
Theorem 7. For the attitude tracking error dynamics described through Eq. (6.38)
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and Eq. (6.39), suppose the control input u(t) is computed by





(δq̂oI3×3 + S(δq̂v)) (δω̂ + γy × ŷ)
]
(6.41)
where kp > 0, kv > 0, α = kp + kv. Further, suppose the attitude estimate q̂(t)
is computed from Eq. (6.22) under the assumptions of Proposition 2 governing the
reference signal x (i.e., unit vector x(t) is not a constant with respect and has
bounded time derivatives). If q̂(0) satisfies q̂(0)Tq(0) 6= 0, then the attitude tracking
control objective, limt→∞[δqv(t), δω(t)] = 0, is guaranteed (almost) globally and
asymptotically. On the other hand, if the attitude estimator is initiated such that the
initial value of the estimated quaternion q̂(0) satisfies q̂(0)Tq(0) = 0, then all closed-
loop signals remain bounded with no further assurance of asymptotic convergence of
the tracking errors.
Proof. Suppose q̂T (0)q(0) 6= 0 and accordingly, zo(t) 6= 0 for all t ≥ 0. We consider
a composite Lyapunov-like candidate function that is motivated from the results
and discussion presented under Proposition 1 and 2 and is defined as follows
V = Vc + Vo =
1
2







where λ = 16γ2/kp. The construction Vc is motivated by Eq. (6.17) and involves a
new filter state ω̂f driven by the angular velocity error δω̂ in Eq. (6.37) as follows
˙̂ωf = −αω̂f + δω̂ (6.43)
Differentiating both sides of Eq. (6.43) with respect to time and making a substitu-
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tion from Eq. (6.39) and Eq. (6.41), filtered error dynamics can be seen to satisfy
˙̂ωf = −kvω̂f − kpδω̂ (6.44)
wherein we have already neglected an exponentially decaying term which can be
justified though arguments identical to those presented earlier that led to establish-
ment of Eq. (6.19). The time derivative of the Lyapunov-like candidate function V
taken along Eq. (6.27), Eq. (6.38), and Eq. (6.44) yields the following




we can further simplify V̇ from Eq. (6.45) to obtain
V̇ =− kv‖ω̂f‖2 − kp‖δq̂v‖2 + γδq̂Tv C(q)
[
2zo(zv × x)× x− 2(xTzv)(zv × x)
]
− λ‖zv × x‖2 − λ
‖zv × x‖2
z2o

























‖zv × x‖2 (6.46)
wherein the last inequality follows from the choice of λ = 16γ2/kp. Following essen-
tially same steps as on the proof of Proposition 2, we now can conclude boundedness
of all the all closed-loop signals. Further, it also follows that ˙̂ωf , ˙δq̂v, and żv are L∞.
In addition, integrating both sides of Eq. (6.46), we readily establish ‖ω̂f‖, ‖δq̂v‖,
and ‖zv ×x‖ are L2 ∩L∞. Thus, by Barbalat’s lemma, [‖ω̂f (t)‖, ‖δq̂v(t)‖, ‖zv(t)×
x(t)‖] → 0 as t →∞ which is equivalent to [δω̂(t), δq̂v(t),zv(t)] → 0 as t →∞ given
the filter definition Eq. (6.43) and the fact that the unit-vector reference signal x is
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not constant with time. Consequently, we guarantee that limt→∞[δω(t), δqv(t)] = 0
along with limt→∞[C(q̂(t))− C(q(t))] = 0.
Next, for the case q̂T (0)q(0) = 0, (i.e., zo(0) = 0 ), we consider the following
lower bounded Lyapunov-like candidate function
Vu = Vc + Ve =
1
2







Then, the time derivative of Vu is given as follows
V̇u(t) = −kv‖ω̂f‖2 − kp‖δq̂v‖2 + γδq̂Tv (y × ŷ)− γz2o‖zv × x‖2 (6.48)
Since zo(t) = 0 for all t ≥ 0 as long as zo(0) = 0 from Eq. (6.29), we can simplify
Eq. (6.48) further as follows
V̇u(t) = −kv‖ω̂f‖2 − kp‖δq̂v‖2 + γδq̂Tv (y × ŷ)




kp‖δq̂v‖2 + γ‖δq̂Tv (y × ŷ)‖
}
(6.49)
where c1 is the well defined finite positive constant consisting of norms of the
bounded quaternion element δq̂v and the quantity y × ŷ (vector cross product
between unit vectors). Similarly, from Eq. (6.47), we can represent upper bounding















Based on Eq. (6.49) and Eq. (6.50), V̇u is bounded from above by
V̇u ≤ −2kvVu + c3; c3 = 2kvc2 + c1 (6.51)
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which shows that Vu is bounded and in turn, ω̂f is bounded from Eq. (6.47). Since
ω̂f is bounded, δω̂ is also bounded from the definition of filter dynamics in Eq. (6.43)
because the rest of closed-loop signals are already bounded quaternion elements (δq̂
and z). Further, ω is bounded from Eq. (6.37). Therefore, every closed-loop signal is
bounded and likewise, the control torque is bounded from Eq. (6.41). This completes
the proof for all stated assertions.
6.5 Numerical Simulations
To demonstrate the performance of the attitude estimator (observer) combined with
the proposed controller, we perform simulations. The reference signal x(t) for the
attitude observer is taken to be x(t) = [cos t, sin t, 0]T . The commanded attitude
reference trajectory taken from the literature [38] is given as ωr = ωr(t)× [1, 1, 1]T
where ωr(t) = 0.3 cos t(1 − e−0.01t
2
) + (0.08π + 0.006 sin t)te−0.01t
2
. We assume
































]T , qr(0) =
[1, 0, 0, 0]T , and ω(0) = [0, 0, 0] (i.e., the body is initially at rest). The inertia







and control gains γ, kp and kv are all set to unity.
In Fig. 6.1, we show results from two sets of simulations wherein in one case,
the controller is given by Eq. (6.41) by using the attitude estimator, and the second
case corresponds to the controller from Eq. (6.12) that assumes instantaneous avail-
ability of the actual true quaternion q(t). It is clear from Fig. 6.1(a) and Fig. 6.1(b)
that the overall performance (speed of tracking error convergence) for the controller
that assumes availability of the true attitude quaternion is slightly faster compared
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Using Attitude Estimation ∆q`v
(a) Quaternion attitude error



































Using Attitude Estimation ∆Ω`
(b) Angular velocity error
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(c) Attitude estimator performance















Figure 6.1: Closed-loop simulation results comparing performance of the controller
from Eq. (6.41) (adopting the attitude estimator) with controller from Eq. (6.12)
that assumes direct availability of attitude variables (no estimation required).
144
to the controller that needs to perform the additional task of attitude estimation
while attending to the underlying tracking objective. Of course, this is quite reason-
able and bound to happen because the controller based on the attitude estimator
needs to apply additional effort toward compensating the difference between the
estimated attitude value and the true attitude value as shown in Fig. 6.1(c) (note
that origin in this plot is slightly off-set to the “first quadrant” in order to help
better visualization) and Fig. 6.1(d). Once the attitude estimates converge to the
true attitude values, the control norms of either controller become virtually identical
and they remain essentially non-zero to ensure the body maintains the prescribed
attitude tracking motion. This happens after about 10 seconds into the simulation
and is shown in Fig. 6.1(d).
Next, we simulate the case where the initial condition for the attitude esti-
mator q̂(0) is deliberately chosen such that the condition zo(0) = 0 is identically
satisfied. In Fig. 6.2, we show the simulation results that compare the closed-loop
performance of the controllers from Eq. (6.41) and Eq. (6.12). It is evident from
these results that the attitude estimation error converges to zero after about 60
seconds which is much slower compared to the convergence rates documented in
Fig. 6.1. Correspondingly, control efforts commanded by the controller to enable
attitude tracking are also greater as seen in Fig. 6.2(c). Since the initial condition
for the estimator in these simulations corresponds to an unstable manifold [67],
the attitude estimator expectedly converges to the actual attitude state within our
simulations after going through an initial transient.
It needs to be emphasized that there is no special significance to the time
instant t ∼ 50 seconds except for the fact that in the case of this particular simu-
lation, it took about 50 seconds for the numerical integration errors to sufficiently
build up and drive the attitude estimator away from the unstable equilibrium man-
ifold corresponding to zo = 0. It is perhaps more important to note that during
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the time the attitude estimator is stuck within the unstable equilibrium manifold
(for t ≤ 50 seconds), the control torque and all other closed-loop trajectories remain
bounded just as it is assured by our theoretical results.
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Using Attitude Estimation ∆q`v
(a) Quaternion attitude error


































Using Attitude Estimation ∆Ω`
(b) Angular velocity error
















Figure 6.2: Closed-loop simulation results comparing performance of the controller
from Eq. (6.41) (adopting the attitude estimator) with controller from Eq. (6.12)
that assumes direct availability of attitude variables (no estimation required). The





This research brings together the fields of nonlinear system analysis, system identifi-
cation, adaptive control techniques, and observation algorithms. More specifically, a
novel adaptive control method is developed and applied to actual systems, which is
enabled by designing an attracting manifold for adaptation. The proposed adaptive
control method improves the closed-loop system response and it is implemented on
both robot and spacecraft control systems. Especially in the attitude estimation
and control field, the developed adaptive control scheme is applied to a spacecraft
attitude control problem and attitude estimation algorithm is also developed and
combined with the proposed adaptive control method to demonstrate the possibility
of independent designs for an observer-based nonlinear control system.
7.1 Contributions
Detailed contributions of the presented work are in the following order:
1. A novel adaptive control method for nonlinear systems is developed on the
basis of a non-certainty equivalence principle. The proposed control method
utilizes an attracting manifold in adaptation, which is enabled by introducing
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an regressor filter. This regressor filter technique succeeds in eliminating an
integrability obstacle that is addressed as a constraint in [6]. Further, the
presented adaptive control method generalizes the result in [9]. By virtue
of an attracting manifold, a closed-loop system performance is significantly
improved without demanding increased control efforts compared with conven-
tional certainty equivalence framework (MRAC). As a result of an attracting
manifold, two properties are introduced to the closed-loop dynamics. First,
parameter estimates stay locked at true parameter values after they hit true
parameter values. For example, if initial estimates are equal to true values
incidentally, then the proposed adaptive control method act as a deterministic
controller while the MRAC method makes estimates deviate from true values.
Second, the closed-loop error dynamics always mimic the dynamics of deter-
ministic control system (i.e., control system without uncertain parameters),
which is independent of estimation errors.
2. Application to actual systems shows the improvement on the system perfor-
mance. Especially, in the spacecraft attitude tracking application, the restric-
tion on an initial quaternion error in [38] is removed.
3. An attitude estimator/observer is developed and applied to a spacecraft
attitude control problem jointly with the proposed adaptive control method.
The developed attitude estimator enforces the orthogonal structure to esti-
mated attitude matrices using Poission update law, while other attitude es-
timation algorithm can not generate orthogonal attitude matrices; thus, the
attitude estimator fully utilizes the a priori information of the system struc-
ture and thereby no longer requires an overparameterization. Since the non-
overparameterizing algorithm is validated in n-dimensional space, the attitude
estimation algorithm in 3-dimensional space (i.e., subspace of n-dimensional
space) is implemented through a quaternion update law but a matrix update
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law.
4. A separation property for nonlinear attitude control problems is
established and demonstrated using numerical simulation. The presented sep-
aration property is proved based on the fact that the deterministic version of
the proposed control method provides a strict Lyapunov function, which is
not possible when the conventional proportional-derivative type controller is
implemented. Consequently, an observer and a controller can be designed in-
dependently and combined later for the observer-based attitude control system
as it is done in the linear systems.
7.2 Recommendations for Future Research
In this dissertation, we do not mention certain possibilities that the proposed control
methods may provide on the basis of the following aspects:
1. In order to implement the proposed adaptive control method, we assume that
full-state feedback is available. It is worth investigating the use of the proposed
controller to the observer-based output feedback control systems, which may
leads to the performance improvement of overall system dynamics.
2. Although the attracting manifold serves as a sink for uncertain parameter ef-
fects in the closed-loop dynamics, it does not guarantee the convergence of
each estimate to a true parameter value and still requires a persistence excita-
tion condition for the reference input. If we can explicitly include a reference
in the attracting manifold dynamics, then it will guarantee the convergence of
estimates to the true parameter values.
3. In the attitude observer design, the angular velocity is assumed to be exactly
measured, which is not true in practical sense. Thus, there exits some solutions
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that relieve this assumption and introduce a constant gyro bias. However,
present results are not applicable to n-dimensional problems. Therefore, it
should be studied to extend the proposed result to n-dimensional attitude
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