The prevalence of low comprehension among deaf readers has been documented for decades, yet the problem persists. Progress has been hampered by uncertainty regarding which aspects of reading competence ought to be the primary focus of concerted instructional efforts. This article examines whether temporary storage capacity and/or processing automaticity may explain the difference in comprehension between skilled and less skilled adult deaf readers. Temporary storage capacity is the ability to maintain separate bits of information in current memory while they are being processed. Processing automaticity is the ability to complete certain basic operations of reading, such as recognizing individual words and chunking sets of words into meaningful phrases, with a minimum of intentional mental effort. In this study one group of deaf adults reading at the college level and another reading at the 5th-grade level completed a battery of experimental tasks that generated multiple indicators of storage capacity and automaticity. These included the reading span task of Daneman and Carpenter (1980) , an analogous addition span task, two measures of phonological processing, and a sentence-reading task that varied the demands on temporary storage and processing automaticity. Results suggest that skilled readers do not command an exceptionally large temporary storage capacity, nor do less skilled readers suffer from deficient storage capacity. The indicators of processing automaticity suggest, however, that less skilled readers must invest significantly more conscious mental effort than skilled readers to complete basic operations of reading. These findings are applied to theory related to (a) the nature of the breakdowns in comprehension faced by readers with low automaticity, (b) the interaction of low automaticity with other obstacles to comprehension, and (c) the design of practice experiences to increase the automaticity and ultimately the comprehension of deaf readers.
The prevalence of low comprehension among deaf readers has long been recognized, but questions still persist about the aspects of reading competence that are most to blame for the problem and that could be the focus of potentially more effective reading instruction. By isolating the precise aspects of competence that distinguish among skilled and less skilled deaf readers, it may be possible to identify avenues for improving the comprehension of the many who are less skilled.
A 1996 investigation by the Gallaudet Research Institute found that the median reading level for deaf 18-year-olds nationwide was a 3.9 grade equivalent compared with hearing children. The research literature includes scores of other studies documenting the reading comprehension problems of deaf students. According to Johnson (2001) , the recent proliferation of statewide minimum competence testing programs warns that the consequences of limited reading ability are rapidly worsening. Reading proficiency is a standard focus of statewide tests, and passing scores in most states are considerably higher than the performance of many deaf readers. Thus many deaf high school students may be denied a high school diploma-a credential that is crucial for making the transition to future educational programs and work placements. In response to the increasing urgency of the reading problem faced by educators of deaf readers, the present project was aimed at exam-ining specific aspects of reading competence that could explain successful reading and that could become a focus of instruction.
There are reasons to suspect that certain aspects of reading competence advanced by the literature as crucial to skilled performance may constitute key differences between deaf readers demonstrating high reading comprehension and those demonstrating low reading comprehension. One of the aspects is referred to as temporary storage capacity, and it pertains to the number of separate bits of information that a person is able to keep in mind at one time. In just one of its uses during reading, temporary storage capacity enables a reader to store strings of individual words while combining them into meaningful phrases and sentences. The second component that was studied, processing automaticity, is the ability to complete certain basic operations of reading, such as word recognition and syntactic analysis, with a minimum of mental effort. Fluent completion of these operations is commonplace among skilled readers, deaf and hearing alike, but readers with low automaticity must devote relatively large amounts of attention to them. When this occurs, a cognitive bottleneck often takes place and comprehension suffers.
Temporary storage capacity and processing automaticity interact with each other within working memory, a shared mental work space used during reading and other complex cognitive tasks. The conceptual forebear of working memory is short-term memory (Atkinson & Shiffrin, 1968) . That term, however, emphasized only the temporary storage function during information processing. According to Daneman and Carpenter (1980) and Perfetti and Lesgold (1977) , measures of shortterm memory, such as recalling lists of words and numbers, have demonstrated relatively weak correlations with measures of complex tasks such as reading because they include only a temporary storage obligation without a simultaneous processing requirement. In contrast, tasks that include both storage and processing demands, such as the reading span task conceived by Daneman and Carpenter (1980) , have shown much higher correlations with comprehension measures for both reading and listening. This research indicates that when a task requires both storage and processing of information, each of these components can contribute to the resulting performance. In addition, because both processing and storage use this same pool of cognitive resources, a problem with either one will adversely affect the other.
Temporary storage capacity is the ability to keep separate bits of information fresh in memory long enough for them to be processed effectively. This information can originate from the printed page, it can be retrieved from the long-term memory of the reader, or it can be produced by the reader's completion of one or more reading processes. Even under the best of conditions, the temporary storage capacity of working memory is extremely limited. According to the often-cited work of Miller (1956) , the temporary storage capacity of working memory is capable of maintaining between five and nine separate bits of information at the same time. As demonstrated more recently, for example by Baddeley (1989) , working memory contents are also impermanent, and they are constantly vulnerable to decay over time or to displacement by newly processed pieces of information. Some readers may be better able than others to store more information for longer durations. Young children, for example, demonstrate regular developmental increases in the number of bits of information that can be maintained in temporary storage according to Engle and Marshall (1983) . A relatively large temporary storage capacity is conducive to more complete working memory contents, and successful readers are able to maintain information effectively, averting its premature decay or displacement from working memory.
Abundant research with hearing subjects as long ago as Huey (1908) documents the critical importance of using a phonological strategy to maintain temporary storage capacity. Phonological encoding of informationan inner voice-results in significantly more effective storage than visual encoding. Use of phonology for efficient encoding in the service of temporary storage seems routinely available to most people. Researchers such as Case, Kurland, and Goldberg (1982) argue that by the end of childhood the number of items that can be maintained in temporary storage becomes relatively uniform across individuals. This research, however, overlooks the diminished access to English phonology of many deaf individuals, which could cause their temporary storage capacity to be rendered functionally smaller. Lillo-Martin, Hanson, and Smith (1992) reasoned that deaf readers' limited phonological ability is the source of a processing deficit, which may explain the reading problems of so many deaf readers.
There also has been research, particularly an extensive body of work by Hanson and colleagues (see Perfetti & Sandak, 2000 , for a review of this work) showing that skilled deaf readers may sometimes apply a version of English phonological knowledge to recode words in print even though they are relatively isolated from the sound system of English. Hanson and Fowler (1987) have theorized that even profoundly deaf individuals can access English phonology through speech training, speech reading, or the experience of reading itself. In these cases phonology is more appropriately thought of as the articulatory gestures involving the tongue, lips, and other features required to produce the sounds of English, rather than the auditory signals themselves. According to Perfetti and Sandak (2000) , "The research, although mixed in its results, suggests that the use of phonology is associated with higher levels of reading skill among deaf readers" (p. 32).
The work by Hanson and others has been extended to a theory that phonology is effectively used by certain deaf readers to improve their temporary storage capacity, that is, skilled deaf readers capitalize on their phonological knowledge to store more information in working memory for longer periods without displacement or decay. In contrast, less skilled deaf readers without the same ability to apply phonological knowledge might possess functionally smaller storage capacities, which are prone to premature displacement or decay of words even when processing demands are low. As stated by Padden and Hanson (2000) , "That phonological coding is found to be used by Deaf skilled readers is intriguing in how it points to its role in skilled reading. This role may derive from its unique ability to retain serial order, a necessary component of syntactic processing" (p. 439). However, although this research has clearly demonstrated that a version of phonological coding can occur among certain deaf readers, it has not shown that expansion of temporary storage capacity hinges on the effectiveness of such coding. Research by Kelly (1993b) found that skilled secondary school deaf readers did exhibit more complete working memory contents than less skilled deaf readers, but it was not clear whether the difference stemmed from limited storage capacity or limited processing automaticity, the second component of competence studied in this project.
Processing automaticity indicates the ability to complete certain basic reading operations without investing significant mental effort for prolonged durations. Given the impermanence of temporary storage, time spans lasting even a few seconds can be considered prolonged. During skilled reading, according to Just and Carpenter (1987) , the information temporarily stored in working memory is acted on by an assortment of reading processes. Certain of these can be described as basic linguistic processes, which include recognizing the meaning of previously learned words as well as chunking separate words into meaningful phrases. Basic linguistic processes such as these are routinely completed by skilled readers without much intentional thought. This is crucial to effective reading because such automaticity frees working memory resources so that they can be used to store information temporarily and to complete other "higher-level" reading processes, which almost always do require methodical, intentional thought. Higher-level reading processes can include inferring the author's goals and using them to guide reading, tracing the thread of an author's reasoning across separate sentences or paragraphs, intentionally retrieving and applying prior knowledge of a text's topic, and occasionally monitoring comprehension.
It is important to distinguish between low automaticity applying stored linguistic knowledge on the one hand and the completeness or accuracy of that knowledge on the other. Scores of studies have asserted that deficiencies in basic linguistic knowledge are the source of low comprehension among deaf readers, suggesting the need to eliminate these gaps in knowledge (see, for example, LaSasso & Davey, 1987; Quigley, Wilbur, Power, Montanelli, & Steinkamp, 1976; and Strassman, Kretschmer, & Bilsky, 1987) .
Other research with deaf readers presents evidence that is consistent with low automaticity as an explanation for low comprehension. The study by Lillo-Martin et al. (1992) revealed deaf readers' low comprehension of printed relative-clause sentences, but it also demonstrated that these same readers enjoyed appreciable knowledge of the relative clause syntactic structure.
The deficiency in reading performance was attributed to a deficit in processing rather than to a gap in linguistic knowledge. Kelly (1993b) found that less skilled readers exhibited evidence of less complete working memory contents, which could have resulted from the encroachment of low processing automaticity on storage capacity. Kelly (1995) found relatively slow reading rates among average deaf readers compared with skilled deaf readers. Kelly (1998) documented the difficulty of readers with relatively slow reading rates in learning to comprehend sentences with complex syntax. These findings suggest that deaf readers may indeed experience problems because of low automaticity in addition to gaps in their stored linguistic knowledge.
Whereas the speculated problem deaf readers have with temporary storage capacity is linked to obstructed access to English phonology, any problem with low automaticity most likely stems from limited amounts of appropriate practice. In perhaps the best-known indication of the link between practice and automaticity, a word's frequency in print largely determines the speed with which it will be recognized. Frequently occurring words are simply practiced more often. Word frequency, as estimated by Francis and Kucera (1982) , is thus routinely used as a control variable in experiments related to reading. In addition, recent training experiments by Merzenich et al. (1996) and by Tallal et al. (1996) with hearing children classified as "language-learning impaired" indicate that frequent practice leads to better automaticity in executing the phonemic analysis operations that are the developmental foundations of effective reading. Ensor and Koller (1997) used a practice method called Repeated Reading to improve the automaticity of deaf readers, although transfer to new materials was not tested. These combined findings indicate that low automaticity can result from limited practice and increased practice can improve deficient automaticity. Kelly (2003) cautions, however, that efficacy of practice depends in large part on the developmental readiness of the reader.
Because the cognitive processes of working memory are normally covert, when a breakdown in reading comprehension occurs, the source of the problem remains hidden, obscuring whether it stems from limited capacity for storing information, low automaticity processing information, or some other source. In addition, low automaticity can produce effects that resemble those of limited storage capacity, so it is possible that the two sources of difficulty could be mistaken for each other. If limited storage capacity is an explanation for lower comprehension, possibly due to limited command of English phonology, the working memories of less skilled readers are capable of holding only a relatively small amount of information for brief durations of time. If low automaticity is to blame, attention to basic linguistic processes obstructs higher level comprehension processes, storage capacity is reduced by the encroachment of the additional processing demands, and storage burdens are magnified by the need to process information for longer periods of time in order to construct meaning. Whether limited storage capacity or limited automaticity is the explanation, the consequences are largely the same: heavily taxed cognitive resources, premature decay or displacement of information from working memory, obstructed access to certain reading operations, and limited reading comprehension.
Although the consequences may be quite similar, the objectives of instruction that would attempt to correct either of the two problems are theoretically very different from each other, and it is thus important to clarify the likely contributions of the two potential influences. Working memory storage capacity is a unitary resource, and ostensibly that isolates it as a well-defined, manageable target for instruction. However, because adequacy of temporary storage capacity may rely on command of English phonology, which is not easily accessible to many deaf readers, this aspect of competence may be particularly resistant to instruction. Automaticity, in contrast, is multifaceted, reflecting effortless processing of a vast domain of vocabulary, sentence types, and other conventions of printed English. Though constituting a daunting volume of material, weaknesses related to automaticity may be more amenable to incremental change through instruction and practice. Clearly these two sources of difficulty would call for different courses of action. Given the uncertainty regarding the storage/automaticity questions and their likely central role in the performance of deaf readers, this research examined the extent to which differences in either processing automaticity or temporary storage capacity or both contribute to the comprehension gap between skilled and less skilled readers.
Method

Participants
The study administered multiple measures of the two aspects of reading competence and used the results to contrast two groups of adult readers who differed significantly in terms of comprehension performance. If the experimental measures distinguished skilled from less skilled readers, that would be evidence that the related aspect of reading contributes to significant differences in comprehension. This approach is referred to as a "chronological age match" design (see Bryant & Goswami, 1986) .
The sample included 16 skilled deaf readers and 14 less skilled readers. Subjects were primarily current or former students of Gallaudet University identified during the subject selection process of a study by Kelly (1998) . The better-ear average (BEA) hearing loss of the less skilled group was 106.9 dB (range 95-120), and their average age was 22.2 years. Among the skilled readers, the BEA hearing loss was 100.1 dB (range 80-120), and their average age was 22.4 years. The onset of hearing loss occurred before the age of 2 in each case. Subject profiles included no other disabilities, and in all cases neither parent was deaf. All used sign language (either American Sign Language or a version of Englishbased signing, such as Pidgin Sign English) as a primary method of communication. Two of the less skilled subjects and one of the skilled subjects were male. To form the two contrasting groups, all prospective subjects were tested for reading comprehension with the degrees of reading power (DRP) measure developed by the College Board (1986) . Kelly (1993a) found a reliability of .91 (coefficient alpha) when the DRP was used with hearing impaired students. According to the DRP measurement scale, a reader needs an obtained score of 70 to comprehend a first-year college textbook effectively. The median DRP score for the skilled group in this study was 78, eight units above the first-year college threshold. The median DRP for the less skilled group was 52, which indicates the ability to comprehend 5th-gradelevel material. There were 35 readers in the original subject pool; to increase the difference between the skilled and less skilled groups, five subjects whose scores formed the middle of the reading performance distribution were removed from the sample.
Experimental Tasks
The reading span task with replication. If either temporary storage capacity or processing automaticity is underdeveloped, a reader's performance on measures of working memory functioning will be adversely affected. Thus if the skilled readers performed significantly better than less skilled readers on a measure of working memory functioning, that would be evidence that one of the two aspects of competence contributes to important differences in comprehension. The reading span task conceived by Daneman and Carpenter (1980) is designed to measure a reader's ability to store items of information while faced with the processing obligations of sentence reading. Subjects are required to read sets of unrelated sentences and remember the final word of each one while reading the subsequent sentences in the set. At the end of each set subjects write down all of the final words they can remember. In this study sentence sets varied in size from two to five sentences, and subjects completed five sets of each size. Subjects were instructed to sign every word while reading to demonstrate that they were attending to each sentence in its entirety instead of only the critical final word. In addition, to encourage reading all sentences for meaning, the procedure called for subjects to answer a comprehension question about one of the sentences after recording the final words. Instructions for this and all other experimental tasks were signed in either American Sign Language or Pidgin Sign English, and subjects engaged in multiple interactive practice trials to confirm that the instructions were understood. To foster comprehension of the final words, test sentences with highly predictable final words were chosen from the corpus developed by Bloom and Fischler (1980) . Figure 1 displays an example of one three-sentence set.
Performance was scored by assigning a score of 2 to each word recalled in its correct serial position, and a correct word recalled in a wrong serial position was assigned the value of 1. The task included a total of 70 final words across all trials, and performance was summarized as the percentage earned of the 140 possible points.
Replication of the reading span task homed in on the effect of processing automaticity on performance. Subjects completed the task a second time immediately following the first, with exactly the same sentences. Use of the same sentences did not reduce the temporary storage requirement; it did reduce the processing burden of working memory, however, because the sentences were more familiar due to the practice provided by the first administration. The key question was whether artificially inflating the automaticity of the less skilled readers would enable them to perform more like the skilled readers did under first-administration reading conditions. Were the replication scores of the less skilled readers close to the first-administration scores of the skilled readers? If yes, that would indicate that automaticity partly determines differences in the working memory functioning of the two groups during reading. The testretest correlation of the reading span task was a statistically significant coefficient of .84 across all subjects, reflecting a high level of measurement reliability. The correlation between the first-administration reading span score and the DRP reading comprehension score was a moderately strong and statistically significant .50, providing some evidence of the measure's validity when used with this population.
Addition span and addition automaticity. Two arithmetic addition tasks were administered and their results used in combination to test for intergroup differences in temporary storage capacity. The first of these tasks, addition span, measured working memory functioning in a manner very similar to the reading span task but in an alternative domain of knowledge. The second task measured automaticity of addition computation, and the results from it were used to test for the presence of intergroup automaticity differences that could contribute to any differences in addition span performance. According to the logic of this component of the study, if temporary storage capacity distinguishes skilled from less skilled readers, this difference should affect storage of unrelated numbers, just as it might influence storage of unrelated words in the reading span task. Unlike reading, however, arithmetic addition was not a domain in which the skilled readers were expected to command significantly greater competence than the less skilled readers. Thus in theory, any differences in addition span performance would more likely stem from variation in temporary storage capacity.
The addition span task was a variation of one designed by Turner and Engle (1989) . The procedure called for subjects to complete sets of multiple addition calculations (e.g., 4 + 5, 4 + 7, 6 + 6) and to store each sum in working memory while completing all subsequent calculations in the set. At the end of each set, subjects wrote down all of the values they could remember. Sets varied in size from two to six addition items, and subjects completed 10 sets of each size. Scoring was similar to that of the reading span: A correct value recalled in its correct serial position was assigned the value of 2, and a correct value recalled out of order was assigned the value of 1. There were 200 total values to be recalled, and performance was summarized as the percentage achieved of the 400 possible points. The calculated reliability of this measure was .96 (coefficient alpha). A slightly more challenging version of this task was used with deaf subjects by Garrison, Long, and Dowaliby (1997) .
Addition automaticity measured computation automaticity separately without a simultaneous temporary storage burden. On each trial, subjects inspected a single addition equation (e.g., 2 + 4 = 7 or 6 + 4 = 10 or 9 + 3 = 11) and pressed a computer mouse button to indicate whether the equation was true or false. Half of the equations were false. Each subject completed 200 trials of this type, and automaticity was summarized as two indices: the percentage of correct judgments and each subject's median response time across all trials.
The results of the addition automaticity task were used to inform the addition span results and to interpret better any possible differences in temporary storage capacity. Although it was reasonable to assume that the two groups were similar in terms of addition automaticity, the addition automaticity task permitted empirical examination of group equivalence. If the addition automaticity performance of the two groups was equivalent but addition span was significantly different, that would point to a significant difference in the temporary storage capacity of the two groups. This would extend to a conclusion that temporary storage capacity is critical to reading comprehension differences between the two groups. Absence of a significant addition span difference combined with equivalent automaticity would be consistent with conclusions that the two groups do not differ in terms of temporary storage capacity and temporary storage capacity is not an important contributor to intergroup differences in reading comprehension.
Use of phonology during reading. Because of the link between phonological recoding ability and temporary storage capacity, the study included two measures that tested whether the two groups of subjects differed in their application of phonological knowledge during word reading. Both measures were originally developed by Meyer, Schvaneveldt, and Ruddy (1974) and used with deaf subjects by Hanson and Fowler (1987) and Kelly (1993b) . In this study, results from these measures were used to determine whether the two groups differed in this area of competence and to examine the relationship between phonological knowledge and working memory functioning, as measured by the tasks described previously.
A single experimental task generated both measures of phonological processing. During each trial, a computer displayed pairs of letter strings and required subjects to push a mouse button to indicate whether both letter strings in the pair were genuine English words. This task is known as a lexical decision. In half of the pairs, one of the letter strings was a pseudoword (e.g., satch-barn and patch-sarn). In the remaining pairs both letter strings were genuine words. One of the measures of phonological processing was based on response times for 32 pairs of words that rhymed (e.g., match-patch and yarn-barn). It is taken as evidence that a reader is applying phonological knowledge if response times are significantly faster for the rhyming pairs than for 32 other control pairs with nonrhyming partners, for example, match-barn and patch-yarn. The faster decision times for the rhyming pairs is referred to as facilitation. Rearranging the exact words from the rhyming pairs to form the nonrhyming control pairs takes into account the effect of word familiarity on response time.
The second measure of phonological processing was based on 32 other pairs of words in the same task that exhibited a similar spelling pattern but did not rhyme (e.g., bar-war and bone-gone). Evidence of using phonological knowledge occurs when these nonrhyming pairs are responded to more slowly than when the words of each pair are recombined with different partners (e.g., war-gone and bar-bone). Slower response times for nonrhyming pairs is known as inhibition. In the study by Hanson and Fowler (1987) , inhibition, in contrast to facilitation, constituted the more pronounced effect with hearing subjects in the sample. This suggests that inhibition is the better indicator of conventional application of English phonology during word reading.
Again, use of phonology can improve temporary storage capacity, so if the skilled readers demonstrated greater application of phonology on one or both of the measures, that would be consistent with a conclusion that temporary storage capacity is an important difference between the two groups of readers. That conclusion would be strengthened if the latter finding were combined with statistically significant correlations between one or both of the indicators of phonological processing and the measures of temporary storage capacity.
Sentence reading with varied demands on processing and storage. Subjects read sentences under varied conditions designed to reveal sentence reading automaticity, the effect of decreased automaticity on reading comprehension, and the effect of an increased temporary storage burden on reading comprehension. Subjects read stimulus sentences using a computer mouse to control the display on the monitor screen, and the computer recorded reading speed. The computer displayed a truefalse probe following each stimulus sentence, and responses were scored as a measure of comprehension. This method has been used previously with deaf subjects by Kelly (1995 Kelly ( , 1998 .
Subjects read complex sentences that each included a relative clause, and they read matching control sentences written in simple syntax that used exactly the same content words. According to work by King and Just (1991) , when relative-clause sentences are read appropriately, they impose an increased processing burden on working memory, resulting in decreased automaticity as reflected by relatively slow reading speeds even among skilled readers. Figure 2 displays an example of a relative-clause sentence, its control version in simple syntax, and the false probe used following both. Probes were false following half of the sentences.
An alternate version of each complex or control sentence was included in the measure so that subjects were prevented from deciding the answer to any probe simply because it was a duplicate of one encountered earlier. In the alternate versions of the foregoing examples, the teacher was given the role of wonderful skater; thus "true" then became the correct response to the probe. Test sentences were administered in four different blocks, and sentences sharing the same content words were each assigned to a separate block.
Control and complex sentences were read under two conditions. A whole-sentence condition displayed the entire stimulus sentence at one time, and this placed a normal burden on temporary storage capacity. The contrasting condition was a single-word display, which showed stimulus sentences only one word at a time and prevented subjects from rereading any of the words a second time. Instead of being able to rescan a sentence multiple times, subjects were forced to rely solely on the words maintained in temporary storage after only one reading. This placed a relatively heavy burden on storage capacity. The single-word display, known as "the moving window," was conceived by Just, Carpenter, and Woolley (1982) . Kelly (1995) has used it in research with deaf subjects.
In total, the combination of the complex-control and whole-sentence/single-word display contrasts generated four unique conditions, and subjects read 40 sentences within each one of these. Comprehension was summarized as the percentage of probes correctly answered for each condition. For the single-word display condition, reading rate performance was summarized by calculating the median word for each sentence, then calculating the median time across all sentences within the condition. For the whole-sentence condition, average time per word was calculated for each sentence, and performance was summarized as the median time per word for all sentences within each condition. Based on accuracy of responses to the true-false probes, the lowest reliability (coefficient alpha) of any of these four subscales was .89.
Aside from assuring readers' heavier-than-usual reliance on temporary storage capacity, the moving window method also isolates word-by-word reading times indicating exactly which words are drawing relatively large amounts of attention. King and Just (1991) have found that appropriate processing of relative-clause sentences is reflected by slower reading times for the mainclause verb compared with when the same verb appears in a less complex sentence. In the Figure 1 example, the word was is the main-clause verb, and words filling this slot will consistently be the focus of additional attention in a relative-clause sentence. The moving window display made it possible to determine whether this trend, reflecting informed processing of relative-clause sentences, was present among the two groups of readers in this study.
In combination, the different sentence-reading conditions responded to the research questions related to both temporary storage capacity and processing automaticity. Intergroup comparisons of reading speed for all sentences would indicate the relative automaticity of the two groups. Comparison of reading speeds between the control and complex conditions would reveal whether the additional processing demand of complex syntax resulted in reduced automaticity for either group. Comparison of comprehension performance between the control and complex conditions would also indicate whether any reduction in automaticity was accompanied by a decline in comprehension for either group. A greater decline by the less skilled group under the cognitively more demanding complex sentence condition would suggest the importance of automaticity to the comprehension difference between the two groups. In addition, the importance of temporary storage capacity was tested by comparison of comprehension performance for the whole-sentence and single-word conditions. Significantly larger declines in comprehension performance by the less skilled group when the single-word condition imposed greater reliance on temporary storage capacity would indicate the importance of that aspect of competence. On the other hand, absence of a significant performance decline under the single-word condition would be consistent with a conclusion that storage capacity does not contribute appreciably to the comprehension differences between the skilled and less skilled readers.
Results
Each result appears in one of two larger sections that follow. The first section contains those results that address the importance of processing automaticity to the comprehension difference between skilled and less skilled readers. Results in the second section respond to the importance of temporary storage capacity. In certain cases, subjects did not generate useable data, explaining the smaller degrees of freedom associated with certain statistical tests.
Processing Automaticity
Reading span. Two comparisons based on the reading span results examined whether the two groups differed significantly in their working memory performance while reading and whether this difference stemmed in part from variation in processing automaticity. The average performance of the skilled readers was equal to 83% of the possible points compared with a mean of 72% for the less skilled group. The magnitude of this difference was statistically significant, t(27) = 2.17, p =.039, and indicates that readers in the skilled group command either greater processing automaticity or greater storage capacity than the less skilled group.
The second comparison focused more specifically on the importance of processing automaticity to intergroup differences in working memory performance. On the second administration of the reading span, the less skilled readers increased their performance to an average of 77% of the possible points. This represents a statistically significant improvement over their performance during the first administration, t(12) = 2.29, p =.04, but, more germane to the research question, the difference between this score and the first-administration mean score of the skilled group is not statistically significant, t(27) = 1.41, p = .26. The experience of reading stimulus sentences during the first administration constituted a form of rehearsal for the second administration, and although the temporary storage requirements remained the same for both administrations, processing automaticity was artificially inflated. This means that when the initial intergroup difference in processing automaticity was experimentally reduced, the skilled and less skilled readers became more similar in terms of working memory performance. This result supports a conclusion that processing automaticity normally distinguishes between the two groups and contributes to their reading comprehension differences. Table 1 indicates that when reading control sentences with simple syntax, both groups demonstrated better than 90% comprehension, and the differences between the comprehension rates of the two groups under both the single-word and the whole-sentence display conditions are not statistically significant: single-word, t(27) =.69 and p =.50; whole-sentence, t(28) = 1.35 and p =.19. This indicates that the vocabulary of the stimulus sentences was understandable to both groups of readers, and thus no variation in performance between groups or conditions could be attributed to variation in familiarity with the vocabulary in the stimulus materials.
Reading control sentences. Inspection of
Large differences did occur, however, in reading speed, as indicated by the results displayed in Table 2 . On the average, skilled readers processed control sentences in the single-word display at the rate of 400 milliseconds/word compared with an average of 595 milliseconds/word for the less skilled readers. This difference is statistically significant, t(27) = 3.53, p = .001, as are the differences in reading speed resulting from all of the intergroup contrasts across all other sentence reading conditions. This means that even when reading relatively easy sentences with a high level of comprehension, the less skilled readers exhibited processing automaticity that was significantly lower than the skilled readers. It follows that automaticity is a contributor to differences in comprehension between the two groups.
Reading complex sentences. Automaticity was expected to decline for both groups during reading of complex sentences because of the greater cognitive demands imposed by the relative clause's syntactic structure. Recall that complex and control sentences used the same content words to control for the effect of word familiarity on differences in reading speed between the two sets of stimuli. The key question was whether reducing automaticity by increasing syntactic complexity would result in a significant decline in comprehension, particularly for the less skilled readers. The reading speed data of Table 2 indicate that the complex-control difference was statistically significant for both groups. When reading the single-word display, the skilled readers slowed from an average of 400 milliseconds/word reading control sentences to 418 milliseconds/word for complex sentences, t(14) = 3.46, p = .004; the less skilled readers slowed from 595 milliseconds/word to 628 milliseconds/word, t(13) = 3.1, p = .008. This decline in reading rate indicated the greater processing challenge posed by the relative clause syntactic construction and enabled an examination of the effect of lower automaticity on sentence comprehension. Table 1 shows that while reading complex sentences, the skilled group's comprehension did not decline appreciably, and readers in this group were still able to maintain accuracy above the 90% level under both the single-word and the whole-sentence conditions: singleword display, t(14) = 1.28 and p = .22; whole-sentence, t(15) = 1.39 and p = .19. The less skilled group, however, declined to 65% accuracy for complex sentences read with a single-word display and 69% for the wholesentence condition. These values were significantly lower than those of the skilled readers readers' own performance for control sentences read under each of the two display conditions (single-word display: t[13] = 3.76, p =.002; whole-sentence display, t(13) = 2.61, p = .022). The additional processing demands of the complex syntax is likely to have exacerbated the burden on cognitive resources already heavily taxed even by control sentences, and this apparently impeded comprehension of the complex sentences. The skilled group, on the other hand, although exhibiting a significant elevation in reading time (decline in automaticity), apparently had sufficient cognitive resources still available to accommodate the more complex syntax and avert a decline in comprehension. This result supports a conclusion that processing automaticity is a primary source of the difference in comprehension between the skilled and less skilled readers. Although the less skilled readers' elevated reading times for complex sentences reveal low automaticity as a likely source of their lower comprehension, taken alone they do not rule out a gap in linguistic knowledge as contributing to the problem. Considered in a slightly different light, however, these data do provide several indications that the less skilled readers in this study command appreciable knowledge of the relative clause structure. By slowing their reading times for these more demanding sentences, the less skilled readers demonstrated an awareness that relative-clause sentences call for more methodical processing than do sentences with more simple syntax. In this way they resembled not only the skilled readers in this study but also other skilled readers, such as those referred to in the study by King and Just (1991) . Of particular interest was that, as shown in Table 2 , the less skilled readers, like the skilled group, exhibited significantly slower reading times for mainclause verbs in relative-clause sentences compared with precisely the same verbs when used in control sentences (skilled: t[14] = 3.18, p =.007; less skilled: t[13] = 4.26, p =.001). In other words, the less skilled readers slowed at the exact places they should have slowed in order to process the sentences effectively.
Summary of results related to processing automaticity.
The foregoing section presented an array of separate results that all support processing automaticity as an important difference between the skilled and less skilled readers. The reading span task demonstrated that the two groups differ significantly in the critical domain of working memory performance. The reading span replication shows, however, that an increase in the processing automaticity of the less skilled readers can temporarily reduce the working memory difference between the two groups. The two groups also differed significantly in sentence reading speed, even when the less skilled readers were comprehending relatively easy material at a high level. This finding also supports conclusions that an appreciable difference in processing automaticity exists between the two groups and that this difference contributes to the gap in their reading comprehension. Finally, the significantly larger decline in comprehension by the less skilled readers when reading complex stimulus sentences indicates the adverse effects of low automaticity on their reading comprehension.
Temporary Storage Capacity
Comprehension of whole-sentence and single-word displays. Comparison of sentence comprehension under the whole-sentence and single-word display conditions tested the importance of storage capacity. Recall that the single-word condition places greater demands on temporary storage capacity because the reader is prevented from rescanning words read earlier. Thus if storage capacity is a particular source of difficulty for a reader under normal whole-sentence reading conditions, that weakness will be exacerbated by the single-word display, and comprehension will decline. Table 1 shows that both groups of readers demonstrated virtually the same comprehension under the single-word display condition as they did under the whole-sentence condition. The skilled readers demonstrated accuracy rates of 96% and 97% for control sentences read under the single-word and whole-sentence displays, respectively, t(14) = .789, p = .44. Their accuracy rates for complex sentences were 94% under the single-word display and 95% under the whole-sentence display, t(14) = .846, p = .41. There was no significant difference for either contrast of the two display types.
After viewing control stimulus sentences one word at a time, the less skilled subjects on average responded correctly to 93% of the true-false probes. Accuracy following the whole-sentence display of control stimulus sentences was only slightly higher, a mean accuracy of 95%, and the difference between these values was not statistically significant, t(13) = .846, p = .41. The two display conditions also produced mutually similar results for complex sentences: 65% accuracy for the single-word display and 69% accuracy for the whole-sentence display, t(13) = .843, p = .41. Forcing the less skilled readers to rely more heavily on temporary storage capacity did not appreciably diminish comprehension performance, and this suggests that storage capacity is not a particular weakness of these readers. This result suggests further that skilled and less skilled readers are not distinguished from each other by differences in temporary storage capacity.
Addition span. Recall that performance on the addition span task would in theory be a more precise measure of temporary storage capacity differences if the two groups produced similar results on the addition automaticity task. On the latter task, the average response time of the skilled group was 1083 milliseconds, compared with 1078 milliseconds for the less skilled group (t[28] = .062, p = .95), and the average accuracy of the skilled group was 97.4% compared with 96.7% for the less skilled readers (t[28] = .626, p =.536). Neither difference was statistically significant, and the two groups of readers could be considered to have similar levels of addition automaticity. Thus, any intergroup differences on the addition span task would more likely be attributable to variation in temporary storage capacity.
The addition span task was scored according to the same procedure as the reading span task, taking into account both the accuracy of the numerical values and the order in which they were recalled. On this task, the two groups were very similar to each other. The skilled readers earned an average of 79% of the possible points, and the average score for the less skilled group was 76% of the possible points. This difference is not statistically significant (t[28] =.86, p =.397), and the finding supports a conclusion that the two groups do not differ in terms of temporary storage capacity.
Phonological processing. As I stated earlier, the literature has shown that phonological encoding supports effective temporary storage capacity. Thus any evidence of intergroup differences on the measures of phonological processing would be consistent with differences in temporary storage capacity. Again, one indicator is faster lexical decision times for words arranged in rhyming pairs compared with when the same words are paired with a nonrhyming partner; this is termed facilitation. A second indicator is slower decision times for nonrhyming, look-alike words compared with control pairs; this is referred to as inhibition. Table 3 shows that the rhyming pairs produced a significant facilitation effect for the skilled readers. On average, they responded 72 milliseconds faster to the rhyming pairs compared with the control pairs, t(15) = 2.86, p =.012. The rhyming-control difference for the less skilled readers was only 5 milliseconds, and this difference is not statistically significant, t(13) = .154, p = .88. The results generated by the rhyming pairs indicate an intergroup difference in the involvement of English phonology during word reading. However the nonrhyming, look-alike pairs (e.g., gone-bone) did not significantly inhibit word-nonword decisions for either group: skilled readers, t(15) = .747 and p = .47; less skilled, t(13) = .52 and p = .61. Table 3 shows that both groups of subjects responded to control pairs just slightly faster than to nonrhyming, look-alike pairs, but in neither case is this difference statistically significant. Thus the results are somewhat mixed regarding whether phonology is operating to a significantly greater degree during the word reading of the skilled readers compared with the less skilled.
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Correlations between phonology and storage. As an additional check on whether phonological knowledge might better support the temporary storage capacity of the skilled readers, a separate facilitation and inhibition score was calculated for each subject, summarizing how much faster responses were to rhyming pairs compared with control pairs or showing how much slower responses were to nonrhyming, look-alike pairs compared with their control pairs. Facilitation and inhibition were expressed as a percentage of each subject's median time for responding to control pairs. These results were then correlated with the reading span score and the addition span score. The four correlation coefficients ranged between .30 and -.014, and none of them was statistically significant. This indicates that phonological processing, summarized as facilitation and inhibition, does not seem related to performance on the tasks with a temporary storage component presented here.
Summary of temporary storage capacity results.
With the exception of a significant rhyme facilitation effect for the skilled readers, the results indicate that the two groups do not differ on the measures associated with temporary storage capacity. Although the two groups did differ in terms of rhyme facilitation, they did not differ with regard to inhibition, and neither inhibition nor facilitation correlated significantly with storage capacity. The combined results suggest that the two groups are not distinguished by storage capacity. The relatively low comprehension of the less skilled readers does not seem due to a deficiency in storage capacity. By the same token, the skilled readers do not appear to comprehend at a relatively high level because of an exceptionally large storage capacity.
Discussion
The findings of this research indicate that the less skilled readers in the study face a problem of low automaticity and that this can significantly reduce their reading comprehension. The results also suggest, however, that these readers do not face a problem of premature decay or displacement of information from working memory due to limited temporary storage capacity. The degree of belief to be placed in conclusions from any research is strengthened by replication of findings across multiple studies, and through an array of experimental tasks, this project produced multiple replications with convergent results. Experimental findings have potential value as a resource that informs existing theory in a science. Mook (1983) argues that the true value of Harlow and Woolsey's (1958) famous monkey experiments, testing the relative importance of tactile comfort over hunger reduction, was in the application of his conclusions to the prevailing theory of the day, which previously had asserted that hunger was the preeminent drive of behavior. The laboratory monkeys tended to spurn "mothers" made of wire mesh even though they dispensed food pellets in favor of the tactile comfort of terry cloth surrogates. This result demonstrated that there could be exceptions to the predominant theory of that day related to motivation, thus illuminating that body of knowledge. In this spirit, the following sections present applications of the results to theory related to the comprehension of deaf readers.
Automaticity and Comprehension
Automaticity can either obstruct or foster comprehension in a variety of ways. These are briefly discussed along with a way that comprehension may affect automaticity.
Encroachment on temporary storage. Although the present research did not reveal a problem with temporary storage capacity per se, low automaticity can induce problems with temporary storage. When readers with low automaticity must recruit exceptional working memory resources to complete a normally routine processing operation, such as recognition of the next word in a text, they reduce the working memory available to store information temporarily. As a consequence information crucial to the construction of meaning is displaced. Akin to this, low automaticity may induce an-other kind of storage problem. When the processing time needed to comprehend a phrase or sentence becomes prolonged due to low automaticity, working memory's storage requirement is magnified, elevating the risk of premature information decay. Just for example, based on the times for control sentences read with a singleword display (Table 2 ), the less skilled readers in this study might require 6 s to construct meaning from a 10-word sentence, whereas the skilled readers would require only 4 s. The discrepancy in time indicates a substantially greater exposure to the risk of information decaying from working memory.
Neglect of certain reading operations. When the processing demands of a task exceed working memory resources, according to Just and Carpenter (1992) , readers must intentionally or instinctively make decisions to "selectively dampen" attention to certain aspects of the text. Thus certain reading operations can become relatively neglected, and the intermediate products of those processes are either degraded or missing completely. In this way the results of other reading operations that rely on the availability of those intermediate products are also degraded, as is the eventual meaning that is constructed from the text. Kelly (1996) has shown that three different samples of deaf readers had difficulty applying stored knowledge of vocabulary if their syntactic knowledge was not well developed. Quite possibly, attention to syntax interfered with effective use of vocabulary knowledge. Kelly (1993) showed that grammatical features of just-read sentences were less active in working memory for average deaf readers compared with skilled deaf readers. This finding invites speculation that the absence of the grammatical information was the result of the need to focus selectively on higher priority content words when working memory resources were being heavily taxed.
Displacement of information related to passage-level comprehension.
Another adverse effect of low automaticity can occur even when a reader correctly comprehends the intended meaning of the current sentencelow automaticity obstructs a reader's ability to integrate meaning across sentence boundaries. As effective readers proceed through a text, they grasp a variety of ideas, such as the goals of the writer, an evolving sense of the passage theme, or perhaps simply the meaning of the preceding sentence. These ideas have been termed a composite memory trace by Walker and Yekovich (1984) , indicating that it is a combination of conceptual information that remains fairly active as a trace in (working) memory. A composite memory trace is important because while activated it serves to refine the reader's expectancies of forthcoming words and phrases. Maintenance of a composite memory trace does rely on the availability of storage capacity, and if the reader's storage is circumscribed by effortful processing, the potentially facilitating conceptual information will be displaced.
The reciprocity of reading comprehension and automaticity. So far in this article, automaticity has been proposed at least implicitly as a factor that enables reading comprehension rather than as an aspect of competence that is fostered by reading comprehension. The direction of the benefit between automaticity and comprehension is, however, a complex issue, which warrants discussion. In a chronological age match design such as the one used in this study, readers at approximately the same stage of maturity but with widely differing reading comprehension abilities are compared on one or more components or aspects of reading competence that may explain the difference in comprehension. According to Bryant and Goswami (1986) , when differences in a component process are not found in chronological age match research, that can be taken as unambiguous evidence that a certain component is not critical to the comprehension difference, given adequate measurement sensitivity and statistical power. This supports confidence in the conclusion of the present research that temporary storage capacity is not critical to differences in reading comprehension performance. However, interpretation of significant results such as those related to low automaticity can be ambiguous because it may be unclear whether the component process is responsible for reading comprehension or alternately whether an extended experience of successful reading comprehension is responsible for competence in the component process.
The answer in this case is that the relationship is probably reciprocal. That is, successful comprehension of appropriately challenging reading materials can build automaticity in completing basic reading operations, which will then serve as an asset in future episodes of reading, allowing readers to take on more challenging reading assignments. To increase the comprehension of materials that are increasingly more challenging, it will be necessary to elevate student automaticity in completing basic processes, and this will be partly accomplished through many successful experiences of comprehending reading materials that are appropriately challenging.
Importance of Other Aspects of Reading Competence
Besides low automaticity, deficiencies in other aspects of competence may explain the comprehension difficulties of deaf readers, and limitations in teaching and learning resources call for a system of triage that prioritizes learning objectives and allocates instructional efforts to those that will have the greatest potential impact on reading performance. Thus it is useful to examine how low automaticity may be either exacerbated, supplanted, or simply accompanied by alternative sources of reading difficulty. These can include possible deficiencies related to the following aspects of competence: temporary storage capacity (a direct focus of this research), domain or world knowledge, knowledge of metacognitive strategies, and the quality of linguistic knowledge stored in long-term memory.
Temporary storage capacity. The results of this study did not reveal intergroup differences in the various measures of temporary storage capacity, and this supports a conclusion that the two groups do not differ in this regard. The less skilled readers do not appear more vulnerable to decay or displacement of information from working memory simply because they have a smaller temporary storage capacity. A limitation in temporary storage capacity has been considered a potential source of difficulty for deaf readers because storage capacity is typically dependent on phonological encoding competence, which is less available to many deaf readers. Hanson and Fowler (1987) isolated a phonological advantage among certain relatively skilled deaf readers and reasoned that they used this ability in service of working memory storage leading to their superior comprehension. By extension, because the less skilled readers in these studies had less command of an effective phonological code for use during word reading, storage would not be effectively supported, and these readers would be more in danger of premature displacement or decay of information from working memory, leading ultimately to reduced comprehension. Lillo-Martin et al. (1992) reasoned that phonology was the locus of a storage capacity processing deficit for relatively unskilled deaf readers.
These results run counter to the chief assertion advanced by this previous research. Important differences in reading performance can occur even when significant differences in temporary storage capacity are not evident. Although the conclusions related to temporary storage capacity are based on findings of nonsignificant statistical results, which can be artifacts of insensitive measurement or low statistical power, the likelihood of this is lessened by the statistically significant findings related to automaticity with the same sample of subjects and similar indices of performance. The finding from this component of the study constitutes hopeful news because effective reading always requires a temporary storage component, and the research literature is relatively silent on instructional strategies for expanding temporary storage capacity.
This study did reveal evidence of rhyme facilitation among the skilled readers but not among the less skilled. This gives some indication of more prevalent and effective phonological encoding during word reading, and it is consistent with the findings by Hanson and Fowler (1987) , if not their conclusions. The research literature (see Perfetti, 1992) has long demonstrated that printed words are most effectively stored in long-term memory and their meanings later retrieved according to their phonological properties. Thus this evidence of a phonological processing advantage among the skilled readers suggests that this may be a source of superior word recognition automaticity. Domain knowledge. The adverse effect of low automaticity may be mitigated in a variety of ways by a reader's domain knowledge (also called world knowledge), and a prevailing problem of low automaticity does not necessarily doom a reader to constantly obstructed comprehension. Reading comprehension is determined in some part by the reader's fund of stored world knowledge-the information that is conceptually akin to the corpus compiled as essential by Hirsch, Kett, and Trefil (1994) Hirsch (1987) . At times, relatively high domain knowledge helps readers meet the challenge posed by the sophisticated vocabulary and syntax of advanced reading materials. Low-ability readers can even outperform better readers when the reading topic is familiar-for example, if the less able readers are baseball enthusiasts and the better readers are not. This predicts that if a less skilled reader possesses exceptional domain knowledge in a certain subject area, he or she may be able to compensate for relatively low automaticity in basic reading processes.
The scholastic reading routine is, however, customarily characterized by a student's frequent encounters with relatively new subject areas. Although in the long run this can expand domain knowledge, in the short run it limits the likelihood that a student will be frequently able to exert prodigious background knowledge to compensate for low automaticity, as in the baseball example above. Partly because of low reading ability, many deaf students possess relatively low domain knowledge related to many of the materials that they are asked to read, and this exacerbates the adverse effects of low automaticity instead of compensating for them.
Reading strategies. Another aspect of competence that bears on the relative importance of a low-automaticity problem pertains to how well a reader uses metacognitive strategies. According to Garner (1988) , metacognition is "learners' knowledge and use of their own cognitive resources [to maximize comprehension]" (p. 1). Appropriate strategies can include periodically monitoring one's comprehension or intentionally inferring the author's goals and using them to guide selective focus on different aspects of the text. Strategic readers may also formulate prior questions that they expect to be answered by a passage they are about to read (see Robinson, 1946) . Through procedures like these, readers take intentional steps to maximize the use of their cognitive resources to enable comprehension. Garner (1988) provides a review of the theory and research on metacognitive differences between children and adults as well as between skilled and unskilled readers, and these differences can exert a significant impact on reading comprehension.
Although instruction in metacognitive strategies will no doubt foster reading comprehension to a certain extent, if low automaticity is affecting the comprehension of a reader, improved strategies will constitute only a partial solution. The reason for this can be traced to the original Garner definition of metacognitive strategies, that is, a reader's knowledge and use of his or her own cognitive resources. When low automaticity is consistently present, a reader's cognitive resources-available working memory-are significantly, if temporarily, consumed by allocation of attention to the completion of certain obligatory basic reading operations. Again, these operations are automatized in skilled readers, who therefore enjoy a relative abundance of working memory to be managed and used to the reader's greatest advantage. But when automaticity is low, even the best strategic techniques will have little impact because discretionary cognitive resources are temporarily so scarce.
Stored linguistic knowledge.
The distinction between completeness or accuracy of stored linguistic knowledge and automaticity applying accurate stored knowledge is subtle, yet crucial. Many deaf readers with low comprehension do possess knowledge of English that is either erroneous or incomplete. In many cases, however, a compounding problem is the inability to use accurate stored knowledge due to low automaticity. Breakdowns in comprehension stemming from the two sources of incompetence may appear to be quite similar; however, they each call for instructional approaches that are quite different. Deficient stored knowledge calls for instruction that eliminates the knowledge gap, whereas low automaticity calls for an abundance of well-designed practice activities applying existing stored knowledge. When a teacher treats a low automaticity problem as though it were a knowledge gap, this is tantamount to disregarding first-language competence in an ESL classroom, and students may feel-correctly-that they are being taught what they already know. For these reasons, it is important to isolate deficient stored linguistic knowledge from low automaticity applying that knowledge.
This study indicates that deficient comprehension could occur even though the less skilled readers possessed reasonably complete and accurate knowledge of the vocabulary and sentence structures used in the project's stimulus reading materials. The less skilled readers' comprehension performance above 90% on the control sentences during the sentence reading task indicates that they were retrieving the meanings of known words. When reading complex sentences, the less skilled readers demonstrated selective variation in their reading times, indicating effective detection of relative-clause sentences and awareness of the need for more methodical processing of them. In addition their average rate of comprehension-67%-was well above chance. In other words, the less skilled readers' difficulty comprehending relative-clause sentences does not appear to be exclusively a product of encountering an unfamiliar syntactic construction or exceptionally challenging vocabulary. This is consistent with the findings by Lillo-Martin et al. (1992) that low reading comprehension can occur even when readers demonstrate appreciable knowledge of the relative clause structure.
Although the 67% comprehension rate of the less skilled readers does reflect a certain level of linguistic knowledge related to relative clause sentences, it also is indicates a comprehension deficit that is significant in magnitude. Even under the control-sentence condition, the less skilled subjects faced a relatively large processing burden, as indicated by their significantly slower reading times. When confronted with the more challenging syntax of the complex sentences, reading rates slowed even further, reflecting a greater processing burden on working memory. At these times, comprehension declined significantly. These results indicate-or, more accurately, underscore the idea-that comprehension can be adversely affected even when stored linguistic knowledge is reasonably complete and accurate.
There will be times when gaps in basic linguistic knowledge, rather than low automaticity, will constitute the predominant obstacle to reading comprehension. Ideally, through ingenuity and diligence of teaching and learning, an insight will take place and a student will understand how an English word or sentence pattern contributes to meaning. Such episodes of successful learning may be necessary for proficient reading, but they are not sufficient. Even when deficient basic linguistic knowledge is the primary explanation for limited comprehension, it is also a harbinger of a future problem with low automaticity. This is because the early stages of performance following acquisition of new vocabulary or syntactic knowledge will be characterized by methodical, intentional, resource-dependent application of that knowledge, that is, low automaticity. Thus any instructional attempt to address gaps in basic linguistic knowledge will also need to address the attendant low automaticity applying that new knowledge.
Developing Automaticity Through Practice
This research strongly suggests that deaf readers experience problems with reading comprehension because of low automaticity in completing basic reading operations. Authorities in the fields of psychology and education are virtually unanimous in their agreement that achievement of automaticity is highly dependent on the quantity and quality of practice. According to Newell and Rosenbloom (1981) as cited in Logan (1990) , "Improvement of performance with practice is the hallmark of automaticity . . . in a wide variety of tasks from cigar rolling to solving geometry problems" (p. 5). In the present study, the improved performance of the less skilled readers on the reading span replication provides a glimpse of the sometimes immediate benefits of practice. On a larger scale there is overwhelming evidence that the words occurring most frequently in English print are the ones that are recognized most easily. People simply get to practice them more often. Kelly (2003) argues the critical role of practice and presents practical and theoretical considerations that must be addressed for effective practice experiences to be designed and developed for deaf readers. In brief, these considerations are as follows:
• Word recognition must be the focus of concerted practice by deaf readers; however, because the literature is divided on the issue of effective word encoding operations by deaf readers, research is still needed to determine the best system or systems for deaf readers to encode, store, and retrieve word meanings. Encoding methods that have been the focus of discussion in the research literature include the following: phonological coding (e.g., Hanson & Fowler, 1987) , orthographic coding (Ehri, 1994) , morphological coding (Gaustad, 2000) , logographic processing (Ehri, 1994) , sign coding (Wauters, Knoors, Vervloed, & Aarnoutse, 2001) , and fingerspelled coding (Padden & Ramsey, 1998) .
• Intentional efforts need to be exerted to make practice stimulating. Reyes (1992) warned of the perils of monotonous "drill, grill, and kill" practice experiences. Csikszentmihalyi's (1990) research empirically isolates the characteristics of stimulating experiences, and Goleman (1995) explains why engagement with enjoyable practice tasks has a high likelihood of producing effective learning.
• It is self-evident that the essence of practice is repetition, but what gets repeated? When automaticity of word recognition is the objective, the "instance" theory of Logan (1990) suggests that repetition of specific target vocabulary is appropriate. For mastery of units longer than a word, the "efficiency" theory of Shiffrin and Schneider (1977) suggests that repetition of examples is more likely to foster general transfer of competence to reading material encountered for the first time.
• Application of cognitive theory suggests that reading practice in the context of extended texts presents benefits as well as certain pitfalls, as does practice with short focused exercises. Thus an effective program of reading practice should foster student engagement with short focused exercises designed with guidance from research-based principles, as well as relatively extended texts that present an appropriate level of challenge to the reader.
• Implicit is the need for generous amounts of practice.
• Practice is not a panacea, and all learning objectives and the techniques aimed at mastering them should be viewed in the context of what Frith (1986) describes as a developmental perspective for selecting instructional targets for a given learner or population of learners. In brief, readers should be taught what they are capable of learning. Premature practice activities may coax learners to temporarily produce episodic behaviors that simulate more robust and enduring competencies; however, unless a reader's repertoire includes the biological and cognitive prerequisites that constitute the foundation for a skill, apparent achievements through heroic amounts of practice will be highly susceptible to atrophy.
