We find the maximum number of maximal independent sets in two families of graphs: all graphs with n vertices and at most r cycles, and all such graphs that are also connected. In addition, we characterize the extremal graphs. This proves a strengthening of a conjecture of Goh and Koh [3] . We do the same for the maximum number of maximum independent sets, generalizing a theorem of Jou and Chang [7] .
Introduction
Let G = (V, E) be a simple graph. A subset I ⊆ V is independent if there is no edge of G between any two vertices of I. Also, I is maximal if it is not properly contained in any other independent set. We let m(G) be the number of maximal independent sets of G.
Around 1960, Erdös and Moser asked for the maximum value of m(G) as G runs over all graphs with n vertices as well as for a characterization of the graphs achieving this maximum. (Actually, they asked the dual question about cliques in such graphs.) Shortly thereafter Erdös, and slightly later Moon and Moser [8] , answered both questions. The extremal graphs turn out to have most of their components isomorphic to the complete graph K 3 . Wilf [10] raised the same questions for the family of connected graphs. Independently, Füredi [2] determined the maximum number for n > 50, while Griggs, Grinstead, and Guichard [5] found the maximum for all n as well as the extremal graphs. Many of the blocks (maximal subgraphs containing no cutpoint) of these graphs are also K 3 's.
Since these initial papers, there has been a string of articles about the maximum value of m(G) as G runs over various families of graphs. In particular, graphs with a bounded number of cycles have received attention. For trees, Wilf (in the paper cited previously) determined the maximum, while Sagan [9] also found the graphs achieving this value. These involve attaching copies of K 2 to the endpoints of a given path. Jou and Chang [6] settled the case of forests and of graphs with at most one cycle. Recently, Goh and Koh [3] did the families of graphs with at most two or three cycles and conjectured the answer for graphs with at most r nonintersecting cycles. Here, the extremal graphs are obtained by taking copies of K 2 and K 3 as either components (for all such graphs) or as blocks (for all such connected graphs). The purpose of the present work is to prove a stronger form of this conjecture where we do not assume that the cycles are nonintersecting. The next section will contain the definition of the extremal graphs and some lemmas about them. Then Section 3 gives the proof of our first main result, Theorem 3.1. We should note that Goh and Koh themselves [4] have proved the weaker form of the conjecture. In the next section we remove certain constraints on n and r present in Theorem 3.1 to obtain the upper bound and characterization of the extremal graphs for all values of the parameters. The final two sections are devoted to addressing the same questions for the maximum number of maximum independent sets. This permits us to generalize a result of Jou and Chang [7] .
Extremal graphs and lemmas
For any two graphs G and H, let G ⊎ H denote the disjoint union of G and H, and for any nonnegative integer t, let tG stand for the disjoint union of t copies of G. We will need the original result of Moon and Moser. To state it, suppose n > 1 and let
if n ≡ 0 (mod 3),
Note that if n and r have different parity then G(n, r) = G(n, r − 1). This duplication is to facilitate the statement and proof of our main result where G(n, r) will be extremal among all graphs with |V | = n and at most r cycles. if n ≡ r (mod 2).
For the connected case, the result of Griggs, Grinstead, and Guichard will come in handy. We obtain the extremal graphs as follows. Let G be a graph all of whose components are complete and let K m be a complete graph disjoint from G. Construct a graph K m * G by picking a vertex v 0 in K m and connecting it to a single vertex in each component of G. If n ≥ 6 then let
3 K 3 if n ≡ 1 (mod 3),
The graph C(14) is displayed in Figure 1 . Counting maximal independent sets by whether they do or do not contain v 0 gives if n ≡ r (mod 2).
Next, we have a list of inequalities that will be useful in the sequel.
Lemma 2.3 We have the following monotonicity results.
(1) If r ≥ 1 and n > m ≥ 3r − 1 then g(n, r) > g(m, r).
(2) If r ≥ 1 and n > m ≥ 3r then c(n, r) > c(m, r).
with equality if and only if n and r have different parity and q = r − 1. with equality if and only if n = 7, r = 2, and q = 1.
Proof The proofs of all of these results are similar, so we will content ourselves with a demonstration of (4). It suffices to consider the case when q = r − 1. If n and r have the same parity, then we wish to show 3 r−1 · 2 n−3r+2 2
which is clear. If n and r have different parity, then n ≥ 3r forces n ≥ 3r + 1. We want
Combining the terms with powers of 3, we have the equivalent inequality
The bounds on n and r show that this is true, with equality exactly when both sides equal 1.
We will need a couple of results about m(G) for general graphs G that will be useful in proving our main theorem. In what follows, if v ∈ V then the open and closed neighborhoods of v are
respectively. We also call a block an endblock of G if it has at most one cutpoint in the graph as a whole. We first verify that certain types of endblocks exist.
Lemma 2.4
Every graph G has an endblock B such that at most one non-endblock of G intersects B.
Proof The block-cutpoint graph of G, G ′ , is the graph with a vertex v B for each block B of G, a vertex v x for each cutpoint x of G, and edges of the form v B v x whenever x ∈ V (B). It is well known that G ′ is a forest. Now consider a longest path P in G ′ . The final vertex of P corresponds to a block B of G with the desired property.
Proposition 2.5
The invariant m(G) satisfies the following.
(2) If G has an endblock B that is isomorphic to a complete graph, then
In fact, the same equality holds for any complete subgraph B having at least one vertex that is adjacent in G only to other vertices of B.
Proof For any v ∈ V there is a bijection between the maximal independent sets I of G that contain v and the maximal independent sets of G − N [v], given by I → I − v. Also, the identity map gives an injection from those I that do not contain v into the maximal independent sets of G − v. This proves (1). For (2), merely use the previous bijection and the fact that, under either hypothesis, any maximal independent set of G must contain exactly one of the vertices of B.
Any block with at least 3 vertices is 2-connected, i.e., one must remove at least 2 vertices to disconnect or trivialize the graph. We will need the following characterization of such graphs which can be found in Diestel's book [ 
Proof of the first main theorem
We are now in a position to state and prove our main result. The path and cycle on n vertices will be denoted by P n and C n , respectively. Also, let E denote the graph pictured in Figure 3 . n r possible G ∼ = C(n, r)
Proof The proof will be by double induction on n and r. The base cases of r = 1 and r = 2, 3 have been done by Jou and Chang [6] and Goh and Koh [3] , respectively. So we assume from now on that r ≥ 4. We first show that graphs with a certain cycle structure can't be extremal by proving the following pair of claims. Here we assume that G has n vertices and at most r cycles.
(1) If G is a graph with two or more intersecting cycles and n ≥ 3r − 1 then m(G) < g(n, r).
(2) If G is a connected graph with an endblock B containing two or more cycles and n ≥ 3r then m(G) < c(n, r).
To prove (1), suppose v is a vertex where two cycles intersect. Then G − v has n − 1 vertices and at most r − 2 cycles. Furthermore, among all such intersection points we can choose v with deg v ≥ 3. It follows that G − N [v] has at most n − 4 vertices and at most r − 2 cycles. By the induction hypothesis of the theorem, Lemma 2.3 (1) and (3), and Proposition 2.5 (1), we have
if n ≡ r (mod 2), < g(n, r).
To prove (2), we first claim that B contains two cycles, C and C ′ , such that C ∩ C ′ is a path with at least 2 vertices. In fact, this follows immediately from Proposition 2.6. Since B is an endblock, one of the endpoints of the path C ∩ C ′ is not a cutpoint in G. Call it v so that G − v is connected. Note that by construction deg v ≥ 3 and v is on at least 3 cycles of G, namely C, C ′ , and the cycle in C ∪ C ′ gotten by not taking any edge of the path C ∩ C ′ . Proceeding as in the proof of claim (1), we have
We now return to the proof of our theorem, first tackling the case where our graph G varies over all graphs with n vertices and at most r cycles. For the base cases of n = 3r − 1 or 3r, we have g(n, r) = g(n) and G(n, r) = G(n) so we are done by the Moon-Moser Theorem.
Suppose that n ≥ 3r + 1. From claim (1) we can assume that the cycles of G are disjoint. It follows that the blocks of G will all be cycles or copies of K 2 . Let B be an endblock of G. We have 3 cases depending on whether 
It follows that B is actually a component of G isomorphic to K 2 and so G ∼ = G(n, r).
The case B ∼ = K 3 is similar. Proceeding as before, one obtains
and equality is equivalent to
To finish off the induction step, consider B ∼ = C p , p ≥ 4. Then there exist v, w, x ∈ V (B) all of degree 2 such that vw, vx ∈ E(B). So G − v has n − 1 vertices and at most r − 1 cycles. Furthermore, G − v ∼ = G(n − 1, r − 1) since G − v contains w, x both of degree 1 in the same component but not adjacent. Also, G − N [v] has n − 3 vertices and at most r − 1 cycles. Using computations similar to those in the claim
so these graphs can not be extremal.
It remains to consider the connected case. It will be convenient to leave the base cases of n = 3r or 3r + 1 until last, so assume that n ≥ 3r + 2. Among all the endblocks of the form guaranteed by Lemma 2.4, let B be one with the largest number vertices. Then by claim (2), B is either K 2 or a cycle. Since neither of these are extremal for n ≥ 14, B must contain a cutpoint x. Again, we have three cases depending on the nature of B.
If Next consider B ∼ = K 3 and let V (B) = {x, v, w} so that deg v = deg w = 2 and deg x ≥ 3. Let i be the number of K 3 blocks other than B that contain w. First we note that there is some block of G containing x that is not a K 3 since otherwise n ≤ 3r. It follows from our restrictions on
has some number of K 1 components, i components isomorphic to K 2 , and at most one other component, say H, with at most n − 2i − 3 vertices and r − i − 1 cycles. Furthermore, because x lies in a non-K 3 block, the graph G − N [x] has at most n − 2i − 4 vertices and r − i − 1 cycles. It follows that
and again we get equality if and only if G = C(n, r). As the right-hand side of (1) But this inequality is strict, so such G are not extremal. We are left with the base cases. If n = 3r then c(n, r) = c(n) and C(n, r) = C(n) so we are done by the Griggs-Grinstead-Guichard Theorem. If n = 3r+1 we can proceed as in the induction step except in the case when B ∼ = K 2 since then c(n − 2, r) and g(n − 3, r) have arguments outside of the permissible range. However, Theorems 2.1 and 2.2 still apply to give
and thus these graphs cannot be extremal. This finishes the proof of the theorem.
Filling the gap
For any graph G, it will be convenient to let r(G) = number of cycles of G.
Consider n as fixed for the moment and let G have n vertices. Then Theorem 3.1 characterizes the maximum of m(G) for r(G) small relative to n and Theorems 2.1 and 2.2 do the same for r(G) ≥ r(G(n)) and r(G) ≥ r(C(n)), respectively. We would like to see what happens for intermediate values of r(G).
For arbitrary graphs, r(G(n)) is exactly the maximum value for which Theorem 3.1 (I) holds so we already have a complete characterization in this case. The same is true for connected graphs when n ≡ 0 (mod 3). So for the rest of this section we will concentrate on connected graphs with n ≡ 1, 2 (mod 3). Let r 0 := ⌊n/3⌋ = largest value of r for which Theorem 3.1 is valid.
Also let
To characterize the extremal graphs in the gap r 0 < r < r 1 we will need an extension of the star operation. Let G and H be graphs all of whose components are complete and such that each component of H has at least 2 vertices. Construct K m * [G, H] by picking a vertex v 0 of K m and connecting it to a single vertex in each component of G and to two vertices in each component of
Note that C(4, 5) is not well-defined because then r 0 − 2 = −1 < 0, so we leave this graph undefined. We also need the exceptional graph
For the case n = 3r 0 + 2, let
Examples can be found in Figure 4 . Note that for all the graphs we have just defined we have m(C(n, r)) = m(C(n, r 0 )).
So let
It will also be convenient to extend the domains of the g(n, r) and c(n, r) functions to all n and r by defining
c(n, r) = m 0 when r 0 < r < r 1 .
In the first two cases, we also extend the definitions of G(n, r) and C(n, r) similarly. We will need a special case of the Moon-Moser transformation [5, 8] which, in conjunction with Proposition 2.6, will prove useful in cutting down on the number of cases we will need to consider. Suppose the graph G contains a path tuvw satisfying Then construct the (connected) graph G u,v where
and
The edge uv lies on a unique 3-cycle in G u,v , and so by (b): r(G u,v ) ≤ r(G).
Lemma 4.1 Suppose G contains a path tuvw satisfying (a)-(c). Then
Proof Let M be a maximal independent set in G. Then there are three mutually exclusive possibilities for M , namely u, v ∈ M ; u ∈ M and v ∈ M ; or v ∈ M and u ∈ M . In the first two cases, M gives rise to distinct maximal independent set(s) in G u,v as in the following chart.
Therefore by (c) we have m(G u,v ) ≥ m(G) without even considering the third case where v ∈ M and u ∈ M . In this case, if there is some vertex
By repeatedly applying this transformation (in all possible ways) to a graph G until we cannot find a path with the desired properties, we produce a set of graphs T (G). Each of these graphs has at most as many cycles and at least as many maximal independent sets as G. Furthermore, every graph H ∈ T (G) has the following property:
(∆) If uv ∈ E(H) lies on a cycle with deg u = deg v = 2, then uv lies on a 3-cycle.
Before closing the gap, we wish to mention a result which we will need to rule out some graphs from the list of possible extremals. To state this lemma, we say that a vertex v ∈ V (G) is duplicated if there is a vertex w ∈ V (G) such that v and w have the same neighbors, that is,
Lemma 4.2 Let G be a graph with n vertices and a vertex v that is duplicated.
(2) If n ≥ 7, n ≡ 1 or 2 (mod 3), and G is connected with less than r 1 cycles then
Proof If u and v are duplicated vertices, then they lie in the same maximal independent sets and neither is a cutvertex. So m(G) = m(G − v) and under the hypotheses of (2)
We can now finish our characterization of the extremal graphs. Proof We prove the theorem by induction on n. The cases where n ≤ 10 have been checked by computer, so let G be a connected graph with n > 10 vertices and less than r 1 cycles. First note that it suffices to prove the theorem for graphs that satisfy (∆): If G satisfies the hypotheses of the theorem then every graph H ∈ T (G) also satisfies these hypotheses and satisfies (∆). If G is extremal, then in Lemma 4.1 we would always have equality and thus the given subset relation, when replacing G by G u,v . Since none of our candidate extremal graphs can be generated by this transformation if such a condition is imposed, we must have that T (G) = {G} and so G satisfies (∆).
Pick an endblock B of G satisfying the conclusion of Lemma 2.4 with |V (B)| maximal among all such endblocks. If G = B then we will use x to denote the cutvertex of G in B. The argument now depends on the nature of B.
If B ∼ = K 2 then using the same proof as in Theorem 3.1 shows that m(G) ≤ m 0 with equality if and only if n = 3r 0 + 2 and G ∼ = C(n, r 0 ). If B ∼ = K 2 then B must be 2-connected and so we will use Proposition 2.6 to organize the cases to consider based on l, the number of paths that are added to the initial cycle.
If l = 0 then (∆) guarantees that B ∼ = K 3 . Again, arguments similar to those in Theorem 3.1 show that m(G) ≤ m 0 with equality if and only if G ∼ = C(n, s) for some s with r 0 ≤ s ≤ r.
If l = 1, then B must be a subdivision of the multigraph D in Figure 5 , i.e., it must be obtained from D by inserting vertices of degree 2 into the edges of D. By (∆), we can insert at most one vertex into an edge, unless one of the inserted vertices is the cutvertex x in which case it is possible to insert a vertex before and after x as well. To turn this multigraph into a graph, it is necessary to subdivide at least two of the edges. If all three edges are subdivided, or two edges are subdivided and x is one of the original vertices of D, then G has a duplicated vertex and so is not extremal by Lemma 4.2. In the only remaining case, the following lemma applies. Proof Because of (a), the K 3 satisfies the alternative hypothesis in Proposition 2.5 (2). Using induction to evaluate the c and g functions, we get
with equality only if n = 3r
for some s with r 0 ≤ s ≤ r − 2. These easily imply the conclusion of the lemma.
When l = 2, B must be a subdivision of one of the multigraphs in Figure 6 . For l ≥ 2, we must consider the two congruence classes for n separately. First consider n = 3r 0 + 1. The following lemma will help eliminate many cases. In it, we use r(v) to denote the number of cycles of G containing the vertex v. Proof Using Proposition 2.5 (1), we have The lemma just proved shows that B cannot be a subdivision of E 1 , E 4 , or any block formed by a sequence of length l ≥ 3 since in all these cases there are at least two vertices having degree at least 3 and lying in at least 6 cycles. So even if B has a cutvertex, there will still be a non-cutvertex in B satisfying the hypotheses of the lemma.
If B is formed by subdividing E 2 , the same lemma shows that we need only consider the case where B has a cutvertex of degree 4. Also, since B can't have duplicated vertices, each pair of doubled edges has a vertex inserted in exactly one edge. This means there are only two possibilities for B, depending on whether the non-doubled edge is subdivided or not, and it is easy to check that in both cases G is not extremal by using Proposition 2.5 (1) on the vertex x.
Finally, if B is a subdivision of E 3 then, because of the pair of disjoint doubled edges, there will always be one doubled edge that does not contain x. In B that pair will give rise to either a duplicated vertex or a K 3 satisfying the hypotheses of the Triangle Lemma, and thus in either case G will not be extremal. This ends the proof for n = 3r 0 + 1.
Now we look at the case where n = 3r 0 + 2. The analogue of Lemma 4.5 in this setting is as follows and since the proof is similar, we omit it. Then G is not extremal.
The ideas used to rule out E 3 for n = 3r 0 + 1 will be used many times in the current case, so we codify them in the lemma below. 
Then G is not extremal.
Proof If any set of doubled edges has both edges subdivided exactly once, then G is not extremal by Lemma 4.2. Otherwise, since B has at most one cutvertex x in G, either the hypotheses of the Triangle Lemma or of the previous lemma will be satisfied.
Finally, we will need a way to eliminate blocks that only have vertices of degree at most 3, but not sufficiently many cycles to satisfy Lemma 4.6 (1). One way would be to make sure that G−N [v] is connected. Since a given multigraph M has many possible subdivisions, we also need a criterion on M that will guarantee that most of the subdivisions will have the desired connectivity. In the case with a K 2 component, we use m(G) ≤ c(n − 1, r − 6) + 2c(n − 6, r − 6) to obtain the same result.
For (2) we will break the proof into several cases depending on how the edges at v are subdivided in G, noting that by our hypotheses each can be subdivided at most once. Let N M (v) = {s, t, u} and let H be the subdivision of
is just H possibly together with some vertices of degree one attached if some edges from s, t, or u to L were subdivided. If exactly one of the three edges is subdivided, suppose it is vs. Then it is possible that s is in a different component of G − N G [v] than H. But since there is at most one edge from s to t and u, the component of s has at most two vertices. Now suppose that vs and vt are subdivided, but not vu. At least one of s, t are connected to H otherwise u becomes a cutvertex. So again the only possibility for a nontrivial component other than H is a K 2 containing either s or t, but not both. Finally, if all three edges are subdivided, then
We just need a little terminology before we handle the n = 3r 0 + 2 case. Let L and M be 2-connected multigraphs with no vertices of degree two. We say that M is a child of L if there is some sequence B 0 , B 1 , . . . , B l formed as in Proposition 2.6 with B l−1 = L and B l = M . We will use words like "descendent," "parent," and so on in a similar manner.
We now pick up the proof for n = 3r 0 + 2 where we left off, namely with l = 2. Lemma 4.7 (iii) shows that B can not be a subdivision of E 1 or any of its descendants. Also, if B is a subdivision of E 2 , then by Lemma 4.6 (2) we need only consider the case where the vertex of degree 4 is a cutpoint x, and the same argument we used in the 3r 0 + 1 case shows that such graphs are not extremal.
Next we consider the children of E 2 . The only ones that are not ruled out by Lemma 4.7 are the first three listed in Figure 7 . As before, we need only consider the case where there is a cutvertex x at the vertex of degree at least four as indicated. It can be checked that F 1 can't lead to an extremal graph by using the vertex marked v in Lemma 4.8. For F 2 , suppose first that none of the edges containing x are subdivided. In this case, b := |V (B)| satisfies 5 ≤ b ≤ 9, and using v = x in Proposition 2.5 (1) gives
If one of the edges containing x is subdivided (and it doesn't matter which one by symmetry) then taking v to be the other endpoint of that edge (before subdivision) in Lemma 4.8 shows that G is not extremal. Finally, F 3 is treated the same way as F 2 , noting that the two pairs of doubled edges must both be subdivided in the usual manner, the only edge containing x which can be subdivided further is the vertical one in the diagram, and the maximum is now taken over 6 ≤ b ≤ 10. The only grandchild of E 2 not thrown out by either Lemma 4.6 or Lemma 4.7 is the multigraph G 1 in Figure 7 , a child of F 3 . It is handled in the same way as F 2 and F 3 and the reader should be able to fill in the details at this point. It is easy to check that the children of G 1 are all eliminated, and so we have finished with the descendants of E 2 .
Lemma 4.7 rules out subdivisions of E 3 directly as well as, in conjunction with Lemma 4.6, many of its children and all of its grandchildren. The only surviving multigraphs not previously considered are those children listed in Figure 8 . In F 4 , we are reduced in the usual manner to the case where the vertex of degree at least four is a cutpoint x. But then we can take v as indicated in Lemma 4.8 and so this child is not extremal. In F 5 we need only consider when there is a cutpoint x on the doubled edge. But then either v 1 or v 2 (depending on the placement of x) can be used in Lemma 4.8 to take care of this child. Similarly, in F 6 it is easy to see by symmetry that no matter where the cutpoint is placed, there is a v for Lemma 4.8 (1).
Finally we come to E 4 ∼ = K 4 . Lemma 4.8 (1) shows that we need only consider when one of the degree 3 vertices is a cutpoint x. If one of the edges xv is subdivided then v satisfies Lemma 4.8. Therefore if there is a degree 2 vertex in B, it must be formed by subdividing an edge between two non-cutvertices, say u and v. Hence G − {u, v} contains only one nontrivial connected component with n − 3 vertices, and we get 
This is a decreasing function of j within each congruence class modulo 3 for i, so it is easy to check that we always have m(G) < m 0 . The only children of E 4 that are not children of any other E k and are not ruled out by Lemma 4.6 are those in Figure 9 . In F 7 , we only need consider the case where there is a cutvertex x at the vertex of degree four as marked. The demonstration now breaks into two cases depending on whether any of the edges of B containing x are subdivided or not. But it is essentially the same as others we have seen before, so it is omitted. For F 8 , one can verify by considering several cases that if x exists, then no matter where it is placed there is a corresponding v satisfying the hypotheses of Lemma 4.8. Finally, the grandchildren on E 3 all fall under the purview of Lemma 4.6.
We have now considered all the cases and so completed the proof of the theorem.
Maximum independent sets
We now turn to the consideration of maximum independent sets. An independent set I if G is maximum if it has maximum cardinality over all independent sets of G. We let m ′ (G) denote the number of maximum independent sets of G. Since every maximum independent set is also maximal we have m ′ (G) ≤ m(G), so for any finite family of graphs,
Call G well covered if every maximal independent set is also maximum. Then we have equality in (2) if and only if some graph with a maximum number of maximal independent sets is well covered. The graphs G(n), C(n), and G(n, r) are well covered for all n, r and C(n, r) is well covered for n ≡ r (mod 2) and n ≥ 3r, so we immediately have the following result. This leaves only the case where G is connected and n ≡ r (mod 2). To state and motivate this result, we recall some work of Zito [11] and Jou and Chang [7] . Define a family of trees by
and let
if n ≡ 1 (mod 2).
Theorem 5.2 ([11]) If
T is a tree on n vertices with n ≥ 2 then
with equality if and only if T ∼ = T ′ (n).
In [7] , Jou and Chang gave a short proof of the previous theorem and did the case of graphs with at most one cycle. To appreciate the part of their result that we will need, note that T ′ (n) is well covered precisely when n is even.
Theorem 5.3 ([7]) Let G be a graph with at most one cycle and n vertices where
with equality if and only if G ∼ = T ′ (n).
We will show that an analogous result holds for general r. To state it concisely, we let c(n, 0) := t ′ (n) and similarly C(n, 0) = T ′ (n). If n is even then Wilf's result [10] implies that c(n, 0) is also the maximum number of maximal independent sets in a tree, although Sagan [9] showed that there are other extremal trees for the maximal case.
The rest of this section will be devoted to the proof of our second main result. Before embarking on this proof, we will need a couple of lemmas. The first is an analogue of a result we have already seen for maximal independent sets. Its proof is similar and so is omitted.
Lemma 5.5
The invariant m ′ (G) satisfies the following inequalities.
(2) If G has a complete subgraph B with at least one vertex adjacent only to other vertices of
Our second lemma will be useful for eliminating the cases where a vertex serves as a cutvertex for more than one endblock.
Lemma 5.6 Suppose that the graph G contains a vertex x and a set of at least two other vertices U such that the induced graph G[U ] is not complete and for all
Proof It suffices to show that no maximum independent set of G contains x. Suppose not, and let I be a maximum independent set with x ∈ I. Then by (3) we have I ∩ U = ∅. Also, since G[U ] is not complete there is an independent set A ⊂ U containing at least two vertices. But then I ∪ A − x is a larger independent set than I, a contradiction.
Proof (of Theorem 5.4)
We will use induction on r. The base case of r = 1 is just Theorem 5.3, so we will assume r ≥ 2. If G has less than r cycles then we are done by Theorem 3.1, so we may assume that G has precisely r cycles. Also suppose
Let B be an endblock of G. First, if B has intersecting cycles, then we must have r ≥ 3. As in our first main theorem, there must be a non-cutvertex v of B with deg v ≥ 3 and r(v) ≥ 3. By Lemma 5.5 (1) we get
a contradiction. Hence B is either K 2 , K 3 , or C p for some p ≥ 4. Since these possibilities have at most one cycle and we are assuming that G has r ≥ 2 cycles, G cannot be a single block. Hence B must contain a cutvertex x of G. First, suppose that B ∼ = C p for some p ≥ 4. Label the vertices of B as x, u, v, w, . . . so that they read one of the possible directions along the cycle. Since G − v has n − 1 vertices and r − 1 cycles, induction applies to give m ′ (G − v) ≤ c(n − 1, r − 2). But if we have equality, then G − v ∼ = C(n − 1, r − 2), which is impossible since G − v has exactly r − 1 cycles and C(n − 1, r − 2) has exactly r − 2. So m
has n − 3 vertices and r − 1 cycles, so by the same reasoning m
). An application of Lemma 5.5 (1) gives the contradiction
For r = 2, we need the fact that n ≥ 3r = 6 for the last inequality.
We now know that all endblocks of G must be copies of either K 2 or K 3 . We claim that such endblocks must be disjoint. Suppose to the contrary that two endblocks share a vertex, which must therefore be the cutvertex x. Considering the two cases when at least one endblock is a K 2 (so that G − x has an isolated vertex which must be in each of its maximum independent sets) or when both are copies of K 3 , we can use Lemma 5.6 to get
This contradiction proves the claim. Now let B be an endblock of G satisfying Lemma 2.4, so that it intersects at most one other non-endblock. By what we have just shown, B intersects precisely one other block and it is not an endblock. We claim that this block is isomorphic to K 2 . Suppose not. Then the cutvertex x of B lies in at least one cycle not contained in B and is adjacent to at least two vertices not in B. Again, we consider the cases B ∼ = K 2 and B ∼ = K 3 to obtain
≤ max{c(n − 2, r − 1) + g(n − 4, r − 1), 2c(n − 3, r − 2) + g(n − 5, r − 2)} < c(n, r − 1), proving our claim. Since G is not itself a block, G must have at least two of the endblocks guaranteed by Lemma 2.4. Let B and B ′ be two such endblocks with cutvertices x and x ′ respectively. We have shown that B and B ′ are disjoint and that they each intersect precisely one other block, which must be isomorphic to K 2 . We claim that there is vertex v 0 so these two copies of K 2 have vertices {x, v 0 } and {x ′ , v 0 }. If this is not the case then
There are now three cases to consider depending on the nature of B and B ′ . First, suppose
Since the three graphs in this last expression may still have r cycles, we will also have to use induction on n. Since n ≥ 3r and n, r have different parity, the induction will start at n = 3r + 1. Also note that for all three graphs to have parameters lying in the range of Theorem 3.1, we must have n ≥ 3r + 5. So we will have to do n = 3r + 1 and n = 3r + 3 by appealing to the Moon-Moser and Gap Theorems. Now consider each of the three graphs in turn. Clearly G − B is connected and has n − 2 vertices and r cycles. So if n ≥ 3r + 5 then n − 2 ≥ 3r and n − 2, r are of different parity. In this case we can apply induction to conclude that m
′ has n − 5 vertices and at most r cycles so m
with n − 6 vertices and at most r cycles yielding
. Putting everything together we get
< c(n, r − 1), a contradiction. Now suppose that B ∼ = K 2 and B ′ ∼ = K 3 . Proceeding in much the same manner as before gives
another contradiction. The third case is when B ∼ = K 3 and B ′ ∼ = K 3 . Trying the same technique we obtain
= c(n, r − 1).
But if we have equality throughout, then G− B ∼ = C(n− 3, r − 2) and so has r − 2 cycles. However, G has exactly r cycles so G − B has exactly r − 1, again a contradiction. Now that we have established the existence of v 0 , we are almost done. Observe that there is at most one block C other than the K 2 's connecting v 0 to endblocks and those endblocks themselves. (If there were more than one such block, then since endblocks can't intersect this would force the existence of another K 2 and corresponding endblock which we hadn't considered.) So C, if it exists, must be an endblock containing v 0 . By our characterization of endblocks, this leaves only three possibilities, namely C ∼ = ∅, K 2 , K 3 . It is easy to check the corresponding graphs G either do not exist because of parity considerations or satisfy m ′ (G) < c(n, r − 1). We have now shown that no graph with exactly n vertices and r cycles has as many maximum independent sets as C(n, r − 1), and thus finished the proof of Theorem 5.4.
The gap revisited
We now need to look at maximum independent sets in the gap. Consider first the case when G is connected with n = 3r 0 + 2 ≥ 7 vertices and less than r 1 cycles. Then n ≡ r 0 (mod 2) and by Theorem 4.3 we have m ′ (G) ≤ m(G) ≤ c(n, r 0 ), with the second inequality reducing to an equality if and only if G ∼ = C(n, r 0 ) or C(n, r 0 + 1). Since the former graph is well covered but the latter is not, we have proved the following result. Proof We will use induction on n. The case n = 7 has been check by computer and so we assume G is a graph satisfying the hypotheses of the theorem with n ≥ 10, or equivalently r 0 ≥ 3. We will begin as in the proof of Theorem 4.3, considering possible endblocks produced by the inductive procedure in Lemma 2.6. Our first order of business will be to show that any endblock of an extremal G must be isomorphic to K i for 2 ≤ i ≤ 4 or the graph D ′ in Figure 10 . However, the proof of Lemma 4.1 no longer holds for maximum independent sets, so we need the following result to replace Property (∆). In it, and in the future, it will be convenient to use the notation (
One of the following two subconditions hold
Proof Using Lemma 5.5 (1) twice gives
Conditions (1) and (2) of the current lemma imply that G − v 1 − v 3 = H ⊎ {v 2 } where H is connected. Furthermore, since P is in a block we must have v 2 in at least one cycle. So H has n − 3 vertices and less than r 1 − 1 cycles with these two parameters satisfying the hypotheses of the theorem. By induction,
. Putting all these bounds into (5) gives
If we have equality then this forces r 0 = 3. Furthermore, we must have H ∼ = C(7, 1) and
. But C(7, 1) has only one cycle while G(6) has two, contradicting the fact that 
. So we get the same bound on m ′ (G) as in the previous paragraph. Equality implies H ∼ = C(7, 1) and G 1 ∼ = C(6) or K 4 since c(6) = 2c (4) . But then we have the same problem with cycles. This final contradiction ends the proof of Lemma 6.3.
In all of our applications of the Path Lemma we will set up the notation so that v 1 = v. 
So if B is a cycle in an extremal graph then B ∼ = K 3 .
We now consider the case where B comes from subdividing the graph D in Figure 5 . If G has no cutvertex, and thus G itself is a subdivision of D, then by Corollary 6.4 (1) we have n < 10 and so we are done. If B contains a cutvertex x, first suppose that x is a vertex of D and let v be the other vertex of degree 3. If all of the edges of D are subdivided then at most one of them 
Now suppose that x is in an edge of D. If one of the other edges of D is subdivided more than once, then G is not extremal because of Path Lemma (3b) and Corollary 6.4 (1). The only other option not ruled out by Corollary 6.4 (2) is when one of the two edges of D not containing x is subdivided once and the other not at all. If the edge containing x has further subdivisions, we can assume without loss of generality that v is not adjacent to x. In this case, (3a) of the path lemma shows G is not extremal. We are reduced to considering B ∼ = D ′ where D ′ is the graph in Figure 10 , a case that we will postpone until later.
We now need to go through the E graphs from Figure 6 . It will be useful to have an analogue of the large degree and large number of cycles results used in proving the first Gap Theorem.
Proof Since r ≤ r 0 + 5, we have
Any subdivision of E 1 is not extremal because of part (2) of the previous lemma, so consider E 2 . The same reasoning reduces us to the case where the vertex of degree 4 in E 2 is x. Label the other two vertices v and w. Corollary 6.4 shows that the number of subdividing vertices for the pair of vx edges must be one of (2, 2), (2, 1), (2, 0), or (1, 0). The first two cases are eliminated by (3a) of the Path Lemma. The same can be said of the wx edges and that vw can be subdivided at most once by the Path Lemma (3b). So 5 ≤ |V (B)| ≤ 8 and
To deal with E 3 , we need an analogue of the Triangle Lemma in this setting. 
has n − 3 vertices and less than r 1 − 1 cycles, we can use induction to conclude m
. Considering numbers of cycles and containments gives a contradiction.
Now consider subdivisions of E 3 . Let vw be one of the doubled edges. By symmetry, we can assume that any cutpoint of G is neither in one of the vw edges nor adjacent to v. Now if one of the vw edges is subdivided more than once then G is not extremal by (3b) of the Path Lemma and Corollary 6.4 (1). By Corollary 6.4 (2) the only other option is to have one edge subdivided once and the other not subdivided at all. But then the Strong Triangle Lemma applies to show that G is not extremal.
Finally we come to E 4 ∼ = K 4 . First we claim that any edge vw of K 4 not containing a cutvertex of G is not subdivided. By the Path Lemma (3b) the edge can't be subdivided more than once. If it is subdivided exactly once, then we can use Lemma 5.5 (1) twice and induction to get
so if G is a subdivision of K 4 then G ∼ = K 4 , which is a contradiction. Therefore the subdivision of K 4 must contain a cutvertex x of G. Suppose first that x is a vertex of K 4 . Let u, v, w be the other three vertices of K 4 . Since none of the edges between these three vertices are subdivided, we can use (3a) of the Path Lemma to conclude that the edge vx is subdivided at most once. If vx is subdivided exactly once, then
Similarly, if x is interior to an edge of K 4 then none of the other edges of the block are subdivided, and the previous computation still holds. So if G is extremal in this case then B ∼ = K 4 . One can use Lemma 6.5 to rule out all children of the E graphs. So now we know that all endblocks are copies of K i , 2 ≤ i ≤ 4, or D ′ . The rest of our proof will parallel the part of the demonstration of Theorem 5.4 after we established that all endblocks were copies of K 2 or K 3 .
First we show that any two endblocks are disjoint. If not, let B and B ′ both contain the cutpoint x. Suppose first that B ∼ = K i and B ′ ∼ = K j where 2 ≤ i, j unless i = 4. In that case using the bound m ′ (G − u − x) ≤ 6g(n − 7, r 0 − 5) gives the desired strict inequality.
Hence we now know that if at least two endblocks intersect at a cutpoint x then they must all be copies of D ′ . Suppose there are i ≥ 2 copies of D ′ containing x and let B be one of them. Using Lemma 5.5 (1) twice and induction gives
≤ c(n − 3, r 0 − 2) + 2m
≤ c(n − 3, r 0 − 2) + 2 · 3 i−1 c(n − 3i − 1, r 0 − 3i + 5).
If i = 2 then this last expression is smaller than m ′ 0 unless r 0 = 3 and n = 10. But since we have limited the types of endblocks that can occur, there are only three possible graphs of this description and they are depicted in Figure 11 . It is easy to check that m ′ (G 1 ) = 2, m ′ (G 2 ) = 10, and m ′ (G 3 ) = 11, which are all less than c(10, 2) = 26. If i ≥ 3, then we will have the desired strict inequality so long as 3 r0−2i+4 · 2 3i−7 < 2 4 · 3 r0−3 . The left-hand side of this expression is a decreasing function of i and so is maximized when i = 3. However, that maximum is smaller than the right-hand side, so we have eliminated the possibility of multiple copies of D ′ at a cutvertex in an extremal G. Now pick B so that it intersects at most one other non-endblock and thus, from what we have just proved, exactly one other block A. If B ∼ = D ′ then we can use the Strict Triangle Lemma to see that G is not extremal. We can also eliminate K 4 as a possible endblock of this type since in that case, by counting cycles, Since n ≥ 10 and any endblock has at most 4 vertices, there must be at least two endblocks of the type considered in the previous paragraph. Let B and B ′ be two such blocks in an extremal G with cutpoints x and x ′ , respectively. We claim that the associated K 2 blocks must have vertex sets {x, v 0 } and {x ′ , v 0 } for some v 0 . Suppose not. Consider first the case B ∼ = B ′ ∼ = K 2 . The exact same argument as in Theorem 5.4 shows that
≤ c(n − 2) + g(n − 5) + g(n − 6)
so such graphs are not extremal. Now suppose that B ∼ = K 3 and B ′ ∼ = K 2 . In order to apply induction, it is important to use Lemma 5.5 (2) first on B ∼ = K 3 and then on B ′ ∼ = K 2 to get
≤ 2c(n − 3, r 0 − 2) + g(n − 6) + g(n − 7)
again resulting in a non-extremal graph. Finally, if B ∼ = B ′ ∼ = K 3 then
≤ 2c(n − 3, r 0 − 2) + 2g(n − 7) + g(n − 8)
Equality can only happen if G − B ∼ = C(n − 3, r 0 − 2). But then r(G − B) = r 0 − 2 and so r(G) = r 0 − 1, which forces m ′ (G) ≤ c(n, r 0 − 1) as desired.
Now that v 0 must exist, we again have at most one other block C in G. This block must contain v 0 and be an endblock, so C ∼ = ∅, K i (2 ≤ i ≤ 4), or D ′ . Checking each of these possibilities in turn gives us either a graph that is not extremal or C(n, r 0 − 1) in the case when C ∼ = K 3 . This completes the proof of Theorem 6.1.
