Consider a central depot (or plant) which supplies several locations experiencing random demands. Orders are placed (or production is initiated) periodically by the depot. The order arrives after a fixed lead time, and is then allocated among the several locations. (The depot itself does not hold inventory.) The allocations are finally received at the demand points after another lag. Unfilled demand at each location is backordered. Linear costs are incurred at each location for holding inventory and for backorders. Also, costs are assessed for orders placed by the depot. The object is to minimize the expected total cost of the system over a finite number of time periods.
Introduction

Description of the System
This paper is concerned with a system consisting of a central depot which supplies J locations where exogenous, random demands for a single commodity must be filled. Inventories are reviewed and decisions taken periodically. In each time period the depot may place an order for the product. This order arrives at the depot after a lag of L periods. Then the order is allocated among the J demand points. These shipments reach the locations after a further delay of 1 periods.
Demands at the locations are assumed to be independent in different periods, but there may be dependence among demands at different locations in the same period. (For most of the paper we assume the demands in each period have a joint normal distribution. The results also apply to other distributions in certain special cases.) Unfilled demand at each location is backordered. Linear costs are incurred at each location for holding inventory and for backorders. Also, costs are assessed for orders placed by the depot. Any structure may be assumed for the ordering cost functions; these may represent, for example, economies of scale, resulting from quantity discounts or fixed costs or smoothing costs (i.e., costs depending on the previous order as well as the current one).
Demands and costs need not be stationary. Holding and penalty costs may also differ among locations. The object is to minimize the expected total cost of the system over a finite number T of time periods.
The problem of determining optimal order sizes and allocations for this system can be formulated as a dynamic programming problem (?2). The state space of this problem has very large dimension, however, so standard numerical procedures for dynamic programs are not applicable. Our goal here is to obtain a good approximation to the problem which is computationally tractable.
A key concept in the simplification is that of myopic allocation: In period t we must divide up the order placed in period t -L, which has just arrived at the depot, among the J locations. The myopic allocation solves what we call the myopic allocation problem-it minimizes the expected costs in period t + 1, when the allocation actually takes effect, ignoring costs in all subsequent periods.
We use a result of Zipkin (1982a) as part of a two-step procedure to approximate the cost of myopic allocation, as a function of state variables in each period (?3). This method, it turns out, can be applied recursively to the dynamic program (?4). (We confine ourselves to normal demand distributions; extensions to more general distributions are discussed in ?6.) Two conclusions result: First, myopic allocations in fact are optimal in every period, up to the approximations. Second, what remains after the approximations are performed is a dynamic program with only a single state variable. The form of this model, moreover, is precisely that of a single-location dynamic inventory problem. The appropriate qualitative and quantitative results that have been developed for problems of this type (depending on the form of the original ordering cost function, which is inherited by the approximation) can thus be applied.
The optimal (or a good, heuristic) ordering policy for the reduced problem, together with myopic allocation, should thus comprise an effective overall policy for the original problem.
In ?5, we present and discuss some computational results. For many important cases these confirm the analytical arguments supporting the approximation and myopic allocations.
In ?6, we treat a number of special cases and extensions. First, we explore the single-cycle problem, there T = L + 1 + 1. This case represents, in effect, a one-time decision problem with a lag between the (single) order and the (single) allocation decision. Here, the approximation results in a single newsboy problem, whose cost function can be explicitly computed and easily minimized. This result is then used to reduce a three-stage stochastic transportation problem to a tractable two-stage model, thus extending earlier work by Zipkin (1982b) . Next, we show how our results can be extended to other classes of demand distributions. Finally, we point out that systems with more than two levels can also be reduced to single-location problems. These results apply also to problems with both multiple products and multiple locations. The paper by Clark and Scarf (1960) , best known for its treatment of systems with several levels in series, also contains a brief discussion of more general structures of the type studied here. Using an approximation which is essentially equivalent to our first step, they develop a parametric cost function for a problem analogous to our myopic allocation problem. This function, however, is expressed in terms of the optimal allocations, and thus is not computable in closed form.
Related
The papers by Veinott (1965), Bessler and Veinott (1966) and Ignall and Veinott (1969) differ from ours mainly in the absence of an explicit depot; ordering and allocation occur at the same instant (L = 0), and there are no economies of scale. Their models allow joint constraints in inventory positions after allocations, while in our model the allocations themselves are constrained by previous orders. They show that myopic policies are optimal under various assumptions, and it is of interest that our (approximate) myopia results are reminiscent of theirs.
A recent paper of Federgruen, Groenevelt and Tijms considers a continuous-review problem similar to ours; they cite earlier work on this problem. Also, let 1 denote the standard normal cdf. Other distributions are considered in ?6, but only under some further assumptions. The ut are assumed throughout to be independent random vectors.
We shall need to refer to the sum of the (independent) demands at location j over Costs ct(yt, yt) = cost to ordery, in period t, possibly depending on earlier orders. Since the allocation z t is the last decision affecting holding and penalty costs in period t + 1, we may count these costs as if they were incurred in period t. Thus,
hjt =unit cost of holding inventory at location j from period t + I to period t+ 1+ 1, pit = unit penalty cost for demand backordered at location j from period t + 1 to t+ 1+ 1.
The one period expected holding and penalty costs in period t + 1, as viewed from period t, are Q1 (zt x t) = 2, jqjt (z1t, xj,), where We remark that linear shipping costs can be included also, by a suitable redefinition of Pjt and hjz.
Dynamics and Recursive Equations
Given the initial state, the actions and the demands in period t, the state in the next period is determined as follows: 
The state space of this dynamic program has dimension J + N, and there is no obvious way to decompose the problem into smaller ones. For any but the smallest values of J, N and T, clearly, exact solution of the equations is impractical.
More Aggregate Variables
We make use of a variety of aggregate-level variables below, so the following convention has been followed (more or less): Capital letters denote sums overj, a caret Thus, X, represents total inventory in the system, X, is system inventory plus all allocations yet to arrive at the locations, and X/A is system inventory plus outstanding allocations, plus all orders placed but not yet received at the depot (which we may describe as the total economic inventory in the system), all at the beginning of period t. The symbol tilde (-) is used in several ways, and has no single meaning. 
j=1
We now apply the methods of Zipkin (1982a) to approximate the function R,. Later we shall discuss the effects of the approximation. (Note. Though we approximate (5) below in order to determine an order policy, it is (5) itself which constitutes the myopic allocation policy.)
The first step in the approximation is to relax the nonnegativity constraints in (5).
be the minimal cost of the remaining problem. For the second step, the optimality conditions of the remaining problem can be manipulated (Zipkin 1982a Thus, ft has the form assumed above for ft + Straightforward induction, therefore, yields the following conclusion: If we approximate Rt by Rt for all t, then myopic allocations are optimal in all periods in the resulting problem.
In addition, the recursive equations (10) have precisely the form of a single-location dynamic inventory problem with delivery lag L, demands Ut and one period expected holding and penalty costs R,.
This means that the same standard trick invoked in ?2 can be applied to reduce the state space of (10). For now we assume that c, depends only on the current order, that is, ct= ct(yt). We shall reformulate (10) by counting in period t the expected penalty and holding costs previously represented in period t + L. (Recalling the earlier transformation, these costs are actually incurred in period t + L + 1.) Viewed from period t, the initial inventory in period t + L will be We may now define gt(XtA) = minimal total expected ordering costs in periods t through T, and penalty and holding costs represented in (10) in periods t + L through T, given the system starts period t in state Xt/.
Then g9T_L+ 1= 0, and, for t < T-L-1, gt Pt (X) = y ) 1t) + Egt +1) (Xt + yt-Ut
The recursive equations (11) are equivalent in all essential respects to (10) and we have thus reduced the state space of the problem to a single dimension. We now have a one-dimensional dynamic program whose form is that of an inventory problem with no lag, demands Ut, and (strictly) convex expected holding and penalty costs Pt. The many known results for problems of this type, depending on the form of ct, can thus be applied. Var(G *Gt+L).
For example, if ct is linear, a critical number (or order-up-to) policy is optimal (Karlin 1960). If ct is linear with a fixed cost term, then an (s, S) policy is optimal (Scarf 1960). Clark (1981) recently solved numerous problems of this type, each with 72 periods and nonstationary data. On average these required I CPU seconds on an Amdahl 7B. (This estimate is conservative.) For the most general functions ct the codes described in
For fixed L + / suppose L is large relative to 1. Then (11) has costs as well as dynamics very similar to those of a completely centralized system (with larger variance, however, even when / = 0), where all demands are pooled at the depot. As / increases and L decreases, the variance of Ht increases, reflecting greater decentralization, in that allocations must be finalized relatively sooner.
Computational Results
To test the proposed method we compared the approximation with a simulation of the true system for each of several instances of the model of ?2. Attention was restricted to relatively simple, but still interesting cases, specifically, L' = 0 (so N= L), stationary data, independent normal demands, and identical holding and penalty costs across locations. Also, the approximate program (11) was replaced by its infinitehorizon, average-cost analogue. The latter problem is computationally simpler, and the infinite-horizon case is of great practical interest. This represents, in effect, another approximation step. The simulations, of course, had finite (but very long) horizons.
Two types of order cost functions were considered, linear and fixed-plus-linear. (The systems tested are thus among those treated in Eppen and Schrage 1981.)
For each system an optimal (stationary) policy for the approximate program was computed. Five additional policies were evaluated, in order to test the robustness of the approximation and to search (albeit not very hard) for an improved policy. The cost of each policy according to the approximate program (referred to here as the ";approximate cost") was then compared to the true average cost as estimated by simulation (the "estimated cost"); the difference is reported as percentage absolute error, that is % error = lOOlapproximate cost-estimated costi/estimated cost.
Each simulation was run for about 8000 periods. (Some sampling error remains, but it is small.)
Note that, since the approximate program is derived by relaxing constraints only, its optimal cost is a lower bound on the true optimal cost of the (infinite-horizon) original problem; the estimated cost of the policy computed is (up to sampling error) an upper bound. Thus, the % error measures also the suboptimality of that policy. 
Linear Order Costs
In this case a critical-number policy is optimal for the approximate program. (Because of the average-cost criterion, the order costs can be ignored, and were not included in the costs compared.) The optimal critical number is computed by globally minimizing the function Pt = P; this requires one inversion of (. The approximate cost of any policy of this type is computed by one evaluation of P at XA + y = X*, where X* is the critical number.
Seven systems were tested, numbered I-VII. Systems II-VII are variations on the "basic" system I. Characteristics of the systems are as follows: Table 2 . For the other systems the results are comparable; none exhibited markedly larger or smaller errors. Since there were 7 systems with 6 policies each, a total of 42 simulations were run. The largest error among these was 0.51%, and the average error was 0.14%. In no case was a policy found whose estimated cost was lower than that -of the policy predicted to be optimal by the approximate program.
The approximations in this case are very close indeed.
Fixed-plus-Linear Order Cost
In this case an (s, S) policy is optimal for the approximate program. To evaluate the average cost of a given (s, S) policy the aggregate program was discretized on the integers; this represents another potential source of approximation error. (The simulations, however, were performed on the true, continuous problem.) The optimal policy for the discretized problem was found by the methods of Federgruen and Zipkin (to appear). Each of the systems described above was tested, but with a fixed order cost K = 100. Also, System I was run with K = 50, 150 and 300.
The results for System I with K = 100 are shown in Table 3 . Similar results were obtained for the other systems and other values of K, with the exception of System VII. Excluding VII, over the remaining 54 simulations, the maximum error was 4.35%, and the average was 1.77%. Although the correlation is not perfect, the error appears to increase with S-s, hence, with the average time between orders, as Note that the estimated cost of the second policy in Table 2 is lower than that of the approximately optimal policy. The difference, however, is only 0.07%, and this is the largest improvement found over all systems; in most cases no better policy was discovered.
While not as small as in the linear case, the errors here are still quite reasonable. The results for System VII with K = 100 show errors ranging from 24% to 66%. Evidently, the approximation breaks down when coefficients of variation are unequal and there are many periods between orders. (Intuitively, the reason can be seen in an example with J = 2, a1 = a2, and y1 >> 2. The key fact is that, in a period with nothing to allocate, the constraints Zjt > 0 are inessential-hence the approximation perfect-if and only if the quantities (Xt -j)/aj are equal. It can be shown that, if a large amount is allocated myopically, these quantities are likely to be close in the next period; in subsequent periods with nothing to allocate, however, the quantities become increasingly unequal, hence the approximation deteriorates. The same argument suggests myopic allocation is a poor choice under these circumstances.) Subsequent computations, not reported here, indicate that the results deteriorate slightly when the coefficients of variation are larger but equal; the approximations remain quite accurate, however.
Special Cases and Extensions
The "Single-Cycle" Problem We first consider the special case where T = L + 1 + 1. The order placed in period 1 arrives at the beginning of period L + 1, and its allocation is received at the demand points in period T. There are thus only a single order and a single allocation decision which can affect costs; the only costs so affected, moreover, are the order cost in period I and the holding and penalty costs in period T. In this sense the system operates for a single cycle.
There are only three important epochs in this case, the beginning of period 1, the beginning of period L + 1, and the end of period T. In essence, therefore, the problem covers two "macro-periods" of different lengths, the first composed of periods 1 through L, and the second of periods L + 1 through T. The model can thus be viewed as a three-stage stochastic program.
The myopic allocation is certainly optimal in period L + 1 and suppose we approximate its cost by R = RL+I. For simplicity assume c = c, = c,(y1) = c(y), so the order cost depends only on y = y,. Using (1 1), therefore, the problem for period I becomes the following newsboy problem: The (approximately) optimal order is thus easily computed.
Application to Transportation Problems with Uncertain Demands
The closed-form cost function ( 
Systems with More than Two Levels
The fact that the one-period costs in the approximate problem have the same form as those of the individual locations implies that the methods here, repeated several times, can be used to reduce a system with more than two levels to a single-location problem. For this to work the system must have the form of an "arborescence" (each location has a unique supplier); also stock is held only at the lowest echelon.
