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In this poster, we will present the implementation of the immersed interface
method (IIM) for a two-fluid problem. In the IIM, a two-fluid flow is formu-
lated as one set of governing equations and simulated on a fixed Cartesian
grid. The effect of the two-fluid interface enters the formulation as a singu-
lar force and a numerical scheme as jump conditions. In our previous work,
we simulated the two-fluid circular Couette flow and a static bubble problem
and demonstrate the second-order accuracy and volume conservation of the
method. In the present work, we simulate the rising of a single bubble to fur-
ther validate the method. This bubble rising problem is characterized by the
Reynolds number, the Bond number, the density ratio, and the viscosity ratio.
The effects of these parameters on the bubble rising are compared with others
studies.
Goal: Develop a numerical method to simulate the two-fluid
problem in an accurate and efficient way.
Idea: Account for the interfacial effects using a fixed grid
immersed interface method.
Introduction
The flow of two immiscible fluids is used in many technological appli-
cations [1]. The direct numerical simulations of two-fluid problems
have a potentially huge domain for increased understanding. Dif-
ferent numerical methods have been developed for simulating two-
fluid problems with various degree of success. Because of possible
breakup/coalescence in a two-fluid flow, it is generally difficult and in-
efficient to simulate the dynamics of each fluid separately in its own
domain using an interface-fitted grid method and couple the dynamics
of the two fluids through interfacial conditions.
We use the IIM to solve two-fluid problems. The IIM was originally
proposed by LeVeque and Li [2] for solving elliptic equations, and later
extended to other type of equations. In the IIM, a fixed grid is used for
the whole domain; the interface moves through the grid; and jump con-
ditions at the interface are incorporated into numerical schemes only at
grid points near or on the interface.
The mathematical formulation
Considering a two-fluid flow with constant density and viscosity in
each fluid, the single set of non-dimensional Navier-Stokes equations
governing the whole system reads [3],
∂u
∂t










∇ · u = 0,
where
• u is the velocity and p is the pressure;
• the density and the viscosity are
ρ = ρ1H + ρ2(1−H), µ = µ1H + µ2(1−H);
•Re = ρLUµ is the Reynolds number, where L and U are some repre-
sentative length and velocity scales, respectively;
•G is a the body force and F is the singular force.
The two-fluid interface is denoted as S, and its Cartesian coordinates










For the effect of the surface tension, f takes the following form
f = γκn
where γ is the surface tension coefficient, n denotes the normal to the










Figure 1. Schematic of the two-fluid system.
The IIM
The fundamental idea of the IIM in a flow simulation is to incorporate
the effect of an interface by adding to a numerical scheme the addi-
tional terms due to jump conditions across the interface. To determine
the additional terms, we follow the generalized Taylor expansion [4].

















where [·] = (·)ξ+ − (·)ξ− denotes a jump and u(x) is smooth except at
the point ξ (xi−1 < ξ < xi).





and [∆g] across the interface for
a function g, then we can derive all necessary jump conditions along
Cartesian coordinates to achieve second-order accuracy in the numer-















The difficulties in implementing these jump conditions include that
• the principal jump conditions involve the interface velocity ~U ,
• the principal jump conditions are not in the desired form because
of the discontinuous fluid properties.
We interpolate the interface velocity from the current velocity field
with the incorporation of the principal jump conditions. We obtain










from those in the unde-
sired form with the use of one-sided differences, and the augmented
approach [5], respectively. The background numerical scheme in our
code is the MAC scheme. The velocity field is advanced in time in
an explicit manner, which greatly simplifies the application of these
numerical approximations.
A bubble rising in a liquid
To validate our method, we simulate a bubble rising in viscous liq-
uid. This problem is characterized by four non-dimensional param-
eters, namely, the density ratio ρ2/ρ1, the viscosity ratio µ2/µ1, the
Reynolds number Re = ρ2LUµ2 (based on the liquid), and the Bond num-
ber Bo = ρ1LUγ .
The bubble is initially circular; and the initial velocity is zero every-
where in the domain. We compare our simulation results with those
by Hysing et al. [7], where they use the finite element method and the
level set method. Figure 2 shows the comparison for bubble evolution










Figure 2. Interface evolution at Bo = 10, Re = 35, ρ2/ρ1 = 10, µ2/µ1 = 10,
obtained with the IIM (left) and Finite Element Method (right) used in [7].
In Figure 3, we show the temporal evolution of velocity and pressure
field.








































































Figure 3. Temporal evolution of velocity field and pressure field (contour plots) at
Bo = 50, Re = 10, ρ2/ρ1 = 1000 and µ2/µ1 = 100.
The bubble shapes vary as a function of the non-dimensional param-
eters. The effect of density ratio is shown in the Figure 4. The effect
of density ratio on bubble rising velocity is more significant than on
terminal bubble shape. Our results agree qualitatively with those by
Jinsong et al. [8].

















































Figure 4. The predicted terminal bubble shape and terminal bubble velocity under
different density ratios and Bo = 50, Re = 10, µ2/µ1 = 100.
The terminal shapes of single rising bubble under a range of Reynolds
and Bound numbers are shown in Figure 5. The simulations show that
higher Reynolds number and Bond number induce larger deformation
of the bubble shape, which also agree qualitatively with those by Jin-
song et al. [8].
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Figure 5. The predicted bubble shapes as a function of Reynolds and Bond numbers
using ρ2/ρ1 = 1000, µ2/µ1 = 100.
Conclusions
We implement the IIM for computing incompressible immiscible two-
fluid flows with different densities and viscosities. In previous work,
we have shown that for fixed interfaces, the solutions were computed
with a second-order accuracy and the method conserved volume in
non-penetration closed interfaces. To validate the IIM for a moving
interface, we simulate the rising of a single bubble in viscous liquid.
The simulations results demonstrate that the method works well with
large ranges of density ratio (up to 1000) and viscosity ratio (up to
500). We are currently improving the robustness of the method for
large range of Reynolds number and Bond number.
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