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We consider the quasilinear parabolic–parabolic Keller–Segel sys-
tem
{
ut = ∇ ·
(
D(u)∇u)− ∇ · (S(u)∇v), x ∈ Ω, t > 0,
vt = v − v + u, x ∈ Ω, t > 0,
under homogeneous Neumann boundary conditions in a convex
smooth bounded domain Ω ⊂Rn with n 1.
It is proved that if S(u)D(u)  cuα with α < 2n and some constant
c > 0 for all u > 1, then the classical solutions to the above system
are uniformly-in-time bounded, provided that D(u) satisﬁes some
technical conditions such as algebraic upper and lower growth
(resp. decay) estimates as u → ∞. This boundedness result is op-
timal according to a recent result by the second author (Winkler,
2010 [27]), which says that if S(u)D(u)  cuα for u > 1 with c > 0 and
some α > 2n , n 2, then for each mass M > 0 there exist blow-up
solutions with mass
∫
Ω
u0 = M .
In addition, this paper also proves a general boundedness result for
quasilinear non-uniformly parabolic equations by modifying the it-
erative technique of Moser–Alikakos (Alikakos, 1979 [1]).
© 2011 Elsevier Inc. All rights reserved.
0. Introduction
This work is concerned with the initial–boundary value problem
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⎪⎪⎪⎩
ut = ∇ ·
(
D(u)∇u)− ∇ · (S(u)∇v), x ∈ Ω, t > 0,
vt = v − v + u, x ∈ Ω, t > 0,
∂νu = ∂ν v = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω,
(0.1)
for the unknown u = u(x, t), v = v(x, t), where Ω is a bounded convex domain in Rn with smooth
boundary, and n  1. The initial distributions u0 and v0 are assumed to be nonnegative functions
subject to the inclusions u0 ∈ C0(Ω¯) and v0 ∈ C1(Ω¯), respectively.
Chemotaxis, the biased movement of cells (or organisms) in response to chemical gradients, plays
an important role coordinating cell migration in many biological phenomena (cf. the review arti-
cle [14]). In (0.1), u denotes the cell density and v describes the concentration of the chemical signal
secreted by cells. In addition to diffusion, cells move towards higher signal concentration, whereas
the chemical signal undergoes random diffusion and decay. An important variant of the quasilinear
chemotaxis model (0.1) was initially proposed by Painter and Hillen [23]. Their approach assumes the
presence of a so-called volume-ﬁlling effect: The movement of cells is inhibited near points where the
cells are densely packed. Painter and Hillen [23] derived their model via a random walk approach and
they found a functional link between the diffusivity D(u) and the chemotactic sensitivity S(u) that,
in a non-dimensionalized version, takes the form
D(u) = Q (u) − uQ ′(u), S(u) = uQ (u) (0.2)
where Q (u) denotes the density-dependent probability for a cell to ﬁnd space somewhere in its
neighboring location. Since this probability is basically unknown, different choices for Q are conceiv-
able.
If Q (u) ≡ 1 we arrive at the classical Keller–Segel model [18],
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut = u − ∇ · (u∇v), x ∈ Ω, t > 0,
vt = v − v + u, x ∈ Ω, t > 0,
∂νu = ∂ν v = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω,
(0.3)
which has been investigated quite thoroughly during the past three decades. In view of the bio-
logically meaningful question whether or not cell populations spontaneously form aggregates, most
mathematical studies focused on whether solutions remain bounded or blow up. If n = 1, then all so-
lutions of (0.3) are global in time and bounded [22]; if n = 2 and ∫
Ω
u0 < 4π , then the solution will
be global and bounded [21]; if n 3 and, for any δ > 0, the quantities ‖u0‖Ln/2+δ(Ω) and ‖∇v0‖Ln+δ(Ω)
are small, then the solution is global and bounded [28]. On the other hand, if n = 2 then for almost
every M > 4π there exist smooth initial data (u0, v0) with
∫
Ω
u0 = M such that corresponding so-
lution of (0.3) blows up either in ﬁnite or inﬁnite time provided Ω is simply connected [15]; in the
particular framework of radially symmetric solutions in a planar disk, solutions may even blow up in
ﬁnite time [12]; if n  3 and Ω is a ball, then for all M > 0 there exist initial data with
∫
Ω
u0 = M
such that the solution will become unbounded either in ﬁnite or inﬁnite time [28].
In [13] the authors analyze (0.1) upon the particular choices D(u) ≡ 1 and S(u) = u(1− u)+ . This
corresponds to the case of the compactly supported probability Q (u) = (1− u)+ in the volume-ﬁlling
model, in particular meaning that the chemotactic movement is entirely stopped when the cell den-
sity reaches the critical level u = 1. The resulting system admits global bounded solutions only [13].
Furthermore, Wrzosek [30,29] studied the dynamical properties such as instability of constant steady
states or the existence of attractors.
The focus of this paper is to provide some further step towards understanding in more detail the
interaction of the competing nonlinear mechanisms of diffusion and cross-diffusion in (0.1), allowing
for rather general choices of D(u) and S(u). Here we concentrate on the particular phenomenon of
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the ratio S(u)D(u) for large values of u seems to be decisive: Namely, in [27] it has been shown that
if
S(u)
D(u)
 cu 2n +ε for all u > 1 and some c > 0 and ε > 0,
then there exist smooth solutions of (0.1) which blow up (0.4)
either in ﬁnite or inﬁnite time, provided that Ω is a ball. However, to the best of our knowledge the
existing literature leaves open the question in how far this growth condition is critical in respect of
blow-up.
It is the purpose of the present work to close this gap, and correspondingly we shall suppose
throughout that D and S , besides
D ∈ C2([0,∞)) and S ∈ C2([0,∞)) with S(0) = 0, (0.5)
are such that their ratio satisﬁes the growth condition
S(u)
D(u)
 K (u + 1)α for all u  0 (0.6)
with some K > 0 and α > 0. Moreover, our approach will require the further technical assumptions
that
D(u) K0(u + 1)m−1 for all u  0 (0.7)
and
D(u) K1(u + 1)M−1 for all u  0 (0.8)
are valid with some constants m ∈ R, M ∈ R, K0 > 0 and K1 > 0.
Under these hypotheses, our main result reads as follows.
Theorem 0.1. Suppose that Ω ⊂ Rn, n 1, is a bounded convex domain with smooth boundary. Assume that
D and S satisfy (0.5), (0.6), (0.7) and (0.8) with some m ∈R, M ∈R and positive constants K , K0 , K1 and
α <
2
n
.
Then for any nonnegative u0 ∈ C0(Ω¯) and v0 ∈ C1(Ω¯), there exists a couple (u, v) of nonnegative bounded
functions belonging to C0(Ω¯ × [0,∞)) ∩ C2,1(Ω¯ × (0,∞)) which solve (0.1) classically.
In conjunction with (0.4), this provides an essentially complete picture on the dichotomy bound-
edness vs. blow-up in (0.1), provided that the (self-)diffusivity D(u) has an asymptotically algebraic
behavior. It is an interesting open question that unfortunately has to be left open here whether the
above boundedness statement is also valid when D(u) is allowed to grow or decay exponentially, for
instance.
Let us mention some further previous contributions in this direction. In the particular case
D(u) ≡ 1, the criticality of S(u)D(u)  u
2
n was already revealed in [16], where global boundedness of
solutions was shown when S(u)  cu 2n −ε for all u > 1 and some c > 0 and ε > 0, and where some
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some further technical restrictions hold.
As to the special case when S(u) = u, Kowalczyk and Szyman´ska [20] proved that solutions remain
bounded under the condition that D(u) cu2− 4n +ε for all u > 0 with some c > 0 and ε > 0. In view
of the above results, this is optimal for non-degenerate diffusion (with D > 0 on [0,∞)) if and only
if n = 2. For the same choice of S(u) and D > 0 on [0,∞), Senba and Suzuki [25] reached the critical
exponent by showing boundedness under the hypothesis that D(u)  cu n−2n +ε be valid for u > 1
with some c > 0 and ε > 0. For more general D(u) and S(u) satisfying some technical assumptions,
Cies´lak [5] asserted boundedness of solutions when either n = 2 and S(u)D(u)  cu
1
2−ε , or n = 3 and
S(u)
D(u)  cu−ε for all u > 1 and some c > 0 and ε > 0 (cf. also [4] for related results).
When the diffusion of the chemical signal is considered to occur much faster than that of cells, by
the approach of quasi-steady-state approximation (cf. [17] or [24]), the parabolic–parabolic chemotaxis
model (0.1) can be reduced to simpliﬁed parabolic–elliptic models where the second PDE in (0.1) is
replaced with either 0 = v − v + u, or with 0 = v − M + u, where M := ∫
Ω
u0 denotes the total
mass of cells. For the former model, if n = 2, S(u) = u and D(u) c(1+ u)1+ε with c > 0 and ε > 0,
boundedness of solutions was proved in [19], and the same conclusion was found in [7] for more
general D(u) and S(u) with the property that for some c > 0 and ε > 0 we have S(u)D(u)  cu−ε when
n = 2, and S(u)D(u)  cu−1−ε when n = 3.
As to the latter simpliﬁcation, the knowledge appears to be rather complete and consistent with
the results for the parabolic–parabolic case if D(u)  u−γ and S(u)  uα for large u with some γ  0
and α ∈ R: Solutions remain bounded if α + γ < 2n , whereas blow-up may occur if α + γ > 2n ([10],
cf. also [8] for a precedent addressing the special case S(u) = u). Moreover, if S(u) = u, then even the
critical case D(u)  u n−2n can be analyzed, and Cies´lak and Laurençot have shown it to belong to the
blow-up regime [6]. Reﬁned conditions ensuring boundedness in two-dimensional parabolic–elliptic
Keller–Segel models can be found in [3]. For results in the whole space Rn with D(u) and S(u) being
exact powers of u (thus involving porous medium-type or fast diffusion), we refer to [26] and the
references therein.
The proof of our main results will be based on a priori estimates in spatial Lebesgue spaces for u
and ∇v . Due to the careful adjustment of some parameters (cf. Section 2), our technique of deriving
integral bounds (see Section 3) does not need any iterative argument to establish bounds for u(·, t)
in Lp(Ω) for any ﬁnite p, as required in some previous approaches (cf. [16], for instance). Only in a
ﬁnal step an iteration is needed in order to turn this into a bound in L∞(Ω) by means of a Moser–
Alikakos-type procedure (cf. Appendix A).
1. Local existence
The following statement concerning local existence of classical solution can be proved by well-
established methods involving standard parabolic regularity theory and an appropriate ﬁxed point
framework (for details see [16,29] or also [4], for instance).
Lemma 1.1. Let D and S satisfy (0.5), (0.7) and (0.8) with some m ∈ R, M ∈ R, K0 > 0 and K1 > 0, and
assume that u0 ∈ C0(Ω¯) and v0 ∈ C1(Ω¯) are nonnegative. Then there exist Tmax ∈ (0,∞] and a pair (u, v)
of functions from C0(Ω¯ × [0, Tmax)) ∩ C2,1(Ω¯ × (0, Tmax)) solving (0.1) classically in Ω × (0, Tmax). These
functions satisfy the inequalities
u  0 and v  0 in Ω × (0, Tmax),
and moreover
either Tmax = ∞, or limsup
t↗Tmax
(∥∥u(t)∥∥L∞(Ω) + ∥∥v(t)∥∥L∞(Ω))= ∞. (1.1)
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Lemma 1.2.
(i) The ﬁrst component u of the solution of (0.1) satisﬁes the mass conservation property
∥∥u(t)∥∥L1(Ω) = ‖u0‖L1(Ω) for all t ∈ (0, Tmax). (1.2)
(ii) For all s ∈ [1, nn−1 ) there exists c > 0 such that
∥∥v(t)∥∥W 1,s(Ω)  c for all t ∈ (0, Tmax) (1.3)
holds.
Proof. Integrating with respect to x ∈ Ω , we see that ddt
∫
Ω
u ≡ 0, and that ddt
∫
Ω
v = − ∫
Ω
v+∫
Ω
u for
t ∈ (0, Tmax). This yields (1.2) and moreover shows that v is bounded in L∞((0, Tmax); L1(Ω)). Now
this implies (1.3) upon a standard regularity argument involving the variation-of-constants formula
for v and Lp − Lq estimates for the heat semigroup (see [16, Lemma 4.1], for instance). 
2. Adjusting some parameters
We now make sure that when the parameter α in (0.6) indeed satisﬁes α < 2n , we can choose
certain parameters, to be used in Lemma 3.3 below, appropriately.
Lemma 2.1. Let n  2, m ∈ R, α ∈ (0, 2n ), p¯  1 and q¯  2. Then there exist numbers p  p¯, q  q¯, s ∈[1, nn−1 ), θ > 1 and μ > 1 such that
p > max
{
4−m, n(1−m)
2
}
, (2.1)
n − 2
n
· m + p + 2α − 3
m + p − 1 <
1
θ
, (2.2)
n − 2
n
· 2
m + p − 1 <
1
μ
, (2.3)
1
θ
< 1− n − 2
n
· 1
q
(2.4)
and
1
μ
<
2
n
+ n − 2
n
· 1
q
, (2.5)
and such that moreover
m + p + 2α − 3− 1
θ
1− n2 + n(m+p−1)2
+
2
s − 1+ 1θ
1− n2 + nqs
<
2
n
(2.6)
as well as
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1− n2 + n(m+p−1)2
+
2(q−1)
s − 1+ 1μ
1− n2 + nqs
<
2
n
(2.7)
hold.
Proof. Let us ﬁrst ﬁx numbers θ > 1 and μ > 1 such that
(n − 2)θ < n (2.8)
and
μ >
n
2
, (2.9)
and let
q0(p) := n(m + p − 1)
2(n − 1) for p  1.
Then we can easily ﬁnd some large p  p¯ fulﬁlling
q0(p) > q¯, (2.10)
and such that (2.1), (2.2) and (2.3) hold as well as
1
θ
< 1− n − 2
n
· 1
q0(p)
(2.11)
and
1
μ
<
2
n
+ n − 2
n
· 1
q0(p)
. (2.12)
Here we note that (2.8) asserts that (2.2) is true for all suﬃciently large p, whereas the fact that
q0(p) → +∞ as p → ∞ along with the inequality θ > 1 and (2.9) guarantees the validity of (2.11)
and (2.12) for appropriately large p.
We next let
f (q, s) := m + p + 2α − 3−
1
θ
1− n2 + n(m+p−1)2
+
2
s − 1+ 1θ
1− n2 + nqs
for q 2 and s ∈
[
1,
n
n − 1
]
, (2.13)
and
g(q, s) := 2−
1
μ
1− n2 + n(m+p−1)2
+
2(q−1)
s − 1+ 1μ
1− n2 + nqs
for q 2 and s ∈
[
1,
n
n − 1
]
. (2.14)
Then
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(
q0(p),
n
n − 1
)
= 2−
1
μ + 2(n−1)n · (n(m+p−1)2(n−1) − 1) − 1+ 1μ
1− n2 + n(m+p−1)2
= 1+ (m + p − 1) −
2(n−1)
n
1− n2 + n(m+p−1)2
=
2
n − 1+ (m + p − 1)
1− n2 + n(m+p−1)2
= 2
n
.
Since
∂ g
∂q
(
q,
n
n − 1
)
=
2(n−1)
n · [1− n2 + (n − 1)q] − [ 2(n−1)n · (q − 1) − 1+ 1μ ] · (n − 1)
[1− n2 + (n − 1)q]2
= (n − 1) ·
2
n − 1+ 2(n−1)qn − 2(n−1)qn + 2(n−1)n + 1− 1μ
[1− n2 + (n − 1)q]2
= (n − 1) · 2−
1
μ
[1− n2 + (n − 1)q]2
> 0 for all q > 2,
this implies
g
(
q,
n
n − 1
)
<
2
n
for all q ∈ (2,q0(p)). (2.15)
Moreover, our assumption α < 2n entails that
f
(
q0(p),
n
n − 1
)
= (m + p + 2α − 3−
1
θ
) + (1− 2n + 1θ )
1− n2 + n(m+p−1)2
= m + p + 2α − 2−
2
n
1− n2 + n(m+p−1)2
<
m + p − 2+ 2n
1− n2 + n(m+p−1)2
= 2
n
·
n(m+p−1)
2 + 1− n2
1− n2 + n(m+p−1)2
= 2
n
.
Therefore by a continuity argument using (2.10) we can now ﬁx q > q¯ fulﬁlling
q < q0(p) (2.16)
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f
(
q,
n
n − 1
)
<
2
n
(2.17)
and such that furthermore (2.4) and (2.5) hold, where the latter two can be achieved on choosing q
close enough to q0(p) according to (2.11) and (2.12). We observe that by (2.16) and (2.15) we also
have
g
(
q,
n
n − 1
)
<
2
n
,
so that, again by continuity, we can ﬁnally ﬁnd s ∈ [1, nn−1 ) close to nn−1 such that with q as ﬁxed
above we still have
f (q, s) <
2
n
and g(q, s) <
2
n
.
In view of the deﬁnitions (2.13) and (2.14) of f and g , these two inequalities are equivalent to (2.6)
and (2.7). 
3. Proof of the main results
The following preparation is a direct consequence of Young’s inequality.
Lemma 3.1. Let β > 0 and γ > 0 be such that β + γ < 1. Then for all ε > 0 there exists c > 0 such that
aβbγ  ε(a + b) + c for all a 0 and b 0.
Our approach strongly relies on the following favorable property of functions satisfying a homo-
geneous Neumann boundary condition on convex domains. Its proof is implicitly contained in [9,
Appendix], but we include an elementary proof here for completeness.
Lemma 3.2. Assume that Ω is convex, and that w ∈ C2(Ω¯) satisﬁes ∂w
∂ν = 0 on ∂Ω . Then
∂|∇w|2
∂ν
 0 on ∂Ω.
Proof. Let us ﬁx x0 ∈ ∂Ω . Since ∂Ω belongs to the class C2 and hence can be represented locally as
the graph of a C2 function, upon a translation and a rotation we may assume that x0 = 0, and that
there exist neighborhoods U ⊂ Rn and V ⊂ Rn−1 of the origins in Rn and Rn−1, respectively, such
that ∂Ω ∩ U = {(x′,ψ(x′)) | x′ ∈ V } and Ω ∩ U = {(x′, xn) | xn < ψ(x′), x′ ∈ V } for some ψ ∈ C2(V ).
Here since Ω is convex, we may moreover assume that
ψ
(
x′
)
 0 = ψ(0) for all x′ ∈ V (3.1)
and hence
∇x′ψ(0) = 0. (3.2)
Now if x ∈ ∂Ω ∩ U then ν(x) is parallel to (−∇x′ψ(x′),1), and therefore our hypothesis ∂w∂ν = 0 on
∂Ω entails that
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n−1∑
i=1
ψxi wxi + wxn = 0 for all x′ ∈ V , (3.3)
where for convenience we drop the arguments x′ of ψ and (x′,ψ(x′)) of w . Differentiating (3.3) with
respect to x j , j ∈ {1, . . . ,n − 1}, yields
wxjxn =
n−1∑
i=1
ψxi x j wxi +
n−1∑
i=1
ψxi wxix j for all x
′ ∈ V
and thus, by (3.2),
wxjxn =
n−1∑
i=1
ψxi x j wxi at x = 0 for j ∈ {1, . . . ,n − 1}.
At x = 0 we consequently obtain, using that wxn = 0 at this point by (3.3) and (3.2),
∂|∇w|2
∂ν
= ∂|∇w|
2
∂xn
= 2
n∑
j=1
wxj wx jxn = 2
n−1∑
j=1
wxj wx jxn = 2
n−1∑
j=1
wxj ·
n−1∑
i=1
ψxi x j wxi
= 2∇x′w ·
(
D2x′ψ · ∇x′w
)
.
Since the Hessian D2x′ψ is negative semideﬁnite at x = 0 according to (3.1), this shows that ∂|∇w|
2
∂ν  0
at this point and thereby completes the proof. 
We proceed to establish the main step towards our boundedness proof.
Lemma 3.3. Suppose that Ω is convex, and that (0.6), (0.7) and (0.8) hold with some K > 0, K0 > 0, K1 > 0,
m ∈ R, M ∈R and some positive
α <
2
n
.
Then for all p ∈ [1,∞) and each q ∈ [1,∞) there exists c > 0 such that
∥∥u(t)∥∥Lp(Ω)  c for all t ∈ (0, Tmax) (3.4)
and
∥∥∇v(t)∥∥L2q(Ω)  c for all t ∈ (0, Tmax). (3.5)
Proof. It is evidently suﬃcient to prove that for any p0 > 1 and q0 > 2 we can ﬁnd some p > p0 and
q > q0 such that (3.5) and
∥∥u(t)∥∥Lp+m−M (Ω)  c for all t ∈ (0, Tmax) (3.6)
hold with some c > 0, where m and M are taken from (0.7) and (0.8), respectively. To achieve this,
given such p0 and q0 let us set p¯ := p0 + M −m and q¯ := q0 and then ﬁx p > p¯, q > q¯, s ∈ [1, nn−1 ),
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φ(r) :=
r∫
0
ρ∫
0
(σ + 1)m+p−3
D(σ )
dσ dρ for r  0 (3.7)
is ﬁnite and positive for all r  0 with
φ(r) 1
K0
·
r∫
0
ρ∫
0
(σ + 1)p−2 dσ dρ  1
p(p − 1)K0 · (r + 1)
p for all r  0, (3.8)
and furthermore due to (0.8) we have
φ(r) c0(r + 1)p+m−M for all r  0 (3.9)
with some c0 > 0. Since moreover φ is smooth on (0,∞) and u is positive in Ω × (0, Tmax) by
the strong maximum principle, we may use φ′(u) as a test function for the ﬁrst equation in (0.1).
Integrating by parts we thereby see that
d
dt
∫
Ω
φ(u) =
∫
Ω
φ′(u)∇ · (D(u)∇u)− ∫
Ω
φ′(u)∇ · (S(u)∇v)
= −
∫
Ω
φ′′(u)D(u)|∇u|2 +
∫
Ω
φ′′(u)S(u)∇u · ∇v
= −
∫
Ω
(u + 1)m+p−3|∇u|2 +
∫
Ω
(u + 1)m+p−3 S(u)
D(u)
∇u · ∇v (3.10)
for all t ∈ (0, Tmax), where thanks to Young’s inequality and (0.6),
∫
Ω
(u + 1)m+p−3 S(u)
D(u)
∇u · ∇v
 1
2
∫
Ω
(u + 1)m+p−3|∇u|2 + K
2
2
∫
Ω
(u + 1)m+p+2α−3|∇v|2. (3.11)
We next differentiate the second equation in (0.1) to obtain
(|∇v|2)t = 2∇v · ∇v − 2|∇v|2 + 2∇u · ∇v
and hence, recalling the identity |∇v|2 = 2∇v · ∇v + 2|D2v|2,
(|∇v|2)t = |∇v|2 − 2∣∣D2v∣∣2 − 2|∇v|2 + 2∇u · ∇v
for all x ∈ Ω and t ∈ (0, Tmax). Testing this against |∇v|2q−2 yields
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q
d
dt
∫
Ω
|∇v|2q + (q − 1)
∫
Ω
|∇v|2q−4∣∣∇|∇v|2∣∣2 + 2∫
Ω
|∇v|2q−2∣∣D2v∣∣2 + 2∫
Ω
|∇v|2q
 2
∫
Ω
|∇v|2q−2∇u · ∇v for all t ∈ (0, Tmax), (3.12)
where we have used that ∂|∇v|
2
∂ν  0 on ∂Ω by Lemma 3.2. On the right of (3.12) we integrate by
parts and use Young’s inequality to ﬁnd
2
∫
Ω
|∇v|2q−2∇u · ∇v = −2(q − 1)
∫
Ω
u|∇v|2q−4∇v · ∇|∇v|2 − 2
∫
Ω
u|∇v|2q−2v
 q − 1
2
∫
Ω
|∇v|2q−4∣∣∇|∇v|2∣∣2 + 2(q − 1)∫
Ω
u2|∇v|2q−2
+ 2
n
∫
Ω
|∇v|2q−2|v|2 + n
2
∫
Ω
u2|∇v|2q−2, (3.13)
where
2
n
∫
Ω
|∇v|2q−2|v|2  2
∫
Ω
|∇v|2q−2∣∣D2v∣∣2
in view of the pointwise inequality |v|2  n|D2v|2. We thus infer from (3.10)–(3.13) that there exists
c1 > 0 such that
d
dt
{ ∫
Ω
φ(u) + 1
q
∫
Ω
|∇v|2q
}
+ 2
(m + p − 1)2
∫
Ω
∣∣∇(u + 1)m+p−12 ∣∣2 + 2(q − 1)
q2
∫
Ω
∣∣∇|∇v|q∣∣2
 c1
∫
Ω
(u + 1)m+p+2α−3|∇v|2 + c1
∫
Ω
(u + 1)2|∇v|2q−2 (3.14)
for all t ∈ (0, Tmax). Here we use the Hölder inequality to estimate the integrals on the right according
to
∫
Ω
(u + 1)m+p+2α−3|∇v|2 
( ∫
Ω
(u + 1)(m+p+2α−3)θ
) 1
θ
·
( ∫
Ω
|∇v|2θ ′
) 1
θ ′
(3.15)
and
∫
Ω
(u + 1)2|∇v|2q−2 
( ∫
Ω
(u + 1)2μ
) 1
μ
·
( ∫
Ω
|∇v|2(q−1)μ′
) 1
μ′
(3.16)
with θ ′ := θ
θ−1 and μ
′ := μμ−1 . Now since (2.1) in conjunction with the positivity of α and the fact
that θ > 1 implies that
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m + p − 1 >
2
m + p − 1 ,
and since (2.2) asserts that
2(m + p + 2α − 3)θ
m + p − 1 <
2n
n − 2 ,
we may invoke the Gagliardo–Nirenberg inequality to estimate
( ∫
Ω
(u + 1)(m+p+2α−3)θ
) 1
θ
= ∥∥(u + 1)m+p−12 ∥∥ 2(m+p+2α−3)m+p−1
L
2(m+p+2α−3)θ
m+p−1 (Ω)
 c2
∥∥∇(u + 1)m+p−12 ∥∥ 2(m+p+2α−3)m+p−1 ·a
L2(Ω)
· ∥∥(u + 1)m+p−12 ∥∥ 2(m+p+2α−3)m+p−1 ·(1−a)
L
2
m+p−1 (Ω)
+ c2
∥∥(u + 1)m+p−12 ∥∥ 2(m+p+2α−3)m+p−1
L
2
m+p−1 (Ω)
for all t ∈ (0, Tmax), (3.17)
with some c2 > 0 and a ∈ (0,1) determined by
− n(m + p − 1)
2(m + p + 2α − 3)θ =
(
1− n
2
)
· a − n(m + p − 1)
2
· (1− a).
Thus,
a =
n(m+p−1)
2 · (1− 1(m+p+2α−3)θ )
1− n2 + n(m+p−1)2
and hence
2(m + p + 2α − 3)
m + p − 1 · a = n ·
m + p + 2α − 3− 1
θ
1− n2 + n(m+p−1)2
,
so that (3.17) yields
( ∫
Ω
(u + 1)(m+p+2α−3)θ
) 1
θ
 c3
( ∫
Ω
∣∣∇(u + 1)m+p−12 ∣∣2)
n
2 ·
m+p+2α−3− 1
θ
1− n2 +
n(m+p−1)
2 + c3 (3.18)
for all t ∈ (0, Tmax) with some c3 > 0, because (1.2) states boundedness of (u + 1)m+p−12 in
L∞((0, Tmax); L
2
m+p−1 (Ω)).
Similarly, using that μ > 1 implies
4μ
m + p − 1 >
2
m + p − 1 ,
and that (2.3) entails
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m + p − 1 <
2n
n − 2 ,
we interpolate
( ∫
Ω
(u + 1)2μ
) 1
μ
= ∥∥(u + 1)m+p−12 ∥∥ 4m+p−1
L
4μ
m+p−1 (Ω)
 c4
∥∥∇(u + 1)m+p−12 ∥∥ 4m+p−1 ·b
L2(Ω)
· ∥∥(u + 1)m+p−12 ∥∥ 4m+p−1 ·(1−b)
L
2
m+p−1 (Ω)
+ c4
∥∥(u + 1)m+p−12 ∥∥ 4m+p−1
L
2
m+p−1 (Ω)
for all t ∈ (0, Tmax)
with some c4 > 0 and
b =
n(m+p−1)
2 (1− 12μ)
1− n2 + n(m+p−1)2
∈ (0,1).
Again in view of (1.2), we therefore obtain c5 > 0 such that
( ∫
Ω
(u + 1)2μ
) 1
μ
 c5
( ∫
Ω
∣∣∇(u + 1)m+p−12 ∣∣2)
n
2 ·
2− 1μ
1− n2 +
n(m+p−1)
2
+ c5 for all t ∈ (0, Tmax). (3.19)
As to the integrals in (3.15) and (3.16) involving ∇v , we proceed in quite the same manner, relying
on (1.3) rather than on (1.2). First, we note that
2θ ′
q
>
s
q
, (3.20)
because θ ′ > 1 and s < nn−1  2 whenever n 2. Moreover, we know that
2θ ′
q
<
2n
n − 2 , (3.21)
for (2.4) says that
1
θ ′
= 1− 1
θ
>
n − 2
n
· 1
q
.
Now (3.20) and (3.21) allow for an application of the Gagliardo–Nirenberg inequality which ensures
the existence of c6 > 0 fulﬁlling
( ∫
Ω
|∇v|2θ ′
) 1
θ ′ = ∥∥|∇v|q∥∥ 2q
L
2θ ′
q (Ω)
 c6
∥∥∇|∇v|q∥∥ 2q ·c
L2(Ω)
· ∥∥|∇v|q∥∥ 2q (1−c)s
q
+ c6
∥∥|∇v|q∥∥ 2q s
qL (Ω) L (Ω)
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c = nq(
1
s − 12θ ′ )
1− n2 + nqs
∈ (0,1).
By means of (1.3), we thus ﬁnd c7 > 0 such that
( ∫
Ω
|∇v|2θ ′
) 1
θ ′
 c7
( ∫
Ω
∣∣∇|∇v|q∣∣2)
n
2 ·
2
s − 1θ ′
1− n2 +
nq
s + c7 for all t ∈ (0, Tmax). (3.22)
As to the corresponding term in (3.16), we similarly observe that
2(q − 1)μ′
q
>
s
q
, (3.23)
which immediately follows from the inequalities μ′ > 1 and q > q¯ 2 and our assumption n 2. We
furthermore have
2(q − 1)μ′
q
<
2n
n − 2 , (3.24)
because (2.5) asserts that
1
μ′
= 1− 1
μ
> 1− 2
n
− n − 2
n
· 1
q
= n − 2
n
· q − 1
q
.
Thanks to (3.23), (3.24) and the Gagliardo–Nirenberg inequality, we can ﬁnd c8 > 0 satisfying
( ∫
Ω
|∇v|2(q−1)μ′
) 1
μ′ = ∥∥|∇v|q∥∥ 2(q−1)q
L
2(q−1)μ′
q (Ω)
 c8
∥∥∇|∇v|q∥∥ 2(q−1)q ·d
L2(Ω)
· ∥∥|∇v|q∥∥ 2(q−1)q ·(1−d)
L
s
q (Ω)
+ c8
∥∥|∇v|q∥∥ 2(q−1)q
L
s
q (Ω)
with
d =
nq · ( 1s − 12(q−1)μ′ )
1− n2 + nqs
∈ (0,1).
Consequently, once again recalling (1.3) we have
( ∫
Ω
|∇v|2(q−1)μ′
) 1
μ′
 c9
( ∫
Ω
∣∣∇|∇v|q∣∣2)
n
2 ·
2(q−1)
s − 1μ′
1− n2 +
nq
s + c9 for all t ∈ (0, Tmax) (3.25)
for some positive constant c9.
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c1
∫
Ω
(u + 1)m+p+2α−3|∇v|2 + c1
∫
Ω
(u + 1)2|∇v|2q−2
 c10
( ∫
Ω
∣∣∇(u + 1)m+p−12 ∣∣2)β1 ·( ∫
Ω
∣∣∇|∇v|q∣∣2)γ1
+ c10
( ∫
Ω
∣∣∇(u + 1)m+p−12 ∣∣2)β2 ·( ∫
Ω
∣∣∇|∇v|q∣∣2)γ2
+ c10 for all t ∈ (0, Tmax) (3.26)
with some c10 > 0 and positive numbers β1, β2, γ1 and γ2 satisfying
β1 + γ1 = n
2
· m + p + 2α − 3−
1
θ
1− n2 + n(m+p−1)2
+ n
2
·
2
s − 1+ 1θ
1− n2 + nqs
< 1
according to (2.6), and
β2 + γ2 = n
2
· 2−
1
μ
1− n2 + n(m+p−1)2
+ n
2
·
2(q−1)
s − 1+ 1μ
1− n2 + nqs
< 1
by (2.7). Therefore Lemma 3.1 states that for some c11 > 0 we have
c1
∫
Ω
(u + 1)m+p+2α−3|∇v|2 + c1
∫
Ω
(u + 1)2|∇v|2q−2
 1
(m + p − 1)2
∫
Ω
∣∣∇(u + 1)m+p−12 ∣∣2 + q − 1
q2
∫
Ω
∣∣∇|∇v|q∣∣2 + c11 (3.27)
for all t ∈ (0, Tmax). Here we once more employ the Gagliardo–Nirenberg inequality to estimate
∫
Ω
(u + 1)p = ∥∥(u + 1)m+p−12 ∥∥ 2pm+p−1
L
2p
m+p−1 (Ω)
 c12
∥∥∇(u + 1)m+p−12 ∥∥ 2pm+p−1 ·κ1
L2(Ω)
· ∥∥(u + 1)m+p−12 ∥∥ 2pm+p−1 ·(1−κ1)
L
2
m+p−1 (Ω)
+ c12
∥∥(u + 1)m+p−12 ∥∥ 2pm+p−1
L
2
m+p−1 (Ω)
(3.28)
and
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Ω
|∇v|2q = ∥∥|∇v|q∥∥2L2(Ω)
 c12
∥∥∇|∇v|q∥∥2κ2L2(Ω) · ∥∥|∇v|q∥∥2(1−κ2)L sq (Ω) + c12
∥∥|∇v|q∥∥2
L
s
q (Ω)
(3.29)
with some c12 > 0 and
κ1 =
n(m+p−1)
2 (1− 1p )
1− n2 + n(m+p−1)2
and κ2 =
nq
s − n2
1− n2 + nqs
,
where we note that 2pm+p−1 <
2n
n−2 by (2.1) and
s
q < 2 since q > q¯ > 2 and s <
n
n−1  2.
As a consequence of (3.27), (3.28), (3.29), (1.2) and (1.3), (3.14) can be turned into the inequality
d
dt
( ∫
Ω
φ(u) + 1
q
∫
Ω
|∇v|2q
)
+ c13
( ∫
Ω
(u + 1)p
)m+p−1
pκ1 + c13
( ∫
Ω
|∇v|2q
) 1
κ2
 c14
for all t ∈ (0, Tmax) and positive constants c13 and c14. In view of (3.8), we infer that the function
y(t) :=
∫
Ω
φ
(
u(t)
)+ 1
q
∫
Ω
∣∣∇v(t)∣∣2q, t ∈ [0, Tmax),
satisﬁes
y′(t) + c15 yκ (t) c16 for all t ∈ (0, Tmax)
with certain positive constants κ , c15 and c16. Upon an ODE comparison argument this entails that
y(t) c17 := max
{
y0,
(
c16
c15
) 1
κ
}
for all t ∈ (0, Tmax).
Thus, in view of (3.9) we arrive at the inequalities
∫
Ω
(u + 1)p+m−M(t) c17
c0
and
∫
Ω
∣∣∇v(t)∣∣2q  qc17 for all t ∈ (0, Tmax)
and conclude. 
Now we can immediately pass to our main result.
Proof of Theorem 0.1. The proof is an evident consequence of Lemma 3.3, Lemma A.1 below and the
extendibility criterion provided by Lemma 1.1. 
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In this concluding section, which might be of interest of its own, we derive uniform bounds
for nonnegative subsolutions of some quasilinear problems which need not necessarily be uniformly
parabolic. More precisely, we consider functions u fulﬁlling
{
ut ∇ ·
(
D(x, t,u)∇u)+ ∇ · f (x, t) + g(x, t), x ∈ Ω, t ∈ (0, T ),
∂νu(x, t) 0, x ∈ ∂Ω, t ∈ (0, T ),
(A.1)
in the classical sense, where we allow the diffusion to be degenerate in the sense that we require
that
D ∈ C1(Ω¯ × [0, T ) × [0,∞)) and D  0, (A.2)
and that there exist m ∈R, s0  1 and δ > 0 such that
D(x, t, s) δsm−1 for all x ∈ Ω, t ∈ (0, T ) and s s0. (A.3)
Our goal is to derive estimates in L∞(Ω × (0, T )) under the assumptions that
f ∈ C0((0, T );C0(Ω¯) ∩ C1(Ω)) and g ∈ C0(Ω × (0, T )) (A.4)
with
f · ν  0 on ∂Ω × (0, T ), (A.5)
that
f ∈ L∞((0, T ); Lq1(Ω)) and g ∈ L∞((0, T ); Lq2(Ω)), (A.6)
and that
u ∈ L∞((0, T ); Lp0 (Ω)) (A.7)
be valid with suitably large q1, q2 and p0.
The derivation of the following statement follows a well-established iterative technique (see [1]
or also [2] for an application in a similar framework). Since we could not ﬁnd a precise reference
covering our situation, and since some major modiﬁcations to the original procedure are necessary,
we include a full proof here for the sake of completeness.
Lemma A.1. Suppose that T ∈ (0,∞], that Ω ⊂Rn, n 1, is a bounded domain, and that D, f and g comply
with (A.2), (A.4) and (A.5). Moreover, assume that (A.3) and (A.6) hold for some δ > 0, m ∈ R and s0  1,
and some q1 > n+ 2 and q2 > n+22 . Then if u ∈ C0(Ω¯ × [0, T ))∩ C2,1(Ω¯ × (0, T )) is a nonnegative function
satisfying (A.1), and if (A.7) is valid for some p0  1 fulﬁlling
p0 > 1−m · (n + 1)q1 − (n + 2)
q1 − (n + 2) (A.8)
and
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1− nn+2 q2q2−1
(A.9)
as well as
p0 >
n(1−m)
2
, (A.10)
then there exists C > 0, only depending on m, δ, Ω , ‖ f ‖L∞((0,T );Lq1 (Ω)) , ‖g‖L∞((0,T );Lq2 (Ω)) ,
‖u‖L∞((0,T );Lp0 (Ω)) and ‖u(0)‖L∞(Ω) , such that
∥∥u(t)∥∥L∞(Ω)  C for all t ∈ (0, T ).
Proof. We evidently may assume that m 0, and then ﬁx r ∈ (2, 2(n+2)n ) close enough to 2(n+2)n such
that writing θ(ρ) := ρ2 · m+p0−1−m+p0−1 and μ(ρ) :=
ρ
2 · m+p0−1p0−1 we have θ(r) 
q1
q1−2 and μ(r) 
q2
q2−1 .
Indeed, this is possible since our assumption (A.8) on p0 ensures that
θ
(
2(n + 2)
n
)
= n + 2
n
·
(
1+ 2m−m + p0 − 1
)
>
n + 2
n
·
(
1+ 2m−m + [1−m · (n+1)q1−(n+2)q1−(n+2) ] − 1
)
= n + 2
n
· nq1
(n + 2)(q1 − 2)
= q1
q1 − 2
due to the fact that q1 > n + 2, and since (A.9) entails
μ
(
2(n + 2)
n
)
= n + 2
n
·
(
1+ m
p0 − 1
)
>
n + 2
n
·
(
1+ m[1− m
1− nn+2 · q2q2−1
] − 1
)
= q2
q2 − 1 .
We can now pick s ∈ (0,2) suﬃciently close to 2 fulﬁlling
r <
2(n + s)
n
(A.11)
and such that
nr
s − n
2q1
q1−2 · (1− n2 + ns )
< 1, (A.12)
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nr
2 − n
2q1
q1−2
<
n
2 · 2(n+2)n − n
2q1
q1−2
= 1− 2
q1
< 1.
We now recursively deﬁne
pk := 2s · pk−1 + 1−m, k 1, (A.13)
and note that (pk)k∈N increases and
c1 ·
(
2
s
)k
 pk  c2 ·
(
2
s
)k
for all k ∈N (A.14)
holds with positive c1 and c2 which, as all constants c3, c4, . . . appearing below, are independent of k.
Writing
θk := r2 ·
m + pk − 1
−m + pk − 1 , k ∈N, (A.15)
since m  0 we see that also (θk)k∈N is increasing with θk  θ0 = θ(r)  q1q1−2 , and hence θ ′k :=
θk
θk−1
satisﬁes
1 < θ ′k 
q1
2
for all k ∈N. (A.16)
Similarly,
μk := r2 ·
m + pk − 1
pk − 1 , k ∈N, (A.17)
deﬁnes an increasing sequence of numbers such that μk μ0 = μ(r) q2q2−1 , and such that for μ′k :=
μk
μk−1 we have
1 < μ′k  q2 for all k ∈N. (A.18)
Our goal is to derive a recursive inequality for
Mk := sup
t∈(0,T )
∫
Ω
uˆpk (x, t)dx, k ∈N, (A.19)
where uˆ(x, t) := max{u(x, t), s0} for x ∈ Ω¯ and t ∈ [0, T ). To this end, we note that by a standard
approximation procedure we may use pkuˆpk−1 as a test function in (A.1) to obtain for k 1
d
dt
∫
uˆpk + pk(pk − 1)
∫
D(x, t,u)uˆpk−2|∇uˆ|2 −pk(pk − 1)
∫
uˆpk−2 f · ∇uˆ + pk
∫
uˆpk−1gΩ Ω Ω Ω
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employ Young’s inequality in estimating
−pk(pk − 1)
∫
Ω
uˆpk−2 f · ∇uˆ  pk(pk − 1)δ
2
∫
Ω
uˆm+pk−3|∇uˆ|2 + pk(pk − 1)
2δ
∫
Ω
uˆ−m+pk−1| f |2,
recall (A.3) and observe that D(x, t,u) = D(x, t, uˆ) wherever u  s0, to ﬁnd c3 > 0 and c4 > 0 such
that
d
dt
∫
Ω
uˆpk + c3
∫
Ω
∣∣∇uˆ m+pk−12 ∣∣2  c4p2k
∫
Ω
uˆ−m+pk−1| f |2 + pk
∫
Ω
uˆpk−1g (A.20)
for all t ∈ (0, T ). Here, by the Hölder inequality, (A.6) and (A.16), there exists c5 > 0 such that
∫
Ω
uˆ−m+pk−1| f |2 
( ∫
Ω
uˆ(−m+pk−1)θk
) 1
θk ·
( ∫
Ω
| f |q1
) 2
q1 · |Ω|
q1−2θ ′k
q1θ
′
k
 c5
∥∥uˆ m+pk−12 ∥∥ 2(−m+pk−1)m+pk−1
L
2(−m+pk−1)θk
m+pk−1 (Ω)
= c5
∥∥uˆ m+pk−12 ∥∥ rθkLr(Ω) for all t ∈ (0, T )
due to (A.15). Similarly, thanks to (A.18) there exists c6 > 0 such that
∫
Ω
uˆpk−1g 
( ∫
Ω
uˆ(pk−1)μk
) 1
μk ·
( ∫
Ω
|g|q2
) 1
q2 · |Ω|
q2−μ′k
q2μ
′
k
 c6
∥∥uˆ m+pk−12 ∥∥ rμkLr(Ω)
= c6
∥∥uˆ m+pk−12 ∥∥ rθkLr(Ω) · ∥∥uˆ m+pk−12 ∥∥ 2mm+pk−1Lr(Ω) for all t ∈ (0, T ),
where we have recalled the deﬁnitions (A.15) and (A.17) of μk and θk . Now since uˆ  s0  1 and
m < 0, the latter factor can be estimated from above according to
∥∥uˆ m+pk−12 ∥∥ 2mm+pk−1Lr(Ω)  |Ω| 2mr(m+pk−1) → 1 as k → ∞.
Therefore, using that pk  1 for k 1, from (A.20) we thus see that
d
dt
∫
Ω
uˆpk + c3
∫
Ω
∣∣∇uˆ m+pk−12 ∣∣2  c7p2k∥∥uˆ m+pk−12 ∥∥ rθkLr(Ω) for all t ∈ (0, T ) (A.21)
is valid with some c7 > 0.
Now invoking the Gagliardo–Nirenberg inequality [11] we ﬁnd c8 > 0, by (A.16) yet independent
of k, such that
∥∥uˆ m+pk−12 ∥∥ rθkLr(Ω)  c8∥∥∇uˆ m+pk−12 ∥∥ raθk2 · ∥∥uˆ m+pk−12 ∥∥
r(1−a)
θk
Ls(Ω) + c8
∥∥uˆ m+pk−12 ∥∥ rθkLs(Ω),L (Ω)
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∥∥uˆ m+pk−12 ∥∥ rθkLr(Ω)  c8M
r(1−a)
θks
k−1 ·
( ∫
Ω
∣∣∇uˆ m+pk−12 ∣∣2)
ra
2θk + c8M
r
θks
k−1
for all t ∈ (0, T ), with
a =
n
s − nr
1− n2 + ns
∈ (0,1). (A.22)
Upon an application of Young’s inequality, (A.21) thus yields
d
dt
∫
Ω
uˆpk + c3
2
∫
Ω
∣∣∇uˆ m+pk−12 ∣∣2  c9(p2kM
r(1−a)
θks
k−1
) 2θk
2θk−ra + c9p2kM
r
θks
k−1 (A.23)
for all t ∈ (0, T ) and some c9 > 0, where we made use of the fact that (A.12) entails that
ra
2θk
 ra
2θ0
 ra
2q1
q1−2
=
nr
s − n
2q1
q1−2 · (1− n2 + ns )
< 1 for all k ∈N.
Next, since pk >
n(1−m)
2 for all k  1 by (A.10), we can pick λ ∈ (2, 2n(n−2)+ ) such that
2pk
m+pk−1  λ for
all k 1. Thus, by the Hölder inequality,
∫
Ω
uˆpk = ∥∥uˆ m+pk−12 ∥∥ 2pkm+pk−1
L
2pk
m+pk−1 (Ω)
 |Ω|1−
2pk
λ(m+pk−1) · ∥∥uˆ m+pk−12 ∥∥ 2pkm+pk−1
Lλ(Ω)
 c10
∥∥uˆ m+pk−12 ∥∥ 2pkm+pk−1
Lλ(Ω)
for all t ∈ (0, T )
with some c10 > 0, and therefore applying the Poincaré inequality in the form
‖ϕ‖2Lλ(Ω)  c11
(‖∇ϕ‖2L2(Ω) + ‖ϕ‖2Ls(Ω)) for all ϕ ∈ W 1,2(Ω),
we infer that
∫
Ω
uˆpk  c12 ·
(∥∥∇uˆ m+pk−12 ∥∥2L2(Ω) + ∥∥uˆ m+pk−12 ∥∥2Ls(Ω)
) pk
m+pk−1
holds for all t ∈ (0, T ) with a certain c12 > 0. In consequence, writing c13 := infk1 c
−m+pk−1pk
12 > 0, we
have
∫ ∣∣∇uˆ m+pk−12 ∣∣2  c13
( ∫
uˆpk
)m+pk−1
pk − M
2
s
k−1 for all t ∈ (0, T ).Ω Ω
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d
dt
∫
Ω
uˆpk −c3
2
· c13 ·
( ∫
Ω
uˆpk
)m+pk−1
pk + c9p
4θk
2θk−ra
k · M
2r(1−a)
s(2θk−ra)
k−1
+ c9p2kM
r
θks
k−1 +
c3
2
M
2
s
k−1 (A.24)
for all t ∈ (0, T ) and k 1. To simplify this, we observe that
2r(1− a)
s(2θk − ra) max
{
r
θks
,
2
s
}
for all k 1,
because (A.15) guarantees that θk  r2 . Since furthermore clearly
2 <
4θk
2θk − ra 
4θ0
2θ0 − ra for all k 1,
from (A.24) and (A.14) we obtain
d
dt
∫
Ω
uˆpk −c14
( ∫
Ω
uˆpk
)m+pk−1
pk + c15 · b˜k · M
2r(1−a)
s(2θk−ra)
k−1
for all t ∈ (0, T ) and k 1, suitable c14 > 0 and c15 > 0 and b˜ := ( 2s )
4θ0
2θ0−ra > 1.
An integration of this ODI provides c16 > 0 such that
Mk max
{ ∫
Ω
uˆpk0 ,
[
c15
c14
· b˜k · M
2r(1−a)
s(2θk−ra)
k−1
] pk
m+pk−1
}
max
{ ∫
Ω
uˆpk0 , c16b
kMκkk−1
}
for all k 1, (A.25)
where uˆ0(x) := uˆ(x,0) for x ∈ Ω , κk := 2r(1−a)s(2θk−ra) ·
pk
m+pk−1 and b := b˜
p0
m+p0−1 , and where we have used
that pkm+pk−1 
p0
m+p0−1 for all k 1. Writing
κk = 2s ·
(
1+ 1−
2θk
r
2θk
r − a
)
·
(
1+ 1−m
m + pk − 1
)
,
we easily infer from (A.13), (A.15) and (A.14) that
κk = 2s · (1+ εk), k 1, (A.26)
holds with some εk  0 satisfying
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c17
pk
 c18 ·
(
s
2
)k
(A.27)
for all k 1 and appropriately large c17 > 0 and c18 > 0.
Therefore, in the case when c16bkM
κk
k−1 <
∫
Ω
uˆpk0 holds for inﬁnitely many k 1, we obtain
sup
t∈(0,T )
( ∫
Ω
uˆpk−1
) 1
pk−1 
(
1
c16bk
∫
Ω
uˆpk0
) 1
κk pk−1
for all such k, and hence conclude that
∥∥uˆ(t)∥∥L∞(Ω)  ‖uˆ0‖L∞(Ω) for all t ∈ (0, T ),
because pkκk pk−1 → 1 as k → ∞ according to (A.13), (A.26) and (A.27).
In the opposite case, upon enlarging c16 if necessary we may assume that
Mk  c16bkMκkk−1 for all k 1.
By a straightforward induction, this yields
Mk  c
1+∑k−2j=0∏ki=k− j κi
16 · bk+
∑k−2
j=0(k− j−1)·
∏k
i=k− j κi · M
∏k
i=1 κi
0
for all k 2, and hence in view of (A.26) and (A.14) we obtain
M
1
pk
k  c
1
c1
( s2 )
k+ 1c1 ·
∑k−2
j=0(
s
2 )
k− j−1·∏ki=k− j(1+εi)
16 × b
1
c1
k( s2 )
k+ 1c1 ·
∑k−2
j=0(k− j−1)·( s2 )k− j−1·
∏k
i=k− j(1+εi)
× M
1
c1
·∏ki=1(1+εi)
0
for k 2. Since ln(1+ z) z for z 0, from (A.27) and the fact that s < 2 we gain
ln
(
k∏
i=1
(1+ εi)
)
=
k∑
i=1
εi 
c18
1− s2
,
so that using
∑k−2
j=0(k − j − 1) · ( s2 )k− j−1 
∑∞
l=1 l( s2 )
l < ∞, from this we conclude that also in this
case ‖uˆ(t)‖L∞(Ω) is bounded from above by a constant independent of t ∈ (0, T ). This clearly proves
the lemma. 
References
[1] N.D. Alikakos, LP-bounds of solutions of reaction diffusion equations, Comm. Partial Differential Equations 4 (1979) 827–
868.
[2] N.D. Alikakos, An application of the invariance principle to reaction–diffusion equations, J. Differential Equations 33 (1979)
201–225.
[3] V. Calvez, J.A. Carrillo, Volume effects in the Keller–Segel model: energy estimates preventing blow-up, J. Math. Pures
Appl. 86 (2006) 155–175.
[4] T. Cies´lak, Quasilinear nonuniformly parabolic system modelling chemotaxis, J. Math. Anal. Appl. 326 (2) (2007) 1410–1426.
[5] T. Cies´lak, Global existence of solutions to a chemotaxis system with volume ﬁlling effect, Colloq. Math. 111 (1) (2008)
117–134.
Y. Tao, M. Winkler / J. Differential Equations 252 (2012) 692–715 715[6] T. Cies´lak, P. Laurençot, Finite time blow-up for radially symmetric solutions to a critical quasilinear Smoluchowski–Poisson
system, C. R. Acad. Sci. Paris, Ser. I 347 (2009) 237–242.
[7] T. Cies´lak, C. Morales-Rodrigo, Quasilinear non-uniformly parabolic–elliptic system modelling chemotaxis with volume ﬁll-
ing effect. Existence and uniqueness of global-in-time solutions, Topol. Methods Nonlinear Anal. 29 (2) (2007) 361–381.
[8] T. Cies´lak, M. Winkler, Finite-time blow-up in a quasilinear system of chemotaxis, Nonlinearity 21 (2008) 1057–1076.
[9] R. Dal Passo, H. Garcke, G. Grün, On a fourth-order degenerate parabolic equation: global entropy estimates, existence, and
qualitative behavior of solutions, SIAM J. Math. Anal. 29 (2) (1998) 321–342.
[10] K. Djie, M. Winkler, Boundedness and ﬁnite-time collapse in a chemotaxis system with volume-ﬁlling effect, Nonlinear
Anal. 72 (2) (2010) 1044–1064.
[11] A. Friedman, Partial Differential Equations, Holt, Rinehart & Winston, New York, 1969.
[12] M.A. Herrero, J.J.L. Velázquez, A blow-up mechanism for a chemotaxis model, Ann. Sc. Norm. Super. Pisa Cl. Sci. 24 (4)
(1997) 633–683.
[13] T. Hillen, K.J. Painter, Global existence for a parabolic chemotaxis model with prevention of overcrowding, Adv. in Appl.
Math. 26 (2001) 281–301.
[14] T. Hillen, K.J. Painter, A user’s guide to PDE models for chemotaxis, J. Math. Biol. 58 (2009) 183–217.
[15] D. Horstmann, G. Wang, Blow-up in a chemotaxis model without symmetry assumptions, European J. Appl. Math. 12 (2001)
159–177.
[16] D. Horstmann, M. Winkler, Boundedness vs. blow-up in a chemotaxis system, J. Differential Equations 215 (1) (2005) 52–
107.
[17] W. Jäger, S. Luckhaus, On explosions of solutions to a system of partial differential equations modelling chemotaxis, Trans.
Amer. Math. Soc. 329 (1992) 819–824.
[18] E.F. Keller, L.A. Segel, Initiation of slime mold aggregation viewed as an instability, J. Theoret. Biol. 26 (1970) 399–415.
[19] R. Kowalczyk, Preventing blow-up in a chemotaxis model, J. Math. Anal. Appl. 305 (2005) 566–585.
[20] R. Kowalczyk, Z. Szyman´ska, On the global existence of solutions to an aggregation model, J. Math. Anal. Appl. 343 (2008)
379–398.
[21] T. Nagai, T. Senba, K. Yoshida, Application of the Trudinger–Moser inequality to a parabolic system of chemotaxis, Funkcial.
Ekvac. Ser. Int. 40 (1997) 411–433.
[22] K. Osaki, A. Yagi, Finite dimensional attractors for one-dimensional Keller–Segel equations, Funkcial. Ekvac. 44 (2001) 441–
469.
[23] K.J. Painter, T. Hillen, Volume-ﬁlling and quorum-sensing in models for chemosensitive movement, Can. Appl.
Math. Q. 10 (4) (2002) 501–543.
[24] B. Perthame, Transport Equations in Biology, Birkhäuser-Basel Verlag, Switzerland, 2007.
[25] T. Senba, T. Suzuki, A quasi-linear system of chemotaxis, Abstr. Appl. Anal. 2006 (2006) 1–21.
[26] Y. Sugiyama, On ε-regularity theorem and asymptotic behaviors of solutions for Keller–Segel systems, SIAM J. Math.
Anal. 41 (4) (2009) 1664–1692.
[27] M. Winkler, Does a ‘volume-ﬁlling effect’ always prevent chemotactic collapse?, Math. Methods Appl. Sci. 33 (2010) 12–24.
[28] M. Winkler, Aggregation vs. global diffusive behavior in the higher-dimensional Keller–Segel model, J. Differential Equa-
tions 248 (2010) 2889–2905.
[29] D. Wrzosek, Global attractor for a chemotaxis model with prevention of overcrowding, Nonlinear Anal. 59 (2004) 1293–
1310.
[30] D. Wrzosek, Long time behaviour of solutions to a chemotaxis model with volume ﬁlling effect, Proc. Roy. Soc. Edinburgh
Sect. A 136 (2006) 431–444.
