We study the first mixed volume for nonconvex sets and apply the results to limits of discrete isoperimetric problems.
Background
Minkowski's theorem on mixed volumes (see e.g., Chapter 5 of Schneider's text [Sch14] ), states that the volume of a Minkowski sum of convex bodies can be written as a polynomial in the coefficients of that Minkowski sum, where the coefficients of the polynomial depend only on the convex bodies. Specifically, let K d denote the set of convex bodies in R d -that is, nonempty, compact, convex subsets of R d . We denote by |S| the d-dimensional volume of S ⊂ R d . Then Theorem 1. Suppose K 1 , K 2 , . . . , K m ∈ K d . For λ i ≥ 0 for i = 1, . . . , m,
where the sum on the left hand side is the Minkowski sum, and the sum on the right hand side is over all multisets of size d whose elements are in the set {1, 2, . . . , m}. The functions V are nonnegative, symmetric, and depend only on the convex bodies
We will be interested in generalizing the domain of the first mixed volume, V (M, . . . , M, N ). In the literature, the special mixed volume
is known to have extensions to certain nonconvex sets M , important for several applications [Sch14] .
and, taking h K to be the support function of K,
The latter formula can be transformed into
where u M (x) is the outer normal vector of M at x ∈ bd M and H k is k-dimensional Hausdorff measure. Equation (5) can be used to define V 1 (M, K) if M is a compact set with a boundary which is a piecewise C 1 hypersurface (but K remains a convex body). In this case, the limit relation (3) remains valid [Zha99] . In this work, we further generalize to allow K to be nonconvex and discuss the implications of this generalization.
To avoid confusion upon which definition of V 1 is being used, as not all definitions are equivalent when extended beyond convex bodies, we will introduce a different notation for V 1 . This will emphasize both that we are no longer necessarily dealing with convex sets and the derivative-like nature of V 1 .
whenever the limit exists.
2 Motivation from Discrete Isoperimetric Inequalities
Our study of D · (·) was motivated by discrete isoperimetric inequalities. As mentioned in the previous section, the classical perimeter of a set can be found via Minkowski addition; when M is convex and
gives the perimeter of the set M . In discrete isoperimetric problems, one is interested in solving isoperimetric problems on graphs. The following definitions and results appear in [TV] . Let G = (V, E) be a graph and let #|S| be the cardinality of a set S.
Definition 2. The vertex boundary ∂ V (S) of a set S ⊂ V is the set of vertices in V \S which are adjacent to some vertex in S:
The edge boundary ∂ E (S) of a set S ⊂ V is the set of edges (u, v) ∈ E "exiting" the set S:
A discrete isoperimetric problem is a problem of the form
with ∂(S) = ∂ V (S) in the case of a "vertex-isoperimetric problem" and ∂(S) = ∂ E (S) in the case of an "edge-isoperimetric problem". For certain families of graphs, it makes sense to consider the continuous limit of the problem. The limit of the discrete "perimeter" turns out to be different from the ordinary perimeter and can be studied using the Brunn-Minkowski theory. We make this precise now.
Definition 3. A simple connected graph G = (V, E) is called a primitive lattice graph (PLG) if it satisfies the following:
3. The edges E are primitive vectors of the lattice V .
By an isomorphism, we will assume that
The assumption that G is connected implies that the edge vectors give rise to a full rank lattice and that the convex hull conv({v i } i ) has full dimension. The former can be seen from the fact that there is a sequence of edges which leads from the origin to any standard basis vector. For the latter, both v i ∈ E and −v i ∈ E, implying that the affine span of {v i } i is a linear space. It has full dimension since the lattice has full rank.
d is a solution to (CEIP) if and only if it is homothetic to the zonotope
2. Under assumptions listed in [TV] , a sequence of optimal solutions to the EIP converges to the lattice points of a homothet of Z.
There is a similar continuous version of the vertex-isoperimetric problem. Here the boundary is replaced by D ∪iℓi (S). In that present form, we are not able to apply Brunn-Minkowski theory as was done in the proof of Theorem 2 to obtain a solution because ∪ i ℓ i is not generally convex.
Main Results
Throughout this section, we will assume that M, N ⊂ R d with M a compact domain having a piecewise C 1 boundary ∂M and N is bounded.
Definition 4. Let y ∈ ∂M be a smooth point with outer normal ray r = r y (M ). Given a bounded set N ⊂ R d with center of mass at the origin, define the local expansion of M at y to be the set
Although one may suggest a definition for a local expansion at singular points, we shall refrain from doing so.
Lemma 2. Let n(y) be the outer normal at a smooth point y ∈ ∂M . Then
Proof. It will be convenient to discuss first a situation in which M is replaced by a half plane H = {x ∈ R d : x · n ≤ c}. Let n be the unit outer normal at y. We have → R with (0, f (0)) = y. The function f is differentiable at 0. Take ǫ so that 2ǫw > R > ǫw. The condition R > ǫw guarantees that translates of the form x + ǫN for x outside of the neighborhood of y are too far to affect the local expansion at y. The condition 2ǫw > R is needed to shrink the neighborhood of y.
Let H y be the supporting hyperplane to M at y. Let r be the normal ray to y and let Y (ǫ) be the distance from the intersection of ∂(H y + ǫN ) with r to y and T (ǫ) be the distance between the intersection of ∂(M + ǫN ) with r and y (see Figure 2) .
From the case of the half-space, lim ǫ↓0
Assume without loss of generality that the outer normal n(y) points "down", in the −x d direction. Let (m, f (m)) be a global maximum of |f |. Then
We have m ≤ R < 2ǫw. Therefore
Theorem 3. For a compact domain M ⊂ R d with piecewise C 1 boundary and bounded
and
Proof. By Lemma 2, the local expansions of M with respect to ǫN and with respect to ǫ conv(N ) converge in the limit ǫ ↓ 0. The difference in D · (M ) can only occur due to singularities and is bounded above by D conv(N ) (Sing(∂M )). Noting that conv(N ) ⊂ B ρ , we can write
By hypothesis, the minkowski content of the singularities of M is zero.
In the notation of the background section, we have shown that if M, N satisfy our running assumptions, then, even for nonconvex N ,
Implications
The function D conv(N ) (·) is a continuous, translation invariant valuation on convex bodies. We have shown that D N (·) agrees with D conv(N ) (·) on a significant subset of this domain, i.e., on the convex bodies with piecewise C 1 boundaries. We will show now that, still, D N (·) is not a continuous valuation on convex bodies.
To do so, we recall an important Theorem from the theory of valuations: 
In particular, φ = φ 0 + · · · + φ d .
As a consequence, if D N is to be a continuous valuation on K d , applying D ǫN (·) to a convex body should yield a polynomial in ǫ. However, this is not the case. The set K + ǫℓ 1 is the convex hull of the circles of radius 1 centered at (0, ±ǫ) and the set K + ǫℓ 2 is the convex hull of the circles of radius 1 centered at (±ǫ, 0). The set K +ǫN is the union of these two sets. The boundary naturally subdivides into 4 arcs. The intersection points of the arcs have x-coordinates ± |K + ǫN |= π + 2ǫ 2 + 2 2 − ǫ 2 ǫ + 1 2 2 − 2ǫ 2 − ǫ 2 ǫ + 1 2 2 2 − ǫ 2 ǫ + 2ǫ + 1 2 2 − ǫ 2 2 − 2ǫ 2 − ǫ 2 − 1 2 2 − ǫ 2 2 2 − ǫ 2 ǫ + 2 + 2 sin −1 ( 1 2 (ǫ − 2 − ǫ 2 )) + 2sin −1 ( 1 2 ( 2 − ǫ 2 + ǫ))
