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ABSTRACT
We compute black hole masses and bolometric luminosities for 87 obscured AGN in the redshift
range 0.25 ≤ z ≤ 1.25, selected from the GOODS deep multi-wavelength survey fields via their X-
ray emission. We fit the optical images and obtain morphological parameters for the host galaxy,
separating the galaxy from its central point source, thereby obtaining a four-band optical SED for
each active nucleus. We calculate bolometric luminosities for these AGN by reddening a normalized
mean SED of GOODS broad-line AGN to match the observed central point-source SED of each
obscured AGN. This estimate of Lbol has a smaller spread than simple bolometric corrections to the
X-ray luminosity or direct integration of the observed multi-wavelength SED, suggesting it is a better
measure. We estimate central black hole masses from the bulge luminosities. The black hole masses
span a wide range, 7× 106M⊙ to 6× 10
9M⊙; the median black hole mass is 5× 10
8M⊙. The majority
of these AGN have L/LEdd ≤ 0.01, and we detect no significant evolution of the mean Eddington
ratio to z = 1.25. This implies that the bulk of black hole growth in these obscured AGN must have
occurred at z & 1 and that we are observing these AGN in a slow- or no-growth state.
Subject headings: galaxies: active — galaxies: nuclei — galaxies: fundamental parameters — galaxies:
bulges — galaxies: Seyfert — methods: data analysis
1. INTRODUCTION
Accurately estimating the mass and growth of super-
massive black holes (SMBHs) in the centers of mas-
sive galaxies is critical to the field of galaxy for-
mation and evolution. Calculations of black hole
masses from direct observables have been limited to
only a few methods: stellar kinematics from within
the black hole sphere of influence (Genzel et al. 1997;
Ghez et al. 2005); H2O maser kinematics (Miyoshi et al.
1995; Herrnstein et al. 1999; Greenhill et al. 2003); kine-
matics of central gaseous disks (Ford et al. 1994;
Ferrarese & Ford 1999); and reverberation mapping
(Peterson 1993; Peterson & Wandel 2000). These meth-
ods, while powerful and tested, are mostly restricted
to bright galaxies and luminous active galactic nuclei
(AGN) in the local universe.
Far more common are obscured AGN, which by def-
inition have a reddened (fainter) central point source
and often resemble a normal galaxy at optical and near-
infrared wavelengths. These comprise a large fraction
of all AGN and contribute much of the X-ray back-
ground (Ueda et al. 2003; Treister & Urry 2005, 2006;
Treister et al. 2004, 2006, 2008, 2009). The high luminos-
ity ratio between host galaxy and obscured point source
makes indirect black hole mass (M•) estimates, such as
the M• − L (where L is the galaxy or bulge luminosity)
relation (Marconi & Hunt 2003), much more promising
than in quasar hosts, as well as one of the only methods
brooke.simmons@yale.edu
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available given that nuclear emission, including broad
lines, is usually obscured in these sources.
Combining black hole masses with bolometric lu-
minosities gives an important intrinsic property of
AGN, the Eddington ratio, λ ≡ L/LEdd, as well as
the associated dimensionless accretion rate, m˙acc ≡
M˙c2/LEdd. These quantities indicate how fast a black
hole is growing: only accretion approaching (or ex-
ceeding) the Eddington limit leads to an apprecia-
ble increase in black hole mass. From well-studied
spectral energy distributions (SEDs) of unobscured
Type 1 quasars (Sanders et al. 1988; Elvis et al. 1994;
Richards et al. 2006), one can derive bolometric correc-
tions for AGN with less complete SEDs (Elvis et al. 1994;
Fabian & Iwasawa 1999; Elvis et al. 2002; Marconi et al.
2004; Hopkins et al. 2007). However, these bright
quasars are rare among the larger AGN population (AGN
found in deep Chandra exposures are generally 10− 100
times less luminous) and bolometric corrections for the
more common, lower-luminosity AGN are much less cer-
tain.
Detailed study of large samples of AGN and host
galaxies has recently become possible via large multi-
wavelength surveys (e.g., GOODS, COSMOS, ECDFS)
that include X-ray and infrared data as well as high-
resolution, deep optical imaging with the Hubble Space
Telescope (HST ). The unparalleled resolution of the
Advanced Camera for Surveys (ACS) resolves typi-
cal AGN host galaxies and point sources out to z ∼
1 (Sa´nchez et al. 2004; Ballo et al. 2007; Pierce et al.
2007; Alonso-Herrero et al. 2008; Gabor et al. 2009, but
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also see, e.g., Grogin et al. 2003 and Schawinski et al.
2011 for other HST instruments), and simulations
have confirmed the reliability of host and point-
source separation for obscured AGN out to these red-
shifts (Simmons & Urry 2008). Here, we utilize the
Great Observatories Origins Deep Survey (GOODS,
Giavalisco et al. 2004) X-ray through 24 µm data to char-
acterize separately the active nuclei and the host galaxies
of a large sample of moderate luminosity, obscured AGN.
The separation of the host galaxy from the AGN point
source allows us to determine simultaneously the SED
of the AGN alone and the M• (from the host galaxy,
using the M•-LB relation, where LB is the rest-frame
B-band bulge luminosity). We can then extrapolate the
AGN luminosity to the far-infrared based on the level
of reddening in the optical point source, and thus esti-
mate the bolometric luminosity. Coupled with black hole
mass, this allows us to determine Eddington luminosities
and ratios for obscured AGN over the redshift range of
0.25 < z < 1.25. We discuss the data and sample se-
lection in Section 2. Section 3 describes the black hole
mass estimation, including treatment of time variability
of the black hole-bulge luminosity relation, and Section
4 details how we calculate bolometric luminosities and
discusses the reliability of our methods. In Section 5 we
discuss the derived Eddington luminosities and ratios for
our sample.
Throughout this paper, we adopt H0 = 71 km/s/Mpc,
ΩM = 0.27,Λ0 = 0.73, consistent with the WMAP cos-
mology (Spergel et al. 2003).
2. DATA
2.1. Sample Selection
In order to reliably extract AGN light from the com-
bined light of an AGN plus its host galaxy, we require
deep observations using an instrument with a point-
spread function (PSF) that is small compared to the
size of the galaxy. The excellent depth and resolution of
the of the GOODS HST observations provide an excel-
lent opportunity for studying moderate-luminosity AGN
(LX = 10
42 − 1044erg s−1) out to high redshifts (z ≥
2). The GOODS data include the space-based Chan-
dra Deep Fields in the X-ray (0.5-8 keV; Giacconi et al.
2002; Alexander et al. 2003), four HST/ACS filters in
the optical (F435W, B; F606W, V ; F775W, i; F850LP,
z850; Giavalisco et al. 2004), all four Spitzer/IRAC bands
in the infrared (3.6, 4.5, 5.8, 8.4 µm), Spitzer/MIPS
24 µm (Treister et al. 2006, Dickinson et al., in prepara-
tion, Chary et al., in preparation) and the ground-based
FLAMINGOS J and K bands and SOFI/ISAAC JHK
bands for GOODS-North and South, respectively.
We define our AGN sample by the following criteria:
1. Chandra X-ray point source matched to an
optically-detected source using a maximum-
likelihood method to more than 99% confidence
(Bauer et al. 2004).
2. Spectroscopic redshifts (Cowie et al. 2003;
Wirth et al. 2004; Szokoly et al. 2004) at z ≤ 1.25,
so that the data cover the rest-frame B-band.
3. Total absorption-corrected hard X-ray luminosity,
LX (2-8 keV) ≥ 3 × 10
42erg s−1 to minimize con-
Fig. 1.— Top: Hard X-ray luminosity vs. redshift for GOODS
X-ray-selected, optical z850-detected galaxies with spectroscopic
redshifts. The AGN sample defined by our X-ray and redshift
selection criteria (dashed lines; LX > 3 × 10
42 erg s−1, z < 1.25)
are black; excluded sources are gray. Bottom: Absolute z850 host
magnitude vs. redshift for the sample AGN in the top panel. For
accurate morphological fitting, we also require sources with host
z850 < 24 mag (blue dashed line) and a stellarity index indicative of
an extended source (< 0.85). All 87 sources meeting those criteria
are shown as black filled circles. Faint sources with host z850 > 24
are shown as open circles; point-like sources with host z850 < 24
are shown as stars.
tamination from pure starburst galaxies with no
AGN (Persic et al. 2004).
This results in an initial sample of 121 AGN, with 68
from GOODS-North and 53 from GOODS-South. We
apply further criteria to select a sub-sample of sources
with high enough HST data quality for two-dimensional
host galaxy fitting.
To separate a source’s central (optical) AGN light from
its host galaxy light using two-dimensional parametric
fitting techniques requires high-resolution data and rel-
atively high signal-to-noise for each source (> 5 per
pixel). To ensure the highest quality fits, we include
only sources with host z850 ≤ 24 mag (AB), and with
a stellarity parameter (estimated by the SExtractor pa-
rameter, CLASS STAR; Bertin & Arnouts 1996) less than
0.85, where CLASS STAR = 1 is a pure point source. Fol-
lowing this cut, we retain 90 AGN (51 from GOODS-N,
39 from GOODS-S), of which 9 are broad-line objects.
Figure 1 shows the distributions of LX ,M850lp, and z for
X-ray sources with z < 1.25 in the GOODS fields. We
further exclude three sources for which we were unable
to isolate the bulge flux. Two have extremely irregular
and disrupted optical morphology, making morphologi-
cal descriptions in terms of bulges and disks meaningless,
and one has a marginal CLASS STAR = 0.845; all three
are among the lowest optical luminosity, with a mean
MB = −19.05, nearly an order of magnitude below the
next lowest AGN host (MB = −20.2; see Figure 1). The
remaining 87 AGN+hosts constitute our final sample.
2.2. Point Source-Host Galaxy Decomposition
We perform morphological decomposition of the
GOODS AGN+host galaxies using the 2-D fitting rou-
Obscured GOODS AGN at z < 1.25: Slow Growth 3
Fig. 2.— BV Iz composite images of six of the sources in our sample. Each source, marked with its ID from Alexander et al. (2003), is
fit in each band with a host galaxy composed of a bulge and disk, and a central point-source. For each source, the image marked “Host”
shows the point-source-subtracted galaxy. The image marked “PS” shows the residuals when the smooth host galaxy fit is subtracted,
leaving behind the central nucleus and extended detailed features of the host galaxy. Hosts and point sources vary in color and luminosity.
(SEDs of these sources are shown in Figure 5.)
tine GALFIT (Peng et al. 2002). This routine allows for
simultaneous fitting of one or more host galaxy com-
ponents along with a central point source. We used
the GOODS ACS images that were processed using the
STScI Multidrizzle algorithm (Koekemoer et al. 2002),
improving the native resolution to 0.03 arcsec/pixel.
We fit each source independently in each ACS band
(B, V , I, and z850) with a three-component fit: a deVau-
couleur bulge + an exponential disk + a nuclear point
source, the latter of which is modeled by a noiseless, an-
alytical PSF based on analysis of dozens of real stars in
the GOODS fields, created independently for each band
using the IRAF package daophot. This PSF creation
method minimizes the effects of potential eccentricities
of any one star on the field (such as color or excess noise),
while still accounting for any possible deviations within
our drizzled data from a purely analytical PSF created
from a package such as tiny tim (Krist 1993).
Each galaxy was initially fit using an automated pro-
gram (described in further detail in Simmons & Urry
2008, hereafter S08) that uses SExtractor catalog val-
ues as initial parameter guesses. The primary goal of
the initial fit is to fix the central positions of the host
and point source and to calculate initial estimates of the
fit parameters. Each galaxy was then fit with GALFIT
by hand to achieve the best possible fit, assessed us-
ing the χ2 goodness-of-fit parameter and examination of
fit residuals. We then calculate the rest-frame B-band
bulge-to-total ratios and point-source and host galaxy
luminosities, using the InterRest interpolation code from
Taylor et al. (2009); see Table 1 for total, point source,
and host galaxy magnitudes and associated errors. Sepa-
rated hosts and point sources for six objects in our sample
are shown in Figure 2.
Reliable calculations of AGN black hole mass and
bolometric luminosity require accurate measurements of
each source’s host galaxy-to-point source luminosity and
bulge-to-total ratios, which are determined by our mor-
phological fitting. S08 simulated over 50,000 AGN host
galaxies in order to assess the limits of the morphological
fitting. The simulations show that the determination of
Lhost/LPS is generally reliable to the flux and redshift
limits of our sample. Brighter point sources introduce
greater uncertainty into the recovered parameters, espe-
cially the host galaxy magnitude and bulge-to-disk ratio
(S08). We add these uncertainties in quadrature with
the fit errors, which in turn affects the uncertainties in
our black hole masses and Eddington ratios.
For samples like ours, automated fitting of AGN and
hosts recovers at least 90% of central point sources (S08);
our recovery fraction should be higher due to the fact
that we fit each source individually. S08 also find a spu-
rious point-source detection rate of approximately 12%
in a single-band sample with equal numbers of bulge-
and disk-dominated sources. However, this is an upper
limit for our sample, since the chance of spurious de-
tections or unrecovered point sources in multiple bands
for a single source is extremely small. Statistically, the
probability of a missed point source in 2 (3, 4) bands
is 1% (0.1%, 0.01%) for one source. The probability of
a spurious detection in 2 (3, 4) bands for a source with
equal contributions from a bulge and disk is 1.4% (0.2%,
0.02%), though this calculation varies with the morphol-
ogy of each source. Based on the number of point sources
detected in our sample and each source’s individual mor-
phology (following S08), we expect that we miss . 3
point source detections within the sample and have spu-
rious detections for ∼ 2 sources.
Rest-frame B-band properties of each host galaxy and
central point source are given in Table 1.
3. BLACK HOLE MASS ESTIMATION
Direct kinematic measurements of black hole mass are
not possible for the majority of our sample because most
of the AGN are obscured. Instead we use black hole-
bulge relations to estimate the black hole masses. We
use the point-source-subtracted bulge luminosity to cal-
culate M• from rest-frame B-band absolute magnitudes
of the host galaxy bulge using theM•−LB relation from
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Fig. 3.— Histogram of estimated black hole masses, using bulge
luminosities from morphological fitting and Equation 1, adapted
from Marconi & Hunt (2003). The dashed line shows the median
value of M• = 5.1×108M⊙. Arrows indicate the four sources with
upper limits to the black hole mass.
Eq. 19 of Ferrarese & Ford (2005) as converted from
Marconi & Hunt (2003):
log(M•) = (8.37±0.11)−(0.419±0.085)(BB+20.0), (1)
where BB is the rest-frame B-band absolute magnitude
of the galaxy bulge. Rest-frame B bulge-only absolute
magnitudes range from −16.32 > BB > −23.27, with
an average error of σB = 0.13 (determined from GALFIT
uncertainties added in quadrature to systematic uncer-
tainties from S08). Within our sample, we find bulge
fractions ranging from < 5% to 100%, with a median
bulge-to-total ratio of 0.54. For the four cases where a
bulge is undetected in the rest-frame B, we follow S08
in assuming a maximum of 5% bulge contribution, and
consider those black hole masses upper limits.
The mass-luminosity relation of Eq. 1 is based on mea-
surements in the local universe. Treu et al. (2004) have
shown an evolution in the relation out to redshift z = 0.3:
the rest-frame B-band mass-to-light ratio of the bulge
decreases with redshift due to the fact that a higher-
redshift bulge typically has a younger stellar population
than a bulge at z = 0. Subsequent work on different
samples and using different methods (Borys et al. 2005;
Alexander et al. 2008; Bluck et al. 2011) finds that black
hole masses seem to lag behind bulges at even higher red-
shift, implying that black hole masses calculated from
bulge properties are overestimated by approximately a
factor of 3 at z ∼ 1.
However, several other studies (Woo et al. 2005;
Peng et al. 2006; Woo et al. 2008; Jahnke et al. 2009;
Decarli et al. 2010; Merloni et al. 2010) report a decrease
in the intrinsic bulge stellar mass-black hole mass rela-
tion with redshift, in the sense that bulge mass appears
to evolve faster than black hole mass within our redshift
range, leading to an evolution in the bulge-black hole
mass relation in the opposite direction. Some of the con-
flicting results may be explained by differences resulting
from comparing black hole masses to different quantities
(stellar mass versus bulge luminosity, for example), but
the picture is not yet clear. Black hole masses calcu-
lated at z ∼ 1 may change by a factor of approximately
3 in either direction and still be consistent with previous
studies.
Going forward, we quote the unevolved masses, calcu-
lated via a Monte Carlo method in order to account for
uncertainties in host luminosity and bulge-to-total ratio
(both determined from S08) as well as the intrinsic scat-
ter noted in Equation 1 and an additional uncertainty
of ±0.47 dex to encompass the uncertainty in the evo-
lution of Eq. 1 to the redshifts relevant to our sample.
We generate 105 data points for each of our 87 sources,
with uncertainties folded into each step to calculate black
hole masses; the reported M• values and errors repre-
sent the peak and σ values of the Monte Carlo distri-
bution for each object. This method typically results in
SMBH mass uncertainties of approximately ±0.5 dex in
log-M•. Using the same Monte Carlo method, we propa-
gate these errors through to our calculation of Eddington
ratios (discussed in Section 5).
The resulting black hole masses are shown in Figure
3 and presented in Table 1. The majority (94%) are
between 5.0×107 < M• < 5.5×10
9 M⊙, and the rest have
masses (or upper limits) down to M• = 6.7 × 10
6 M⊙.
The median mass,M• = 5.1± 4.7× 10
8 M⊙, is indicated
on Figure 3 as a dashed line.
4. BOLOMETRIC LUMINOSITY CALCULATIONS
In order to study the properties of AGN, we need to
know the total power they emit. Bolometric luminosi-
ties of AGN are thus important quantities, but they are
also difficult to calculate directly for many populations
of AGN. Owing to our selection criteria, the SEDs of
our 87 sources are typically dominated by galaxy light
at optical and near-IR wavelengths, so we do not expect
that naively summing the luminosities of our sources at
all wavelengths will provide a reliable estimate of total
AGN power.
We therefore consider two alternative approaches: (1)
an average bolometric correction to the X-ray luminosity
based on unobscured broad-line AGN (§ 4.1), and (2)
individual corrections based on fitted reddening of our
main AGN sample (§ 4.2).
4.1. X-ray Bolometric Correction
Bolometric luminosities are commonly estimated us-
ing an X-ray bolometric correction, KX , where Lbol,X =
KXLX . Values of KX have been derived from well-
defined SEDs of optically selected, powerful quasars and
range from KX ∼ 10 (Elvis et al. 1994) to KX ≈
33 (Fabian & Iwasawa 1999) or KX > 50 (Elvis et al.
2002). The K factor is luminosity- and wavelength-
dependent (Marconi et al. 2004; La Franca et al. 2005;
Treister & Urry 2005).
The bulk of our sample lies more than an order of mag-
nitude below the average LX of mean quasar SEDs such
as those computed from the Sloan Digital Sky Survey
(Richards et al. 2006). This suggests the KX values from
the literature may not accurately represent our sample.
Since the GOODS data cover nearly 5 decades of wave-
length, we calculate our own KX value and compare to
previously derived KX .
First, we develop an SED for unobscured, broad-line
AGN by averaging the 58 GOODS sources with clear
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Fig. 4.— Weighted average SEDs of broad-line AGN in the GOODS fields (filled circles). The left panel shows 32 low-luminosity
(43.0 < log LX < 44.0) AGN, and the right panel shows 26 moderate-luminosity (44.0 < log LX < 44.9) AGN. The bottom histogram in
each panel shows the number of AGN contributing to the median, as a function of frequency. For comparison, the average spectrum of more
luminous SDSS quasars (LX > 10
45 erg s−1; Richards et al. 2006) is shown as a blue dashed line. Our SEDs are very roughly consistent
with the Richards et al. spectrum when normalized at ∼ 1 keV, but the “big blue bump” feature at ∼ 2500A˚ is significantly weaker in
lower luminosity AGN. Note that some lower-luminosity objects used to make the composite SED in the left panel show signs of a K-giant
stellar population in their SEDs.
broad lines and hence low reddening (Barger et al. 2003;
Szokoly et al. 2004; Cowie et al. 2004), as well as NH <
1021 cm−2 (Bauer et al. 2004). We also impose the cri-
terion LX > 10
43 erg s−1 to minimize host galaxy con-
tamination in the optical and near-IR. (Three of these
sources are in our sample of 87 AGN.) Even under
these conditions, 12 of the selected broad-line AGN show
some signs of a K-giant stellar population in their SEDs
(Barger et al. 2003; Mainieri et al. 2005), particularly at
lower LX . We then split the unobscured sample into two
groups, less than and greater than LX = 10
44 erg s−1, to
investigate the dependency of KX on LX . The median,
absorption-corrected, 2-8 keV X-ray luminosity for each
group is 2.4 × 1043 and 1.4 × 1044 erg s−1, respectively,
consisting of 32 and 26 AGN, respectively.
Figure 4 shows the rest-frame, error-weighted geomet-
ric mean of our intermediate-luminosity AGN in fre-
quency bins 0.15 dex in width. Given the wide redshift
range, not all wavelength bins include the same number
of photometric bands for each unique object. In addi-
tion to weighting by photometric error in each bin, we
also weight by the fraction of AGN in each band with re-
spect to the total sample number (shown in the bottom
panel of Figure 4).
For comparison, we also plot in Figure 4 the mean
SDSS quasar SED from Richards et al. (2006). The “big
blue bump” in both GOODS AGN samples (at ∼ 2500A˚)
is considerably weaker than in SDSS quasars, relative to
the mean luminosity at 1 µm. This suggests that using
an SDSS-derived KX estimate would overestimate the
bolometric luminosity in our AGN sample.
The integrated luminosities of the averaged broad-line
AGN source SEDs are calculated by summing the 2-
30 keV rest-frame LX , the 1250 A˚-8 µm broad-band
luminosities and the integrated UV-to-soft X-ray as-
suming Lν ∝ ν
1.41. This results in integrated lumi-
nosities and bolometric corrections of Lbol,BL(8 µm −
30keV) = 4.1× 1044 erg s−1 and KX = 14.4
+18.6
−7.7 for the
lower-luminosity broad-line AGN, and Lbol,BL(8 µm −
30keV) = 2.6 × 1045 erg s−1 and KX = 15.2
+16.5
−7.4 for
the higher-luminosity broad-line AGN. The KX value
in the lower-luminosity broad-line AGN may be slightly
high due to host contamination of the optical and near-
infrared SED (we estimate this contamination increases
KX in the lower luminosity sample by ≈ 20%).
4.2. Point-Source Reddening / Dust Luminosity Method
We can derive the observed point-source SED in the
four ACS bands using the results from morphological fit-
ting. In some sources, typically in the ACS B (and pos-
sibly V ) bands of higher-redshift sources, no point source
is detected at all; in these cases, we calculate an upper
limit for these bands based on the residual background
flux. Figure 5 shows six examples of total broad-band
SEDs (diamonds) from 24 µm to U-band, plus X-ray,
and the point-source optical SEDs as red squares.
We redden an unobscured AGN template to fit the
extracted point source luminosities. We use the two av-
eraged AGN SEDs calculated in the previous section,
choosing which template to use for each source based on
the source’s X-ray luminosity. First, we normalize the
template to the absorption-corrected, hard X-ray lumi-
nosity of each source. After this normalization, the mean
SED exceeds the observed rest-frame broad-band MIR
luminosity by more than the uncertainty of the mean
SED for only eight of our 87 sources. This indicates
that the choice of template SEDs is appropriate for our
sample.2 In the rare case where the SED exceeds the
2 If we were to instead use the Richards et al. (2006) SDSS
quasar template, the template would exceed the MIR flux in 68%
of sources.
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Fig. 5.— Broad-band SEDs of AGN plus host galaxy (open diamonds) and point source alone (red squares). The mean AGN SED,
calculated from broad-line AGN within the GOODS fields, is shown as a dotted line, normalized to the AGN hard X-ray luminosity. This
template was reddened and fit through the extracted point source values, resulting in the blue solid curve. The far-IR dust curve (solid red
line) is calculated from the derived E (B − V ) according to Draine & Li (2007). Shown for comparison is the same emissivity normalized
to the maximum LMIR from broad-band flux (dashed red line). In most cases, the calculated (solid) curve lies under the maximum
(dashed) curve, i.e., the calculated infrared luminosities do not exceed the observed luminosities. In the rare event that the solid line
exceeds the observed infrared flux (N442), it is usually by a small factor (×2), commensurate with AGN variability on year-long timescales
(Sarajedini et al. 2006). (Images of these sources are shown in Figure 2.)
observed MIR luminosity after normalizing to the hard
X-ray luminosity, the mean SED is re-normalized to be
consistent with the observed MIR luminosity.
We then fit the normalized spectrum to the opti-
cal point-source SED, applying the reddening curve of
Cardelli et al. (1989) for a Milky Way ISM (RV = 3.1)
over the wavelength range of 0.1 < λ < 3.5 µm and using
a χ2-minimization algorithm to calculate the reddening
value of the nuclear emission. For sources with point
source detections in three or four filters (Npt ≥ 3), the
reddening average is 〈E (B − V )〉 = 0.47 ± 0.37. This
increases to 〈E (B − V )〉 = 0.78 ± 0.54 for AGN with
solid detections in only two bands. We note that point
source SEDs with significantly different colors from the
host galaxy SED are frequent enough in our sample that
attempting to determine the reddening value from the
combined AGN+host SED would be considerably less re-
liable. This is consistent with previous simulations and
observations (e.g., Pierce et al. 2010a,b).
The independent determination of E (B − V ) from
reddening and NH from X-ray absorption allows us to
estimate the dust-to-gas ratio along the line of sight (Sec-
tion 4.4). We can then estimate the total re-radiated
IR luminosity of the material that is absorbing optical
and UV photons from the point source, using the dust
emissivity models of Draine & Li (2007) and the dust-to-
gas ratios to convert the emissivity profiles to luminosity,
Ldust.
This calculation requires two assumptions: (1) the am-
bient radiation field strength, U , near the dust, and
(2) the physical line-of-sight path length, l, through
the AGN and host galaxy. We select the Draine & Li
(2007) model that has a range of U = (1 − 1 × 105)U0,
where U =
∫ 8 µm
0.09
4πJλ = 4.34 × 10
−2 erg cm−2 s−1
(Mathis et al. 1983), to roughly reproduce the combina-
tion of AGN radiation field strength and the ambient
galaxy radiation field. We estimate the path length to be
l = R cos i+H sin i, where R is half of the physical galaxy
semi-major axis (determined from the angular size and
distance scale), and i is the estimated inclination. For
galaxies with no detected disk to indicate orientation,
we assume i = 0.
We find that the calculated Ldust does not exceed the
observed 24 µm luminosity in the majority (83%) of
cases. Of the 15 sources with excess calculated Ldust
compared to the observed SED, only one is inconsis-
tent with AGN variability observed for a similar sample
on year-long timescales (Sarajedini et al. 2006). That
source, S160, has an uncharacteristically low 24 µm lu-
minosity compared to the rest of our sample. We con-
clude that the selected parameters of U and l do not
greatly over- or underestimate the reprocessed AGN dust
emission of our sample. However, the assumption that
reddening of the optical point source is due entirely to
dust from an AGN torus means that the calculated Ldust
should be considered an upper limit.
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Fig. 6.— Histograms of bolometric luminosities calculated four
ways: (1) using our SED-reddening fit method from Section 4.2,
Lbol (black solid line); (2) using our empirical bolometric correc-
tion to the X-ray luminosity, Lbol,X (red, dashed line); (3) using
a simple sum of all the observed light for each source, Ltot,obs
(blue, dot-dashed line); and (4) using the model-based, luminosity-
dependent correction of Treister et al. (2009), Lbol,T09 (green, dot-
ted line). The first method has the smallest scatter and agrees well
with the successful population synthesis model of Treister et al.;
the second method underestimates the luminosity, probably be-
cause a significant fraction of the X-rays are absorbed; and the
third method overestimates Lbol because of a significant contri-
bution from the host galaxy. A Kolmogorov-Smirnov (K-S) test
indicates a 6.3% chance that the distributions of Lbol and Lbol,T09
are from the same parent distribution, whereas there is less than a
0.001% chance that the Lbol distribution is consistent with either
the Lbol,X or Ltot,obs distributions.
4.3. Comparison of Bolometric Luminosity Methods
Figure 6 shows a comparison between the bolometric
luminosities calculated four ways: (1) by integrating the
complete AGN SED we constructed for each object as de-
scribed in Section 4.2, Lbol; (2) by estimating an X-ray
correction using the mean broad-line AGN SEDs calcu-
lated in Section 4.1, Lbol,X ; (3) by summing the source
luminosity in all observed bands, Ltot,obs; and (4) by us-
ing model-derived, luminosity-dependent bolometric cor-
rections to the X-ray luminosity (Lbol,T09; Treister et al.
2009).
For the relatively small number of objects (6) in our
sample with LX > 10
44 erg s−1, using our point-source
fitting method to calculate Lbol has close to the same
result as simply adding up the total luminosity in the
source SED. However, the rest of our sources are dom-
inated by the host galaxy in the optical and infrared
wavelengths, leading to a significant overestimation of
AGN-only luminosity with a simple summation method.
For our entire sample, the mean value of Ltot,obs is too
large by approximately 80% compared to the mean Lbol
computed using our point-source fitting method.
In contrast, the simple bolometric correction computed
in Section 4.1 is too low by 66% on average. This
is unsurprising, because our correction is derived from
an observed SED that lacks FIR data at longer wave-
lengths than 24 µm (observed), which can contribute
significantly to the observed total luminosity. This is
exacerbated when applying a correction to objects like
those in our main sample, whose X-ray luminosity has
been subject to circumnuclear absorption. Using the
Draine (2003) dust models to estimate this FIR com-
ponent in the broad-line AGN increases the value of
the correction from Section 4.1 to a value consistent
with Elvis et al. (2002), which increases the corrected
luminosities, Lbol,X , to a mean value more consistent
with the mean Lbol, but with a larger scatter (σ for
logLbol,X = 0.46 compared to 0.33 for logLbol).
Both Lbol,X and Ltot,obs are calculated using observed
properties. We assess the accuracy of our Lbol calcula-
tion, which combines observations with model-dependent
parameters, by comparing to an independent theoreti-
cal model. Specifically, we use the luminosity-dependent
bolometric corrections calculated in Treister et al. (2009)
for model AGN SEDs with a range of X-ray luminosities,
column densities, and orientations (Treister et al. 2006).
Using the absorption-corrected X-ray luminosity of each
object in our main sample to predict a bolometric cor-
rection yields a bolometric luminosity for each object,
Lbol,T09.
Encouragingly, the mean values of Lbol,T09 and Lbol
are in good agreement (log 〈Lbol,T09〉 = 44.75 ± 0.55
and log 〈Lbol〉 = 44.74 ± 0.33), with the distribution of
Lbol,T09/Lbol having a peak and width (σ) of 1.0 ± 0.8.
This indicates that the prediction of the Treister et al.
(2009) model generally agrees well with calculations of
Lbol for individual objects. Such strong agreement for
two completely independent ways of calculating bolomet-
ric luminosities implies that the observed reddening of
the central point source is dominated by absorption pro-
cesses occurring within the circumnuclear region.
Individual-source bolometric luminosities for each of
the four methods are presented in Table 2. Note that,
compared to Lbol (method 1), Lbol,X (method 2) underes-
timates the bolometric luminosity and Ltot,obs (method
3) overestimates it. Both Lbol,X and Lbol,T09 (method
4) distributions have more scatter, which suggests the
point-source fitting method (method 1) may be superior.
We use this value, Lbol, in the subsequent analysis.
Figure 7 shows the distribution of Lbol with redshift,
as well as the ratio of Lbol to the observed LX . We detect
no trend in Lbol with redshift, but the objects with lower
LX appear to have a higher scatter in Lbol compared
to objects with higher LX . Interestingly, values of Lbol
calculated using point-source luminosities in only 1 or
2 optical bands, while individually more uncertain than
values calculated with 3 or 4 bands of optical point-source
data, are not outliers in the overall distribution of Lbol.
This suggests that a sample of AGN with Lbol calculated
as in section 4.2, but with only one optical band used to
determine E (B − V ), may be reliable as a sample even
if the individual values have high uncertainty.
4.4. Dust-to-Gas Ratios
Our point-source fitting method produces estimates of
E (B − V ) from optical point-source dust reddening. We
also have gas column density (NH) measurements from
X-ray spectral slope fitting. These two quantities allow
for an independent measurement of the intrinsic dust-
to-gas ratio in AGN. Figure 8 shows the measures of
dust vs. gas in the form of E (B − V ) vs. NH . Bin-
ning the data in Figure 8 over four NH ranges shows
no strong trend; however, a Kolmogorov-Smirov (K-S)
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Fig. 7.— Calculated bolometric luminosities and comparison of methods. Panels show: (a) Bolometric luminosity (Lbol), as described
in Section 4.2 (method 1 in Figure 6), versus redshift. Solid points indicate objects with nuclear point source detections in at least 3
optical bands (Npt > 2); open circles show sources with Npt = 2; crosses show sources with Npt = 1, which have highly uncertain values
of E (B − V ) and thus Lbol. We detect no trend in Lbol with redshift. (b) Bolometric luminosity versus absorption-corrected hard X-ray
luminosity. Fixed bolometric corrections of Lbol = 10 × LX (dotted line; Elvis et al. 1994) or Lbol ≈ 15 × LX (dashed line; Section 4.1)
underestimate Lbol. The peak of the Lbol/LX distribution ((Lbol/LX)peak = 39.5) is shown as a dot-dashed line and is likely higher than
corrections based on unobscured AGN because of significant X-ray absorption in this sample.
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Fig. 8.— E (B − V ) derived from dust reddened model SED
fits vs. X-ray-determined gas column density. Larger diamonds
indicate E (B − V ) calculated using at least 3 ACS filters; smaller
points indicate that the E (B − V ) calculation used only one or
2 filters. Average values for four NH bins (blue squares) show
no strong trend: intrinsically obscured AGN (NH > 10
22 cm−2)
tend towards larger reddening coefficients, but not universally. The
ratios span a wide range, from approximately that of the SMC (red
dot-dash, E (B − V ) /NH = 2.2×10
−23 cm2/H) to ratios in excess
of Galactic (blue dashed, E (B − V ) /NH = 1.7× 10
−22 cm2/H).
test indicates only a 0.4% chance that the subsample of
E (B − V ) values for objects with NH < 10
22 cm−2 is
drawn from the same parent sample as the subsample
of E (B − V ) values for objects with NH > 10
22 cm−2.
This indicates that dust and gas obscuration may be
weakly correlated, so that sources with higher NH tend
toward higher E (B − V ) values, but with large scatter.
The dust-to-gas ratios span a relatively wide range, in-
cluding dust-to-gas ratios similar to the Galactic value,
E (B − V ) /NH = 1.7 × 10
−22 cm2/H (see Draine 2003;
Shull & van Steenberg 1985), and those closer to that
in the SMC, E (B − V ) /NH = 2.2 × 10
−23 cm2/H
(Martin et al. 1989).
The SMC-like dust ratios are consistent with obser-
vations of local Seyferts, based on their star formation
histories and intrinsic metallicities (Maiolino et al. 2001;
Willott et al. 2004; Hopkins et al. 2004). However, as
discussed in Willott et al. (2004), the similarity of these
dust-to-gas ratios is likely a coincidence, due to the dras-
tically different physical conditions between AGN and
the SMC. Maiolino et al. (2001, 1997) discuss at least
three causes for the much higher gas-to-dust ratio relative
to the Milky Way: (1) a difference in dust grain compo-
sition and size such that UV absorption is less effective;
(2) the ratio of dust to gas is simply lower than in our
galaxy; and (3) an effect of the majority of X-ray absorp-
tion occurring very close to the ionizing radiation and
within the dust sublimation radius (defined at roughly
1500 K, and on the order of Rsub = 0.1 − 1 pc). The
work of Elitzur & Shlosman (2006) supports this last ex-
planation.
The majority (90%) of our sample lack detected
broad emission lines, which within the AGN unification
paradigm is commonly interpreted as the result of an
optically thick line-of-sight to the broad-line region (also
within the dust sublimation radius; Ho¨nig et al. 2006).
This, combined with the high obscuration for much of
our sample, suggests most of the gas and dust along the
line of sight lies within the X-ray dissociation region.
5. EDDINGTON RATIOS
The use of hard X-ray luminosity to select a complete
sample of AGN is vital to studies of AGN accretion prop-
erties. Approximately 90% of our sources would fail to
be included in samples selected by optical spectroscopy.
Additionally, the use of HST data allows for black hole
mass estimates that are independent of AGN proper-
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Fig. 9.— Bolometric AGN luminosity vs. black hole mass. Bulge-
dominated (diamonds) and disk-dominated systems (stars) have
overlapping distributions, although most of the lowest-mass black
holes are in disk-dominated systems. Typical errors are indicated
at the upper left. Lines show 100%, 10%, and 1% of the Eddington
ratio; the mean and median Eddington ratios for our sample are
L = 0.009× LEdd and L = 0.006 × LEdd, respectively.
ties. Most AGN host galaxies are unresolved in black
hole surveys selected by broadHβ (Kollmeier et al. 2006;
Vestergaard & Peterson 2006; Bentz et al. 2006), [O III]
(Netzer et al. 2007a) or CIV emission lines (Vestergaard
2002; Kaspi et al. 2005). Conversely, most of the op-
tical spectra in narrow-line AGN (Barger et al. 2003;
Cowie et al. 2003; Szokoly et al. 2004) are good enough
for redshifts, but lack the signal-to-noise for a measure-
ment of M• (e.g., Heckman et al. 2004). Our X-ray se-
lection criteria, combined with not being dependent on
line widths for M• estimates, allows us to examine AGN
that are not individually contributing strongly to the ac-
cretion history of AGN, but that are a significant fraction
of the X-ray luminosity function (and hence total black
hole accretion) at intermediate redshifts.
Figure 9 shows the comparison between the black hole
mass (Section 3) and bolometric luminosity (Section 4.2).
The mean and median Eddington ratios for our sample
are 〈Lbol/LEdd〉 = 0.009 and 0.006, respectively (where
LEdd ≡ 1.3 × 10
38(M•/M⊙) erg s
−1), meaning the ma-
jority of the sample consists of AGN with highly sub-
Eddington accretion rates. Only one-third of the sample
has Lbol/LEdd > 0.01. This result – a typically low Ed-
dington ratio within a sample that spans a wide range
of values – is similar to results for local Seyfert galaxies
(e.g., Cardamone et al. 2007; Mushotzky et al. 2008).
The scarcity of AGN with high accretion rates is at
least partly to be expected from our selection criteria. By
excluding AGN with low host-to-point source luminos-
ity ratios, we preferentially exclude high-Eddington-ratio
black holes for all but the smallest SMBH. Our selection
process (§2.1) rejects 34 AGN+hosts in total, of which
16 are too faint to accurately recover bulge luminosi-
ties. Given their low fluxes, those 16 objects are unlikely
to be bright, near-Eddington accreting AGN. The other
18 rejected objects are point-like in the optical images,
which could possibly be due to bright (near-Eddington-
accreting) nuclei. However, even if those objects were
included, they would constitute a minority of the to-
tal sample, indicating that our sample of sub-Eddington
AGN represents the dominant AGN population within
the GOODS fields at z < 1.25.
The result that more than 90% of our sample is ac-
creting at less than 10% of the Eddington limit is robust
to possible sources of error in our analysis. If we were
to assume that our sources are accreting at the Edding-
ton limit and use that assumption to calculate SMBH
masses, our masses would decrease by more than two or-
ders of magnitude, on average. Such a large deviation is
inconsistent both with independent observations of black
hole masses and bulges from 0 . z . 3 (e.g., Woo et al.
2008; Jahnke et al. 2009; Merloni et al. 2010) and with
constraints on the maximum evolution of the black hole-
bulge relation from studies that do assume Eddington-
limited accretion (Borys et al. 2005; Bluck et al. 2011).
Our results are also inconsistent with scenarios in which
most SMBHs cycle between a fully quiescent state and a
near-Eddington accretion state (e.g., King 2010). Even
assuming the largest possible deviation in black hole
masses based on the maximum evolution of the bulge-
black hole relation, our AGN are still in a phase of very
slow growth.
The Eddington ratios are presented in Figure 10 in re-
lation to M• and redshift. To determine whether we see
any significant evolution of Eddington ratios (as others
have; e.g., Netzer & Trakhtenbrot 2007; Greene & Ho
2007), we consider the relevant selection biases. In Fig-
ure 10, we plot the hard X-ray luminosity limit (LX >
3 × 1042 erg s−1, dashed line) of our sample, which ex-
cludes low Eddington ratio, low mass AGN. At the same
time, high-luminosity AGN are sufficiently rare that they
do not appear in pencil-beam surveys such as GOODS;
we show this by plotting in Figure 10 the luminosity
at which we expect to detect only 1 AGN within the
GOODS volume (which is a function of redshift) from the
quasar luminosity function (Croom et al. 2004). After
accounting for these selection effects, we detect no cor-
relation between Eddington ratio and either black hole
mass or redshift. This lack of real trend is consistent with
Woo & Urry (2002), who found that selection effects can
create the appearance of correlations where none intrin-
sically exist.
Our values of Lbol/LEdd are somewhat lower than those
reported by others (Kollmeier et al. 2006; Greene & Ho
2007; Netzer et al. 2007b). Direct comparison between
different studies is complicated, however, due to the vary-
ing selection criteria, redshifts and flux limits of each
study. For example, restricting a comparison to the
objects in their paper with redshifts similar to ours,
Kollmeier et al. (2006) find that the broad-line AGN
from the AGES survey (Kochanek et al. 2004) radiate
at near-Eddington rates, 0.1 < λ < 1.0. But their study
has considerably brighter flux limits than our own, with
AGES being 50% complete at R = 21.5, whereas our
sample is nearly complete down to z850 = 24.0 under the
constraints outlined in Sections 2.1 and 2.2. Direct com-
parison to the large, optically-selected SDSS quasar sam-
ple (Schneider et al. 2007) is also difficult owing to that
sample being highly incomplete at low Eddington ratios
(Kelly et al. 2010). Samples with similar selection crite-
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Fig. 10.— Eddington ratio vs. black hole mass (left) and redshift (right). Symbols indicate bulge-like (diamonds) and disk-like (stars)
host galaxy morphologies. The dashed line in the left panel indicates the lower LX selection criteria of 3×10
42 erg s−1, and the dot-dashed
line indicates the upper luminosity limit for a single-source detection based on the Croom et al. (2004) quasar luminosity function calculated
for the GOODS area. The dashed lines on the right indicate the maximum and minimum luminosities of X-ray sources detected in the
GOODS parent sample at each redshift, assuming logM• = 7.0M⊙. In both panels, the observations more or less fill the allowed area.
ria and flux limits (Bundy et al. 2008), and those with
overlapping samples from the same survey (Ballo et al.
2007), report Eddington ratios more similar to ours.
Interestingly, many of the aforementioned black hole
samples at different redshifts and with different selec-
tion criteria do not appear to have radically different
accretion rates. Greene & Ho (2007) show that a sam-
ple of broad-line AGN selected from the SDSS have a
peak black hole mass of 107M⊙ at z < 0.3, with a typ-
ical Eddington rate of 10%, or a typical accretion rate
of 2 × 10−3/ǫ M⊙ yr
−1, where ǫ is the efficiency of con-
verting mass to light. Most AGN in our sample have
similar accretion rates (to within 40%), despite having
higher masses and lower Eddington rates. Our accre-
tion rates are consistent with those of Ballo et al. (2007)
sample, which overlaps ours somewhat, even though they
calculateM• and Lbol differently. Type 1 AGN from the
zCOSMOS sample (Merloni et al. 2010), which probes
higher redshifts and luminosities than our GOODS sam-
ple, are accreting at rate higher than ours by only a factor
of ∼ 4. And Hickox et al. (2009), who probe a slightly
lower-mass part of the black-hole mass function at simi-
lar redshifts, find that black holes in AGN are accreting
at a rate within a factor of 2 of ours. These different sam-
ples of AGN span a wide range of redshifts, luminosities,
and black hole masses, yet they have similar estimates of
accretion rates inM⊙ yr
−1, assuming the same radiative
efficiency. This suggests that the accretion rates of AGN
may be more directly related to the supply of material
from the circumnuclear region than the properties of the
central black hole.
If we follow Elvis et al. (2002) and assume a minimum
radiative efficiency of ǫ = 0.15, our median black hole
with an Eddington ratio of 0.006 and mass of 5.1×108M⊙
is accreting at M˙ ∼ 0.05 M⊙ yr
−1. This accretion rate
is too low to have been the typical rate for the duration
of the AGN activity cycle: given our median redshift, it
would take a seed black hole a minimum of ∼ 150% of
the age of the universe to that point to have grown to
its present size, assuming growth from the largest ini-
tial mass of direct-collapse black holes (Volonteri et al.
2008), ∼ 106 M⊙. Given that the seed mass is likely to
have been lower, and that this accretion rate is super-
Eddington for M• . 3× 10
6 M⊙, the actual time would
likely be far higher. For any reasonable assumptions,
therefore, the accretion rate of a typical black hole in
our sample must have been significantly higher at some
point in the past in order for it to grow to its present
size within a Hubble time. Assuming a larger radiative
efficiency, which Elvis et al. suggest is possible, only
strengthens this conclusion.
This is unsurprising given that black hole growth sce-
narios involving a period of rapid (Eddington-limited)
growth followed by a power-law-decay growth rate (e.g.,
Hopkins et al. 2006; Yu & Lu 2008) are more consistent
with observations of Eddington ratio distributions in a
complete sample than constant-growth or “light bulb”
scenarios (Hopkins & Hernquist 2009). Under the spe-
cific timescales for a self-regulating feedback model de-
scribed in Hopkins & Hernquist (2009), we calculate that
a black hole with our median observed redshift (z = 0.94)
and Eddington ratio has an accretion rate that peaks at
z ≈ 1.1, assuming a single episode of growth. Such an ob-
ject would easily be detected above our flux limits. The
progenitor to our median AGN should therefore be de-
tected within our sample at its peak growth stage (i.e.,
accreting at a high Eddington ratio). Extending these
calculations to each individual object in our sample, we
should detect ≈ 60 progenitor AGN accreting at the Ed-
dington limit (within our limiting redshift, z < 1.25).
In fact, we detect only 7 possible candidates: 3 sources
consistent with Lbol/LEdd = 1 within our 1σ uncer-
tainties and 4 sources for which the detected Lbol/LEdd
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is a lower limit. The number of Eddington-limited
AGN in our sample is too low by at least an order of
magnitude to be consistent with the predictions of the
Hopkins & Hernquist model. We also considered the
possibility that the progenitors of the slow-growing AGN
within our limiting redshift (z < 1.25) were removed
from our sample due to their bright nuclei rendering them
point-like in the optical images (§2.1). However, not only
are there not enough of those objects (18) to account for
the predictions of the model, but the redshift distribution
of the excluded point-like AGN is actually lower than
that of the objects within our sample (median z = 0.84
vs. 0.94 in the included sample). If these objects were
progenitors to our slow-growing AGN, their redshifts
would necessarily be higher. Comparing the redshift dis-
tribution of expected progenitors from our Monte Carlo
simulations to the sample of excluded AGN, we find the
same result. We therefore argue that the timescales of
the single-episode model in Hopkins & Hernquist (2009)
do not describe the accretion history of our AGN. A sig-
nificant fraction of our observed slow-growing black holes
must have had a peak growth epoch beyond our maxi-
mum redshift.
Overall, most of the X-ray selected AGN constitut-
ing our sample are best described as being AGN with
high black hole masses and with low accretion rates, in a
slow-growth phase. In order to grow to the sizes we ob-
serve, the typical source in our sample must have had a
significantly higher accretion rate at some point well be-
fore z ∼ 1. Although a preponderance of slowly growing
AGN is qualitatively consistent with self-regulating feed-
back models in which AGN spend most of their time at
low accretion rates, our result is inconsistent with quan-
titative timescales predicted by common parameteriza-
tions of this model. The growth history of black holes
is clearly more complex than that described by a sin-
gle simple model, a conclusion echoed by other studies
examining AGN at a variety of different redshifts and lu-
minosities (Kauffmann & Heckman 2009; Merloni et al.
2010; Cardamone et al. 2010; Steinhardt & Elvis 2011).
6. CONCLUSIONS
We studied 87 AGN with z < 1.25 from the GOODS
survey to understand the fundamental properties of
moderate-luminosity obscured AGN that make up most
of the X-ray background and thus a large fraction of
black hole growth. Most of these AGN would not be
selected via broad emission line surveys or blue color
excesses, i.e., the highest-L and L/Ledd objects are ex-
cluded. However, this sample represents the bulk of AGN
emission at z . 1.25.
After morphological fits to separate AGN/host galaxy
light and determine bulge-to-total ratios, we estimated
black hole masses for each AGN using the M• − LB
relation of Marconi & Hunt (2003) as reformulated by
Ferrarese & Ford (2005). We do not assume this rela-
tion evolves with redshift, but use a Monte Carlo error
analysis to account for uncertainty in the time evolution
of Equation 1 as well as other parameter uncertainties.
The resulting uncertainties in our black hole masses are
typically on the order of 0.5 dex.
Using an unobscured AGN template calculated from
broad-line AGN in the GOODS fields, we calculated
bolometric luminosities individually for each object by
reddening the normalized template SED to match nu-
clear point-source colors and using the fitted E (B − V )
to calculate the energy re-radiated in the far-infrared by
dust surrounding the AGN. This method is consistent
with single-prescription empirical bolometric correction
methods and with independent theoretical models, but
has less scatter.
The SED fitting of the nuclear point sources gives the
added benefit of an estimate of dust absorption upon the
AGN template. Assuming a standard Galactic reddening
curve, we find that 70% of the AGN have dust-to-gas ra-
tios similar to local Seyferts (Maiolino et al. 2001). The
host galaxy contribution to the nuclear line-of-sight ob-
scuration in the GOODS AGN is minimal for most of our
sources.
Our survey reveals a considerable fraction of low-
Eddington-accreting, high-black-hole-mass AGN in nor-
mal host galaxies. The mean Eddington ratio for
our sample is L/LEdd ∼ 0.009
+0.046
−0.005, considerably
lower than in broad-line AGN surveys such as SDSS
(Netzer et al. 2007a; Greene & Ho 2007). Many of these
AGN have properties consistent with local Seyfert AGN
(Mushotzky et al. 2008). Even considering the small un-
certainties in the Eddington ratio, which reflect the cur-
rent uncertainty in the time evolution of the bulge-black
hole mass relation, our typical source is still accreting at
well below the Eddington limit.
The observed Eddington ratios of our sources are low,
but their black hole masses are high, meaning they must
have been accreting at significantly higher rates at some
point during their growth history in order for them to
have reached their observed masses within a Hubble time.
According to self-regulating feedback accretion models
for black hole growth, our black holes could be the slow-
growth phase of their AGN lifetimes; comparison with
accretion timescales from simple models of self-regulated
feedback indicate that our AGN sample may have a com-
plex accretion history. A significant fraction of our sam-
ple must have been accreting at near-Eddington rates
before z ∼ 1. Such a complex growth history is con-
sistent with the downsizing scenario (Barger et al. 2005;
Hasinger et al. 2005).
The use of the point-source luminosity as leverage to
extract the multi-wavelength AGN SED from a combined
AGN plus host galaxy source is a promising technique. In
particular, the high-resolution infrared data promised by
JWST could be used to significantly increase the accu-
racy of the central reddening determination, which would
decrease uncertainty about the re-radiated dust luminos-
ity in the FIR range. This technique may also benefit
from the separation of AGN and host galaxies at IR wave-
lengths using WFC3 (Schawinski et al. 2011). Although
the efficacy of host-point-source separation has not yet
been studied in as much depth using WFC3 data as it
has for ACS, the addition of several data points to the
low-resolution point-source SED would be very valuable.
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TABLE 1
Optical Position Rest-frame B (AB mag)
IDa RA DEC z Total Pt src Host B/Tot logMBH (M⊙)
N 48 188.983765 62.205441 0.940 21.741±0.012 · · · 21.74±0.01 0.79+0.17
−0.30 9.18
+0.52
−0.51
N 72 189.023956 62.167603 0.936 22.020±0.007 23.40±0.19 22.38±0.23 0.48+0.28
−0.26 8.69
+0.51
−0.50
N 76 189.027634 62.164326 0.637 21.389±0.010 26.79±0.39 21.40±0.21 0.53+0.27
−0.27 8.71
+0.50
−0.50
N 82 189.033875 62.176731 0.681 20.990±0.004 22.90±0.24 21.19±0.24 0.82+0.15
−0.30 9.07
+0.52
−0.52
N 90 189.046814 62.150940 1.140 22.340±0.013 24.48±0.14 22.50±0.20 0.77+0.18
−0.29 9.07
+0.52
−0.52
N 93 189.050156 62.194221 0.275 19.784±0.001 23.08±0.21 19.84±0.23 0.83+0.14
−0.30 8.66
+0.50
−0.50
N103 189.060364 62.121876 0.969 21.194±0.012 24.86±0.15 21.30±0.18 0.39+0.29
−0.23 9.08
+0.52
−0.52
N110 189.070221 62.104027 1.141 21.479±0.008 26.23±0.26 21.48±0.19 0.76+0.19
−0.29 9.49
+0.55
−0.55
N113 189.071228 62.169903 0.845 22.451±0.011 25.24±0.17 22.45±0.17 0.87+0.12
−0.30 8.81
+0.50
−0.51
N116b 189.077530 62.187622 1.022 20.554±0.006 22.53±0.29 20.55±0.26 0.32+0.33
−0.21 9.36
+0.54
−0.54
N127 189.088516 62.185921 1.014 21.881±0.011 26.22±0.26 21.88±0.19 0.89+0.10
−0.30 9.27
+0.53
−0.53
N139 189.098541 62.310368 1.013 21.411±0.014 24.67±0.14 21.41±0.19 0.75+0.19
−0.30 9.39
+0.54
−0.54
N150 189.114609 62.174030 0.762 23.115±0.023 26.69±0.38 23.11±0.19 0.86+0.12
−0.30 8.41
+0.50
−0.49
N158 189.121506 62.179565 1.013 21.957±0.018 27.88±0.76 21.96±0.17 0.13+0.30
−0.07 8.35
+0.49
−0.50
N160 189.122055 62.270576 0.848 21.464±0.005 24.00±0.14 21.46±0.22 0.95+0.05
−0.30 9.27
+0.53
−0.53
N163 189.124893 62.095203 0.485 21.389±0.005 23.81±0.16 21.39±0.22 0.69+0.22
−0.29 8.53
+0.50
−0.50
N164 189.125244 62.156734 0.953 22.425±0.009 25.23±0.16 22.42±0.17 0.46+0.28
−0.26 8.67
+0.50
−0.50
N170 189.132751 62.295914 0.680 21.829±0.008 26.15±0.24 21.85±0.19 0.05+0.22
−0.03 7.50
+0.52
−0.53
N174 189.138474 62.143036 0.934 21.084±0.005 22.52±0.30 21.42±0.26 0.86+0.12
−0.30 9.35
+0.54
−0.54
N177 189.140244 62.168388 1.016 21.336±0.008 26.40±0.30 21.35±0.19 0.39+0.29
−0.24 9.12
+0.52
−0.52
N187 189.145264 62.274620 0.847 22.444±0.015 25.77±0.19 22.50±0.18 0.03+0.34
−0.03 7.26
+0.54
−0.54
N194 189.153198 62.199001 0.555 22.969±0.008 27.24±0.52 22.99±0.19 0.73+0.20
−0.29 8.04
+0.50
−0.50
N201 189.160385 62.227596 1.020 22.059±0.015 25.84±0.19 22.09±0.18 0.81+0.16
−0.30 9.14
+0.52
−0.52
N205 189.162918 62.162346 1.230 22.998±0.017 26.16±0.27 23.06±0.19 1.00+0.00
−0.30 9.04
+0.51
−0.51
N217 189.173203 62.163483 0.518 21.497±0.005 28.74±1.08 21.50±0.17 0.60+0.30
−0.35 8.49
+0.50
−0.50
N222 189.175827 62.262722 0.857 21.380±0.008 24.00±0.14 21.48±0.22 0.66+0.24
−0.32 9.11
+0.52
−0.52
N240 189.193115 62.234734 0.961 20.867±0.005 22.85±0.24 21.06±0.24 0.89+0.10
−0.30 9.55
+0.56
−0.55
N242 189.194107 62.149166 0.890 23.861±0.041 28.37±0.93 23.88±0.16 0.49+0.30
−0.28 8.01
+0.50
−0.50
N261 189.209030 62.204823 0.902 21.971±0.010 26.91±0.43 21.98±0.20 1.00+0.00
−0.30 9.14
+0.52
−0.52
N262 189.209595 62.334686 1.011 22.566±0.010 23.97±0.14 22.92±0.22 0.47+0.28
−0.26 8.54
+0.50
−0.50
N266 189.213638 62.181107 1.100 22.975±0.017 25.89±0.19 23.05±0.18 1.00+0.00
−0.30 8.92
+0.51
−0.51
N278 189.222992 62.338577 1.023 23.166±0.013 24.76±0.15 23.45±0.19 0.56+0.27
−0.28 8.40
+0.49
−0.50
N286 189.231064 62.219883 0.955 21.626±0.008 24.52±0.14 21.70±0.19 0.69+0.22
−0.29 9.16
+0.52
−0.52
N304 189.245163 62.243118 0.678 20.765±0.005 23.38±0.19 20.87±0.23 0.56+0.26
−0.28 9.02
+0.52
−0.51
N309 189.249268 62.326241 1.144 22.582±0.017 24.92±0.14 22.72±0.18 0.71+0.21
−0.30 8.95
+0.51
−0.51
N323b 189.261353 62.262199 0.514 20.393±0.002 21.72±0.41 20.77±0.54 0.33+0.31
−0.21 8.52
+0.54
−0.54
N349 189.281601 62.332314 1.030 23.522±0.027 26.52±0.33 23.59±0.19 1.00+0.00
−0.30 8.62
+0.50
−0.50
N352 189.282730 62.268341 0.936 20.980±0.006 26.69±0.37 20.99±0.20 0.24+0.30
−0.16 8.95
+0.51
−0.51
N370 189.300629 62.298428 1.060 22.683±0.014 24.89±0.14 22.84±0.18 0.92+0.08
−0.30 8.93
+0.51
−0.51
N373 189.307480 62.240242 0.475 22.628±0.006 28.17±0.85 22.63±0.16 0.99+0.00
−0.30 8.15
+0.50
−0.50
N384 189.316345 62.203796 1.019 21.985±0.018 26.52±0.33 22.00±0.21 0.31+0.30
−0.20 8.74
+0.50
−0.50
N390 189.319489 62.292667 1.146 22.123±0.008 22.98±0.22 22.78±0.23 0.20+0.32
−0.13 8.35
+0.50
−0.50
N402 189.334732 62.231556 0.780 23.014±0.232 29.79±0.85 23.02±0.05 0.02+0.20
−0.02 6.83
+0.58
−0.58
N405 189.340988 62.176670 0.978 21.181±0.006 25.00±0.14 21.18±0.17 0.55+0.26
−0.27 9.29
+0.53
−0.53
N437 189.393890 62.232430 0.839 20.890±0.006 25.23±0.15 20.91±0.17 0.27+0.30
−0.17 8.91
+0.51
−0.51
N442 189.402100 62.225620 0.852 22.193±0.009 24.76±0.14 22.30±0.18 0.21+0.30
−0.14 8.24
+0.50
−0.50
N448 189.408051 62.219257 1.238 22.709±0.016 26.36±0.29 22.75±0.20 0.36+0.29
−0.22 8.71
+0.50
−0.50
N451b 189.413559 62.349976 0.837 20.528±0.006 21.58±0.42 21.05±0.64 0.01+0.19
−0.01 7.17
+0.60
−0.63
N471 189.462021 62.266979 1.170 21.007±0.006 24.12±0.14 21.07±0.21 0.52+0.27
−0.27 9.52
+0.55
−0.55
N473b 189.469681 62.274593 0.307 19.467±0.001 20.67±0.47 19.90±1.12 0.99+0.01
−0.30 8.83
+0.71
−0.68
S 44 53.015217 -27.767685 0.574 21.434±0.004 25.56±0.17 21.46±0.18 0.71+0.21
−0.29 8.70
+0.50
−0.50
S 84 53.050934 -27.772406 1.033 21.866±0.010 25.50±0.17 21.91±0.18 0.80+0.16
−0.30 9.23
+0.53
−0.52
S 88 53.055191 -27.711349 0.605 19.825±0.002 23.45±0.18 19.86±0.23 0.90+0.09
−0.30 9.54
+0.56
−0.55
S 91 53.057728 -27.713583 0.735 21.240±0.006 25.68±0.18 21.26±0.18 0.28+0.30
−0.18 8.64
+0.50
−0.50
S103b 53.062420 -27.857510 0.675 20.936±0.005 25.52±0.17 20.95±0.18 0.27+0.30
−0.17 8.65
+0.50
−0.50
S117 53.071434 -27.717588 0.569 21.742±0.003 23.51±0.18 21.98±0.22 0.31+0.29
−0.20 8.09
+0.50
−0.50
S118 53.071533 -27.872456 1.097 21.774±0.010 24.89±0.14 21.84±0.18 < 0.054 < 8.09
S134 53.085327 -27.792313 0.604 22.118±0.010 26.08±0.22 22.15±0.18 0.53+0.27
−0.27 8.33
+0.49
−0.50
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TABLE 1 — Continued
Optical Position Rest-frame B (AB mag)
IDa RA DEC z Total Pt src Host B/Tot logMBH (M⊙)
S137 53.089264 -27.708660 0.736 21.587±0.007 24.64±0.14 21.65±0.19 0.44+0.28
−0.25 8.68
+0.50
−0.50
S139 53.091618 -27.782206 0.668 20.893±0.006 24.49±0.14 20.93±0.20 0.30+0.30
−0.19 8.70
+0.50
−0.50
S151 53.096489 -27.765188 1.223 22.328±0.016 25.25±0.16 22.40±0.17 < 0.055 < 8.00
S155 53.101063 -27.690676 0.534 21.707±0.006 24.98±0.14 21.76±0.17 0.76+0.19
−0.30 8.52
+0.50
−0.50
S156 53.102264 -27.669563 0.890 22.545±0.011 27.73±0.70 22.55±0.17 0.84+0.13
−0.30 8.81
+0.50
−0.50
S159 53.103516 -27.933329 1.170 23.112±0.027 26.83±0.40 23.15±0.22 0.89+0.10
−0.30 8.90
+0.51
−0.51
S160 53.103989 -27.835567 1.037 23.945±0.033 25.94±0.20 24.13±0.28 0.45+0.32
−0.27 8.03
+0.51
−0.51
S161 53.104088 -27.683752 0.733 21.446±0.005 24.19±0.14 21.54±0.21 0.81+0.16
−0.30 9.00
+0.52
−0.51
S162 53.104607 -27.845348 1.043 22.646±0.013 24.97±0.14 22.78±0.31 0.99+0.01
−0.30 8.97
+0.52
−0.52
S164 53.104836 -27.913925 1.090 21.209±0.005 24.88±0.14 21.25±0.18 0.52+0.27
−0.27 9.37
+0.53
−0.54
S171 53.107746 -27.918444 1.034 22.623±0.019 26.37±0.29 22.66±0.20 < 0.056 < 7.71
S176 53.111511 -27.695988 0.734 21.887±0.009 24.39±0.14 22.00±0.20 0.35+0.29
−0.22 8.42
+0.49
−0.49
S179b 53.115097 -27.695805 0.668 21.614±0.005 24.83±0.14 21.67±0.18 0.62+0.25
−0.28 8.72
+0.50
−0.50
S184 53.120827 -27.958441 0.640 20.284±0.004 21.78±0.40 20.60±0.48 0.40+0.29
−0.24 8.92
+0.55
−0.54
S193b 53.125252 -27.756536 0.960 21.793±0.009 23.02±0.22 22.22±0.23 < 0.055 < 7.79
S200 53.133675 -27.698660 0.960 23.000±0.028 24.56±0.14 23.30±0.19 0.21+0.33
−0.14 7.95
+0.50
−0.51
S203 53.137436 -27.688057 1.050 20.922±0.007 25.13±0.15 20.94±0.17 0.98+0.02
−0.30 9.74
+0.57
−0.57
S214 53.145634 -27.919777 0.839 22.182±0.010 24.42±0.14 22.33±0.20 0.65+0.24
−0.29 8.72
+0.51
−0.50
S220 53.149342 -27.683189 0.735 21.764±0.006 25.82±0.19 21.79±0.18 0.50+0.27
−0.27 8.68
+0.50
−0.50
S227 53.152973 -27.735123 0.665 22.059±0.010 24.28±0.14 22.21±0.21 0.89+0.09
−0.30 8.65
+0.51
−0.50
S229 53.156075 -27.666695 0.664 22.164±0.008 23.03±0.22 22.81±0.23 0.13+0.30
−0.07 7.51
+0.52
−0.53
S249 53.173805 -27.724491 0.979 22.637±0.017 27.09±0.48 22.66±0.20 0.45+0.30
−0.26 8.59
+0.50
−0.50
S263b 53.185226 -27.827835 1.016 22.308±0.008 24.25±0.14 22.51±0.21 0.69+0.22
−0.29 8.89
+0.51
−0.51
S271 53.195938 -27.729589 1.178 22.146±0.022 25.17±0.15 22.22±0.18 0.51+0.27
−0.27 9.04
+0.52
−0.51
S273 53.196571 -27.863205 1.069 22.252±0.009 24.70±0.14 22.37±0.19 0.29+0.29
−0.18 8.60
+0.50
−0.50
S276 53.200741 -27.882389 0.667 20.303±0.004 23.04±0.22 20.39±0.23 0.48+0.28
−0.26 9.14
+0.53
−0.52
S286b 53.220360 -27.855505 1.227 21.830±0.009 23.22±0.20 22.18±0.23 0.03+0.21
−0.03 7.85
+0.51
−0.51
S293 53.237385 -27.835745 1.143 21.909±0.009 26.02±0.21 21.93±0.19 0.86+0.12
−0.30 9.36
+0.54
−0.53
S300 53.245888 -27.861118 1.010 23.964±0.047 26.99±0.45 24.03±0.20 0.28+0.36
−0.19 7.83
+0.51
−0.51
a X-ray IDs from Alexander et al. (2003)
b Broad-Line AGN (Cowie et al. 2003; Wirth et al. 2004; Szokoly et al. 2004).
TABLE 2
Bolometric luminosities derived from reddened SEDsa, LX
correctionb, direct integrationc, and comparison modeld.
ID logLX
e logNH
f E (B − V ) Npt logLbol
a, e logLbol,X
b, e logLtot,obs
c, e logLbol,T09
d, e log λedd
g
N 48 44.08 23.30 1.10+0.04
−0.15 2 45.25 45.24 45.25 45.90 −2.04
+0.52
−0.52
N 72 42.83 22.85 0.01+0.09
−0.00 2 45.19 43.99 45.02 44.40 −1.68
+0.54
−0.55
N 76 44.21 23.98 0.82+0.17
−0.12 3 44.95 45.36 45.05 46.05 −1.87
+0.50
−0.50
N 82 42.61 22.69 0.13+0.11
−0.12 3 45.07 43.77 45.25 44.14 −2.20
+0.54
−0.56
N 90 43.54 23.09 0.27+0.30
−0.25 1 45.28 44.70 45.34 45.25 −2.00
+0.54
−0.56
N 93 42.60 21.32 0.42+0.04
−0.05 4 44.09 43.76 44.72 44.13 −2.67
+0.50
−0.50
N103 42.54 20.27 0.43+0.30
−0.42 3 44.69 43.70 45.26 44.06 −2.50
+0.52
−0.52
N110 42.77 20.81 0.29+0.30
−0.28 2 44.74 43.93 45.32 44.33 −2.97
+0.57
−0.59
N113 43.15 21.32 0.51+0.11
−0.17 3 44.58 44.31 45.02 44.79 −2.33
+0.51
−0.50
N116h 43.92 20.29 0.05+0.10
−0.02 4 45.35 45.07 45.60 45.70 −2.11
+0.55
−0.55
N127 43.52 23.52 0.74+0.29
−0.13 2 45.09 44.68 45.24 45.23 −2.30
+0.53
−0.53
N139 43.00 21.04 0.26+0.30
−0.25 2 44.70 44.16 45.25 44.60 −2.83
+0.54
−0.54
N150 42.97 22.93 0.61+0.18
−0.13 2 44.34 44.12 44.40 44.56 −2.19
+0.50
−0.50
N158 43.09 22.91 1.45+0.05
−1.17 2 45.05 44.25 45.37 44.72 −1.43
+0.50
−0.50
N160 43.10 23.08 0.36+0.15
−0.12 4 44.83 44.25 45.25 44.72 −2.57
+0.53
−0.54
N163 43.62 23.90 0.31+0.30
−0.30 3 45.02 44.78 45.00 45.34 −2.03
+0.64
−1.09
N164 44.49 23.61 0.47+0.14
−0.11 4 45.11 45.65 44.99 46.39 −1.67
+0.50
−0.50
N170 42.50 22.43 0.54+0.03
−0.03 3 44.44 43.66 44.76 44.01 −1.16
+0.53
−0.52
N174 43.40 19.32 0.01+0.04
−0.00 2 45.09 44.56 45.43 45.08 −2.32
+0.54
−0.55
N177 42.59 21.74 0.38+0.01
−0.37 3 44.86 43.75 45.31 44.12 −2.40
+0.52
−0.53
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TABLE 2 — Continued
ID logLX
e logNH
f E (B − V ) Npt logLbol
a, e logLbol,X
b, e logLtot,obs
c, e logLbol,T09
d, e log λedd
g
N187 42.56 23.27 0.61+0.02
−0.60 4 44.74 43.72 44.99 44.08 −0.58
+0.55
−0.54
N194 42.63 19.95 0.62+0.30
−0.08 4 43.89 43.79 44.37 44.17 −2.26
+0.50
−0.50
N201 43.10 23.69 1.02+0.03
−1.01 2 44.71 44.26 44.79 44.73 −2.48
+0.52
−0.53
N205 43.29 21.69 0.34+0.05
−0.06 4 44.92 44.45 45.04 44.96 −2.23
+0.51
−0.51
N217 42.79 23.70 1.60+0.05
−1.59 4 44.57 43.94 45.00 44.35 −1.97
+0.51
−0.50
N222 42.79 21.35 0.25+0.30
−0.24 3 44.95 43.95 45.36 44.35 −2.28
+0.52
−0.52
N240 44.07 22.63 0.99+0.11
−0.22 2 45.22 45.23 45.41 45.89 −2.43
+0.55
−0.56
N242 42.66 23.42 5.00+0.16
−0.16 4 44.29 43.82 44.50 44.20 −1.82
+0.50
−0.50
N261 42.55 23.49 0.52+0.02
−0.51 4 44.58 43.71 44.80 44.06 −2.59
+0.53
−0.53
N262 42.90 20.18 1.79+0.06
−1.77 1 44.21 44.06 44.74 44.49 −2.43
+0.50
−0.50
N266 43.49 23.61 0.62+0.08
−0.06 4 44.95 44.65 44.90 45.19 −2.08
+0.51
−0.51
N278 43.00 23.29 0.80+0.30
−0.14 1 44.72 44.16 44.72 44.60 −1.81
+0.50
−0.50
N286 42.73 21.68 1.31+0.04
−1.30 2 44.34 43.89 45.10 44.28 −2.91
+0.52
−0.52
N304 43.20 20.94 0.17+0.15
−0.07 3 44.62 44.35 45.07 44.84 −2.57
+0.52
−0.53
N309 43.04 21.30 0.88+0.30
−0.54 1 44.59 44.20 45.04 44.66 −2.46
+0.51
−0.51
N323h 43.50 21.97 0.19+0.16
−0.09 4 44.90 44.66 45.18 45.21 −1.79
+0.55
−0.55
N349 42.94 21.84 0.55+0.02
−0.01 4 44.44 44.09 44.61 44.53 −2.24
+0.50
−0.50
N352 42.73 23.13 5.00+0.00
−0.16 3 44.70 43.89 45.29 44.28 −2.39
+0.51
−0.52
N370 43.01 20.96 0.30+0.08
−0.07 4 44.65 44.17 44.95 44.62 −2.38
+0.51
−0.51
N373 42.63 22.77 1.52+0.05
−1.51 4 44.11 43.79 44.36 44.16 −2.09
+0.51
−0.50
N384 43.64 23.39 2.38+0.08
−1.63 2 44.93 44.80 45.15 45.37 −1.90
+0.50
−0.50
N390 44.13 22.35 1.39+0.05
−1.37 1 45.66 45.29 45.59 45.96 −0.82
+0.50
−0.51
N402 42.81 23.20 1.24+0.17
−0.18 4 44.47 43.97 44.64 44.37 −0.46
+0.59
−0.58
N405 43.24 23.41 1.40+0.05
−1.34 3 44.83 44.40 45.25 44.89 −2.54
+0.53
−0.53
N437 42.83 21.36 0.58+0.03
−0.11 4 44.62 43.99 45.31 44.40 −2.40
+0.51
−0.51
N442 43.16 23.89 0.13+0.04
−0.02 4 44.97 44.32 44.85 44.79 −1.41
+0.50
−0.51
N448 43.47 23.16 1.39+0.05
−0.97 1 44.89 44.62 45.09 45.16 −1.91
+0.50
−0.50
N451h 43.96 21.06 0.01+0.30
−0.00 3 45.53 45.11 45.53 45.75 0.29
+0.63
−0.60
N471 42.84 22.90 0.96+0.19
−0.16 3 44.90 44.00 45.58 44.41 −2.73
+0.55
−0.55
N473h 43.28 18.23 0.13+0.01
−0.00 3 44.60 44.44 45.05 44.94 −2.33
+0.69
−0.71
S 44 43.38 22.87 0.77+0.10
−0.11 3 44.69 44.54 45.00 45.06 −2.11
+0.50
−0.50
S 84 42.72 22.42 0.98+0.13
−0.21 2 44.72 43.87 45.06 44.26 −2.61
+0.53
−0.53
S 88 43.49 22.42 0.50+0.01
−0.00 4 44.94 44.65 45.21 45.19 −2.70
+0.56
−0.56
S 91 43.08 23.57 0.68+0.17
−0.22 3 44.72 44.24 44.96 44.70 −2.02
+0.50
−0.50
S103h 42.90 19.98 0.95+0.03
−0.94 2 44.35 44.06 44.92 44.48 −2.40
+0.50
−0.50
S117 43.12 20.46 0.01+0.00
−0.01 3 44.58 44.28 44.78 44.75 −1.60
+0.50
−0.50
S118 44.23 23.30 1.31+0.30
−1.30 2 45.26 45.39 45.26 46.08 > −0.93
S134 43.33 23.26 0.96+0.26
−0.16 2 44.52 44.48 44.47 44.99 −1.93
+0.50
−0.50
S137 42.92 23.38 0.44+0.14
−0.15 3 44.63 44.08 44.80 44.51 −2.17
+0.51
−0.51
S139 42.84 23.71 0.10+0.30
−0.09 4 44.96 43.99 44.98 44.41 −1.84
+0.54
−0.54
S151 42.50 21.76 1.25+0.30
−0.98 2 44.53 43.66 44.99 44.01 > −1.56
S155 42.73 21.22 0.41+0.09
−0.11 3 44.16 43.89 44.76 44.28 −2.46
+0.50
−0.50
S156 43.28 22.65 0.43+0.30
−0.29 4 44.72 44.43 44.91 44.94 −2.25
+0.51
−0.52
S159 43.57 21.76 1.22+0.04
−1.10 1 44.63 44.73 44.75 45.29 −2.36
+0.51
−0.51
S160 43.02 23.19 0.28+0.30
−0.20 4 44.58 44.18 44.16 44.63 −1.90
+0.64
−0.97
S161 43.19 22.86 0.47+0.05
−0.07 3 44.69 44.35 44.84 44.83 −2.40
+0.51
−0.52
S162 42.69 22.69 0.22+0.01
−0.21 4 44.55 43.85 44.49 44.24 −2.47
+0.53
−0.53
S164 43.53 23.56 1.03+0.03
−1.02 2 45.04 44.69 45.29 45.24 −2.42
+0.54
−0.54
S171 42.55 21.32 0.53+0.02
−0.02 2 44.44 43.71 44.78 44.06 > −1.41
S176 43.01 22.35 0.01+0.30
−0.00 3 45.01 44.16 44.87 44.61 −1.58
+0.52
−0.54
S179h 43.38 22.85 0.90+0.03
−0.89 2 44.87 44.54 44.82 45.06 −1.93
+0.50
−0.50
S184 42.86 21.16 0.01+0.00
−0.01 3 44.74 44.02 45.16 44.44 −2.26
+0.54
−0.55
S193h 43.29 21.05 0.53+0.30
−0.18 2 44.90 44.45 45.18 44.95 > −1.00
S200 42.92 21.91 0.35+0.01
−0.02 4 44.77 44.08 44.83 44.51 −1.32
+0.51
−0.51
S203 42.75 22.81 0.44+0.06
−0.10 4 44.83 43.90 45.35 44.30 −3.01
+0.57
−0.57
S214 43.16 21.70 0.42+0.03
−0.07 3 44.68 44.32 44.81 44.80 −2.14
+0.50
−0.51
S220 43.21 23.23 0.64+0.06
−0.06 3 44.56 44.37 44.71 44.86 −2.22
+0.50
−0.50
S227 43.32 21.46 0.49+0.01
−0.01 2 44.38 44.47 44.52 44.98 −2.33
+0.50
−0.51
S229 42.98 20.07 0.06+0.03
−0.01 2 44.36 44.14 44.53 44.58 −1.26
+0.53
−0.52
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TABLE 2 — Continued
ID logLX
e logNH
f E (B − V ) Npt logLbol
a, e logLbol,X
b, e logLtot,obs
c, e logLbol,T09
d, e log λedd
g
S249 43.36 23.74 0.47+0.12
−0.15 4 44.89 44.52 44.88 45.04 −1.80
+0.50
−0.50
S263h 43.47 22.77 5.00+0.16
−0.16 1 44.31 44.63 44.70 45.17 −2.67
+0.51
−0.51
S271 43.29 23.11 0.54+0.30
−0.53 2 44.97 44.45 45.04 44.96 −2.19
+0.52
−0.52
S273 42.41 21.37 0.20+0.30
−0.16 2 44.33 43.57 44.79 43.90 −2.39
+0.50
−0.50
S276 42.65 22.65 0.01+0.10
−0.00 3 44.97 43.81 45.13 44.19 −2.40
+0.57
−0.62
S286h 43.74 20.85 0.30+0.30
−0.20 2 45.27 44.89 45.29 45.48 −0.68
+0.51
−0.51
S293 42.56 19.49 5.00+0.00
−0.16 2 44.28 43.71 45.06 44.07 −3.18
+0.54
−0.55
S300 42.74 21.50 0.66+0.30
−0.65 4 44.56 43.90 44.68 44.30 −1.38
+0.51
−0.51
a Method 1 in Section 4.3; described in detail in Section 4.2.
b Method 2 in Section 4.3; described in detail in Section 4.1.
c Method 3 in Section 4.3.
d Method 4 in Section 4.3; from Treister et al. (2009).
e All luminosities are in cgs (erg s−1).
f Gas column density in cm−2.
g Calculated using Lbol from Method 1.
h Broad-Line AGN (Cowie et al. 2003; Wirth et al. 2004; Szokoly et al. 2004).
