Abstract In this paper we analyze support vector machine classification using the soft margin approach that allows for errors and margin violations during the training stage. Two models for learning the separating hyperplane do exist. We study the behavior of the optimization algorithms in terms of training characteristics and test accuracy for unbalanced data sets. The main goal of our work is to compare the features of the resulting classification functions, which are mainly defined by the support vectors arising during the support vector machine training.
learning method. We briefly review the basic facts that are important for the presentation of our work. For a detailed overview on SVM learning including the principle of kernel induced feature spaces and generalization theory we refer to [1] , [3] . SVMs In this work we analyze supervised SVM learning for two classes, which is one of the most important tasks of data mining in our days.
Usually the basic maximal margin classifier [1] is not well suited for learning real world problems. Either there is no solution at all or, when tuning the parameters, the hyperplane suffers from overfitting effects. To avoid such problems nearly all implementations use a soft margin model that includes a penalty parameter for the trade-off between training errors and model complexity.
In this work we analyze and compare the two well-known SVM optimization approaches. We show that the L1-norm learning method is superior to the L2-norm method in terms of the number of support vectors in the training data. This method produces a significantly smaller number of support vectors, which results in a sparse classification function that leads to fast classification speed. In addition we show that using a special weighting method for the error penalization for unbalanced data the accuracy of this method is significantly better.
The remainder of this paper is structured as follows. In Section II we review some basic concepts of supervised learning and the support vector machine learning method. In Sect. III we introduce our flexible soft margin implementation that is used to run the tests. Results and a detailed discussion are given in Sect. IV. In Sect. V we summarize our findings and show directions to future work. (1) With n C N we denote the number of attributes. The values for the weight vector w C R' and the threshold b C R are fixed, but unknown and need to be adjusted during the so called SVM training on some data set. Afterwards binary classification for any x C R' is achieved via a hypothesis function (2) where sgn(.) is the modified signum function, which we define as
To extend the linear learning approach to a set of highly nonlinear classification functions the well-known kernel trick [4] is applied. A function ¢b: R' --> F is used to map the input data to a so called feature space F of possibly very high dimension m C N to ensure linear separability of the data in F. This leads to
which is a function operating in the feature space. Given a data set of I training points (training set)
support vector learning is based on the idea of maximizing the geometric margin between the two classes of points.
As shown in Fig. 1 , the margin is defined as the minimal distance between the training points and the separating hyperplane. Note that the hyperplane always lies in the middle of the empty region, thus the margin has equal values for both classes. Statistical learning theory provides 
upper bounds for the generalization error and proves that the choice of the maximal margin hyperplane will lead to maximal generalization when predicting the classification of previously unseen examples. In the past the SVM learning method has been extended successfully to cope with noise in the training set. In the following we shortly describe the SVM soft margin approaches that are fundamental for real world data sets including noise. These models allow for margin errors and tend to produce robust classifiers that do not suffer from overfitting, which is an important objective of supervised learning.
The general SVM soft margin model simultaneously maximizes the width of the margin and minimizes the training errors [1] . A vector of slack variables ( is used to measure by how much each training example fails to achieve a certain target margin iy in the feature space. For a training set the i-th slack variable (1 < [3] .
The parameter q C N+ is used to define the influence of the slack variables. SVM soft margin methods are divided into L1 (q = 1) and L2 (q = 2) models [1] . In Fig. 2 It is known that SVM algorithms solve the corresponding dual optimization problem to (5) . This is mainly to allow for the usage of kernel functions. In the dual formulation only dot products b(¢xt), b(xi)) X between data points in the high-dimensional space F do occur; the points ¢ (xt), ¢b(x-) themselves are not required. Thus substituting the dot products with function values k(xt, xJ) of a nonlinear kernel function (6) relieves the user from constructing an explicit nonlinear mapping ¢b for the input data.
For the primal problem (5) the dual problems can easily be derived by using Lagrange's theory [5] . The dual form for q = 1 is defined as mi 1 "I +C( wCY,bC,~c 2W~~2+CZ: The problem (7) differs from the maximal margin dual [1] in the Lagrange multipliers ai (1 < i < 1) being upper bounded by C, which gives rise to call this approach the box constraint. The problem (8) is also very similar to the basic dual. The only change [6] is the addition of 1/2C to the diagonal entries in the Gram matrix K where Ki,j :=k(t,xS) (1 i,j 1)
Note that usually the matrix I/C is added to K [7] . This corresponds to a slightly different formulation of (5), where a penalization constant C'2 is used instead of C. Sometimes even both approaches are presented in a mixed form [8] , which may lead to problems in the comparison of tuned parameter values.1 In this work we compare results of the soft margin methods for q = 1 and q = 2 and thus have to ensure usage of equal C values in (5).
Since we deal with convex problems the existence of unique global solutions for (7) and (8) is guaranteed [5] . Furthermore the optimal function values of primal and dual problems are equal and the primal solution vector is of the form w* = I:iya*o(ii) . i=l (9) Thus, for both methods the resulting dual solution oa*, i.e., the vector of Lagrange multipliers, can be used to define a dual classifier [1] (4) WkOk(X)+b
Explicit knowledge of w* is not required for applying (4). The threshold b can be determined using the so-called Karush-Kuhn-Tucker (KKT) conditions [1] . It is well-known that only a small number of the training points is located within the margin or on the "wrong" side 1This problem also arises for the width of the Gaussian kernel, where sometimes the squared value is given.
In practice, however, for numerous problems the number of support vectors is very large. Sometimes this is caused by poorly tuned parameters. As a result the classifier (10) shows overfitting effects and is of slow classification speed.
In our work we analyze the impact of the parameter q onto this effect, especially for unbalanced classification problems. A data set is considered to be unbalanced if either the sizes of the two classes differ significantly, or the cost for a false negative classification is very high whereas a false positive is acceptable, or if both conditions hold. The latter is very important, e.g. for automated cost-sensitive cancer diagnosis [9] and the fast-check HIV-1/2 (serum) test [10] . For SVM learning typically a single penalization parameter is used for all training pairs i (1 < i < 1) [3] . It is reasonable to weigh wrong classifications of positive and negative points differently to obtain sensitive hyperplanes [11] . To this end we replace the single parameter C with two values [12] according to C otherwise (1 < i < 1).
As it is shown in Fig. 3 the choice of C+ > C-induces a separating hyperplane which is much more distant from the smaller positive class than from the large negative one [8] . This work is based on the L1-norm SVM training method described in [12] , [13] . We briefly review the most important features and explain the adaption for unbalanced data as well as the flexible embedding of the L2-norm learning. We are working with the well-known decomposition scheme [14] originally designed for the solution of (7). Modifications for the usage of the L2-norm approach will be explained later. The algorithm repeatedly performs the following four steps: 1. Select "active" variables from the I free variables, the so-called working set. set is made up from points violating the KKT conditions; see [12] for more details. 2. Restrict the optimization to the active variables and fix the remaining ones. Compute the kernel-submatrix Kactive C RJxt for the restricted problem and the submatrix Kmixed C R(I-t)xt for the stopping criterion.
3. Check for convergence. The solution is found if step 1. yields an empty working set. 4. Solve the restricted problem. For each solution of the subproblem we use the generalized variable projection method described in [15] . It includes a fast inner solver given in [16] . The idea of splitting the quadratic problem into active and inactive parts iteratively is not new [17] . One feature that makes this approach particularly attractive for SVM training is the flexibility concerning the size 1. It can be chosen according to the available memory for the storage of the kernel matrices. Small values lead to a large number of fast iterations, whereas large values result in a small number of slow steps, since each solution of a subproblem means to solve a quadratic optimization problem with a dense matrix.
We adapted the software by replacing all occurrences of C with either C+ or C-, depending on the corresponding index i and the class label yi. This mainly affects the working set selection routine, which is the famous method of Zoutendijk [18] and is usually applied for this task [19] . It can be shown that it corresponds to selecting points violating the KKT conditions [20] , [21] , [22] and thus is natural for SVM training. We described this modification in [12] . (12) results from the KKT conditions [1] . Based on the assumptions in Sect. II the modifications of the L1-norm software for flexible usage of the L2-norm approach are straight-forward to implement. The decomposition method remains unchanged, we only set C+ = C-= oc. We tuned the kernel function according to (8) and the model (11) . To this end w C+ and C-that correspond to values. The modified kernel is of 
IV. EXPERIMENTAL EVALUATION AND INTERPRETATION
We analyzed two medical data sets, which are both publicly available from the UCI Machine Learning Repository [23] .
The well-known breast cancer dataset from the University of Wisconsin Hospitals, Madison [24] includes 699 points, and each instance bears one of two possible class labels, benign or malignant. The number of malignant reference points is 241. From the ten attributes we removed the first one, since it codes the sample number and does not contribute relevant information. We defined the positive class to be malignant, so the dataset is slightly unbalanced and emphasis lies on high sensitivity. For obvious reasons we assume the cost for false negative points to be very high. Of the 699 points in the dataset, 349 were set aside for the final independent test. The remaining 350 points were used for the training. As shown in Tbl. I an adequate number of positive points is assigned to the test set. The percentage of training points is in fact small (50%), but it is large enough to compare results for different settings of the training methods. All in all we define 6 scenarios for our tests. Mainly compare the behavior of the learning methods for q = and q = 2, combined with the analysis of the influence our approach (11) For the training of the SVM with the decomposition method described in Sect. III we have chosen the following settings: . There are 16 instances in the cancer data set that contain a single missing attribute value. We filled them with the mean values of the corresponding attributes. . We scaled the data to zero mean and variance one. . We selected the largest possible working set size = I 350 for the cancer data set and an adequate working set size of = I = 1000 for the thyroid classification problem. Since we solve the quadratic programs (7) and (8) [12] , [26] we fixed its width o to 20 (cancer) and 100 (thyroid). . For both data sets we define fixed parameter values for C+ and C-, which are based on earlier work [12] , [26] TABLE IV  TRAINING AND TEST RESULTS FOR THE THYROID DATA SET WITH THE L1-NORM MODEL (0T = 100.0). 
