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Хронологiя та характеристика проблеми. На початку 40-х ро-
кiв минулого столiття з’явилися двi фундаментальнi роботи, в яких
вперше формалiзується поняття штучного нейрону (ШН) i штучної ней-
ронної сiтки (ШНС) – це робота У. Мак-Каллоха та У. Пiттса [43] про
логiчне числення iдей та нервової активностi та фундаментальна пра-
ця Н. Вiнера [4] i його колег про подання складних бiологiчних процесiв
математичними моделями (в подальшому закрiпленому у термiнi “кi-
бернетика”). З появою запропонованого Ф. Розенблаттом одношарового
персептрона [50] (який використовують для розпiзнавання образiв, про-
гнозування погоди тощо), а в подальшому розробленої на основi дельта-
правила – формули Уiдроу i побудованого на принципово нових засадах
адаптивного лiнiйного елемента – Адалiни Уiдроу Б. i Хоффа М. [54]
значно пiдвищується зацiкавленiсть на комерцiйному рiвнi у пiдтрим-
цi розробок в галузi нейротехнологiй (НТ). Цьому в значнiй мiрi сприяв
запропонований Д. Хеббом перший алгоритм навчання нейрона [31].
Проте вже проведенi у 1963 роцi пiд керiвництвом Петрова А.П. в
Iнститутi проблем передачi iнформацiї АН СРСР дослiдження задач,
“важких” для персептрона [10], явилися вiдправною точкою для Бон-
гарда Н.Н. [3], щоб “порiвняно невеликою переробкою алгоритму (пер-
септрона) виправити його недолiки”. Саме цi двi роботи i стали запору-
кою того, що перша хвиля ейфорiї вiдносно ШНС була пригальмована в
СРСР.
А наприкiнцi 60-х i майже до середини 70-х рокiв минулого столiття
спостерiгається вже рiзке спадання активностi у розвитку НТ та їх при-
кладного застосування, яке було викликане спостереженими Мiнським
М. i Пайпертом С. [44] обмеженнями у роботi (моделювання виключно
найпростiших логiчних функцiй, складностi у навчаннi та перенавчан-
нi тощо) i пов’язаними з iнварiантнiстю подання (так звана проблема
“парностi” та “один у блоцi”) штучного нейрона (ШН) Мак-Каллоха i Пiт-
тса, а також перших моделей одношарового персептрона Розенблатта Ф.
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i адалiни Уiдроу Б. i Хоффа М. I хоча у дослiдникiв НТ було розумiн-
ня можливостi будувати багатошаровi сiтки з, очевидно, бiльш широ-
кими властивостями, але залишалося нез’ясованим питання щодо на-
вчання схованих шарiв. Проте, окремi дослiдження в галузi НТ продов-
жувалися, i серед них, в першу чергу, треба вiдзначити самоорганiзую-
чу НС – конгнiтрон (та неокогнiтрон), запропонований Фукушимой К.
[24, 25] i призначений для iнварiантного розпiзнавання образiв (дося-
гається при запам’ятовуваннi практично усiх станiв образу), а також
фундаментальнi розробки Хопфiлда Д. [34, 35] з перспективною i над-
звичайно важливою для просування НТ на комерцiйний ринок iдеєю
створення моделi НС з оберненими зв’язками, яка уявляє собою мiнiмi-
зуючу енергетичну систему. Крiм того, необхiдно вiдзначити ряд праць
Кохонена Т. [37, 38], в яких обґрунтовується можливiсть створення мо-
делей НС, якi навчаються без учителя (самоорганiзуючi карти Кохоне-
на) i використовуються в задачах кластеризацiї, вiзуалiзацiї та iнших
для попередньої обробки даних. Всi цi дослiдження набули значного
розвитку в реалiзацiї можливостi вiдтворення спотворених або зашум-
лених даних i базуються на природнiй властивостi мозку використову-
вати асоцiативнi зв’язки при пошуку iнформацiї за допомогою ключа –
послiдовностi бiтiв, яка порiвнюється зi всiма ключами iнформацiї, що
зберiгається. Такий вид пам’ятi дiстав назву пам’ятi, що адресується
за змiстом. Якщо в моделi обчислень фон Неймана звертання до пам’я-
тi є доступним тiльки за допомогою адреси, яка не залежить вiд вмiсту
пам’ятi, i бiльш того, якщо допущена помилка в обчисленнi адреси, то
може бути знайдена зовсiм iнша iнформацiя, то асоцiативна пам’ять (що
адресується за змiстом) є доступною по указанню заданого змiсту. Зна-
чний внесок у розв’язання проблеми асоцiативного навчання i створен-
ня гетеро − авто- i двоспрямованої асоцiативної пам’ятi, а також вiд-
творення принципiв конкурентного навчання зробили також Андерсен
Дж. [17], Гроссберг С. [26] i Коско. Б. [39].
Тiльки з появою запропонованого в дисертацiї Вербоса П. [53] i пара-
лельно в роботi Галушкiна О. I. [5], але спочатку залишеного поза ува-
ги дослiдниками, а в подальшому розвиненого Румельхартом Д., Хiнто-
ном Г. i Уiльямсом Р. [51] та незалежно i одночасно Барцевим С. I. та
Охонiним В. О. [2, 18] методу навчання з використанням алгоритму
зворотного поширення похибки (АЗПП) з’явився потужний теоретичний
фундамент для конструювання ефективних багатошарових ШНС. Роз-
почався перiод вибухової зацiкавленостi до ШНС, якi навчаються.
Нарештi, великого значення набувають сiтки з радiально-базисними
функцiями (РБФ-сiтки), що уявляють собою спецiальний тип ШНС з
прямими зв’язками i основне призначення яких – апроксимацiя та iн-
терполяцiя багатомiрних функцiй для розв’язання, зокрема, задач про-
гнозування. Вони запропонованi Повеллом М. [49] i спираються на ма-
тематичну основу теорiї апроксимацiї та iнтерполяцiї багатовимiрних
функцiй, ранiше розробленої Айзерманом М.А., Браверманом Е.М. i Розо-
ноером Л.I. [1]. Суть математичної основи базується на тому, що скiльки
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завгодно точна апроксимацiя функцiй досягається шляхом комбiнацiї
радiально симетричних функцiй.
Сьогоднi важко уявити область дослiджень, будь то технiчне або те-
хнологiчне проектування, дiагностування, генетика, бiонiка, авiонiка,
економiка, ергономiка, комунальне господарство, транспортнi задачi i
багато iнших застосувань, де би не впроваджувалися НТ. Саме ця за-
цiкавленiсть з боку користувачiв спонукає дослiдникiв в областi НТ до
створення численних топологiй ШНС як спецiального, так i унiверсаль-
ного призначення. Проте, багатоварiантнiсть вибору ШНС, в свою чергу,
створює утруднення у прийняттi адекватного рiшення у користувача, i
це, на наш погляд, i складає основну проблему використання НТ.
Ускладнення проблеми. Вище наголошувалося на тому, що пiсля
“перевiдкриття” i суттєвого доопрацювання Румельхартом Д., Хiнтоном
Г. i Уiльямсом Р. i незалежно та одночасно Барцевим С. I. та Охонiним
В. О. методу навчання з використанням АЗПП наприкiнцi минулого –
початку теперiшнього столiть створилися пiдстави до “ренесансу” НТ iз
все зростаючою зацiкавленiстю з боку користувачiв i задоволенням по-
питу новими розробками у топологiях ШНС. Останнє вiдбувається дво-
ма шляхами:
1. За рахунок використання сполучень, модифiкацiй i розширень вже
iснуючих моделей ШНС;
2. Створенням моделей ШНС на нових архiтектурних, структурних i
топологiчних принципах побудування i методах навчання або ви-
користання їх для обслуговування iнших оптимiзацiйних алгори-
тмiв, зокрема, генетичних.
Яскравим представником першого може служити сполучення двох
ШНС: Кохонена i Гроссберга з новим методом навчання –“зустрiчного
поширення” (ЗП), запропонованим та розвиненим Хехт-Нiльсеном Р.
[30]. Такий симбiоз рiзних ШНС дозволив покращити властивостi ре-
зультуючої сiтки (зменшення часу навчання; можливiсть роботи як з
неперервними, так i з двiйковими сигналами; блокове побудування сi-
тки шляхом каскадування спецiалiзованих модулiв тощо) i розшири-
ти сфери застосування (апроксимацiя функцiй, розпiзнавання, обробка
i вiдновлення зображень, класифiкацiя). Iснує два рiзновиди двошаро-
вих ШНС ЗП: шар Кохонена – шар Гроссберга та самоорганiзуюча карта
Кохонена – шар Гроссберга (рiзниця в органiзацiї схованого шару i, вiд-
повiдно, в способi навчання його нейронiв) [27].
Iншим прикладом розробок другого шляху розвитку ШНС є створе-
ння на базi iдеї сiтки Хопфiлда з додаванням спецiального модуля не-
лiнiйного перетворення нової парадигми, що працює з аналоговими си-
гналами – “синергетичного комп’ютера” (СК), запропонованого заснов-
ником синергетики Хакеном Х. [28]. Цей комп’ютер вiдноситься до асо-
цiаторiв з iнтерпретацiєю образiв, якi в ньому зберiгаються, як локальнi
енергетичнi мiнiмуми. Перевага над сiткою Хопфiлда – вiдсутнiсть не-
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стiйких станiв завдяки наявностi динамiчного модуля, що збiгається до
одного з базових векторiв.
Суттєве скорочення витрат на пам’ять i об’єм необхiдних обчислень
досягається в сiтцi Хеммiнга [42], в якiй замiсть образу, що зберiгає-
ться у пам’ятi, на виходi видається тiльки його номер. Тому, на вiдмiну
вiд сiтки Хопфiлда, мiсткiсть сiтки Хеммiнга визначається не розмiрнi-
стю вхiдного сигналу N , а кiлькiстю нейронiв шару L на виходi. Крiм
того, перевагою сiтки Хеммiнга є те, що залежнiсть мiж кiлькiстю ней-
ронiв i кiлькiстю з’єднань в сiтцi Хеммiнга лiнiйна, тодi як у Хопфiлда
– квадратична, i при однаковiй ємностi з сiткою Хопфiлда перша буде
мiстити значно менше сполучень мiж нейронами.
Ще одни приклад створення нової топологiї за рахунок використан-
ня базової моделi багатошарового персептрона прямого поширення яв-
ляє собою ШНС з елементами затримки сигналу (ШНС ЗС). Основне
призначення – краще опрацювання (класифiкацiя) зсунених у часi обра-
зiв (як правило, мовних сигналiв), якi надходять на вхiдний шар iз зга-
санням у часi. Так, оскiльки корисна мовна iнформацiя часто подається
згасаючою у часi в середовищi перешкод (паузи мiж надходячими фо-
немами, зашумлення тощо), а тривалiсть окремих фонем може сильно
коливатися, ШНС ЗС повинна однаково ефективно опрацьовувати такi
фонеми, тобто бути робастною до зовнiшнього зсуву надходячих на сi-
тку образiв [41, 52]. Вiдмiннiсть такої сiтки полягає в наявностi можли-
востi створення за рахунок елементiв затримки або у самих нейронах,
або мiж схованими шарами тимчасових копiй надходячих сигналiв, че-
рез що на нейрони наступного шару подаються не тiльки самi образи,
але й їх копiї. Цього принципу дотримуються всi шари ШНС ЗС, завдя-
ки чого i досягається робастнiсть сiтки до часових спотворень у вхiдних
образах.
Представником другого шляху може служити ШНС, яка дiстала
назву машини Больцмана [15, 32]. Якщо сiтка Хопфiлда збiгається до
локального мiнiмуму, то в новому рiзновидi ШНС збiжнiсть має вiдбу-
ватися у глобальному мiнiмумi, а оскiльки на шляху до цього сiтка про-
ходить локальнi мiнiмуми, то iснує ймовiрнiсть “зависання” в них. Тому
по мiрi просування до глобального мiнiмуму на кожному локальному мi-
нiмумi алгоритмiчно задається збiльшення “умовної енергiї”, достатньої
для подолання локального максимуму. Надалi енергiя “розгойдування”
сiтки поволi зменшується по мiрi наближення до глобального мiнiмуму.
Ця iдея i реалiзована в машинi Больцмана, сполучаючи детермiновану
сiтку Хопфiлда з ймовiрнiсним/стохастичним правилом навчання, яке
дiстало назву вiдпалу. Найчастiше цей рiзновид ШНС застосовується в
задачах класифiкацiї/розпiзнавання невiдомих або спотворених образiв.
Серед переваг – можливiсть виходу з локальних екстремумiв, серед не-
долiкiв – трудомiсткiсть пов’язаних з алгоритмом обчислень i, як наслi-
док, суттєвi обчислювальнi та часовi витрати.
Трохи зменшує цей недолiк машина Кошi [46], в якiй за рахунок ви-
користання в алгоритмi розподiлу Кошi можна скоротити час навчання;
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проте у порiвняннi з персептроном цей час залишається занадто вели-
ким.
Класом ШНС, якi яскраво доводять свою причетнiсть до другого шля-
ху розвитку суттєвими вiдмiнностями вiд сiток Хопфiлда як структур-
но (може мати декiлька шарiв з наявнiстю власних зворотних зв’яз-
кiв у нейронiв), так i особливостями навчання (матриця ваг може бу-
ти несиметричною, а навчання є контрольованим шляхом використан-
ня АЗПП), слугують неперервнi i дискретнi динамiчнi рекурсивнi сiтки
(ДРС) [48, 16, 15, 50]. Наявнiсть зворотних зв’язкiв мiж нейронами рi-
зних шарiв i шару на виходi включно забезпечує цьому класу ШНС до-
датковi позитивнi властивостi, яких неможна досягти в статичних ба-
гатошарових ШНС прямого поширення: можливiсть роботи з образами,
параметри яких змiнюються в часi. Дискретнi ДРС подiляються на:
• повнозв’язнi [48, 15] (застосування: аналiз та опрацювання послiдов-
ностей, iдентифiкацiя нелiнiйних динамiчних об’єктiв);
• частково-рекурсивнi – багатошаровi персептрони, доповненi кон-
текстним шаром, кiлькiсть нейронiв якого спiвпадає з кiлькiстю
виходiв ШНС. Останнє має мiсце в сiтцi Джордана М. [36] (засто-
сування: розпiзнавання i класифiкацiя образiв, прогнозування ча-
сових рядiв, а також бiльш ефективне в порiвняннi з ШНС прямого
поширення асоцiювання надходячих на вхiд образiв з послiдовно-
стями на виходi – так зване “проковзне” вiкно; недолiк – повiльна
збiжнiсть i виникаючi через це проблеми сталостi) або в модифiкова-
нiй версiї цiєї ШНС – сiтцi Елмана Дж. [22] з сигналами зворотних
зв’язкiв не вихiдного шару, а з виходiв нейронiв контекстного шару
з кiлькiстю нейронiв, спiвпадаючою з кiлькiстю нейронiв схованого
шару;
• локально-рекурсивнi з лiнiйною структурою як багатошаровий пер-
септрон або як сiтка радiальної основи, в яких рекурсивнiсть зав-
жди обмежується одним нейроном i iнтерпретується як фiльтр iз
скiнченою або нескiнченою iмпульсними характеристиками [45].
Представниками нового класу ШНС прямого поширення з можли-
вiстю за необхiдностi розширювання своєї архiтектури в процесi фун-
кцiонування є каскадно кореляцiйнi сiтки (ККС) з лiнiйними або/та
нелiнiйними активацiйними функцiями нейронiв i використанням ал-
горитму навчання з будь-яким правилом (дельта-правило, АЗПП тощо),
запропонованi Фалманом С. i Леб’єром К. [23]. Навчання ККС повторю-
ється до досягнення бажаної точностi для всiх пар образiв i базується
на: покроковому iнкрементному уведеннi нейронiв у схованi шари, якi
з’являються тiльки пiсля уведення нових нейронiв; навчаннi знов уве-
дених нейронiв при зберiганнi ваг нейронiв, якi вже до того були у сiтцi.
Переваги ККС: вiдсутнiсть апрiорного вибору архiтектури сiтки, бо як
вихiдна береться найпростiша з вхiдним та вихiдним шарами, а далi
нарощується, поки сiтка не визначить задовольняючу критерiям архi-
тектуру; вiдсутнiсть конкуренцiї мiж нейронами через їх незв’язнiсть
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значно скорочує процес навчання в порiвняннi з iншими топологiями сi-
ток; з поданням нових образiв може не вiдбуватися перенавчання всiєї
сiтки, а тiльки шляхом корекцiї зв’язкiв нейронiв вхiдного та схованого
шарiв; процес навчання сiтки значно спрощується в обчислювальному
сенсi, бо коректуються ваги тiльки одного шару, i сигнали у сiтцi про-
ходять тiльки в одному напрямi. Призначення: основнi переваги ККС
проявляються в повнiй мiрi при застосуваннi в обчислювальних середо-
вищах з використанням паралельних обчислень.
Розв’язання “дилеми стабiльностi-пластичностi” (за Гроссбергом С.)
запропонованою двошаровою нейросiткою адаптивної резонансної тео-
рiї (АРТ) Карпентером Г. i Гроссберогом С. [20] дозволяє адаптивно на-
вчатися при надходженнi нових даних iз збереженням стабiльностi
щодо гарантiї неруйнування попередньо накопичених даних, з одного
боку, i достатньої пластичностi вiдносно визначення суттєвостi нових
надходжень, з другого. Основне призначення АРТ – моделювання во-
лодiючих високим ступенем паралелiзму архiтектур самоорганiзованих
ШНС розпiзнавання образiв, вiдтворюючих їх бiологiчний i поведiнко-
вий контексти. Основнi властивостi сiток АРТ – стабiлiзацiя i стiйкiсть
процесу навчання (який є скiнченим) i сталiсть процесу пошуку. В за-
лежностi вiд виду вхiдних змiнних i способу їх опрацьовування розрi-
зняють АРТ: з двiйковими вхiдними векторами (АРТ-1); з двiйковими
та неперервними вхiдними векторами (АРТ-2); для моделювання бiоло-
гiчних процесiв (АРТ-3), з двiйковими вхiдними векторами з використа-
нням нечiткої логiки (Fuzzy–АРТ)[21].
Вважається, що генетичнi алгоритми (ГА) були запропонованi та до-
слiдженi Холландом Дж. в 1975 роцi [33]. Проте, майже 10-ма роками
ранiше розроблений Iвахненко О.Г. метод групового урахування аргу-
ментiв (МГУА) [7-9] базувався на використаннi одно- та багаторядних
фiльтруючих за певними критерiями алгоритмiв саме для визначен-
ня “моделей оптимальної складностi”, що i являли собою нiщо iнше, як
процедуру генетичного добору за певними ознаками якостi. Вiдмiнностi
МГУА вiд ГА полягають лише в тому, що родиннi хромосоми останнього
у МГУА мають вигляд складових полiномiальних попарних сполучень
(“батьки”), а новi хромосоми (“дiти”) – вiдiбранi на етапах алгоритму-
вання (кросовер, мутацiя) промiжнi моделi складностi в МГУА. Сiтки,
основанi на МГУА [47], при складаннi з m шарiв можуть реалiзовува-
ти полiном степеня 2m. “Просiюючи” на кожному з етапiв багаторядно-
го алгоритму через “решето” критерiїв отриманi на попередньому ета-
пi моделi (“особини” за термiнологiєю ГА), можна керувати вiдбиранням
найкращих. Бiльш того, МГУА є кращим методом для розв’язання задач
iдентифiкацiї та короткострокових прогнозувань, а для довгострокового
прогнозування є не тiльки найкращим, а й, можливо, унiкальним ме-
тодом, який забезпечує точнiсть прогнозування за великим часом його
випередження. Таким чином, як ГА, так i алгоритми МГУА є оптимi-
зацiйними i в ШНС можуть застосовуватися для пошуку оптимальних
синаптичних ваг сiток зворотного поширення обмеженої розмiрностi [55]
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, а також для визначення оптимальної структури ШНС пiд конкретну
задачу [29]. Крiм того, заслуговують на увагу дослiдження, пов’язанi
з використанням ГА-пiдходу до генетичного програмування [40]. В за-
гальному виглядi ГА можна подати наступною послiдовнiстю крокiв:
1. Подання всiх змiнних, якi оптимiзуються, у виглядi бiнарного або
дiйсного (в залежностi вiд модифiкацiї методу) ланцюжка параме-
трiв – “хромосоми”, i далi випадковим чином створюється “популя-
цiя хромосом”;
2. Оцiнювання кожної хромосоми з популяцiї за цiльовою функцiєю;
3. Сортування всi оцiнювань. Якщо кiлькiсть виконаних iтерацiй не
перевищує заздалегiдь задане значення, то перехiд до наступного
кроку. Iнакше рiшенням є найкраща хромосома за результатами
сортування на цьому кроцi;
4. Вiдiбранi на попередньому кроцi найкращi представники популя-
цiї складають основу (“хромосом-батькiв”) для створення за допомо-
гою генетичних операцiй (“кросовера” i “мутацiї”) нових хромосом
(“хромосом-дiтей”). Кросовер визначає рекомбiнацiю, за якою рiзнi
найкращi “хромосоми-батьки” даної популяцiї обмiнюються деяки-
ми частинами бiнарних ланцюжкiв. При цьому довiльнi двiйковi
розряди довiльних хромосом можуть iнвертуватися з малою ймовiр-
нiстю цього процесу;
5. Оцiнювання “хромосом-дiтей” цiльовою функцiєю i розмiщення їх в
популяцiю на мiсця “гiрших” її представникiв. Далi – перехiд до
пункту 3.
Позитивна якiсть ГА полягає в його унiверсальностi – вiн дозволяє
працювати як з неперервними, так i дискретними параметрами, i мо-
жливiсть його застосування не залежить вiд виду цiльової функцiї;
крiм того, ГА спроможний знайти глобальний екстремум, тодi як iншi
алгоритми “зависають” на локальному екстремумi. Нарештi, ГА можна
застосовувати на будь-якому етапi синтезу нечiтких моделей, особливо
у тих випадках, коли використання градiєнтних методiв неможливе.
До недолiкiв слiд вiднести досить низьку швидкодiю, яка значно
знижується iз зростанням кiлькостi параметрiв, що оптимiзуються; крiм
того, ГА має велику кiлькiсть своїх параметрiв – розмiр популяцiї, дов-
жина хромосоми, ймовiрностi кросовера i мутацiї, кiлькiсть “хромосом-
дiтей” тощо. Iстотним недолiком є також явище “стогнацiї” як наслiдок
“невдалого” вибору параметрiв з виродженням популяцiї або вiдсутнi-
стю прогресу.
Отже, розширення iнструментального “асортименту” рiзновидiв
ШНС, дозволяючи бiльш “тонко” i професiйно пiдходити до вибору мо-
делi/топологiї ШНС, адекватної умовам обслуговування прикладної за-
дачi, разом з тим ускладнюють цей процес через його багатоварiан-
тнiсть. За недостатньої професiйної пiдготовленостi користувача це мо-
же призводити до значних додаткових матерiальних (апаратних, обчи-
слювальних) i/або часових витрат.
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Постановка задачi. Як i у будь-якiй iншiй галузi знань, iнтелекту-
альний прорив у широкому використаннi НТ став можливим, тiльки
коли для його реалiзацiї були дотриманi необхiднi i достатнi умови
(рис. 1):
Рис. 1 – Умови комерцiйної реалiзацiї ШНС
Ця умова виконується як завдяки явно вираженої зацiкавленостi
прикладних користувачiв у нових пiдходах до розумiння функцiй при-
родного (бiологiчного) iнтелекту шляхом створення математичної моделi
самосвiдомостi та усвiдомлення своїх можливостей у розв’язаннi скла-
дних iнтелектуальних задач (необхiдна умова), так i досягненням в
областi iнструментальних (апаратних, програмних, методологiчних то-
що) засобiв для побудування ефективних за швидкодiєю, точнiстю мо-
делювання i потужностi (розмiрностi) ШНС (достатня умова).
Означення 1. Штучнi нейроннi сiтки – математичнi моделi та їх
програмнi i/або апаратнi реалiзацiї, виконанi за принципом органiзацiї
бiологiчних нейросiток, уявляють собою систему з’єднаних i взаємодiю-
чих простих процесорiв (штучних нейронiв).
Роль i уявлення про ШНС, якi й визначають зростаючий попит на
застосування ШНС в рiзних сферах життєдiяльносмтi людини, багато-
граннi [6]. З точки зору:
• машинного навчання – ШНС уявляють собою окремий випадок ме-
тодiв розпiзнавання образiв, кластеризацiї, дискримiнантного ана-
лiзу тощо;
– математичної – навчання ШНС є багатопараметричною за-
дачею нелiнiйної оптимiзацiї;
– кiбернетики – ШНС використовуються в задачах адаптивного
управлiння i прогнозування;
• розвитку обчислювальної технiки – програмування ШНС є спосо-
бом розв’язання проблеми ефективного паралелiзму;
– штучного iнтелекту – ШНС є основою фiлософської течiї ко-
нективiзму та основним напрямком у структурному пiдходi по
вивченню можливостей побудування/моделювання природно-
го iнтелекту за допомогою комп’ютерних алгоритмiв.
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Отже, обчислювальнi системи на основi ШНС володiють якостями,
яких позбавленi машини з архiтектурою фон Неймана, проте притама-
них мозку людини: масовий паралелiзм; розподiлене подання iнформа-
цiї та обчислень; здiбнiсть до навчання та узагальнення; адаптивнiсть;
властивiсть контекстуального оброблення iнформацiї; толерантнiсть до
похибок; низьке енергоспоживання.
Апаратна реалiзацiя ШНС – нейрокомп’ютер – має суттєвi позитив-
нi для широкого впровадження вiдмiнностi (як за структурою, так i за
класами розв’язуваних задач) вiд обчислювальних машин, виконаних
у вiдповiдностi з традицiйною архiтектурою фон Неймана. Порiвняльнi
характеристики нейрокомп’ютерiв i традицiйних комп’ютерiв наведено
у табл. 1.
Таблиця 1.
Порiвняльнi характеристики традицiйних ЕОМ i нейрокомп’ютерiв
Категорiя
порiвняння
ЕОМ
традицiйної архiтектури
Нейрокомп’ютер
Процесор Складний
Високошвидкiсний
Одни або декiлька
Простий
Низькошвидкiсний
Велика кiлькiсть
Пам’ять Вiдокремлена вiд проце-
сора
Локалiзована
Адресацiя не за змiстом
Iнтегрована у процесор
Розподiлена
Адресацiя за змiстом
Обчислення Централiзованi
Послiдовнi
Програми, що зберiгаю-
ться
Розподiленi
Паралнельнi
Самонавчання
Надiйнiсть Висока уразливiсть Живучiсть
Спецiалiзацiя Чисельнi та символьнi
операцiї
Проблеми сприйняття
Середовище
функцiонуван-
ня
Суворо визначене
Суворо обмежене
Без обмежень
Основнi тези, якi складають пiдгрунтя використання ШНС i нейро-
моделювання, полягають у наступному:
• нейросiтка вiдтворює структуру i властивостi нервової системи жи-
вих органiзмiв – складається з великої кiлькостi простих обчислю-
вальних елементiв (нейронiв) i володiє бiльш складною поведiнкою
по вiдношенню до можливостей кожного окремого нейрона;
• нейросiтка отримує на входi набiр вхiдних сигналiв i видає вiдпо-
вiдну до них вiдповiдь (сигнали на виходi НС), яка i є розв’язком
задачi;
• як i природна бiологiчна нейросiтка, ШНС може навчатися розв’я-
занню задач через наявнiсть внутрiшнiх адаптивних параметрiв
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нейронiв i своєї структури та, змiнюючи їх, може мiняти свою по-
ведiнку;
• мiсце програмування займає навчання, тренування НС, i для розв’я-
зання задачi не треба програмувати алгоритм;
• нейросiтка навчається розв’язанню задачi на деякому “асоцiаторi” –
наборi ситуацiй, кожна з яких описує значення вхiдних сигналiв НС
i бажану для них вiдповiдь. При цьому “асоцiатор” задає набiр ета-
лонних ситуацiй з вiдомими розв’язками, а НС при навчаннi сама
находить залежностi мiж вхiдними сигналами та вiдповiдями.
Саме широка варiативнiсть ШНС, наявнiсть тонких вiдмiнностей у
принципах побудови i функцiонування, вiдсутнiсть строгих класифi-
кацiйних ознак i чiтких рекомендацiй щодо сфер застосування i розв’я-
зуваних задач вимагають високої усвiдомленостi в питаннях вибору то-
пологiй ШНС у прикладного користувача, що виявляється не завжди
виконуваним, перш за все, через його професiйну непiдготовленiсть у
галузi сучасних НТ. Отже, розрив мiж об’єктивною доцiльнiстю вико-
ристання новiтнiх досягнень в НТ для розв’язання прикладних задач i
суб’єктивною непоiнформованiстю кiнцевого користувача обмежує мо-
жливостi ефективнiшого використання ШНС. Через це ШНС викори-
стовуються в двох варiантах: будується нейросiтка, яка розв’язує пев-
ний клас задач; пiд кожний екземпляр задачi будується деяка нейросi-
тка, яка знаходить квазiоптимальний розв’язок цiєї задачi. Проте в обох
випадках прийняття рiшення покладається на користувача.
Покращення ситуацiї нам уявляється в наступному:
• формуваннi набору вирiшних класифiкацiйних ознак (НВКО) i ство-
реннi класифiкатора ШНС;
– побудуваннi чiткої логiчної моделi поетапного синтезу (МПС)
ШНС;
• створеннi строгої узагальненої моделi вибору типових топологiй
(УМВТТ) ШНС для конкретних прикладних задач, що базується на
формалiзованих моделях подання знань [2] з використанням НВКО
та агентно-орiєнтованого пiдходу [19].
Означення 2. Набiр вирiшних класифiкацiйних ознак ШНС – така
їх мiнiмально допустима сукупнiсть, яка є необхiдною для формалiзацiї
процесу подання основних властивостей i вибору задовольняючих топо-
логiй нейросiток i достатньою для адекватного обслуговування вимог
(критерiїв оцiнки) з боку прикладної розв’язуваної задачi.
Означення 3. Модель поетапного синтезу ШНС – така послiдов-
нiсть їх перебирання в просторi НВКО, яка, будучи виконувана кори-
стувачем i/або мультиагентною пiдсистемою автоматизованого вибо-
ру (МАПАВ), вiдтворює принципи агентно-орiєнтованого пiдходу та ав-
тономно дозволяє виокремити топологiю/топологiї ШНС, здатну/здатнi
задовольнити критерiї обслуговування властивостей розв’язуваної зада-
чi.
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Означення 4. Агент/мультиагент – це програмно-апаратний чи
програмно-емуляцiйний автономний компонент мультиагентної пiдси-
стеми, який функцiонує за певним сценарiєм/алгоритмом на основi кон-
кретної унiкальної послiдовностi дiй в iнтересах досягнення поставле-
них користувачем перед нею цiлей.
Твердження 1. Алгоритм дiї агента може мiнятися i коректуватися
по ходу виконання завдання заради досягнення мети.
Твердження 2. Конкретна унiкальна послiдовнiсть дiй (КУПД), що
приводить до мети, шукається агентом кожного разу з урахуванням
вiвдповiдних критерiїв обслуговування властивостей даної розв’язува-
ної задачi.
Означення 5. Мультиагентна пiдсистема (МАП) – це складна си-
стема, в якiй функцiонують два чи бiльше iнтелектуальних агента.
Формування набору вирiшних класифiкацiйних ознак. Про-
ведений аналiтичний перегляд основних напрямкiв розвитку НТ, а та-
кож результати численних дослiджень в iнших джерелах, присвяче-
них данiй проблемi, дозволяють сформувати НВКО i запропонувати
класифiкатор ШНС, якi в сукупностi сприятимуть послiдовностi обґрун-
тування вибору вiдповiдностей “розв’язувана прикладна задача – топо-
логiчна модель ШНС”.
Досвiд роботи по створенню агентно-орiєнтованого iнтерпретатора
ШНС дозволяє стверджувати, що наведений нижче перелiк НВКО є i
необхiдним, i достатнiм для розв’язання поставленої задачi i мiстить:
• тип вхiдної iнформацiї – аналоговi i двiйковi;
• модель iнтелектуального нейрона – Мак-Каллоха–Питтса, одно-
шаровий персептрон, Адалiна, Фукушима, сiгма-пi-нейрон, Хопфiл-
да, Гроссберга;
• структуру – прямоспрямованi, зворотного поширення (с прямими,
непрямими, латеральними зв’язками, повнозв’язнi);
• архiтектуру – одношаровi (одношаровий персептрон, Адалiна, Н-
Адалiна), багатошаровi (багатошаровий персептрон, Мадалiна, сiтка
на основi МГУА тощо);
• методи навчання – з вчителем, без вчителя, шляхом самоорганiза-
цiї, конкурентнi, стохастичнi, градiєнтнi;
• настроювання ваг – фiксоване i динамiчне;
• критерiї оцiнки – простота реалiзацiї, швидкiсть та ефективнiсть
алгоритму навчання, точнiсть апроксимацiї, потужнiсть (розмiр-
нiсть) при розв’язаннi прикладної задачi, квалiфiкацiя користува-
ча, наявнiсть локальних мiнiмумiв, можливiсть фiльтрацiї та вiд-
новлення.
Класифiкацiя штучних нейронних сiток. Структурна схема
класифiкацiї ШНС з бажаним НВКО подана на рис. 2.
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Запропонований НВКО потребує уточнення деяких тверджень, озна-
чень:
Означення 6. Аналогова вхiдна iнформацiя – iнформацiя на входi
ШНС, подана у формi дiйсних чисел;
Означення 7. Двiйкова вхiдна iнформацiя – iнформацiя на входi
ШНС у виглядi нулiв та одиниць.
Рис. 2 – Класифiкацiя ШНС з бажаним НВКО
Отже, можна видiлити два основних пiдходи до реалiзацiї НС:
цифровий та аналоговий. Перевагою аналогових реалiзацiй є: висока
швидкодiя, надiйнiсть та економiчнiсть. Проте сфера можливого масо-
вого використання навчуваних аналогових нейрочипiв досить вузка. Це
обумовлене великою складнiстю апаратної реалiзацiї високоефектив-
них навчаючих алгоритмiв i необхiднiстю спецiальної пiдготовки по-
тенцiйних користувачiв для оптимальної органiзацiї адаптивного про-
цесу. У той же час, широке розповсюдження можуть отримати аналоговi
нейрокомп’ютери/нейросiтки з фiксованою або незначно пiдналагоджу-
ваною структурою зв’язкiв – нейропроцесори;
Твердження 3. Задача створення нейропроцесорiв зводиться до на-
вчання цифрової нейросiткової моделi необхiднiй поведiнцi на звичай-
ному цифровому комп’ютерi;
Означення 8. Базова модель ШН – математична та її програмна
i/або апаратна реалiзацiї, на основi яких будується ШНС;
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Твердження 4. Архiтектура ШНС визначається кiлькiстю шарiв i
кiлькiстю нейронiв у шарi.
З позицiй архiтектурного побудування ШНС важливу роль вiдiграє
нелiнiйнiсть активацiйної функцiї через те, що, якби вона не володiла
даною властивiстю або не входила в алгоритм роботи кожного нейрона,
результат функцiонування будь-якої n-шарової НС зводився б до добу-
тку вхiдного вектора Х сигналiв xi на матрицю вагових коефiцiєнтiв.
Тобто фактично така НС була б еквiвалентна одношаровiй НС з ваговою
матрицею W єдиного шару.
Означення 9. Активацiйна функцiя – функцiя fa(*), яка визначає
правило переходу нейрона, що знаходиться в момент часу τ в станi g(τ ),
у новий стан g(τ + 1) при надходженнi вхiдних сигналiв xi;
Твердження 5. Структура ШНС визначається напрямом та охопле-
нням зв’язкiв мiж шарами та окремими нейронами, тобто характером
зв’язкiв.
Визначення кiлькостi промiжних шарiв i кiлькостi нейронiв в них є
важливим при моделюваннi сiтки. Зазвичай, застосовуючи архiтектуру
до визначених проблем, використовують загальнi правила, зокрема:
1. Кiлькiсть входiв та виходiв сiтки визначаються кiлькiстю вхiдних
та вихiдних параметрiв дослiджуваного об’єкту, явища, процесу, то-
що. На вiдмiну вiд зовнiшнiх шарiв, кiлькiсть нейронiв прихованого
шару nприх вибирається емпiричним шляхом. В бiльшостi випадкiв
достатня кiлькiсть нейронiв становить nприх 6 nвх 6 nвих, де nвх, nвих
– кiлькiсть нейронiв у вхiдному i, вiдповiдно, у вихiдному шарах.
2. Якщо складнiсть у вiдношеннi мiж отриманими та бажаними да-
ними на виходi збiльшується, кiлькiсть нейронiв прихованого шарi
повинна також збiльшитись.
3. Якщо процес, що моделюється, може роздiлятись на багато етапiв,
потрiбен додатковий прихований шар (шари). Якщо процес не роздi-
ляється на етапи, тодi додатковi шари можуть допустити перезапа-
м’ятовування i, вiдповiдно, невiрне загальне рiшення.
Оскiльки всi штучнi нейроннi сiтки базуються на концепцiї функцiо-
нування нейронiв, правил та менханiзмiв їх з’єднань, а також переда-
тних функцiй щодо процедури активацiї, iснує подiбнiсть мiж рiзними
структурами або архiтектурами нейронних сiток. Бiльшiсть змiн похо-
дить з рiзних правил навчання. Таким чином, пiсля того, як визначе-
но кiлькiсть шарiв i число нейронiв в кожному з них, потрiбно знайти
значення для синаптичних ваг i порогiв сiтки, якi спроможнi мiнiмiзу-
вати похибку спродукованого результату. Саме для цього iснують ал-
горитми навчання, де вiдбувається пiдгонка моделi сiтки до наявних
навчальних даних;
Твердження 6. Штучнi нейроннi сiтки не програмуються у звичай-
ному сенсi – вони навчаються;
Означення 10. Навчання з вчителем – таке навчання ШНС, яке
припускає iснування цiльового вектора – бажаного виходу ШНС для
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кожного вхiдного вектора i виконується iз залученням правил навчан-
ня: Хебба, дельта-правила/його модифiкацiй, алгоритму зворотного по-
ширення похибки тощо;
Твердження 7. Разом вхiдний та цiльовий вектори утворюють на-
вчаючу пару, i зазвичай сiтка навчається на деякому сполученнi таких
пар;
Означення 11. Навчання без вчителя – таке навчання, яке вiдбува-
ється за вiдсутностi цiльового вектора, а навчаючий алгоритм при цьо-
му пiдналагоджує ваги таким чином, щоб отримати узгодженi вектори
на виходi ШНС, причому подання досить близьких вхiдних векторiв
дає однаковi вектори на виходi;
Означення 12. Навчання з використанням алгоритму зворотно-
го поширення похибки – це навчання, яке, використовуючи поширення
принципiв дельта-правила, реалiзує градiєнтний метод опуклого фун-
кцiоналу похибки в багатошарових ШНС iз структурою прямого поши-
рення на моделях ШН з диференцiйованими функцiями активацiї;
Твердження 8. Похибка для конкретної топологiї ШНС з варiйову-
ваними значеннями синаптичних ваг i порогiв сiтки (так званих вiльних
параметрiв топологiї ШНС) визначається шляхом проходження через
неї всiєї навчальної множини i порiвняння спродукованих на виходi
значень з цiльовими/бажаними. Множина похибок утворює функцiю по-
хибок, яку можна розглядати як похибку сiтки. В якостi функцiї похи-
бок найчастiше використовують суму квадратiв похибок.
Твердження 9. Мета навчання ШНС за алгоритмом АЗПП полягає
в знаходженнi на багатовимiрнiй поверхнi найнижчої точки, яка вiдпо-
вiдатиме глобальному мiнiмуму.
Для кращого розумiння навчання за алгоритмолм АЗПП потрiбно
роз’яснити поняття поверхнi станiв. Кожному значенню синаптичних
ваг i порогiв сiтки (вiльних параметрiв моделi кiлькiстю N ) вiдповiд-
ає один вимiр в багатовимiрному просторi. Вимiр N + 1-ий вiдповiдає
похибцi сiтки. Для рiзноманiтних сполучень ваг вiдповiдну похибку сi-
тки можна зобразити точкою в N + 1-вимiрному просторi, всi цi точки
утворюють деяку поверхню станiв.
Поверхня станiв має складну будову i досить неприємнi властивостi,
зокрема, наявнiсть локальних мiнiмумiв (точки, найнижчi в своєму пев-
ному околi, але вищi вiд глобального мiнiмуму), пласкi дiлянки, сiдловi
точки i довгi вузькi яри. Аналiтичними засобами неможливо визначити
розташування глобального мiнiмуму на поверхнi станiв, тому навчан-
ня нейросiтки по сутi полягає в дослiдженнi цiєї поверхнi. Вiдштовху-
ючись вiд початкової конфiгурацiї ваг i порогiв (вiд випадково обраної
точки на поверхнi), алгоритм навчання поступово вiдшукує глобальний
мiнiмум. Обчислюється вектор градiєнту поверхнi похибок, який вка-
зує напрямок найкоротшого спуску по поверхнi з заданої точки. Якщо
трошки просунутись по ньому, похибка зменшиться. Зрештою алгоритм
зупиняється в нижнiй точцi, що може виявитись лише локальним мi-
нiмумом (в iдеальному випадку - глобальним мiнiмумом). Складнiсть
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застосування АЗПП полягає у виборi довжини крокiв переходу вектора
градiєнта поверхнi похибок, через що або зростає кiлькiсть iтерацiй i ра-
зом з тим час пошуку (при замалих кроках, або епохах), або зростає ймо-
вiрнiсть “перестрибування” оптимального розв’язку чи руху в невiрному
напрямку (при занадто великих кроках). Iтеративний процес навчан-
ня припиняється або коли пройдена визначена кiлькiсть епох, або коли
похибка досягає визначеного рiвня малостi, або коли похибка перестає
зменшуватись (користувач переважно сам вибирає потрiбний критерiй
зупинення процесу);
Означення 13. Навчанняшляхом самоорганiзацiї – таке навчання,
за яким аналогiчнi вхiднi сигнали збуджують сусiднi нейрони, i такий
“колективiзм” може здiйснюватися завдяки оберненим зв’язкам. Ваги
змiнюються на кожному кроцi навчання, i їх змiнювання залежить як
вiд сусiднiх вхiдних образiв, так i ймовiрнiсного розподiлення, за яким
пропонуються для навчання допущенi вхiднi образи;
Означення 14. Сiтки з фiксованими зв’язками – такi, у яких кое-
фiцiєнти ШНС призначаються вiдразу, виходячи з умов задачi;
Означення 15. Сiтки з динамiчними зв’язками – такi, у яких в
процесi навчання вiдбувається налагодження синаптичних ваг;
Означення 16. Топологiя ШНС – це модель нейросiтки з певними
архiтектурою, структурою, методами навчання i настроювання ваг i по-
будованi на основi певних моделей ШН;
Твердження 10. Топологiчнi властивостi (ТВ) ШНС не змiнюються
при будь-яких структурно-архiтектурних перетвореннях без втрати
суттєвостi певного виду нейросiток. Прикладом ТВ ШНС є розмiр-
нiсть/потужнiсть останнiх, що визначається кiлькiсною характеристи-
кою: шарiв, нейронiв у шарi, а також зворотних зв’язкiв, входiв та вихо-
дiв сiтки тощо.
Означення 17. Топологiчний простiр ШНС – множина моделей сi-
ток будь-якої топологiї, в якiй через НВКО в той чи iнший спосiб визна-
ченi граничнi значення ТВ ШНС.
Логiчна схема поетапного синтезу ШНС. Наведена на рис. 3
схема мiстить, з урахуванням запропонованого НВКО, вiдображення по-
слiдовностi їх урахування при iтерацiйнiй процедурi синтезу ШНС на
основi КУПД iнтелектуальних агентiв в процесi функцiонуваннi МА-
ПАВ.
Заключна процедура поетапного синтезу ШНС зводиться до перевiр-
ки у реляцiйному перебираннi iнтелектуальними агентами умов вико-
нання критерiїв обслуговуваностi поточним вектором можливостей кон-
кретної топологiї ШНС вимог з боку прикладної задачi.
Твердження 11. В мультиагентнiй системi функцiї iнтелектуалiзо-
ваних агентiв можуть реалiзуватися певними топологiями ШНС.
Означення 18. Критерiй обслуговуваностi – показник задоволення
топологiєю ШНС вимог з боку розв’язуваної задачi i професiйної вiдпо-
вiдностi користувача.
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Рис. 3 – Логiчна схема поетапного синтезу ШНС
Агентно-орiєнтований вибiр вiдповiдностей “розв’язувана
прикладна задача – топологiя ШНС”. На рис. 4 наведена УМВТТ,
заснована на реляцiйних вiдношеннях [12] мiж окремими компонента-
ми НРКП, формування якого уявляє першу складнiсть реалiзацiї моде-
лi [13].
Рис. 4 – Iнтерпретацiйна УМВТТ ШНС
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Друга складнiсть полягає у кiлькiсному визначеннi вагомостi реля-
цiйних зв’язкiв мiж вирiшними класифiкацiйними ознаками i реалi-
зується експертним рейтинговим оцiнюванням альтернативних варi-
антiв iз застосуванням методiв ранжирування та попарних порiвнянь
[14]. Вiдповiднi дослiдження потребують глибоких i ретельних проробок
щодо однозначностi розв’язання цiєї частини задачi адекватного вибору
ШНС. На рис. 4 наведенi умовнi кiлькiснi результати попереднiх обро-
бiток джерельних даних, якi, не претендуючи на строгiсть експертного
оцiнювання, можна розглядати як приклад загальної постановки при
розв’язаннi задачi адекватного вибору ШНС в iнтерпретацiйнiй моделi.
Узагальнення та висновки. Можна констатувати, що з найпоши-
ренiших сфер застосування ШНС є розпiзнавання образiв. Це тим ва-
жливiше враховувати через те, що у бiльшостi iнших застосувань зада-
ча розпiзнавання, навiть не будучи метою використання у явному ви-
глядi, все ж припускає цю процедуру при надходячих на вхiд образах
з наступною їх класифiкацiєю, кластеризацiю тощо. Пiд кластеризацi-
єю мають на увазi розбиття множини вхiдних образiв на класи, коли
анi кiлькiсть, анi ознаки класiв не вiдомi. Сiтка може констатувати, що
вхiдний образ не вiдноситься до жодного з видiлених класiв – це свiд-
чить про те, що з’явилися новi образи з вiдмiнними ознаками вiд тих,
що визначають належнiсть до певного класу. Тобто сiтка виявляє новi,
невiдомi ранiше класи образiв, виконуючи функцiї кластеризатора.
З iншого боку, будь-яке застосування ШНС для розв’язання прикла-
дних задач асоцiюється з механiзмом прийняття рiшень при керуваннi,
рiвно як i прийняття рiшень, в свою чергу, базується на перебираннi мо-
жливих варiантiв i виборi задовольняючого заданий показник ефектив-
ностi. А це й є визначенням такого стану ШНС, яке вiдповiдає “образу”
ефективного керування [11].
Прогнозування можна вiднести до так званої “iмпровiзуючої” власти-
востi ШНС у виглядi узагальнення i виокремлення схованих взаємо-
зв’язкiв мiж даними на входi i виходi. Iнакше кажучи, якщо у вхiднiй
виборцi даних є схованi закономiрностi їх впливу на змiнювання даних
на виходi, то можна використовувати ШНС як прогнозуючий iнстру-
мент. А вже далi, на пiдставi цiєї прогнозуючої функцiї, ШНС може
приймати рiшення при керуваннi.
В багатьох випадках буває необхiдно пiдiбрати для функцiї, заданої
тiльки таблично або графiком i вiдображаючої результати експеримен-
тальних даних, аналiтичний вираз, вiдбиваючий цi залежностi. Фор-
мула ж може виявитися досить складною i некоректною для вимага-
ної мети (наприклад, функцiя має бути проiнтегрованою, а iнтеграл вiд
неї не виражається через елементарнi функцiї). Тодi емпiричнi формули
для зображення необхiдної функцiї f(x) вибирають наближену фун-
кцiю g(x) як набiр з функцiй певного виду, вимагаючи, щоб функцiя
g(x) якомога ближче спiвпадала з f(x) на деякому iнтервалi (a 6 x 6 b).
Нелiнiйна характеристика при цьому може бути довiльною: вiд сигмо-
їдальної до будь-якого хвильового пакету, синуса або багаточлена. Вiд
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вибору нелiнiйної функцiї може залежати складнiсть ШНС, але з будь-
якою нелiнiйнiстю сiтка залишається унiверсальним апроксиматором
i при коректному виборi структури може досить точно апроксимувати
функцiонування будь-якого неперервного автомата.
Здатнiсть ШНС до виявлення взаємозв’язкiв мiж рiзними параметра-
ми дозволяє подавати данi великої розмiрностi бiльш компактно, якщо
останнi тiсно взаємопов’язанi одне з одним. Нейросiтки iз зворотним про-
цесом – вiдновлення вихiдного образу з його частини або з його спо-
твореного (зашумленого/пошкодженого) оригiналу – дiстали назву (ав-
то)асоцiативної пам’ятi. Створення на ШНС гетероасоцiативної па-
м’ятi дозволяє реалiзовувати пам’ять, яка адресується за вмiстом.
Отже, наведенi в статтi класифiкатор ШНС, побудований на НВКО,
а також запропонована iнтерпретацiйна модель вибору адекватної то-
пологiї ШНС є основою для автоматизацiї цього процесу, що дозволить
усунути суб’єктивний фактор некомпетентностi користувача i реалiзу-
вати в автоматизованому видi логiчну схему поетапного синтезу ШНС.
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