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DENJOY, DEMUTH, AND DENSITY
LAURENT BIENVENU, RUPERT HO¨LZL, JOSEPH S. MILLER, AND ANDRE´ NIES
Abstract. We consider effective versions of two classical theorems, the Le-
besgue density theorem and the Denjoy-Young-Saks theorem. For the first,
we show that a Martin-Lo¨f random real z ∈ [0, 1] is Turing incomplete if and
only if every effectively closed class C ⊆ [0, 1] containing z has positive density
at z. Under the stronger assumption that z is not LR-hard, we show that
z has density-one in every such class. These results have since been applied
to solve two open problems on the interaction between the Turing degrees of
Martin-Lo¨f random reals and K-trivial sets: the non-cupping and covering
problems.
We say that f : [0, 1] → R satisfies the Denjoy alternative at z ∈ [0, 1]
if either the derivative f ′(z) exists, or the upper and lower derivatives at z
are +∞ and −∞, respectively. The Denjoy-Young-Saks theorem states that
every function f : [0, 1] → R satisfies the Denjoy alternative at almost every
z ∈ [0, 1]. We answer a question posed by Kucˇera in 2004 by showing that
a real z is computably random if and only if every computable function f
satisfies the Denjoy alternative at z.
For Markov computable functions, which are only defined on computable
reals, we can formulate the Denjoy alternative using pseudo-derivatives. Call
a real z DA-random if every Markov computable function satisfies the Denjoy
alternative at z. We considerably strengthen a result of Demuth (Comment.
Math. Univ. Carolin., 24(3):391–406, 1983) by showing that every Turing in-
complete Martin-Lo¨f random real is DA-random. The proof involves the no-
tion of non-porosity, a variant of density, which is the bridge between the two
themes of this paper. We finish by showing that DA-randomness is incompa-
rable with Martin-Lo¨f randomness.
1. Introduction
Several important theorems from analysis and ergodic theory assert a certain
property for all points outside a null set. Computable analysis and algorithmic ran-
domness both play a role in understanding the effective content of such theorems.
This is a very active area of current research [6, 22, 38]. The idea is to put an effec-
tiveness hypothesis on the given objects in the theorem and look for a randomness
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notion that guarantees that a point z satisfies the conclusion of the theorem. Every
randomness notion essentially identifies a co-null set of “random” points, so it is
natural to expect that a sufficiently strong randomness notion avoids exceptions to
the (countably many) effective cases of the analytical theorem. Frequently, we can
even characterize randomness classes using effective forms of well-known theorems
from analysis. We illustrate with three examples.
(1) A well-known theorem of Lebesgue states that every nondecreasing function
f : [0, 1]→ R is almost everywhere differentiable (see, e.g., [9, Thm. 20.1]).
(2) Any function of bounded variation is the difference of two non-decreasing
functions (Jordan), so it is almost everywhere differentiable by (1).
(3) The Lebesgue differentiation theorem states that if g ∈ L1([0, 1]d), then for
almost every z ∈ [0, 1]d,
g(z) = limQ→z
1
λ(Q)
∫
Q g,
where Q is an open cube containing z with volume λ(Q) tending to 0.
Each of these theorems has been effectivized to characterize a standard randomness
class. The most successful definition of randomness for infinite binary sequences
was given by Martin-Lo¨f [32], but several other definitions have appeared (see Sec-
tion 2.2). Schnorr [40, 41] introduced two weaker notions, now called computable
randomness and Schnorr randomness. Martin-Lo¨f randomness properly implies
computable randomness, which in turn properly implies Schnorr randomness. Al-
though these definitions were given for infinite binary sequences, they can be applied
to real numbers via the binary expansion. The fact that they each have analytic
characterizations gives new evidence that they are natural notions.
(a) Brattka, Miller and Nies [6] showed that z is computably random iff every
computable non-decreasing function is differentiable at z. This result was
surprising because previously, computable randomness had no characteri-
zations other than its original definition, and in particular, no analytical
characterization.
(b) Demuth [13] showed that z is Martin-Lo¨f random iff every computable
function with bounded variation is differentiable at z. See [6] for a proof.
(c) Pathak, Rojas, and Simpson [38] and Rute [39] proved that z ∈ [0, 1]d
is Schnorr random iff for every L1-computable function g : [0, 1]
d → R,
the limQ→z
1
λ(Q)
∫
Q g exists. This is an effective version of the Lebesgue
differentiation theorem, but takes into account only the existence of limits.
Other results in this line of research include the characterization of both Schnorr
randomness [23] and Martin-Lo¨f randomness [1, 21] using effective versions of
Birkhoff’s ergodic theorem.
We study two theorems from analysis of the “almost everywhere” kind, the
Lebesgue density theorem (see Sections 1.1 and 3) and the striking Denjoy-Young-
Saks theorem, which says that every function f : [0, 1] → R satisfies the Denjoy
alternative at almost every z ∈ [0, 1] (see Sections 1.3 and 5). We characterize the
computably random reals as those for which the Denjoy-Young-Saks theorem holds
for computable functions (Theorem 5.3). Otherwise, we consider effectivizations
for which even Martin-Lo¨f randomness is not sufficient to make the theorem hold
at a real, setting our results apart from earlier work.
Difference randomness of a real, which is slightly stronger than Martin-Lo¨f ran-
domness, will play an important role. It was introduced by Franklin and Ng [20],
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who showed that a real is difference random if and only if it is Martin-Lo¨f random
and Turing incomplete. We characterize difference randomness of a real in terms of
its density in effectively closed classes containing the real (Theorem 3.2) and show
that difference randomness is sufficient to make the Denjoy-Young-Saks theorem
hold for all Markov computable functions (Section 5.3). The relationship between
density and difference randomness has unexpected applications to the study of K-
triviality and its interaction with randomness; we give detail in Section 1.2.
1.1. Lebesgue Density. We will first discuss the Lebesgue density theorem [31,
page 407]. Let λ denote Lebesgue measure.
Definition 1.1. We define the (lower Lebesgue) density of a set C ⊆ R at a point z
to be the quantity
̺(C|z) := lim inf
γ,δ→0+
λ([z − γ, z + δ] ∩ C)
γ + δ
.
Intuitively, this measures the fraction of space filled by C around z if we “zoom
in” arbitrarily close. Note that 0 ≤ ̺(C|z) ≤ 1.
Theorem 1.2 (Lebesgue density theorem). Let C ⊆ R be a measurable set. Then
̺(C|z) = 1 for almost every z ∈ C.
The Lebesgue differentiation theorem implies the Lebesgue density theorem: let
g be the characteristic function 1C and note that the limit of averages around z
equals the density of z in C.
If C is open, the theorem is trivial, and in fact holds for all z ∈ C. As pointed
out by T. Tao in his blog [43], the Lebesgue density theorem implies that general
measurable sets behave similarly to open sets. The simplest non-trivial case of
the theorem is for closed sets. We will consider the effective case when C is an
effectively closed class, in other words, the complement of C is is the union of an
effective sequence of open intervals with rational endpoints.
Definition 1.3. Consider z ∈ [0, 1].
• We say that z is a density-one point if ̺(C|z) = 1 for every effectively closed
class C containing z.
• We say that z is a positive density point if ̺(C|z) > 0 for every effectively
closed class C containing z.
By the Lebesgue density theorem and the fact that there are only countably
many effectively closed classes, almost every z is a density-one point.
A third notion closely related to density, non-porosity, will be crucial in the
proofs of Theorems 1.7 and 1.8. The definition originates in the work of Denjoy.
See for instance [7, Ex. 7:9.12], or [4, 5.8.124] (but note the typo in the definition
there).
Definition 1.4. We say that a set C ⊆ R is porous at a real z via ε > 0 if for each
α > 0, there exists β with 0 < β ≤ α such that (z − β, z + β) contains an open
interval of length εβ that is disjoint from C. We say that C is porous at z if it is
porous at z via some ε > 0.
Definition 1.5. We call z a non-porosity point if every effectively closed class to
which it belongs is non-porous at z.
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Clearly, porosity of C at z implies that ̺(C|z) < 1. Therefore, almost every z is
a non-porosity point.
In contrast to examples (a)–(c) above, we cannot characterize density-one points
in terms of an algorithmic randomness notion. The reason is that every 1-generic
real z is a density-one point: an effectively closed class C contains a 1-generic z only
if C contains an open interval around z. But no 1-generic is Martin-Lo¨f random,
or even Schnorr random. Indeed, 1-generics violate basic properties we expect
of random sequences, such as the law of large numbers. (For more information,
see either [19] or [37].) To give us some hope of understanding density from the
standpoint of algorithmic randomness, we restrict our attention to reals z that are
Martin-Lo¨f random.
We will not fully characterize the Martin-Lo¨f random reals that are density-one
points. Instead, we give several partial results, including a characterization of the
Martin-Lo¨f random positive density points. The following diagram summarizes our
results pertaining to density. Assuming that z is Martin-Lo¨f random:
z is not
LR-hard
Thm. 3.6
−−−−−−→
z is a density-
one point
−−→
z is a positive
density point
Thm. 3.2
xy
z T ∅′
Lem. 3.8
−−−−−→
z is a non-
porosity point.
LR-hardness is a slight weakening of Turing completeness discussed in Section 3.2.
By [37, 6.3.13], there is a ∆02 ML-random real that is LR-hard but not Turing
complete. Very recently, Day and Miller [12] have shown that there is a Martin-Lo¨f
random positive density point that is not a density-one point. The converses of the
leftmost and rightmost implications are open.
1.2. Discussion. We have given examples of the application of algorithmic ran-
domness to effective forms of “almost everywhere” theorems in analysis. This line
of research should also help to understand randomness classes better, and should
lead to new results in algorithmic randomness. Until recently, the best example of
this was the base invariance of computable randomness [6], which follows from the
analytic characterization of computable randomness. But the work on density has
led to some exciting developments and has helped answer long-standing questions
about the connections between randomness and computability. We now discuss
three very recent applications of this work on density. The first two involve K-
triviality. There are many characterizations of K-triviality; the one we will use is
that a K-trivial set A is low for random, meaning that every Martin-Lo¨f random
real is Martin-Lo¨f random relative to A.1
(1) In Theorem 3.2, we will show that if z is Martin-Lo¨f random, then z is a positive
density point iff z T ∅′. This result was recently used by Day and Miller [11] to
solve the non-cupping problem: an open question of Ga´cs about the K-trivial sets
(see [35, Question 4.8]). They showed that a set A is K-trivial ⇔ A ⊕ z ≥T ∅′
implies z ≥T ∅′ for every ML-random real z. The characterization of incomplete
ML-random reals was essential in the proof of the “⇒” direction.
1See either [19] or [37] for a thorough introduction to K-triviality.
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(2) The covering question originated in [27]: is every K-trivial set A Turing below
an incomplete ML-random real z? (Also see [35, Question 4.6].) Using density
and related notions, Bienvenu, Greenberg, Kucˇera, Nies and Turetsky [2] built a
K-trivial set A such that any such z is necessarily LR-hard. They also showed that
if a Martin-Lo¨f random real z is not a density-one point, then z computes every K-
trivial. (See Theorem 3.7 for an alternative proof.) As mentioned above, Day and
Miller [12] constructed a Turing incomplete ML-random that is not a density-one
point. Together, these results establish the existence of a single incomplete ML-
random computing all K-trivials. In particular, this settles the covering question
[35, Question 4.6] in the affirmative.
(3) The third application involves DNC functions. We say that g : N → N is diag-
onally non-computable (DNC ) if (∀n) g(n) 6= ϕn(n), where (ϕe)e∈N is an effective
numbering of the partial computable functions. Kucˇera proved that every Martin-
Lo¨f random computes a DNC function. The question then arises how slowly such
a function can grow. It is not hard to show that if f : N → N is computable and∑
n∈N
1
f(n)+1 <∞, then every Martin-Lo¨f random computes an f -dominated DNC
function. Under a reasonable assumption on the numbering of partial computable
functions, Miller [34] proved that if f : N→ N is a non-decreasing computable func-
tion for which
∑
n∈N
1
f(n)+1 = ∞, then a Martin-Lo¨f random real z computes an
f -dominated DNC function iff z ≥T ∅
′. The proof uses Theorem 3.2, and in fact,
is a modification of our original proof of that theorem (see [3, Theorem 20]).
1.3. The Denjoy alternative. We say that a function f : [0, 1]→ R satisfies the
Denjoy alternative at a real z if either f ′(z) exists, orDf(z) =∞ and Df(z) = −∞.
Here Df and Df are the upper and lower derivatives, respectively (see page 20).
The following result is due to Denjoy in its original form for continuous functions,
and was successively improved by Young and Saks to the general case.
Theorem 1.6 (Denjoy-Young-Saks theorem2). Let f : [0, 1] → R be an arbitrary
function. Then f satisfies the Denjoy alternative at almost every z ∈ [0, 1].
Note that the Denjoy-Young-Saks theorem trivially implies Lebesgue’s theorem
on the a.e. differentiability of non-decreasing functions because Df(z) ≥ 0 for any
non-decreasing function f .
We answer a question posed by Kucˇera at the 2004 Logic, Computability and
Randomness meeting in Co´rdoba, Argentina by showing that a real z is computably
random iff every computable function f : [0, 1]→ R satisfies the Denjoy alternative
at z. Just as in the classical Denjoy-Young-Saks theorem, in the effective setting
we do not need any analytical hypothesis on the function. This contrasts with the
characterization of computable randomness in Brattka, Miller and Nies [6], where
the functions have to be non-decreasing. (Note, however, that every computable
function on the reals is continuous.)
The first connections between algorithmic randomness notions and analysis were
made by the Czech constructivist Osvald Demuth in the 1970s and 80s. See the
survey [30] for background on Demuth’s work. In [15], Demuth introduced a ran-
domness notion that we now call Demuth randomness. In [17], he studied the
2The full version (see, e.g., [4]) of the Denjoy-Young-Saks theorem is stated using the four
Dini derivatives, the upper and lower derivatives from the right and the left, and makes more case
distinctions than we do here. The compact form that we have stated is possible because we are
using the two-sided upper and lower derivatives.
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Denjoy alternative for Markov computable functions. A real-valued function f
defined on the computable reals is called Markov computable if, roughly, from a
computable name for a real z, one can effectively determine a computable name for
f(z). (See Section 4 for more details.) We say that a real z is DA-random if every
Markov computable function satisfies the Denjoy alternative at z. Since a Markov
computable function f may be partial, we need to express the Denjoy alternative
using pseudo-derivatives that take into account only the points near z where f is
defined (see page 20). If f is total and continuous, the pseudo-derivatives coincide
with the usual derivatives.
Note that DA-randomness implies computable randomness by the result of Brat-
tka, Miller and Nies [6] mentioned in (b) above. Thus, DA-randomness can be
considered a true randomness notion (in contrast to being a density-one point).
Demuth [17] proved that Demuth randomness implies DA-randomness. We show
that difference randomness, which is significantly weaker than Demuth randomness,
implies DA-randomness. Thus Demuth randomness is too strong a hypothesis.
Theorem 1.7. Every difference random real is DA-random.
A function f defined on all computable reals is Banach-Mazur computable if it
maps computable sequences of reals to computable sequences of reals (but where
the mapping does not have to be effective). In fact, our proof yields the Denjoy
alternative at difference random reals for the class of Banach-Mazur computable
functions f . Hertling [25] proved that this class of functions is strictly larger than
the class of Markov computable functions.
The even weaker effectiveness requirement, that f(q) is computable uniformly
in a rational q ∈ [0, 1], seems to be insufficient: our proof uses continuity at each
computable real, which may fail for such functions. This contrasts with the case
of Brattka, Miller and Nies [6, Thm. 7.3], where such a requirement on a non-
decreasing function suffices to establish differentiability at each computably random
real. However, we show in Theorem 5.4, which leads up to Theorem 1.7, that the
stronger notion of weak 2-randomness is sufficient for such functions.
It turns out that Martin-Lo¨f randomness is neither sufficient nor necessary to
ensure the Denjoy alternative for Markov computable functions.
Theorem 1.8. DA-randomness is incomparable with Martin-Lo¨f randomness.
This is the first time that a reasonably natural randomness notion is incompara-
ble with Martin-Lo¨f’s. These results will be proven in Section 5.
2. Preliminaries: notation and randomness notions
2.1. Basic notation. The set of finite binary sequences (we also say strings) is
denoted by 2<ω, and the set of infinite binary sequences, called Cantor space, is
denoted by 2ω. We write |σ| for the length of a string σ. If σ is a string and z is
either a string or an infinite binary sequence, we say that σ is a prefix of z, which
we write σ  z, if the first |σ| bits of z are exactly the string σ. Given a binary
sequence, finite or infinite, with length at least n, z↾n denotes the string made of
the first n bits of z.
Cantor space is classically endowed with the product topology over the discrete
topology on {0, 1}. A basis of this topology is the set of cylinders: given a string
σ ∈ 2<ω, the cylinder [[σ]] is the set of elements of 2ω having σ as a prefix. If
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A is a set of strings, [[A]] is the union of the cylinders [[σ]] with σ ∈ A. The
Lebesgue measure λ (or uniform measure) on the Cantor space is the probability
measure assigning to each bit the value 0 with probability 1/2 and the value 1 with
probability 1/2, independently of all other bits. Equivalently it is the measure λ
such that λ([[σ]]) = 2−|σ| for all σ. We abbreviate λ([[σ]]) by λ(σ). Given two subsets
X and Y , the second one being of positive measure, the conditional measure λY (X)
of X knowing Y is the quantity λ(X ∩ Y )/λ(Y ). As before, if X or Y is a cylinder
[[σ]], we will simply write it as σ.
Most of the paper will focus on functions from [0, 1] to R. The set [0, 1] is
typically identified with 2ω, where a real z ∈ [0, 1] is identified with its binary
expansion. This expansion is unique, except for dyadic rationals (i.e., rationals
of the form a2−b with a, b positive integers) which have two. A cylinder [[σ]] will
commonly be identified with the open interval (0.σ, 0.σ + 2−n), where 0.σ is the
dyadic rational whose binary extension is 0.σ000 . . . .
An open set in 2ω or [0, 1] is a union of cylinders. If it is a union of a computably
enumerable (c.e.) family of cylinders, it is said to be effectively open (or c.e. open).
A set is called effectively closed if its complement is effectively open.
2.2. Randomness notions. We review the algorithmic randomness notions needed
below. For background on most of them see [37, Chapter 3] or [19]. We give the
definitions in Cantor space, which is standard, but we primarily apply these defi-
nitions to real numbers. There are two equivalent ways to translate between these
spaces. We can either transfer the definitions, which is easily done in most cases,3
or we can say that z ∈ R is in a certain randomness class if (the tail of) its binary
expansion is in that class. Dyadic rationals are never random, of course.
Recall that a sequence of open classes (Un)n∈N is said to be uniformly c.e. if there
is a sequence (Bn)n∈N of uniformly c.e. sets of strings such that each Un = [[Bn]]. In
Cantor space we may assume that each Bn is an antichain under the prefix relation
of strings. A Martin-Lo¨f test is a uniformly c.e. sequence (Un)n∈N of open classes
such that for all n, λ(Un) ≤ 2−n. A sequence z ∈ 2ω is called Martin-Lo¨f random if
for any Martin-Lo¨f test (Un)n we have z 6∈
⋂
n Un. Note that we can replace 2
−n in
the definition of Martin-Lo¨f test with any positive computable function that limits
to zero without changing the randomness notion.
A Solovay test is a uniformly c.e. sequence (Sn)n∈N of open classes such that∑
n λ(Sn) <∞. A Solovay tests captures z ∈ 2
ω if z is in infinitely many of the Sn.
It can be shown that z is Martin-Lo¨f random if and only if there is no Solovay test
capturing it (see for instance [19]). Note that every Martin-Lo¨f test (Un)n∈N is also
a Solovay test, so a Martin-Lo¨f random z can belong to at most finitely many Un.
A generalized ML-test is a uniformly c.e. sequence (Un)n∈N of open classes with
the weaker condition that limn λ(Un) = 0. A sequence z ∈ 2ω is weakly 2-random
if there is no generalized ML-test capturing it. This is the same as saying that z is
not contained in any null Π02 class. It is clear that weak 2-randomness is at least as
strong as Martin-Lo¨f randomness; it is not hard to prove that it is strictly stronger.
An important randomness notion for this paper is difference randomness, which
lies strictly between Martin-Lo¨f and weak 2-randomness. The following is not iden-
tical, but equivalent to the original definition by Franklin and Ng [20].
3One exception to this rule is computable randomness, which is defined via computable betting
strategies processing the bit sequence.
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Definition 2.1. A difference test ((Un)n∈N, C) consists of a uniformly c.e. sequence
(Un)n∈N of open classes and a single effectively closed class C such that for all n,
λ(Un ∩ C) ≤ 2−n. A sequence z ∈ 2ω is called difference random if there is no
difference test capturing it, i.e., if for any difference test ((Un)n∈N, C) we have
z 6∈
⋂
n∈N(Un ∩ C).
Franklin and Ng [20] proved that a real is difference random if and only if it is
Martin-Lo¨f random and Turing incomplete (i.e., does not compute ∅′).
Another strengthening of Martin-Lo¨f randomness is Demuth randomness. A func-
tion f : N → N is called ω-c.e. if f ≤wtt ∅′. A Demuth test is a sequence (Un) of
effectively open classes with λ(Un) ≤ 2
−n for all n, but it is not necessarily uni-
formly c.e. Instead it satisfies the following weak form of uniformity: there exists
an ω-c.e. function f : N → N that for each n gives a c.e. index for a set of strings
generating Un.
Definition 2.2. A sequence z ∈ 2ω is said to be Demuth random if for every
Demuth test (Un)n∈N, z belongs to only finitely many Un.
The last notion of randomness we will discuss in the paper is computable ran-
domness. Its definition involves the notion of martingale.
Definition 2.3. A martingale is a function d : 2<ω → [0,∞) such that for all σ ∈
2<ω
d(σ) =
d(σ0) + d(σ1)
2
.
Intuitively, a martingale represents a betting strategy where a player successively
bets money on the values of the bits of an infinite binary sequence (doubling its
stake when the guess is correct); d(σ) then represents the capital of the player after
betting on initial segment σ. With this intuition, a martingale succeeds against a
sequence z if lim supn d(z↾n) = +∞. A computably random sequence is a sequence
against which no computable betting strategy succeeds. In other words:
Definition 2.4. A sequence z ∈ 2ω is computably random if and only if for every
computable martingale d, lim supn d(z↾n) < +∞.
We denote by MLR, W2R, DiffR, DemR, CR the classes of Martin-Lo¨f random,
weakly 2-random, difference random, Demuth random and computably random se-
quences respectively.
Given a sequence z ∈ 2ω, the following implications
z ∈ W2R
ց
z ∈ DiffR −→ z ∈ MLR −→ z ∈ CR
ր
z ∈ DemR
hold, and no other implication holds in general (other than those which can be
derived by transitivity from the above diagram). See, for example, [37] for a detailed
exposition.
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3. Density
Covering non density-one points. We want to show that sufficiently random
reals are positive density points, or even density-one points. To do so, we must
cover points of low density with sets of small measure. We give two bounds.
Lemma 3.1. Let C ⊆ [0, 1] be a closed set. Fix ε ∈ (0, 1) and let
U = {z | ∃ open interval I : z ∈ I and λI(C) < ε}.
Then (1) λ(C ∩ U) ≤ 2ε, and (2) λ(U) ≤ 2 1−λ(C)1−ε .
Proof. Both bounds would be easy to prove (even without the factors of 2) if we
could cover U with an anti-chain of intervals J such that λJ (C) ≤ ε. This would
be possible if we were working in Cantor space (with the corresponding density
notion), but it is not always possible on the real interval. Most of the work we do
below is to get around this obstacle by producing two such anti-chains that together
cover U , accounting for the extra factors of 2.
First note that, without loss of generality, we may assume that the complement
of C is the disjoint union of a finite collection S of open intervals. To see this,
let C =
⋂
s∈N Cs, where C0 ⊇ C1 ⊇ · · · is a nested sequence of closed sets whose
complements each consist of a finite number of intervals. Then U =
⋃
s∈N U [Cs],
where U [Cs] is defined analogously to U with Cs in place of C. Note that U [Cs] is
an increasing nested sequence of open sets and that C ∩ U [Cs] ⊆ Cs ∩U [Cs]. Hence,
bounding each λ(Cs ∩ U [Cs]) by 2ε would prove (1). Because λ(Cs) converges to
λ(C), bounding each λ(U [Cs]) by 2(1− λ(Cs))/(1− ε) would prove (2).
Call a non-trivial interval I ⊆ [0, 1] fat if:
(i) λI(C) ≤ ε.
(ii) Either the left endpoint of I is also the left endpoint of some interval in S,
or the right endpoint of I is also the right endpoint of some interval in S.
(iii) I is maximal (w.r.t. inclusion) within the family of intervals having proper-
ties (i) and (ii).
Claim 1. Any interval I satisfying (i) and (ii) is contained in some fat interval.
Subproof. Let = [a0, b0], . . . , [aN , bN ] be the elements of S. For each i ≤ N , let
a′i = min{x ≤ bi | λ[x,bi](C) ≤ ε}, and
b′i = max{x ≥ ai | λ[ai,x](C) ≤ ε}.
Define F0 to be the family of intervals {[a′i, bi] | i ≥ 0} ∪ {[ai, b
′
i] | i ≥ 0} and
let F be the maximal elements of F0. Observe that F is in fact the family of
fat intervals. Indeed, if I = [z, bi] is fat, then z = a
′
i by maximality, so I ∈ F0.
Applying maximality again, I ∈ F . The same argument holds if I = [ai, z] is fat.
Conversely, if I ∈ F were not fat, it would be strictly contained in an interval I ′
of type [x, bi] or [ai, x] such that λI′(C) ≤ ε, and therefore be strictly contained
either in [a′i, bi] or [ai, b
′
i] which are both in F0. This contradicts the maximality
of I inside F0. The same argument shows that if an interval I satisfies properties
(i) and (ii) and is not fat, it is contained in a maximal element of F , i.e., in a fat
interval. ♦
Claim 2. Every point x ∈ U is contained in some fat interval.
Subproof. If x is in the complement of C, then it is contained in some (ai, bi) ∈ S and
the result is clear. So assume that x ∈ U ∩C. By definition, there exists an interval
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I containing x such that λI(C) ≤ ε, which in particular implies that I contains some
J ∈ S, to which x does not belong. Without loss of generality suppose that J is on
the right of x and that J is the rightmost interval of S contained in I. Consider the
interval I ′ obtained by shifting (keeping length constant) the interval I to the left
so that the right endpoint of I ′ is the right endpoint of J . Shifting I to I ′ amounts
to removing some interval on the left and adding an interval of the same length on
the right. The removed interval is entirely contained in C (this is because J is the
rightmost interval of S contained in I), therefore λI′(C) ≤ λI(C) ≤ ε. So I ′ satisfies
conditions (i) and (ii) and still contains x. By our first claim, there is a fat interval
I ′′ containing I ′, proving our second claim. ♦
For any two intervals I, J , we write I  J if min(I) ≤ min(J), and I ≺ J if
I  J and I 6= J . If I ≺ J we say that I is to the left of J and that J is to the right
of I. By definition, no fat interval I can properly contain another fat interval J .
So for fat intervals, I  J implies max(I) ≤ max(J). Therefore, on fat intervals,
the linear order  defined by the order of their left endpoints is the same as one
defined by the order of their right endpoints.
Now, build a sequence I0 ≺ I1 ≺ . . . of intervals as follows. Let I0 be the
leftmost fat interval. Suppose that In has been defined. (i) If there is a fat interval
J ≻ In that intersects In, then let In+1 be the rightmost such interval. (ii) If
not, but there is a fat interval J ≻ In, let In+1 be the leftmost such interval. (iii)
Otherwise, terminate the sequence. We make the following observations.
(a) The sequence terminates because there are only finitely many fat intervals.
Let IN be the last interval in the sequence.
(b) It is not possible for In to intersect In+2, because otherwise In+1 would not
have been the rightmost fat interval intersecting In.
(c) If I is a fat interval, then I ⊆
⋃
n≤N In. By choice of I0, there is a largest
r such that min(Ir) ≤ min(I). If I = Ir we are done, so assume otherwise.
If Ir ∩ Ir+1 6= ∅, then I ⊆ Ir ∪ Ir+1. On the other hand, If Ir ∩ Ir+1 = ∅,
then Ir ∩ I = ∅, because no fat interval to the right of Ir intersects Ir. But
then min(Ir+1) ≤ min(I) by the choice of Ir+1 as the leftmost fat interval
to the right of Ir, contradicting the choice of r.
Note that by (b), the even indexed members of I0, I1, . . . , IN are a disjoint se-
quence of fat intervals, as are the odd indexed members. By (c) and the fact that
every z ∈ U is contained in a fat interval, U ⊆
⋃
n≤N In. We are ready to prove (1)
and (2).
For (1), we will show that λ(C∩
⋃
2m≤N I2m) ≤ ε and λ(C∩
⋃
2m+1≤N I2m+1) ≤ ε.
The first equation for the even subsequence can be shown as follows:
λ
(
C ∩
⋃
2m≤N
I2m
)
=
∑
2m≤N
λ(C ∩ I2m) =
∑
2m≤N
|I2m| λI2m(C) ≤
∑
2m≤N
|I2m| ε ≤ ε.
The proof for the second equation is analogous, completing the proof of (1).
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For (2), we first show that λ(
⋃
2m≤N I2m) ≤ (1 − λ(C))/(1− ε):
λ
( ⋃
2m≤N
I2m
)
(1− ε) =
∑
2m≤N
|I2m| (1− ε) ≤
∑
2m≤N
|I2m| λI2m ([0, 1]r C)
=
∑
2m≤N
λ(([0, 1]rC)∩I2m) = λ
(
([0, 1]rC)∩
⋃
2m≤N
I2m
)
≤ λ([0, 1]rC) = 1−λ(C).
Analogously, we see that λ(
⋃
2m+1≤N I2m+1) ≤ (1−λ(C))/(1− ε), proving (2). 
3.1. Positive density points. Recall that Franklin and Ng [20] showed that z
is difference random iff it is Martin-Lo¨f random and Turing incomplete. In this
section we use the notion of lower density for effectively closed classes to give an
analytic characterization of difference randomness.
Theorem 3.2. Let z be a Martin-Lo¨f random real. Then z T ∅′ iff z is a positive
density point.
As mentioned in the introduction, this result was recently used by Day and
Miller [11] to answer an open question about the K-trivial sets (see [35, Question
4.8]). The theorem follows immediately from Lemma 3.3. If z is not a positive
density point, this is witnessed by an effectively closed class. Similarly, if z is not
difference random, the test covering z includes an effectively closed class. The
lemma says that as long as z is Martin-Lo¨f random, the classes witnessing both
properties are the same.
Lemma 3.3. Let z be a Martin-Lo¨f random real. Let C be an effectively closed
class containing z. The following are equivalent:
(i) z fails a difference test of the form ((Un)n∈N, C).
(ii) z has lower Lebesgue density zero in C, i.e., ̺(C|z) = 0.
Proof. We use the notation established in Subsection 2.1. (ii) ⇒ (i): Suppose that
̺(C|z) = 0. For n ∈ N, let
Un = {x | ∃ interval I : x ∈ I and λI(C) < 2
−n}.
Since C is effectively closed, these classes are uniformly effectively open. By part (1)
of Lemma 3.1, λ(C ∩ Un) ≤ 2−n+1, so ((Un+1)n∈N, C) is a difference test (see Defi-
nition 2.1). But clearly z ∈ C ∩
⋂
n Un, so z fails this test.
(i)⇒ (ii): Suppose that ((Un)n∈N, C) is a difference test that captures z. Because
no ML-test captures z, it makes sense that this difference test must use its additional
strength in the close vicinity of z. In other words, unless C removes large parts of
(some) Un near z, we could use the difference test to build a ML-test covering z.
This is the idea we exploit.
We may assume that Un = [[Dn]], where (Dn) is a uniformly c.e. sequence of
prefix-free sets of strings. By making this assumption, we are potentially removing
dyadic rationals from the difference test. Since z is not rational, the difference test
will still capture it.
Fix r ∈ N. We define a uniformly c.e. sequence of open classes (Gm)m∈N with
λGm ≤ (1− 2−r−1)m such that z 6∈
⋂
mGm implies that there is a σ ≺ z for which
λσ(C) ≤ 2−r. Since this holds for every r, the hypothesis that z is ML-random will
imply that ̺(C|z) = 0.
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Let G0 = [0, 1]. Suppose that Gm has been defined and that Gm = [[Bm]] for
some c.e. prefix free set Bm. We define Gm+1 as follows. Once σ enters Bm, we
declare
Gm+1 ∩ [[σ]] =
(
U|σ|+r+1 ∩ [[σ]]
)(≤2−|σ|(1−2−r−1))
,
where W(≤ε) for a Σ01 class W is produced by running an enumeration for W but
removing all strings from the enumeration that would make the total measure of
enumerated strings exceed ε. It is not hard to see that
λGm+1 ≤ (1− 2
−r−1)λGm ≤ (1− 2
−r−1)m+1
and that Gm+1 = [[Bm+1]] for some c.e. prefix-free set Bm+1.
Since z is ML-random, there is a minimal m > 0 such that z 6∈ Gm. The
minimality of m implies that there is a σ ∈ Bm−1 with σ ≺ z. We show that
λσ(C) ≤ 2−r. Let U = U|σ|+r+1. Note that λσ(U) > 1 − 2
−r−1, otherwise z would
enter Gm. Also λσ(C ∩ U) ≤ 2|σ|λ(C ∩ U) ≤ 2−r−1 by the definition of a difference
test. But
λσ(C) + λσ(U)− λσ(C ∩ U) ≤ 1,
which implies that λσ(C) ≤ 2−r, as required. 
Remark 3.4. A basic dyadic interval has the form [r2−n, (r + 1)2−n] where r ∈
Z, n ∈ N. The lower dyadic density of a set C ⊆ R at a point z is the variant by
only considering basic dyadic intervals containing z:
̺2(C|z) := lim inf
z∈I ∧ |I|→0
λ(I ∩ C)
|I|
,
where I ranges over basic dyadic intervals. Clearly ̺2(C|z) ≥ ̺(C|z).
We note that the proof of (i)→(ii) actually shows that C has lower dyadic den-
sity 0 at z. Thus, a ML-random real which has positive dyadic density in every
effectively closed class containing it already is a positive density point.
3.2. Density-one points. We next address the question of how random z must
be to ensure that it is a density-one point. In other words, we want to ensure that
if C is an effectively closed class containing z, then ̺(C|z) = 1. By [12], difference
randomness of z is not enough.
First, note that it is sufficient to take z to be weakly 2-random. To see this, let
ε > 0 be rational. Then ̺(C|z) < 1− ε if and only if
∀β > 0 ∃γ, δ < β :
λ([z − γ, z + δ] ∩ C)
γ + δ
< 1− ε,
which is a Π02 condition (because the measure of C is approximable from above).
By the Lebesgue density theorem, for each C and ε > 0, the set of z ∈ C for which
̺(C|z) < 1− ε is null, so they are captured by a generalized ML-test.
The next lemma lets us give a somewhat more sophisticated partial answer.
Informally, it says that a Martin-Lo¨f random that is not a density-one point must
compute a fast growing function.
Lemma 3.5. Let z be a Martin-Lo¨f random real that is not a density-one point.
Then z computes a function f : N → N (that witnesses the fact that it is not a
density-one point) such that:
for every oracle A, if z is Martin-Lo¨f random relative to A,
then f dominates every A-computable function.
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Taking A = ∅, the lemma shows that a Martin-Lo¨f random that is not a density-
one point computes a function that dominates every computable function. Recall
that Martin proved that z is high (i.e., z′ ≥T ∅′′) iff z computes a function that
dominates every computable function. Thus, if z is a Martin-Lo¨f random and not
a density-one point, then z is high.
We can do significantly better. If z is Martin-Lo¨f random, then by van Lam-
balgen’s theorem, it is Martin-Lo¨f random relative to almost every A. Fix such
an A. If z is also not a density-one point, then the f from the lemma dominates
every A-computable function. In other words, z is uniformly almost everywhere
dominating: it computes a function f that dominates every A-computable function
for almost every A. This property was introduced by Dobrinen and Simpson [18].
We may conclude:
Theorem 3.6. If a Martin-Lo¨f random real z is not a density-one point, then z is
uniformly almost everywhere dominating.
We call z LR-hard4 if every set that is Martin-Lo¨f random relative to z is 2-
random (i.e., Martin-Lo¨f random relative to ∅′). Kjos-Hanssen, Miller and Solomon
[28] proved that z is (uniformly) almost everywhere dominating if and only if z is
LR-hard. Intuitively, such a real is “nearly” Turing above ∅′. For example, z is
superhigh (z′ ≥tt ∅′′) by Simpson [42].
Lemma 3.5 can also be used to reprove the recent result of Bienvenu, Greenberg,
Kucˇera, Nies and Turetsky already discussed in Section 1.2 above.
Theorem 3.7 ([2]). If a Martin-Lo¨f random real z is not a density-one point,
then z computes every K-trivial.
To see this, first assume thatA is a c.e.K-trivial set. ThenA computes a function
g (its settling-time function) such that any function dominating g computes A.
Since A is K-trivial and therefore Low(MLR), z is Martin-Lo¨f random relative to A
and, by Lemma 3.5, z computes A. For the general case we use the fact that every
K-trivial set is computed by a c.e. K-trivial [36].
Proof of Lemma 3.5. Let ε < 1 and let C ⊆ [0, 1] be an effectively closed class
containing z such that ̺(C|z) < ε. We may assume, by adding suitable dyadic
rationals to C, that there is a computable prefix-free sequence of strings (σn) such
that C = [0, 1]r
⋃
n[[σn]].
Let Cs,t = [0, 1] r
⋃
s≤m<t[[σm]]. Define g(s) to be the least t > s such that
there is an interval I containing z for which λ(Cs,t|I) < ε. Note that g is total,
z-computable, and non-decreasing. Define f ≤T z by f(n) = g◦n(0). In other
words, let f(0) = g(0) and, for all n ∈ N, let f(n+ 1) = g(f(n)).
We will show that f satisfies the lemma. To see this, assume that there is an
A-computable function h that is not dominated by f . We will use h to build a
Solovay test relative to A that captures z. There are two cases.
Case 1. h dominates f . We may assume, in this case, that (∀n) h(n) ≥ f(n).
Note that (∀n) f(n) ≥ g(n). This is a property that we could have built into f
explicitly, but it actually follows from the definition. It is true for n = 0. If it holds
4The name LR-hard comes from LR-reducibility. We write A ≤LR B [36] to mean that every
set Martin-Lo¨f random relative to B is Martin-Lo¨f random relative to A. In this notation, ∅′ ≤LR z
means exactly that z is LR-hard.
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for n, then f(n) ≥ g(n) ≥ n + 1, so f(n + 1) = g(f(n)) ≥ g(n + 1). Therefore,
(∀n) h(n) ≥ g(n).
Define k ≤T A by k(n) = h◦n(0) and, for all n, let
Sn = {x | ∃ interval I : x ∈ I and λ(Ck(n),k(n+1)|I) < ε},
Note that (Sn)n∈N is a uniformly A-c.e. sequence of open classes. By part (2) of
Lemma 3.1,
λ(Sn) ≤ 2
1− λ
(
Ck(n),k(n+1)
)
1− ε
= δλ
( ⋃
k(n)≤m<k(n+1)
[[σm]]
)
,
where δ =
2
1− ε
. Therefore,
∑
n∈N
λ(Sn) ≤ δ
∑
n∈N
λ
( ⋃
k(n)≤m<k(n+1)
[[σm]]
)
= δλ
( ⋃
m∈N
[[σm]]
)
≤ δ <∞,
where the equality follows from the fact that (σn) is prefix-free. This shows that
(Sn)n∈N is an A-computable Solovay test.
We claim that this test captures z. For every n, we have k(n + 1) = h(k(n)) ≥
g(k(n)), so Ck(n),k(n+1) ⊆ Ck(n),g(k(n)). Thus there is an interval I containing z for
which λ(Ck(n),k(n+1)|I) ≤ λ(Ck(n),g(k(n))|I) < ε, so z ∈ Sn.
Case 2. h does not dominate f . For all n, let
Sn = {x | ∃ interval I : x ∈ I and λ(Ch(n),h(n+1)|I) < ε}.
As in the previous case, the sequence (Sn)n∈N forms a Solovay test computable
from A. We must show that it captures z. By our assumption, there are infinitely
many n such that h(n) ≤ f(n) and h(n + 1) ≥ f(n+ 1). Fix such an n and note
that h(n + 1) ≥ f(n + 1) = g(f(n)) ≥ g(h(n)). Therefore, there is an interval I
containing z for which λ(Ch(n),h(n+1)|I) ≤ λ(Ch(n),g(h(n))|I) < ε, so z ∈ Sn. This is
true for infinitely many n, so z is not Martin-Lo¨f random relative to A. 
3.3. Non-porosity points. We now turn to the proof that difference randoms
are non-porosity points. As we said above, this fact is an important part of the
proofs of Theorems 1.7 and 1.8. By the result of Day and Miller [12], there is
a difference random that is not a density-one point. Thus, non-porosity is the
strongest condition we can hope for.
Lemma 3.8. Let C ⊆ [0, 1] be an effectively closed class. If z ∈ C is difference
random, then C is not porous at z.
Proof. Suppose there is c ∈ N such that C is porous at z via 2−c+2. We will show
that z is not difference random.
For each string σ consider the set of minimal “porous” extensions at stage t,
(3.1)
Nt(σ) =
{
ρ  σ
∣∣∣∣ ∃τ  σ [ |τ | = |ρ| ∧ |0.τ − 0.ρ| ≤ 2−|τ |+c∧[[τ ]] ∩ Ct = ∅ ∧ ρ is minimal with this property
]}
.
In this proof, we say that a string σ meets C if [[σ]] ∩ C 6= ∅. We claim that
(3.2)
∑
ρ∈Nt(σ)
ρ meets C
2−|ρ| ≤ (1− 2−c−2)2−|σ|.
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To see this, let R be the set of strings ρ in (3.2). Let V be the set of prefix-minimal
strings that occur as witnesses τ in (3.2). Then the open sets generated by R and by
V are disjoint. Let r and v denote their measures, respectively. Since R, V ⊆ [[σ]],
we have r + v ≤ 2−|σ|. By definition of Nt(σ), for each ρ ∈ R there is τ ∈ V such
that |0.τ − 0.ρ| ≤ 2−|τ |+c. This implies r ≤ 2c+1v. The two inequalities together
imply (3.2) because r ≤ 2c+1(2−|σ| − r) implies r ≤ [1− 1/(2c+1 + 1)]2−|σ|.
Note that, by definition, even the “holes” τ can be contained in the sets Nt(σ).
This will be essential for the proof of the first of the following two claims. At each
stage t of the construction we define recursively a sequence of anti-chains as follows.
B0,t = {∅}, and for n > 0: Bn,t =
⋃
{Nt(σ) | σ ∈ Bn−1,t}.
Claim. If a string ρ is in Bn,t then it has a prefix ρ
′ in Bn,t+1.
This is clear for n = 0. Suppose inductively that it holds for n−1. Suppose further
that ρ is in Bn,t via a string σ ∈ Bn−1,t. By the inductive hypothesis, there is a
σ′ ∈ Bn−1,t+1 such that σ′  σ. Since ρ ∈ Nt(σ), ρ is a viable extension of σ′ at
stage t + 1 in the definition of Nt+1(σ
′), except maybe for the minimality. Thus
there is ρ′  ρ in Nt+1(σ′). ♦
Claim. For each n, t, we have
∑
{2−|ρ| | ρ ∈ Bn,t ∧ ρ meets C} ≤ (1 − 2−c−2)n.
This is again clear for n = 0. Suppose inductively it holds for n−1. Then, by (3.2),
∑
ρ∈Bn,t
ρ meets C
2−|ρ| =
∑
σ∈Bn−1,t
σ meets C
∑
ρ∈Nt(σ)
ρ meets C
2−|ρ| ≤
∑
σ∈Bn−1,t
σ meets C
2−|σ|(1− 2−c−2) ≤ (1− 2−c−2)n.
This establishes the claim. ♦
Now let Un =
⋃
t[[Bn,t]]. Clearly the sequence (Un)n∈N is uniformly effectively
open. By the first claim, Un =
⋃
t[[Bn,t]] is a union over a nested sequence of classes,
so the second claim implies that λ(C ∩ Un) ≤ (1− 2−c−2)n.
Claim. For all n, z ∈ Un.
We show this by induction on n. We need to argue that for every initial segment
σ of z we can find an extension σ  ρ ≺ z such that ρ is as in (3.1) and there is
a witness τ for ρ as in (3.1). Since C is porous at z via 2−c+2, along the binary
expansion of z we will find infinitely many holes of the needed relative size that
are good candidates for τ . If we can argue that these holes can also be chosen as
extensions of σ then we have shown that τ exists.
Clearly z ∈ U0. If n > 0, suppose inductively that there is a σ ≺ z such that σ ∈⋃
tBn−1,t. Since z is random there are σ
′, η such that σ  σ′1(c+1)0(c+1) = η ≺ z.
We will choose an extension of η as our ρ, and will argue that then a τ witnessing
this ρ must be an extension of σ′ and therefore of σ. Because of our construction,
(0.ρ, 0.ρ+ 2−|ρ|) ⊆ (0.η, 0.η + 2−|η|) ⊆ (0.σ′, 0.σ′ + 2−|σ
′|). There are two cases:
Case 1. 0.τ < 0.ρ. By construction we have 0.η − 0.σ′ = 2−|σ
′| · (1 − 2−(c+1)).
This implies
0.τ − 0.σ′ ≥ 0.ρ− 2−|ρ|+c − 0.σ′
≥ 0.η − 0.σ′ − 2−|ρ|+c
≥ 2−|σ
′| · (1− 2−(c+1))− 2−|η|+c
= 2−|σ
′| · (1− 2−(c+1))− 2−(|σ
′|+2c+2)+c
≥ 0.
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Case 2. 0.ρ < 0.τ . By construction we have (0.σ′ + 2−|σ
′|) − (0.η + 2−|η|) =
2−|σ
′| · (2−(c+1) − 2−(2c+2)). This implies
(0.σ′ + 2−|σ
′|)− (0.τ + 2−|τ |) ≥ (0.σ′ + 2−|σ
′|)− (0.ρ+ 2−|ρ|+c + 2−|ρ|)
≥ (0.σ′ + 2−|σ
′|)− (0.η + 2−|η|)− 2−|ρ|+c
≥ 2−|σ
′| · (2−(c+1) − 2−(2c+2))− 2−|η|+c
= 2−|σ
′| · (2−(c+1) − 2−(2c+2))− 2−(|σ
′|+2c+2)+c
≥ 0.
The two cases together imply (0.τ, 0.τ + 2−|τ |) ⊆ (0.σ′, 0.σ′ + 2−|σ
′|), as needed.
This completes the claim. Now take a computable subsequence (Ug(n))n∈N such
that λ(C ∩ Ug(n)) ≤ 2
−n to obtain a difference test that captures z. 
Theorem 3.2 together with Lemma 3.8 gives the following corollary. To the best
of our knowledge, there exists no direct proof of this fact.
Corollary 3.9. Let z be ML-random. If every effectively closed class C with z ∈ C
satisfies ̺(C|z) > 0, then no effectively closed class D with z ∈ D is porous at z.
4. Preliminaries: computable analysis
We recall the definitions of computable and Markov computable functions on
the real numbers. For more detail see for instance [5, 44].
Computable real-valued functions.
Definition 4.1. A sequence of rational numbers (qn)n∈N is called a Cauchy name
for z ∈ R if |z − qn| ≤ 2−n for all n. We sometimes write (z)n for qn if a Cauchy
name for z is understood.
A real number z is computable if it has a computable Cauchy name.
Computability of a real is equivalent to computability of the binary expansion.
However, one cannot uniformly compute a binary expansion of a real from a Cauchy
name. We denote the set of computable reals by Rc.
A partial function f : ⊆ R→ R is computable if there is a computable functional
that takes every Cauchy name for z ∈ dom(f) to a Cauchy name for f(z). In other
words, there is an effective way to approximate f(z) given approximations to z. It is
not hard to see that a computable function is necessarily continuous on its domain.
The use of Cauchy names instead of binary expansions is important. For example,
there is no computable functional that takes a binary expansion of z to a binary
expansion of 3z for every z ∈ R, but we clearly want z 7→ 3z to be a computable
function. An equivalent and elegant way to define computability of partial functions
from R to R is as follows: a function f : D → R (with D ⊆ R) is computable if and
only if for every effectively open set of reals U , one can compute, uniformly in an
index for U , an index for an effectively open set V such that f−1(U) = D∩V . Note
that for computability of a function f one only needs to ensure the above for U
ranging over rational open intervals.
Markov computable real-valued functions. Another approach to defining com-
putability for functions on the real numbers is to consider only their action on
computable reals. Let (ϕe)e∈N be an effective numbering of the partial computable
functions. An index name for a computable real z ∈ Rc is an index for a computable
Cauchy name for z. A partial function f : ⊆ Rc → Rc is Markov computable if
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there is a uniform way to compute an index name for f(z) from an index name
for z ∈ dom(f). More precisely, f is Markov computable if there is a partial com-
putable function ν : N→ N such that for all z ∈ dom(f), if e is an index name for z,
then ν(e) is defined and is an index name for f(z). Unless otherwise specified, we
will assume Markov computable functions are defined on all of Rc; for definiteness,
we will often say that such an f is total on Rc.
Computable functions map computable reals to computable reals. So, if f is a
computable function with domain containing Rc, then f is a Markov computable
function and total on Rc. The converse is a special case of a theorem of Ce˘ıtin [10]:
if f : Rc → Rc is a total Markov computable function, then there is a (possibly
partial) computable function fˆ : ⊆ R → R such that f = fˆ ↾Rc . This implies that
total Markov computable functions are continuous on Rc, which is not obvious.
Note that it is not always possible to make fˆ total. For example, in Theorem 5.11
below we give an example of a Markov computable uniformly continuous function
that is not obtained as the restriction to Rc of a total computable function. So
the effective analysis of the Denjoy-Young-Saks theorem will be quite different for
total computable functions and total Markov computable functions. It is also not
true that every partial Markov computable function can be extended to a partial
computable function.
Given a (Markov) computable function f and a real z ∈ dom(f), we sometimes
use the notation f(z)n to denote the nth element in a Cauchy name for f(z). Note
that |f(z)n − f(z)| ≤ 2−n.
An extension theorem for nondecreasing functions. Recall that C ⊆ [0, 1] is
an effectively closed class if the complement of C is the union of an effective sequence
of open intervals (ai, bi)i∈N with rational endpoints. We let Ct = [0, 1]\
⋃
i≤t(ai, bi);
this is the approximation of C at stage t.
The Tietze extension theorem states that if X is a sufficiently nice topological
space (for example, a metric space), C ⊆ X is closed, and h : C → R is continuous,
then h can be extended to a continuous function on X . Weihrauch [45] proved an
effective version of the Tietze extension theorem for computable metric spaces. The
main result of this section is an effectivization of a variant of the Tietze extension
theorem. In Theorem 4.5, we prove that if h : C → R is a nondecreasing computable
function on an effectively closed class C ⊆ [0, 1], then it can be extended to a
nondecreasing computable function on [0, 1].
Lemma 4.2. Let p : [0, 1]→ R be a total computable function. Then the following
functions are computable:
a, b 7→ supa≤x≤b p(x) and a, b 7→ infa≤x≤b p(x),
where 0 ≤ a ≤ b ≤ 1 .
Proof. A real number is called lower semicomputable (resp. upper semicomputable)
if it is the supremum (resp. infimum) of a computable sequence of rational numbers.
We prove the statement for the supremum; the proof for the infimum is analogous.
The reals a, b are given by Cauchy names. Let S = supa≤x≤b p(x). For a rational u,
we have
S < u⇔ [a, b] ∩ p−1([u,∞)) = ∅.
Note that the set [a, b]∩p−1([u,∞)) is effectively closed uniformly in the names for
a, b. By compactness, if this set is empty, this will become apparent at some stage.
Thus, S is an upper semicomputable real relative to the Cauchy names for a, b.
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For any rational u, we also have
S > u⇔ p−1((u,∞)) ∩ [a, b] 6= ∅.
Since p is continuous, there is a Σ01 predicate, involving u and Cauchy names for a, b,
that holds if and only if p−1((u,∞)) ∩ [a, b] 6= ∅. Thus S is also a lower semicom-
putable real relative to Cauchy names for a, b. This establishes the computability
of the function in question. 
A function f : ⊆ R → R is called lower [upper ] semicomputable if there is a
computable functional which, when given a Cauchy name for a real x as input,
enumerates a set of rationals whose supremum [infimum] is f(x).
Lemma 4.3. Let C be an effectively closed class. Let h : ⊆ [0, 1] → R be a
computable function with domain containing C. Define functions f and g by
f(a, b) = inf{h(x) : x ∈ C ∩ [a, b]} and g(a, b) = sup{h(x) : x ∈ C ∩ [a, b]},
where 0 ≤ a ≤ b ≤ 1. Then f is lower semicomputable, and g is upper semicom-
putable.
Proof. Let a, b ∈ [0, 1]. Let (at) and (bt) be Cauchy names for a and b. Since C is
closed and h continuous, we have for each rational q
g(a, b) < q ↔ C ∩ [a, b] ∩ h−1([q,∞)) = ∅
↔ ∃t Ct ∩ [at − 2
−t, bt + 2
−t] ∩ h−1([q,∞))t = ∅,
where h−1([q,∞))t is the approximation at stage t of the effectively closed class
h−1([q,∞)). Since one can decide effectively whether a boolean combination of
rational closed intervals is empty, this shows that one can enumerate effectively,
relative to any pair of Cauchy names for a and b, the set of rationals q such that
g(a, b) < q.
The proof that f is lower semicomputable is analogous. 
While the next lemma appears to be folklore, a published proof is hard to find.
Lemma 4.4. Suppose that a function f : [0, 1]→ R is lower [upper] semicomputable.
Then there exists a total computable function F : [0, 1]× [0,∞)→ R such that F is
nondecreasing [nonincreasing] in its second argument, and for all x, limt F (x, t) =
f(x).
Proof. Let us prove this for lower semicomputable f ; the case of upper semicom-
putabile f is analogous. By hypothesis, the set Ur = f
−1((r,∞)) is effectively
open. Let (ri)i∈N be a fixed computable listing of the rationals. Let χA denote the
characteristic function of a set A ⊆ [0, 1]. At stage s, we approximate f by the
function
fs = max
i≤s
(ri · χUri [s]).
Each Uri [s] is the union of an effectively given finite collection Ai,s of rational open
intervals (a, b). Thus χUri [s] cannot be computable, since it is not even continuous.
The idea is then to further approximate at stage s each characteristic function χ(a,b)
of the rational open interval (a, b) by the function ga,b,s such that ga,b,s(x) = 0 for
x 6∈ [a, b], and for x ∈ [a, b]
ga,b,s(x) =
s ·min(|x− a|, |x− b|)
1 + s ·min(|x − a|, |x− b|)
.
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This function is computable uniformly in s. For each real x its value is nondecreasing
in s and tends to χ(a,b). Thus we can set
F (x, s) = max{ri · ga,b,s(x) | i ≤ s ∧ (a, b) ∈ Ai,s}
with integer-valued second parameter. The second parameter can then be made
real-valued by linear interpolation. 
Theorem 4.5. Let h : ⊆ [0, 1] → R be a computable function that is defined and
non-decreasing on an effectively closed class C. Then h ↾C can be extended to a
non-decreasing computable function hˆ : [0, 1]→ R.
Proof. For all x, let
f(x) = sup
z∈[0,x]∩C
h(z) and g(x) = inf
z∈[x,1]∩C
h(z).
Since h is non-decreasing on C, f(x) ≤ g(x) for all x and both f and g are non-
decreasing. Furthermore, by Lemma 4.3, f is upper semicomputable and g is
lower semicomputable. Thus by Lemma 4.4 we can write f and g as the limit
of computable functions F and G of two variables where f(x) = limt F (x, t) and
g(x) = limtG(x, t) for all x; the function F is nonincreasing in t, and G is non-
decreasing in t. We may further assume that F and G are both nondecreasing
in x: otherwise, using Lemma 4.2 in relativized form, we may replace F (x, t) and
G(x, t) respectively by the computable functions F̂ (x, t) = max0≤y≤x F (y, t) and
Ĝ(x, t) = minx≤y≤1G(y, t). The limit over t remains unchanged by this oper-
ation: clearly, limt F̂ (x, t) ≥ limt F (x, t) = f(x). For the converse inequality,
let q > f(x). Then, since F is continuous and f is nondecreasing, the sets
{y ∈ [0, x] : F (y, n) < q} (n ∈ N) form an open covering of [0, x]. Thus, there
is n such that F̂ (x, t) ≤ q for each t ≥ n.
We may also assume that G(x, 0) < F (x, 0) for all x, because h is bounded and
hence the values at time t = 0 can be chosen sufficiently large for F , and sufficiently
small for G. Now define a total function on [0, 1] by
hˆ(x) = F (x, tx) = G(x, tx),
where tx is the smallest t ∈ [0,∞] for which F (x, t) = G(x, t). Such a tx always
exists as f(x) ≤ g(x) and F and G are continuous; we need to allow tx = ∞ for
the case that f(x) = g(x).
We claim that hˆ is as required. That is, hˆ is computable, extends h↾C, and is
non-decreasing. Firstly hˆ is computable since, in order to compute a rational within
2ε of h(x), it suffices to find any t such that G(x, t) < F (x, t) < G(x, t) + ε, which
can be done effectively. Once t is found we return a rational which is within ε of
F (x, t).
We easily see that hˆ extends h. When x ∈ C, the definition of f and g, together
with the fact that h is non-decreasing on C, imply that h(x) = f(x) = g(x). In this
case, tx =∞, so hˆ(x) = F (x,∞) = G(x,∞), and thus hˆ(x) = f(x) = g(x).
Finally, let us verify that hˆ is non-decreasing. Let x < y. There are two cases:
(a) tx ≤ ty. In this case
hˆ(x) = G(x, tx) ≤ G(x, ty) ≤ G(y, ty) = hˆ(y),
using respectively the fact that G is nondecreasing in its second argument and
nonincreasing in its first one.
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(b) ty ≤ tx. In this case
hˆ(x) = F (x, tx) ≤ F (x, ty) ≤ F (y, ty) = hˆ(y),
using respectively the fact that F is nonincreasing in its second argument and
nondecreasing in its first one. 
5. Effective forms of the Denjoy-Young-Saks theorem
Derivatives, pseudo-derivatives, and the Denjoy alternative. We start by
defining the various (pseudo)-derivatives that we need for our work on the Denjoy-
Young-Saks Theorem. For a function f : ⊆ R → R, the slope at a pair a, b of
distinct reals in its domain is
Sf (a, b) =
f(a)− f(b)
a− b
.
If z is in an open neighborhood of the domain of f , the upper and lower derivatives
of f at z are
Df(z) = lim sup
h→0
Sf (z, z + h) and Df(z) = lim inf
h→0
Sf(z, z + h),
where as usual, h ranges over positive and negative values. The derivative f ′(z)
exists if and only if these values are equal and finite.
If f is a Markov computable function, then Df(z) and Df(z) are not defined
because the domain of f only contains computable reals. Nonetheless, if dom(f) is
dense, one can consider the upper and lower pseudo-derivatives defined by:
D˜ f(x) = lim infh→0+ {Sf (a, b) | a, b ∈ dom(f) ∧ a ≤ x ≤ b ∧ 0 < b− a ≤ h},
D˜f(x) = lim sup
h→0+
{Sf (a, b) | a, b ∈ dom(f) ∧ a ≤ x ≤ b ∧ 0 < b− a ≤ h}.
If f is continuous on its (dense) domain, which is the case for computable and for
total Markov computable functions, then one can replace dom(f) by any dense sub-
set of dom(f) in the definitions of D˜ f and D˜f . For Markov computable functions,for example, one could use Q instead of Rc to define the pseudo-derivatives. It is
well known (see e.g. [6, Fact 7.2]) that for continuous functions with domain [0, 1],
the lower and upper pseudo-derivatives of f↾Q coincide with the usual lower and
upper derivatives.
We are ready for the formal definition of the Denjoy alternative.
Definition 5.1. Let f : ⊆ [0, 1]→ R be a partial function with dense domain, and
let z ∈ [0, 1]. We say that f satisfies the Denjoy alternative at z if
• either the pseudo-derivative of f at z exists (meaning that D˜f(z) = D˜f(z)),
• or D˜f(z) = +∞ and D˜ f(z) = −∞.
Intuitively this means that either the function behaves well near z by having a
derivative at this point, or it behaves badly in the worst possible way: the limit
superior and the limit inferior are as different as possible. The Denjoy-Young-Saks
theorem (see, e.g., Bruckner [8]) states that the Denjoy alternative holds at almost
all points for any function f .
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5.1. Characterizing computable randomness via the Denjoy alternative
for computable functions. Recall that a Markov computable function g has
domain containing Rc unless otherwise mentioned.
Definition 5.2 (Demuth [16]). A real z ∈ [0, 1] is called Denjoy random (or a
Denjoy set) if D˜ g(z) < +∞ for every Markov computable function g.
In a preprint by Demuth [16, p. 6] it is shown that if z ∈ [0, 1] is Denjoy random,
then for every computable f : [0, 1] → R, the Denjoy alternative holds at z. This
material was rediscovered and made accessible by Kucˇera. See [29, Def. 2] for more
background and references on the relevant work of Demuth.
In combination with the results in [6], we have the following pleasing characteriza-
tion of computable randomness through a differentiability property of computable
functions.
Theorem 5.3. The following are equivalent for a real z ∈ [0, 1].
(1) z is Denjoy random.
(2) z is computably random.
(3) For every computable f : [0, 1]→ R, the Denjoy alternative holds at z.
Proof. (1) ⇒ (3) is a result of Demuth [16].
(3) ⇒ (2): Let f be a non-decreasing computable function. Then f satisfies
the Denjoy alternative at z. Since D˜ f(z) ≥ 0, this means that f ′(z) exists. Thisimplies that z is computably random by Brattka et al. [6, Thm. 4.1].
(2) ⇒ (1): Assume that z is not Denjoy random. In other words, there is a
Markov computable function g such that D˜ g(z) = +∞. Given a binary string τ ,we write Sg(τ) to mean Sg(a, b) where (a, b) = [[τ ]]. Note that Sg(τ) is a computable
real uniformly in τ . Furthermore, the function τ 7→ Sg(τ) satisfies the martingale
equality, and succeeds on z in the sense that its values are unbounded (and even
converge to ∞) along z. However, this function may have negative values; infor-
mally, this is as if we were allowed to “bet with debt” because we can increase our
capital at a string τ0 beyond 2Sg(τ) by incurring a debt, i.e., negative value, at
Sg(τ1). We can use Sg to build a proper computable martingale that succeeds on
z.
If z is computably random, it is not a dyadic rational. So there is a string σ  z
such that if [[σ]] = (a, b), then Sg(r, s) > 2 for all r, s such that z ∈ (r, s) ⊆ (a, b).
Case 1. There are infinitely many τ with σ  τ ≺ z such that there is a
v ∈ {0, 1} for which Sg(τv)0 ≤ 1. (Sg(τv)0 is the first term in the Cauchy name for
the computable real Sg(τv), which is at most 1 away from that real.) For such a τ ,
we have Sg(τv) ≤ 2. By our choice of σ, we know that z is not an extension of τv.
We define a computable martingale M on extensions τ  σ that will succeed
on (the binary expansion of) z. Let M(σ) = 1. Suppose now that M(τ) has
been defined and is positive. If τ and v are as above, let M(τu) = 2M(τ), where
u = 1− v, and let M(ρ) = 0 for all ρ  τv. If not, let M(τv) =M(τ) for v ∈ {0, 1}.
By assumption, along z, the martingale M doubles its value infinitely often and
never loses value. So it succeeds on z.
Case 2. Otherwise, assume without loss of generality that no such τ and v
exists. Again, we build a computable martingale M on extensions τ  σ. Let
M(σ) = Sg(σ). If M(τ) has been defined and is positive, check if there is a
v ∈ {0, 1} for which Sg(τv)0 ≤ 1. If so, it is safe to let M(ρ) = M(τ) for all ρ  τ
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because we know that τ ⊀ z. If not, let M(τv) = Sg(τv) for v ∈ {0, 1}. Thus M is
a computable martingale and M and Sg agree along z, so M succeeds on z.
In both cases, z is not computably random. 
Note that all we need for (2) ⇒ (1) is that f(q) is a computable real uniformly
in a rational q ∈ [0, 1]∩Q. Thus, in Definition 5.2 we can replace the Markov com-
putability of f by this hypothesis, which seemingly leads to a stronger randomness
notion.
5.2. Weak 2-randomness yields the Denjoy alternative for functions com-
putable on the rationals. First we review some definitions and facts from the
last section of [6]. Let IQ = [0, 1] ∩ Q. A function f : ⊆ [0, 1] → R is called com-
putable on IQ if f(q) is defined for each q ∈ IQ, and f(q) is a computable real (see
Definition 4.1) uniformly in q.
For any rational p, let
C˜ (p) = {z : ∀t > 0 ∃a, b[a ≤ z ≤ b ∧ 0 < b− a ≤ t ∧ Sf (a, b) < p},
where t, a, b range over rationals. Since f is computable on IQ, the set
{z : ∃a, b [a ≤ z ≤ b ∧ 0 < b− a ≤ t ∧ Sf (a, b) < p}
is a Σ01 set uniformly in t. Then C˜ (p) is Π02 uniformly in p. Furthermore,
(5.1) D˜ f(z) < p⇒ z ∈ C˜ (p)⇒ D˜f(z) ≤ p.
Analogously we define
C˜(q) = {z : ∀t > 0 ∃a, b[a ≤ z ≤ b ∧ 0 < b− a ≤ t ∧ Sf (a, b) > q}.
Similar observations hold for these sets.
Theorem 5.4. Let f : ⊆ [0, 1] → R be computable on IQ. Then f satisfies the
Denjoy alternative at every weakly 2-random real z.
Proof. We adapt the classical proof in [4, p. 371] to the case of pseudo-derivatives.
We analyze the arithmetical complexity of exception sets in order to conclude that
weak 2-randomness is sufficient for the Denjoy alternative to hold.
We let a, b, p, q range over IQ. Recall Definition 4.1. For each r < s, r, s ∈ IQ,
and for each n ∈ N, let
(5.2) En,r,s = {x ∈ [r, s] : ∀a, b[r ≤ a ≤ x ≤ b ≤ s→ Sf (a, b)0 > −n+ 1]}.
Note that En,r,s is a Π
0
1 class. For every n we have the implications
D˜ f(z) > −n+ 2→ ∃r, s [z ∈ En,r,s]→ D˜ f(z) > −n.
To show the Denjoy alternative of Definition 5.1 at z, we may assume that
D˜ f(z) > −∞ or D˜f(z) <∞. If the second condition holds we replace f by −f , sowe may assume the first condition holds. Then z ∈ En,r,s for some r, s, n as above.
Write E = En,r,s.
For p < q, the class E ∩C˜ (p)∩ C˜(q) is Π02. By (5.1) it suffices to show that each
such class is null. For this, we show that for a.e. x ∈ E, we have D˜f(x) = D˜f(x).This remaining part of the argument is entirely within classical analysis. Replacing
f by f(x) + nx, we may assume that for x ∈ E, we have
∀a, b[r ≤ a ≤ x ≤ b ≤ s→ Sf (a, b)0 > 1].
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Let f∗(x) = supr≤a≤x f(a). Then f∗ is nondecreasing on (r, s). Let g be an
arbitrary nondecreasing function defined on [0, 1] that extends f∗. Then by a classic
theorem of Lebesgue, L(x) := g′(x) exists for a.e. x ∈ [0, 1].
Recall porosity from Definition 1.4. By the Lebesgue density theorem, the points
in E at which E is porous form a null set.
Claim 5.5. For each x ∈ E such that L(x) is defined and E is not porous at x, we
have D˜f(x) ≤ L(x) ≤ D˜f(x).
Since D˜ f(x) ≤ D˜f(x), this establishes the theorem.
To prove the claim, we show D˜f(x) ≤ L(x), the other inequality being symmetric.
Fix ǫ > 0. Choose α > 0 such that
(5.3) ∀u, v ∈ E [(u ≤ x ≤ v ∧ 0 < v − u ≤ α)→ Sf∗(u, v) ≤ L(x)(1 + ǫ)];
furthermore, since E is not porous at x, for each β ≤ α, the interval (x− β, x+ β)
contains no open subinterval of length ǫβ that is disjoint from E. Now suppose
that a, b ∈ IQ, a < x < b and β = 2(b − a) ≤ α. There are u, v ∈ E such that
0 ≤ a − u ≤ ǫβ and 0 ≤ v − b ≤ ǫβ. Since u, v ∈ E we have f∗(u) ≤ f(a) and
f(b) ≤ f∗(v). (Only the former relies on the definition of E; the latter is immediate
from the definition of f∗.) Therefore v−u ≤ b−a+2ǫβ = (b−a)(1+4ǫ). It follows
that
Sf (a, b) ≤
f∗(v)− f∗(u)
b− a
≤ Sf∗(u, v)(1 + 4ǫ) ≤ L(x)(1 + 4ǫ)(1 + ǫ). 
5.3. Markov computable functions satisfy the Denjoy alternative at all
difference random reals. We now turn to the proof of Theorem 1.7. We derive
it from a result of interest on its own, which is formulated in terms of non-porosity.
Recall again that Markov computable functions are defined on all of Rc.
Theorem 5.6. Let z be a computably random real that is also a non-porosity point.
Then z is DA-random, i.e., all Markov computable functions satisfy the Denjoy
alternative at z.
Theorem 1.7 now follows because every difference random real is computably
random, and, by Lemma 3.8, a non-porosity point.
Proof. Note that each Markov computable function is computable on IQ. We will
adapt the proof of the foregoing Theorem 5.4 to the stronger hypothesis that the
given function f is Markov computable, in order to show that the weaker present
hypothesis on the real z is now sufficient for the Denjoy alternative.
Given n ∈ N and r < s in IQ, define the set E = En,r,s as above. As before, we
may assume that for x ∈ E, we have ∀a, b [r ≤ a ≤ x ≤ b ≤ s→ Sf (a, b)0 > 1], and
hence the function f∗(x) = supa≤x f(a) is nondecreasing on (r, s), hence on E.
We will invoke Theorem 4.5 in order to show that some total nondecreasing
extension g of h = f∗ ↾E can be chosen to be computable.
Claim 5.7. The function f∗ ↾E is computable.
To see this, recall that p, q range over IQ, and let f
∗(x) = infx≤q≤s f(q). If
x ∈ E and f∗(x) < f∗(x) then x is computable: fix a rational d in between these
two values. Then p < x↔ f(p) < d, and q > x↔ f(q) > d. Hence x is both lower
and upper semicomputable, and therefore computable. Now a Markov computable
function is continuous at every computable x. Thus f∗(x) = f
∗(x) for each x in E.
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To compute f∗(x) for x ∈ E up to precision 2−n, we can now simply search for
rationals p < x < q such that 0 < f(q)n+2− f(p)n+2 < 2−n−1, and output f(p)n+2.
If during this search we detect that x 6∈ E, we stop. This shows the claim.
Now, by Theorem 4.5, a total nondecreasing extension g of h = f∗ ↾E can be
chosen to be computable. By [6, Thm. 4.1] we know that L(x) := g′(x) exists for
each computably random real x. Since z is a non-porosity point, invoking Claim 5.5
concludes the proof of the theorem. 
Remark 5.8. Let F be the class of continuous functions f : ⊆ [0, 1] → R with
domain containing Rc such that f(q) is a computable real uniformly in a rational
q. It is easy to check that Claim 5.7 already holds for functions in F : to verify the
claim note that the f∗(x) = sup{f(a) | r ≤ a ≤ x, a ∈ Q}. Hence the proof that f∗
is computable on the relevant interval works under the weaker hypothesis f ∈ F .
Recall that a function f : ⊆ [0, 1] → R with domain containing Rc is called
Banach-Mazur computable if it maps every computable sequence of reals to a com-
putable sequence of reals (but not necessarily uniformly). Mazur [33] proved that
these functions are continuous (for a more general version in computable metric
spaces see Hertling [24, Theorem 16]). Thus all Banach-Mazur computable func-
tions satisfy the Denjoy alternative at difference randoms.
Hertling [26] showed that the Banach-Mazur computable functions form a proper
subclass of F .
5.4. The class DA is incomparable with the Martin-Lo¨f random reals. First
we give a real x that is DA-random but not ML-random. By Theorem 5.6, it is
enough to prove:
Theorem 5.9. There exists a computably random real x that is a density-one point
and not Martin-Lo¨f random.
Corollary 5.10. There exists a real x that is not Martin-Lo¨f random and all
Markov computable functions satisfy the Denjoy alternative at x.
Proof of Theorem 5.9. We present the construction in the language of forcing. The
forcing partial order P is inspired by the well-known construction due to Schnorr
[41] of a computably random real x that is not ML-random. Schnorr’s idea was to
consider more and more computable martingales along the binary expansion of x,
and ensure that an appropriate linear combination of the finitely many martingales
currently considered cannot increase too much. One could say that P is a direct
paraphrase of Schnorr’s argument in the language of forcing. Suprisingly, a suffi-
ciently generic filter yields a real that is not ML-random and also a density-one
point.
Let P be the set of conditions of the form 〈σ,M, q〉 where M is a computable
martingale, σ a string and q a rational, and such that M(σ) < q. We say that
〈M ′, σ′, q′〉 extends 〈σ,M, q〉, which we write 〈σ′,M ′, q′〉 ≤ 〈σ,M, q〉, if
• q′ ≤ q,
• σ  σ′ and M(τ) < q for all σ  τ  σ′,
• For all τ  σ′, M ′(τ) < q′ ⇒M(τ) < q.
To each condition 〈σ,M, q〉 we associate the effectively closed set (of positive mea-
sure)
L〈σ,M,q〉 = {x ∈ 2
ω | x  σ ∧ (∀τ) σ  τ ≺ x→M(τ) < q}.
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(Notice that 〈σ′,M ′, q′〉 ≤ 〈σ,M, q〉 implies L〈σ′,M ′,q′〉 ⊆ L〈σ,M,q〉.)
We claim that for a sufficiently generic filter G ⊆ P, the closed set
⋂
〈σ,M,q〉∈G
L〈σ,M,q〉
is a singleton {x} and x is not Martin-Lo¨f random but satisfies the Denjoy alterna-
tive for every Markov computable function. We verify this fact via a succession of
claims.
Claim 1. For any filter G ⊆ P, the set G =
⋂
〈σ,M,q〉∈G L〈σ,M,q〉 is non-empty. If G
is sufficiently generic, G is in fact a singleton x which is equal to the union of the
strings appearing in the conditions of G.
Subproof. By compactness, if G is empty, then there are finitely many conditions
〈σi,Mi, qi〉 such that
⋂
i L〈σi,Mi,qi〉 is empty. Since G is a filter, let 〈σ
∗,M∗, q∗〉 be
a condition in G extending all the 〈σi,Mi, qi〉. We have
⋂
i L〈σi,Mi,qi〉 ⊇ L〈σ∗,M∗,q∗〉,
and the latter is non-empty as it has positive measure.
Now, for all n, let Dn to be the set of conditions 〈σ,M, q〉 with |σ| ≥ n. One can
see that Dn is dense: indeed, for a condition 〈σ,M, q〉, if |σ| < n, then diagonalizing
against M during n − |σ| steps, one can find an extension τ of σ of length at
least n such that 〈τ,M, q〉 extends 〈σ,M, q〉. Therefore if G is sufficiently generic, it
contains conditions 〈σ,M, q〉 for arbitrarily long σ. Since G is a filter, all the strings
appearing in its elements must be comparable, hence there is a unique real x that
extends them all. Therefore G contains at most the singleton {x}. Since G is
non-empty, it is equal to the singleton {x}. ♦
From now on we assume that G is generic enough to ensure that G is a singleton,
which will be called {x}.
Claim 2. If G is sufficiently generic, and 〈σ,M, q〉 is a condition in G, then
M(x↾n) < q for all n ≥ |σ|.
Subproof. Trivial by definition of x. ♦
Claim 3. If G is sufficiently generic, then x is computably random.
Subproof. This is the usual argument. Let N be a computable martingale which
we can assume to have initial capital 1. Let 〈σ,M, q〉 be a condition. Let δ be a
positive rational such that M(σ) < q − δ. Then, setting M ′ = M + 2−|σ|δN , it is
easy to see that 〈σ,M ′, q〉 extends 〈σ,M, q〉, and that N does not succeed on any
element of L〈σ,M ′,q〉. ♦
Claim 4. If G is sufficiently generic, then x is not Martin-Lo¨f random.
Subproof. This part is also quite standard. Let 〈σ,M, q〉 be a condition and let c be
a constant. Since one can computably diagonalize against a computable martingale,
there exists a computable sequence z extending σ such that M(z↾n) < q for all n >
|σ|. Since z is computable, it is possible to take n large enough so that τ = z↾n
satisfies K(τ) < |τ | − c. This proves that a sufficiently generic G will yield a
sequence x that is not Martin-Lo¨f random. ♦
Claim 5. If G is sufficiently generic, then x is a point of density 1 of every Π01 class
C of positive measure to which it belongs.
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Subproof. Fix ε > 0. We want to extend any given condition 〈σ,M, q〉 to a new
condition that forces either x /∈ C or ̺(C|x) ≥ 1−ε (assuming that x is computably
random, which we showed in Claim 3 to be ensured by sufficient genericity). We
may assume without loss of generality that as soon as the martingale M reaches
a capital greater than q + 1, it stops betting; formally: if M(τ)0 > q + 1, then
M(ρ) =M(τ) for each ρ  τ . (HereM(τ)0 denotes the first member of the Cauchy
name that M computes from τ . Note that M(τ)0 > q + 1 implies M(τ) > q.)
Indeed, we can transform M into a computable martingale M ′ with this additional
property, which clearly ensures 〈σ,M ′, q〉 ≤ 〈σ,M, q〉.
The advantage of this assumption is that whenever we find a string τ  σ such
thatM(τ) < q, then we immediately know that 〈τ,M, q〉 is an extension of 〈σ,M, q〉.
Now, if there is a τ  σ such that [[τ ]] ∩ C = ∅ and M(τ) < q, then 〈τ,M, q〉 is a
valid extension of 〈σ,M, q〉 that forces x /∈ C. Assume that no such τ exists, that
is, for each τ  σ with [[τ ]] ∩ C = ∅ we have M(τ) ≥ q. Note that [[σ]] r C can be
expressed as
⋃
i∈ω [[τi]] for an appropriate collection of strings {τi}i∈ω extending σ
(in this section, we view cylinders [[τ ]] as closed subintervals of [0, 1]). For each i,
we have M(τi) ≥ q. So [[σ]] r C is a subclass of D = [[{τ  σ |M(τ) ≥ q}]]. Since
x is computably random, x is not an endpoint of [[σ]]. Hence we have ̺(C|x) ≥
̺([[σ]]rD|x). Our goal is to force the latter to be at least 1− ε.
Let d = infσ′σM(σ
′). Note that d < q and choose r, s ∈ Q and a τ  σ such
that
• d ≤M(τ) < r < s, and
• s− d ≤ ε(q − d).
This can be done by taking τ  σ to be such thatM(τ) is very close to d. Informally,
what we are doing here is identifying the “savings” of M at σ, which is precisely
infσ′σM(σ
′): this is money that M cannot lose, but it cannot use it for further
betting either. Then we pick an extension τ such that M(τ) is close to d, meaning
that M(τ) is—apart from its savings—almost broke at τ .
Consider the condition 〈τ,M, r〉, which is an extension of 〈σ,M, q〉. We claim that
if G contains this condition and x is computably random, then ̺([0, 1]rD|x) ≥ 1−ε.
Proving this would be easier if we were only concerned with the dyadic intervals
containing x, and we would not need x to be computably random for that case. To
handle arbitrary intervals, we take a detour through the result of Brattka, Miller
and Nies [6, Thm. 4.1] mentioned in the introduction: since x ∈ [0, 1] is computably
random, every computable non-decreasing function is differentiable at x.
For ρ ∈ 2<ω, recall that 0.ρ and 0.ρ + 2−|ρ| are the left and right endpoints of
[[ρ]] ⊆ [0, 1], respectively. Define a real-valued function f on the dyadic rationals in
[[τ ]] by f(0.τ) = 0 and, for all ρ  τ ,
Sf (0.ρ, 0.ρ+ 2
−|ρ|) =M(ρ).
Since M is bounded, f is Lipschitz on its domain. Since f(p) is a computable real
uniformly in a dyadic rational p, it is clear that f can be extended to a computable
function on [[τ ]] (also denoted f). Note that f is non-decreasing.
We are assuming that x is computably random, so f is differentiable at x. The
fact that 〈τ,M, r〉 ∈ G implies that if τ  ρ  x, then Sf (0.ρ, 0.ρ+2−|ρ|) =M(ρ) <
r, so f ′(x) ≤ r < s.
Now consider an open interval (a, b) containing x. We know that x is not an
endpoint of [[τ ]], so if b − a is sufficiently small, then (a, b) ⊆ [[τ ]] and Sf (a, b) < s.
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We claim that, for such an interval, λD(a, b) ≤ ε. Assume otherwise. Let {τi}i≤m
be a finite prefix-free collection of strings such that [[τi]] ⊆ (a, b) and M(τi) ≥ q, for
all i ≤ m, and such that for Q =
⋃
i≤m[[τi]], we have λ(Q) > (b − a)ε. This implies
that
(b− a)s > f(b)− f(a) ≥ λ(Q)q + ((b − a)− λ(Q))d.
Hence (b−a)(s−d) > λ(Q)(q−d) > (b−a)ε(q−d), which contradicts our choice of
s and d. Therefore, λD(a, b) ≤ ε for any sufficiently small interval (a, b) containing
x. This means that ρ(C|x) ≥ ρ([[σ]] rD|x) ≥ 1− ε, as required. ♦
This completes the proof. 
Next, we show that some Martin-Lo¨f random real is not DA-random. This re-
sult is due to Demuth [14]; see [29, Cor. 10] for some background. Since Demuth’s
notation and proofs are very hard to access, it is worth providing a construction
in modern language. It also shows that the counterexample can be lower semicom-
putable.
Theorem 5.11. There exists a Markov computable function f for which the Denjoy
alternative does not hold at a lower semicomputable ML-random real. Moreover, f
can be taken to be uniformly continuous, i.e., it can be built in such a way that it
has a (unique) continuous extension to [0, 1].
Proof. Recall that there is a universal Martin-Lo¨f test (Un)n∈N, namely, the set of
reals in [0, 1] that are not in MLR coincides with
⋂
n Un. Since no computable real
is Martin-Lo¨f random, every x ∈ Rc belongs to U1.
Let α be the leftmost point of the complement of U1. Since U1 is an effectively
open class, it is an effective union
⋃
t It of closed rational intervals It that intersect
at most at their endpoints. Let U1[s] =
⋃
t<s It and let αs be the leftmost point of
[0, 1]r U1[s]. Then α is approximated from below by the computable sequence of
rationals (αs)s∈N.
Our function f is defined as the restriction to Rc of the following function F .
Outside U1, F is equal to 0. On U1, it is constructed sequentially as follows. At
stage s+ 1, consider Is. There are two cases.
(1) Either adding this interval does not change the value of α (i.e., αs+1 = αs).
In that case, define the function F to be equal to zero on Is.
(2) Or, this interval does change the value of α: αs+1 > αs. In this case, define
F on Is to be the triangular function taking value 0 on the endpoints of Is
and reaching the value v at the middle point, where v is defined as follows.
Let t be the last stage at which the previous increase of α occurred (i.e., t
is maximal such that t < s and αt+1 > αt). Let n be the smallest integer
such that the real interval [αt, αt+1] contains a multiple of 2
−n. For that n,
set v = 2−n/2.
First, we see that the restriction f of F to Rc is Markov computable: given a
potential index name e for a computable real x in the sense of Section 4, we try to
compute the real x coded by e until we find a sufficiently good estimate a < x < b
such that the interval [a, b] is contained either in one or in the union of two of the
intervals appearing in the enumeration of U1. It is then easy to compute F at x as
one can decide which of the above cases hold for each interval, and both the zero
function and the triangular function are computable on Rc. (In the “triangular”
case, note that the value n of the construction can be found effectively.)
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We claim that the function f does not satisfy the Denjoy alternative at α. More
precisely, we have D˜f(α) = 0 and D˜ f(α) = −∞. Notice that f is equal to 0 on(α, 1] ∩ Rc and non-negative on [0, α) ∩ Rc, taking the value 0 at computable reals
arbitrarily close to α (at least the endpoints of intervals Is enumerated on the left
of α), therefore D˜f(α) = 0 is clear. To see that D˜f(α) = −∞, given k ∈ N let
bk be the dyadic real which is a multiple of 2
−k, is smaller than α and such that
α − ak < 2−k. Since ak < α, there exists a stage t such that ak ∈ [αt, αt+1]. Let
s > t be the next stage at which α increases. By definition, F is then defined to
be a triangular function on [αs, αs+1] of height 2
−k/2. Thus, letting xk be middle
point of [αs, αs+1] and q > α be a rational such that q − bk < 2−k, we have
Sf (xk, q) =
f(q)− f(xk)
q − xk
≤
0− 2−k/2
2−k
= −2k/2.
Since this happens for all k, we have D˜ f(α) = −∞.It remains to show that the function F is continuous on [0, 1]. But this is almost
immediate as one can write F =
∑
n hn, where hn is the function equal to 0 except
on the intervals on which F is a triangular function of height 2−n/2, and on that
interval hn = F . It is obvious that the hn are continuous and ||hn|| ≤ 2−n/2.
Therefore
∑
n ||hn|| < ∞, so by the Weierstrass M-test we can conclude that the
convergence is uniform and hence the function
∑
n hn is continuous. 
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