Abstract. For any unimodal map with negative Schwarzian derivative and with non-flat critical point, we establish the level-2 Large Deviation Principle for empirical distributions.
Introduction
A main objective of the ergodic theory of dynamical systems is to understand long-term behaviors of typical orbits for a majority of systems. A considerable amount of effort has been dedicated to constructing physically relevant invariant probability measures which statistically predict the asymptotic behavior of typical orbits. For a refined description of the dynamics, however, it is also important to analyze atypical or transient behaviors before settling to equilibrium. The theory of large deviations (see e.g., [8] ) is concerned with probabilities of these rare events. The Large Deviation Principle (LDP) asserts the existence of the rate function which controls probabilities of rare events on an exponential scale.
It is now classical that a uniformly hyperbolic (Axiom A) attractor supports a Sinaȋ-Ruelle-Bowen measure [2, 26, 27] , and Lebesgue almost every orbit in the basin of attraction is asymptotically distributed according to this measure. The LDP for uniformly hyperbolic systems was established by Kifer [18] , Orey & Pelikan [22] and Takahashi [29] . Since these pioneering results, the scope of validity of the LDP has been significantly amplified in [5] , to the realm of one-dimensional nonhyperbolic dynamical systems in which the uniform hyperbolicity severely fails due to the presence of critical points.
The lack of uniform hyperbolicity leads to bifurcations, and therefore it is usually difficult to draw accurate conclusions for the whose set of non-hyperbolic systems. On the other hand, the LDP was established in [5] for any multimodal map that is topologically exact. The aim of this paper is to treat what is left off in [5] : the LDP for renormalizable unimodal maps, notably infinitely renormalizable ones.
We introduce our setting and results in more precise terms. Let X be a compact interval. A C 1 map f : X → X is unimodal if there exists a unique critical point c ∈ int(X) that is an extremum and f (∂X) ⊂ ∂X. An S-unimodal map f is a unimodal map of class C 3 on X\{c} with negative Schwarzian derivative D 3 f /Df − (3/2)(D 2 f /Df ) 2 < 0 such that if x ∈ ∂X is a fixed point of f then |Df (x)| > 1.
We say the critical point c of f is non-flat if there exist ℓ > 1 and a diffeomorphism ψ in a neighborhood of c such that ψ(c) = 0 and f x = ±|ψ(x)| ℓ + f c. S-unimodal maps with non-flat critical points are classified into the following three types [12] : (I) has an attracting periodic orbit; (II) at most finitely renormalizable and has no attracting periodic orbit; (III) infinitely renormalizable. In spite of a rich array of statistical behaviors for maps of type (II) (see e.g., [4, 13, 15, 16] ), the LDP holds for any such a map restricted to its deepest renormalization cycle [5] . In this paper we proceed even further, establishing the LDP for any S-unimodal map with non-flat critical point, with no restriction on initial conditions. Let M denote the space of Borel probability measures on X endowed with the weak*-topology, and by Leb the normalized Lebesgue measure on X. The empirical measure at time n with initial condition x ∈ X is the measure δ n x = (1/n) n−1 i=0 δ f i x in M, with δ y the unit point mass at y ∈ X. For a measurable set A ⊂ X write |A| = Leb(A). Our main result is stated as follows. Hereafter we follow the convention sup ∅ = −∞, inf ∅ = ∞, log 0 = −∞. To appreciate the meaning of Theorem A, consider the quadratic map x ∈ [0, 1] → ax(1 − x) with a parameter 1 < a ≤ 4. Maps of type (I) are open and dense in the parameter space [11] , while the set of parameters corresponding to maps of type (II) has positive Lebesgue measure [1, 15] . The set of parameters corresponding to maps of type (III) is non-empty [9, 10] , and has zero Lebesgue measure [19] . Irrespective of rich bifurcations, the LDP continues to hold at any parameter.
Since M is a metric space, the rate function I is unique, and that is defined as follows. Let M(f ) denote the set of elements of M which are f -invariant. Since f is continuous, M(f ) is a closed subset of M. For each µ ∈ M(f ) let h(µ) denote the measure-theoretic entropy of µ with respect to f . For each µ ∈ M(f ) define a number χ(µ) ≥ 0 by χ(µ) = max lim sup n→∞ 1 n log |Df n (x)|, 0 dµ(x), and call it a Lyapunov exponent of µ. Now, put
The entropy is upper semi-continuous as a function of measures. For S-unimodal maps of type (I) or (III) with non-flat critical point, the Lyapunov exponent is continuous, and the rate function is given by (1.1) I(µ) = −F (µ).
By the affinity of the Lyapunov exponent and entropy on measures, I is a convex, and in fact a lower semi-continuous function (see Proposition 2.1). For maps of type (II), the Lyapunov exponent is not lower semi-continuous [3] , and the rate function is given by
where the infimum is taken over all open sets G of M containing µ.
For any S-unimodal map f with non-flat critical point, the rate function I is canonically identified as follows. For a function φ : X → R write S n φ = n−1 k=0 φ•f k for n ≥ 1. Let C(X) denote the set of R-valued continuous functions on X. From Varadhan's integral lemma (see e.g., [8, Section 4.3] ), for each φ ∈ C(X) the limit
exists. Moreover, the rate function is obtained as the Fenchel-Legendre transform of φ ∈ C(X) → P (φ), namely
It is important to identify the set {µ ∈ M : I(µ) = 0} of minimizers. If f is of type (I) (resp. (III)), then from our analysis in this paper it follows that the minimizer is unique, identified as the measure supported on the attracting periodic orbit (resp. the post-critical measure supported on the solenoidal attractor). For maps of type (II), several cases are known. For maps satisfying the Collet-Eckmann condition [7] , the minimizer is the unique absolutely continuous invariant probability measure [6] . For Hofbauer-Keller maps [13] , the set of minimizer coincides with the set of all invariant Borel probability measures [5] .
Given a R-valued measurable function φ on X, define
This is a convex, non-negative, lower semi-continuous function. Put
If φ ∈ C(X), then an application of the contraction principle to the continuous mapping µ ∈ M → φdµ yields the LDP for Birkhoff averages of φ.
Unfortunately, Corollary 1.1 does not cover the unbounded function log |Df |. Birkhoff averages of this function give rates with which small errors in initial conditions are propagated under forward iteration. For S-unimodal maps with non-flat critical points satisfying the Collet-Eckmann condition, Keller-Nowicki [17] proved a large deviations result on the Birkhoff averages of log |Df |. Their result is a local one, giving precise exponential rates only for small fluctuations near the mean. For infinitely renormalizable maps, we are able to prove the full LDP for log |Df | as follows.
Theorem B. (Level-1 LDP on finite time Lyapunov exponents). Let f : X → X be an infinitely renormalizable S-unimodal map with non-flat critical point. Then for any interval L intersecting (0, sup{χ(µ) : µ ∈ M(f )}),
This rate is strictly negative if and only if χ(µ ∞ ) / ∈ cl(L), where µ ∞ is the postcritical measure defined in Sect.2.2.
In the zero-entropy case, we obtain a concrete expression for the exponential convergence rate in Theorem B. Let R ∞ be the set of S-unimodal maps with nonflat critical points which are topologically conjugate to the infinitely renormalizable quadratic map x ∈ [0, 1] → a ∞ x(1 − x) where the parameter a ∞ = 3.569945672... is the accumulation point of the cascade of period-doubling bifurcations.
The rest of this paper consists of four sections and two appendices. Leaving to Sect.2.1 and Sect.2.2 all the definitions of the undefined terms in the introduction and the statements of the results, let us briefly outline a proof of Theorem A.
For maps of type (I) or (II), the dynamics of typical points consists of two explicit stages: a transition to the deepest (renormalization) cycle, and a circulation within the deepest cycle. Maps of type (I) restricted to their deepest cycles are uniquely ergodic, and orbits in the deepest cycles are distributed according to the measure supported on the attracting periodic orbit. For maps of type (II), the LDP holds restricted to their deepest cycles [5] . This dichotomy of dynamics into two stages has a reminiscent for maps of type (III): orbits contained in sufficiently deep cycles are well-approximated by the post-critical measure supported on the solenoidal attractor (see Sect.3.2) . Therefore, all we have to do concerns the analysis of the transition cl(
Our proof of Theorem A focuses on maps of type (III). After preliminaries in Sect.2, for maps of type (III) we prove in Sect.3 the lower bound for open sets, and in Sect.4 the upper bound for closed sets. To complete the proof of Theorem A, in Sect.5 we indicate necessary minor modifications to treat maps of type (I) and (II). A proof of Theorem B is given at the end of Sect.5.
The main technique that is used to derive the large deviations lower bound is an 'approximation approach'. Any measure in M(f ) whose support is contained in hyperbolic sets associated with the above finitely many cycles is approximated with orbit segments from a finite collection of subintervals of X (see Proposition 3.1). This approximation is standard for ergodic measures, and a new difficulty is a treatment of non-ergodic measures which give positive weight to multiple cycles. We use the fact that each µ ∈ M(f ) has the form
We first approximate each µ m , and glue orbit segments on different cycles together to form orbit segments approximating µ.
The main technique that is used to derive the large deviations upper bound is a 'coarse-graining approach'. Here the set of orbits with prescribed Birkhoff averages of continuous functions are coarse-grained (see Sect.4.3), and estimates on the resultant 'clusters' are transferred to the large deviations upper bound on empirical measures (see Proposition 4.1 and Lemma 4.4). The estimate on each cluster consists of contributions from the uniformly hyperbolic dynamics on each cycle and transitions between them with bounded distortions.
Preliminaries
In Sect.2.1 we begin by collecting the topological and metric structure of Sunimodal maps with non-flat critical points. In Sect.2.2 we introduce infinitely renormalizable maps, and show the lower semi-continuity of the rate function.
2.1. Topological and metric structure. For the rest of this paper, let f : X → X be an S-unimodal map with a non-flat critical point c. A periodic point of period n ≥ 1 is a fixed point of f n . The basin of a periodic point p is the set of points whose omega-limit set contains p. A periodic point p of period n is attracting and that the set O(p) = {p, f p, . . . , f n−1 p} is an attracting periodic orbit if its basin contains an open set. The immediate basin of a periodic point p is the union of the connected components of its basin which contain a point from O(p). The periodic point p is called hyperbolic attracting if |Df n (p)| < 1, hyperbolic repelling if |Df n (p)| > 1 and neutral if |Df n (p)| = 1. A closed subinterval J of X is called restrictive with period n ≥ 1 for f if:
1. the interiors of J, . . . , f n−1 J are disjoint; 2. f n J ⊂ J, f n ∂J ⊂ ∂J; 3. one of the intervals J, . . . , f n−1 J contains the critical point c in its interior; 4. J is maximal with respect to these properties: if J ′ ⊃ J is a closed interval which is strictly contained in X and such that the previous properties also hold for J ′ for the same integer n then J ′ = J.
Obviously, X is the unique restrictive interval with period 1. Define a decreasing sequence J 0 ⊃ J 1 ⊃ J 2 ⊃ · · · of restrictive intervals inductively as follows: J 0 = X. Given J m for some m ≥ 0 with period p m , J m+1 is the restrictive interval contained in J m with the least period strictly greater than p m . Put
when it makes sense. The K m is called the (renormalization) cycle.
when it makes sense. Since c is contained in int(K m+1 ), it is not contained in Λ m . If Λ m contains no attracting periodic point, then define P m to be the collection of connected components of cl(K m \ K m+1 ). Notice that P m has the Markov property: if P 0 , P 1 ∈ P m and f P 0 ∩ P 1 = ∅ then f P 0 ⊃ P 1 . For each m ≥ 1, let M m (f ) denote the set of elements of M(f ) whose supports are contained in int(K m ) \ int(K m+1 ). Let µ 0 denote the measure supported on the fixed point in ∂X, and put M 0 (f ) = {µ 0 }. If Λ m contains no attracting periodic point, then by Mañé's theorem [20] , Λ m is a hyperbolic set. It follows that f | Λm : Λ m → Λ m is topologically conjugate to a topological Markov chain via the Markov partition P m . This means the following: write P m = {P 1 , P 2 , . . . , P #Pm }, and define a transition matrix A = (A ij ) by A ij = 1 if f P i ⊃ P j and A ij = 0 otherwise. Let Σ A denote the topological Markov chain on #P m -symbols determined by A. Then the coding map π :
−n P ωn is a well-defined homeomorphism, and the left shift σ :
Let L m denote the closed subinterval of J m bordered by f pm c and f 2pm c. If The following term is useful in what follows. Let Y be a closed subinterval of X and g : Y → Y a continuous map. Let W be a subinterval of Y and n ≥ 1 an integer. Any connected component of g −n W is called a pull-back of W by g n . If J is a pull-back of W by g n and g n | J is a diffeomorphism, J is called a diffeomorphic pull-back of W by g n . We will be concerned with diffeomorphic pull-backs only. If Λ m does not contain an attracting periodic point, then from Koebe's principle [21] , there exists a constant C m ≥ 1 such that for every pull-back W of one of the intervals f k J m+1 (k = 0, . . . , p m+1 −1) by f n which is contained in
then there exists such a pull-back containing x. To show the lower semi-continuity, write
Approximating the function (1 −1l K M +2 ) log |Df | on X by continuous functions and using the weak*-convergence µ k → µ, for sufficiently large k we have
Since ǫ > 0 is arbitrary, we obtain lim inf k→∞ χ(µ k ) ≥ χ(µ). Since the measuretheoretic entropy varies upper semi-continuously on M(f ), it follows that I is lower semi-continuous.
Lower bound
In this section we only treat infinitely renormalizable maps. In Sect.3.1 we show that the large deviations lower bound in Theorem A follows from a key lower bound stated in Proposition 3.1. Based on a few lemmas proved in Sect.3.2 and Sect.3.3, we prove Proposition 3.1 in Sect.3.4.
Key lower bound. For an integer
, the l-times product of C(X) as sets. It is convenient to use the vector notation φ = (φ 1 , . . . , φ l ) to denote elements of C(X)
l and a measure µ ∈ M, the expression φdµ > α means that φ j dµ > α j holds for j = 1, . . . , l. Write S n φ = (S n φ 1 , . . . , S n φ l ). For φ ∈ C(X) l , α ∈ R l and an integer n ≥ 1, define
For any ǫ > 0 there exist an integer q ≥ 1 and N ≥ 1 such that for each integer n ≥ N there exists a finite collection A n of subintervals of A qn ( φ; α) with pairwise disjoint interiors such that the following holds:
A proof of Proposition 3.1 is postponed till Sect.3.4. Here we deduce a corollary to Proposition 3.1 and use it to prove the lower bound for open sets in Theorem A.
Proof. Let δ ∈ (0, 1) be small enough so that φdµ > α + (1 + sup X φ ) δ. From Proposition 3.1, for any ǫ > 0 there exist an integer q ≥ 1 and n # ≥ 1 such that for eachñ ≥ n # ,
For an integer n ≥ qñ write n = qñ + θ, 0 ≤ θ ≤ q − 1. Notice that
Taking logarithms of both sides, dividing by n and letting n → ∞ and then ǫ → 0 yields the desired inequality.
Proof of the lower bound in Theorem A. Notice that subsets of M of the form µ ∈ M : φdµ > α ,
l constitute a base of the weak*-topology of M. Therefore, for any open subset G of M it is possible to write G = ∪ λ G λ with each G λ having the above form. Corollary 3.2 gives lim inf
as required.
3.2.
Approximation of empirical measures with post-critical measure. In this and the next subsections we prove preliminary results needed for the proof of Proposition 3.1. The next lemma states that empirical measures along sufficiently long orbits in sufficiently deep cycles are approximated with the post-critical measure.
For any ǫ > 0 there exist integers m * ≥ 1 and N * ≥ 1 such that the following holds:
Since f | Λ is uniquely ergodic, (1/n)S n φ converges to φdµ ∞ as n → ∞ uniformly on Λ. Pick N * ≥ 1 such that sup Λ (1/n)S n φ − φdµ ∞ < ǫ/2 holds for every n ≥ N * . Then Lemma 3.3(b) holds.
3.3. Approximation of measures on single cycle. The next lemma permits us to approximate each measure on each single cycle in a particular sense.
For any ǫ > 0 there exist an integer N ≥ 1 such that for each integer n ≥ N there exists a finite collection B n of pull-backs of W ′ by f pmn which are contained in W and such that:
It is convenient to split the proof into two cases.
Case 1: µ is ergodic. Recall that f pm | Λm∩Lm is topologically conjugate to a topological Markov chain via the Markov partition P m | Lm (see Sect.2.1). We appeal to the next lemma. Let Σ be a topological Markov chain on p-symbols {1, . . . , p} determined by a transition matrix (A ij ). For each k ∈ {1, . . . , p} the set [k] = {(ω i ) i∈N ∈ Σ : ω 0 = k} is called a 1-cylinder. For each n-string a 0 · · · a n−1 of elements with A a i a i+1 = 1 for i = 0, . . . , n − 1, the corresponding n-cylinder is defined by {(ω i ) i∈N ∈ Σ : ω i = a i for i = 0, . . . , n − 1}.
Lemma 3.5. Let p ≥ 1, and let Σ be a topological Markov chain on p-symbols {1, . . . , p} and σ : Σ → Σ the left shift. Let k ∈ {1, . . . , p} and let µ be a σ-invariant ergodic Borel probability measure satisfying µ[k] > 0. Let φ : Σ → R be continuous. For any ǫ > 0 there exists n # ≥ 1 such that for each n ≥ n # , there exists a finite collection C n of (n + 1)-cylinders which are contained in [k] and such that:
where h σ (µ) denotes the measure-theoretic entropy of µ with respect to σ.
Proof. Since the symbolic space has a generator consisting of 1-cylinders, the conclusion follows from Birkhoff's ergodic theorem and Shannon-McMillan-Breiman's theorem.
Returning to the proof of Lemma 3.4, since µ ∈ M m (f ), µ(L m ) = 1/p m holds. The normalized restriction of µ to L m is an f pm | Lm -invariant Borel probability measure with entropy p m h(µ). From Lemma 3.5 applied to this normalized restriction, for any ǫ > 0 there exists n # ≥ 1 such that for each n ≥ n # there exists a collectionB n of pull-backs of elements of P m | Lm by f pmn which are contained in W such that 1 n log #B n − p m h(µ) < ǫ 2 , and for eachB ∈B n ,
Since f pm | Λm∩Lm is topologically mixing, it is possible to choose M ≥ 1 such that f pmM P = L m holds for every P ∈ P m | Lm . For each P ∈ P m | Lm , choose a pull-back of W ′ by f pmM which is contained in P and denote it by C(P ). Since W ′ ∈ P m ′ , W ′ does not intersect the forward orbit of the critical point and so C(P ) is a diffeomorphic pull-back. For eachB ∈B n , let D(B) denote the pullback of C(f pmnB ) by f pmn which is contained inB. Set B n = {D(B) :B ∈B n }. Taking into consideration the contributions from the additional f pmM -iterates and enlarging n if necessary, one can make sure that the above three displayed inequalities continue to hold, withB n replaced by B n , 1/n by 1/(n + M) and ǫ/2 by ǫ. Dividing the resultant inequalities by p m yields the desired ones in Lemma 3.4.
Case 2: µ is non-ergodic. By virtue of the ergodic decomposition and Jacobs' theorem on the decomposition of entropy [14] , for any δ > 0 there exist a finite number of ergodic measures µ 1 , . . . , µ s in M m (f ) and constants ρ 1 , . . . , ρ s in (0, 1) for which 
pmM which is contained in W a . From the result in Case 1, there exists an integer q ′ ≥ 1 and n # ≥ 1 such that for each n ≥ n # and a = 1, . . . , s there exists a finite collection B n,a of pull-backs of W a by f q ′ n which are contained in W a such that the following holds:
Let F n,a denote the collection of diffeomorphisms of the form f q ′ n | B , B ∈ B n,a . The collection of diffeomorphisms which are r a -times compositions of elements of F n,a is denoted by F ra n,a . Let F n denote the collection of diffeomorphisms of the form
where g a ∈ F ra a for a = 1, . . . , s. Define B n to be the collection of all pull-backs of W by elements of F n . Put q =rq ′ . Then for n ≥ n # ,
as required in Lemma 3.4(a). The first equality follows from #B n = s a=1 (#B n,a ) ra , and the second one from (3.2) and (3.4). For each B ∈ B n ,
as required in Lemma 3.4(b). The last inequality follows from (3.3) and (3.4). We omit a proof of Lemma 3.4(c) since it is almost identical to that of Lemma 3.4(b).
End of proof of the large deviations lower bound.
Proof of Proposition 3.1.
Let ǫ > 0 be small enough so that φdµ − ǫ > α holds. If µ ∈ M m (f ) holds for some m ≥ 0, then the desired conclusions in Proposition 3.1 are consequences of Lemma 3.4. Otherwise, µ gives positive weight to multiple cycles. We treat this case by constructing bridges between different cycles. The rest of the proof of Proposition 3.1 splits into two subcases. 
Let F n,a denote the collection of diffeomorphisms of the form f qan | B , B ∈ B n,a . The collection of diffeomorphisms which are r a -times compositions of elements of F n,a is denoted by F ra n,a . Now, define A n to be the collection of all pull-backs of W s+1 by diffeomorphisms of the form
with g a ∈ F ra n,a for a = 1, . . . , s. Let q denote the least common multiplier of {q a } s a=1 multiplied byr. Since #A n = s a=1 (#B n,a ) ra , a similar argument to the portion of the proof of Lemma 3.4 together with (3.5) and (3.6) shows that for each n ≥ n # , 1 qn log #A n − h(µ) < ǫ, which implies Proposition 3.1(a). Again, similarly to the portion of the proof of Lemma 3.4 together with (3.5) (3.7) (3.8), for each A ∈ A n j = 1, . . . , l and n ≥ n # we have
Therefore, any element of A n is contained in A qn ( φ, α) and moreover Proposition 3.1(b) holds.
Let m * ≥ 1 and N * ≥ 1 be integers for which the conclusions of Lemma 3.3 hold. If ρ ∞ = 1, then set q = 1 and A n = {f k J m * } pm * −1 k=0 . Lemma 3.3 implies that any element of A n is contained in A qn ( φ; α) provided n ≥ N * . Since h(µ ∞ ) = 0, #A n = p m * > e (h(µ∞)−ǫ)qn holds for n large enough, and so Proposition 3.1(a). For k = 0, . . . , p m * − 1, f k J m * ≥ e −(χ(µ∞)+ǫ)qn , provided n is large enough, and so Proposition 3.1(b).
It remains to treat the case ρ ∞ < 1. Without loss of generality we may assume ρ ∞ ∈ Q. From the result in Case 1, there exists m ≥ 0, W ∈ P m , an integer q ≥ 1 and n # ≥ 1 such that (1 − ρ ∞ ) −1q ∈ N and for eachñ ≥ n # there exists a finite collection Bñ of pull-backs of W by fqñ for which #Bñ > e (h(ν)−ǫ)qñ , and for each B ∈ Bñ, |B| > e −(χ(ν)+ǫ)qñ and sup B (qñ) −1 Sqñ φ − φdν < ǫ. Let J be a restrictive interval of period p max{m,m * } which is contained in K max{m,m * } and has the minimal length among such restrictive intervals of the same period. For each B ∈ Bñ pick k B ∈ {0, . . . , p max{m,m * } − 1} such that fqñB ⊃ f k B J. Let A B denote the pull-back of f k B J by fqñ which is contained in B. Now, set n = (1 − ρ ∞ ) −1qñ , q = 1 and A n = {A B : B ∈ Bñ}. Notice that
Enlarging n if necessary so that ρ ∞ n ≥ N * and then using Lemma 3.3(b), we have sup K max{m.m * } (n −qñ) −1 S n−qñ φ − φdµ ∞ < ǫ. It follows that inf A B (1/n)S n φ > φdµ − ǫ > α, and therefore any element of A n is contained in A n ( φ; α). For each A B ∈ A n , by construction
for n large enough and Proposition 3.1(a) holds. Since 
Upper bound
In this section we only treat infinitely renormalizable maps. In Sect.4.1 we state a key upper bound, and from it deduce the large deviations upper bound in Theorem A. The rest of this section till Sect.5.3 is dedicated to a proof of Proposition 4.1. In Sect.5.3 we prove Theorem B.
Key upper bound. For
Proposition 4.1. Let l ≥ 1, φ ∈ C(X) l and let α ∈ R l . For any ǫ > 0 there exist C > 0 and n # ≥ 1 such that for each n ≥ n # such that |cl(A n ( φ; α))| > 0 there exists a measure µ ∈ M(f ) such that the following holds:
Proof of the upper bound in Theorem A. Let F be a closed subset of M. Let G be an arbitrary open set containing F . Since M is metrizable and F is compact, one can choose a finite collection F 1 , . . . , F s of closed sets such that F ⊂ s a=1 F a ⊂ G and each has the form
φdµ ≥ α , Since G is an arbitrary open set containing F , it follows that lim sup
as required. The last equality is due to the lower semi-continuity of I as proved in Proposition 2.2.
The rest of this section is entirely dedicated to a proof of Proposition 4.1. Therefore, l ≥ 1, φ ∈ C(X) l , α ∈ R l appearing in the statement of Proposition 4.1 are all fixed till the end of Sect.4.4. We are concerned with a number of constants listed below to be fixed in this order:
• ǫ -the accepted margin as in Proposition 4.1;
• m * -an upper bound of the number of cycles to be considered directly (Lemma 3.3); • N * -a number of iterates from the terminal cycle needed to approximate the post-critical measure (Lemma 3.3); • N m -the number of iterates needed for an estimate of conditional probability on the m-cycle to work (Lemma 4.2).
4.2.
Conditional probability between two transitions. Since the dynamics between two transitions is uniformly hyperbolic with finitely many branches, the variational principle [2] for topological Markov chains on finitely many alphabets can be used to bound from above the associated conditional probabilities.
Lemma 4.2. For any ǫ > 0 and m ≥ 0 there exists N m ≥ 1 such that for any W ∈ P m and for each integer n ≥ N m such that the set
is non-empty, there exists a measure µ ∈ M m (f ) such that
and
Proof. If W / ∈ P m | Lm , then W supports no measure in M m (f ), or else it supports a unique measure in M m (f ) which is a periodic measure. In both cases, the desired inequalities hold trivially.
It is left to treat the case W ∈ P m | Lm . Recall that the Markov partition P m | Lm induces a mixing topological Markov chain (see Sect.2.1). Let M ≥ 1 be an integer such that for any W ∈ P m | Lm , f M W = L m . Let n ≥ 1 be an integer and let W ∈ P m | Lm . For each integer r ∈ {n, . . . , n + M − 1}, let Q r denote the collection of pull-backs V of W by f r contained in W for which there exists x ∈ V such that φdδ n x > α − ǫ/3 holds. For n large enough we have
Fix a value r 0 ∈ {n, . . . , n + M − 1} which maximizes 
where M(σ) denotes the space of σ-invariant Borel probability measures endowed with the weak*-topology and h σ ( ν) the entropy of ν with respect to σ. By the
Taking logarithms of both sides, dividing by k and plugging the result into the previous inequality gives
Plugging this into the previous inequality yields
Since M(σ) is weak*-compact on which the entropy is upper semi-continuous, there exists a measure µ ∈ M(σ) which attains the supremum in (4.1). The measure π * µ on X is f -invariant, and its spread
Although f may not be the first return map to ∆, Abramov's formula, connecting the entropies of f and f , and Kac's formula, connecting the integrals of − log |Df | and its induced function, still hold [23, Theorem 2.3]. Thus we have
Since is r 0 ≥ n and F (µ) ≤ 0 by Ruelle's inequality [25] , (4.1) and (4.2) yield (4.3)
Let ǫ > 0. By the uniform continuity of each φ j , for every V ∈ Q r 0 and x, y ∈ V we have S r 0 φ(x) − S r 0 φ(y) < r 0 ǫ/3 and thus
provided n is large enough. Hence, from [23, Theorem 2.3] we obtain
From (4.3) and (4.4),
4.3.
Coarse-graining decomposition into clusters. Let ǫ > 0. Let m * ≥ 1 be the integer for which the conclusion of Lemma 3.3 holds. Let m ∈ {0, . . . , m * − 1}. We record the dynamics of a point x ∈ cl(K m \ K m+1 ) with two increasing integer finite sequences
i=0 inductively defined as follows: put n 0 (x) = 0 and m 0 (x) = m. Given n i (x) and m i (x) for some i ≥ 0, define
These are well-defined except for preimages of Λ or points whose orbits are trapped in some cycle. The set of these exceptional points has Lebesgue measure zero, and so negligible for our purpose of proving the LDP. Since the post-critical measure accounts for Birkhoff averages of points in K m * in the sense of Lemma 3.3, the maximal number of transition times needed to be taken into consideration is m * − m. For two integers q ∈ {1, . . . , m * − m} and n ≥ q + 1 define
where ⊜ indicates that the two sets are equal up to a set of zero Lebesgue measure. Our task is to estimate from above the set of points in Q m (∅) and Q m (n) for which the Birkhoff averages of φ j at time n is ≥ α j for j = 1, . . . , l. Lemma 4.2 will be used later to bound contributions from Q m (∅). In order to treat contributions from Q m (n), we split orbits into segments between two consecutive transition times, evaluate Birkhoff averages of continuous functions along each segment, and put them together at the end. There are a number of ways to split Birkhoff averages, all of which have to be taken into account. To this end, we introduce a coarsegraining with scale ǫ, and cover Q m (n) with a finite number of clusters consisting of points with prescribed Birkhoff averages along each segment. For convenience, put
We introduce an integer lattice ǫnZ = {ǫnr : r ∈ Z}, and define V (n, q) to be the set of (q + 1)l-matrices A = (α ij ) 0≤i≤q,1≤j≤l with entries in R such that the following holds:
. . , q and j = 1, . . . , l;
φ j for i = 0, . . . , q and j = 1, . . . , l.
For each A = (α ij ) ∈ V (n, q) and i = 0, . . . , q, put
and define
Q m (n; A).
Proof. Let x ∈ Q m (n) be such that φdδ n x ≥ α. For each i = 0, . . . , q and j = 1, . . . , l, pick α ij ∈ ǫ(n i+1 − n i )Z such that
Summing the second inequality in (4.8) over all i = 0, . . . , q and then using S n φ j (x) ≥ α j n yields (4.6), and (4.7) follows from (4.8). Put A = (α ij ). Then A ∈ V (n, q) and therefore x ∈ Q m (n; A).
4.4.
Measure of cluster. We are in position to state and prove a lemma on the measure of each cluster.
Lemma 4.4. For any ǫ > 0 there exist an integer m * > 1, a constant C > 0 depending only on ǫ, and n ⋄ ≥ 1 such that for any m ∈ {0, . . . , m * − 1}, any integers n ≥ n ⋄ and q ∈ {1, . . . , m * − m}, n ∈ N (m, n, q), A ∈ V (n, q) for which |Q m (n; A)| > 0 holds, there exists a measure µ ∈ M(f ) satisfying
and φdµ > α − ǫ.
Proof. We split a proof of Lemma 4.4 into three steps.
Step 1 (Error bounds in one-step transition). Let ǫ > 0. We begin by specifying several constants. Fix integers m * ≥ 1 and N * ≥ 1 for which the conclusions of Lemma 3.3 hold. Pick δ > 0 so that |x − y| < δ implies |φ j (x) − φ j (y)| < ǫ for j = 1, . . . , l. Since f is C 2 and Λ m is a hyperbolic set, there exist constants c m > 0 and ζ m > 1 such that for every n ≥ 1 and Now, let m ∈ {0, . . . , m * − 1}, q ∈ {1, . . . , m * − m} and let n ≥ q + 1 be an integer. Let n ∈ N (m, n, q) and let A ∈ V (n, q) for which |Q m (n; A)| > 0 holds. We associate to the cluster Q m (n; A) a nested sequence of closed sets which record transitions. For each i = 1, . . . , q put n
to be the collection of pull-backs of restrictive intervals with period p m i by f n i which are contained in cl(K m \ K m+1 ) and intersect Q m (n; A). Let R(n (i) ; A) denote the union of elements of R(n (i) ; A). For ease of notation, put
. Up to the coarse-graining with scale ǫ, the vector α i ∈ R l determines Birkhoff averages of the continuous functions φ 1 , . . . , φ l along orbit segments of length n i+1 − n i contained in f n i Q m (n; A). However, the inclusion
is not always true, because of the variations of φ on the set R(n (i) ; A). In the lemma below, introducing small error terms controlled by ǫ we show that an amended inclusion holds for almost all i.
To split orbits into long and short segments, put L(n) = {i ∈ {0, . . . , q} : n i+1 − n i > N}; S(n) = {i ∈ {0, . . . , q} : n i+1 − n i ≤ N}.
For n large enough, contributions from short segments associated with S(n) are negligible for our purpose.
From the choice of δ > 0 made in the beginning of step 1,
For the remainingÑ -iterates, (4.9) gives
Since n i+1 − n i > N, consequently we obtain S n i+1 −n i φ(x) ≥ α i − 2(n i+1 − n i ) ǫ. As this estimate goes through for any x ∈ f n i R(n (i+1) ; A), the desired inclusion holds.
Step 2 (Conditional probabilities). Let i ∈ L(n). We bound from above the i-step conditional probability |R(n
By Lemma 4.2 applied to f n i W ∈ P m i , there exists µ i ∈ M m i (f ) such that the following holds:
By the bounded distortion (2.1) and Lemma 4.5,
Since W ∈ R(n (i) ; A) is arbitrary, we obtain
The equality is because any element of R(n
In the latter case, Lemma 3.3 gives
Since F (µ ∞ ) = 0 by Proposition 2.1(b), obviously
Step 3 (Construction of a desired measure). Write ν i for µ i for i ≤ q − 1 with i ∈ L(n). Define a measure µ ∈ M(f ) by
where Z > 0 is the normalizing constant. We have (4.14)
and thus
C m i · e i∈L(n) F (ν i )(n i+1 −n i ) by (4.11) and (4.13)
where
Since m * and N * are determined in Lemma 3.3 and only depend on ǫ, the constant C only depends on ǫ.
Moving on to an evaluation of the integral of φ j for j = 1, . . . , l, from (4.14) and the second inequality in (4.7) we have
Using (4.10) for each long orbit segments,
By virtue of (4.14), the last inequality holds for sufficiently large n. This completes the proof of Lemma 4.4. 
For the first component in the decomposition, since K m * ⊂ X and F (µ ∞ ) = 0 by Proposition 2.1(b), (4.16) cl(A n ( φ; α)) ∩ K m * ≤ e F (µ∞)n |X|.
If cl(A n ( φ; α)) ∩ K m * = ∅, then Lemma 3.3(a) gives
For the second component in the decomposition,
From Lemma 4.2, if n ≥ N m then there exists a measure µ ∅ ∈ M m (f ) such that the following holds:
We evaluate the union of the clusters as follows. Notice that
Stirling's formula for factorials implies #V (n, q)#N (m, n, q) ≤ #V (n, q)
for n large enough. By Lemma 4.4, there exist a constant C > 0 depending only on ǫ, and n # ≥ 1 such that for any m ∈ {0, . . . , m * − 1}, any integers n ≥ n # and q ∈ {1, . . . , m * − m}, n ∈ N (m, n, q), A ∈ V (n, q) for which |Q m (n; A)| > 0, there exists a measure µ n,A ∈ M(f ) such that the following holds:
, A ∈ V (n, q) and φdµ max > α − ǫ. Combining (4.17), (4.18), (4.19) , (4.20) , (4.21) with the count of all feasible itineraries yields
for all n large enough. Therefore
Together with (4.16) we obtain the desired inequality. This completes the proof of Proposition 4.1.
At most finitely renormalizable case
We have established the LDP for infinitely renormalizable S-unimodal maps with non-flat critical points. To finish the proof of Theorem A, it is left to treat maps which are not infinitely renormalizable. For these maps, the inductive definition of restrictive intervals in Sect.2.1 halts at some point: there exists m * ≥ 0 such that J m * contains no restrictive interval of period strictly greater than p m * . We indicate necessary minor modifications depending on the types of f .
5.1.
Maps without attracting periodic orbits. Let f : X → X be an Sunimodal map with non-flat critical point of type (II): not infinitely renormalizable and has no attracting periodic orbit. A treatment of transitions up to the deepest renormalization cycle K m * is completely analogous to that of transitions up to sufficiently deep cycles accounted by the post-critical measure, undertaken in Sect.3 and Sect.4 in the infinitely renormalizable case. Since the unimodal map f pm * | Jm * on the deepest restricted interval is topologically exact on its image, the results in [5] for topologically exact maps are available.
A version of Lemma 3.4 continues to hold. Combining this with the following proposition which was essentially proved in the proof of [5, Proposition 2.1], we obtain the large deviations lower bound.
5.2.
Maps with attracting periodic orbits. Let f : X → X be an S-unimodal map with a non-flat critical point c. By Singer's theorem [28] , if there exists an attracting periodic point then its immediate basin must contain c. In particular, f has at most one attracting periodic orbit. Let p be the attracting periodic point of f . Since f pm * | Jm * is a unimodal with negative Schwarzian derivative, if c is the maxima (resp. minima) of f pm * on J m * then f pm * c < c (resp. f pm * c > c). This implies the uniform convergence.
Since Λ m * −1 contains O(p), it is not a hyperbolic set. Let B denote the immediate basin of p, and define P m * −1 to be the collection of connected components of cl(K m * −1 \ (K m * ∪ B)). There are two cases.
Case 1: p is hyperbolic. The partition P m * −1 has the Markov property in the sense of Sect.2.1: if P 0 , P 1 ∈ P m * −1 and f P 0 ∩ P 1 = ∅ then f P 0 ⊃ P 1 . By Mañé's theorem [20] , Λ m * −1 \B is a hyperbolic set. It follows that f | Λ m * −1 \B is topologically conjugate to a topological Markov chain via the Markov partition P m * −1 . Koebe's principle ensures the bounded distortion for P m * −1 as in (2.1), and a version of Lemma A.1 for P m * −1 holds. Consequently, we are able to recover the lower and upper large deviations bounds in Sect.3 and Sect.4. The role of the post-critical measure supported on the solenoidal attractor is played by the measure supported on O(p). 
From the next lemma, it follows that f | Λ m * −1 is topologically conjugate to a topological Markov chain via the Markov partition P m * −1 .
Lemma 5.4. We have
Proof. Notice that p m * = min{n ≥ 1 : f n p = p}. Each element of P m * −1 contains at most one point from O(p). Up to changing subscripts if necessary, we may assume W 1 , . . . , W pm * are all the elements of P m * −1 intersecting O(p). For each a = 1, . . . , p m * let p a ∈ O(p) ∩ W a , and let q a be the boundary point of the interval W a ∩ f −pm * W a other than p a . Define a sequence {q a,k } k≥0 in W a inductively by q a,0 = q a and f pm * q a,k = q a,k−1 such that q a,k → p a monotonically as k → ∞. Let J a,k denote the closed subinterval of W a bordered by p a and q a,k .
Let ǫ > 0. Fix k ≥ 0 such that |J a,k | < ǫ holds for every a ∈ {1, . . . , p m * }. Put U = pm * a=1 J a,k . By Mañé's theorem, there exist constants C > 0 independent of ǫ and ρ = ρ(ǫ) > 1 such that if n ≥ 1 and x, . . . ,
If f k P ∩U = ∅ holds for some 0 ≤ k ≤ n − 1, then f k P ⊂ U, and thus |P | < C −1 ρ −1 ǫ. Since ǫ > 0 is arbitrary, we obtain the desired uniform decay.
Koebe's principle does not apply to the deepest transition cl(K m * −1 \ K m * ) → int(K m * ). Nevertheless, Lemma 5.4 implies that for any ǫ > 0 there exists n * ≥ 1 such that for any n ≥ n * and any pull-back W of one of the intervals f k J m * (k = 0, . . . , m * − 1) by f n which is contained in Now, we are able to recover the lower and upper large deviations bounds in Sect.3 and Sect.4 in this case as well. In a proof of a version of Lemma 4.5, the uniform decay (5.4) works as a substitute for the uniform hyperbolicity. The weak bounded distortion (5.1) is used only to bound the conditional probability on the deepest transition. Sub-exponential terms arising from (5.1) are inconsequential for the LDP. The same argument as in Proposition 2.1 shows the continuity of the Lyapunov exponent, and therefore I = −F .
Level-1 LDP on finite time Lyapunov exponents.
Proof of Theorem B. Let f : X → X be an infinitely renormalizable S-unimodal map with non-flat critical point. From Hahn-Banach's theorem applied to the topological vector space of signed measures on X, the mapping µ ∈ M(f ) → χ(µ) which is continuous by Proposition 2.1 admits a continuous extension to the whole M. Apply the contraction principle to this continuous extension. We label elements of P m | Lm from left to right: {W 1 , . . . , W p m+1 /pm−1 }, and introduce a transition matrix (A ij ) by A ij = 1 if f pm W i ⊃ W j and A ij = 0 otherwise. We have shown the transitivity of f pm | Λm∩Lm . If it is not mixing, then there exist an integer 2 ≤ r ≤ p m+1 /p m − 1 and a decomposition of P m | Lm into a finite number of groups L 0 , . . . , L r−1 , L r = L 0 such that if W i ∈ L k and A ij = 1 then W j ∈ L k+1 . Define J to be the minimal closed subinterval of L m which contains all elements of L 0 and all adjacent restrictive intervals. Then c ∈ f pmk J holds for some k ≤ r − 1. Since f pmr J ⊂ J and f pmr ∂J ⊂ ∂J, J is a restrictive interval with period r, contradicting the assumption that J m+1 is a restrictive interval which is contained in J m with the least period. In particular, there is no rate function for f a .
Proof. An idea of the proof of Proposition B.1 is to make oscillations between µ pa and µ qa . We start with an elementary lemma. n(1+2ǫ)χ(µp a ) for x ∈ X implies |f a x − f a c 1 | ≤ e −n(1+ǫ)χ(µp a ) so that δ n a,x ∈ G. Increasing n to ∞ and then decreasing ǫ to 0 completes the proof.
Choose a Markov partition P = {P 1 , . . . , P #P } adapted to the hyperbolic set Ω 0 with a transition matrix A = (A ij ) such that for any a, the coding map π a : Σ A → Λ a defined by π a ((ω k ) k∈N ) ∈ k∈N f −k a P ω k is a homeomorphism onto Ω a satisfying f a | Ωa • π a = π a • σ.
For a set S ⊂ X and δ > 0, let B δ (S) = {x ∈ X : inf{|x − y| : y ∈ S} < δ}. Let γ(p 0 ), γ(q 0 ) be periods of p 0 , q 0 respectively, and fix δ > 0 such that for any a, |Df 
