The cumulative stress hazard density as an alternative to the Weibull model  by Todinov, Michael T.
International Journal of Solids and Structures 47 (2010) 3286–3296Contents lists available at ScienceDirect
International Journal of Solids and Structures
journal homepage: www.elsevier .com/locate / i jsolst rThe cumulative stress hazard density as an alternative to the Weibull model
Michael T. Todinov ⇑
School of Technology, Oxford Brookes University, Oxford, Wheatley OX33 1HX, UKa r t i c l e i n f o
Article history:
Received 21 March 2010
Received in revised form 4 July 2010
Available online 12 August 2010
Keywords:
Weibull model
Flaws
Weakest-link principle
Probability of failure
Brittle materials
Flaw screening
Hazard stress density
Cumulative hazard stress density0020-7683/$ - see front matter  2010 Elsevier Ltd. A
doi:10.1016/j.ijsolstr.2010.08.005
⇑ Tel.: +44 1865 48 35 46.
E-mail address: mtodinov@brookes.ac.uka b s t r a c t
A simple, easily reproduced experiment based on artiﬁcial ﬂaws has been proposed which demonstrates
that the distribution of the minimum failure load does not necessarily follow a Weibull distribution. The
experimental result presented in the paper clearly indicates that the Weibull distribution with its strictly
increasing function, is incapable of approximating a constant probability of failure over a loading region.
New fundamental concepts have been introduced referred to as ‘hazard stress density’ and ‘cumulative
hazard stress density’. These concepts helped derive an equation giving the probability of failure without
making use of the notions ‘ﬂaws’ and ‘locally initiated failure by ﬂaws’. As a result, the derived equation is
more general than earlier models. The cumulative hazard stress density is an important ﬁngerprint of
materials and can be used for determining the reliability of loaded components. It leaves materials to
‘speak for themselves’ by not imposing a power law dependence on the variation of the critical ﬂaws
which is always the case if the Weibull model is used.
An important link with earlier models has also been established. We show that the cumulative hazard
stress density is numerically equal to the product of the number density of the ﬂaws with a potential to
cause failure and the probability that a ﬂaw will be critical at the speciﬁed loading stress.
We show that, predictions of the probability of failure from tests related to a small gauge length to a
large gauge length are associated with large errors which increase in proportion with the ratio of the
gauge lengths. Large gauge length ratios amplify the inevitable errors in the probability of failure associ-
ated with the small gauge length to a level which renders the predicted probability for failure of the large
gauge length meaningless.
Finally, a general integral has been derived, giving the reliability associated with time interval and ran-
dom loading of a material with ﬂaws. The integral has been validated by a Monte Carlo simulation.
 2010 Elsevier Ltd. All rights reserved.Z 
1. Introduction
For a long time, the Weibull model (Weibull, 1951)
FðrÞ ¼ 1 exp V r
r0
 m 
; m > 0 ð1Þ
has been used for modelling the probability of failure F(r) locally
initiated by non-interacting ﬂaws, of loaded in tension brittle com-
ponents. In Eq. (1), r is the loading tensile stress, V is the stressed
volume, r0 and m are constants. The Weibull model assumes no
crack growth resistance. In other words, once a crack has been ini-
tiated from a ﬂaw, it leads to failure. A comprehensive discussion on
existing statistical theories of fracture has been presented in earlier
work (Todinov, 2008). The most general one is the theory where the
probability of failure at a loading stress r has been expressed by the
general formulall rights reserved.pf ðrÞ ¼ 1 exp V
r
0
gðsÞds ð2Þ
where V is the stressed volume/length and
R r
0 gðsÞds is the expected
number density of ﬂaws with strength smaller than the loading
stress r, (Phoenix, 1975; Evans, 1978). According to Eq. (2), the
Weibull model (1) can be considered as a particular case of Eq. (2)
if
R r
0 gðsÞds can be presented as a power function of the applied
stress.
A theoretical justiﬁcation of the Weibull model is the extreme-
value theory (Gumbel, 1958). The Weibull distribution has been
believed to be the mathematical formulation of the weakest-link
principle (Freudenthal, 1968; Trustrum and Jayatilaka, 1983). The
weakest-link principle states that failure is always initiated at
the ﬂaw with the smallest strength (at the weakest link). In other
words, if a number of random ﬂaws are present in a stressed vol-
ume, it is believed (e.g. Freudenthal, 1968) that the Weibull distri-
bution is the model describing the distribution of the minimum
failure stress characterizing these ﬂaws.
In a recent work (Todinov, 2009), we challenged this common
belief by using computer simulations and probabilistic reasoning.
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formulation of the weakest-link principle in cases where material
failure is initiated by non-interacting ﬂaws. For ﬂaws whose loca-
tions follow a non-homogeneous Poisson process with density
k(x,y,z) in the stressed volume V, we showed that the equation cor-
rectly describing the probability of failure F(r) is
FðrÞ ¼ 1 exp VkðrÞFcðrÞ
  ð3Þ
where kðrÞ ¼ 1V
R
V kðx; y; zÞdv is the average number density of ﬂaws
with a potential to cause failure at a loading stress r and Fc(r) is the
probability that a given ﬂaw will be critical at a stress level r.
Eq. (3) also handles multiple types of ﬂaws (pores, inclusions,
surface scratches, microcracks, etc.) and has been generalized to
model the distribution of the minimum failure stress for multiple
types of ﬂaws (M type of ﬂaws) present in the material (Todinov,
2009):
FðrÞ ¼ 1 exp V
XM
i¼1
kiðrÞFciðrÞ
 !
ð4Þ
where kiðrÞ is the number density of the ﬂaws with a potential to
initiate failure at the loading stress r and Fci(r) is the probability
that a ﬂaw will be critical, characterizing the ith type of ﬂaws. Eq.
(4) can be presented in the form of Eq. (3) if kðrÞ and Fc(r) in Eq.
(3) are substituted with kðrÞ ¼ k1ðrÞ þ    þ kMðrÞ and
FcðrÞ ¼
XM
i¼1
kiðrÞ
k1ðrÞ þ    þ kMðrÞ
 FciðrÞ ð5Þ
In Eq. (3), Fc(r) is the probability that a ﬂaw will be critical. This
probability is formed from the sum of the probabilities that a ﬂaw
will be critical given that it belongs to the kth type of ﬂaws, where
k = 1,2, . . . ,M. The probability that failure will be initiated by the kth
type of ﬂaws is equal to the product
kkðrÞ
k1ðrÞþþkM ðrÞ  FckðrÞ of the prob-
ability
kkðrÞ
k1ðrÞþþkM ðrÞ that the ﬂaw will belong to the kth type of ﬂaws
and the conditional probability Fck(r) that given that a ﬂaw belongs
to the kth type, it will initiate failure at a stress level r.
With increasing the loading stress r, more and smaller ﬂaws be-
come critical and new types of ﬂaws appear, with the potential to
initiate failure and with number densities k1ðrÞ; k2ðrÞ; . . . kMðrÞ; . . ..
As a result, with increasing the loading stress r, kðrÞ tends to inﬁn-
ity, kðrÞFcðrÞ also tends to inﬁnity and FðrÞ ¼ 1 expðVkðrÞ
FcðrÞÞ tends to unity. As a result, Eq. (3) describes the probability
of failure at all stress levels.
The Weibull distribution (1) is a special case of Eq. (3) in the
case where the stress dependence of the number density of the
critical ﬂaws kðrÞFcðrÞ can be approximated by a power law of
the applied stress kðrÞFcðrÞ ﬃ ½r=r0m. This condition is a neces-
sary and sufﬁcient condition for the validity of the Weibull distri-
bution (Todinov, 2009).
An argument used to justify the use of Weibull model is that
this model is valid if a large number of ﬂaws are taken with the
tested sample (which is often the case in materials where failure
is initiated by tiny pores, inclusions or other inherent ﬂaws) and
is not valid for tested samples containing a small amount of ﬂaws.
In many cases, the Weibull model approximates the strength of
brittle materials remarkably well. Such are for example the exper-
imental results related to the strength of ﬁbres at four gauge
lengths reported by Phoenix et al. (1988). There exists however
mounting experimental evidence on strength distributions of ﬁ-
bres containing ﬂaws which deviates from the Weibull model sig-
niﬁcantly. The obtained strength distributions are bimodal or
multi-modal and cannot be approximated by the Weibull distribu-
tion (1).
Thus, Tariyal and Kalish (1977) built a histogram of tensile
strengths for 400 measurements on 0.61 m lengths of fused silicaoptical ﬁbres. The histogram exhibited a bimodal strength distribu-
tion with modes centered at 1825 and 4750 MPa. Distinct bi-
modal strength distribution for silicon-carbide ceramic have been
measured and reported by Orlovskaja et al. (2000). The double-log-
arithm plot used as a test for compliance with the Weibull distri-
bution was based on more than 100 measurements and showed
a clear deviation from a straight line which indicated that the Wei-
bull model is inappropriate. Deviation from a straight line also
exhibited the Weibull plot for Al2O3 ﬁbres produced by Goda and
Fukunaga (1986). These results show that the Weibull model (1)
is inappropriate for modelling the strength of recrystallised sili-
con-carbide ceramic and Al2O3 ﬁbres.
An experimental investigation on the tensile strength distribu-
tion for SiC ﬁbres conducted by Goda and Fukunaga (1986) re-
vealed two groups of experimental measurements – low-strength
measurements caused predominantly by surface defects and
high-strength measurements caused by volume defects. A bimodal
distribution function had to be ﬁtted in order to represent the true
distribution. These ﬁndings have been conﬁrmed by an experimen-
tal investigation on the tensile strength of SiC ﬁbres conducted by
Zok et al. (1995) who showed that the strength distribution cannot
be described by the Weibull function. This conclusion was also in
line with the conclusion of Lissart and Lamon (1997) who per-
formed comprehensive statistical analysis of the strength of SiC ﬁ-
bres. Lissart and Lamon (1997) concluded that the strength of SiC
ﬁbres cannot be described in terms of theWeibull function because
of the presence of at least two populations of fracture inducing
ﬂaws – extrinsic ﬂaws, located at the surface and intrinsic ﬂaws lo-
cated both in the volume and at the surface. The extrinsic ﬂaws
exhibited a higher severity when compared with the intrinsic
ﬂaws. These results were in line with the results obtained by Pick-
ering and Murray (1999) who analysed the strength of polyacrylo-
nitrile-based carbon ﬁbres. Their analysis also highlighted the
inadequacies of the Weibull distribution for modelling the strength
distribution. In order to avoid the drawbacks of the unimodal Wei-
bull distribution in approximating fracture data of brittle materi-
als, Peterlik and Loidl (2001) employed gamma distribution and
an additive Weibull distribution.
Here are some of the reasons why the drawbacks of the Weibull
model have been detected relatively lately:
– Lack of a rigorous theoretical analysis on the Weibull model.
– Small data sets were ﬁtted. Because of the ﬂexibility of the Wei-
bull model, a small sample appears to follow the Weibull distri-
bution in almost any case.
– The conﬁrmation bias of researchers (selecting data sets com-
plying with the Weibull model and ignoring data sets con-
tradicting it.
– Because of its popularity, a single Weibull distribution is fre-
quently imposed on data sets whose empirical cumulative dis-
tribution clearly indicates that they do not come from a single
Weibull population.
– The Weibull distribution is the correct model in the important
case where fracture is controlled by the size of the ﬂaws (e.g.
voids and inclusions) and the ﬂaw size can be approximated
well by an inverse power law distribution.
– For relatively small stress magnitudes, the lower tail of the
probability that a ﬂaw will be critical can often be approxi-
mated reasonably well by a power law dependence and the
Weibull distribution approximates well the probability of
failure.
The outlined limitations associated with the traditional Weibull
model means also that the software tools based on this model are
not capable of predicting correctly the probability of failure initi-
ated by ﬂaws and assessing design alternatives. The software tools
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(Nemieth, 2005) for example, are both based on theWeibull model.
Despite the theoretical ﬁndings presented in earlier work
(Todinov, 2009), no direct experimental evidence has been pre-
sented against theWeibull model and no alternative of the Weibull
model has been proposed for determining the probability of failure
of real materials. The present paper aims to ﬁll this gap.2. Applicability of Eq. (3)
Eq. (3) does not require any assumptions concerning the phys-
ical nature of the ﬂaws and the physical failure mechanism. It is a
truly general equation and can be applied in any case of failure lo-
cally initiated by ﬂaws. As can be veriﬁed, it describes correctly the
case where failure is controlled by the strength of ﬂaws. In this
case, Fc(r) can be interpreted as the strength distribution of the
ﬂaws. The ﬂaws present in real materials are rarely simple cracks
that satisfy the equations of fracture mechanics! The ﬂaws could
be machining ﬂaws, scratches, voids, inclusions, etc. The mecha-
nism of forming unstable cracks from these ﬂaws is very complex
and still not very well understood.
Apart from the case where failure is controlled by the strength
of the ﬂaws, Eq. (3) also captures the cases where failure is con-
trolled by the location and the orientation of the ﬂaws. In many
cases failure depends not only on the strength of the ﬂaws but also
on the location of the ﬂaws in the matrix. Thus, a surrounding ma-
trix with small fracture toughness makes the propagation of a fast
crack easier compared to a surrounding matrix with large fracture
toughness. Eq. (3) naturally incorporates the probability of a favor-
able location of the ﬂaw. Indeed, suppose that for the bar in Fig. 1a,
subjected to a uniaxial tension, a number of ﬂaws with spherical
size and number density k exist. The ﬂaw size X is characterized
by a cumulative distribution P(X 6 x) = Y(x). Suppose for simplicity
that the ﬂaws locations follow a homogeneous Poisson process in
the volume of the bar. The volume fraction of structural constitu-
ents a and b are na and 1  na, respectively. Assume that the criticala
b
σ
σ
β
Fig. 1. (a) A bar subjected to uniaxial tension containing spherical ﬂaws of different si
containing disc-type ﬂaws of equal size and random orientation.size of a ﬂaw necessary to initiate failure at a loading stress r is a1,
if the ﬂaw resides in the a-constituent, and a2 if the ﬂaw resides in
the b-constituent. Given that, a ﬂaw resides somewhere in the
stressed volume V, the probability Fc(r) that the ﬂaw will initiate
failure (will be critical) can be determined by applying the total
probability theorem. The probability Fc(r) that a ﬂaw will be criti-
cal is a sum of the probability na[1  Y(a1)] that the ﬂaw will reside
in a and initiate failure and the probability (1na)[1  Y(a2)] that
the ﬂaw will reside in b and initiate failure
FcðrÞ ¼ na½1 Yða1Þ þ ð1 naÞ½1 Yða2Þ ð6Þ
The number density of the critical ﬂaws will then be kFc(r) or
k[na(1  Y(a1)) + (1  na)(1  Y(a2))]. The probability of failure of
the stressed bar is determined easily from Eq. (3):
FðrÞ ¼ 1 exp kV ½nað1 Yða1ÞÞ þ ð1 naÞð1 Yða2ÞÞð Þ ð7Þ
which has also been veriﬁed by simulations.
For ﬂaws of equal size, shaped as thin discs, bars or needles,
with number density k(r), in a matrix subjected to uniaxial ten-
sion, the strength of a ﬂaw is smaller than r only if the ﬂaw is with
a favorable crystallographic orientation with respect to the sur-
rounding matrix and with respect to the loading stress. In this case,
all of the ﬂaws will have a potential to cause failure but only those
with a favorable orientation with respect to the matrix and the
loading stress will cause failure. The probability Fc(r) that a ﬂaw
will be critical is equal to the probability Fc(r) that the ﬂaw will
be favorably oriented with respect to the surrounding matrix and
the loading stress. This probability can be determined by using
geometry considerations. If k(r) is the number density of the ﬂaws
with the potential to cause failure at a loading stress r, the number
density of the critical ﬂaws is given by k(r)Fc(r). In earlier work
(Todinov, 2009), an example has been provided related to failure
controlled by the ﬂaw orientation with respect to the loading stress
(Fig. 1b) which reveals the signiﬁcance of the concepts ‘ﬂaws in the
stressed volume V with a potential to cause failure at the stress
level r’ and ‘probability Fc(r) that a ﬂaw will be critical.’σ
θ∗
θ
σn
σ
σ
α
ze and two microstructural constituents; (b) a bar subjected to a uniaxial tension,
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material with a single type of artiﬁcial ﬂaws
A ﬂaw that will initiate failure with certainty, if it is present in
the volume or along the length of the loaded material will be
referred to as ‘critical ﬂaw’. A critical ﬂaw for example can be a ﬂaw
whose size exceeds a particular limit that depends on the loading
stress.
To demonstrate that in general, the minimum ﬂaw strength
does not necessarily follow a Weibull distribution, an easy to
reproduce experiment has been devised, involving 18 mm paper
strips. On the loaded length of L = 250 mm, random cuts of 10
and 3 mm length were made which acted as ﬂaws.
In order to make the axial loading more uniform, the paper
strips were loaded through triangular frames, free to rotate along
the perpendicular axes x, y and z (Fig. 2). The locations of the cuts
from each type follow a homogeneous Poisson process with num-
ber densities k1 = 1 m1, k2 = 1 m1. The number of cuts from each
size was generated by a specially designed generator of random
numbers following a homogeneous Poisson process, according to
the algorithm described in Appendix A. Once the random number
of cuts ‘k’ from a particular size was obtained, the locations of
the cuts xi on the paper strip were found by distributing them uni-
formly along the length L according to the relationship xi = L  ui,
i = 1,k where ui is a uniformly distributed random number in the
interval (0,1). To minimize the interference of the stress ﬁelds
around the cuts, adjacent cuts were alternatively placed on both
sides of the strip, as shown in Fig. 2.x
y
z
Cuts
F
Fig. 2. Experimental setting of a simple paper strip experiment.
0 5 10 15 20 25
Empirical probability of failure
0.0
0.1
0.2
0.3
0.4
0.5
0.6
Fig. 3. Empirical cumulative distribution of the probaThe paper strip was then loaded gradually and the breaking
load recorded. The results from n = 105 experiments are shown
in Fig. 3. An empirical cumulative distribution of the probability
of failure has been produced by ordering the breaking strength in
ascending order and plotting the load versus the rank estimate
Fi = i/(n + 1), where i = 1,2, . . . ,105 is the index of the ordered
measurements.
Only the lower part of the curve has been reproduced, corre-
sponding to the loading range where no random cuts were present
on the strip (there was no failure for these strips within the repre-
sented load region).
The paper strip fails at the cut with the smallest strength. As can
be seen from the experimental cumulative distribution of the prob-
ability of failure, the distribution of the minimum failure load does
not follow theWeibull model. We must point out that the reason is
certainly not that the strength distribution of the cuts is a two-
point distribution, containing only two possible values for the
strength. As can be seen from the graph in Fig. 3, the cuts from each
size cannot be made identical. Both, the large cuts and the small
cuts are characterized by their own unique strength distributions.
The Weibull model fails to capture the variation of the probability
of failure primarily because the Weibul model is characterized by a
strictly increasing function of the probability of failure with the ap-
plied stress. A strictly increasing function however, cannot approx-
imate a probability of failure which does not increase for a
particular loading region. The beginning of such a loading region
where the probability of failure is constant, is marked by a load
for which all big cuts are critical (cause failure if present in the
strip) and the end is marked by the largest load for which none
of the small cuts are critical (Fig. 3).
The reason for this behavior of the cumulative distribution can
be explained by the simple thought experiment presented in ear-
lier work (Todinov, 2009) involving a stressed piece of wire (glass
ﬁbre, strip) with length L, containing a single type of ﬂaws (e.g.
scratches, cuts, etc.).
The empirical probability of failure obtained from the paper
strip experiment is in agreement with the predictions from Eq.
(4). Indeed, according to Eq. (4) in the loading region between 20
and 30 N where all large cuts are critical but none of the small cutsLoading force, N
30 35 40 45 50
bility of failure of paper strips with random cuts.
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M = 2 gives
FðrÞ ¼ 1 exp½Lk1Fc1ðNÞ ¼ 1 expð0:25 1 1Þ  0:22
In the loading region beyond 46 N where all cuts become criti-
cal Fc1(N) = 1, Fc2(N) = 1. Substituting in Eq. (4) where M = 2 gives
FðrÞ ¼ 1 exp½Lðk1Fc1ðNÞ þ k2Fc2ðNÞÞ
¼ 1 exp½0:25 ð1 1þ 1 1Þ  0:4
Both results agree with the experimental observations.
According to the Weibull model however,
ðFðrÞ ¼ 1 exp Lðr=r0Þm
 
; m > 0 ð8Þ
the probability of failure is a strictly increasing function of the ap-
plied stress pf (r2) > pf (r1) (Fig. 4). The Weibull model yields incor-
rect probability of failure in the ﬂat region of the empirical
cumulative distribution! The probability of failure should remain
the same: pf (r2) = pf (r1) because the expected number of ﬂaws
has not been altered in the stress interval (r1,r2) belonging to the
ﬂat region of the dependence in Fig. 3. The conclusion from the sim-
ple paper strip experiment is that the classical Weibull model, withApplied 
stress, σ
f σ), Probability of failure
1
0 σ 1 σ2
f σ2)
p (
p (
p (f σ1)
Fig. 4. According to the Weibull model, the probability of failure is a strictly
increasing function of the applied stress.
0 5 10 15 20 25
(-1/L) ln[1-F(N)]
0.0
0.5
1.0
1.5
2.0
2.5
3.0
Fig. 5. A log-reliability ploits strictly increasing function, is incapable of approximating a con-
stant probability of failure over a loading region. As the experimen-
tal evidence shows, such regions are typical in cases where the
largest ﬂaws are all critical but the loading magnitude is insufﬁcient
to make the smaller ﬂaws unstable.
The Weibull model does not capture the experimental distribu-
tion of the probability of failure which shows that the Weibull
function is not the model describing the variation of the minimum
strength.
For the experiment with paper strips, the logarithmic plot (1/
L)  ln[1  F(N)] versus the breaking strength N gives the load
dependence of the number density of critical ﬂaws H(N) =
k1F1(N) + k2F2(N). As can be veriﬁed from the graph in Fig. 5, this
dependence cannot be approximated by a power law.
If, for example, a power law is ﬁtted to the number density of
the critical 10 mm cuts in the low-stress region, estimating the
probability of failure by a Weibull distribution for a loading close
to 30 N will result in a large overestimation of the probability of
failure.
As can be veriﬁed from Fig. 5, between 17 and 31 N loading, the
number density of the critical ﬂaws remains the same, which is re-
ﬂected by a constant probability of failure of the strip in this inter-
val. This is because at about 17 N, nearly all large 10 mm cuts
become critical but a load below 31 N is not sufﬁcient to make
the 3 mm cuts critical. Once the load of 31 N is exceeded, the small
3 mm cuts start to become critical and the curve rises again. This
complex behavior of the stress variation of the number density
of the critical ﬂaws cannot be captured by a power law dependence
and therefore the Weibull model is inadequate for describing the
distribution of the minimum failure load.
A similar logarithmic plot was also built for a carbon–epoxy
composite (Fig. 6). Published experimental data involving car-
bon–epoxy strips with thickness 0.89 mm, width 15 mm and
stressed length 130 mm were used (Table 1, Dirikolu et al., 2002).
As can be veriﬁed from Fig. 6, beyond 480 MPa, the number den-
sity of the critical ﬂaws remains the same, which is reﬂected by a
constant probability of failure of the epoxy strip. The apparent
slight rise of the dependence in the ﬁgure beyond 480 MPa is
caused by the approximation – the relatively small number of
observations n = 19 leads to relatively large steps during estimatingLoad, N
30 35 40 45 50
t for the paper strips.
Fracture strength, MPa
420 440 460 480 500 520 540 560
-(1/L) ln(1-F(σ))
0
1
2
3
4
5
6
7
8
9
10
11
12
Fig. 6. A log-reliability plot for epoxy–carbon composite material.
Table 1
Breaking strength of strips from carbon–epoxy composite (Dirikolu et al., 2002).
Test No. 1 2 3 4 5 6 7 8 9 10
Fracture strength (MPa) 532.7 502.5 442 473 519 502.7 477 510 522 552
Test No. 11 12 13 14 15 16 17 18 19
Fracture strength (MPa) 522 439 513.6 497.5 521.6 450.9 476.5 507.3 463.5
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so noticeable in Fig. 5 because of the larger number of experiments
(n = 105). Beyond a loading stress of 522 MPa, the rate of increase of
the number density of critical defects with the applied stress re-
duces signiﬁcantly. Again, these complex trends cannot be captured
by the strictly increasing power law dependence.
In Fig. 7, a logarithmic plot was built for SiC ﬁbres. Published
experimental data involving cumulative distribution of the
strength of 75 mm SiC ﬁbres were used (Lissart and Lamon (1997)).
In fact, the Weibull distribution always fails to approximate the
probability of failure, if the ﬂaws from a particular type become
unstable at a signiﬁcantly lower stress than the rest of the ﬂaws.
In this case, there will always be a stress interval within which
all ﬂaws from this particular type will be critical while the stress
magnitude will be insufﬁcient to make the rest of the ﬂaws critical.
In this stress region, increasing the loading stress will not result in
increasing the probability of failure and the Weibull model will not
be valid.
The Weibull model is not applicable:
– If no additional ﬂaws are created with increasing the applied
stress (e.g. ﬂaws during manufacturing and handling optical
ﬁbres and wires).
– If more than one type of ﬂaws are present in the material.
– If the number density of critical ﬂaws does not increase as a
power function of the applied stress.
4. Effect of the gauge length on the shape of the cumulative
distribution of the probability of failure. Flaw screening
A series of simulation experiments have also been conducted in
order to investigate the effect of the gauge length on the cumula-tive distribution of the probability of failure, and the effect of the
shape of the original distribution on the shape of the cumulative
distribution of the probability of failure. The experiments consist
of generating ﬂaws of the same type and two sizes – small ﬂaws
whose strength varies uniformly in the interval [32 N,46 N] and
large ﬂaws whose strength varies uniformly in the interval
[11 N,18 N]. The cumulative distribution of the ﬂaw strength is
GðxÞ ¼ x a
b a ð9Þ
where a = 32; b = 46 for the small ﬂaws and a = 11; b = 18 for the
large ﬂaws.
Again, the number density of the ﬂaws was set to be 1 m1 for
each ﬂaw size. The location of the ﬂaws from each size on ‘virtual
strips’ with different gauge length were simulated by using the
generator of a random variable following a homogeneous Poisson
process in Appendix A. For each ﬂaw location, the ﬂaw size is
determined. Because of the same ﬂaw number density, each ﬂaw
has an equal chance of being small or large. The ﬂaw size is deter-
mined by generating a random number k uniformly distributed in
the interval [0,1]. If k 6 0.5, the ﬂaw was assumed to be small,
otherwise, the ﬂaw was assumed to be large. Next, a random
strength for the ﬂaw was generated from
si ¼ aþ ðb aÞ  ui ð10Þ
where ui is a random number uniformly distributed in the interval
[0,1] and where a = 32; b = 46 for the small ﬂaws and a = 11; b = 18
for the large ﬂaws.
After each act of generating ﬂaws following a homogeneous
Poisson process, a scan of all ﬂaws on the virtual strip is performed
to identify the ﬂaw with the smallest strength. According to the
Failure stress, σ [MPa]
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Fig. 7. A log-reliability plot for SiC ﬁbres.
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strip.
The results from this simulation experiment, for gauge lengths
0.25, 2 and 5 m are shown in Fig. 8.
As can be veriﬁed from the graph, with increasing the gauge
length of the specimens during the experiments, an effect referred
to as ‘ﬂaw screening’ is taking place. For the shortest gauge length
(0.25 m), both ﬂaw sizes can fail the specimen and the strength
distributions characterizing both ﬂaw sizes are present in the
cumulative distribution of the strength distribution. This is be-
cause for short gauge lengths, there is a large probability that the
gauge length contains ﬂaws from one size only and does not con-
tain a ﬂaw from the other size.Fig. 8. Dependence of the cumulative distribution of thFor the largest gauge length however, the picture changes dra-
matically. The smaller ﬂaw size is not present at all in the cumula-
tive distribution. The small ﬂaws have been fully ‘screened’ by the
large ﬂaws which initiated all recorded failures. For the intermedi-
ate gauge length of 2 m, a partial screening of the small ﬂaws has
taken place.
There is a marked deviation of the cumulative distribution of
the larger ﬂaws from a straight line for a gauge length L = 5 m, de-
spite that all ﬂaw strengths come from an uniform distribution
whose cumulative distribution function (see Eq. (9)) is a straight
line. This seeming anomaly is caused by the circumstance that
the strength of the large ﬂaws is not selected randomly, but is al-
ways equal to the minimum among several ﬂaw strengths follow-e tensile strength on the gauge length of the strip.
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bution of the minimum strength is given by
FinðxÞ ¼ 1 ½1 GðxÞn ð11Þ
where G(x) is given by Eq. (9). Eq. (11) is a nonlinear function of the
strength x.
Since the shape of the cumulative distribution of the strength
varies dramatically with the variation of the gauge length, the
same gauge length should be used for comparing materials. In or-
der for all ﬂaw populations to be present on the strength distribu-
tion, with minimal ﬂaw screening, a short gauge length should be
selected. In selecting a short gauge length however, the clamp ef-
fects during ﬁbre testing need to be taken in consideration as it
has been pointed out by Phoenix and Sexsmith (1972).
5. Stress hazard density and cumulative stress hazard density
Here, we derive a general equation regarding the probability of
failure of stressed material, irrespective of whether failure is initi-
ated by ﬂaws or not. This is done by using the concept stress hazard
density h(r).
With stress hazard density we will denote the quantity
hðrÞ ¼ f ðrÞ
VRðrÞ ð12Þ
where f(r) = dF(r)/dr is the failure probability density function,
R(r) = 1  F(r) is the probability of surviving a loading stress r.
The conditional probability of failure in the inﬁnitesimally small
stress interval (r,r + dr) given that the component has survived a
loading stress r is given by
Pðr < rf < rþ drjrf > rÞ ¼ f ðrÞdrRðrÞ ð13Þ
Using the concept stress hazard density, the conditional probability
of failure in the inﬁnitesimally small stress interval (r,r + dr) can
be presented as Vh(r)dr.
Eq. (12) can be presented as:
hðrÞ ¼  R
0ðrÞ
VRðrÞ ð14Þ
which is a separable differential equation with initial condition
R(r = 0) = 1. Presenting Eq. (14) as
VhðrÞdr ¼ dRðrÞ=RðrÞ
and integrating both sides from 0 to r gives
V
Z r
0
hðmÞdm ¼ lnRðrÞ þ C
and from R(r = 0) = 1, we get C = 0. Finally, the probability of failure
of the component can be presented as
FðrÞ ¼ 1 exp½V
Z r
0
hðmÞdm ð15Þ
HðrÞ ¼ R r0 hðmÞdm will be referred to as cumulative stress hazard den-
sity. Hence, the probability of failure can be expressed as a function
of the cumulative stress hazard density
FðrÞ ¼ 1 exp½VHðrÞ ð16Þ
As can be seen, Eq. (16) is very general. During its derivation the no-
tions ‘ﬂaws’, ‘strength of ﬂaws’, ‘critical ﬂaws’ or ‘locally initiated
failure by ﬂaws’ have not been used. As a result, Eq. (16) is a more
general model, with wider validity, compared to earlier models de-
rived on the basis of the notions ‘ﬂaws’ ‘critical ﬂaws’ and ‘fracture
locally initiated by ﬂaws’.The cumulative stress hazard density is a material property and
reﬂects the properties of the matrix, the ﬂaws, their location, orien-
tation, etc., at different levels of the loading stress. For the same le-
vel of the loading stress, the cumulative stress hazard density is the
same, for different size of the stressed volume/gauge length. In the
case of a ﬁbre with gauge length L, the analogue of Eq. (16) is the
equation
FðrÞ ¼ 1 exp½LHðrÞ ð17Þ
Solving Eq. (17) with respect to LH(r) we get:
LHðrÞ ¼ ln½1 FðrÞ ð18Þ
From Eq. (18), it follows that for two ﬁbres with gauge lengths L0
and L1, the following relationships hold:
 L0HðrÞ ¼ ln½1 F0ðrÞ ð19Þ
 L1HðrÞ ¼ ln½1 F1ðrÞ ð20Þ
Because H(r) is a material characteristics and therefore the same for
both gauge lengths, dividing both sides of Eqs. (19) and (20) yields
L0
L1
¼ ln½1 F0ðrÞ
ln½1 F1ðrÞ ð21Þ
The ratio of the logarithms of the probabilities of surviving the same
stress level is equal to the ratio of the gauge lengths. Eq. (21) can
also be presented as
F1ðrÞ ¼ 1 exp L1 ln½1 F0ðrÞL0
 
ð22Þ
From Eq. (22), it follows that the probability of failure F0(r) char-
acterizing a particular gauge length L0 at a particular stress level
r, can help determine the probability of failure F1(r) characteriz-
ing another gauge length L1 without the need for determining
the cumulative stress hazard density characterizing the stress
level r.
For ﬂaws whose locations follow a non-homogeneous Poisson
process with density k(x,y,z) in the stressed volume V, the equation
derived for the probability of failure F(r) in earlier work (Todinov,
2009) is Eq. (3) where kðrÞ ¼ 1V
R
V kðx; y; zÞdv is the average number
density of ﬂaws with a potential to cause failure at a loading stress
r and Fc(r) is the probability that a ﬂaw will be critical.
Comparing Eqs. (15) and (3) we arrive at the important link:
HðrÞ ¼ kðrÞFcðrÞ ð23Þ
In the case of failure controlled by ﬂaws, the cumulative hazard
stress density in fact measures the detrimental effect of the ﬂaws.
Indeed, since HðrÞ ¼ kðrÞFcðrÞ, the detrimental effect increases pro-
portionally with increasing the number density of the ﬂaws and
their probability of initiating failure (virulence). For multiple types
of ﬂaws HðrÞ ¼PMi¼1kiðrÞFciðrÞ, the most detrimental type of ﬂaws
is the one with the largest ki(r)Fci(r).
Differentiating (23) with respect to r yields another important
link
hðrÞ ¼ k0ðrÞFcðrÞ þ kðrÞF 0cðrÞ ð24Þ
The product Vh(r)dr is the conditional probability that the compo-
nent will fail in the inﬁnitesimal stress interval (r,r + dr) given that
it has survived loading stress of magnitude r. The conditional prob-
ability Vh(r)dr has two components. The ﬁrst component
Vk0ðrÞFcðrÞdr is due to the increase of the number density of the
ﬂaws with a potential to cause failure and the second component
VkðrÞF 0cðrÞdr is due to the increase of the probability that a partic-
ular defect will cause failure. Vh(r)dr therefore gives the expected
increase of the number of critical ﬂaws from increasing the loading
stress by the inﬁnitesimal quantity dr.
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HðrÞ  kðrÞFcðrÞ ¼ ð1=VÞ  ln½1 FðrÞ ð25Þ
In Eq. (25), ln[R(r)]/V, where R(r) = 1  F(r) is the reliability on
demand at a loading stress r – the probability that the specimen
will survive the loading stress r. This quantity is numerically equal
to the number density of the critical ﬂaws at a stress level r and is
an invariant provided that the volume V is kept constant. This quan-
tity is equal to the cumulative stress hazard density at a loading
stress r.
The cumulative stress hazard density HðrÞ ¼PMi¼1kiðrÞFciðrÞ
can be estimated from experimental measurements of the failure
stress. As a result, there is no need to assume a power law stress
dependence which is implied if the Weibull model is used. In short,
materials are left ‘to speak’ for themselves and not forced to obey
the power law by ﬁtting their properties with theWeibull function.
Suppose now that the graph of the cumulative hazard stress
dependence HðrÞ ¼ k1ðrÞFc1ðrÞ þ k2ðrÞFc2ðrÞ þ    þ kMðrÞFcMðrÞ
is known for a material with multiple types of ﬂaws i
(i = 1,2, . . . ,M). Suppose that the failure is controlled by the ﬂaws
and the stress regions within which the ﬂaws from the different
types become critical are well separated. Since the number density
of the ﬂaws from any particular type does not vary with increasing
stress, a plateau on the cumulative stress hazard dependence at a
stress rx means that for all ﬂaw types i(i = 1,2, . . . ,k), for which
the ﬂaws become critical at a stress below rx, the relationship
Fc1ðrÞ ¼ Fc2ðrÞ ¼    ¼ FckðrÞ ¼ 1 ð26Þ
holds. The plateau on the curve (1/V)  ln[R(rx)] versus rx then
corresponds to the combined number density k1ðrÞ þ k2ðrÞ þ    þ
kkðrÞ of the ﬂaws which become critical below the stress r = rx.
Accordingly, the ﬁrst plateau on the cumulative stress hazard
dependence corresponds to the number density of the largest
(most virulent) critical ﬂaws.
The cumulative stress hazard density is an important character-
istics, which permits extrapolating the behavior of the material un-
der loading. It is a key to determining the probability of failure of
components under load.
Suppose now that a component with complex shape is loaded
and failure is locally initiated by the maximum local tensile stress.
Let the component be divided into elementary sub-volumes
DV1 =DV,DV2 = DV, . . . ,DVM = DV, the maximum local tensile
stresses in which are r1,r2, . . .,rM, respectively. The probability
of survival P0 of the component is a product of the survival proba-
bilities of the separate sub-volumes or:
P0 ¼ exp½DV1Hðr1Þ      exp½DVMHðrMÞ ð27Þ
holds. This transforms into
P0 ¼ exp½DV1Hðr1Þ      DVMHðrMÞ ð28Þ
which is equivalent to
P0 ¼ exp V 1M
XM
i¼1
HðriÞ
" #
ð29Þ
The probability of failure of the component is then given by
pf ¼ 1 exp V
1
M
XM
i¼1
HðriÞ
" #
ð30Þ
The cumulative hazard stress density can be built for an important
range of materials (e.g. glass, ceramics and composites) whose fail-
ure is locally initiated by ﬂaws. These materials have important
applications in nuclear, automotive, aerospace, telecommunication
industry and medicine. The data base can then be used for all struc-
tural reliability calculations involving these materials. The method-
ology for determining the probability of failure rests on integratingthe experimentally obtained cumulative hazard stress density
throughout the volume of the component. A postprocessor for
determining the probability of failure initiated by ﬂaws for compo-
nents with complex shape can be used for this purpose. Essential
parts of the postprocessor are: a block for reading the output data
ﬁle from the ABAQUS software package for ﬁnite element analysis
for example, and a block for integrating the cumulative hazard
stress dependence and calculating the probability of failure. For
each ﬁnite element, the principal stresses characterizing the cen-
troid of the ﬁnite element and its volume can be extracted from
the ABAQUS output ﬁle.
6. Sensitivity of extrapolations related to the probability of
failure from one gauge length to another gauge length
In order to investigate the sensitivity of extrapolations of the
probability of failure from one gauge length to another gauge
length, a special computer simulation experiment has been de-
vised mimicking a real experiment. For a speciﬁed gauge length
L0, ﬂaws with a particular strength distribution are generated.
The locations of the ﬂaws on the selected gauge length follow a
homogeneous Poisson process with a speciﬁed density. The esti-
mate F^0ðrÞ of the probability of failure at the speciﬁed stress level
r was determined from the ratio F^0ðrÞ ¼ Nf =N of the number of
tests Nf (computer tests) in which the minimum strength charac-
terizing the generated ﬂaws on the gauge length was smaller than
the speciﬁed loading stress r and the total number N of tests. After
determining F^0ðrÞ, the estimated probability of failure for the lar-
ger gauge length L1 is obtained from Eq. (22).
Thus, for a loading stress 900 MPa, assumed normal strength
distribution of the ﬂaws with mean 1200 MPa and standard devia-
tion 108, and ﬂaw number density k = 0.10, 40 tests yield an esti-
mate of the probability of failure F^0ðrÞ ¼ 0:025 for a gauge
length L0 = 30 mm. For a larger gauge length of L1 = 1500 mm,
substituting in Eq. (22) yields
F^1ðrÞ ¼ 1 exp 1500 ln½1 0:02530
 
¼ 0:71
The ‘true’ probability of failure for a gauge length of 1500 mm has
been estimated from 100,000 simulation trials, which yielded a
probability of failure of 0.28. As can be seen from the comparison,
the extrapolation for the probability of failure from small to large
gauge lengths leads to very large errors which render such predic-
tions meaningless. This is because the estimate F^0ðrÞ ¼ 0:025 of
the probability of failure from a relatively small number of tests is
associated with inevitable variations (error). This error is subse-
quently ampliﬁed by the transition from a small to a large gauge
length which leads to the very large error in the predicted probabil-
ity of failure.
The origin of this large error can be seen if Eq. (22) is presented
as
R1ðrÞ ¼ ½R0ðrÞL1=L0 ð31Þ
where R0(r) and R1(r) are the probabilities of survival for gauge
lengths L0 and L1. The absolute errors DR1(r) and DR0(r) associated
with the probabilities of survival at a loading stress r can be esti-
mated after differentiating Eq. (31) with respect to R0(r):
DR1ðrÞ  ðL1=L0Þ  ½R0ðrÞL1=L01DR0ðrÞ ð32Þ
By using Eq. (31), the last equation can be transformed into
DR1ðrÞ
R1ðrÞ  ðL1=L0Þ 
DR0ðrÞ
R0ðrÞ ð33Þ
In words, if L1/L0 > 1, the relative error DR0(r)/R0(r) in estimating
the survival probability for a small gauge length translates into a
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gauge length. If the converse is true (L1/L0 < 1), there is no error
multiplication.
Indeed, let us assume that the probability of failure estimated
from 40 tests at a gauge length 1500 mm is used to estimate the
probability of failure at a gauge length of 30 mm. The computer
simulation yields an estimate for the probability of failure
F^0ðrÞ ¼ 0:25. Substituting this value in Eq. (22) yields an estimate
F^1ðrÞ ¼ 1 exp 30 ln½1 0:251500
 
¼ 0:0057
for the probability of failure of a ﬁbre with a gauge length 30 mm.
This estimate is close to the ‘true’ estimate 0.006 for the gauge
length of 30 mm, obtained on the basis of 100,000 simulation trials.
In cases where the cumulative hazard stress density for the
material is unknown or the number of tests from which it has been
estimated is small and the focus is on improving the reliability of
designs, an efﬁcient way of avoiding very large errors in the pre-
dicted probability of failure, is not to attempt prediction of the abso-
lute reliability. Competing designs can simply be compared on the
basis of their reliability which is calculated with the same prede-
ﬁned cumulative hazard stress density. In this respect, despite that
the absolute reliability level remains unknown, the relative reli-
ability level can be increased by selecting an appropriate design.
In order to isolate and assess the impact of the design shape or
type of loading on the probability of failure of brittle components,
the same notional material properties, number density of ﬂaws,
fracture criterion and distribution of the ﬂaw size, can be assumed
for all competing designs. Given these common assumed proper-
ties, the probabilities of overstress failure characterizing the com-
peting designs are compared and the design characterized by the
smallest probability of overstress failure selected.
7. General reliability integral
Now, consider a bar subjected to overstress loading, where the
applications of the loading stress follow a homogeneous Poisson
process with density q. Suppose that the cumulative distribution
of the magnitude of the loading stress X is FL(x) and the probability
that a ﬂaw will be critical at a loading stress x is Fc(x). The proba-
bility that a load application will be critical is given by 1  FL(x),
which is the probability that the stress magnitude will exceed a
stress with magnitude x. The probability that there will be no crit-
ical loads during the time interval (0, t) (there will be no stress
magnitude greater than x) is given by
P0 ¼ exp½qtð1 FLðxÞÞ ð34Þ
The probability that there will be no failure of the loaded bar is a
sum of the probabilities of the mutually exclusive events: ‘there will
be no failure given that there are no ﬂaws in the material’ and ‘there
will be no failure given that there exists at least a single ﬂaw in the
bar’. For a constant ﬂaw number density, the probability that there
will be no ﬂaws in the stressed volume V of the bar is exp(kV). The
probability that the smallest ﬂaw strength will be in the inﬁnitesi-
mal stress interval x, x + dx, is kVF 0cðxÞ  exp½kVFcðxÞdx, obtained
by differentiating Eq. (3). This probability, multiplied by the proba-
bility that no stress magnitude will exceed strength of magnitude x
gives the probability
exp qt½1 FLðxÞð ÞkVF 0cðxÞ  exp½kVFcðxÞdx ð35Þ
that there will be no failure of the bar given that the minimum ﬂaw
strength is in the stress interval x, x + dx. Finally, applying the total
probability theorem, the probability that there will be no failure of
the bar for any value of the stress from 0 to 1 becomes:RðtÞ ¼ expðkVÞþ kV
Z 1
0
exp ½qtð1 FLðxÞÞþ kVFcðxÞð Þ F 0cðxÞdx
ð36Þ
This is a general integral giving the reliability associated with time
interval t, and random loading. The integral has been validated by a
Monte Carlo simulation.
Indeed, assume a loading stress following the extreme-value
distribution: FL(x) = exp(exp[(x  n)/h]), n = 119, h = 73.64,
q = 0.5 year1, t = 4 years, V = 40 cm3, k = 0.25 cm3. Assume that,
the strength of the ﬂaws follows the negative exponential distribu-
tion Fc(x) = 1  exp[(x  200)/1000] for x > 200 MPa and Fc(x) = 0
for x 6 200 MPa. Substituting these numerical values in Eq. (36)
yields R(4) = 0.792 for the reliability of the loaded bar, associated
with 4 years of operation. This result has been conﬁrmed by the
probability of 0.792 obtained from 100,000 Monte Carlo simulation
trials. This, and a number of additional Monte Carlo simulations
validated the theoretical model (36).
8. Conclusions
1. An easily reproduced experiment involving artiﬁcial ﬂaws
has been proposed showing that in the case of non-interact-
ing ﬂaws of the same type and different sizes, the distribu-
tion of the minimum failure load does not follow a
Weibull distribution.
2. New fundamental concepts have been introduced referred to
as ‘hazard stress density’ and ‘cumulative hazard stress den-
sity’. These concepts helped derive an equation giving the
probability of failure without using the notions ‘ﬂaws’ and
locally initiated failure by ﬂaws. The derived equation ismore
general than earlier models. The cumulative hazard stress
density is an important ﬁngerprint of materials and can be
used for determining the reliability of loaded components.
3. The cumulative hazard stress density establishes important
links with earlier models. In the case of failure locally initi-
ated by ﬂaws, it is numerically equal to the product of the
number density of the ﬂaws with a potential to cause failure
and the probability that a ﬂaw will be critical at the speciﬁed
loading stress.
4. The Weibull distribution with its strictly increasing function,
is incapable of approximating a constant probability of fail-
ure over a loading region. The Weibull distribution fails to
approximate correctly the probability of failure if the ﬂaws
from a particular type become unstable at a signiﬁcantly
lower stress than the rest of the ﬂaws. In this case, there will
always be a stress interval within which all ﬂaws from this
particular type will be critical while the stress magnitude
will be insufﬁcient to make the rest of the ﬂaws critical. In
this stress region, increasing the loading stress will not
result in increasing the probability of failure and the Weibull
model will not be valid.
5. Using the cumulative stress hazard density makes it unnec-
essary to assume a power law stress dependence which is
implied if the Weibull model is used. Materials are left ‘to
speak’ for themselves and are not forced to obey the power
law by ﬁtting their properties with the Weibull model.
6. The ‘ﬂaw screening effect’ where all or part of the ﬂaws from
a particular type or size do not show on the cumulative dis-
tribution plot of the probability of failure has been investi-
gated by computer simulations. We show that, the
cumulative distribution plot is highly dependent on the
selected gauge length during the experiments.
7. The strength of the ﬂaws is not a ﬁxed quantity but a ran-
dom variable depending on the ﬂaw location, ﬂaw type, ﬂaw
orientation with respect to the matrix and the local stress
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by the concept conditional probability that the ﬂaw will be
critical.
8. Predictions of the probability of failure from tests related to a
small gauge length to a large gauge length are associatedwith
large errors which increase in proportionwith the ratio of the
gauge lengths. Large gauge length ratios amplify the inevita-
ble errors in the probability of failure associated with the
small gauge length to a level which renders the predicted
probability of failure of the large gauge length meaningless.
9. In the case, where the cumulative hazard stress density for
the material has been obtained from a small number of tests
and the focus is on improving the reliability of designs, an
efﬁcient way of avoiding large errors in the predicted prob-
ability of failure is not to attempt prediction of the absolute
reliability. Competing designs can be compared on the basis
of their reliability which is calculated with the same prede-
ﬁned cumulative hazard stress density.
10. A general integral has been proposed for determining the
reliability of a loaded bar in the cases where the applications
of the loading stress follow a homogeneous Poisson process
with speciﬁed density. The integral has been veriﬁed by a
Monte Carlo simulation.
Appendix A
Random variables following a homogeneous Poisson process in
a ﬁnite interval with length a can be generated in the following
way. Successive, exponentially distributed random numbers
xi = (1/k)ln(ui), are generated according to the inverse transfor-
mation method, where ui are uniformly distributed random num-
bers in the interval (0,1). Subsequent realisations ti following a
homogeneous Poisson process with intensity k can be obtained
from: t1 = x1, t2 = t1 + x2, . . . , tn = tn1 + xn(tn 6 a). The number of
variables n, following a homogeneous Poisson process in the ﬁnite
interval, equals the number of generated values ti smaller than the
measure a of the interval.
The nth generated value tn = (1/k)ln(u1)  (1/k)ln(u2) 
    (1/k)ln(un) can also be presented as tn = (1/k)ln(u1u2 . . . un).
Generating uniformly distributed random numbers u1, . . . ,ui con-
tinues while ti = (1/k)ln(u1u2 . . . ui) 6 a and stops immediately if
ti > a. Because the condition (1/k)ln(u1u2 . . . ui) 6 a is equivalent
to the condition
u1u2 . . .ui P expðkaÞ
the algorithm in pseudocode for simulating a variable following a
homogeneous Poisson process in a ﬁnite length L becomes:Algorithm.
Limit = exp(kL); S = u_random(); k = 0;
While (SP Limit) do {S = S 	 u_random(); k = k + 1;}
At the end, the generated random value following a homoge-
neous Poisson process remains in the variable k.References
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