ABSTRACT. The notion of ∆-weakly mixing set is introduced, which shares similar properties of weakly mixing sets. It is shown that if a dynamical system has positive topological entropy, then the collection of ∆-weakly mixing sets is residual in the closure of the collection of entropy sets in the hyperspace. The existence of ∆-weakly mixing sets in a topological dynamical system admitting an ergodic invariant measure which is not measurable distal is obtained. Moreover, Our results generalize several well known results and also answer several open questions.
INTRODUCTION
The main aim of the current paper is to understand how complicated a topological dynamical system with positive topological entropy or with a non-distal ergodic invariant measure could be. In the process to do so, we strengthen several well known results along the line, and answer affirmatively or negatively several open questions. To explain the results that we obtain, we start with some definitions.
A (topological) dynamical system (X , T ) is a compact metric space (X , ρ) with T being a continuous map from X to itself. We say that a dynamical system (X , T ) is (topologically) transitive if for every two non-empty open subsets U and V of X there exists a positive integer n such that U ∩ T −n V = / 0. It is (topologically) weakly mixing if the product system (X × X , T × T ) is transitive. By the Furstenberg intersection Lemma, we know that if (X , T ) is weakly mixing, then for every n ≥ 2, the n-th product system (X n , T (n) ) := (X × X × · · · × X , T × T × · · · × T ) (n-times) is transitive.
A dynamical system (X , T ) is ∆-transitive if for every d ≥ 2 there exists a residual subset X 0 of X such that for every x ∈ X 0 the diagonal d-tuple x (d) =: (x, x, . . . , x) has a dense orbit under the action T × T 2 × · · · × T d . There are two important classes of dynamical systems which are ∆-transitive. Glasner [13] proved that if a minimal system is weakly mixing then it is ∆-transitive. Recently, the authors in [25] showed that if a dynamical system admits a weakly mixing invariant measure with full support then it is ∆-transitive.
In [32] , Moothathu showed that ∆-transitivity implies weak mixing, but there exists some strongly mixing systems which are not ∆-transitive. Using a class of Furstenberg families introduced in [8] , the authors in [9] characterized the entering time sets of transitive points into open sets in ∆-transitive systems. We will give a more natural characterization of ∆-transitive systems by the generalized hitting time sets of open sets (see Proposition 3.1).
Intuitively, one can define that a dynamical system (X , T ) is ∆-weakly mixing if the product system (X × X , T × T ) is ∆-transitive. We show that this kind of ∆-weakly mixing is in fact equivalent to ∆-transitivity (see Proposition 3.2), and then ∆-transitivity shares similar properties of weakly mixing.
Blanchard and Huang [7] introduced a local version of weak mixing, named it as weak mixing sets. A closed subset A of X with at least two points is weakly mixing if for any k ∈ N, any non-empty open subsets U 1 ,U 2 , . . . ,U k and V 1 ,V 2 , . . . ,V k of X intersecting A (that is U i ∩ A = / 0 and V i ∩ A = / 0) there exists m ∈ N such that U i ∩ T −m V i is a non-empty open set intersecting A for each 1 ≤ i ≤ k.
Inspired by this we say that a closed subset A of X is ∆-transitive if for every d ≥ 2 there exists a residual subset A 0 of A such that for every x ∈ A 0 , the orbit closure of the diagonal d-tuple x (d) under the action T × T 2 × · · · × T d contains A d . A closed subset A of X with at least two points is ∆-weakly mixing if for every n ≥ 1, A n is ∆-transitive in the n-th product system (X n , T (n) ). It is easy to see that (X , T ) is ∆-weakly mixing if and only if X is a ∆-weakly mixing set. Note that when defining the local version, a subset A is ∆-weakly mixing is not equivalent to the ∆-transitivity of A (see Remark 3.5) .
The first part of this paper studies the properties of ∆-weakly mixing subsets and ∆-weakly mixing systems. A nice characterization of weak mixing was obtained in [38] , and was extended to weakly mixing sets in [7] . We show that ∆-weakly mixing sets share a similar characterization as weakly mixing sets. uniformly on x ∈ B and j = 1, 2, . . ., d.
To get a topological analogue of Kolmogorov systems in ergodic theory, Blanchard initiated the study of local entropy entropy and introduced the notion of entropy pairs [4, 5] . Later, Huang and Ye [20] introduced the notion of entropy n-tuples (n ≥ 2) in both the topological and measure theoretical settings. In order to find where the entropy is concentrated, the notion of an entropy set was introduced in [10] and [7] . Moreover, the authors in [7] proved that there are many weakly mixing sets in dynamical system with positive topological entropy involving the notion of entropy sets. More precisely, let W M(X , T ) be the collection of weakly mixing sets of (X , T ) and H(X , T ) be the closure of the collection of entropy sets in the hyperspace. They showed that in a dynamical system (X , T ) with positive entropy, H(X , T ) ∩W M(X , T ) is a dense G δ subset of H(X , T ). This result was further generalized in [27] . Let ∆-W M(X , T ) be the collection of ∆-weakly mixing sets in (X , T ). In the second part of the paper we will strengthen the above result in [7] by showing Theorem B. If a dynamical system (X , T ) has positive topological entropy, then
In fact, by results in [6] and the method in [7] , we know that if a dynamical system admits an ergodic invariant measure which is not measurable distal then there are also many weakly mixing sets. We strengthen this result by showing the existence of ∆-weakly mixing sets in the same setting. We note that unlike the method in the previous results we need to use results from the proof of multiple ergodic theorem by Furstenberg in [12] , not only the structure theorem of an ergodic system developed by Furstenberg [12] and Zimmer [39, 40] .
Theorem C. Let (X , T ) be a dynamical system. If there exists an ergodic invariant measure on µ such that (X , B, µ, T ) is not measurable distal, then there exist "many" ∆-weakly mixing sets in (X , T ).
We remark that Theorems B and C can be generalized to Z d -actions easily. Since in the proofs we need to use Szemeredi's Theorem, which is not clear for countable discrete amenable group actions, we do not know whether Theorems B and C are still valid for countable discrete amenable group actions.
In the final section we will discuss the non-classical Li-Yorke chaos, which generalizes several well known results in [2] and also answer several open questions in [33] (see Questions 6.1, 6.10 and 6.14 stated in our terminology).
PRELIMINARIES
In this section, we present some basic notations, definitions and results.
2.1. Density of subsets of non-negative integers. Let N and Z + denote the collection of positive integers and non-negative integers respectively. For a subset F of Z + , the upper density of F is defined by
where | · | is the number of elements of a finite set. Similarly, the lower density of F is defined by
We may say F has density D(F) if D(A) = D(A), in which case D(A)
is equal to this common value. We will need the following famous Szemeredi's Theorem [36] , see [12] for a ergodic theory proof by Furstenberg. A subset F of N is thick it contains arbitrarily long blocks of consecutive integers, that is, for every N ≥ 1 there is n ∈ N such that {n, n + 1, . . . , n + N} ⊂ F. A collection F of subsets of N is called a filter base if for any F 1 , F 2 ∈ F there exists a non-empty set
2.2. Compact metric spaces and hyperspaces. Let (X , ρ) be a compact metric space. We say that a non-empty subset A of X is totally disconnected if there only connected subsets of A are singletons. By a perfect set we mean a non-empty closed set without isolated point, by a Cantor set we mean a compact, perfect and totally disconnected set, and by a Mycielski set we mean a set which can be expressed as a union of countably many Cantor sets. For convenience we restate here a version of Mycielski's theorem ([34, Theorem 1]) which we shall use.
Theorem 2.2 (Mycielski Theorem)
. Let X be a perfect compact metric space. If R is a dense G δ subset of X × X , then there exists a dense Mycielski subset K of X such that for any two distinct points x, y ∈ K, the pair (x, y) ∈ R.
We will consider the following hyperspace associated to be the space X : 2 X , the collection of all non-empty closed subsets of X . We may endow 2 X with the Hausdorff metric ρ H defined by
The following family
forms a basis for a topology of 2 X called the Vietoris topology, where
is defined for arbitrary non-empty subsets S 1 , . . . , S n ⊂ X . It is not hard to see that the Hausdorff topology (the topology induced by the Hausdorff metric ρ H ) and the Vietoris topology for 2 X coincide. For more details on hyperspaces we refer the reader to [35] . A subset Q of 2 X is called hereditary if 2 A ⊂ Q for every set A ∈ Q. We will need the following lemma, which is a consequence of the Kuratowski-Mycielski Theorem (see [1, Theorem 5.10] 
2.3. Topological dynamics. By a (topological) dynamical system, we mean a pair (X , T ) consisting of a compact metric space (X , ρ) and a continuous map T : X → X . If K ⊂ X is a non-empty closed subset satisfying T (K) ⊂ K, then we say that (K, T ) is a subsystem of (X , T ) and (X , T ) is minimal if it has no proper subsystems. A point x ∈ X is minimal if it is contained in some minimal subsystem of (X , T ). A point x ∈ X is a fixed point if T x = x, or a periodic point if there exists n ∈ N such that T n x = x.
For two subsets U and V of X , we define the hitting time set of U and V by 
For a point x ∈ X and a subset U of X , we define the entering time set of x into U by
A point x ∈ X is transitive if the orbit of x, {T n x : n ∈ Z + }, is dense in X . Note that if (X , T ) is transitive then either X is a periodic orbit or perfect. If X is perfect or T is surjective, then (X , T ) is transitive if and only if there exists a transitive point in X if and only if the collection of transitive points of (X , T ) forms a dense G δ subset of X .
∆-TRANSITIVITY AND ∆-WEAKLY MIXING SETS
In this section, inspired by results in Blanchard and Huang [7] and Moothathu [32] , we will define and study a local version of ∆-transitive and ∆-weakly mixing properties which are called ∆-transitive and ∆-weakly mixing subsets, respectively.
3.1. ∆-transitivity. Recall that a dynamical system (X , T ) is called ∆-transitive if for every d ≥ 2 there is a residual subset X 0 of X such that for every x ∈ X 0 the diago- 
We have the following characterization of ∆-transitive systems. 
is open and dense in X . And then by the Baire Category Theorem,
By the construction, it is easy to check that for every x ∈ X 0 and d
Recall that a dynamical system (X , T ) is weakly mixing if the product system (X × X , T × T ) is transitive. Intuitively, one can define the concept of ∆-weak mixing as follows: a dynamical system (X , T ) is ∆-weakly mixing if the product system (X × X , T × T ) is ∆-transitive. But the following result reveals that this kind ∆-weak mixing is in fact equivalent to ∆-transitivity. Moreover, ∆-transitivity shares many similar properties of weak mixing (comparing Proposition 2.4).
Proposition 3.2. Let (X , T ) be a dynamical system. Then the following conditions are equivalent:
( (1) is obvious, and (3) ⇒ (1) follows from Proposition 3.1.
non-empty open subsets of X }, is a filter base; (3) for every d ≥ 2 and non-empty open subsets U
1 ,U 2 , . . . ,U d of X , N(U 1 ,U 2 , . . . ,U d ) is thick; (4) for every m ≥ 2, (X m , T (m) ) is ∆-transitive.
Proof. (4)⇒
(1)⇒ (2) We first show that if X is ∆-transitive, then (X , T ) is weakly mixing. This was first proved in [32, Proposition 3], we provide a proof here for completeness. For any nonempty open subsets U 1 ,U 2 ,U 3 ,U 4 of X , by Proposition 3.1 we have N(U 1 ,U 3 ,U 2 ,U 4 ) = / 0, that is there exists n ∈ N such that
0 and then (X , T ) is weakly mixing.
Now fix d ≥ 2 and non-empty open subsets
This means that the collection is a filter base.
(
Pick an integer n in this intersection.
Since the collection of hitting time sets is a filter base, we have
3.2. ∆-transitive subsets. The authors in [31] introduced a local version of transitivitytransitive subsets. Let (X , T ) be a dynamical system and A be a closed subset of X . We say that A is transitive if for every two non-empty open subsets U and
Similarly, we can define the local version of ∆-transitivity. We say that a closed subset A of X is ∆-transitive if for every d ≥ 2 and non-empty open subsets
Similarly to Proposition 3.1, we have the following characterization of ∆-transitive subsets which shows that the definition given here is equivalent to the one given in the introduction. Since the proof is almost the same, we omit it here. 
Unlike the case when A = X in Proposition 3.1, we can not remove the density condition of A 0 when considering ∆-transitive sets. For example, in the full shift ({0, 1} Z , σ ), pick a point x ∈ {0, 1} Z such that for every d ≥ 2, the the diagonal d-tuple (x, x, . . . , x) has a dense orbit under the action σ × σ 2 × · · · × σ d . But {x, 0 ∞ } is not a ∆-transitive set.
3.3. ∆-weakly mixing subsets. The authors in [7] introduced a local version of weak mixing-weakly mixing subsets. Let (X , T ) be a dynamical system and A be a closed subset of X with at least two points. We say that A is weakly mixing if for every n ≥ 1, A n is a transitive subset in (X n , T (n) ), that is for every n ≥ 1 and non-empty open subsets
Inspired by Proposition 3.2, we introduce the concept of ∆-weakly mixing sets as follows. We say that A is ∆-weakly mixing if for every n ≥ 1, A n is a ∆-transitive subset in (X n , T (n) ), that is for every n, d ≥ 2 and non-empty open subsets
It is clear that every ∆-weakly mixing set is weakly mixing. By [7, Proposition 4.2.] every weakly mixing set is perfect, then every ∆-weakly mixing set is also perfect. By Proposition 3.2, we know that a dynamical system is ∆-weakly mixing if and only if it is ∆-transitive. This is no longer true for ∆-weakly mixing and ∆-transitive sets, as the following remark shows.
Remark 3.5. In the full shift ({0, 1} Z , σ ), pick two distinct points
so it is not a ∆-weakly mixing set.
Denote by W M(X , T ) the collection of all weakly mixing sets in (X , T ). It is shown in [7, Theorem 4.4 
Our proof is motivated by the method in [7, Theorem 4.4] , but our proof is simpler since we avoid the discussion of the perfectness of subsets.
For a dynamical system (X , T ) and m ∈ N, we define a subset A m (X , T ) of 2 X as follows: a closed subset E of X with at least two points is in A m (X , T ) if and only if there are k ≥ 2 and open subsets
of X satisfying (1)-(3). Then there exists m ∈ N such that for any α ∈ {1, 2, . . ., k} k there exists x α ∈ X with
Take sufficiently small ε 1 > 0 such that for any α ∈ {1, 2, . . ., k} k ,
and F also has at least two points.
is an open subset of 2 X , it is sufficient to check that
and G has at least two points.
For any α ∈ {1, 2, . . ., k} k , since ε ≤ ε 1 and x α ∈ E, one has
and then for any α ∈ {1, 2, . . ., k} k
Proof. Let E be a ∆-weakly mixing set. Fix m ≥ 1. Note that E is perfect, then there are
by the definition of ∆-weakly mixing sets there exists m ∈ N such that for any α ∈ {1, 2, . . ., k} k ,
A m (X , T ).
A m (X , T ). 
This implies that E is ∆-weakly mixing and then ends the proof. Now, we turn to the proof of Theorem A, which characterizes the chaotic behavior of ∆-weakly mixing sets. There are several ways to prove it, here we follow some ideas in [30] .
Let (X , T ) be a dynamical system and E be a closed subset of X . For ε > 0 and
Since E is ∆-weakly mixing, E is perfect, so we can assume that m ≥ 1 ε . We arrange the collection of n-tuples on the set {1, 2, . . ., m} d as the finite sequence
. ., n and j = 1, 2, . . ., d. We apply this process inductively obtaining positive integers k 1 , k 2 , . . ., k ℓ and non-empty open subsets
Since E is perfect, we can assume that those z i 's are distinct. It is clear that {z 1 , . . ., 1, 2, . . ., n and j = 1, 2, . . ., d. This implies {z 1 , . .
Finally, by the above discussions and the definition of X (E), one has X (E) ∩ 2 E is a residual subset of 2 E . 
. ., n k and j = 1, 2, . . ., d. Going to a subsequence, we may assume that {q k } ∞ k=1 is increasing. We show that the sequence {q k } is as required. for every x ∈ A and j = 1, 2, . . ., d.
Proof. Fix a subset A of C, d ∈ N and continuous functions g j :
for i = 1, 2, . . ., n k and j = 1, 2, . . ., d. Going to a subsequence, we may assume that {q k } ∞ k=1 is increasing. We show that the sequence {q k } is as required. Fix any x ∈ A. There exists K 1 ∈ N such that x ∈ A k for all k ≥ K 1 . By the continuity of g j , for every ε > 0 there exists
Now we give the proof of Theorem A.
Proof of Theorem A. We first prove the necessity. Since E is ∆-weakly mixing, by Lemma 3.8 X (E)∩2 E is a residual subset of 2 E . Now by a consequence of the Kuratowski-Mycielski Theorem (see Lemma 2.3), there exists a countable Cantor sets
So the conclusion follows from Lemmas 3.9 and 3.10.
Now we prove the sufficiency. Let C be the set satisfying the requirement. Fix n, d ≥ 2 and non-empty open subsets U i, j of X intersecting E for i = 1, 2, . . ., n and j = 1, 2, . . ., d.
It is clear that E is perfect. There exists pairwise distinct points
It is clear that g j are continuous, thus we can find k ∈ N such that ρ(T j·k x i1 , g j (x i1 )) < ε for all i, j. Then T j·k x i1 ∈ U i( j+1) for all i, j, which implies
Therefore, E is ∆-weakly mixing.
Let (X , T ) be a dynamical system. Following [22] , for a tuple A A A = (A 1 , A 2 , . . ., A d ) of subsets of X , we say that a non-empty subset F ⊂ Z + is an independence set for A A A if for any non-empty finite subset J ⊂ F, we have
for any s ∈ {1, . . ., d} J . The notion of independence sets was first presented in [20] under the name interpolating set (see also [15] ), and in [16] when defining strong scrambled pairs. The authors in [17] systematically studied independence sets in topological and measurable dynamics. In particular, they characterized weakly mixing by the independent sets of open sets.
To get a characterization of weakly mixing sets, the authors in [28] introduced a local version of independence sets. Let A be a subset of X and U 1 ,U 2 , . . . ,U n be open subsets of X intersecting A. We say that a non-empty subset F ⊂ Z + is an independence set for (U 1 ,U 2 , . . .,U n ) with respect to A, if for every non-empty finite subset J ⊂ F, and
is a non-empty open subset of X intersecting A. We have the following characterization of ∆-weakly mixing subset. 
. ,U s(k) ).
This implies that {0, n, 2n, . . ., (k − 1)n} is an independent set for (U 1 ,U 2 , . . . ,U d ) with respect to A. Sufficiency. For every n, d ≥ 2 and non-empty open subsets U i, j of X intersecting A for i = 1, 2, . . ., n and j = 1, 2, . . ., d, there exists m ∈ N such that {0, m, 2m, . . ., ndm} is an independence set of (U i, j ) 1≤i≤n,1≤ j≤d with respect to A. Then
which implies that A is ∆-weakly mixing.
DYNAMICAL SYSTEMS WITH POSITIVE TOPOLOGICAL ENTROPY
Let (X , T ) be a dynamical system. An open cover is a family of open sets in X whose union is X . The join of two open covers U and V of X , denoted by U ∨ V , is the open cover {U ∩ V : U ∈ U and V ∈ V }. For an open cover U of X , define N(U ) as the minimum among the cardinals of the subcovers of U . The topological entropy of U with respect to T is
and the topological entropy of T is h(T ) = sup h(T, U )
where the supremum ranges over all open covers of X . Given a positive integer n ≥ 2, an n-tuple (x 1 , x 2 , . . . , x n ) of points in X is a topological entropy n-tuple if at least two of the points (x 1 , x 2 , . . ., x n ) are different and if whenever U i are closed mutually disjoint neighborhoods of distinct points x i , the open cover {U c i : i = 1, 2, . . ., n} has positive topological entropy with respect to T .
We have the following characterization of entropy tuples by independence sets, which was firstly proved in [20, Theorem 7.3] for Z-actions and was generalized in [22] for countable discrete amenable group actions. Theorem 4.1. Let (X , T ) be a dynamical system and n ≥ 2. Then a non-diagonal tuple (x 1 , x 2 , . . . , x n ) ∈ X n is a topological entropy n-tuple if and only if for any neighborhood U i of x i , (U 1 ,U 2 , . . .,U n ) has an independence set with positive density.
Let K ⊂ X be a non-empty set and U be an open cover of X . We say that U is admissible with respect to K if for any U ∈ U , K is not contained in the closure of U . A closed subset K of X with at least two points is called an entropy set if for any open cover U of X , admissible with respect to K, the topological entropy of U with respect to T is positive. Denote by E s (X , T ) the collection of all entropy sets of (X , T ) and by H(X , T ) the closure of E s (X , T ) in 2 X . An entropy point is a point x ∈ X such that the singleton {x} is in H(X , T ). Denote by E 1 (X , T ) the set of all entropy points of (X , T ). It is not hard to see that H(X , T ) = E s (X , T ) ∪ {{x} : x ∈ E 1 (X , T )}. We also have the following observation.
Lemma 4.2. Let (X , T ) be a dynamical system. If K ∈ 2 X contains at least two points, then K is an entropy set if and only if for any k
In this section, we focus on proving Theorem B. To do this, we need more results in [22] related to the independence sets. We say a closed shift invariant subset P ⊂ Σ 2 has positive density if it has an element with positive density. Then a tuple A A A has an independence set of positive density exactly when P A A A has positive density. We also say P is hereditary if any subset of any element in P is an element in P. It is obvious that P A A A is hereditary. For any subset P ⊂ Σ 2 , we say that a finite subset J ⊂ Z + has positive density with respect to P if there exists a K ⊂ Z + with positive density such that (K − K) ∩ (J − J) = {0} and K + J ∈ P. We say that a subset J ⊂ Z + has positive density with respect to P if every finite subset of J has positive density with respect to P. We need to mention that the Lemma 3.17 in [22] was shown for the case {0, 1} Z , but its proof is also valid for the case Σ 2 := {0, 1} Z + . Now, we start to prove Theorem B. Note that in the proof we need to use the Szemeredi's Theorem, which states that any subset of Z + with positive density contains arithmetic progressions of arbitrary finite length.
Proof of Theorem B. By Lemma 3.7, we know that the collection of ∆-weakly mixing sets is a G δ subset of 2 X . So it is enough to prove that this collection is dense in the collection of entropy sets. Now fix an entropy set E and ε > 0. Since E is compact and contains at least two points, there exists a finite subset {x 1 , x 2 , . . ., x n } of E with n ≥ 2 such that ρ H (E, {x 1 , x 2 , . . ., x n }) < ε/2. Choose pairwise disjoint closed neighborhoods {1, 2, . . ., n} 6 and
We shall construct, via induction on k, non-empty closed subsets A σ for σ ∈ E k with the following properties:
for every k ≥ 1, the collection {A σ : σ ∈ E k }, ordered into a tuple, has an independence set of positive density. Suppose that we have constructed all the sets A σ . Let
Note that A σ for all σ in a given E k are pairwise disjoint because of property (2) . Then A is a Cantor set. It clear that A ⊂ n i=1 A i and A ∩ A i = / 0 for i = 1, 2 . . . , n. Then ρ H (A, {x 1 , x 2 , . . . , x n }) < ε/2 and ρ H (E, A) < ε. By (4) and Theorem 4.1 we know that A is an entropy set. We use (2) and Proposition 3.11 to show that A is ∆-weakly mixing. Fix d ≥ 2 and non-empty open subsets U 1 ,U 2 , . . .,U d of X intersecting A. Pick a sufficiently large integer k ≥ d such that for every i = 1, 2, . . ., d there exists α i ∈ E k such that A σ i ⊂ U i and all those α i are pairwise distinct. By (2) there exists n k+1 ∈ N as required. Then {0, n k+1 , . . . , (d − 1)n k+1 } is an independent set for (U 1 ,U 2 , . . .,U d ) with respect to A. Thus A is ∆-weakly mixing. Now we construct the sets A σ . Define A σ for σ ∈ E 1 according to the property (1) . By the assumption the property (4) is satisfied for k = 1. Assume that we have constructed A σ for all σ ∈ E j and j = 1, 2, . . ., k with properties (1)-(4). Set A A A k to be {A σ : σ ∈ E k } ordered into a tuple.
By Lemma 4.4, there exists an H ⊂ Z + with positive density which also has positive density with respect to
There exists a K ⊂ Z + with positive density such that
Then K is an independence set of the collection
ordered into a tuple.
It follows from Lemma 4.3 that for every
and the collection {A σ : σ ∈ E k+1 }, ordered into a tuple, has independence set of positive density. Then properties (2)-(4) hold for k + 1. This ends the induction procedure and hence the proof of the theorem.
DYNAMICAL SYSTEMS ADMITTING A NON-MEASURABLE DISTAL ERGODIC

MEASURE
In this section, we aim to prove Theorem C. We refer the reader to [12, 14] for basic notions in ergodic theory, especially for the decomposition of the measure over a factor. In [6] the authors used the Furstenberg-Zimmer structure theorem of an ergodic system showing that a dynamical systems admitting a non-measurable distal ergodic measure is Li-Yorke chaotic. Since in our discussion the iterates of the map is involved, we can not simply use the structure theorem. However, we need some results of Furstenberg in the proof of Szemeredi's Theorem. Firstly, we state a proposition related to the measurable weak mixing extension in [12] . 
The following proposition is a direct consequence of the above one. 
We restate Proposition 5.2 in our purpose as following. 
The following multiple ergodic theorem is also needed in our proof. 
We have following result on the weakly mixing extension.
is weakly mixing. Let µ = µ y dν be the decomposition of the measure µ over ν.
. ., k} has positive ν-measure, then for every r ∈ N, there exist n ∈ N and c ′ > 0 such that
has positive ν-measure, where
for s ∈ {1, . . ., k} r .
Proof. 
Then there exists a subset H of N with positive lower density such that for every n ∈ H,
Fix ε = c r /10 and choose 0 < δ < λ /2. For any s ∈ {1, 2, . . ., k} r , by Proposition 5.3, there exists a subset F s ⊂ N with density one such that for any n ∈ F s
Let F = s F s . Then F also has density one. For every n ∈ F, one has
.
For any s ∈ {1, 2, . . ., k} r , one has
This ends the proof.
The following technical lemma is also needed. 
has positive ν-measure.
Proof. First, we have
Without loss of generality, assume that
Then there exists a subset Ω 0 of Y with positive ν-measure such that for every y
Clearly,
Then there exists n 0 ∈ N such that ν(Ω n 0 ) > 0. Set c = 1/n 0 and Ω ′ = Ω n 0 , which are as required.
After these preparations, we are ready to prove Theorem C. In fact we show a litter more, namely the ∆-weak mixing set exists in some fibre of π, where π is the factor map to the maximal measurable distal factor.
Proof of Theorem C. By the Furstenberg-Zimmer theorem [12, 39, 40] , the ergodic system (X , B, µ, T ) admits a maximal measurable distal factor π : (X , B, µ, T ) → (Y, D, ν, S) with the factor map π being a weakly mixing extension. Let µ = µ y dν be the decomposition of the measure µ over ν.
Without loss of generality, assume that x 1 , x 2 , . . . , x n are pairwise different. Fix a closed neighbourhood V i of x i such that V i ∩V j = / 0 for i = j. We will show that there is a ∆-weakly mixing set A ∈ V 1 , . . . ,V n in the fiber of π.
As 
has positive ν-measure. 2 , and
(4) for every k ≥ 1, there exists c k > 0 such that the set
has positive ν-measure. Suppose that we have constructed all the sets A σ . Let
Similar to the proof of Theorem B, we know that A is ∆-weakly mixing.
know that diam(π(A)) = 0 which implies that there exists y 0 ∈ Y such that A ⊂ π −1 (y 0 ).
We now construct the A σ . Define A σ for σ ∈ E 1 according to property (1) . By the construction of A i , property (4) is satisfied form k = 1.
Assume that we have constructed A σ for all σ ∈ E j and j = 1, . . . , k with the above properties. Let n k+1 ∈ N and c ′ > 0 be in Proposition 5.5 by applying the collection
has positive ν-measure. By Lemma 5.6, there exists c k+1 > 0 and closed subsets
has positive ν-measure. Consequently, properties (2-4) are also satisfied for k + 1. This completes the induction procedure and hence the proof of the theorem.
Remark 5.7. In the proof of Theorem C, we show that there are many ∆-weak mixing sets in the fiber of π. In fact, we conjecture that for a.e. y ∈ Y , π −1 (y) contains a ∆-weak mixing set.
NON-CLASSICAL LI-YORKE CHAOS
In this section, we study the non-classical Li-Yorke chaos. We will answer affirmatively three open questions stated in [33] and generalize some results obtained in [19, 2] in this section. To do this we start from some notions.
Following the idea in [29] , we usually define the Li-Yorke chaos as follows. Let (X , T ) be a dynamical system. A pair (x, y) ∈ X × X is called scrambled if A subset C of X is called scrambled if any two distinct points x, y ∈ C form a scrambled pair. The dynamical system (X , T ) is called Li-Yorke chaotic if there is an uncountable scrambled set in X . In 2002 Huang and Ye [19] showed that Devaney chaos implies Li-Yorke one by proving that a non-periodic transitive system with a periodic point is Li-Yorke chaotic. Also in 2002, Blanchard, Glasner, Kolyada and Maass [6] proved that positive topological entropy also implies Li-Yorke chaos. Among other things, Moothathu [33] introduced a concept of non-classical Li-Yorke chaos. For two positive integers r, s ∈ N, we say that a pair (x, y) ∈ X × X is (r, s) Using the results developed in previous sections, we have a positive answer to this question. In fact, we first show that the existence of ∆-mixing sets implies (r, s)-Li-Yorke chaos for any r, s ∈ N.
Theorem 6.2. Let (X , T ) be a dynamical system. If E is a ∆-weakly mixing set, then there exists a dense Mycielski subset C of E such that C is (r, s)-scrambled sets for any r, s ∈ N.
Proof. By Theorem A, there exists a countable Cantor subsets
C k is dense in E and satisfies relevant conditions. Then C is a dense Mycielski subset of E. It is sufficient to show that C is (r, s)-scrambled sets for any r, s ∈ N.
Fix two positive integers r, s ∈ N and two distinct points a, b ∈ E. For every two distinct points x, y ∈ C, define g r : {x, y} → E by g r (x) = a, g r (y) = a and g s = g r . By the conclusions of Theorem A, there exists an increasing sequence {q k } ∞ k=1 of positive integers such that lim Thus (x, y) is (r, s)-scrambled, which ends the proof.
Combining Theorems B and 6.2, we have It was shown in [19] that a non-periodic transitive system with a periodic point is LiYorke chaotic. Moreover, it was proved in [2] that if (X , T ) is transitive and there is a subsystem (Y, T ) such that (X × Y, T × T ) is transitive, then (X , T ) is Li-Yorke chaotic. We will extend the results to non-classical Li-Yorke chaos under the total transitivity assumption. To this aim, first we need some results concerning the (r, s)-proximal relation and the (r, s)-asymptotic relation. Proof. As T is totally transitive, by Lemma 6.6 Prox(T r , T s ) is a dense G δ subset in X 2 for any two distinct r, s ∈ N. By Lemma 6.6 Asy(T r , T s ) is of first category in X 2 for any two distinct r, s ∈ N. Since Prox(T, T ) is dense in X 2 , by Lemma 6.4 Prox(T r , T r ) is a dense G δ subset in X 2 for any r ∈ N. By Lemmas 6.4 and 6. Then R is residual in X × X . By the Mycielski Theorem, there exists a dense Mycielski set S ⊂ X such that for any two distinct points x, y ∈ S, the pair (x, y) ∈ R. It is clear that S is (r, s)-scrambled for any r, s ∈ N.
Lemma 6.5 ([19, Corollary 2.2]). If X is infinite and T is transitive, then Asy(T, T ) is of
Recall that a dynamical system is scattering, if its Cartesian product with any minimal system is transitive. It is clear that a scattering system is totally transitive. As applications of Theorem 6.7 we have A special class of POD is doubly minimal systems. Definition 6.12. An invertible dynamical system (X , T ) is said to be doubly minimal if for all x ∈ X and y ∈ {T n x} n∈Z , the orbit {(T × T ) n (x, y) : n ∈ Z} of (x, y) is dense in X × X .
The first example of a non-periodic doubly minimal system was constructed in [24] in the symbolic dynamics (in fact, any doubly minimal system is a subshift [21] ). Doubly minimal systems are natural in the sense that any ergodic system with zero entropy has a uniquely ergodic model which is doubly minimal [37] . By Lemma 6.11, we have the following result which serves a counterexample for Question 6.10: Proposition 6.13. Let (X , T ) be a POD system. Then Prox(T r , T s ) = X 2 for r, s ∈ N with r = s.
We call (X , T ) completely scrambled if the whole space X is a scrambled set. In [18] , Huang and Ye constructed examples of compacta with completely scrambled homeomorphisms. Their examples, however, are not transitive. Later in [19] , Huang and Ye showed that every almost equicontinuous but not minimal system has a completely scrambled factor. Recently, the authors in [11] showed that some weakly mixing completely scrambled systems which are proximal and uniform rigid. Recall that a dynamical system is uniform rigid if there exists an increasing sequence {n k } of positive integers such that lim k→∞ sup x∈X ρ(T n k x, x) = 0, that is {T n k } ∞ k=1 converges uniformly to the identity map on X . Moothathu proposed the following question in [33] .
