We show that equity volatility serves as a determinant of future Treasury term-structure volatility over the recent October 1997 to June 2013 period. We find that equity volatility contains incrementally reliable information for the subsequent volatility of: (1) 10-year and 30-year bond futures returns, (2) the term-structure's level, and (3) the term-structure's slope. We present additional evidence that suggests a flight-to-quality/flight-from-quality pricing avenue is a likely contributor to the volatility linkages, where time-varying economic uncertainty can generate both a large positive serial correlation in stock volatility and a time-variation in the precautionary savings motive and diversification benefits of holding bonds.
the volatility of Treasury bond futures returns, and the volatility of both the level and slope of the Treasury term-structure. By determinant, we refer to an intertemporal relation between the lagged realized equity volatility and the subsequent bond-market volatility that holds in a multivariate framework, when also controlling for the past term-structure volatility and other term-structure state variables.
Researchers have offered both theory and empirical evidence that suggest important linkages between equity risk and the Treasury bond market. For example, Bekaert, Engstrom, and Xing (2009) find that higher economic uncertainty can lead to both higher equity volatility and an increased motive for precautionary savings that can depress interest rates. Fleming, Kirby, and Ostdiek (1998) and Kodres and Pritsker (2002) suggest cross-asset-class effects tied to hedging and portfolio rebalancing. Pricing effects linking the stock and bond markets have been attributed to flight-toquality/flight-from-quality (FTQ/FFQ), where some investors (presumably) switch between riskier stocks and safer Treasuries as risk perceptions change Sun, 2005, 2007; Underwood, 2009; Baele, Bekaert, and Inghelbrecht, 2010; BenRaphael, Kandel, and Wohl, 2012; Jubinski and Lipton, 2012; Bansal, Connolly, and Stivers, 2014) . 3 Chordia, Sarkar, and Subrahmanyam (2005) find that innovations to stock volatility forecast an increase in bond bid-ask spreads. Why might the realized equity volatility contain important incremental information for the subsequent bond volatility? First, consider a FTQ/FFQ avenue, as motivated by the literature cited above. With linkages between the economic state and stock volatility, a higher stock volatility this month is likely to be associated both with more extreme stock price movements over the next month (volatility clustering), and with higher economic uncertainty and volatility in that uncertainty (stock volatility tending to be higher in stressful economic times with greater economic-state uncertainty). If a higher stock-return volatility and a higher time series variability in economic uncertainty are likely following months with a high realized stock volatility, then the likelihood of FTQ/FFQ pricing influences over the subsequent month is presumably much greater. 4 Second, the return volatility of both equities and bonds may be responding to some omitted factor or news that bears on the volatility of each asset class, in the sense of Fama and French (1993) . If there is volatility clustering in that common factor, then equity volatility may be providing an additional signal about the underlying volatility environment for subsequent bond returns.
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Our empirical investigation is also motivated by Andersen and Benzoni's (2010) findings. Under standard affine term structure models, they note that the instantaneous yield volatility should be spanned by the cross-section of yields. They find evidence inconsistent with this prediction and conclude that "a broad class of affine diffusive, quadratic Gaussian, and affine jump-diffusive models cannot accommodate the observed yield volatility dynamics," (p. 603). Their findings suggest that factors outside the bond market are likely to be important for understanding yield volatility. In this paper, we examine the role of equity volatility as one potential factor.
We focus on the October 1997 to June 2013 period since the literature indicates a clear change in the joint distribution of stock and bond returns around October 1997. Fig. 1 in Baele, Bekaert, and Inghelbrecht (2010, p. 2376) depicts the shift in the stock-bond correlation from sizably positive to predominantly negative in the latter part of 1997. Bansal, Connolly, and Stivers (2014) argue that the equity-risk dynamics and flight-to-quality pricing influences may be particularly important for understanding bond market dynamics over the post-1997 period since this period features a predominantly negative stock-bond-return correlation, a low inflation-risk environment, and several episodes of high and volatile equity risk. We also briefly examine an earlier period in the mid-1990's 3 Some authors use the phrase flight-to-safety, rather than flight-to-quality. For the purposes of our study, we consider these terms as interchangeable. 4 We focus on volatility measures over the monthly horizon, but also evaluate the quarterly horizon. 5 See Fleming, Kirby, and Ostdiek (1998) , for an alternate discussion on the intuition behind these two avenues for a stockbond volatility linkage. In their model, "two distinct sources of linkages arise. One is common information, such as news about inflation, which simultaneously affects investor expectations in multiple markets. The second source is due to cross-market hedging. When information alters expectations in one market, traders adjust their holdings across markets, producing an information spillover," (p. 135). In our view, their cross-market hedging and our FTQ/FFQ capture a similar perspective and their common information is similar to our "omitted common factor" perspective.
to evaluate an alternate period with low equity risk and a sizably positive stock-bond return correlation. 6 We analyze the volatility of returns on long-term (30-year) and medium-term (10-year) Treasury futures contracts, the volatility in the "change in term structure's level," and the volatility in the "change in term structure's slope." The volatility of long-term and medium-term bond returns may be attributed to changes in the level of yields or the slope of the yield curve. Because principal component representations of the yield curve are orthogonal by construction, we can identify the separate effects of equity volatility on the principal components. Following standard practice in the term structure literature, we measure the change in the term structure's level as the change in the first principal component (PC1) of the term structure, and the change in the term structure's slope as the change in the second principal component (PC2) of the term structure.
7 Our term-structure volatility measures are based on either daily returns (for the 30-year and 10-year futures contracts) or daily changes (for the principal components) over rolling one-month and one-quarter periods. For the lagged equity volatility, we use the lagged realized stock volatility over a one-month period, as calculated from either past daily S&P 500 futures returns or past 5-minute returns on the SPY (S&P 500) Exchange Traded Fund. To summarize our primary empirical results, we find that lagged equity volatility is a substantial, reliable determinant of the subsequent T-bond and T-note futures return volatility and of the subsequent volatility of the level and slope of the term-structure. The information content of equity volatility is incremental in nature, in the sense that we control for the volatility information contained in the lagged realized term-structure volatility and other term-structure state variables (e.g., Andersen and Benzoni, 2010; Cochrane and Piazzesi, 2005) . The intertemporal aspect of our findings supports the notion that equity risk can help us to understand movements in the term-structure, beyond an approach that only looks at the bond market in isolation.
We also provide additional evidence to probe the underlying mechanisms behind the intertemporal stock-to-bond volatility (ISBV) relation. We find evidence consistent with FTQ/FFQ dynamics being a key contributor to the ISBV relation. For example, we find that the ISBV relation is linked to the economic state, with a much stronger ISBV relation in stressful uncertain economic times (such as around recessions). Further, we find that the partial ISBV relation remains strong when controlling for the lagged volatility of economic variables such as inflation and the default yield spread, variables that seem likely to be more linked to bond volatility but might also be embedded in equity volatility.
The paper proceeds as follows. Section 2 describes our data and sample selection. Section 3 presents our main empirical results. Sections 4 and 5 present additional evidence that bears on understanding the underlying mechanisms behind our ISBV findings. Section 6 discusses our findings in relation to earlier empirical studies on stock-bond volatility linkages, and Section 7 concludes.
Data description and sample selection

Data description
We investigate the relation between lagged equity volatility and three dimensions of the realized term-structure volatility over the next month. First, we investigate the volatility of Treasury bond returns, measured by the daily returns on Treasury futures contracts for two different maturities, the 10-year T-note futures contract (medium-term bond) and the 30-year T-bond futures contract (longterm bond). By futures "returns," we refer to the daily price change (close-to-close, based on the daily 6 Fleming, Kirby, and Ostdiek (1998) and Chordia, Sarkar, and Subrahmanyam (2005) consider stock and bond volatility linkages, but with data only through 1995 and 1998, respectively, and with substantially different empirical approaches. In Section 6, we discuss our findings in relation to these earlier studies. 7 Researchers have shown that the term-structure's first three principal components are closely related to its level, slope, and curvature, respectively, and capture almost all of the variation in the yields. Diebold, Piazzesi, and Rudebusch (2005) find that the first two principal components alone account for almost all (99%) of the variation in the yields.
mark-to-market contract price) divided by the preceding day's closing price, as obtained from DataStream's continuous futures series. Second and third, we investigate the volatility of the termstructure's level and the slope, based on the daily changes in the term-structure's first principal component (PC1) and second principal component (PC2), respectively. In our principal component analysis, we compute the first three principal components for every trading day from the 10 zerocoupon-bond yields from year-one to year-ten, using the instantaneous continuously-compounded forward-rate yields as described in Gurkaynak, Sack, and Wright (GSW) (2007) . Following from Andersen and Benzoni (2010) , we also use the lagged values of the three principal components (from day t À 1) as term-structure state variables when modeling the subsequent termstructure volatility over trading days t to t þj. In robustness testing, we also use the lagged GSW instantaneous continuously-compounded forward-rate yields at 1 year, 2 years, 3 years, 5 years, 7 years, and 10 years out as alternate term-structure state variables, following from Cochrane and Piazzesi (2005) .
For the stock volatility, we examine two alternate measures. First, to treat the stock volatility and term-structure volatility symmetrically, we calculate the realized stock volatility from daily returns from S&P 500 futures contracts. Second, as an alternate measure of realized monthly stock volatility, we use the standard deviation of 5-minute returns of the SPY (S&P 500) Exchange Traded Fund (ETF). By calculating the realized volatility from 5-minute returns, our volatility measure captures more information so we should end up with a higher quality volatility estimate over the respective time. 8 Note, in both our measures of lagged stock volatility, the lagged realized stock volatility is calculated from the past stock returns over trading days t À 1 to t À 22, relative to the subsequent term-structure volatility that is measured over trading days t to tþ 21. In an Online Appendix, we provide details on constructing the "realized volatility" from the 5-minute SPY returns.
Aspects of our empirical investigation also use: (1) the Chicago Board Option Exchange's Volatility Index (VIX), defined as the implied volatility from S&P 500 equity-index options standardized for a one-month expiration; and (2) "inflation compensation" data, based on yield differences between 10-year TIPS and 10-year nominal Treasuries per GSW (2010).
Sample selection
In our introduction, we explained why our primary sample period is over October 1997 to June 2013, with the start date coinciding with the shift from a sizably positive to a predominantly negative stock-bond correlation. Further, in contrast to the relatively high inflation risk of the 1970s and early 1980s, Campbell, Sunderam, and Viceira (2013) and David and Veronesi (2013) present evidence that, over the 1997-2013 period, bond investors faced relatively lower inflation risk and Treasury bonds likely became more of a hedge instrument. We note that the 1997-2013 period also largely postdates the earlier work on stockbond volatility linkage in Fleming, Kirby, and Ostdiek (1998) and Chordia, Sarkar, and Subrahmanyam (2005) , whose samples end in 1995 and 1998, respectively. To expand our analysis and assist in interpretation, we also estimate our volatility models over the 1993-1996 period to provide a lower-stress stock-market period to contrast with the higher-stress periods from our primary sample period. Table 1 reports the mean, median, standard deviation, skewness, and excess kurtosis for the four different term-structure volatility measures (rows 1-4), for the volatility of daily stock futures returns (row 5), and for the stock volatility from 5-minute SPY returns (row 6). The four term-structure volatility measures and the daily-stock-return volatility are monthly measures, as computed from daily observations over the rolling 22-trading-day period. The 5-minute-stock-return volatility is also computed in similar fashion over the same 22-trading-day periods, but with returns at five-minute intervals.
Summary statistics
For the different volatility measures in Table 1 , we present the statistics both for the raw variable (row a) and for the logarithmic transformation of the raw variable (row b). In our empirical regression models, we use the log transformation to transform the raw volatility variable into a series that is closer to normally distributed. . The graphs show a sizable relation between the equity volatility and the bond volatility series, which is the subject of our empirical investigation.
Main empirical results for the ISBV relation
To investigate how equity volatility is related to the future term-structure volatility, we regress the realized monthly volatility of our term-structure variables on our measures of lagged equity volatility, while controlling for other relevant variables from the literature. We estimate variations of the following regression for each of our four term-structure volatility measures:
where the dependent variable, σ TmSt t;t þ 21 , is the logarithmic transformation of one of the four termstructure volatility measures over trading days t to tþ21, calculated as the log of the square-root of the sum of 22 squared daily values (daily returns for the T-bond and T-note futures, and daily changes for the principal components) over the rolling 22-trading-day period. The explanatory variables are: (1) σ TmSt t À 22;t À 1 , the first lag of the dependent variable (to address volatility clustering); (2) σ ST t À 1;t À 22 , the log of volatility for the S&P 500 futures returns over trading days t À22 to t À 1; and (3) PrComp j;t À 1 are the three principal components at the end of day t À1. We use the three principal component at time t À1 as term-structure state variables, since the principal components are well known to represent the level, slope, and curvature in the term structure. 9 The γs and λs are coefficients to be estimated. We also report results for an alternate estimation where the γ 2 stock-volatility term is based on high-frequency Table 1 Summary data statistics. This table reports the summary statistics for the key volatility variables. We report the mean, median, standard deviation, skewness, and excess kurtosis for each volatility measure. The annualized volatility measures for the variables in rows 1 to 5 are computed from the square-root of the sum of 22 squared daily returns for the futures or daily changes for the principal components over the rolling 22-trading-day period, from t to tþ 21. Rows 1 and 2 report the 30-year T-bond futures return volatility and 10-year T-note future return volatility, respectively. Rows 3 and 4 report the volatility of the first and second principal component, respectively. Row 5 reports the volatility of the S&P 500 futures returns. Finally, row 6 reports the volatility calculated from 5-minute returns of the SPY ETF over the same 22-trading-day period. In all rows, the first row (labeled "a") presents the statistics for the raw variable, and the second row (labeled "b") presents the statistics for logarithmic transformation of the variable. The sample period is from October 1997 to June 2013. Our "principal components" usage here follows from Andersen and Benzoni (2010) . In robustness checks, we replace the lagged principal components with multiple lagged forward rates [following Cochrane and Piazzesi, 2005] , and find that the coefficients of interest remain qualitatively similar.
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(5-minute) SPY returns, to evaluate robustness of the ISBV relation and to investigate whether the ISBV relation is stronger with a presumably higher-quality stock volatility measure. Test statistics are calculated based on heteroscedastic-and autocorrelation-consistent standard errors, with the number of lags for the autocorrelation structure set to 22 since we use 22-trading-day overlapping variables. We focus on rolling monthly periods since the monthly horizon is common in finance studies and this approach should mitigate some of the noise that would be present in a daily-volatility analysis. We evaluate rolling periods because this approach is likely to better use the available data to capture the return dynamics (Richardson and Smith, 1991) .
The next four subsections report estimation results for each of our four term-structure volatility measures, respectively. In this analysis, we report results for separate estimations over our complete primary sample period (1997:10-2013:06) , an approximate first-half subperiod (1997:10-2005.06) , and an approximate second-half subperiod (2005.07-2013:06) . Table 2 reports on the volatility of 30-year T-bond-futures return as the term-structure volatility measure (i.e., σ
Long-term T-bond return volatility
(1). Our primary coefficient of interest here is γ 2 , the coefficient on the lagged stock return volatility. We report the results from estimating three variations of Eq. (1). For the x-axis, the value for day t is for the volatility over trading days t to t þ21. The sample period is October 1997 to June 2013.
The first model has equity-risk as the only explanatory term. In the second model, we add the lagged value of the dependent variable as an additional explanatory term. The third model is the full specification given by Eq. (1). In Panel A of Table 2 with the daily-return-based stock volatility, we find that the estimates of γ 2 in all three models are positive and statistically significant over all three estimation periods. We also find that both the first lag of the historical volatility (the γ 1 term) and the three lagged principal components are reliably related to the subsequent volatility.
In Panel B of Table 2 , where the lagged 5-minute-return-based stock volatility replaces the dailyreturn-based stock volatility, we find that the ISBV relation remains reliably evident. For Panel B, the statistical significance of the estimated γ 2 and the R 2 value is higher than the comparable model (c) in
Panel A for all three periods. This supports both the robustness of our ISBV findings and the notion that the ISBV relation is more reliably evident when using a higher quality stock-volatility measure.
Medium-term T-bond return volatility
Next, in Table 3 , we repeat a comparable analysis for the volatility for the 10-year T-note-futures returns (i.e., σ
. For all three estimation periods, we again find that the γ 2 estimates in all the regressions are positive and statistically significant. In Panel B, we again find that the statistical significance of the estimated γ 2 and the R 2 value is higher than the comparable model (c) in Panel A for all three periods. For the other explanatory terms, the results are comparable to those for the longerterm bond. 
where σ TB i;j ðσ ST i;j Þ is the logarithmic transformation of volatility for the 30-year T-bond (S&P 500) futures contract over trading days i to j, calculated as the log of the square-root of the sum of 22 squared daily futures returns over the rolling 22-trading-day period; PrComp j;t À 1 are the three principal components from day t À 1; and the γs and λs are coefficients to be estimated. Panel B reports on a similar model, except the log of the standard deviation of realized 5-minute S&P 500 ETF returns over t À 1 to t À 22 replaces the realized stock volatility from daily returns for the γ 2 term. We report on the October 1997 to June 2013 sample period, along with two subperiods (1997:10-2005:06 and 2005:07-2013:06 The evidence in Tables 2 and 3 indicates that the equity volatility contains substantial and reliable forward-looking information about the subsequent bond return volatility. The information is incremental, in that the partial ISBV relation remains strong when controlling for the information contained in the lagged bond volatility and the three lagged principal components.
Volatility of the term-structure's level
We also investigate the term-structure's level as proxied by the first principal component of the term structure. Note the term-structure's first principal component is by construction orthogonal to the second and third principal component (which are representative of the slope and curvature, respectively). Table 4 reports on an estimation of Eq. (1) with the realized volatility of the "change in the termstructure's first principal component" as the term-structure volatility measure (i.e., σ
. In Panel A, we find that the estimates of γ 2 are positive in all cases, and are strongly statistically significant for all cases except regressions (b) and (c) for the second-half subperiod. The positive γ 2 indicates that the volatility of the first principal component tends to be larger following higher lagged equity volatility. We note that the coefficient on the equity risk term is largely similar for both models (b) and (c) (with or without the three lagged principal components), which indicates that the information from the equity risk term is largely distinct from the information in the lagged crosssection of yields. In Panel B of Table 4 , we find that the γ 2 estimates are larger in both magnitude and statistical significance for all three estimation periods, as compared to regression (c) in Panel A. 
where σ TN i;j ðσ ST i;j Þ is the logarithmic transformation of volatility for the 10-year T-note (S&P 500) futures contract over trading days i to j, calculated as the log of the square-root of the sum of 22 squared daily futures returns over the rolling 22-trading-day period; PrComp j;t À 1 are the three principal components from day t À 1; and the γs and λs are coefficients to be estimated. Panel B reports on a similar model, except the log of the standard deviation of realized 5-minute S&P 500 ETF returns over t À 1 to t À 22 replaces the realized stock volatility from daily returns for the γ 2 term. We report on the October 1997 to June 2013 sample period, along with two subperiods (1997:10-2005:06 and 2005:07-2013:06 3.4. Volatility of the term-structure's slope
In Table 5 , we report on an examination of the volatility of the term-structure's slope, as proxied for by the term-structure's second principal component (i.e., σ (1)). In Panel A, the estimates of γ 2 are positive in all cases, and are statistically significant for all cases except regression (c) for the second subperiod. The positive γ 2 indicates that the volatility of the second principal component tends to be larger following higher lagged equity volatility. For model (a) with only the equity risk as an explanatory term, the R 2 values are again appreciable, at 24.8% for our entire sample period and 38.4% for the second-half subperiod. Again, we note that the coefficient on the equity risk term is largely similar for both models (b) and (c) (with or without the three lagged principal components), which indicates that the information from the equity risk term is largely distinct from the information in the lagged cross-section of yields. Once again, the γ 2 estimates in Panel B of Table 5 are larger in both magnitude and statistical significance for all three estimation periods, as compared to regression (c) in Panel A.
Summary of main results and robustness checks
The evidence in Tables 2-5 indicates that the lagged equity volatility contain substantial and reliable forward-looking information about the subsequent term-structure volatility, beyond the information contained in the lagged own volatility and the lagged principal components (as termstructure state variables). In all four tables, the evidence is consistent for both the subperiods, both in Table 4 Volatility of change in the term-structure's level (first principal component). This table reports results for how the equity risk is related to the subsequent volatility of the term-structure's first principal component. Panel A reports three variations of the following regression, denoted as models (a) to (c) in the table:
where σ PC1 i;j (σ ST i;j ) is the logarithmic transformation of volatility of the "change in the first principal component" (S&P 500 futures contract) over trading days i to j, calculated as the log of the square-root of the sum of 22 squared daily changes in the first principal component (daily futures returns) over the rolling 22-trading-day period; PrComp j;t À 1 are the three principal components from day t À 1; and the γs and λs are coefficients to be estimated. Panel B reports on a similar model, except the log of the standard deviation of realized 5-minute S&P 500 ETF returns over t À 1 to t À 22 replaces the realized stock volatility from daily returns for the γ 2 term. We report on the October 1997 to June 2013 sample period, along with two subperiods (1997:10-2005:06 and 2005:07-2013:06 terms of the statistical significance and the magnitude of the coefficients on the equity-risk terms. In all four tables, the estimated coefficients on the lagged equity volatility changes only modestly when adding the three lagged principal components (comparing models (b) to (c) in each table). Finally, in all four tables, the ISBV relation is stronger in Panel B with the 5-minute-return-based stock volatility, which supports the robustness of our ISBV findings and indicates that the ISBV relation is more reliably evident when using a higher-quality stock volatility measure.
We next probe the robustness of these findings. First, we re-estimate the primary regressions from Tables 2-5, but with six lagged forward rates (the 1-year, 2-year, 3-year, 5-year, 7-year, and 10-year GSW instantaneous forward rates) replacing the lagged three principal components as term-structure state variables. This approach follows from Cochrane and Piazzesi (2005) , who find that the termstructure of forward rates has strong explanatory power for one-year bond excess returns. We find qualitatively very similar results to those depicted in Tables 2-5 . For all four term-structure volatilities, the estimated γ 2 on the lagged stock volatility remains reliably positive, with a p-value of 1% or better.
Second, a natural question is whether our results are evident when analyzing longer time horizons (rather than the rolling monthly horizon analyzed in the tables) and for alternate specifications. In an Online Appendix, we evaluate the subsequent quarterly term-structure volatility (from 66 trading-day observations) with an alternate specification that allows for additional information from the prior realized term-structure volatility by including multiple lags as explanatory terms. We find that the lagged stock volatility remains a reliable incrementally informative determinant for the subsequent Table 5 Volatility of change in the term-structure's slope (second principal component). This table reports results for how the equity risk is related to the subsequent volatility of the term-structure's second principal component. Panel A reports three variations of the following regression, denoted as models (a) to (c) in the table:
where σ PC2 i;j (σ ST i;j ) is the logarithmic transformation of volatility of the "change in the second principal component" (S&P 500 futures contract) over trading days i to j, calculated as the log of the square-root of the sum of 22 squared daily changes in the second principal component (daily futures returns) over the rolling 22-trading-day period; PrComp j;t À 1 are the three principal components from day t À 1; and the γs and λs are coefficients to be estimated. Panel B reports on a similar model, except the log of the standard deviation of realized 5-minute S&P 500 ETF returns over t À 1 to t À 22 replaces the realized stock volatility from daily returns for the γ 2 term. We report on the October 1997 to June 2013 period, along with approximate one-half subperiods (1997:10-2005 term-structure volatility. Taken together, these additional findings support the robustness of our primary findings.
A flight-to-quality/flight-from-quality avenue?
We next discuss and present evidence regarding FTQ (and FFQ) as a potential underlying economic mechanism that might be an important contributor behind the documented ISBV relation. Theoretically, we first appeal to the framework in Bekaert, Engstrom, and Xing (BEX) (2009). BEX consider the joint pricing of stocks and bonds in a market where both economic uncertainty and risk aversion may change over time. One result from BEX is that the volatility of economic fundamentals (or economic uncertainty) is very highly correlated with expected stock-market volatility, where fundamentals refers to dividend growth. BEX also find that stock volatility is systematically higher in bad economic times such as recessions, which indicates positive serial correlation in stock volatility or volatility clustering.
10 Their model also features a classic FTQ avenue where bond prices are likely to appreciate with heightened economic uncertainty due to a precautionary savings effect. The theoretical framework of Veronesi (1999) also provides a rationale for volatility clustering. In his model, time-varying volatility is tied to uncertainty about the economic state, and the price impact of news is higher when uncertainty about the underlying economic state is higher.
11 Bollerslev, Chou, and Kroner (1992) provide a survey of the empirical evidence on volatility clustering, along with a discussion on the theoretical underpinnings of volatility clustering. Thus, if a relatively high stock-return volatility and high time series variability in economic uncertainty are likely following months with a relatively high realized stock volatility, then the likelihood of FTQ pricing influences over the subsequent month is presumably much greater. With this economic intuition in mind, we next report five additional evaluations that bear on the plausibility of a FTQ avenue.
Variation in the ISBV relation with the market state
The basic premise of FTQ is that the phenomenon would be largely episodic around times with higher stock-market stress or economic uncertainty. Accordingly, we expect that the ISBV relation would tend to be stronger around recessions. Further, under a FTQ avenue, the ISBV relation would presumably be largely non-existent over low stock-market stress periods (periods with a low and stable stock volatility and with no prominent economic or international crises). In this subsection, we explore these predictions.
For our investigation, we choose two high-stress and two low-stress stock-market subperiods and estimate the ISBV relation over each of these four subperiods separately. While such market-state classifications are admittedly somewhat subjective, we rely on the National Bureau of Economic Research (NBER) recession classification and the VIX behavior to provide objectivity in our classifications.
We categorize two subperiods as having relatively higher stock market stress: March 2001 to November 2002 and December 2007 to June 2010. The beginning month of these higher-stress states is the first month of a formal NBER recession. The final month of the higher-stress states is 12 months following the last month of each NBER recession. Our choice of a "one-year after recession" terminal month recognizes that uncertainty and market stress typically remain past the formal end of a recession as the market learns of the recovery. We note that the formal NBER announcement of the 10 The BEX measure of economic uncertainty is the volatility of fundamentals. In their Table 5 (p. 71), they report on simulated moments from their model using estimated parameters from actual data for the 1927 to 2004 period. In this exercise, they estimate that the volatility of fundamentals is highly correlated to the expected stock market volatility, with a correlation coefficient of 0.88. Further, they estimate an autocorrelation coefficient of 0.98 for the stock-market's conditional variance, or strong volatility clustering. 11 The notion of economic uncertainty is different in Veronesi (1999 ) versus BEX (2009 . In Veronesi, the uncertainty refers to the notion that the true underlying economic state is unobservable and unknown by investors. In certain market states, the uncertainty about the market state is relatively higher.
end of the respective recession occurred after the November 2002 and June 2010 end-months for the higher-stress states, with the NBER announcements occurring in July 2003 and September 2010 for the earlier and later recession, respectively. We also feel that this "one-year post" choice is a good fit with the VIX time series behavior, as discussed further below. We also categorize two subperiods as having relatively lower stock market stress: January 1993 to November 1996 and April 2004 to June 2007 12 These choices rely heavily on the VIX behavior, as follows. The beginning month has the following two criteria: (1) occurs after the end of the preceding recession has been formally announced by the NBER, and (2) has the closing daily VIX o20% for that entire month and for the next 11 calendar months (for one consecutive year with the closing daily VIX o20%). The final month for the lower-stress states is selected as the first month that: (1) occurs after the beginning-month criteria is met, and (2) precedes two consecutive months that have episodes where the VIX exceeds 20%. Our choice of the two high and low market-stress subperiods is supported by Table 6 , Panel A, which reports VIX summary statistics for each of the four subperiods. For our two high-stress subperiods, the daily closing VIX value is above the full-sample median of 19.03% for 95.2% and 89.7% of the days for our first and second high-stress subperiods, respectively. For our two low-stress subperiods, the daily closing VIX value is above the full-sample median for less than 1.8% of the days for both low-stress subperiods.
We estimate variations of the following regression separately for these four subperiods:
where the terms are as defined for Eq. (1) and Table 2 , Panel A. In Panel B of Table 6 , we report the results for the T-bond futures return volatility. The row-1 specification includes only the lagged stock-futures volatility as the explanatory term. Note that the estimated γ 2 coefficients on the stock volatility term are about twice as large for the high-stress subperiods as compared to the same coefficients for the low-stress subperiods. Further, the R 2 values are strikingly different, at an average of 28.9% for the high-stress periods versus 3.6% for the low-stress periods.
In the row-2 specification, we evaluate a variation that includes only the own lagged T-bond volatility as the explanatory term. When comparing the row-1 model (with stock-volatility as the sole explanatory term) to the row-2 model (with the T-bond volatility as the sole explanatory term), we find that the stock volatility contains more forward-looking information about the subsequent T-bond volatility than does the own-lagged T-bond volatility for the high-stress state (in terms of the R 2 values).
Finally, the row-3 specification includes both the lagged T-bond volatility and lagged stock volatility as explanatory terms. The results again indicate that the lagged stock volatility is the more important explanatory term for the high-stress periods, whereas the own-lagged T-bond return volatility is the more important explanatory term for the low-stress subperiods. In untabulated results, we find similar results when estimating a comparable model where the T-bond futures return volatility is replaced by the 10-year T-note futures return volatility.
Overall, the results in Table 6 support the premise that the ISBV relation is stronger with higher stress/volatility in the stock market. These findings indicate an episodic nature of the ISBV relation in a manner that one would expect through a FTQ avenue.
Evidence of stock market volatility clustering
With the intertemporal nature of our primary findings, a FTQ avenue would require that a relatively high realized stock volatility last month must be reliably associated with a higher subsequent stock volatility over the next month. As previously discussed, Veronesi (1999) and BEX (2009) provide theory and evidence about stock volatility clustering. Consistent with their findings, clustering in stock volatility is also evident over our sample. The simple correlation between the 22-trading-day stock-futures volatility over days t to t þ 21 and the same volatility over trading-days t À22 to t À 1 is 0.69 for the simple standard deviation and 0.70 for the log of the standard deviation.
To illustrate further the tendency of stock volatility to cluster, we perform the following sorting exercise to analyze only extreme volatility episodes. With the realized stock volatility over trading days t À 22 to t À 1 as the sorting variable, we sort five variables that are constructed from daily observations over trading days t to tþ21: (1) the S&P 500 futures volatility, (2) the T-bond futures volatility, (3) the 10-year T-note futures volatility, (4) the correlation between the T-bond and S&P 500 futures returns, and (5) the correlation between the T-note and S&P 500 futures returns. For the lagged volatility in this sorting exercise, we use the more precise volatility measure from 5-minute returns on the SPY ETF.
In Table 7 , Panel A, we report the summary statistics for the volatilities and correlations that follow the largest 10% of the realized stock volatilities. The results indicate that the subsequent stock volatility is appreciably larger than average for months when the prior realized stock volatility was high. For this high volatility state, the row-1 results show that the mean/median of this conditional subsequent stock volatility was 33.3%/28.1% (versus 18.3/15.9% over our primary 1997:10 to 2013:06 sample), with 96.4% of these conditional stock-volatilities being above the full-sample median.
Conversely, in Table 7 , Panel B, we present comparable statistics for observations that follow the smallest 10% of the prior realized stock volatilities. The results indicate that the subsequent stock volatility is appreciably smaller than average for months when the prior realized stock volatility was Table 6 The intertemporal stock-to-bond volatility relation for four key subperiods. This table reports how equity volatility is related to the subsequent volatility of the T-bond-futures returns for four different key subperiods. Panel A reports statistics for the CBOE's implied volatility index (VIX) from S&P 500 index options for the overall January 1993 to June 2013 period and separately for the four subperiods to highlight subperiods differences in stock market stress. Panel B reports estimation variations of the volatility model from Table 2 , with separate regression results for the two separate "lower market stress and uncertainty" subperiods (rows 1-3 and 7-9) and the two separate "higher market stress and uncertainty" subperiods (rows 4-6 and 10-12). The volatilities here are calculated from daily return observations over a 22-trading-day period. For the estimated coefficients, T-statistics are in parentheses, calculated with heteroscedastic and autocorrelation consistent standard errors.
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, and nn indicate 1%, 5%, and 10% p-values. low. For this low volatility state, the row-1 results show that the mean/median of this conditional subsequent stock volatility was 9.9%/9.4%, with only 5.1% of these conditional stock volatilities being above the full-sample median. Finally, rows 2 and 3 of Table 7 show that the conditional volatility of the T-bond and T-note futures returns are also strikingly different, depending upon whether the prior month's stock volatility was extremely high or low. The T-bond and T-note return volatilities that follow a high stock volatility (Panel A) have a mean and median that are about twice the comparable values for the observations that follow a low stock volatility (Panel B).
VIX characteristics following an extreme stock market volatility
Under a FTQ avenue that is linked to periods of stock market stress and time-varying economic uncertainty, we would expect that periods following a high realized stock volatility would also be periods with both a relatively high level and high variability in the option-derived implied stockmarket volatility. We examine this proposition using VIX data. In addition to VIX's basic interpretation as a measure of expected stock volatility, VIX has also been interpreted as a fear index that reflects economic uncertainty and, perhaps, risk aversion (e.g., Bollerslev, Tauchen, and Zhou, 2009) .
Using the same sorting exercise as in Section 4.2, we find that the VIX is strikingly higher and more variable for observations that follow a high realized stock volatility. In Table 7 , Panels A and B, rows 4 and 5 report these conditional VIX statistics, with the VIX variability defined as the square root of the sum of squared daily VIX-changes over t to t þ21. For the days that follow a high (low) realized stock volatility in the top (bottom) decile, the conditional mean/median of VIX is 38.89/36.22 (12.51/ Table 7 Return volatilities and correlations that follow an extreme realized stock volatility. This table reports subset statistics for volatilities and correlations that follow an extreme realized stock volatility over the prior month. For every rolling 22-tradingday period, the monthly volatility and correlation are calculated from the 22 daily observations. Panel A (B) reports statistics for the subset of volatilities and correlations over trading days t to tþ 21 that follow the largest (smallest) 10% of the realized "5-minute S&P 500 ETF return" volatilities over trading days t À 22 to t À 1. Rows 1-3 report on the S&P 500 futures return volatility, the T-bond futures return volatility, and the 10-year T-note futures return volatility, respectively, in annualized standarddeviation percentage units. Row 4 reports on the VIX level on day t, in percentage units. Row 5 reports on the realized volatility of the daily VIX changes over t to t þ21 in daily-change VIX units. Rows 6 and 7 report the correlations between the stock futures returns and the T-bond and T-note futures returns, respectively. For each subset, we report the mean, median, 25th percentile, and 75th percentile. The sample period is October 1997 to June 2013. 
The stock-bond return correlation and high stock market volatility
Under a FTQ avenue for understanding the ISBV relation, we would expect that a high realized stock volatility this month would be associated with a relatively more negative stock-bond return correlation over the next month. Again using the same sorting approach as in Section 4.2, we find that the stock-bond return correlations are appreciably more negative for observations that follow a high realized stock volatility. For example, in Table 7 , we find that the median of the 22-trading-day stockbond return correlations (between daily S&P 500 futures returns and 10-year T-note futures returns) is À0.35 ( À 0.04) for observations that follow a high (low) realized stock volatility. 
T-bond diversification benefits with large stock market declines
Finally, under a FTQ avenue, one would expect that: (1) T-bonds would have actually served as a good diversification instrument against bad stock market outcomes over our sample, and (2) that such diversification benefits would have been relatively stronger following periods with a higher realized stock volatility.
14 We compute conditional average returns for 30-year T-bond futures and 10-year T-note futures for those observations when there was a concurrent extreme stock return, with separate evaluations for those observations that follow a relatively low stock volatility and for those observations that follow a relatively high stock volatility (based on the lagged volatility being below or above its median value). Table 8 reports these conditional average returns both at the daily horizon (Panel A) and at the weekly horizon (Panel B) , where a week is defined as five consecutive trading days with overlapping weekly observations. Column (2) reports on the stock-return threshold for both extremely negative returns ( o5th percentile) and extremely positive returns ( 4 95th percentile), based on the realized stock returns over the October 1997 to June 2013 sample period. Column (3) reports if the stock volatility over day t À 1 to t À 22 is below or above its median value. Column (4) reports the number of observations for each stock-return threshold. Columns (5)-(7) report the average returns for the 30-year T-bond futures, the 10-year T-note futures, and the S&P 500 futures, respectively, for the observations when the realized stock return falls in the threshold listed in column (2).
As expected, the extreme stock returns are much more likely when the lagged stock volatility is above its median value. In all the sub-panels of the table, the number of observations (column 4) is dramatically lower for rows when the lagged stock volatility was below its median (rows 1 and 3) as compared to that for rows when the lagged stock volatility was above its median (rows 2 and 4). When the stock return is extreme, we also find a sizably opposite average T-bond return. For each row, we find that the conditional average of the T-bond-futures returns (columns 5 and 6) are appreciable and of opposite sign, as compared to the average of the extreme S&P 500 futures returns (column 7). Together, these observations provide support for the notion that the diversification benefit of T-bonds looks to be appreciably greater following periods of higher realized stock volatility.
Summary discussion
This section's evidence supports the plausibility of a FTQ mechanism being an important contributor to the ISBV relation. Perhaps most importantly, we found that the ISBV relation is stronger during periods of stock-market stress and weaker during periods of relative calm. Further, we found that a relatively higher stock-market volatility this month is associated with: (1) a much higher stock-13 These findings are consistent with related findings in Connolly, Stivers, and Sun (2005) and Baele, Bekaert, and Ingehelbrecht (2010) that a higher VIX is associated with a subsequently more negative stock-bond correlation.
14 This intuition also fits with findings in Campbell, Sunderam, and Viceira (2013) , which indicate more of a hedge role for T-bonds since around 2000. market volatility next month; (2) both a higher VIX level and higher VIX variability next month; indicating higher risk perceptions and greater time series variation in risk perceptions; (3) a more negative stock-bond return correlation next month; and (4) an increased diversification benefit for holding T-bonds in a stock-bond portfolio.
5. An omitted factor perspective?
In this section, we present evidence regarding a potential "omitted common-factor" avenue that may bear on understanding our ISBV findings. Under this channel, presumably there might be common factors that are important determinants of both stock and bond volatility, with the commonfactor's volatility exhibiting substantial positive serial correlation. If so, then the lagged stock volatility might provide information about the underlying common-factor-news volatility, which could contribute to an empirical ISBV link.
We consider two potential common-factor candidates. First, Fama and French (1993) found that the monthly returns of both stock portfolios and government bond portfolios responded similarly to their "default yield spread" (DYS) variable. 15 We investigate whether or not the volatility of a DYS variable, defined as the yield difference between Moody's Baa-and Aaa-rated bonds, is an important omitted variable that may be relevant for understanding our primary results. We add the lagged volatility of DYS, based on daily changes, as an additional explanatory variable in our primary regressions in Tables 2 and 3 . In an Online Appendix, we report that: (1) the lagged stock volatility Table 8 Average T-bond returns when stock returns are extreme. This table examines T-bond and 10-year T-note futures returns over days and weeks that experienced extreme stock returns. We report the conditional averages of futures returns for four separate subsets of observations using the following double-sort criteria: Returns coincident with either extremely negative/positive stock returns (first sort), but then separate subsets depending upon whether the prior month had a relatively low/high realized stock volatility (second sort). An extreme stock return (column 2) is if the observation is either in the top or bottom vigintile. A prior low/high realized stock volatility (column 3) is whether the stock volatility over the prior month was above or below its median value. Panels A and B report on the daily and weekly horizon, respectively, where a week is a rolling 5-trading-day period. The stock returns are S&P 500 futures returns, and the realized stock volatility is computed from the daily S&P 500 futures returns over the rolling 22-trading-day period. The sample period is October 1997 to June 2013.
remains a reliable, incremental explanatory term, and (2) the lagged DYS volatility is not an important incremental explanatory term in our setting. Second, while inflation may be more directly relevant to the valuation of nominal bonds, researchers have proposed that inflation news may drive both stocks and bond returns, sometimes in opposite directions (e.g., Campbell and Ammer, 1993; David and Veronesi, 2013) . Next, using the method from Gurkaynak, Sack, and Wright (2010), we form a daily "inflation compensation" variable based on the difference between the 10-year TIPS yield and the yield of the 10-year nominal T-note. We add the lagged inflation-compensation volatility (based on daily changes) as an additional explanatory variable in our primary regressions in Tables 2 and 3 . In the Online Appendix, we show that the lagged stock volatility remains a reliable, incremental explanatory term, and the lagged inflation-compensation volatility is not an important incremental explanatory term in our setting. To conclude, while our limited evidence in this section is inconclusive (in that other factors or approaches could be evaluated), our findings lend no support to the notion that this "omitted common-factor" avenue is of first-order importance for understanding our ISBV findings.
Other empirical studies on stock-bond volatility linkages
In this section, we briefly discuss our findings in the context of two earlier empirical studies that also evaluated volatility linkages between the stock and Treasury bond markets.
6.1. Relation to Fleming, Kirby, and Ostdiek (1998) Fleming, Kirby, and Ostdiek (FKO) (1998) evaluate daily return data from S&P 500, T-bond, and Tbill futures contracts for the January 1983 to August 1995 period. They modeled information flows and evaluated how information influences all three markets through both a direct effect and an information-spillover effect tied to cross-market hedging. Their results show a greater volatility linkage across the markets than is indicated by the modest correlations in daily returns and daily absolute returns. Their finding of strong cross-market volatility linkages is consistent with the premise of our main findings.
However, FKO's empirical work is much different than ours. First, they analyze the volatility of daily returns using a stochastic volatility model with an AR(1) process. Our focus is on monthly and quarterly realized volatilities, estimated from daily or high frequency intraday returns. Second, their notion of volatility linkages is based on the correlation of conditional daily variances of S&P 500 and Tbond futures returns. Our investigation is broader in the sense that we examine the intertemporal linkages between lagged stock volatility and four different measures of the subsequent term-structure volatility in a multivariate setting that controls for the lagged term-structure volatility and other term-structure state variables. Finally, their sample (which predates our sample) has a stock-bond return correlation of 0.35; the comparable correlation for our sample is À0.30. Such striking correlation differences suggest differences in the relative importance of a FTQ/FFQ avenue between our two samples. Chordia, Sarkar, and Subrahmanyam (2005) Chordia, Sarkar, and Subrahmanyam (CSS) (2005) evaluate the liquidity, returns, and volatility of stock and bond markets for the June 1991 to December 1998 period. Their focus is on liquidity, but they also evaluate cross-market volatility linkages. Their measure of daily volatility is the absolute residual of a regression of daily returns against various calendar-related dummy variables.
Relation to
In contrast to our overall findings, they do not find that stock volatility Granger-causes bond volatility in a two-lag VAR model. While their empirical approach is substantially different than ours, we believe that sample-period differences are central to understanding the differences between their volatility findings and ours. Only the last 15 months of their sample (October 1997 to December 1998) overlap with our sample. Over June 1991 to September 1997 (the first 6 years, 4 months of their sample), the mean (median) VIX was 15.2% (14.7%), with a maximum of 25.99%, and the correlation between daily S&P 500 and 10-year T-note futures returns was 0.42. Over our October 1997 to June 2013 sample, the mean (median) VIX was 22.2% (20.9%), with 947 different days having VIX values greater than 25.99%. Also, in our Table 6 , recall that we reported the results of our volatility model over the low stock stress period from 1993 to 1996 (which is a subset of their sample) and did not find a reliable ISBV relation.
During times of predominantly low stock-market stress, the collective findings in CSS (2005) and our study indicate that the ISBV relation is likely to be weak. However, during times of high stockmarket stress, our findings indicate that the ISBV relation is likely to be sizable.
Conclusions
Over the October 1997 to June 2013 period, we find an economically substantial and statistically reliable intertemporal relation between realized stock volatility and the subsequent realized volatility of important Treasury market variables. Further, we find that the intertemporal stock-to-bond volatility (ISBV) relations remain substantial and reliable, even while controlling for: (1) the own term-structure's lagged realized volatility, (2) various term-structure state variables proposed in the literature, and (3) other potential omitted factors that might plausibly subsume the estimated ISBV relations. Specifically, we study the volatility of returns from both T-bond and 10-year T-note futures contracts and the volatility of changes in the term-structure's first and second principal component. Our investigation focuses on rolling estimates of monthly realized volatilities, constructed from daily observations over rolling 22-trading-day periods.
The intertemporal aspect of our findings supports the notion that equity volatility can help understand volatility behavior in bond markets, beyond an approach that only looks at the bond market in isolation. This notion builds from the results in Andersen and Benzoni (2010) , who find that the cross-section of yields does not span yield volatility and who suggest that linking term structure dynamics to the general economic environment might prove productive.
While the ISBV relations are substantial and reliable over our full sample, we find that the ISBV relations are substantially stronger during times with notable stock-market stress (such as around recessions) and appreciably weaker in calm times (periods with a sustained low VIX and no prominent economic or international crisis). This suggests that a flight-to-quality/flight-from-quality (FTQ/FFQ) avenue may be important for understanding our findings. Consistent with this premise, we find that a high realized stock volatility this month is associated with the following over the next month: (1) a much higher subsequent realized stock volatility, (2) much higher day-to-day variability in the stock-market's option-derived implied volatility (VIX), (3) a more negative stock-bond return correlation, and (4) an appreciably greater diversification benefit to holding T-bonds in a stock-bond portfolio.
We argued that the combined intuition from Bekaert, Engstrom, and Xing (2009) and Veronesi (1999) is also consistent with our evidence favoring a FTQ/FFQ interpretation of our ISBV findings. Higher economic uncertainty is associated with a persistently higher stock volatility, more variability in the perceived economic uncertainty, and a greater precautionary savings motive. So, a higher stock volatility this month is likely to be followed by more extreme stock returns next month and with more variability in market uncertainty measures (or fear measures), such as VIX. If so, then the likelihood of FTQ/FFQ pricing influences over the subsequent month should be greater, and this, we believe, contributes to our ISBV findings.
At first glance, our findings seem at odds with evidence in Chordia, Sarkar, and Subrahmanyam (CSS) (2005), who find that stock volatility does not Granger-cause bond volatility. However, their sample is the largely low-risk period from June 1991 to December 1998. So, their findings seem to fit with our evidence that the ISBV relation is weaker in calmer stock-market states (see our Table 6 ). Thus, an additional contribution of our study is to show that the intertemporal stock-to-bond volatility findings in CSS (2005) lack some generality.
Finally, in the sense that equity risk is related to macroeconomic uncertainty and investor sentiment, our intertemporal findings seem consistent with recent evidence on bond-return predictability. For example, Cooper and Priestley (2009) and Ludvigson and Ng (2009) find that macroeconomic variables play a role in understanding bond risk premia. Laborda and Olmo (2014) show that investor sentiment variables have predictive power for bond risk premia.
