I. INTRODUCTION
The linear structure of acetylene, 12 C 2 H 2 , a chain of two of the most ubiquitous atoms in the universe, has long been considered a special case in accurate ro-vibrational variational calculations. It has a spectra of importance for modelling a host of interesting environments throughout the galaxy, necessitating spectral data to be appropriate for a range of temperatures. On Earth, this involves monitoring various systems such as acetylene in breath, giving insights into the nature of exhaled smoke, 1 the hot oxy-acetylene flames used for welding and related activities, 2 and air-born pollutants. 3, 4 Further out in our solar system, acetylene is found in the atmospheres of cold gas giants Saturn, 5 Uranus, 6 and Jupiter, 7, 8 the hydrothermal plumes of Enceladus, 9 and in the remarkably early-earth-like atmosphere of Titan. 10, 11 It has been detected on comets such as Hyakotake, 12 Halley, and 67P/Churyumov-Gerasimenko. 13 Even further into the galactic neighbourhood, acetylene appears in star forming regions, 14 is speculated to be an important constituent of clouds in the upper atmospheres of brown dwarfs and exoplanets, [15] [16] [17] and is thought to play an important role in dust formation 18 and AGB star evolution and atmospheric composition. [19] [20] [21] [22] [23] [24] Accurate and complete spectral data for 12 C 2 H 2 is a missing component in investigations into many of these situations, particularly those at high temperatures; its presence has been speculated in the atmosphere of hot super-earth 55 Canri e 25 and carbon-rich stars in the LMC 21, 26, 27 but more complete data than is currently available is required for accurate verifications in such high temperature environments. Alternative data was used; low-temperature data from HITRAN in the case of Ref. 21 and opacity sampling from Ref. 28 in the case of Ref. 26, 27. From a theoretical perspective, there have been a number of previous attempts to perform ab initio variational calculations on the ground electronic state of 12 C 2 H 2 , [29] [30] [31] [32] [33] [34] but these are apparently currently too computationally demanding to make them viable for calculations up to the highly rotationally excited states that have been calculated in this work, and only data for low ro-vibrational excitations are presented in the literature. Effective Hamiltonian and similar approaches have been implemented to obtain spectra up to a relatively high excitation. 19, [35] [36] [37] However, while such approaches are stereotypically very good in areas of the spectrum with much experimental data, they
would not be expected to extrapolate so accurately up to higher energies and thus do not offer the coverage that variational calculations do. Comprehensive, accurate opacities and cross sections, valid up to high temperatures, are therefore still desirable for many areas of astrophysics. Here we present a variational approach based on a mixture of ab initio and empirical models, which can be (and is in the process of being) used in high ro-vibrational energy calculations to produce such accurate high-temperature opacities and cross sections for 12 C 2 H 2 .
Accurate laboratory data provides a vital component in the calculation of such spectra, for both effective Hamiltonian and the majority of variational approaches. Fortunately for 12 C 2 H 2 , a wealth of experimental ro-vibrational spectral data has been recorded over the decades. [36] [37] [38] [39] [40] A recent collation and analysis of all available experimental data to date can be found in Ref. 41 57, 58 a database of highly accurate and comprehensive line lists, appropriate for modelling exoplanet, brown dwarf or cool stellar atmospheres. Other extensive molecular spectroscopic databases include HITRAN, 59 HITEMP, 60 CDMS, 61 GEISA, 62 TheoReTS, 63 SPECTRA, 64 MeCaSDA and ECaSDa. 65 Line lists for C 2 H 2 can be found in HITRAN as well as in Refs. 35 and 37. The former is incomplete while the latter are based on the theory of effective Hamiltonians, which, although accurate in the regions of much experimental data, tend to extrapolate poorly for high vibrationally excited states for which no experimental data is available.
A review of the software used to model molecules as part of the ExoMol project is given in Ref. 66 : D 67 computes vibronic spectra for diatomics, DVR3D 68 computes rotation-vibration spectra for triatomics, and TROVE 69, 70 computes rotation-vibration spectra for general polyatomic systems. All three programs are publicly available from https://github.com/ExoMol. This work focuses on TROVE and the updates made to allow for linear polyatomic molecules.
It has previously been shown (see Section II for details) that some special consideration is required to handle the singularities which would occur if standard Hamiltonians and number of internal coordinates are used in ro-vibrational calculations of linear molecules. Two general options exist: (i) the so-called (3N − 6)-approach, which involves using the same form of the kinetic energy operator as in the non-linear case, while modifying the form of the wave function (more specifically, the basis set of functions used to represent the wave function of the system) and (ii) the so-called (3N − 5)-approach, according to which the form of the kinetic energy operator (KEO) is modified by treating one of the rotations as part of the internal 'vibrational' modes, making 3N − 5 in total (where N is the number of atoms).
In the first (3N − 6) approach, it is necessary to carefully choose the form of the basis functions to ensure that when the wave function is acted on by the singular KEO of the system it cancels the singularity. A popular choice which is used in WAVR4 71 , DVR3D 68 and many other works 29, [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] is the use of angular basis functions which include Legendre polynomials, such as spherical harmonics. An alternative form of the wave function for linear triatomic molecules was developed by Refs. 84, 85, which is not restricted to the use of spherical polar coordinates. This idea was originally formulated for triatomics but has been extended in this work for tetratomic molecules; see Section IV.
WAVR4 is an example of a computational method for ro-vibrational calculations capable of treating linear four-atomic molecules within the 3N − 6 approach 71, 86 which uses finite basis representation (FBR) for the angular coordinates and a mixed FBR-DVR basis for the radial motion.
While accurate at low excitations of rotational energy, it is currently too computationally demanding to make it viable for use up to highly rotationally excited states 34, 87 . WAVR4 was used to calculate the ro-vibrational energy levels and spectra of acetylene, up to rotational excitation J = 1 34, 71 (with extrapolations to higher rotational excitations 34 ). As stated in the papers, the program was specifically designed to deal with wide amplitude motion and isomerizations; the isomerization from acetylene to vinylidene is expected to occur at around 15,000 cm -1 above the acetylene ground state.
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DVR3D is a code used by the ExoMol project which utilises the DVR (Discrete Variable Representation) method, based on Gauss-Jacobi and Gauss-Laguerre quadrature, 66, 68 in the modelling of the ro-vibrational spectra of triatomic molecules and is capable of successfully handling linear molecules such as CO 2 .
52,88
The second (3N − 5) approach involves choosing appropriate coordinates to represent a linear molecule which do not lead to singular terms in the KEO. One of the best known examples of such a 3N − 5 ro-vibrational Hamiltonian was published by Watson in 1968, 89 which uses normal coordinates and is still an important basis for a large amount of related work until the present day. [90] [91] [92] [93] [94] Its foundation is found in techniques developed by Ref. 95 for treating linear triatomic molecules in a doublet-Π electronic state and the work by Refs. 96, 97, 95 , in which the Hamiltonian is built in the classical form and transformed to the corresponding quantum operator form via the Podolsky trick 98 and employing the Eckart conditions. 99 An alternative form of the Hamiltonian, appropriate for linear molecules, was subsequently published by Watson, 100 which deals with the angular momentum around the linear axis differently to the standard non-linear case. There are similarities here with the method we employ in Section III; the Euler angle describing rotation about the z-axis, i.e. χ (see Fig. 1 ), becomes undefined for a linear molecule, and so this rotational motion is effectively treated as vibrational instead.
II. RO-VIBRATIONAL CALCULATIONS USING TROVE AND THE

CONSTRUCTION OF THE KINETIC ENERGY OPERATOR
In order to fully understand why a special treatment is required for variational calculations involving linear molecules, it is necessary to look at the method used to solve for the ro-vibrational energies of non-linear molecules. Here we consider specifically the variational method TROVE, however the conclusions are general enough to be applicable to other nuclear motion programs.
The ro-vibrational energies, E 
whereĤ rv is the ro-vibrational Hamiltonian operator of the molecular system. Solving this variationally can be highly computationally demanding, especially for polyatomic molecules, with a general increase in time for systems with more atoms. With the B-O approximation comes the concept of potential energy surfaces; the Schrödinger equation should be solved for the motions of the nuclei moving in the potential created by the electrons. This is formed by using electronic structure calculations to find the total energy of a given electronic state as a function of clamped nucleus geometry. The nuclear Hamiltonian operator,Ĥ is a sum of the kinetic energy operator and potential energy function,Ĥ
In TROVE, these operators are expanded as a Taylor series around the minimum of the potential energy surface (i.e. the equilibrium geometry) or, alternatively, around a non-rigid configuration, in terms of a suitable set of internal coordinates, ξ i . For example, in the case of the potential energy function:
where f i jk... are expansion coefficients. This is appropriate as long as only the region around one minimum of the system is being considered, as is the case for 
where s λ,iα is the Jacobian s-matrix (λ = 1 . . . M + 3), which can be found via inversion of another matrix, called the Jacobian t-matrix. This is defined in three parts, associated with the M vibrational, 3 rotational and 3 translational coordinates. These are given respectively by:
Here r iα defines the Cartesian coordinates, α=x,y,z, of each atom, i = 1 . . . N, with respect to the center of mass of the system (body-fixed); ξ λ is the λ th vibrational coordinate and ǫ αβγ is the fully antisymmetric Levi-Civita tensor.
The s-matrix is defined by
where ξ κ is a generalised coordinate (κ = 1, . . . , 3 N) consisting of the translational, vibrational and rotational coordinates. The s-matrix is related to the t-matrix by the chain rule:
In order to build the kinetic energy operator expansion, TROVE was originally programmed such that the t-matrix is first generated, before being numerically inverted as in Eq. (10) to reduce the size of matrices that are required to be inverted; these improvements will be outlined here. 
where g = x, y, z, r e iβ is a β-Cartesian (β=x, y, z) component of the nucleus i at the equilibrium configuration and ǫ gαβ is the fully antisymmetric Levi-Civita tensor. These constraint vectors can be combined with the rotational t-vectors to form a new 3 × 3 matrix,
which can be inverted to give η gg ′ . That is, η gg ′ and J gg ′ are related as follows
where g, g ′ = x, y, z. Once η gg ′ and c g,iα have been found, they can be used to form the rotational part of the s-matrix
Here, the η gg ′ coefficients are common to all atoms, reducing the number of elements required to be evaluated; only inversion of the 3 × 3 (4×4 for non-rigid representations 69, 102 ) J-matrix (Eq. (12)) is required. It is for this reason the method has been implemented in TROVE.
In the case of Eckart embedding, the J-matrix is linear in r i α . 102 We expand the η-matrix as a
Taylor series in terms of the vibrational coordinates ξ λ ,
and solve iteratively for the coefficients by inverting the J-matrix of Eq. (12) .
Once the rotational part of the s-matrix has been found in this way, the vibrational part can be found as follows. 
where A iα,λ and B λ, The elements of the linearized B-matrix are defined as the first derivatives of the Cartesian positions r iα with respect to the GMD coordinates taken at the equilibrium and thus coincide with the vibrational elements of the s-matrix in Eq. (9) at the equilibrium:
The elements of the A-matrix are subject to the constraints of the center of mass, Eckart, and orthogonality conditions: it is now given by
which makes use of the rotational part of the s-matrix, s 
It can clearly be seen that if the determinant of the t-matrix which is used to build the KEO involves any bending angles it will tend to zero at linearity and therefore inversion of this matrix in the process described above will lead to singular terms. For example, for the 3N − 6 coordinates illustrated in Fig. 2 , the determinant of the t-matrix becomes zero at the linear geometry:
It should be noted that TROVE is now capable of working with geometrically defined coordi- As explored in the previous sections, the singularity issue in the KEO is associated with some of the angles used to describe the system becoming undefined at linearity. According to the (3N − 5) approach, one of the rotational angles must be combined with the vibrational modes (the Euler angle describing the rotation of the molecule around the z axis, χ (see Fig. 1 )). Therefore, an extended set of the internal coordinates is defined to cover all vibrations as well as this rotation motion; (3N − 5) coordinates. In the following we show how this is now been implemented in TROVE to construct a (3N − 5)-type kinetic energy operator (KEO) as part of TROVE's numerical 'on-the-fly' methodology.
In the case of 12 C 2 H 2 , the common choice of the 3N −6 curvilinear (GDC) coordinates includes
, and τ ≡ τ HCCH (see Fig. 2 ). Thus, apart from the Euler angle χ (see Fig. 1 ), another 'singular' coordinate is τ, describing the torsional motion of the molecule; τ is undefined if either of θs becomes 180
• , while χ is undefined for the linear
• . Using any of these coordinates would introduce a singularity in the kinetic energy operator, even in the (3N − 5) approach.
We define our singularity-free coordinates as follows. The equilibrium configuration r e iα of a linear molecule is set along the molecular z-axis (centered at z = 0), as shown in Figure 2 . The positions of the H 1 and H 2 atoms are given by their (rectilinear) Cartesian x and y displacements relative to the equilibrium linear configuration (subject to the center of mass and Eckart conditions), supplemented by the bond length between the two carbon atoms, R and the two carbon-hydrogen bonds lengths, r 1 and r 2 . These seven coordinates ξ λ (∆x 1 , ∆y 1 , ∆r 1 , ∆x 2 , ∆y 2 , ∆r 2 and ∆R, where ∆x i = r i x and ∆y i = r i y (i=1,2)) provide an (almost) unambiguous description of any instantaneous configurations of 12 C 2 H 2 including the linear geometry; such a choice, however, is not ideal to describe the vibrational motion of the molecule as the bond lengths r 1 and r 2 become ambiguous for the configurations with θ i > 90
• and θ i < 90
• . As will be seen below, the linearized version of this set of coordinates does not have this problem.
Based on these seven coordinates ξ λ , we also define seven linearized coordinates as follows.
For the three stretching modes ξ It is important to note that in this coordinate system the angular momentum defined by the remaining two Euler angles is conserved and thus all the standard commutation properties (with standard matrix elements ofĴ ) will still apply. This is not an obvious conclusion; see, for example, the discussion by Howard have shown that the normal commutation relations can be always restored via a suitable unitary transformation of the eigenfunctions. The consequence of this conclusion is that the standard procedure to build a KEO (e.g. based on the s-and t-matrices as described in Section II) can be used with the only amendment being to remove the z-component, which thus causes thê J z terms to disappear in the KEO (Eq. (4)). We apply the TROVE approach 69 to build the kinetic energy operator, where the z-components of all matrices (t, s, G) are set to zero. In other words, the angular momentum about the molecular axis is treated as purely vibrational, known as the Sayvetz condition for linear molecules. 
The 1D vibrational basis functions are either obtained by solving the corresponding reduced 1D
Schrödinger equations or are taken as the Harmonic or Morse oscillators. Table II for description of the standard, normal mode quantum numbers n 1 , n 2 , n 3 , n 4 , l 4 and l 5 .
TROVE Description
Rotational quantum number; z-projection of the rotational angular momentum J Quantum number associated with rotational angular momentum, J. C 2 H 2 we select the following three symmetry independent vibrational sub-spaces: (I) In order to facilitate the symmetrization of the bending 4D basis set functions 
Here,p λ is a vibrational momentum operator and ζ given by symmetrized products of the rotational and vibrational basis functions, The latter constraint can be also interpreted within the irreps of the point group D ∞h as follows. The D ∞h point group spans the following irreps: Since TROVE can only work with finite symmetries, instead of D ∞h we use a finite group D nh with a value of n large enough to cover all required excitations (up to L max = K max ), such that n = 2L max + 1 or n = 2L max + 2 107 (depending on whether n is odd or even); it should be noted that odd and even values of n lead to different symmetry operations, but both are valid. For example, in order to be able to cover the rotational excitation up to K = 10 (E 10g and E 10u ), it is necessary to use at least D 21h symmetry. Evidently, the higher the required maximum rotational excitation, represented by K max = L max , the higher n is needed, leading to an increase in calculation time and a larger number/greater size of files to be stored. The minimum value of n required for correct treatment (n = 2L + 1 or n = 2L + 2) should therefore be used (see Ref. 107) . The symmetry D nh with an odd number n is perhaps better suited to represent the infinite group as the even groups contain the B g and B u irreps not present in D ∞h . However, these will disappear from calculations in either case and the point group inversion i is present in D nh , whereas for n odd it is not. 107 Since i ∈ D ∞h , in some sense an even-n D nh is more similar to D ∞h than an odd-n D nh . It could thus be argued that only even-n D nh groups should be considered in the limit of n → ∞; this is the approach that has been taken in this work and that of Ref. 107 .
In fact the vibrational angular momentum quantum number L (and thus also K) can effectively be truncated based on the energy criteria: since the vibrational angular momentum l of a multidimensional isotropic harmonic oscillator 101 is bounded by the total vibrational quantum number N, the corresponding energy is limited by E max ∼ω×N (ω is a harmonic frequency). The rotational quantum number k is bounded by J, with the energy contribution proportional to a much smaller value (∼ BJ(J + 1)). In this work we have truncated the vibrational basis set at L max = 8, which also limits K to K max = 8, and requires the use of at least D 17h .
This reduction in basis set size is an advantage for the total ro-vibrational energies calculation time; indeed, while calculations for high values of J are usually a bottleneck in ro-vibrational calculations using TROVE, or similar variational routines, for linear TROVE this is not the case.
Here, increasing the value for the vibrational angular momentum leads to more of a bottleneck, but once the J = 0 representation has been computed, it is not computationally demanding to go to high values of rotational excitation, J. See Ref. 54 for more details on the process of utilising the J = 0 representation in TROVE for making ro-vibrational calculations more tractable; this also facilitates the option to replace vibrational band centers with experimentally determined values. 41 The model outlined in this section, along with the potential energy function given in Section V, were used in the calculation of the ab initio room temperature line list given in Section VI.
IV. TROVE AND THE SINGULARITY ISSUE: THE (3N − 6) APPROACH As mentioned in Section II, the KEO for a linear molecule in terms of 3N − 6 vibrational coordinates contains singularities, that are manifested in the presence of negative exponents for coordinates describing bending vibrations. For acetylene, the torsion coordinate τ and that of overall k-type rotation around the molecule-fixed z-axis, χ, become indefinite upon the bending vibrational coordinates α 1 and α 2 approaching zero values, i.e. at the linear geometry of the molecule (see Fig. 1 and 2 ; note that α 1 , α 2 are to referred to in this section, which correspond to
where the singular parts of the expressions for elements of vibrational G
ττ , rotational G
χχ and Coriolis G (1) τχ and G (1) χτ matrices and pseudopotential U (1) are independent of α 1 , α 2 and τ, and are functions of stretching coordinates only. In practical calculations, these are replaced by constant values computed at the equilibrium. An expression similar to Eq. (33) can be obtained for T 
sing in the coordinate system defined as shown on Fig. 2 are not relevant for further discussion. We provide a script used for deriving the analytical KEO in the supplementary material.
We now require an appropriate form for the basis functions φ 1 (α 1 ) and φ 2 (α 2 ) that exactly cancels the divergence of the KEO in the vicinity of the linear geometry. From the pragmatic point of view of numerical calculations, the basis functions must be chosen such that they eliminate the singularity in the respective matrix elements. The most evident approach is to cancel the singularity in each term in (33) individually by using the form φ 1 (α 1 ) ∼ α 1 and φ 2 (α 2 ) ∼ α 2 . This is satisfied, for example, by choosing the Legendre orthogonal polynomials as a basis, that approach zero at linearly. For this reason, Legendre based polynomials have been employed as suitable basis functions for solving the bending problem in many variational ro-vibrational approaches. 29, [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] Here, we follow the alternative approach developed in Refs. 101, 109 for triatomic molecules, which attempts to find the exact form of the bending wave function in the vicinity of the linear geometry. It is based on the fact that since neither the energy nor the wave function can be singular, the Hamiltonian operator acting on a wave function has to produce a non-singular function as well. Therefore, the divergence of T (1) sing and T (2) sing must be exactly cancelled by other terms in the ro-vibrational Hamiltonian; the kinetic energy operators for the α 1 and α 2 vibrations. This can only be so if the wave function φ v 1 (α 1 ) satisfies the equation
with a similar expression for φ v 2 (α 2 ). If we choose the basis functions for χ and τ coordinates to be φ k (χ) = (2π) −1/2 e ikχ and φ t (τ) = (2π) −1/2 e itτ (k and t are quantum numbers associated with χ and τ, respectively), the integration of (34) over the χ and τ variables yields
The solution of this equation implies that for small α 1 the wave function behaves as
where L m 1 n 1 (cos α 1 ) is the associated Legendre function of the first kind, a solution to the associated Legendre differential equation 110 with
Similar expressions can be obtained for ψ v 2 (α 2 ). At small values of the argument α 1 , the wave function in (36) can be reduced to the expression (Fig. 4) . The linearity-cusp in the wave function is not well reproduced by the commonly used expansions in terms of Legendre polynomials, as can be seen in Fig. 4 . For the Legendre functions at the linear geometry (α = 0) there is no cusp as the first derivative is constant and the convergence to the exact minimum point of the cusp is very slow. It is of interest to note the recent work of Hirano et al., 111, 112 who also come to the conclusion that the form of the bending wave function of a linear molecule has zero amplitude at ρ = 0, as in Figure 4 .
V. POTENTIAL ENERGY AND DIPOLE MOMENT SURFACES
Potential energy surfaces for acetylene are generally either local, appropriate for describing ro-vibrational motion close to the linear equilibrium structure, 103, [114] [115] [116] [117] or they are designed to be more global 33, 78, 118, 119 in order to properly describe the isomerization to vinylidene at around 15,000 cm -1 .
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The set of coordinates used to describe the potential are to some extent determined by this choice; curvilinear coordinates have been thought to represent a non-isomerising potential energy surface (PES) more smoothly than rectilinear, 120, 121 though the difference is small in the region very close to equilibrium geometry; while coordinates such as diatom-diatom are thought to handle the isomerization process more appropriately. 29 The use of a Taylor series expansion in an appropriate set of coordinates to represent the potential can only be justified for the local surfaces, restricted to accurately describe the area around one potential minimum only at which the expansion is taken; a linear configuration in this case.
This is the approach which has been taken in this work (we do not consider the isomerization to vinylidene here). These are often truncated at fourth, sixth, or eighth order.
A. Potential energy functions: linearized (3N − 5) coordinates
In the TROVE rigid approach, all components of the Hamiltonian operator are represented as a Taylor expansion in terms of linearized coordinates (or some 1D functions of them) around the equilibrium configuration, leading to a sum-of-product form designed to facilitate the matrix elements calculations via 1D-integrals. This includes the potential energy function V(ξ). Since the PES is usually provided in terms of some different user-chosen curvilinear coordinates of a userchoice, TROVE uses a numerical finite difference method (with quadruple-precision) to re-expand V(ξ) in terms of the TROVE-coordinates ξ lin λ . The geometrically defined coordinates ξ (R, r 1 , r 2 , θ 1 , θ 2 and τ) used to sample the ab initio PES were transformed to the linearized TROVE coordinates ξ lin λ using the Cartesian coordinate representation as an intermediate via the chain:
with the transformation from ξ lin → {r i } given by Eqs. (27) (28) (29) via the A-matrix representation.
Here {r i } represents the Cartesian coordinates of an atom i in the molecular coordinate system defined using the Eckart-frame. This transformation is under-defined since there are only six coordinates ξ λ being used to obtain seven ξ lin µ . As an additional condition we use the requirement that the x-axis should bisect the dihedral τ angle. Since the potential expansion is built to be invariant for any rotation around the z axis, this requirement does not affect the expansion parameters. 
where χ λ are given by e.g. to any rotation C n around the z axis.
As we tend to use discrete symmetries (see Section III), this is achieved by making it invariant to the operations of D nh instead. While the process of symmetrizing the ro-vibrational basis set requires D nh with a value for n such that n ≥ 2L max + 1 (odd n) or n ≥ 2L max + 2 (even n) 107 , the same constraint does not need to be applied to the symmetrization of parameters to be used in the potential energy or dipole moment fitting routines. Instead, the required n for D nh appears to be related to the expansion order of the potential; for a potential expanded up to 8 The ab initio electronic structure calculations used in this work were performed using MOLPRO 122 at a CCSD(T)-F12c level of theory 123 with a VQZ-F12 basis set. 124 They were carried out on a grid of 50,000 points spanning the 6D nuclear-geometry coordinate space up to 15,000 cm -1 , defined
by a set of 6 curvilinear bond length and bond angle coordinates (as given in Figure 2 ).
When fitting V(ξ) in Eq. (41)- (42) to the ab initio energies, each grid point i was weighted using the method outlined in Ref. 125 , with a higher weight, w i , given to points with lower energy:
Here, V i is the potential energy, in cm The linearized-coordinate alternative does not have this degeneracy issue, though it does have the aforementioned problem with being less intuitive in modelling vibrational stretches. Nevertheless, the linearized-coordinate fit to the potential energy function of Eq. (43)- (45) is reasonable and the use of a potential function which has been fit using linearized coordinates avoids any re-expansion, as these are exactly the coordinates which are used by TROVE. This makes this potential function suited for use with TROVE, but not particularly useful for the community. We therefore provide a PES as supplementary material which is fitted using the (3N − 5) non-linearized coordinates. We also provide a version of the PES which uses the standard six curvilinear coordinates R, r 1 , r 2 , θ 1 , θ 2 , and τ, with the χ-expansion variables (see Section V B). The linearized version of our PES can be provided on request. B. 3N − 6 potential surface A Fortran least squares fitting routine was used to fit the ab initio points described in V A to functions of a Morse-oscillator form, as shown below for the 3N − 6 set of internal valence coordinates (as illustrated in Figure 2 ):
where
The use of Morse functions for the stretches has been shown to give a more accurate representation on the condition that the two atoms involved are suitably light, 29, 129 as is the case for the bonds in the acetylene molecule. Care was taken to comply with the relevant symmetry constraints on the expansion coefficients F i, j,k,... , for example if either of the bending angles were being expanded to the power of zero then the dihedral angle, τ should not be expanded to any power greater than zero, as for linear geometries it is undefined. using 577 parameters. Again, the potential energy function is provided as part of the supplementary material as a Fortran program. As can be seen in Figure 6 , the residuals are smaller than for the fit using the (3N − 5) linearized coordinates, with an increase as a function of ab initio energy, as would be expected as a result of the weighting of Eq. (43) (44) (45) . The better fit to the ab initio energies using the (3N − 6) model is due to the curvilinear coordinates being chemically more intuitive to describe the internal stretching and bending motions of the molecule than the rectilinear type coordinates. As described previously (see Section V A), the re-expansion of this 3N − 6 = 6 dimensional surface in terms of the set of 3N − 5 = 7 coordinates used in TROVE is not currently stable, which is why this potential fit is not used in the calculations of Section VI, but it may be of use with other general nuclear motion routines, including the curvilinear version of TROVE; this version of the potential was used in testing the (3N − 6) model outlined in Section IV. 
C. Dipole moment surfaces: (3N − 5) coordinates
The ab initio electric dipole moment components, µ α (α=x, y, z), were computed using the finite difference method in MOLPRO, on a grid of 50,000 points spanning the 6D nuclear-geometry coordinate space covering up to 15,000 cm , defined by a set of 3N − 6 = 6 curvilinear bond length and bond angle coordinates (as given in Figure 2 ), at CCSD(T) level of theory and using an aug-cc-PVQZ basis set. The dipole moment surface was fit using the same set of 3N − 5
coordinates as for the 3N − 5 potential of Section V A (as illustrated in Figure 3 ) to the following function:
where χ λ are given by: (for the x, y and z-components of the dipole) using the (3N − 5) linearized coordinates described in Section V A and illustrated in Figure 3 . The overall rms of the fit up to 14,000 cm Debye (weighted with the same parameters as the potential energy fits, as per Eq (43)- (45)), and 0.75
Debye (unweighted), on a grid of 46,714 ab initio points, using 459 symmetrized parameters The size of the primitive and contracted basis sets in Eq (30) were controlled by the polyad number
with P max =18 for the primitive basis set and reduced to 16 after contraction. 
The corresponding eigenvalue problems are solved for the three reduced Hamiltonian operators using these basis sets: stretchingĤ
, and bendingĤ (4D) . The reduced Hamiltonianŝ were set for the primitive and contracted matrices (see Section III), respectively, while the overall energy cutoff was set to 18,000 cm -1
. The D 24h (M) molecular symmetry group was used, which includes irreducible representations A 1g , A 2g ,
As mentioned in Section III, only the A-type symmetry ro-vibrational states are allowed by nuclear statistics; the statistical weights are 1
for A 1g and A 1u (para), 3 for A 2g and A 2u (ortho), and 0 for everything else. 
C. Discussion
A refinement procedure on the equilibrium bond-length geometry can vastly improve the accuracy of the rotational transitions, but generally is balanced by a loss of accuracy on the vibrations. 140 In this work we have adjusted the equilibrium bond-length geometry to give a good rotational structure, which may have negatively affected the vibrational band centers. 35 up to 10,000 cm -1 (TROVE calculations up to J=58; transitions to higher J were not within the specified energy window of below 10,000 cm -1 ).
these on the data presented in the current work, but intend to refit the potential energy surface to a mixture of ab initio and experimentally determined energies; these semi-empirical adjustments are in progress for future publication, using the empirical energy levels of Ref. 41 .
As expected, there is some obvious shifting of the band centers of our line list when compared to HITRAN-2016, as illustrated in Figures 10 and 11 , but the overall rotational structure is good. As can be seen in Table III, (weighted) for PES-2. A less computationally demanding small basis set (P max =8 for the primitive basis set and reduced to 6 after contraction, according to Eq. (52)) was used in order to make comparisons between the results of ro-vibrational calculations using PES-1 and PES-2.
As expected, the energies shifted closer towards the corresponding experimental values for PES-2.
There was, however, also an effect on the intensities (both calculations used the 3N − 5 linearized coordinate DMS presented in Section V C), as illustrated by the (ν 4 + ν 5 ) 0 band in Figure 12 . It is apparent that the calculated intensities are very sensitive to the ro-vibrational eigenfunctions, which are dependent on the quality of the PES. We therefore expect the use of a potential energy surface with a better fit to lead to some improvement in both the energies of Table III and the   intensities of Table IV ; the procedure of refining the PES to empirical energies that is currently in progress is expected to improve the intensity values of Table IV , as is further experimenting with different weights in the DMS fitting procedure.
coordinates, up to the 8 th order expansion) with the same band using 12 C 2 H 2 data from HITRAN-2016. 133 This is the focus of our current continuation of this work, for future publication; to further investigate the use of a different DMS, to include experimentally determined energies (of Ref. 41) in the potential energy surface fitting to give a semi-empirical PES, and to extend the calculations up to higher energies in order for it to be applicable up to high temperatures, of at least 1000 K. can have an effect on the intensities, in this case the (ν 4 + ν 5 ) 0 band (see Table IV ). PES-1 and PES-2 were fit to the same 3N − 5 function and ab initio points as described in Section V A, but with different weighting parameters. A small basis set is used for testing purposes (P max =8 for the primitive basis set and reduced to 6 after contraction, according to Eq. (52)) due to the computational cost of high-basis-set calculations.
VII. CONCLUSIONS
We have outlined two approaches to handling linear molecules in ro-vibrational calculations:
3N − 5 and 3N − 6. While the idea behind the (3N − 6) approach is to select a form for the wave function which removes the singularity in the Hamiltonian, the (3N − 5) approach makes use of a KEO which is already non-singular. The (3N − 6) approach uses physically more meaningful and intuitive coordinates for representing the vibrations in the molecule, however the main advantage of implementing the (3N − 5) approach is that, unlike the (3N − 6) approach or the use of Legendre Polynomial functions, it is compatible with the way that TROVE constructs and truncates basis sets to represent the full ro-vibrational wave function and still allows for the KEO to be generated numerically, with no analytical pre-derivation required (see Ref. 69 for more details). There is no reason why it should not be compatible with other polyatomic linear molecules, a supposition which will be put to the test in the future. For these reasons, the (3N − 5) approach has been fully implemented into TROVE along with a symmetrization procedure for linear molecules (details in Ref. 107 ) and was used in the calculations presented in Section VI. The (3N − 6) approach will be integrated into TROVE in the future. The two approaches which make use of either 3N − 6 or 3N − 5 internal coordinates should in principle lead to completely equivalent eigenvalues; a full comparison of these two approaches (calculation times, convergence, difference in accuracy) will be an interesting investigation to make.
We have shown that the ro-vibrational energy and intensity calculations using this (3N − 5) model work with the variational method implemented in TROVE, with no numerical issues due to singularities in matrix elements, and that this method therefore has the potential, in combination with other techniques such as empirical PES refinement 141 or replacement of the band centers (EBSC), 53 to produce accurate high-temperature ro-vibrational spectra for 
