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a b s t r a c t
We study an on-line machine covering problem, in which jobs arrive one by one and their
processing times are known upon their arrival, and jobs are allowed to migrate between
machines when a new job is added in the system. However, the total processing time
of migration induced by an incoming job is bounded by a constant factor β times the
processing time of the incoming job. The objective is to maximize the minimum machine
load. In this paper, we present an on-line algorithm with competitive ratio 6/5 for the two
identical machines case with β = 1. Moreover, the presented on-line algorithm is only a
local migration, that is, when one job is assigned to machine i, only the jobs on machine i
are allowed tomigrate. We also show that the provided algorithm is a best possible on-line
algorithm in the sense of local migration.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Weconsider themachine covering problemof scheduling a sequence of jobs to two identical parallelmachines so that the
smallest load over machines is as large as possible. Each job has a non-negative processing time and the load of a machine
is the total processing time of jobs assigned to it. Jobs arrive one by one and must be assigned to a machine without the
awareness of future jobs. Different from the classical on-line scheduling problem, here we allow to migrate the already
assigned jobs to another machine whenever a job arrives. However, the migration of jobs is limited such that the total
processing time of the moved jobs is bounded by a constant β times the processing time of the incoming job. The constant
β is called themigration factor. The goal of our problem is to assign all the jobs to the twomachines with boundedmigration
so that the minimummachine load is maximized.
Machine covering problem is a dual problem of the classical scheduling problem. As mentioned in [1], the machine
covering problem has applications in the sequencing of maintenance actions for modular gas turbine aircraft engines [2].
Machine covering problem also has applications in fairness scheduling. If we regard each machine as an agent, then each
agent is willing to have more jobs to process. To be fairness, one goal is to maximize the minimum load of each agent.
We use the competitive ratio [3] to measure the performance of an on-line algorithm. An algorithm A is said to be ρ-
competitive if the objective value CA of the on-line algorithm A is at least 1/ρ · Copt, where Copt is the objective of an optimal
off-line algorithm.
Our problem becomes the on-line machine covering problem if the migration is not allowed. For general m machines,
Azar and Epstein [4] designed a randomized on-line algorithm with competitive ratio O(
√
m) and a matching lower bound
ofΩ(
√
m). The lower bound also implies that there does not exist constant competitive ratio for deterministic algorithms.
Epstein [5] proposed a (q + 1)-competitive on-line algorithm for two related machines of speed ratio q. This implies that
our problem without migration is 2-competitive.
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If the migration factor is large enough, i.e. β = ∞, then our problem becomes the off-line machine covering problem.
For general m machines, the longest processing time (LPT) algorithm is 4/3-approximate [1] and a tight lower bound of
(4m − 2)/(3m − 1) was given in [6]. Finally, Woeginger [7] developed a PTAS for the identical machines. He also pointed
out that the greedy algorithm ism-competitive.
Bounded migration is a tradeoff between the classical on-line algorithm and the off-line algorithm. Sanders et al. [8]
presented a 2-competitive algorithm for general m machines with β = 1. A natural problem arising is that can we design
a better algorithm for two machines with a small migration factor? The second question is that will the larger migration
factor helps to improve the competitive ratio?
Our contribution. In this paper, we present a deterministic algorithm with competitive ratio 6/5 for two machines with
β = 1. Moreover, the migration in our algorithm is only a local migration, in which only the jobs in a machine where the
incoming job is assigned are allowed to migrate to another machine. We also show that the competitive ratio is at least 6/5
for any valueβ if only localmigration is allowed. Then our algorithm is a best possible on-line algorithmwith localmigration
and the larger migration factor does not help to improve the competitive ratio with only local migration.
Recall that the off-line algorithm LPT for twomachines is at least 6/5-approximate [6]; our on-line algorithm only needs
a simple rearrangement of the current schedule but performances similarly as the off-line algorithm.
Other related work. The concept of bounded migration was first appeared in [8] for the scheduling problem while to
minimize the makespan. In that paper. an on-line PTAS was given with a constant migration factor. This idea was extended
to bin packing by Epstein [9], where an APTAS was presented with a constant migration factor. Recently, Skutella and
Verschae [10] have investigated a more general on-line machine covering problem with bounded migration, in which jobs
might leave the system. They showed that there is no on-line algorithm that can achieve competitive ratio less than 20/19
for m ≥ 3 machines even if all jobs does not leave the system, which rules out the existence of PTAS. Then, they defined
another migration factor r , where the provided on-line algorithm is allowed to migrate jobs, but the total processing time
of jobs migrated so far is bounded by r times the total processing time of all the jobs that enter the system.
For the general off-line case of machine covering problem on unrelatedmachines, Bansal and Sviridenko [11] formulated
the problem as a Santa Claus problem, in which n gifts are distributed amongm kids. With pij being the value when kid i is
given the gift j, Santa’s goal is to distribute gifts such that the least lucky kid is as happy as possible, i.e., to maximize the
minimal load among all the kids. An O(log logm/ log log logm)-approximation algorithm was proposed for the restricted
assignment case of the problem when pij ∈ {pj, 0} (i.e. when present j has either value pj or 0 for each kid). Asadpour and
Saberi [12] proposed a (
√
m log3 m)-approximation algorithm for the general case.
2. Preliminaries
Let J be the sequence of jobs that have so far appeared in the system, and P(J) be the sum of processing times of jobs in J .
The load of a machine i (i ∈ {1, 2}) is the sum of the processing times of the jobs assigned to it, denoted by Li(J) =∑j∈Ji pj,
where pj is the processing time of job j and Ji is a subset of jobs in J assigned to machine i.
Denote L(J) = mini Li(J), and the objective is tomaximize L(J). An optimal value of off-line schedule for the given instance
J is denoted by LOPT(J). An on-line scheduling algorithm A assigns jobs one by one, without knowing any knowledge of the
following jobs. Its objective of the given instance J is denoted by LA(J). Formally, since our problem is a max–min problem,
the competitive ratio ρA of an algorithm A is defined to be
ρA = sup
J

LOPT(J)
LA(J)

.
It is the same as the on-line algorithms, any incoming jobmust be immediately assigned to amachine. Unlike the classical
on-line algorithm that the assignment of jobs cannot be changed later, our problem allows to reassign other jobs with
bounded migration factor β . In each round, if a schedule moves jobs only from one machine where the incoming job is
assigned, it is called local migration.
In the following sections we consider the set of jobs J = {1, 2, . . . , j− 1} that have arrived in the first j− 1 rounds and
a newly arrived job j. Let J ′ = J ∪ {j}. Before giving our simple algorithm, we first present the lower bound for any local
migration.
Theorem 1. Any on-line algorithm with only local migration has a competitive ratio of at least 6/5.
Proof. We consider the instance as follows. First, given a set of 4 jobs with processing times 2, 2, 3, 3. The optimal objective
value is 5. In order to keep the competitive ratio less than 6/5, the four jobs must be assigned as follows. The first machine
has jobs with processing times 2, 3 and the second machine has jobs with processing times 2, 3, respectively. Then a new
job with processing time of 2 arrives. It is easy to check that the optimal solution is 6. However, if only local migration is
allowed, the solution of any on-line algorithm is at most 5. The theorem follows immediately. 
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Fig. 1. The schedule for J (left) and the optimal off-line schedule for J ′ (right).
3. Upper bound
In this section, we first show that there exists an on-line algorithm that achieves competitive ratio 6/5 with local
migration β = 1. Then, we construct such an on-line algorithm in detail. Similar to the previous works [8], our idea is
to maintain a 6/5-competitive schedule when a new job arrives with a local migration. However, the idea in [8] cannot be
applied directly due to different objective functions. To explore the structure of the schedule maintaining the competitive
ratios, we need the following lemmas.
Lemma 2. Given a 6/5-competitive algorithm A for the set of jobs J on two machines and a new job j ∉ J with pj ≤
1/3 · LOPT(J ∪ {j}), assigning the job j to the least loaded machine yields a 6/5-competitive schedule for the job set J ∪ {j}.
Proof. Weassumewithout loss of generality that the least loadedmachine for J is the firstmachine, i.e., LOPT(J) ≤ 6/5·L1(J).
Then the new job j is assigned to the first machine. We get L1(J ′) = L1(J)+ pj and L2(J ′) = L2(J). We distinguish two cases.
Case 1. The first machine is also the least loaded machine for J ′ = J ∪ {j}, that L(J ′) = L1(J)+ pj. Since LOPT(J ′) ≤ LOPT(J)+ pj
and LOPT(J) ≥ L1(J), we get
LOPT(J ′)
L(J ′)
≤ L
OPT(J)+ pj
L1(J)+ pj ≤
LOPT(J)
L1(J)
≤ 6
5
.
Case 2. The second machine is the least loaded machine for J ′ = J ∪ {j}, i.e., L(J ′) = L2(J). Because L2(J) ≥ 1/2∑i∈J pi, we
have
L(J ′) ≥ 1/2
−
i∈J
pi ≥ 1/2
−
i∈J ′
pi − 1/2pj.
Since 1/2
∑
i∈J ′ pi ≥ LOPT(J ′) and pj ≤ 1/3 · LOPT(J ′), we have L(J ′) ≥ 5/6 · LOPT(J ′). 
Lemma 3. Given a 6/5-competitive algorithm A for the set of jobs J on twomachines and a new job j ∉ J . If there exists a machine
i ∈ {1, 2} such that Li(J) ≥ 5/6 · LOPT(J ∪ {j}), then assigning this new job j to the least loaded machine yields a 6/5-competitive
schedule for J ′ = J ∪ {j}.
Proof. Without loss of generality, we assume that L1(J) ≤ L2(J), and the job j was assigned to the first machine. Then the
second machine’s load satisfies L2(J) ≥ 5/6 · LOPT(J ∪ {j}) and LA(J) = L1(J).
If the first machine has the smaller load for J ′, then L(J ′) = L1(J)+ pj. Since LOPT(J ′) ≤ LOPT(J)+ pj and LA(J) ≤ LOPT(J) ≤
6/5 · LA(J), it holds that
LOPT(J ′)
L(J ′)
≤ L
OPT(J)+ pj
LA(J)+ pj ≤
LOPT(J)
LA(J)
≤ 6/5.
Otherwise, the secondmachine is the least loadedmachine, that is, L(J ′) = L2(J). Hence, we get that L(J ′) ≥ 5/6 ·LOPT(J ′),
which implies the lemma. 
Theorem 4. Consider an arbitrary 6/5-competitive algorithm A for J on two machines. When a new job j arrives, there exists a
subset of jobs U of total processing time p(U) ≤ pj which resides on one of the two machines, so that scheduling job j on this
machine and migrating the jobs in U to the other machine yields a 6/5-competitive algorithm for J ′ = J ∪ {j}.
Proof. Consider an optimal off-line schedule for J ′ = J ∪ {j} where job j is assigned to the first machine. First, we describe
the difference between this optimal schedule and the given schedule for J by Fig. 1. Then we construct the migrated job
set U .
Let Y1 and Y2 be the subset of jobs assigned to the first machine and the secondmachine in both schedules, respectively.
The remaining two subsets X1 and X2 capture the differences between these two schedules without considering the job
j, which is only presented in the optimal off-line schedule. In the following, we assume without loss of generality that
p(Y1) ≤ p(X2) (otherwise, exchange the two machines in the given schedule for J). From the optimal off-line schedule, we
have
p(Y1)+ p(X2)+ pj ≥ LOPT(J ′) (1)
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and
p(X1)+ p(Y2) ≥ LOPT(J ′). (2)
If pj ≤ 1/3 · LOPT(J ′), or p(X1)+ p(Y1) ≥ 5/6 · LOPT(J ′), or p(X2)+ p(Y2) ≥ 5/6 · LOPT(J ′), it follows from Lemmas 2 and
3 that assigning job j to a least loaded machine yields the desired schedule, i.e., let U = ∅, where no migration is needed. In
the following, we assume that
pj > 1/3 · LOPT(J ′)
and
p(X1)+ p(Y1) < 5/6 · LOPT(J ′), p(X2)+ p(Y2) < 5/6 · LOPT(J ′). (3)
Then we get p(Y1)+ p(X2) < 2/3 · LOPT(J ′). By the assumption that p(Y1) ≤ p(X2), we have
p(Y1) < 1/3 · LOPT(J ′). (4)
Note that
p(Y1)+ p(X2)+ p(X1)+ p(Y2)+ pj ≥ 2 · LOPT(J ′) (5)
and thus, by (3) and (4), we get
p(X1)+ pj ≥ 5/6 · LOPT(J ′). (6)
If p(Y2)+p(X2)+p(Y1) ≥ 5/6·LOPT(J ′), it is easy to find such a set ofU . We letU = Y1. This assignment is feasible, since
we can assign job j to the first machine and migrate the jobs in U to the second machine. Consequently, L1(J ′) = p(X1)+ pj
and L2(J ′) = p(Y2) + p(X2) + p(Y1), which means that the loads in both machines are at least 5/6 · LOPT(J ′). Thus the
competitive ratio is at most 6/5 for the job set J ′. Since p(Y1) < pj, the migration factor is at most 1.
Now we only need to consider the following case.
p(X2)+ p(Y2)+ p(Y1) < 5/6 · LOPT(J ′). (7)
From Inequality (5), we obtain that p(X1)+ pj ≥ 7/6 · LOPT(J ′). Moreover, from Inequality (2), we have
pj ≥ 1/6 · LOPT(J ′)+ p(Y2). (8)
To complete the proof, we still need to consider the following two cases.
Case 1. p(Y2) ≤ 1/3 · LOPT(J ′). Then p(X1) ≥ 2/3 · LOPT(J ′) by (2) and thus p(Y1) < 5/6 · LOPT(J ′) − p(X1) ≤ 1/6 · LOPT(J ′)
by (3). It holds that
pj + p(X2) ≥ LOPT(J ′)− p(Y1) > LOPT(J ′)− 16 L
OPT(J ′) = 5
6
LOPT(J ′).
Recall that p(X1) + p(Y1) + p(Y2) ≥ LOPT(J ′) by Inequality (2), then let U = Y2, we get a feasible choice. That
means all jobs in Y2 migrate to the first machine and the incoming job j is assigned to the second machine. In this case,
L1(J ′) = p(X1)+ p(Y1)+ p(Y2) ≥ LOPT(J ′) and L2(J ′) = pj + p(X2) ≥ 5/6 · LOPT(J ′), which imply that the competitive ratio
for J ′ is at most 6/5. Again p(Y2) < pj, the migration factor β ≤ 1.
Case 2. p(Y2) > 1/3 · LOPT(J ′). Then pj > 1/2 · LOPT(J ′) by Inequality (8) and p(X2) ≤ 1/2 · LOPT(J ′) by Inequality (3). We
obtain that pj + p(Y2) > 5/6 · LOPT(J ′) and pj > p(X2). Consider the following two subcases.
Case 2a. p(X1)+ p(Y1)+ p(X2) ≥ 5/6 · LOPT(J ′). Then let U = X2, similarly one can check that it is a feasible solution and
the migration factor is at most 1.
Case 2b. p(X1)+ p(Y1)+ p(X2) < 5/6 · LOPT(J ′). Then combine with Inequalities (7) and (2), we get
p(Y1)+ p(X2) < 1/3 · LOPT(J ′).
Hence, p(Y1) < 1/6 · LOPT(J ′). It holds that pj + p(X2) ≥ 5/6 · LOPT(J ′) by Inequality (1). Since pj > p(Y2) by Inequality (8),
let U = Y2, we obtain a feasible solution and the migration factor is not more than 1. 
Theorem 4 only gives the existence of a 6/5-competitive on-line algorithm on two machines. To get a real on-line
algorithm with competitive ratio 6/5, we need to find such a migration job set U . As we know, the set U depends on the
optimal off-line schedule, but the optimal off-line schedule is unknown to the on-line scheduler. To overcome this difficulty,
we partition the set U according to large jobs and enumerate all the possibilities. For each set of jobs J ∪ {j}, we define the 5
longest jobs as large jobs, and the other jobs as small jobs. Clearly, there are at most 5 jobs with processing time larger than
1/3 · LOPT(J ∪ {j}) in the optimal off-line schedule for J ∪ {j} on twomachines, which implies that the processing time of any
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small job is not more than 1/3 · LOPT(J ∪ {j}). For each machine i, i ∈ {1, 2}, we define the family of subsets of large jobs in
Ji on machine i as follows,
LMi(J) := {X ⊆ Ji | X contains large jobs and p(X) ≤ pj}.
Because there are at most five large jobs on onemachine in the schedule for J , each X in LMi(J) contains at most five jobs.
The set U in Theorem 4 will be given impliedly in the following algorithm.
Algorithm BM
Input: A given schedule S with competitive ratio 6/5 for a set of jobs J and a new job j ∉ J .
Output: A schedule for J ∪ {j}.
Procedure: We define an option (i, X) for each i = 1, 2 and each subset of large jobs X ⊆ LMi(J). Choose one of these
options that maximizes the resulting least load.
Migrate all jobs in X to the other machine and assign job j to machine i. Migrate small jobs in Ji one by one in arbitrary
order to the other machine unless the total length of migrated jobs will exceed pj or migrating the small job will not lead to
an improved objective.
Theorem 5. The competitive ratio of the algorithm BM for two-machine case is at most 6/5 with local migration factor 1.
Proof. It is clear that the migration factor is at most 1 from the algorithm BM. We only need to prove the correctness of
maintaining the competitive ratio. Let Z(i, X) be the set of all migrated jobs of option (i, X), and there are at most 32 such
options. Without loss of generality, we refer to machine i as the first machine, i.e., i = 1. Then job j is assigned to machine 1
according to the algorithm. Suppose that L1(j)+ pj ≥ L2(j), otherwise we do not need to migrate any job while keeping the
competitive ratio.
Let U be a subset of J as in Theorem 4 and X ⊆ U be the subset of large jobs in U . Note that X is included in LMi(J), where
i ∈ {1, 2}. The differences between U and Z(i, X) are the small jobs.
We assume that
L1(J) >
7
6
LOPT(J ∪ {j})− pj and L2(J) > 76 L
OPT(J ∪ {j})− pj. (9)
Otherwise, we assign the job j to the least loaded machine such that its load is less than 7/6 · LOPT(J ∪ {j}), then the load
of the other machine is greater than 5/6 · LOPT(J ∪ {j}) since the total load is at least 2 · LOPT(J ∪ {j}). Hence we need not to
migrate any job by Lemma 3.
Case1. All small jobs onmachine imigrate to the secondmachine. In this case,wehavemigrated all jobs inU , andU ⊆ Z(i, X).
Hence our algorithmwill stop if migration of the small job does not increase theminimal load of the schedule. The objective
value of option (i, X) is not smaller than the objective described in Theorem 4. Because the schedule described in Theorem 4
has competitive ratio of at most 6/5, the schedule generated in algorithm BM yields a 6/5-competitive schedule for J ∪ {j}.
Case 2. There is a small job t ∈ Ji that is not migrated. There are two reasons that we do not migrate job t .
First, the small job t is not migrated because this does not improve the objective value. Then the difference of loads
between two machines is at most 1/3 · LOPT(J ∪ {j}), since the difference is at most the largest length of the small jobs. We
get
|L1(J ∪ {j})− L2(J ∪ {j})| ≤ 1/3 · LOPT(J ∪ {j}).
Since L1(J∪{j})+L2(J∪{j}) ≥ 2·LOPT(J∪{j}), we obtain that L1(J∪{j}) ≥ 5/6·LOPT(J∪{j}) and L2(J∪{j}) ≥ 5/6·LOPT(J∪{j}).
Second, the total processing times of jobs that have already beenmigrated is larger than pj−pt ≥ pj−1/3 ·LOPT(J∪{j}). In
this case, the load of the first machine is greater than or equal to the load of the secondmachine, i.e., L1(J ∪{j}) ≥ L2(J ∪{j}).
On the other hand,
L2(J ∪ {j}) = L2(J)+ pj − 1/3 · LOPT(J ∪ {j}).
By Inequalities (9), we have
L2(J ∪ {j}) ≥ 5/6 · LOPT(J ∪ {j}).
This concludes the proof. 
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