I. INTRODUCTION
S LEPIAN-WOLF theory [1] has attracted substantial research attention for the sake of shifting the computational complexity of the transmitter to a central mains-supplied receiver, where power-dissipation is less of a constraint. Suppose X and Y are two independently and identically distributed (i.i.d.) binary sequences, which may be generated either at the same or different locations. The Slepian-Wolf (SW) Theorem [1] states that it is possible to compress X and Y independently using two separate encoders and then to jointly decode them at the receiver, using a rate similar to that as though X and Y were encoded jointly, i.e. as a single sequence. Hence the SW philosophy may be viewed as the complement of using a high-complexity encoder and a low-complexity decoder. The punctured turbo codes and polar codes based SW schemes were investigated for compressing two distributed correlated sources in [2] and [3] , respectively.
Wyner and Ziv (WZ) [4] further extended this theory to lossy coding scenarios. Motivated by the emerging source encoding requirements of low-complexity video sensor networks, Wyner-Ziv video coding, also known as distributed video coding (DVC), has attracted substantial attention in recent years, as documented both by Girod and his team [5] , as well as by Puri et al. [6] . Brites and Pereira [7] proposed a more realistic WZ video coding approach, which performs online estimation of the channel-induced noise (CN) model parameters at the decoder. Moreover, the online estimation of channel model parameters is also studied in [8] the sequences X and Y must be jointly decoded in order to approach the theoretical bound of the joint source entropy H (X, Y ). Hence it is possible to apply iterative decoding principles for further exploiting both the intra-frame and interframe source correlation at the receiver. A common feature in WZ video coding is that a high amount of redundancy is present in the transmitted video stream, which manifests itself in terms of a high adjacent-pixel correlation and should be exploited at the receiver for the sake of reducing the bitrate. A Markov random field approach was investigated in [9] for the sake of modeling and exploiting the residual correlation at the receiver. In this treatise, we propose an iterative source-channel decoding (ISCD) [10] aided WZ video coding system, which employs our new iterative horizontal-vertical scanline model (IHVSM) aided decoder. Against this background, our novel contribution is that in contrast to the conventional video scenario of [11] This rest of this paper is organized as follows. In Section II, we introduce the architecture of the IHVSM aided iterative source decoding model. Then the system's architecture and the performance of the IHVSM aided pixel-domain WynerZiv coding scheme will be detailed in Section III. Finally, our conclusions are offered in Section IV.
II. ITERATIVE SOURCE DECODING MODEL
This section briefly introduces our IHVSM technique conceived for decoding 2D video frames, while more details, including parameter training and complexity analysis, can be found in [11] , [12] . Let us commence by stipulating the following assumptions: The model of 2D iterative source decoder is displayed in Fig. 1 , which only accepts the softbit input and improves the soft pixel information. Below we will firstly introduce the preliminaries of our 2D IHVSM model, including the required softbit input and the relevant decoding techniques of first-order 1089-7798/13$31.00 c 2013 IEEE . The softbit information represented by the log-likelihood ratios (LLR) may be readily derived from the softbit patterns Fig. 1 , which indicates the receiver's confidence in the original m-bit pixel x i (k).
2) Decoding of First-Order Markov Chain: Let us assume that the soft Markov process y 0 , · · · , y t are known at the Markov decoder, which represented the error-infested soft information of the original Markov process x 0 , · · · , x t . The objective of the Markov decoder is to estimate the quantized pixels x 0 , · · · , x t based on the soft pixels. Given the soft information y 0 , · · · , y t , the quantized pixel x i may be determined by the a-posteriori probability (APP)
where we have
where β (x i ), α (x i ) are the backward and forward recursion probability parameters of the pixel x i , while χ (x i ) is the channel information for the pixel x i , as detailed in [10] , [11] . Moreover, the extrinsic information L e [x i (k)] of the bit x i (k) may be calculated for iterative decoding as detailed in [11] .
B. Iterative Source Decoding
Given the softbit LLR input Fig. 1 , our 2D iterative source decoder may be invoked for correcting the effects of channel-errors on the error-infested m-bit sequence of (t + 1) pixels y 0
. The decoding architecture of the IHVSM is displayed in Fig. 1 .
Specifically, two similar source decoders are employed, namely the Horizontal Scanline Model Decoder (HSMD) operating in the horizontal direction and the Vertical Scanline Model Decoder (VSMD) proceeding in the vertical direction. Let 
III. IHVSM AIDED WYNER-ZIV VIDEO CODING
In the Wyner-Ziv video coding schemes of Girod et al. [5] and of Brites and Pereira [7] , the side information (SI) of the WZ frame is estimated from the key frames, which are intra-coded by standard codecs, such as H.264 for example. Furthermore, a part of the parity bits of WZ frames is transmitted to the receiver upon request for the sake of assisting the receiver to recover the WZ frames. However, in the spirit of [11] the residual pixel-correlation within the WZ frames may be further exploited for the sake of improving the system's performance.
In this section, we will combine our IHVSM with the the turbo-coding aided WZ codec [7] , in order to iteratively conceal the softbit errors returned by the turbo decoder, thereby implicitly reducing the requested bitrate. Note that both the key frames and the WZ frames are transmitted to the receiver through a perfect channel. Hence the errors of the WZ frames are purely introduced by the SI estimation process at the receiver, where our proposed IHVSM model will exploit the intra-frame correlation of the WZ frames for correcting the errors, thereby reducing the amount of parity bits required for the WZ frames.
A. System Architecture
Two types of techniques exist in the literature for encoding the WZ frames, namely pixel-domain WZ (PDWZ) [5] , [7] and transform-domain WZ (TDWZ) [7] video coding. The PDWZ codec imposes a lower complexity on the encoder than the TDWZ scheme, hence -as expected -it exhibits a System architecture of our proposed IHVSM-PDWZ system, which is based on the PDWZ system proposed in [7] .
worse RD performance. In this section, we apply the proposed IHVSM algorithm in the context of a PDWZ scheme for improving the attainable RD performance. We note however that the transformation technique and quantization techniques applied to the WZ frames only partially exploit the intraframe correlation, since the entropy coding is not employed. Nonetheless, our proposed Markov modeling techniques will also be investigated in a TDWZ system in the future. We opted for the PDWZ system of [7] as our benchmarker, while some further details are illustrated in [13] . Note that the proposed IHVSM may also be employed in other WZ video coding schemes provided that the video decoders are capable of estimating the softbit information of the video pixels. Let us now proceed by detailing the IHVSM-turbo coded PDWZ system of Fig. 2 . At the transmitter, the key frame u is intra-coded by the H.264/AVC video codec, whilst the WZ frame v is uniformly quantized for generating the 2D signal q. Then the bit-pattern q is encoded by the classic turbo codec [14] , where only the parity bits q p will be buffered and transmitted to the receiver. At the receiver, the key frame is reconstructed using the H.264/AVC intradecoder. The decoded key frameû will then be utilized by the frame estimator of Fig. 2 for estimating the SI framẽ v. Then, our IHVSM-Turbo decoder of Fig. 2 will perform three-stage iterative decoding [12] using the estimated SI frameṽ and the received parity bits q p . For the IHVSMTurbo scheme, the SI frameṽ may be used as the systematic information of the corresponding WZ frame v, which will be exploited by all the three decoding components, namely the HSMD, the turbo codec, and the VSMD of Fig. 2 . For the HSMD and the VSMD components, the technique introduced in Section II-B is utilized for iterative decoding. Furthermore, the HSMD and the turbo codec constitute the inner decoding component, while the VSMD is the outer one. Similarly to most proposals found in the literature [5] , [7] , the "requestand-decode" 1 process of [5] is repeated, until an acceptable bit error ratio is reached. Finally, the quantized WZ frame is recovered asq, which will be utilized together with the estimated SI frameṽ for reconstructing the WZ framev.
Below, we benchmark the IHVSM-PDWZ scheme's per- formance against that of the PDWZ system of Brites and Pereira [7] , where the traditional turbo codec was employed. Moreover, as seen in most of the state-of-the-art contributions [5] , the corresponding results recorded both for the JPEG and for the H.264/AVC schemes are also provided as baseline benchmarker curves in Section III-B. More specifically, all the frames were intra-frame (I) coded by the JPEG and H.264 codecs, as well as by the H.264/AVC NoMotion mode, where all the frames may be coded as I frames and predicted frames (P) without inter-frame motion estimation. Three sequences are tested, namely the Hall monitor, the Foreman and the Coastguard sequences, whose parameters are shown in Table  I . In all the experiments, the group of picture (GOP) parameter was set to 2; the bitrate/peak signal-to-noise ratio (PSNR) of both the WZ and the key frames was also taken into account. The RD results recorded for both the PDWZ and IHVSM-PDWZ schemes in Fig. 2 were parameterized by the number of WZ coded bitplanes, which was set to m =1, 2, 3 or 4 most significant bit (MSB) planes, as usual in the pixel-domain WZ video coding literature. This was arranged by invoking the uniform quantizer shown in Fig. 2 . In [13] , each bitplane of the MSB planes was transmitted separately and each bitplane was then refined based on the previously decoded bitplanes. However, in our system, all bitplanes of the MSB planes were transmitted together, which allowed us to reduce the number of "request-and-decode" processes defined in [5] . The remaining parameters of our system were identical to those in [7] , [13] . For the IHVSM-PDWZ schemes, the size of the Markov Model's State Transition Table ( MMSTT) was of (2 m × 2 m ) elements. The MMSTT may be trained at the transmitter using the entire video sequence or at the receiver using the key frames. More details for training of MMSTT can be found in [12] .
B. Numerical Results
The simulation results recorded for the three sequences are displayed in Fig. 3 . Observe from Fig. 3a that for the Hall-CIF sequence the IHVSM-PDWZ using a single iteration [7] . Hall, Foreman and Coastguard sequences.
ISCD, thereby achieving a lower BER for the decoded WZ frames, which iteratively exploits the pixel correlation within the WZ frames. Explicitly, the IHVSM-PDWZ is capable of maintaining the same video quality for the WZ frames with the aid of less parity bits.Similarly, observe from Fig. 3b that for the Foreman-CIF sequence the IHVSM-PDWZ using I = 1 iteration reduces the bitrate by 3%, 10.1%, 11.6%, 25.1% for m = 1, · · · , 4 MSB planes, respectively. For the Coastguard-CIF sequence, the IHVSM-PDWZ using I = 1 iteration reduced the bitrate by 8.7%, 12.1%, 14%, 15.1% for m = 1, · · · , 4 MSB planes, respectively. For all the test sequences, the bitrate reduction increased with the number of MSB planes considered. The reason for this is that the receiver is more unlikely to be able to estimate the SI of WZ frame accurately from the received key frames, while our IHVSM scheme is capable of effectively correcting the errors in the turbo decoding process. Moreover, as seen in Fig. 3 , the IHVSM-PDWZ system of Fig. 2 is comparable to the H.264/AVC-NoMotion system at sufficiently high bitrates corresponding to high PSNRs. For example, in the PSNR range in excess of 41 dB, the IHVSM-PDWZ slightly outperforms the H.264/AVC-NoMotion system, when employing the Coastguard-CIF sequence.
IV. CONCLUSIONS
In this paper, we conceived an iterative source-channel decoding technique for Wyner-Ziv video coding, where the IHVSM was combined with the turbo decoder for the sake of reducing the required bitrate. Our simulation results showed that we were able to reduce the bitrate by up to 21.5% compared to the PDWZ benchmarker system.
Our future work will focus on refining the IHVSM decoder, which may further improve the attainable system performance.
