I define lattice fermions in five Euclidean dimensions and the corresponding effective theory in four dimensions. The main properties of these theories include the suppression of high momentum modes of the lattice Dirac operator and their ability to continuously interpolate between quenched and dynamical fermions. In particular, the standard formulation of lattice QCD can be viewed as a limiting case of the theory. An additional advantage of such fermions is that they can be included in dynamical simulations by standard Monte Carlo algorithms. I describe a Lanczos procedure which computes the effective action to the desired accuracy.
Lattice simulations are an indispensable tool in understanding the strong force. Since its formulation by [Wilson, 1974] , lattice Quantum Chromodynamics (QCD) has progressed into a separate discipline.
Nevertheless, the lattice QCD community is faced with the prediction of 100 teraflop-years of computer power to achieve the precision tests of QCD [Bernard et al, 2001] . Clearly, faster computers and simulation algorithms are needed.
In this paper, I discuss some difficulties with lattice fermions in the presence of non-smooth gauge fields. The effects of non-smooth gauge fields are mostly observed in the large eigenvalues of the fermion determinant. The need to suppress the these eigenvalues is not new [Irving et al, 1998 ]. Recently, [Duncan, Eichten and Thacker, 1999] proposed a strategy to accelerate fermion simulations by computing directly the 'infrared' eigenvalues and attaching the 'ultraviolet' ones by approximate actions and the multiboson method. [ de Forcrand, 1999] proposed an algorithm which 'filters' these fermion modes. Another strategy is the inclusion of ultraviolet modes in a multibosonic fashion which results in faster algorithms [Peardon, Lattice2001] . A direct smoothing approach is also possible by smearing techniques [A. Hasenfratz & Knechtli, 2001] .
In spite of the recent progress the required computational resources remain the same. In this paper I propose an improved formulation of lattice fermions which 'quenches' fermion eigenvalues beyond a given energy scale. At the algorithmic level I propose to simulate the theory by a classical Monte Carlo algorithm.
In the following section I discuss the need to deal with the problem of nonsmooth lattice gauge fields. In section 2 I give a model of five dimensional fermions with suppressed high fermion modes. I then discuss the field theoretic properties of the fermion theory in four dimensions in section 3. I derive a class of Lanczos based methods for computations with the proposed theory in section 4. Finally, in section 5 I discuss a simulation algorithm and its implementation; the theory and the algorithm are illustrated by computing the square Wilson loop on the lattice.
Difficulties with lattice fermions
1.1. Basic definitions. The lattice regularization of gauge theories was defined by [Wilson, 1974] .
A fermion field on a regular Euclidean lattice Λ is a Grassmann valued vector ψ(x), x = {x µ , µ = 1, . . . , 4} ∈ Λ which carries spin and color indices. The first and second order differences are defined by the following expressions:
] where a and e µ are the lattice spacing and the unit lattice vector along the coordinate µ = 1, . . . , 4. Let U (x) µ ∈ C 3×3 be an element of the SU (3) group, the oriented link connecting lattice sites x and x + ae µ . Then covariant differences are defined by:
The Wilson-Dirac operator is a matrix operator D W ∈ C N ×N defined by:
where 1l is the identity matrix and m the bare mass of the fermion; {γ µ ∈ C 4×4 , µ = 1, . . . , 4} is the set of anti-commuting and Hermitian gamma-matrices of the Dirac-Clifford algebra. The fermion lattice action is defined by:
whereas the gauge action is given by:
The sum in the right hand side is over all plaquettes P on the lattice. U P is 1 × 1 Wilson loop and g is the bare coupling constant of the theory.
The basic computational task in lattice QCD is the evaluation of the partition function given by:
where σ H (U ) and σ(ψ,ψ) denote the Haar and Grassmann measures respectively. The computing problem has O(e N ) complexity (i.e. it is NP-hard) and one has to resort to stochastic estimations of the right hand side (1.4). In fact, integration over the Grassmann fields can be performed exactly to give:
A typical Monte Carlo simulation of lattice QCD generates a random walk of lattice gauge fields around the stationary points of the measure density:
Since the determinant is a non-local function of gauge fields, all well-known Monte Carlo algorithms are bound to be of O(N 2 ) complexity. This gives prohibitive computational times for the cases with interest where N > 10 6 . Algorithms like the Hybrid Monte Carlo [Duane et al, 1987] and the Multiboson algorithm [Lüscher, 1994] have O(N 5/4 ) or O(N ) complexity but are slow due to long autocorrelation times.
As indicated by [Duncan, Eichten and Thacker, 1999] the eigenvalues of the fermion determinant behave differently; the low lying modes are less affected by the changes in the gauge action than the high ones. They show that the inclusion of low lying modes by a [Metropolis et al, 1953] algorithm leads to a 40% acceptance rate. More recently, [A. Hasenfratz & Knechtli, 2001] give evidence that a fermion determinant with smeared gauge fields may also be simulated by the [Metropolis et al, 1953] approach. An important message from the recent work is that proper attention is needed to handle the problem of non-smoothness on the lattice.
1.2.
A measure of non-smoothness of lattice gauge fields. I will use a linear function of plaquette to characterize the degree of the non-smoothness on the lattice. Let P (U ) be the average 1 × 1 Wilson loop over all lattice plaquettes. Then I define the following real and positive function:
Smooth gauge fields are characterized by small values of Φ(U ). Typical values from lattice simulations are Φ(U ) ∈ (0.4, 0.5), which is a clear indication of nonsmoothness of the lattice gauge fields.
To see the influence of the non-smoothness on a typical gauge invariant lattice operator, I consider eigenvalue perturbations of the lattice Dirac operator. Let λ(U ) be an eigenvalue of the matrix A(U ) ≡ D † W D W . A classical result from the eigenvalue perturbation theory states that variation of an eigenvalue δλ(U ) under matrix perturbation δA(U ) is bounded by [Golub & Van Loan, 1989] :
The following result relates the 2-norm of the matrix A(U ) to the degree of the non-smoothness Φ(U ) on the lattice (1.6):
where c 1 and c 2 are positive constants. This result is proven in Appendix A. Together with the bound (1.7) it gives:
The above inequality (1.9) states that the eigenvalue fluctuations on a lattice with smooth gauge fields are likely to be smaller than those on a lattice with nonsmooth gauge fields.
However, as present computing resources do not allow a close approach to continuum limit, it is important to look for formulations and algorithms with reduced effects of lattice non-smoothness.
Numerical results of [Duncan, Eichten and Thacker, 1999] indicate that large eigenvalues of the lattice Dirac operator are merely lattice artifacts. It is a wellknown fact that cutoff modes are poorly represented on the lattice. But one may not simply exclude them from simulations since the existence of the theory may be compromised. The strategy followed in this paper is the suppression of the high fermion modes of the lattice theory. As shown below it is possible to model a fermion theory with the reduced appearance of these modes.
Modeling cutoff modes: Wilson fermions in 4+1 Euclidean dimensions
Recent progress with chiral fermions on the lattice has shown that a theory of five dimensional fermions can be a useful modeling tool (for a review see [Kikukawa, 2001] ). Domain wall boundary conditions along the fifth dimension provide a kinematical model for QCD with chiral fermions which are "localized" on the surface of a five dimensional world. The theory in five dimensions can be viewed as a fermion system propagating along the fifth Euclidean dimension with its dynamics generated by a certain Hamiltonian operator H.
Let c † (x) and c(x) be creation and destruction operators in the Fock space which satisfy the anti-commutation relations:
They carry spin and color indices, which are not explicitly shown for clarity. c(x) acts on the bare vacuum state which they annihilate.
I define the Hamiltonian operator of the fermion system by the bilinear form:
where H W is the Hermitian lattice Dirac operator in four dimensions given by:
Let L 5 be the lattice size in the fifth dimension or the "the inverse temperature" of the quantum statistical system with the partition function Z, given by:
To compute the trace of an operator in the Fock space I use the standard technique of the Grassmann coherent states with antiperiodic boundary conditions in the fifth Euclidean coordinate. Since H is quadratic it is easy to show that:
I define the measure density of the non-trivial fermion theory on the lattice by the following equation:
where O is a function of the creation and annihilation operators. I choose it such that the right hand side is given by:
Such an operator exists as it is shown in the framework of domain wall fermions [Furman, Shamir, 1995] . Hence the resulting density can be written as:
This suggests that an effective theory in four dimensions may be defined by the following lattice Dirac operator:
where a is the lattice spacing of the four dimensional lattice and µ > 0 is a dimensionless parameter. It is clear that for small lattice spacing this operator approaches the Wilson Dirac operator and hence has the correct continuum limit.
In order to give to the Tr O operator a precise meaning, I define a fermion theory in five dimensions by the following action:
Here the five dimensional fermion field ψ (5) satisfies periodic boundary conditions in all directions and D (5)
It can be shown that: The measure density of the five dimensional theory (2.3) is proportional to the measure of the effective theory defined by eq. (2.1). The proof is given in Appendix B. This result suggests that the four dimensional lattice theory with Wilson fermions can be approached by the 'high temperature' limit of a theory with Wilson fermions in five dimensions. Thus, it is natural to choose the length of the extra dimension to be proportional to the lattice spacing in four dimensions. Dimensional reduction is then realized by taking the continuum limit of the theory. Furthermore, the theory allows the introduction of a dimensionless parameter µ which can be used to suppress the high momentum modes of the fermion theory to a prescribed level, i.e. µ can be viewed as a dimensionless 'temperature'. A 'cold' theory would then correspond to the quenched approximation, whereas a 'hot' one would be identical to the Wilson theory.
In the next section I will give the basic properties of the dimensionally reduced effective theory.
A fermion theory with suppressed cutoff modes
It is clear that the above theory defined in 4+1 dimensions has all desired properties of a field theory: it is local, unitary and gauge invariant. This is not obvious for the dimensionally reduced theory with a lattice Dirac operator given by (2.2):
For free fermions the lattice Dirac operator has a momentum space representation given by:D
with p = {p ν , ν = 1, . . . , 4} being the four-momentum vector. The momentum space Wilson Dirac operator is given by:
whereas its square is given by:
(1 − cos 2 ap ν )] 2 3.1. Locality. Whilst D W links only nearest neighbour lattice points, D will be a full matrix. A full matrix can be considered essentially local if it is dominated by matrix elements which link lattice points that are close to each other. For example, this will be the case if the magnitude of D ij decays exponentially with the distance |i − j|. This will be considered as a sufficient condition in the following for locality (see also [Hernández et al, 1999] ). SinceD(p) is analytic and 2π-periodic for µ > 0, then its Fourier transform falls off exponentially at large distances (see [Lüscher, 1998 ] for a similar argument). Therefore, D is a local operator in the above sense.
The locality of the fermion theory in a gauge field background is treated in Appendix C. In particular, it is shown that if the Wilson Dirac operator is singular the locality of the theory is guaranteed solely by the positivity of µ.
3.2. Unitarity. For unitarity it is sufficient to show that the lattice operator leads to non-negative energy spectrum with non-negative norm of eigenmodes. To do this I define a positive functionf in terms of the real variable z:
Since tanh z is an odd function of z, one can easily show that the right hand side is in fact a function of z 2 only. Therefore, I can define a function f such that:
This way, I may write:
Using the definition of an operator-valued function the lattice Dirac operator (2.2) takes the form:
Now note that the matrix function f (.) is non-singular. Hence the poles in the fermion propagator are identical to those in the Wilson theory and the resulting theory is characterized by a real energy spectrum. Moreover, since f (.) is positive definite the norm of energy eigenmodes remains positive.
3.3. Perturbation theory. The fermion propagator is given by the inverse of the expression (3.2). As usual, gauge fields are parametrized by su(3) elements:
and the Wilson operator is written as a sum of the free and interaction terms:
The splitting of the lattice Dirac operator is written in the same form:
where the interaction term has to be determined. This can be done by expanding D in terms of a/µ:
where c 1 , c 2 , . . . are real expansion coefficients.
Calculation of D I is outside of the scope of this paper. In fact it is an easy task if one stays with a finite number of terms in the right hand side of (3.6). Also, the number of terms can be minimized using a Chebyshev approximation for the hyperbolic tangent. 1
Lanczos based methods for computations with fermions
The theory defined above is given by a lattice Dirac operator which is a matrix function of the underlying standard lattice operator.
Fortunately, the Lanczos algorithm [Lanczos, 1952] can be used to compute to the desired accuracy bilinear forms of the type:
is a real and smooth function of s ∈ R + . The matrix A is assumed to be Hermitian and positive definite.
The method described here is similar to the method proposed by [Bai et al, 1996] for potential application in lattice QCD. Its viability for lattice QCD computations has been demonstrated in the recent work of [Cahill et al, 1999] . [Bai et al, 1996] derive their method using quadrature rules and Lanczos polynomials. Here, I give an alternative derivation which uses familiar tools (in lattice simulations) such as sparse matrix invertions and Padé approximations. The Lanczos method enters the derivation as an algorithm for solving linear systems of the form:
Naturally one may ask why a Conjugate Gradient solver is not used instead. As shown below Lanczos based methods are most efficiently and transparently implemented when solving the shifted linear systems needed to evaluate bilinear forms of the type (4.1). 4.1. Theory. The theoretical framework of the proposed algorithm is based on the Padé approximant of the smooth and bounded function f (.) in an interval. The Padé approximation can be expressed as a partial fraction expansion. Therefore, one can write:
It is assumed that the right hand side converges to the left hand side when the number of partial fractions becomes large enough. For the bilinear form I obtain:
A first algorithm can already be written down at this point. Having computed the partial fraction coefficients one can use a multi-shift iterative solver of [Freund, 1993] to evaluate the right hand side (4.4). I will use the shift-invariance of the Lanczos method [Lanczos, 1952] (see Appendix D) to solve shifted linear systems. In this way, I obtain Algorithm 1.
Note that the residual errors r k i , i = 1, . . . , n, k = 1, . . . , m are given by:
i 1 I would like to thank Joachim Hein for discussions related to lattice perturbation theory.
Algorithm 1 The Lanczos algorithm for solving ( 
In exact arithmetic their norm is given by:
By applying Algorithm 1 one can solve the shifted linear systems on the right hand side of (4.4). The algorithm stops if the linear system with the smallest shift is solved to the desired accuracy ǫ. This is a well-known technique [Freund, 1993] which is used also in lattice QCD [Frommer et al, 1995] . However, the problem with this method is that one needs to store a large number of vectors that is proportional to m. This could be prohibitive if m is say larger than 10. In fact, the right hand side of (4.4) can be written in terms of solutions x k n , k = 1, . . . , m as a sum of scalars:
Therefore, it is easy to replace the vector recurrences by scalar recurrences of the form:w
In this way one obtains the Algorithm 2. It is clear that by applying Algorithm 2 one gains substantial storage savings compared to Algorithm 1. If one has a good Padé approximant for the function f (.) one can apply Algorithm 2. Note that one another way to save storage is using the multi-shift Gonjugate Gradient variant of [B.Jegerlehner, 1998 ].
4.
2. An exact method. If a Padé approximation is not sufficient or difficult to obtain, the Lanczos method is the only alternative to evaluate exactly the bilinear forms of type (4.1).
Algorithm 2 The Lanczos algorithm for computing w k , k = 1, . . . , m.
To see how this is realized I assume that the linear system (4.2) is solved to the desired accuracy using the Lanczos algorithm. The algorithm produces the coefficients α i , β i , i = 1, . . . , n which are entries of the tridiagonal matrix:
The matrix (4.8) is usually referred to as the Lanczos matrix. Its eigenvalues, the so called Ritz values, tend to approximate the extreme eigenvalues of the original matrix A.
In the application considered here one can show that:
where 1l n ∈ R n×n is the identity matrix and e 1 is its first column. The proof is given in Appendix D. From this result and the convergence of the partial fractions to the matrix function f (.), it is clear that:
Note that the evaluation of the right hand side is a much easier task than the evaluation of the right hand side of (4.1). A straightforward method is the spectral decomposition of the symmetric and tridiagonal matrix T n :
where Ω n ∈ R n×n is a diagonal matrix of eigenvalues ω 1 , . . . , ω n of T n and Z n ∈ R n×n is the corrsponding matrix of eigenvectors, i.e. Z n = [z 1 , . . . , z n ]. From (4.10) and (4.11) it is easy to show that (see for example [Golub & Van Loan, 1989] ):
where the function f (.) is now evaluated at individual eigenvalues of the tridiagonal matrix T n .
The eigenvalues and eigenvectors of a symmetric and tridiagonal matrix can be computed by the QL method with implicit shifts [Press et al, 1993] . The method has an O(n 3 ) complexity. Fortunately, one can compute (4.12) with only an O(n 2 ) complexity. Closer inspection of eq. (4.12) shows that besides the eigenvalues, only the first elements of the eigenvectors are needed:
It is easy to see that the QL method delivers the eigenvalues and first elements of the eigenvectors with O(n 2 ) complexity. 2 A similar formula (4.13) is suggested by [Bai et al, 1996] ) based on quadrature rules and Lanczos polynomials. The Algorithm 3 is thus another way to compute the bilinear forms of the type (4.1).
Algorithm 3 The Lanczos algorithm for computing (4.1).
Compute ω i and z 1i by the QL method Evaluate (4.1) using (4.13) Clearly, the Lanczos algorithm and Algorithm 2 has an O(nN ) complexity, whereas Algorithm 3 has a greater complexity: O(nN ) + O(n 2 ). However, Algorithm 3 delivers an exact evaluation of (4.1). For typical applications in lattice QCD the O(n/N ) overhead is small and therefore Algorithm 3 is the recommended algorithm among all three algorithms presented in this section.
A remark on stopping criteria is also desirable. The method of [Bai et al, 1996 ] computes the relative differences of (4.13) between two successive Lanczos steps and stops if they don't decrease below a given accuracy. In order to perform the test their algorithm needs to compute the eigenvalues of T i at each Lanczos step i. This may be a large computational overhead. On the other hand the test proposed here is theoretically safe (see the remark at the end of Appendix D). However, the latter may be too prudent since the prime interest here is the computation of the bilinear form (4.1).
To illustrate this situation I give an example from a lattice calculation (The lattice size and parameters are given in section 5.1). I compute the bilinear form (4.1) for:
The real and imaginary parts of the b−elements are chosen randomly from the set {+1, −1}.
In Fig. 1 are shown the normalized recursive residuals ρ 0 /ρ i = b − Ax i 2 / b 2 , i = 1, . . . , n and relative differences of (4.13) between two successive Lanczos steps. The figure illustrates clearly the different regimes of convergence for the linear system and the bilinear form. The relative differences of the bilinear form converge faster than the computed recursive residual. This example indicates that a stopping criterion based on the solution of the linear system may indeed be strong. Therefore, the recommended stopping criteria would be to monitor the relative differences of the bilinear form but less frequently than proposed by [Bai et al, 1996] . More investigations are needed to settle this issue. Note also the roundoff effects (see Fig.  1 ) in the convergence of the bilinear form.
A simulation algorithm
As indicated by [Duncan, Eichten and Thacker, 1999] the low lying eigenvalues have small perturbations. They computed these eigevalues and included them in the simulation using a [Metropolis et al, 1953] algorithm.
The situation with the theory presented here is similar. In practical terms it behaves like a Wilson theory which allows only eigenvalues in the range:
The upper bound can be justified by noting that tanh(4) = 0.9993. Therefore a theory with suppressed cutoff modes has clear algorithmic advantages. I base the algorithm on the fairly simple and standard updating scheme which first makes a sweep of local updates of the gauge field with respect to the Wilson gauge action alone. The fermionic part of the theory is then included by either accepting or rejecting the proposal using the standard [Metropolis et al, 1953] algorithm. Note that this strategy does not work in general for standard fermions unless one uses some kind of smoothing technique for the lattice gauge fields [A. Hasenfratz & Knechtli, 2001] . The fermion effective action is given by:
Note that it is impractical to compute the effective action for realistic simulations.
The strategy used here is to evaluate it using unbiased noisy estimators of the type:Ŝ
where z ∈ {+1, −1} N . The values +1 or −1 are chosen randomly and with equal propbabilities, i.e. z is a Z 2 noise vector. Here r is the number of noisy vectors that can be used in the estimation.
This leads in general to a biased estimation of the fermion measure. But using the Hoeffding inequality one gets a confidence interval for the noisy estimator [Bai et al, 1996] .
Hoeffding's inequality: Let X 1 , . . . , X r be independent random variables with zero mean and bounded ranges a i ≤ X i ≤ b i . Then for any ǫ > 0,
For example if one chooses ǫ/∆ = 2 and 1 r r i=1 X i = S eff −Ŝ eff (5.5) one gets:
In general it is difficult to estimate ∆ theoretically. But one can compute a i , b i , i = 1, . . . , r as suggested by [Bai et al, 1996] within the same Lanczos algorithm that is used to compute bilinear forms of the type (4.1). In this way the systematic errors can be fully controlled.
Under these conditions the estimated acceptance probability is given by:
where U, U ′ denote the current and the proposed gauge field configuration. The overall updating procedure can be summarized in the Algorithm 4. The algorithm requires two Lanczos processes per updating step. First experiments with Algorithm 4 show that it works on lattices as large as 12 3 × 24 and µ ∈ (0.2, 1). A separate study is needed to investigate the properties of Algorithm 4. For example, as one goes to larger volumes at fixed µ fewer eigenvalues are suppressed and the Metropolis acceptance may drop. On the other hand at finer lattices gauge fields become smoother and eigenvalue perturbations are less severe as suggested by the right hand side of (1.9). 5.1. A numerical example. For illustration I have simulated lattice QCD on a 12 3 × 24 lattice at β = 5.9 and two degenerate sea quarks with bare mass m = −0.869 (corresponding to κ = 0.1597) and µ = 0.2.
I have chosen the same lattice parameters as in those simulations with the truncated determinant approach [Duncan, Eichten and Thacker, 1999] . Based on their data and scale estimations, one can infer that m π /m ρ ∈ [0.36, 0.46]. In particular, the chosen value µ = 0.2 corresponds to µ/a ∼ 370 MeV, which is the eigenvalue cutoff in their simulation. However, the eigenvalue suppression with the improved theory is effective for values beyond 4µ/a ∼ 1.48 GeV.
The simulations are performed with a single noisy vector, i.e. r = 1 and systematic errors are not allowed to exceed the 3% level. After equilibration I measure an average acceptance rate of 46%. For larger loops the signal-to-noise ratio decreases and does not allow for a reliable estimation within these statistics. As noted in [Duncan, Eichten and Thacker, 1999] the shift in the gauge coupling β is expected to be small, so that quenched and dynamical data correspond to theories of similar lattice spacings.
A proper investigation of the string breaking issue is beyond the scope of this paper. However, this example illustrates the fermion theory presented in this paper together with the algorithm used to simulate it.
Summary of results
In this paper a lattice theory with suppressed cutoff modes of the fermion determinant is proposed. The level of suppression can be tuned by a new parameter µ that enters the theory. For µ → ∞ one recovers Wilson fermions whereas for µ → 0 one gets the quenched theory. For general µ the theory is similar to a Wilson theory with the effective cutoff ∼ µ/a.
Due to improved ultraviolet properties of such fermions the theory can be simulated by fast algorithms. The simulation algorithm presented in this paper delivers about 40 independent configurations in 24 hours on a Pentium IV 1.7GHz machine for the lattice size 12 3 × 24 at β = 5.9 and m π /m ρ ≈ 0.4. and
+3 similar terms Note also that:
Therefore, I obtain:
One can easily show that:
where . F is the Frobenius (Euclidean) norm of a matrix. From the definition (1.6) and D(1l
, I obtain the result (1.8) with:
To prove the statement I use similar algebraic manipulations to those used elsewhere in a different context [Boriçi, 1999a] . Here they appear in greater detail.
I let the lattice spacing in the fifth direction to be:
where n is the number of lattice points in the fifth direction. The approximate fermion measure density can be defined by:
with T being a classical transfer matrix:
It is easy to see that for small lattice spacing a 5 , ω n (H W ) → ω(H W ). It is only necessary to show that:
whereT → T as a 5 → 0. The right hand side can be realized for example as the determinant of the following n × n block matrix:
where the sign of the left lower corner reverses if the boundary conditions of D (5) W change from periodic to antiperiodic. Therefore, the ratio of the two determinants will be given by:
One must now calculateT from D
W . The fermion matrix can be written as an n × n block partition in the fifth dimension:
where P ± are the usual spin projector operators in the fifth direction. I multiply the above matrix from the left with the following permutation matrix:
and I obtain the following result:
Comparing this matrix to that containingT (6.1) I arrive at the following expression for the transfer matrix:T = 1l 1l − a 5 P + H W (1l + a 5 P − H W ) which goes to T −1 for small lattice spacing a 5 . Since T and T −1 are equivalent transfer matrices the proof is concluded.
1 a x−y 1 2 , c 1 > 0, 0 ≤ c 2 < 1 (6.2) for any µ > 0 and four dimensional lattice points x, y.
In order to prove (6.2) I need first to approximate the function f . From Appendix B one can infer that a five dimensional formulation gives a fermion measure density proportional to 1l −T n . Therefore one can write:
1l −T n 1l +T n This suggests the following approximation to the function f :
The right hand side can be expressed as a partial fraction by computing its poles and corresponding residues: f n (z 2 ) = 1 2n 2 n k=1 1 ( z 2n ) 2 cos 2 π 2n (k − 1 2 ) + sin 2 π 2n (k − 1 2 ) (6.3)
Now I consider the matrix valued function f n with the matrix aHW µ substituted for the variable z and show first that it is local for any approximation order n.
To simplify the notation, I call A k the matrix:
and write:
I use a geometric series to approximate the inverse of A k in order to keep the discussion simple (however note that a Chebyshev approximation is more accurate and is likely to decrease the exponent base c 2 of (6.2) in the final result [Hernández et al, 1999] ). I may write:
) (6.5) and then define:
From the definition of the 2-norm I obtain:
where κ(A k ) is the condition number of A k . It is clear that ρ k , k = 1, . . . , n are non-negative (κ(A k ) ≥ 1).
Let σ 1 ≤ σ 2 be the extreme singular values of aD W . Then ρ k can be written as:
2 (the range of tan argument values for k = 1, . . . , n) I obtain:
Clearly, I have:
ρ k < ρ 1 < 1, k = 2, . . . , n (6.6) Now I may expand the right hand side of (6.5) in geometric series to obtain:
Further, I let the matrix M k to be:
such that the matrix elements of f n (.) can be given by:
Since A k (x, y) vanishes for those lattice points x, y such that x − y 1 > 2a, one may conclude that:
M l k (x, y) = 0, for x − y 1 > 2la, l = 1, 2, . . . (6.7)
In general I have:
M l k (x, y) 2 ≤ 1, l = 1, 2, . . . (6.8) Using (6.6), (6.7) and (6.8), I obtain:
But zf n (z 2 ) ≤ 1 for z > 0. Hence finally:
f n (x, y) 2 < µ σ 2 ρ 1 a x−y 1 1 (6.9)
Since the left hand side is uniformly bounded the result also holds in the limit n → ∞. Hence the hypothesis (6.2) is proven with the constants c 1 , c 2 given by:
c 1 := µ σ 2 , and c 2 := 1 − σ 2 1 σ 2 2 1 + µ 2 π 2 4σ 2 2 (6.10)
Remark. If the Wilson Dirac operator is singular (at σ 1 = 0, or at the "critical hopping parameter") the locality of the theory is guaranteed solely by the positivity of µ.
Appendix D
For the result (4.9) to hold, it is sufficient to show that:
I follow the notations and arguments of [Boriçi, 1999b , Boriçi, 2000a , Boriçi, 2000b and apply n steps of the Lanczos algorithm [Lanczos, 1952] on the pair (A, b) as given by Algorithm 5.
Algorithm 5 The Lanczos algorithm
Set β 0 = 0, q 0 = o, q 1 = b/||b|| 2 for i = 1, . . . n do v = Aq i α i = q † i v v := v − q i α i − q i−1 β i−1 β i = ||v|| 2 q i+1 = v/β i end for
The Lanczos vectors q 1 , . . . , q n ∈ C N can be compactly denoted by the matrix Q n = [q 1 , . . . , q n ]. They are a basis of the Krylov subspace K n = span{b, Ab, . . . , A n−1 b}. It can be shown that the following identity holds:
AQ n = Q n T n + β n q n+1 e T n , q 1 = b/||b|| 2 (6.11) where T n is the tridiagonal and symmetric Lanczos matrix (4.8) and e n the last column of the identity matrix 1l n (see [Golub & Van Loan, 1989] ).
To solve the linear system (4.2) I seek an approximate solution x n ∈ K n as a linear combination of the Lanczos vectors:
x n = Q n y n , y n ∈ C n (6.12) and project the linear system (4.2) on to the Krylov subspace K n : Q † n AQ n y n = Q † n b = Q † n q 1 ||b|| 2 Using (6.11) and the orthonormality of Lanczos vectors, I obtain:
T n y n = e 1 ||b|| 2 By substituting y n into (6.12) one obtains the approximate solution:
x n = Q n T −1 n e 1 ||b|| 2 (6.13) Now, I solve the shifted linear system:
using the same Krylov subspace K n . A closer inspection of the Lanczos algorithm, Algorithm 5 suggests that in the presence of the shift d k I get: α k i = α i + d k while the rest of the algorithm remains the same. This is the so called shiftinvariance of the Lanczos algorithm. From this property and by repeating the same arguments which led to (6.13) I get:
x k n = Q n 1 T n + d k 1l n e 1 ||b|| 2
Using the orthonormality property of the Lanczos vectors I obtain:
b T x k n = e T 1 1 T n + d k 1l n e 1 ||b|| 2 2 (6.14)
which concludes the proof of (4.9).
Remark. The validity of (6.14) is based on the orthogonality of Lanczos vectors. In presence of roundoff errors the orthogonality is lost but the result (4.9) is still valid. The interested reader may consult the work of [Cahill et al, 1999 , Golub & Strakos, 1994 .
