Introduction.
A positive integer n is called cube-full if p | n implies that also p 3 | n; here p denotes a prime number. Let Q 3 (x) denote the number of cube-full numbers in the interval [1, x] , where x is a sufficiently large number. On the one hand, an asymptotic formula for Q 3 (x) can be given with an error term o(x 1/8 ), and this order of magnitude cannot be reduced to O(x µ ) with some µ < 1/8 without any hypothesis. On the other hand, an asymptotic formula does hold for Q 3 (x + x 2/3+µ ) − Q 3 (x) with a µ < 1/8 by using results for exponential sums. In fact, Shiu [7] proved that ( * ) Taking the idea from the author's paper [3] dealing with squarefull integers, we first give a reduction of our problem, which connects ( * ) with some exponential sums, but this time (in contrast to [3] ) triple exponential sums are inevitable, and, to obtain our result, it is crucial to apply the method developed in [2] and [4] . Actually, we also give an improvement of Krätzel's result about ∆(x; 3, 4, 5), where ∆(x; 3, 4, 5) is the error term in the asymptotic formula
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Our estimates then imply ∆(x; 3, 4, 5) x
11/92+ε
, where ε is an arbitrarily small positive number, while [1] finds ∆(x; 3, 4, 5) x
22/177+ε
, with 22/177 = 0.1242937 . . .
Reduction. We prove
where (a, b, c) is any permutation of (3, 4, 5) ,
implies the assertion of Theorem 1.
, and suppose that 11/92 + ε < µ < 1/3. It is well known that
]. We have
and thus 
At this stage, to treat the sums of ( * * ) we need to cite the next two lemmata.
where 
Lemma 2.1 is Hilfssatz 4 of P. G. Schmidt [6] , and Lemma 2.2 is (8) on p. 37 of [6] . Now by Lemma 2.2 we have, with µ = (
and a similar formula holds for x 1 being replaced by x. Thus the first sum of ( * * ) is (note that we can assume, for example, µ < 0.125, in light of [7] )
where S 1 is a linear combination of S a,b,c (Ω), Ω = x or x 1 , and (a, b, c) belongs to the set {(3, 4, 5), (3, 5, 4) , (5, 4, 3) , (5, 3, 4)}. To deal with the second sum in ( * * ) we apply the technique in Schmidt [6] . First it is easy to observe
where
,a≤x
1,
,c≤x
It is easy to see that
and S(x) is defined similarly. We have
From I 3 we can get sums of the type S a,b,c (x 1 ) easily, and for I 4 we choose
in Lemma 2.1, to obtain
Thus from I 4 we also get sums of the type S a,b,c (Ω), with a permissible error. Similarly we can treat I 2 . The other portion of 2 with the condition c > B can be treated along the same lines by using Lemmata 2.1 and 2.2. Hence our problem is reduced to treating a linear combination of sums of the type S a,b,c (Ω). The proof of Theorem 2 can thus been finished.
Three general estimates for S a,b,c (x). Clearly we can assume that
the other two cases can be treated similarly and more easily. We need
where D is a region contained in the rectangle
).
Lemma 3.1 is Theorem 3 of [4] , and Lemma 3.2 is Lemma 9 of [2] . We also need Lemma 3.3. Let f (x) and g(x) be algebraic functions in the interval [a, b] , and
P r o o f. This is Theorem 2.2 of [5] .
Now we proceed to deal with S a,b,c (x). It suffices to estimate S(M, N ), where
and M , N are any positive integers such that
Then, using the familiar reduction (cf. [2] ), for a parameter K ∈ [100, M N ], we get, with η = ε 2 , and some
At this stage, we can assume that x is irrational. We apply Lemma 3.3 to the summation over m, and get, with
, 2M ),
where C 1 , C 2 , C 3 , . . . denote certain constants, 
As g 1 (y) is monotonic, and
for y ∼ N , by Hilfssatz 4 of Krätzel [1] we have From the above observations, we achieve, after a double Abelian summation, the estimate
where D is a range contained in
by O(1) algebraic curves. We will apply the next lemma to choose parameters optimally. 
This is Lemma 2 of [2] . Now if we apply Lemma 3.2 to the inner double sum in (1), put our estimate into (0), and choose K optimally via Lemma 3.4, we get Lemma 1.
If we choose (h, x, y) = (h, u, n) in Lemma 3.1, then we get an estimate for the triple exponential sum in (1) . Putting it into (0), and choosing K optimally via Lemma 3.4, we immediately get Lemma 2.
To obtain our last general estimate, we apply Lemma 3.3 to the summation over n in (1), to get
We then apply Lemma 3.1 to the sum of (2) by choosing (h, x, y) = (h, u, v), and taking K optimally via Lemma 3.4, we get Lemma 3.
Proof of Theorem 1.
As M N , we easily observe that
thus by Lemmata 1 and 3 we obtain
and thus
From (7) and (8) we get This completes the proof.
