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ABSTRACT 
The privatisation of the Electricity Industry in the UK in 1989 
created a competitive market in which Public Electricity Suppliers 
(PESs) compete for customers and negotiate contracts for periods of 
twelve months or more. Supply costs are recovered by the rates 
charged to customers and the charging structure affects the degree to 
which costs are reflected in the terms offered to customers. 
This thesis develops an approach towards optimal electricity pricing 
for the PES using actual half-hourly demand and generation cost data. 
Three years' generation costs data is analysed. Each years' set of 
cost data is rendered into a matrix and techniques applied to group 
the costs defined by time. Time-of-use charging structures are 
derived from these groups. Annual half hourly demand profiles for 
large business customers are similarly rendered into a matrix and 
analysed. Customers with similar electricity usage - similar demand 
profiles - (and similar costs) across time are identified and grouped. 
The procedures allow other customers to be added to the groups. Time 
of use charging structures are created for each group of customers. 
Rates are established for the derived charging structures of each 
group of customers. Competitive prices are set to ensure that the 
costs of each group are recovered, while minimising the over-recovery 
of costs. The over-recovery of costs from these rates establishes the 
relative efficiency of alternative charging structures and enables the 
most efficient of these alternatives to be identified. Assumptions 
and issues relating to the formation of the rates are examined. The 
distribution of over-recovery from a set of rates over a group of 
demand profiles is found to provide invaluable information for a PES 
forming new charging structures. 
Multi-variate Analysis - including Cluster, Discriminant and PrincipaL 
Component Analyses is found to pro~ide a way of determining 
favourable structures for recovering time-related costs, and ordinary 
least squares an efficient and controllable means of setting rates. 
The procedures used in the thesis are applicable to time-related costs 
both inside and outside the Electricity Industry. They provide the: 
Applied Economist, and the Commercial Sector, with a framework for 
deriving, analysing and comparing alternative time-related charging 
structures for cost recovery. 
Chapter 1 
INTRODUCTION TO THE SEARCH FOR FAVOURABLE FIXED-PRICE STRUCTURES 
FOR PUBLIC ELECTRICITY SUPPLIERS TO OFFER CUSTOMERS IN THE 
COMPETITIVE MARKET 
1.1 GENERAL INTRODUCTION 
The subjects of Commerce, Economics and Mathematics are combined in this 
thesis to develop an approach for the identification and formation of 
favourable charging structures within the wholesale market and with 
particular reference to the Electricity Supply market. The privatisation of 
the Electricity Industry in the UK that took effect from 1 April 1990, 
converted the previous monopoly market in electricity supply into a 
competitive market. This compet it ion has created an environment where the 
electricity supplier is subject to new commercial risks. Economics is able 
to contribute to the minimisation of these commercial risks by identifying 
favourable charging structures and rates for the Public Electricity Suppliers 
(PESS") to offer to groups of customers. This contribution is not- only in 
setting rates that recover costs efficiently, but also in determining the 
merit for the PES of offering one set of terms or cnarging structure relative 
to another. Mathematical techniques are used in this thesis to develop an 
approach for the identify and develop favourable charging structures within 
the Electricity Supply market. 
This first chapter introduces the Commercial, Economic and Mathematical 
aspects covered within the thesis. These aspects are covered in more detail 
• Every term that is written in italics is defined and explained in the glossary (pages 350-355). 
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throughout the thesis itself. The summary at the end of this chapter 
outlines the content of the thesis and the direction it takes in the 
subsequent chapters. 
1.2 INTRODUCTION TO THE COMMERCIAL ASPECTS OF THE STUDY 
1.2.1 COMMERCIAL RESTRUCTURING 
The commercial environment of the Electricity Supply Industry was 
fundamentally altered as it moved from a nationalised industry to a 
privatised industry as a result of the Electricity Act of 1989. This Act 
laid the foundations for the introduction of market forces into the industry. 
by separately identifying functions carried out within the industry and then 
promoting competition in the provision of some of those functions with 
regulatory control over the remainder. 
Before 1989 the Central Electricity Generating Board (CEGB) ran both the 
generation plant in England and Wales and the main transmission network of 
the National Grid and there was no competition within the Electricity 
Industry. The new Act separated out these aspects of the provision to newly 
established companies. National Power and PowerGen became the main 
independent generating companies in England and Wales with 74 per cent of the 
market of which the majority was coal-fired generation in England and Wales. 
Their market share fell to around 68 per cent in the first three years 
following privatisation due to a growth in production from other generators 
(Littlechild 1993). The remaining market share of electricity produced in 
England and Wales was generated by· the newly formed and government owned 
2 
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Nuclear Electric and by a number of smaller independent· generators. The 
availability of electricity was further enhanced by that generated in and 
transmitted from both Scotland and France. The main transmission network and 
tlie associated assets of the former CEGB became the responsibility of the 
National Grid Company (NGC) jointly owned by twelve Regional Electricity 
Companies (RECs). Each REC obtained the distribution assets for a region of 
the England and Wales that had been under the management of an Area Board 
before privatisation. This distribution network enables electricity to be 
transferred to the customer from the generators and transmission network. 
Many of the changes brought about by the industry's new structure depend on 
links being established and retained between these independent bodies which 
are so essential for the continuation of a high quality electricity supply in 
England and Wales. 
1.2.2 COMMERCIAL POOL MARKET 
On 31 March 1990 a new market, known as the Pool, was established to 
facilitate trade in electricity between the Generators of electricity and the 
Suppliers who purchase the generated electricity and sell it on to the 
customer through the transmission and distribution networks. The Pool 
replaces the formal publication of generating costs for the year ahead which 
was issued by the CEGB to the Area Boards prior to 1990. The new contractual 
framework in which trade between Generators and Suppliers occurs is subject 
to its own rules for trading. The Pool is managed by the Pool Executive 
Committee (PEC), a group of elected members from both Generators and 
Suppliers. The government body, OFFER (The Office of Electricity 
Regulation), acts as the overseer in the operation of the market. It is 
3 
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entitled to speak and put forward proposals to the PEC, but it is not 
permitted to vote. 
The operation of the Pool involves a forecast trading price, dependent on the 
factors of anticipated supply and demand in the market, being established for 
each half-hour in the day ahead. These forecast half-hourly prices are 
consolidated into final prices by the Pool once the actual supply and demand 
is known. These aspects of the Pool are discussed more fully in Chapter 2. 
1.2.3 COMMERCIAL ELECTRICITY SUPPLY MARKET 
The 1989 Electricity Act made it an offence for anyone to generate, transmit 
or supply electricity in England and Wales without the authorisation of a 
licence or exemption. Both the main Generators and the Regional Electricity 
Companies obtained licences in 1990 and became Public Electricity Suppliers 
(PESs)in the Electricity Supply Market. Each REC obtained the authorisation 
by a First Tier Licence to offer to supply electricity to customers in the 
local region previously associated with the local Area Board. A Second Tier 
Licence enabled the PESs to tender to supply customers outside of their own 
region in a competitive market for electricity supply_ 
I 
In 1990 about 5,000 of the largest customers in England and Wales were 
entitled to choose their Supplier from among the PESs (Executive Energy and 
Environment 1994). Those customers, referred to as over 1 MW customers, with 
an average instantaneous demand for three half-hours in the year exceeding 
1 MW, were no longer confined to the PES of their own REC for the supply of 
their electricity. In April 1994 customers over 100 kW, of which there are 
4 
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over 50,000, were able to seek tenders for supply from licensed Suppliers and 
in 1998 all customers are to have a choice over their Supplier. 
In selecting their Supplier each customer would assess, amongst other 
factors, the overall price level, the way in which the prices are expressed 
in the terms offered, and the stability and the predictability of the prices. 
Some of the very largest of customers have already (1994) elected to deal 
directly with the Pool. Other over 1 MW customers have chosen to be charged 
on Pool-related terms which take into account the final half-hourly prices 
determined in the Pool. However, the vast majority of customers in the 
competitive supply market have elected to remain on fixed-price terms for a 
12 month period or more. 
The Pool became the market through which the Generator and Supplier traded 
from April 1990. Prior to privatisation the CEGB presented each Area Board 
with a summary of generation and transmission costs to be recovered in 
electricity tariffs charged to their customers. Hence, the introduction of 
the Pool created a new environment in the transfer of generation costs. In 
this environment the PES needs to monitor and forecast the half-hourly Pool 
price so that the Supplier can express these costs in the fixed price terms 
offered to customers in the competitive Supply market. 
This new environment in the Electricity IndUstry also creates the-opportunity 
for the PES to derive alternative fixed price charging structures for their 
customers. For many years pricing guidelines have sought to 'promote the 
simplification and standardisation of methods of charge' (Electricity Act 
1947, Part I 1 6(d)). Area Boards were given the responsibility for the 
level and structure of their tariffs, but were required to consult an outside 
5 
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body known as the Electricity Council, as well as a local consultative 
council, regarding the publication and implementation of any changes to the 
tariffs. Since privatisation the Electricity Industry has been regulated by 
OFFER. The Supply Licence both prohibits discriminatory pricing between like 
customers whose costs can not be differentiated and defines the costs to be 
recovered by the Supplier. The previous flexibility towards charging 
structures was retained, subject to OFFER's approval, while controls were 
introduced on the overall levels of revenue that recovered controllable 
supply costs (eg. rent, wages, etc. ) . Initially separate revenue controls 
operated for the non-competitive and competitive markets in electricity 
supply. In 1994 the competitive market was seen to have established itself 
and such controls were removed from this market (Burns 1994). Hence, the PES 
has a relatively free reign as to how it paCkages its charges to the 
customer. 
To sUlmllarise, privatisation of the Electricity Industry has brought about 
many changes which affect the way in which the product of electricity is 
charged to the customer. The cost message associated with generation in 
particular has radically altered as a result of the Pool mechanism. 
Moreover, as a consequence of competition in supply, the aim of the PES must 
be to reflect these costs in the most efficient way it can in order to ensure 
its profitability and competitiveness. 
In terms of the Commercial aspects of the study, this thesis sets out to meet 
three objectives. The background to these objectives is that the Pool sets a 
different price of generated electricity for each half-hour. In the context 
that the PES itself faces 17520 different (instantaneous) marginal costs for 
, 
purchasing electricity in the year - corresponding to the number of half 
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hours in the year - the thesis sets out to develop an approach for deriving 
time-of-use charging structures with many fewer than 17520 time-bands. The 
approach is designed to efficiently recover the generation costs of customers 
in this study (and ultimately time-related costs (see Section 11. 3) in the 
commercial environment). Reducing the number of time-bands in the charging 
structure economises on metering and transaction costs but also can introduce 
some distortion into the time-related price signals. Hence the study 
addresses the a consistent and efficient approach to assist in analysing this 
trade-off. The three Commercial objectives of the thesis are summarised as 
determining an approach that: 
• derives time-of-use charging structures with a limited number of time-
bands that efficiently recover the time-related costs of customers and 
thereby gives the PES a competitive advantage in the Supply market 
• groups customers so that the groups are distinguished from one another 
by the use and costs of electricity within each group 
• derive rates for time-of-use charging structures that efficiently 
recover the time-related costs of customers within a group. 
To this end the analysis within the initial chapters of this thesis commences 
with an investigation into the phenomenon of clustering in the half-hourly 
Pool price (Chapter 5). This analysis follows an introduction to the costs 
involved in supplying electricity and the traditional approach of the 
Supplier to recover these costs (Chapter 2), descriptions of the Pool price 
data used in the analysis (Chapter 3) and an introduction to some techniques 
used in the analysis (Chapter 4). The analysis described in Chapter 5 is 
followed by an investigation into the phenomenon of clustering of combined 
data for the half-hourly Pool prices and half-hourly customer metered demand. 
7 
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This analysis includes the study of the Commercial aspects as outlined in the 
above objectives. 
1.3 INTRODUCTION TO THE ECONOMIC ASPECTS OF THE STUDY 
1.3.1 COMPETITIVE PRICING 
Both monopoly and competitive theory are fundamental to the Theory of the 
Firm within the subject of Economics. In the Theory of the Firm the market 
price for a monopoly exceeds the marginal cost of supplying the last unit of 
the product. The mark up between the market price and the marginal cost is 
reduced as the market becomes increasingly competitive, until in perfect 
competition the market price equates to the marginal cost (Layard and WaIters 
1978) . 
The Supplier of electricity was in a monopoly market prior to April 1990. 
There was no risk of the Supplier losing customers to other Suppliers. The 
Supplier offered fixed prices to customers over a period of time that, pre-
privatisation, was traditionally a year in duration. In addition, the number 
of customers in the market was sufficient for the Supplier not to offer 
individual terms to each customer. 
In April 1990 the Supplier transferred from a monopoly market" to a 
competitive market. In fact, to be consistent with theory, the PES has moved 
from a number of monopoly markets into a number competitive markets, with a 
separate market existing for each half-hour in the year. This introduced a 
commercial risk to the Supplier in terms of the generating costs' to be 
8 
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recovered in the fixed prices offered by the PES. In addition, competition 
within the Supply market introduced the risk to the Supplier of losing 
customers to other Suppliers. 
The prices offered by the PES need to recover long-run marginal costs and be 
competitive within the Supply market. Both commercial costs and risks need 
to be taken into account to ensure that the long-run marginal costs are 
recovered. The PES faces commercial risks relating to the uncertainties 
associated with cost and demand as prices are set over future periods of time 
and with the PES offering the same set of prices to their customers. If the 
PES is able to identify favourable charging structures and rates that recover 
the costs and commercial risks most efficiently, the PES may gain a 
competitive advantage within the Electricity Supply market. 
To date (1994) the subject of Economics has only touched upon optimal 
charging structures and the appropriate number of time-bands. This 
particular topic was approached theoretically by Craven (1971) and is 
mentioned in passing by Acton (1982). Indeed, although there is considerable 
Economic literature for to relationship between electricity charges and 
marginal cost in pre-determined time-bands, this literature is virtually 
devoid of any discussion that develops an approach for identifying the 
efficient number of time-bands, the duration of those time-bands and, hence, 
the formation of favourable charging structures within the Electricity_Supply 
market. Consequently this thesis treats a previously unexplored issue. 
There follows a more detailed review of the Economics literature which 
focuses on those aspects that are of relevance to the present study. 
9 
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1.3.2 PEAK-LOAD PRICING 
For some time electricity pricing has been of considerable interest to 
Economists as an area to which marginal cost principles are applicable. MOst 
of the critical developments in the Peak-Load Pricing Theory, as it is 
frequently referred to in the literature, date from the late 1940s and early 
1950s and are associated with the work of Lewis (1941), Houthakker (1951) and 
Boiteux (1949). Peak-Load Pricing Theory seeks to relate the prices for 
generation to the variations in the opportunity cost of production that is 
attributable to different levels of consumption through time by adopting 
marginal cost principles. In reflecting such costs through into prices such 
pricing has the potential to optimise allocative efficiency in generation. 
A common feature of this literature is that is assumes as a starting point 
that the price-setting authority, or PES, already knows the dynamic structure 
of demand. In other words, the problem investigated is that of setting 
prices when there is a known set of sup period demands in any given cycle. A 
typical example of what appears in the theoretical literature, is the 
distinction in the demand schedules of 23:30 to 06:30 hours for .the night 
demand and 06:30 to 23:30 hours for the day demand. The price-setting 
authority then reflects the weighted marginal costs in the two sub periods. 
In the thesis there is no such prior assuroptiop.. This thesis sets out to 
determine the appropriate structure for pricing based on data from the Pool. 
Moreover, the emphasis of this thesis is on the efficient recovery of the 
costs incurred by the PES. The PES must determine prices which are firstly 
competitive and secondly recover the Supply costs of groups of customers, and 
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this thesis sets out procedures to develop favourable charging structures for 
the Electricity Supply market. 
The pricing arrangement that has been established for electricity generators 
through privatisation - and known as the Pool - is an illustration of the 
principles of marginal pricing in practice and is discussed in this sub-
section to assist in understanding of the Pool; a more detailed description 
of the Pool is provided in Chapter 2. In the practical application of the 
theory, there are a number of constraints to this optimisation, with some 
parameters determined by factors outside of competition and others by 
imperfectly competitive market forces. A recognised limitation of marginal 
cost pricing is that such pricing does not guarantee that all costs, which 
include fixed costs, are recovered in full (Wiseman 1987). An additional sum 
is then charged on top of the marginal price to ensure such costs are 
recovered. The value for this extra charge needs to be chosen with a view to 
achieving optimal resource allocation and limiting any negation of the 
benefits of applying marginal cost principles. 
The final generation price accounts for both the marginal generating costs, 
p, and a capacity element, r, on the principle that, 
Generation Costs = 
[
( p * Y1 
undefined 
+ ( r * Y2 ) 
where instantaneous half-hourly demand 
Y2 full capacity output. 
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Hence the short-run marginal cost of generation is p, and the long-run 
marginal cost of production, which includes the cost of long-term investment 
in addition to short-term production on current assets, is given by p + r. 
The marginal cost of generation at any moment in time reflects the marginal 
cost of the power plant in use. There are a number of different types of 
power plant and they use various sources of energy which they convert into 
electrical energy. The main types of power plant are thermal (such as gas, 
coal and oil), nuclear, hydro and geothermal, though there is a growth in 
alternative renewable sources such as wind. The short-run marginal cost of 
generation includes a fuel cost element and an operation and maintenance cost 
element. The variety of fuel types and grades, and the different engineering 
of generating plant, ensure that the marginal generation cost is not the same 
for a unit of electricity generated at alternative power plants. Powerplant 
which has low marginal costs are generally used before those which have 
higher marginal costs in an order of merit. Thus, in general, the marginal 
generation cost is lower when only a few plants are required to generate the 
electricity necessary to meet the level of demand (ie. at times of low 
demand) and increases as more plants are required to generate to meet higher 
levels of demand (ie. at times of high demand). Some of this variation in 
the marginal generation costs over time is reflected in a limited number of 
charging structures to customers. These charging structures are discussed in 
more detail in Chapter 2. 
Before privatisation the CEGB took account of the various physical capital, 
investment, operating rates and maintenance by identifying the long-run 
marginal cost in determining the considered optimum utilisation of the 
capital stock. Generation prices were set and published by the CEGB based on 
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assumptions relating to forecast levels of national demand. These prices 
tried to reflect variations in both the demand and the type of available 
capacity within set groups of time. This price system had the advantage of 
avoiding the assumption of homogeneous productive capacity in that it allowed 
for both changes in the technology of generation and some flexibility in 
plant usage. However, such a price system could not truly reflect the cost 
implications of movements in demand or plant availability owing to the length 
of the time interval between pre-determined generation costs and the time at 
which those costs were actually incurred. The Pool mechanism tries to 
address these drawbacks. It separately accounts for differing technology of 
generation plant and their differing marginal costs on a day-ahead basis 
which more accurately reflects movements in demand as well as in plant 
availability. The Pool is discussed further in Chapter 2 and the actual Pool 
data is described in Chapter 3. 
1.3.3 DEMAND RESPONSE TO TIME-OF-USE PRICING 
There is both an extensive literature and econometric analysis relating to 
time-of-use pricing to the customer (including an entire edition of the 
Journal of Econometrics 1984). Much of the discussion in this literature has 
focused on the effect of changes in electricity prices on the level and 
timing of energy usage - price elasticities. It was expected that, by 
charging a higher price for electricity at one time relative to another, 
customers would transfer some of their cons1..1IOption towards the time during 
which the lower price was being charged. 
As with the Peak-Load Pricing literature a common feature of this lit~rature 
is that it assumes as a starting point a given time-et-use charging 
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structuree In this thesis there is no such prior assumption. The thesis 
sets out to determine the appropriate structure for pricing based on data 
from the Pool. Moreover, the emphasis of this thesis is on the efficient 
recovery of the costs incurred by the PES. The PES must determine prices 
which are firstly competitive and secondly recover the Supply costs of their 
customers, and this thesis sets out procedures to develop favourable charging 
structures for Electricity Supply market. Once these have been developed, 
the PES would need to consider the reactions of the customers to any proposed 
changes. 
Furthermore, the research into the effect of price on consumption has been 
given close scrutiny by Economists without it always being seen as just one 
part of the wider field of pricing. Indeed the research to date (1994) has 
not yet settled on a way of identifying a stable relationship between price 
and demand nor on identifying the measure of benefits to the customer between 
one charging structure relative to another. Nor has it considered a variety 
of charging structures and rate levels; nor has it considered flexibility in 
these structures as a consequence of changing patterns in cpst. Indeed there 
is no assessment as to the number of different time-of-use prices there 
should be within the charging structure nor of the way in which this is 
influenced by the way in which customers with similar costs can be grouped. 
In response to some of these criticisms, this thesis develops an .approach 
that enables the relative benefits of alternative charging structures to be 
compared, in particular, the number of separate rates and time-bands to 
include within a time-of-use charging structure. 
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For completeness, and in acknowledgement of the long-term need for the PES to 
consider the customer's reaction to proposed changes in the pricing of 
electricity, there follows in this sub-section a review of the literature on 
the demand response to time-at-use pricing: 
Acton (1982) has criticised many of the early studies in this field of 
research on the grounds that they suffered from insufficient data and were 
reported inconsistently. Often the studies considered only short-run 
effects, though there are notable exceptions in later analyses such as 
Hausman and Trimble (1984) who took into account longer-term price 
implications. Sometimes the data was influenced by the way in which it was 
collated through compensation payments issued to the sample participants. 
Any attempt to draw general conclusions from these studies is limited in 
value because the results are not directly comparable. 
The long-term interest in the effect of prices on demand has continued, 
influenced by a growing recognition of the inconsistency in the approach of 
earlier work. Consumer Theory has been used extensively to form econometric 
models within this area of research. Hence, the observed demand behaviour is 
assumed to be generated by customers who maximise a utility function that 
represents their demand preferences, subject to a budget constraint. The 
Generalised Leontief form of the indirect utility function is the most 
frequently used form for reflecting consumer preference and it performs 
better than the translog form in cases where substitution elasticities are 
small (Caves et al 1984). Results were found to depend on assumptions 
introduced into the analyses by the functional form of the utility functions 
(Howrey and Varian 1984, Kohler and Mitchell 1984) and it remained the case 
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that key assumptions associated with the functional form of the econometric 
modelling were not always tested. 
In more recent studies, Caves et al (1987) and Taylor and Schwartz (1990) 
tested the severity of some of these assumptions. Homotheticity was one of 
the assumptions tested, but in both studies statistical tests did not support 
its use within their models. However, under the assumption of homotheticity 
both studies drew some conclusions in support of the general supposition that 
time-of-use pricing has an effect on consumption. Taylor and Schwartz, for 
example, found that consumption is more responsive to demand charges over 
time, that peak consumption and max~um demand are stronger complements over 
time, and that off-peak consumption and maximum demand are weaker substitutes 
over time. 
1.3.4 THE NUMBER OF RATES IN THE CHARGING STROCTURE 
with the exception of a little known paper by Craven (1971), virtually all of 
the economics literature associated with the Electricity Industry makes 
massively demanding but highly convenient assumptions. Craven's opening 
statement encapsulates the issue beautifully as follows: 
'When setting different tariffs for periods of peak demand, a utility is 
not usually given the times of the start and finish of the "rush hour" 
by external decree, but has to decide the extent of the peak periods on 
the basis of the time-dependent demand function for its product, The 
problem with which we are concerned is one where the surplus maxjmising 
utility can choose a number of different time periods and set tariff 
within each period, though the same tariff may occur several times 
throughout the day' . 
Craven (1971) brought attention to the question of selecting the number of 
time-bands and unique rates for the charges made to the customer.! His paper 
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sets out to maximise consumer surplus, subject to a cost function whic"h 
increases in 'both overall output (Q) and in the number of time-bands (K) 
within the charging structure. Consumer surplus (CS) is assumed to be a 
function of price (qk) , output (Q) and the length of each of the time-bands 
(Sk)' where subscript k identifies the time-band between 1 and K: 
CS = CS( qk' Sk' Q ), where k = 1 to K 
Holding Q and K constant sets an upper limit on revenue for given demand 
x(qk).' Consumer surplus is 'shown to be a decreasing function of price, owing 
to' the demand curve being well-defined and downward sloping. without 
consfderation of cost, consumer surplus is trivially maximised by minimising 
,:'the price qk charged over the whole output Q: 
CS CS( x(q.» such that qk ~ 0 
is given by 
qk 0 and dCS dCS' * dx. <' 0 , with 
-"dx.< 0 and dCS > o. 
dqk dx. dqk dqk dx. 
The optimal number of time-bands and the optimal length of each time-band is 
'non-trivial when costs (Pt) vary over time (t=1. ... T) and within the time-
bands and any price is constrained to recover the cost, t k , occurring in any 
of the K time-bands for a number of different customers each characterised by 
their demand over time. 
Given that output Q is a function of cost and hence of the K prices which 
recover that cost, the first'order condition for optimal prices of 
Max CS 
qk 
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dqk 
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such that QQ = 
dqk 
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dCS * dx. + dCS * dS. + dCS *QQ 0 
dx. dqk dS. dqk dQ dqk 
level of output Q is fixed. This determines the cost 
o. In addition, assume a fixed demand so that dCS = O. 
dx 
levels 
The 
optimisation of the consumer surplus is obtained by selecting the optimal 
sets Sk of prices qk in K time-bands. 
In summary, Craven outlined the factors involved in the maximisation of 
consumer surplus and sought a theoretical solution contingent on making very 
strong assumptions about the parametric shape of the hourly time-path of 
demand. This is emphatically not the method advocated in this thesis. 
This thesis adopts Craven's specification of the analyst's problem but 
suggests a practical and pragmatic solution from a completely different 
starting point. The analysis in this study uses actual half-hourly cost and 
demand data to identify and describe time-bands for charging structures which 
reflect both demand and cost. When the number of time-bands is limited, 
relative to the variability of cost, then the costs need to be grouped into 
time-bands in which there is minimal variance in cost within the group and 
maximum variance in cost between the groups. Some of the techniques that are 
used in this thesis to derive these groups are introduced in the next _.Section 
(see sub-section 1.4.2) and are discussed in more detail during the 
forthcoming thesis. 
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This thesis presents an approach for determining the appropriate number of 
differing rates within time-of-use charging structures for the PES to offer 
to groups of customers. It develops an approach for grouping customers with 
similar patterns of consumption, for forming favourable time-bands within 
charging structures and for deriving rates that fully and efficiently recover 
costs. The thesis, thereby, moves on from the discussions of Craven to a 
practical framework for comparing the efficiency in recovering costs for a 
given number of separate rates within the Commercial environment of the 
Electricity Industry. 
This study uses the additional information that has arisen from the re-
structuring of the Electricity Industry to develop an approach that enables 
the relative benefits of alternative charging structures to be compared. The 
additional information is the half-hourly registering of costs and demand 
within the industry. This data relates, in particular, to the larger 
customers of the PES and thus, as has previous research (Park and Acton 
1984), concentrates on the larger customers of the supply market. 
An increased number of time-bands has the benefit of increasing the 
efficiency of cost recovery for a group of customers but a handicap of 
increased cost arising from the added complexity of such charging structures. 
Half-hourly data loggers were developed over the period leading up to the 
privatisation of the Electricity Industry. Before their introduction, in 
April 1990, the higher the number of separate time-bands within a charging 
structure, the more complex the metering and the greater the meter cost. The 
introduction of data loggers means that the structural complexity of the 
charging structure need not yield additional meter costs beyond. those 
, 
incurred by installing the logger in the first instance. However, there is 
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still the potential for the PES to incur greater costs by offering more 
complex charging structures. For instance, it is probable that the more 
complex charging structures and the greater the number of separate rates, the 
greater are the administrative costs involved in presenting, explaining and 
then billing the structure for the customer. Such administrative costs are 
controlled by the PES and are commercially confidential. Hence, the cost-
side of a cost-benefit analysis of alternative charging structures and 
procedures for developing alternative charging structures, is not considered 
in detail in this study. Instead the study analyses in-depth the benefit-
side of such cost-benefit analysis and develops procedures to enable such 
cost-benefit analysis to be undertaken by the PES. This focus is more than 
large enough to take up the whole thesis and offers a novel starting point on 
the previously unexplored issue. No doubt later researchers will want to 
develop the administrative cost aspects of the thesis. 
To summarise, the Economic aspects of this thesis are closely related to the 
Commercial aspects discussed in Section 1.2. In addition to the Commercial 
objectives, an objective is added from the Economic context, namely, the 
thesis sets out to determine an approach that: 
• measures the relative benefit of alternative numbers of time-bands 
within the charging structure for the purpose of cost-benefit analyses. 
To this end the studies in the later chapters of this thesis (Chapters 8, 9 
and 10) compare the relative merits of alternative charging structures. 
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1.4 INTRODUCTION TO THE MATHEMATICAL ASPECTS OF THE STUDY 
1.4.1 MATHEMATICAL FRAMEWORK 
The previous Sections have described the Commercial and Economic case for 
developing an approach for the identification and formation of favourable 
charging structures within the Electricity Supply market. Mathematical 
techniques are used to develop this approach. The general mathematical 
framework within which this study is placed is as follows: 
• Demand 
Let Xit (Pt' Uit) be the compensated demand for customer i (i: i=l, •.. , I j at 
time t {t:t=l, .•• ,Tj with price Pt and real incomes Uit· A profile for 
customer type i is defined by Xi as the full set of Xit for t=I, .••. ,T. Let 
W be the full set of customer demand profiles {Xi :i=l, ... ,Ij. 
• Grouping demand 
Each profile Xi is allocated to a Group Gj for j {j:j=I, ••• ,Jj defined by 
demand profile Xi j E Gj such that: 
(1) 
(2) 
G1 f"'I G2 f"'I ••••• f"'I GJ 
G1 U G2 U ..... U GJ 
• Grouping time-bands 
~ , the empty set 
W. 
Let Sk for k {k:k=l, Kj be a subset of time Y={t:t=l, •.• ,Tj such that: 
(1) 
(2) 
SI f"'I S2 f"'I ••••• f"'I SK 
SI U S2 U ..... U SK Y. 
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• Price determination 
Let qs be a price for all t E Sko 
k 
Let XiS j be the demand for customer 
k 
profile i in group Gj for time t E Sko 
The objective is to: 
K 
Minimise ~ qs xiS j 
k=l k k 
qSK I K,J 
such that three conditions hold: 
(1) K < T 
(2) J < I 
K T 
(3) 
The three conditions ensure that the solution is non-trivial. The model 
seeks, therefore, to deter.mine the roost competitive (cheapest) structure of 
prices that has (a) many fewer time-bands than the maximum, (b) many fewer 
customer groups than the maximum number of customers and (c) yields non-
negative profit for each customer for recovering generation costs. 
A comprehensive computer search of the related and relevant literature has 
carried out, without obtaining reference to previous research that addresses 
this prob1emo 
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1.4.2 MATHEMATICAL TECHNIQUES 
The mathematical techniques used in this study to resolve this set of 
equations are known collectively as Multi-variate Analysis techniques. 
Multi-variate Analysis, as its name suggests, is the mathematical and 
statistical analysis of data for multiple variables. In this study it is the 
generation cost and the customer demand data to which the techniques within 
Multi-variate Analysis are applied. 
Multi-variate Analysis includes Cluster Analysis, Discriminant Analysis and 
Principal Component Analysis. In addition an iterative regression procedure 
is used during the study. These are described in more detail at the 
appropriate point within the thesis but there follows here a brief 
introduction to the main forms of Multi-variate Analysis and techniques that 
are used within this thesis. 
• Principal Component Analysis 
Principal Component Analysis provides a mathematical way of re-defining a set 
of uncorrelated variables from a set of correlated variables by applying an 
orthogonal transformation to the correlated variables. It continually 
extracts the maximum information from the original variables and effectively 
tries to put this information into the least number of new variables, with 
the upper limit on the number of new variables being the number of original 
variables. These new variables are linear combinations of the original 
variables and are derived in decreasing order of importance (see Chapter 3). 
In this study Principal Component Analysis is applied to sets of generation 
cost and customer demand data from the Electricity Industry. 
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• Cluster Analysis 
Cluster Analysis techniques use distance algorithms to consider the grouping 
of data within a multi-dimensional data space for a number of variables. 
Each method seeks to allocate similar data to the same cluster and dissimilar 
data in different clusters through a measure of the distance between the data 
(see Chapter 4). In this study techniques within Cluster Analysis are 
applied to generation cost and customer demand data of the privatised 
Electricity Industry to identify clusters which possess similar cost or 
demand characteristics within the cluster and distinct cost or demand 
characteristics between clusters. 
• Discriminant Analysis 
Discriminant Analysis uses the variable characteristics of the objects 
already associated with each group to form a criterion, known as the 
discriminant function, that seeks to correctly allocate each object to the 
group to which it is known to belong. Hence given some additional objects 
and the values of their variable descriptors, the discriminant function seeks 
to allocate each object to the group from which it is most likely to have 
originated (Chatfield & Collins, 1980). In this study techniques within 
Discriminant Analysis are applied to allocate customer demand to the groups 
that are formed from the applicat ion of Cluster Analysis to data from the 
privatised Electricity Industry (see Chapter 6). 
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• Iterative regression procedure 
Iterative regression procedure repeatedly applies ordinary least squares as 
an optimising function on an equation where the values of the dependent 
variable are adjusted after each regression step. If the adjustments to the 
values of the dependent variable are of the same sign, iteration continues 
until a stopping criterion is met. The coefficients of the explanatory 
variables then satisfy the stopping criterion. Hence, if for each customer 
(a) the dependent variable is total cost, (b) the explanatory variables are 
time-related measures of electrical consumption and demand and (c) the 
stopping criterion is close to zero then the coefficients set by the 
iterative regression procedure derives the rates that ensure the total costs 
are recovered for each member within a group of customers. In this study the 
iterative regression procedure enables the efficiency of cost recovery for 
alternative charging structures to be compared on a consistent basis (see 
Chapter 8) . 
In the Mathematical context of this thesis, the application of Cluster 
Analysis in the thesis is particularly significant. Cluster Analysis has 
been used in Agricultural Economics (Krause 1994), but has rarely been used 
in Economic research outside of the analysis of geographical distances. An 
extensive journal search using FirstSearch identified an International 
Economics paper (Cooper 1987) as a rare exception. Furthermore, the Cluster 
Analysis literature has its sceptics (Cormack (1971», owing to the extensive 
literature on alternative clustering techniques and the number of alternative 
clusters that these techniques produce (see Chapter 4) . 
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This thesis applies Cluster Analysis in the search of distinct clusters 
within the cost and demand data of the Electricity Industry. Furthermore, 
the additional mathematical techniques described in this Section, and in more 
detail later in the thesis, enable results of alternative clustering 
techniques to be compared in terms of their ability to determine favourable 
charging structures for the PES. Hence the view that "in most studies the 
clustering method with the best over-all performance has been either average 
linkage or Ward's minimum variance method" (SAS Manual 0 1989) is tested in a 
new setting. 
To summarise, the Mathematical aspects of this thesis arise from the 
Commercial and Economic aspects discussed in Sections 1.3 and 1.4. In 
addition to the Commercial and Economic objectives, an objective is added 
from the Mathematical context, namely, the thesis sets out to determine an 
approach that: 
• compares alternative clustering techniques in terms of their suitability 
in deriving favourable charging structures for the PES. 
To this end, the whole analysis of the thesis is relevant, but especially the 
comparative analysis of the clustering techniques which is discussed in 
Chapters 5 and 10. 
1.5 THESIS OVERVIEW 
In this chapter the Commercial, Economic and Mathematical aspects of an 
approach for identifying and forming favourable charging structures within 
the Electricity Supply market have been introduced. In this particular 
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Section the objectives of the thesis are summarised and the content and 
direction of the thesis through the subsequent chapters is outlined. 
1. 5.1 OBJECTIVES 
In essence the starting point of the thesis is this: how are marginal costs 
and their respective demands clustered or dispersed through the half-hours of 
the year? For most price-setting utilities in the UK, the appropriate 
marginal cost of electricity is the half-hourly Pool Selling Price (PSP) in 
the spot market, set up after privatisation in 1990. Hence, the analysis 
within the thesis commences with an investigation into the phenomenon of 
clustering in the half-hourly PSP costs and this forms an important part of 
the initial chapters of the thesis. This analysis is followed by an 
investigation into the phenomenon of clustering of combined data for the 
half-hourly PSP costs and the half-hourly customer metered demands. Both of 
these analyses - for costs alone and for costs and demands combined - are 
important in their own right with regard to the Commercial, Economic and 
Mathematical aspects of the study. 
The objectives of the thesis are to determine an approach that: 
• derives time-of-use charging structures with a limited number of time-
bands that efficiently recover the time-related costs of customers and 
thereby gives the PES a competitive advantage in the Supply market - a 
first Commercial objective 
• groups customers so that the groups are distinguished from one another 
by the use and costs of electricity within each group 
Commercial objective 
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• derive rates for time-of-use charging structures that efficiently 
recover the time-related costs of customers within a group - a third 
Commercial objective 
• measures the relative benefit of alternative numbers of time-bands 
within the charging structure for the purpose of cost-benefit analyses -
a Economic objective 
• compares alternative clustering techniques in terms of their suitability 
in deriving favourable charging structures for the PES 
Mathematical objective. 
as a 
There are several reasons why these objectives are critical for the PESs. 
For the majority of customers on half-hourly metering the option of full 
exposure to the volatility of Pool Selling Prices is unattractive. The 
exceptions are in the main the heavy industrial users of electricity who have 
alternative sources of generation and prefer interruptible options. Most 
commercial and industrial customers prefer a more stable set of prices. 
Consequently clustered price signals are an important area to the PES in the 
design of charging structures. Developments in the ElectriCity Supply market 
have increased the importance of this issue. By stages, from 1994 to 1998, 
the supply of electricity is to become open to competitive entry. By 1998 
all customers, whether or not they are on half-hourly metering, will be able 
to choose their PES. Competition will occur in two ways: PESs will compete 
directly on price, and also on the specific 'value added' nature of 
customised charging structures for different customer types. This added 
dimension of expanded product choice in the form of tailor-made pricing 
packages is perhaps the most important measure of the competitiveness or 
otherwise of the emerging ElectriCity Supply market to follow from the 
privatisation of the industry. 
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1.5.2 CONTENT AND DIRECTION 
In this sub-section the content and direction of the thesis through the 
subsequent chapters is outlined. 
The composition of the costs incurred by the PES supplying the customer are 
reviewed in Chapter 2 together with some of the charging structures 
traditionally used within the Electricity Industry for recovering costs. 
Generation costs form the major part of the costs in supplying electricity to 
a customer and three years historical Pool Selling Price (PSP) data, that are 
used to represent generation costs in this study, are described in Chapter 3. 
The Multi-variate Analysis technique of Cluster Analysis is reviewed in 
Chapter 4 and applied to the Pool Selling Price data in Chapter 5. Chapter 5 
illustrates the decision-making process for the parameters used within the 
associated computational analysis and shows how time-of-use charging 
structures could be derived on cost alone, without reference to customer 
demand. 
Cluster Analysis is applied at two stages in the analysis to for.m clusters of 
data that enable time-of-use charging structures to be determined for the 
recovery of generation costs. In the initial analysis of Chapter 5 only the 
generation costs are considered. Hence, for this stage of the analysis 
customers are effectively assumed to be homogeneous and to have constant 
demand. For the second stage of the analysis in Chapter 7 customers are no 
longer assumed to have constant demand over time nor the same pattern of 
demand to one-another. Special attention is given to determining the 
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allocation of each customer I s pattern of demand into groups which have 
similar demand profiles, and to the number of those groups. The number of 
groups is determined by means of an application of Cluster Analysis in 
Chapter 6. 
Principal Component Analysis is briefly described in Chapter 3 for an 
application to the PSP data. It is also used in Chapter 6 (and 7) as a 
method of summarising the demand profiles within a group. In addition, 
Discriminant Analysis is introduced and applied, to test the robustness of 
the groups and to indicate how it is possible to allocate additional profiles 
to the groups defined. 
Following the formation of time-af-use charging structures using both 
generation cost and demand data in Chapter 7, prices are determined which 
ensure recovery of the generation cost for each demand profile within the 
group for a given number of separate time-bands. An iterative regression 
procedure is developed in Chapter 8 to determine the set of rates for a given 
charging structure. These rates both recover the costs for each member in 
the group and minimise the over-recovery of cost for the group as a whole. 
In addition, a procedure - referred to as Rate Linkage - is developed for 
combining together time-bands to form additional time-of-use charging 
structures. In Chapter 9 modifications to the procedures developed in 
Chapter 8 are considered, and in Chapter 10 the consequences of changing some 
of the assumptions and issues relating to the formation of rates are 
investigated. Finally, in Chapter 11 the contribution of the research to the 
Electricity Supply market is reviewed and the wider implications for other 
commodity markets and the subject of Economics are raised. 
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But first, in the next chapter, these issues are put into context by 
considering in more detail all the costs that are to be recovered in all-
inclusive fixed-price terms for the supply of electricity. Structures 
already used prior to privatisation are also reviewed. Attention is focused 
on the issue of recovering generation costs in a simple fixed-price 
structure, for this forms the basis for the remainder of the thesis. 
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ELECTRICITY PRICING AND THE RECOVERY OF SUPPLY COSTS BY THE 
PUBLIC ELECTRICITY SUPPLIERS 
2.1 INTRODUCTION 
In this chapter the costs incurred in supplying electricity to the customer 
are dis eus sed. These include the costs of generation as well as for the 
transportation of the product to the user. The generation costs form the 
focus of attention in this chapter, and the subsequent analysis, for three 
reasons. Firstly privatisation fundamentally changed the way in which 
generation costs* are determined within the industry. Secondly, generation 
costs - unlike other time-related supply costs - as represented by the Pool 
prices are the same throughout the England and Wales. Thirdly generation 
costs form the major part of costs to the PES in supplying electricity to the 
customer and therefore have a significant bearing on the way in which costs 
are to be recovered through the pricing structure. The subsequent analysis 
in this thesis uses the generation costs of the Pool to meet the objectives 
set out in Chapter 1 (See Section 1. 5) . The remaining costs of supply are 
also described in this chapter as they, too, have a bearing on charging 
structures and are discussed further in the concluding chapter of the thesis 
(Chapter 11) with regard to the Commercial application of the analysis 
developed in this study. 
In the competitive supply market the customer signs a Supply Agreement with 
the PES that sets out the terms of supply, the charging structure and the 
rates together with the time over which the Agreement is valid. In the first 
• Every tenn that is written in italics is defined and explained in the glossary (pages 350-355) 
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three years f.ollowing privatisation the majority of customers signed 12-month 
Agreemen~s·commencing in April; following the pattern of the annual revision 
of tariffs which traditionally occurred before the industry was privatised. 
The charging structures. within the terms of the Supply Agreement generally 
mirrored the traditional tariff structures. Some of the tariff structures in 
use ,within the industry are reviewed in this chapter with further details 
provided in Appendix I. It is immediately apparent from Appendix I that the 
supply of electricity involves a number of different facets, each of which is 
s~parately measurable and an explanation of these measures forms the starting 
point of this chapter. 
The quantifiable· ·measures 0.£ electricity supply are introduced in 
Section 2.2. The historical role of the CEGB and the new role of the Pool· 
for generation in the UK are described in Section 2.3. Other supply costs, 
that are in addition to those of generation and are to be recovered by the 
PES, are·, discussed in Section 2_-.4. 'The traditional charging structures used 
by the electricity Supplier are described in Section 2.5. Thus this chapter 
builds upon .the discussion of the previous chapter and provides more detail 
relating to the commercial background and roots of the current thesis. The 
chapter is summarised in Section 2.6. 
2.2 QUANTIFIABLE MEASURES IN THE SUPPLY OF ELECTRICITY 
The supply of electricity involves a nurober of different facets, each of 
which is separately measurable. Electrical power, or demand, is measured in 
watts (with 1000 watts equal to 1 kilowatt). For direct current, power is 
the product· of . vol tage (measured in volts) and current (measured in amps). 
However, for stability and continuity in the product that is available, 
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electricity is transmitted from the Generator to the ultimate customer as an 
alternating current. The definition of power for direct current holds for an 
alternating current only when the voltage and the current are coincident in 
time that is, to use the electrical terminology, in phase. However, an 
alternating current is not always in phase because certain electrical 
properties cause the current cycle to be non-coincident with the voltage 
cycle, and at such times power is dissipated. The rate at which this power, 
known as reactive power, dissipates from the system is measured in kilovolt-
ampere hours (kVArh). The electrical power that remains is measured in 
kilowatts and is the product of three terms, namely, voltage, current and a 
term known as the power factor. When the alternating current is in phase the 
power factor equals unity. In practice the power factor is generally below 
unity but above .9 (SWEB 1993) for commercial and industrial customers though 
certain forms of usage by the final customer cause it to reduce locally 
within the network. 
Two forms of electrical losses, known as iron and copper losses, are incurred 
in the transportation of electricity over distance through the line 
conductors. Iron losses are normally taken as constant at all loads whereas 
the copper loss is proportional to the square of the load (Reeves 1990). 
These losses are dependent on the physical properties of the conductor, the 
length and the cross-sectional dirumeter of the conductor and on the amount of 
electricity being passing through it. 
Electrical power is transmitted most efficiently at high kilovolt (kV) 
voltage levels. Plant and machinery can be installed at an individual 
premise to enable it to receive electricity at one of a number of standard 
voltage levels, namely, 132 kV, 66 kV, 33 kV, 11 kV and low voltage levels 
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subject to the voltage level being present within the general locality of the 
premise. The choice of voltage level selected is dependent on the power 
required at the premise. The level of capacity that marks the upper limit on 
the amount of power that a premise is able to receive is a function of 
voltage and amperes and is measured in kilovolt-amperes (kVA). Whereas 
demand for electricity is measured half-hourly in kilowatts, a unit of 
electricity consumption is the product of power and time and is measured in 
kilowatt-hours (kWh) [or megawatt-hours (MWh) as 1000 times kWhJ. 
~n addition, to these measures of electricity, the Electricity Industry uses 
the term load factor as a summary measure associated with electricity usage 
over time. It measures the kilowatt-hour consumption over a specified time 
interval as a proportion of the kilowatt-hour consumption that would have 
occurred had the peak kilowatt demand during that time interval been 
sustained throughout the whole of the time interval. This ratio is usually 
expressed as a percentage. The annual load factor is the annual units 
consumed during twelve months divided by the product of the maximum kilo-watt 
demand that occurs in a half-hour during the twelve months and the number of 
hours in the twelve months. 
The Industry also uses a summary statistic for the peak demand of the system, 
which is known as the Triad Demand. The Triad Demand is defined as the 
average of the maximum three half-hour demands, with at least 10 days between 
each, over the months of November to February. It is used as a measure of 
the capacity requirement for the system, particularly at the interface 
between the national transmission system of the National Grid Company and the 
distribution network of the Regional Electricity Company. 
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2.3 THE GENERATION COSTS TO BE RECOVERED BY THE PUBLIC 
ELECTRICITY SUPPLIERS IN THEIR CHARGES TO THE CUSTOMER 
2.3.1 HISTORICAL BACKGROUND 
The most significant change to the way in which costs incurred by the 
Supplier were expressed within the Electricity Industry, in the immediate 
aftermath of privatisation, was in generation~ A new market for generation 
was established to enable supply and demand to coincide at the market price 
for generation the Pool Selling Price (PSP). Trade in electricity 
generation began in April 1990 and takes place within a market system which 
is known as the Pool System (Hunt 1991). The method by which generation 
costs are revealed to the market through the Pool is described in some detail 
in this sub-section, before moving on to discuss costs which are incurred by 
the Supplier in addition to those of generation costs. 
Before privatisation the CEGB controlled the way in which electricity was 
generated in England and Wales. The CEGB made an annual review of their 
generation costs by taking into consideration a number of factors including 
the diversity of generation plants, their locality in the National Grid and 
their respective fuel costs, maintenance costs and availability. The CEGB's 
assessment of generation costs for a 12 month period ahead was published in 
the Bulk Supply Tariff. The Area Boards incorporated these costs into an 
analysis of overall costs incurred in supplying customers based on the 
information of standard load characteristics from the Electricity Council 
(Boley and Fowler 1977, Electricity Council 1984). As an example, three 
standard demand profiles were available to summarise the variation in usage 
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of all high voltage customers. It was from the analysis of the costs and 
their relativities between different types of customer that tariff structures 
were reviewed and tariff rates set to meet required revenue targets. 
Until 1966, the CEGB indicated just two distinct levels of cost per unit, for 
the day-time and night-time. A single capacity cost per kilowatt of demand 
at the time of. national peak demand was also included. In 1966 a second 
capacity charge was introduced to more closely reflect the variation in the 
running costs of the various kinds of plant. It also discouraged the 
promotion of generation outside the control of the CEGB that had arisen as a 
consequence of single cost component for generation exceeding the cost of 
developing new peak-load generation plant (Crew 1966). At the same time as 
these changes a third distinct cost per unit was introduced, for consumption 
between 08:00 and 12:00 hours and between 16:30 and 18:30 hours during 
December and January excluding Saturdays, Sundays, Christmas Day and Boxing 
Day. In 1985 the CEGB began to distinguish their costs per unit between 
thirty categories of time over the 12 months (CEGB 1985) and the format of 
this was retained up to the t~e of privatisation. 
The main restriction on increasing the details of cost messages prior to 1989 
was that they "would entail metering techniques which are (were) too costly 
for most of their customers" (MMC 1983). Advances in metering technology 
enabled half-hourly metering to be available from April 1990 at an annual 
cost of between £1200 and £2500 and the costs of metering half-hourly demand 
readings had fallen by a further 80 per cent by 1994 (Hanks 1993). such 
changes assisted in making half-hourly demand data accessible and financially 
viable to customers with over 1 MW of demand in 1990 and to customers with 
over 100 kW of demand in 1994. 
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2.3.2 POOL SYSTEM 
The fool System commenced in April 1990 to establish generation costs for 
each half-hour by balancing supply with demand within the electricity market 
in each half-hour. Each generator plant bids into the Pool system, a day-
ahead, a set of prices and 48 values of potential generated output available 
from the plant for the following day. The bid price differs between plant, 
reflecting different efficiencies and costs in the process of electricity 
generation. The Pool ranks these bids in merit order together with the 
quantity available. The Pool then identifies the generating plants that 
involve the least cost in meeting forecasts for the national demand in each 
half-hour. The bid price in the market at which the level of generation 
meets the required level of national demand for a given half-hour is known as 
the System Marginal Price (SMP). 
In simple terms the generation plant which bids in a price above the level of 
SMP is not asked to generate for that half-hour during the next day. The 
plant which bids at or below the SMP is requested to generate up to the 
quantity stated in the bid for the given half-hour in the following day. 
There is therefore an incentive for independent generating plant to bid in 
prices which reflect their short-run marginal generation costs, with each 
plant that generates effectively receiving the market price of the SMP. The 
plant which bids below SMP to reflect costs lower than the market price 
receives a surplus which then contributes towards the fixed costs (see 
Chapter 1, sub-section 1.3.2) . 
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It is a common feature of marginal cost pricing that such prices are 
insufficient to recover all of the fixed costs and in these circumstances an 
addi tional payment needs to be added to the marginal cost price. The 
capacity payment serves this purpose in the Pool System and its derivation is 
based on two additional variables, namely, the Loss of Load Probability 
(LOLP) and the Value of Lost Load (VOLL). These are described as follows: 
• The Loss of Load Probability (LOLP) is the probability of some voltage 
reductions or disconnections for a half-hour. LOLP is derived from the 
extent to which the level of national demand is below the total 
available generation capacity in a half-hour. 
• The Value of Lost Load (VOLL) is the value that the Pool customers are 
considered to be willing to pay to avoid loss of supply. VOLL is a 
constant for all half-hours throughout the year and is revised annually 
to take account of changes in the retail price index. The initial 
figure of £2/kWh was settled on for April 1990 and has beem adjusted 
subsequently to take account of the RPI. The value of commercial and 
industrial output in GDP for the UK was considered to be forty times the 
costs of electricity charged in the two sectors and this was given to 
imply that customers evaluated VOLL at around forty times the average 
price of their electricity, that was at about £2/kWh (Banner, Jackson, 
Phelps 1992). 
The Pool Input Price (PIP) is the expected generation price. It is derived 
from the probability of a loss of load, the SMP price without loss of load 
and the VOLL price when there is a loss of load. 
PIP = SMP . (l-LOLP) + VOLL . LOLP 
39 
• Chapter 2 
or PIP = SMP + LOLP . (VOLL-SMP). 
Hence the value of the capacity payment in a half-hour is determined by 
LOLP. (VOLL-SMP). 
The SMP within PIP is based on forecasts of supply and demand within the 
market of electricity generation one day ahead of the event. The final 
market price takes into account differences between the forecast and actual 
market conditions during the half-hour and is settled 28 days after the 
actual day of generation. The final market price is known as the Pool 
Selling Price (PSP), which is determined by adding an adjustment component to 
PIP. This adjustment is known as the UPlift component. The factors which 
contribute to this v,plift component are summarised as follows: 
• Payments made to Generators for plant which has bid too high to be 
called upon to generate but which is required to stand-by given 
exceptional circumstances (high LOLP). Such costs are directly related 
to LOLP. 
• Payments made to Generators for plant where the full capacity is not 
utilised, but is available to be called upon before calling upon 
alternative plant. 
• Payments made to Generators for plant which bids above SMP, but is 
necessary to ensure the stability of the whole national network. 
• Payments made to Generators whose bids are below SMP, but who are 
prevented from generating in order to ensure network stability. 
• Payments made for plant failing to produce the amount stated in the bid 
as, for example, in a plant outage. 
• Payments made for differences between actual and forecast national 
demand at NGC. 
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Hence, through Uplift, the System Marginal Price (SMP) and the capacity 
payment, the Pool is able to create the conditions for market equilibrium to 
be attained within the generation market for each half-hour. The Pool 
Selling Price (PSP) is the final half-hourly price at which the level of 
actual supply and demand coincide. It is the first three years of PSP data 
which is analysed and then used in later chapters to develop an approach to 
the identification of favourable charging structures for each of the three 
years. 
2.3.3 THE POOL AND THE SUPPLIER 
In practice the PES offers fixed-price Supply terms for future electricity 
usage. A forecast of the generation costs is required to determine the rates 
offered. With the PIP changing a day in advance of usage but fixed-price 
Supply terms being offered for twelve months or more there is a risk involved 
in forecasting the PSP. The uncertainty of costs and their associated 
financial risks to the PES are reduced by the PES entering into contractual 
arrangements with the Generators. 
With the Generators vying for trade in the competitive market they have an 
incentive to secure future generation by offering contracts. Each contract 
arrangement is composed of three main elements - relating to the generation 
costs, to the maximum quantity available in specified intervals of time, and 
to the insurance premium charged to the PES for entering into a contract to 
reduce the risks in forecasting generation costs. These contracts focus on 
PIP, which leaves 'the PES unprotected from the risks of Uplift. The 
contracts take on various forms in their detail but in essence they are of 
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two kinds, namely two-way contracts and one-way contracts. Two-way contracts 
effectively fix the price level whilst the one-way contract caps the price 
under certain conditions. 
Fixed-price supply terms are set to recover the generation costs into the 
future where generation costs are uncertain. The PES forecasts these 
generation costs and then determines supply prices that seek to recover 
these, and other, supply costs. The three years of actual Pool Selling Price 
(PSP) data enables analysis in the forthcoming chapters to be carried out on 
known generation cost data to determine favourable charging structures for 
the recovery of generation costs for a group of customers. 
2.4 OTHER SUPPLY COSTS TO BE RECOVERED BY THE PUBLIC 
ELECTRICITY SUPPLIERS IN THEIR CHANGES TO THE CUSTOMER 
In this Section the costs other than generation costs which are incurred by 
the PES in supplying a customer are briefly introduced. These additional 
costs are discussed further in the concluding chapter of this thesis 
(Chapter 11) with regard to the Commercial application of the analysis 
developed in this study. 
2.4.1 TRANSMISSION COSTS 
The National Grid Company (NGC) owns, operates, maintains and extends the 
transmission network in excess of the 132 kV voltage level (400 kV and 
275 kV). As the NGC is the sole owner of this network its annual revenue is 
regulated, by the Office of Electricity Regulation (OFFER), through the use 
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of a general price-cap similar to that discussed by Beasley and Littlechild 
(1989) although the revenue from connection charges for new connections is 
controlled by means of determining a reasonable rate of return on the assets 
invested rather than on the revenue price-cap. 
The costs recovered by NGC relate to three separate categories of charge, 
namely, that of connection, of. system service and of infrastructure 
(Burns 1994). The system service and infrastructure charges were combined in 
April 1993 (NGC 1993), but are described separately below in line with the 
changes made during the time from April 1990 to March 1993. 
Connection charges are based on site specific assets for the user. They are 
charged to the Generators for the entry points onto the transmission line and 
to the REe Distributors for the exit points from the transmission line onto 
the local distribution network. 
In contrast, the system service charges reflected the costs of a skeletal 
network connecting together the nodes of the Grid which was sufficient to 
maintain a stable frequency and voltage. The charges are levied at a 
constant rate throughout England and Wales and at the times of Triad Demand 
(see Section 2.2) on the combined level of demand for the customers supplied 
by the PES. 
The infrastructure charges recover the remaining transmission costs which 
were charged to the Generators and Suppliers on separate rates which were 
dependent on geographical location. The charges to the Generators were 
highest in zones which were net exporters of electricity to reflect their 
higher infrastructure costs. The charges to the Suppliers were highest in 
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zones which were net importers of electricity to reflect the greater 
transmission distance from the plant source and the increase in the 
infrastructure costs from the imbalance of generation onto the system within 
these zones. As with the system service charges these infrastructure charges 
for the PES were levied at a zonal rate at the times of Triad Demand (see 
Section 2.2) on the combined level of demand for the customers supplied by 
the PES. 
2.4.2 DISTRIBUTION USE OF SYSTEM COSTS 
The twelve Regional Electricity Companies (REes) of England and Wales own, 
maintain and extend their regional distribution network inherited at the time 
of privatisation from the twelve Area Boards. The revenUe of each REC 
Distributor is regulated for below 22 kV customers under a similar price-cap 
mechanism to that of the National Grid Company with the remaining customer's 
charges regulated on a reasonable rate of return basis (Secretary of State 
for Energy 1990). Once again, the revenue from connection charges for new 
connections is controlled by means of deteDmining a reasonable rate of return 
on the assets invested rather than on the revenue price-cap. 
A Connection Agreement is made between the PES's customer and the local REG 
Distributor for connection to the network. This forms one of three 
agreements which follow from acceptance of Supply terms by the customer. The 
other two agreements are the Supply Agreement between the customer and PES 
which includes the terms for recovering supply costs and the Distribution Use 
of System Agreement made between the PES and the local REC Distributor of the 
customer. The Distribution Use of System charges to the PES fODm between 10 
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and 20 per cent of the PES' B overall supply costs for the large commercial 
and industrial customers. 
The form of the charges in the Distribution Use of System Agreement in the 
first three years following privatisation for all but the largest of 
customer who have special terms are illustrated in Appendix I and 
identified by the names of Standard option, Day/Night Option and Seasonal 
option (the latter having the same Distribution Use of System charges as 
those of the Enhanced Seasonal Option in the South West of England (SWEB 
1993)). Thus the form of the Distribution Use of System charging structures 
remained the same as those of the tariffs that were in use before 
privatisation. 
A feature of these structures (which is of significance to the study and in 
particular to some of the discussion in Chapters 10 and 11) is that there is 
more than one unit (kWh) charge, and for the Day/Night and Seasonal Option in 
particular the unit charge is dependent on time. As the level of demand 
varies over time so does the relative cost contribution towards maintaining 
the capacity of the network. Hence with the Day/Night Option the higher 
system demand in the day-time, relative to the night-time, results in a 
relatively higher charge in the day-time unit ,rate. Similarly the 
Distribution charges on the maximum demands of winter months provide some 
scope to reflect higher costs from higher winter demands in the Day/Night 
option which are included with the winter unit (kWh) rates of the Seasonal 
option. 
The Distribution Use of System charges to the PES include a charge for 
reactive power. certain equipment, such as induction motors and fluorescent 
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lighting, cause inductive effects which lower the power factor locally within 
the network. The costs incurred are recovered through the reactive power 
charge, which penalises abnormally low power factors arising from the usage 
by the customer and thereby provides the customer with some incentive for 
installing equipment with a high power factor close to unity. Reactive power 
is measured on kVArh units on each site through special sine-meters. The 
cost of a low power factor in lost power is recovered in the reactive power 
charge which is based on the number of reactive units that exceed half the 
units consumed in any month. 
A capacity charge is also included in the charges to the PES by the 
Distributor. The system assets required for a premise to receive electricity 
depends on voltage requirements, capacity requirements and the location of a 
main line source at that voltage. The local capital assets, together with 
the repair and maintenance costs for distributing electricity at given 
voltage levels, are assessed by the Distributor for various levels of 
capacity. A charge is then levied by the Distributor, based on the level of 
capacity of the premise, in order to recover such local asset costs. 
Traditionally, the capacity of a premise is agreed with the customer and held 
constant for a set period; for each type of voltage level there is a minimum 
capacity on which a premise is to be charged whilst connected to the system. 
If the agreed capacity is exceeded by the maximum kilowatt demand divided by 
average lagging power factor in any month, then this calculated figure is 
used as the kilovolt-arophere capacity for twelve months of billing, unless 
further exceeded in a subsequent month. 
An additional charge is a constant fixed charge to reflect the local fixed 
costs that neither depend on kilovolt-ampheres nor on kilowatt-hours. These 
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include on-site meter costs together with the administrative costs of meter 
reading and billing which are recovered by fixed charges. In April 1994 the 
OFFER removed the monopoly of the host REC Distributor in providing the 
metering for customers in the competitive market with demand in excess of 
100 kW. Customers were able to chose between licensed meter operators, which 
,ensured that meter charges were separately identified from the remaining 
fixed costs recovered within the Distribution Use of System charges of the 
customer's host REC. 
2.4.3 ADDITIONAL RUNNING COSTS 
The National Grid Company charges the PES a Pooling and Settlements fee for 
each customer it supplies. This recovers the costs of maintaining the data 
input into, and administration of, the day-ta-day running of the Pool System 
and subsequent transfer of payments. There is also an annual membership fee 
to enable the Supplier to trade in the Pool, and an additional fee for the 
license to supply which is available from the Director General of Electricity 
Supply at OFFER. In addition the Supplier also includes rent, rates, labour 
and capital in the overall level of costs. 
2.4.4 FOSSIL-FUEL LEVY 
The fossil-fuel levy is an additional generation cost which is levied as a 
percentage on the revenue received by the PES. There are few exemptions to 
the revenue which is leviable though the revenue received from licensed 
Generators, other licensed Suppliers and National Grid Company is non-
leviable. In the majority of cases where the levy is applicable the PES 
recovers the costs in the charges to the customer. 
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The levy percentage is reviewed annually by the Department of Trade and 
Industry in consultation with the Regulator and serves to collect a fund from 
the sales of electricity to ensure that non-fossil fuel generators are able 
to cover the above-normal production costs often associated with advanced 
generation technology. This is, firstly, an acknowledgement that 
considerable investment prior to privatisation went into the construction of 
certain plant and also that some plant needs to be in continual usage as part 
of the base load generation. Secondly lit enables renewable generators, 
eg. wind farms, landfills etc., to compete in the market for generation, 
assisted by the Non-fossil Fuel Obligation which sets target levels of 
renewable generation into the next century for each REC. 
2.5 CHARGING STRUCTURES USED BY THE PUBLIC ELECTRICITY 
SUPPLIERS 
Since privatisation the PESs act as profit roaximizer in the market of 
electricity supply. High standards in the provision of electricity were 
attained by the nationalised industry. OFFER established standards of 
perfor.mance for the REC Distributors to meet in order to encourage the RECs 
to maintain these standards following privatisation. One such standard 
referred to the response t~e to unexpected outages. Following the 
occurrence of an unexpected outage, 80 per cent of customers were to be 
reconnected within three hours and 99 per cent within twenty-four hours. 
This target was met by eleven out of the twelve RECs in. England and Wales and 
only narrowly missed by the twelfth (OFFER 1992) . 
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The PESs are in competition for customers in the competitive supply market 
and so each has an interest in offering the customer attractive terms to 
retain the business that arises from supplying the customer. At the same 
time the controllable costs must be recovered in the long-run if a PES is to 
remain in business. The quality of electricity in England and Wales is such 
that it restricts product differentiation as a means of the PESs attracting 
customers. Hence the customer's interest is focused not on the product but 
on the price package that is offered by the PES, and in particular on the 
minimisation of overall electricity charges. The PES needs to know all the 
costs and associated risks in supplying customers and incorporate these into 
the price package, or Supply terms, offered to the customer. 
2.5.1 TRADITIONAL CHARGING STRUCTURES 
The structure of the terms offered by the PES in the initial period following 
privatisation mirrored those of the tariffs which remained available for 
those customers who elected to stay on a tariff, rather than to move onto a 
contract, or who fail to reach the level of demand necessary to be eligible 
to go onto a contract. As an example, four tariff structures which were 
available to high voltage customers in the South West of England in 1993 are 
defined in Appendix I. The Day/Night and Seasonal Options have already been 
discussed in terms of the Distribution Use of System charges (sub-section 
2.4.2). In this sub-section they are discussed, along with the Standard and 
Enhanced Seasonal options, in terms of recovering the supply costs other than 
those relating to the Distribution Use of System and, in particular, to the 
generation costs analysed in the subsequent chapters. 
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The Standard Option is an example of a non time-ef-use charging structure. 
In terms of generation cost recovery, the Standard Option recovers costs 
through a charge on the maximum demand in each of the winter months of 
November and February, together with three separate unit rates. These unit 
rates are charged on blocks of units which are not related to time. Two 
multipliers on the maximum demand for the month determine the maximum number 
of units allocated to the first and second block. Units consumed in the 
month are allocated to the first block up to the maximum limit, and then to 
the second block up to the maximum limit, and finally the remainder is 
allocated to the third block. The rates descend in value from the first to 
the third block on the assumption that if consumption is low in the month it 
is more likely to be concentrated at t~es in the month that incur high costs 
rather than low costs. 
The emphasis on the time in which costs are incurred through the Pool, and 
the requirement of PESs to reflect customer costs more closely to retain 
customers in a competitive market following privatisation, places renewed 
interest on charging structures that are tDne related. Taylor and Schwartz 
(1990) recognised that competition in electricity supply creates "a new cost 
consciousness to utility management U " and arouses considerable interest in 
time-of-use price structures. Some of the traditional tariff structures in 
Appendix I are examples of such time-of-use charging structures. 
The Day/Night Option recovers generation costs through a charge on the 
maximum demand in each of the winter months of November to February together 
with separate charges for the day-t~e and seven-hour night-time usage. The 
Seasonal Option recovers generation costs through four distinct unit rates: a 
winter weekday day-time rate in November and February, another in December 
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and January, a seven-hour night rate throughout the year, and a rate that 
covers the rest of the time in the year including evenings, weekends and 
summer weekdays. 
The Enhanced Seasonal option is similar to the Seasonal Option except that 
the winter weekday day-time rate, both in November and February and in 
December and January, is split to allow for separate rates during the late 
afternoon/early evening. These two unit rates within the Enhanced Seasonal 
Option are mainly attributable to the occurrence of Triad Demands and hence 
to transmission costs during this time. Moreover, Triad Demands have 
occurred relatively more frequently in the December and January than in the 
November and February and this mainly accounts for the distinction in the 
rates charged over these times. The December and January charges are higher 
than those for November and February (SWEB 1993). 
The transmission costs, rather than generation costs, are the main reason for 
the maximum demand charges of the winter months within the Day/Night and the 
Standard Options. However, the presence of seasonally dependent charges in 
the Day/Night and Standard options enables the PES to recover some seasonal 
differences in generation costs through the maximum demand charges. 
In conclusion, each of the time-af-use charging structures described reflects 
the variation in generation costs between the winter and summer, and between 
the day-time and night-time usage. The analysis in subsequent chapters 
develops an approach to forming alternative time-of-use charging structures 
for the recovery of generation costs which seek to reflect more closely those 
costs for a twelve months window of time and a given group of customer demand 
profiles. 
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2.5.2 POST-PRIVATISATION CHARGING STRUCTURES 
Few new fixed-price charging structures have been introduced into the market 
in the first three years following privatisation. The majority of new 
structures are just further simplifications of the original tariff structures 
(Henderson 1992). Though some customers choose terms which incorporate the 
daily Pool prices directly, other customers seem to have reacted in the 
opposite direction and away from some of the complexity of the tariff 
structures. This suggests that the emphasis in these initial years has been 
on the overall level of charges for which the customer was able to find 
considerable variation between one PES and another. 
Several factors affect customer preference regarding the terms on offer. 
There is a greater degree of uncertainty and unpredictability in having terms 
which directly reflect variation in half-hourly Pool prices, compared to 
fixed-price terms. This is particularly the case when the customer's 
business necessitates advanced planning and budgeting. If working practices 
are rigid then it is more problematical to make changes and avoid the peak 
PSPs, given short notice. In addition, and especially in the case where 
electricity costs are a small proportion of overall business, Pool price 
terms are unnecessarily complicated and detailed for some customers. 
It is reasonable to assume that the thought of new charging structures was 
met by a resistance to too much change occurring at the same time both within 
the PESs and by the customers. Charging structures may not have changed 
significantly in the first three years after the establishment of the 
competitive market but the customer has become increasingly aware of the 
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component costs that are incorpora't:ed in fixed-price Supply· terms and some 
customers have requested this kind of detail for the offers presented to them 
from the PESs. Once the market begins to settle do'WIl, the interest in 
charging structures is likely to increase as each PES seeks to maintain and 
s~rengthen its relationship with the customers and minimising the charges to 
them while also ensuring sufficient return for the long-term viability of the 
PES's business. 
2 • 6 SUMMARY 
The way in which the costs of supplying electricity to a customer are charged 
to the PESs affects the approach used ,to recover those costs from the 
customer. For Pool-related terms "the -generation costs are passed directly 
through to the customer from the Pool for each half-hour of the day. The 
majority of" customers in the !irst three years favoured fixed-p"rice terms 
(Littlechild lQ5l3). Privatisation has introduced competition into 
electricity supply and has developed a market for electricity generation. 
The desire for the PESs to retain business is expected to result in an 
emphasi"s for a ·move towards improving the reflection of customer costs in the 
fixed-price stru,ctures and charges. The ensuing chapters provide an approach 
for developing and analysing new time-of-use charging structures and 
co~paring their" relative economic effic"ien~y "in" recovering costs for a group 
of customers. 
The analysis in the fqrthcoming chapters develops a consistent approach to 
assist the PES in identifying. a structure and setting the rates ·of filted-
price tiine-of-use terms which are favourable to the group of customers and 
which enable the PES to assess the benefits of that structure relative to 
53 
Chapter 2 
that of another structure. The analysis commences with an investigation into 
the phenomenon of clustering in the half-hourly Pool price (Chapter 5). This 
analysis is followed by an investigation into the phenomenon of clustering of 
combined data for the half-hourly Pool prices and half-hourly customer 
metered demand. This analysis includes the Commercial aspects as outline in 
the above objectives of Chapter 1. The approach is developed using 
generation costs as represented by the historic Pool Selling Price (PSP) 
data, which is described in Chapter 3, and the mathematical techniques 
discussed in Chapter 4. 
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POOL SELLING PRICE 
3.1 INTRODUCTION 
The Pool Selling Price (PSp') is the final generation price determined by the 
Pool for each half-hour of the day. This chapter presents an account of Pool 
Selling Price data for the first three years following privatisation. It is 
this PSP data that is subjected to analysis in subsequent chapters. 
The PSP data for a year is converted, in Section 3.2, into a p-track cost 
matrix. In addition, each p-track matrix is described for the first three 
years following privatisation. An explanation of the observed movements in 
PSPs over time and captured in each p-track matrix is provided in 
section 3.3. The chapter is summarised in Section 3.4 with regard to the use 
of the p-track matrix in forthcoming chapters. 
3.2 DESCRIPTION OF POOL SELLING PRICE MOVEMENTS 
Forecast generation costs are published one day ahead by the Pool Settlements 
System and are formed from predicted half-hourly demand from the National 
Grid Company (NGC) together with the offer bids for generation during the 
following day from the Generators. Final PSPs are known 28 days after the 
day on which the energy was generated. This enables the market participants 
to balance their accounts and correct for any unanticipated events on the day 
in question . 
• Every term that is written in italics is defined and explained in the glossary (pages 350-355). 
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Each half-hourly PSP is identified by the month of the year (month), the day 
of the week (daytype), the half-hourly period of the day (half-hourly period) 
and the date. This means there are then 17,520 unique PSPs in a normal year 
and 17,568 in a leap-year. It is the date which makes the description of 
consecuti ve years of PSP data unique. As an example Christmas Day, 25 
December, occurred on a Tuesday in 1990, a Wednesday in 1991 and a Friday in 
1992. 
If the annual PSP data is reduced by the removal of the date descriptor, the 
month, daytype and half-hourly period descriptors remain to form what is 
subsequently referred to as the P-track. The mean of the set of PSP values 
described by month, day type and half-hourly period reduces the PSP data set 
from over 17,500 points to a 12 by 7 by 48 array of 4032 observations. Each 
observation is the monthly mean of generation costs observed on one of 7 
daytypes and one of 48 half hours. For example, the cost corresponding to 
06: 00-06: 30 hours in February will be the mean of four such observations. 
This array, expressed as a (1x4032) vector, forms the first variable of what 
is subsequently referred to as the p-track cost matrix (see Table 3.1). In 
Table 3.1 the first variable in the p-track (Pl.) is shown as the value of 
the Pool Selling Price for the 4032 data points; the second variable in the 
P-track, (P2.) is the value of 1 to 48 and represents the forty-eight half-
hours in each day over the 4032 data points; the third variable in the P-
track, (P3.) is the value of 1 to 7 and represents the seven days in each 
week over the 4032 data points; and the fourth variable in the P-track, P4. 
is the value of 1 to 12 and represents the twelve months in each year over 
the 4032 data points. 
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Table 3.1 Format of P-track cost matrix 
Variable Description variable Value 
Plo Pool Selling Price P1,1 . . . Pl,4032 
P2. Half-hour period 1 2 · · 48 1 2 48 ... 48 
1 = 00:00-00:30 hrs 
P3. Daytype 1 1 · · 1 2 2 . 2 .•. 7 
1 = Sunday 
P4. Month 1 1 
· · 
1 1 1 . . 1. .. 12 
1 = January 
This data reduction has several advantages over retaining an original, 
complete, PSP data set for the purposes of the subsequent analysis. The 
time-of-use charging structures applied within the industry and described in 
Appendix I do not require description by date. As an illustration, the same 
charge within the structure is applied to units consumed between 12:00 hours 
and 12:30 hours on the 4th, 11th, 18th and 25th day in the month of December. 
In using the cost matrix the analysis retains the assumptions necessary to 
deri ve current structures and ensures that new charging structures remain 
independent of specific calendar dates. 
This cost matrix is particularly appropriate when there is no identified 
pattern for the PSP through time within the data subset that is used to 
determine each mean value by month, daytype and half-hourly period. On the 
rare occasions when the date has a predictable effect on the level of the 
PSP, this information is not lost but is retained within the mean value of 
the cost matrix. As an example, the uniqueness of 25th December as Christmas 
Day is likely to distinguish the PSP from that on the 4th, 11th and 18th of 
December. Any unique features of the 25th December are retained within the 
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mean of the four PSPs of the December 4th, 11th, 18th and 25th for each half-
hourly period, though the specific detail of the 25th December is no longer 
available from the cost matrix. 
Though the subsequent analysis is developed using historic PSP data, the cost 
matrix of 4032 data points is also supported by the form of the contracts 
offered by Generators which fODm the basis of forecasting generation costs by 
the PES. The costs within these contracts are normally presented to the PES 
in a form that uses standard days. Hence for forecasting purposes there is a 
gain in moving to the matrix for the excessive detail that is associated with 
specific dates is set aside and the essential features are retained .. This 
gain also holds true for the determination of t~e-of-use charging structures 
and the setting of rates, addressed within this thesis. 
A further advantage of the cost matrix is that it has the same structural 
form over any 12 months. This enables p-tracks for several different 12 
month periods to be analysed within the same framework and their results are 
directly comparable. The analysis in the ensuing chapters uses the matrix 
form of the PSP data for the 12 months of 1990/1, 1991/2 and 1992/3 
commencing 1 April. 
These p-track cost matrices were formed from PSP data in British Summer Time. 
Traditionally customers have been charged in British Summer Time (BST) as 
opposed to Greenwich Mean Time (GMT) and so the charging structures that are 
derived in the forthcoming analysis use p-track cost matrices formed form raw 
PSP data that is in BST. With the hourly change in October, the PSP data 
moves from half-hour period~48 (from 23:00 hours to 24:00 hours) to period~49 
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and then period~50 before moving to period~l (from 00: 00 hours to 00: 30 
hours) of the next day. The two half-hour periods of 49 and 50 were not 
included in the formation of the P-track. With the hour change in March, the 
PSP data moves from half-hour period~48 to period~3 (from 01:00 hours to 
01:30 hours) in the next day. 
The overall mean, minimum, maximum and standard deviation of the p-track PSPs 
for the 1990/1, 1991/2 and 1992/3 are shown in the Table 3.2. Table 3.2 
shows a 22 per cent increase in the unweighted PSP between 1990/1 and 1991/2 
and a further 8 per cent increase between that for 1991/2 and 1992/3. The 
increase in the Retail Price Index (RPI) for the twelve months to September 
1991 was 4.1 per cent and to September 1992/3 was 3.6 per cent. So the 
relative increase in generation costs through the Pool over the three years 
is considerably more than the general increase in inflation. It was argued 
by the Generators that such increases Were required to move towards the 
higher long-run PSPs they believed necessary to recover operating costs and 
ensure sufficient future investment. 
Table 3.2 Statistic summary of p-track PSPs in £/MWh from 1 April 1990 to 
31 March 1993 
Statistic 1990/1 1991/2 1992/3 
Unweighted Mean 18.365 22.407 24.200 
Minimum 7.136 13.198 16.720 
Maximum 39.122 210.657 58.298 
Standard deviation ± 5.070 ± 10.340 ± 5.017 
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It is evident from Tahle 3.2 that the range of PSPs in 1991/2 is considerahly 
more than it is in either 1990/1 and 1992/3. Also the standard deviation in 
the 1991/2 P-track PSPs is twice that of both 1990/1 and 1992/3. The 
occurrence of extraordinarily high PSPs in 1991/2, rather than the 
extraordinarily low PSPs are the cause of this high standard deviation. This 
is illustrated by the maximum of over 210 £/MWh in 1991/2 being more than 
three times that in 1990/1 and in 1992/3. Thus, the set of PSPs for 1991/2 
stand out as being different from those of the other two years in Tahle 3.2. 
Graph 3.1a and Graph 3.1b show the frequency and the cumulative frequency 
distributions of the three p-tracks adjusted to the same 1990/1 mean. 
Tahle 3.3 provides a measure of the similarity in the shapes of the three P-
tracks. The Pearson Moment Correlation Coefficients between the P-tracks are 
all positive. The correlation between the 1990/1 and 1992/3 P-tracks shows a 
reasonahly good positive correlation of 0.71, whilst that between 1990/1 and 
1991/2 is weaker at 0.53. 
Table 3.3 Pearson's Moment Correlation Coefficients between p-tracks cost 
matrices 
P-track cost matrices Correlation 
between p-tracks 
1990/1 1991/2 0.5303 
1991/2 1992/3 0.6110 
1990/1 - 1992/3 0.7108 
A further measure of the disparity between the p-tracks cost matrices is 
provided by Principal Component Analysis. This provides a mathematical way 
of re-defining a set of uncorrelated variables from a set of correlated 
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Graph 3.1a Frequency of data for the Pool Selling Prices in the 
p-track for 1990/1, 1991/2 and 1992/3, mean adjusted to 
1990/1. 
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Graph 3.1b Cumulative frequency of data for the Pool Selling Prices 
in the p-track for 1990/1, 1991/2 and 1992/3, mean 
adjusted to 1990/1. 
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variables by applying an orthogonal transformation to the correlated 
variables. Given three p-tracks as 4032xl column vectors PI' P2 and P3 and 
letting Rc denote the principal component variable for c=1,2 or 3 (that is, 
Rl is the first principal component, R2 is the second principal component and 
R3 is the third principal component R3 ), 
where 
3 
L adc = 1 
d=l 
for c 1, 2 or 3. 
Principal Component Analysis derives values for all,a21,a31 that maximise the 
variance of RI subject to the constraint al1+a21+a31=1 - a condition which 
ensures that the original scale of distance is 
retained by the 
transformation. It proceeds to derive the values of 
that 
maximise the variance of R2 such that a12+a22+a32=1 and R2 is not correlated 
with RI and then derives the values of a13,a23 ,a33 that maximise the variance 
of R2 such that a13+a23+a33=1 and R3 is not correlated with RI and R2 
(Chatfield & Collins 1980). 
Principal components Analysis thereby transforms the original set of 
variables into a new set to variables. Principal Component Analysis 
continually extracts the maximum information from the original variables and 
effectively tries to put this information into the least number of new 
variables, with the upper limit on the number of new variables being the 
number of original variables. These new variables are linear combinations of 
the original variables and are derived in decreasing order of importance. 
62 
Chapter 3 
Hence the first principal component accounts for as much as possible of the 
variation in the original data. 
The first principal component summarises a major proportion of the variation 
between the three p-track cost matrices. The p-tracks were standardised to 
the same mean and standard deviation prior to Principal Component Analysis 
being applied. Table 3.3 shows sufficient positive correlation between the 
p-tracks for the first principal component. The information on the three p-
tracks contained in the first principal component was in fact 74.6 per cent. 
So the best single track summary for the three p-tracks leaves out 25.4 per 
cent of information caused by variations between tracks. A further 16.2 per 
cent was explained by the second principal component, and the remaining 9.2 
per cent by the third principal component. 
The differences between the p-track cost matrices are sufficient for all 
three p-tracks to be retained throughout the remaining analysis of this 
thesis. It is possible to proceed from this analysis with the first 
principal component summarising the variation in generation cost across time. 
However, there appears sufficient additional information in the second and 
third principal components for it to be best to continue with all three 
original P-tracks. The Wilcoxon non-parametric test was applied to test 
statistically the hypothesis that the shapes of standardised 1990/1 and 
1991/2 p-tracks were no different from one another. After the results 
obtained in the correlation and the principal component analyses, it came as 
no surprise that the hypothesis was rejected at the tested 5 per cent 
significance level. Having established that. the differences between p-tracks 
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are statistically significant in this comparison, all three p-tracks are 
retained throughout the analysis in this thesis for separate analysis. 
The variation in PSP by month, daytype and half-hour period for the three P-
track cost matrices are shown in Graph 3.2a,b,c for 1990/1, Graph 3.3a,b,c 
for 1991/2 and Graph 3.4a,b,c for 1992/3. These show in turn the unweighted 
mean PSPs of the each P-track against the months, the days of the week and 
the half-hour periods. It is evident that the variation in PSP, summarised 
by the standard deviations in Table 3.2, occurs across half-hourly periods, 
daytypes and months. The daytype graphs are shown to be very similar between 
the years, whilst the half-hourly period graphs emphasise the difference in 
the PSP variances between the three p-tracks. However, it is perhaps the 
month graphs which show the most marked differences. 
The main features of the p-track cost matrices are summarised as follows from 
the tables in Appendix II: 
• 1990/1 p-track cost matrix 
MONTH: The mean monthly PSP is at its peak in February at 22.22 £/MWh, 
with a secondary peak in May. This pattern is not mirrored by the maximum 
PSP, which peaks in December at 39.12 £/MWh, and the standard deviation which 
peaks in January with a value of 5.63. The mean monthly PSP is at its lowest 
value of 15.22 £/MWh in July, with the minimum PSP occurring in July at 7.14 
£/kWh and the minimum standard deviation in April with a value of 3.53. 
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DAYTYPE: The mean PSP is at its peak on Wednesday at 19.21 £/MWh and at its 
lowest on Sunday at 16.63 £/MWh. This pattern is also mirrored by the 
standard deviation of PSP which has a maximum value of 5.33 on Wednesday and 
a minimum value of 4.40 on Sunday. The peak maximum PSP of 39.12 £/MWh 
occurs on Tuesday whilst the minimum PSP of 7.14 £/MWh occurs on Sunday. 
PERIOD: The mean half-hourly period PSP is at its peak at 1700-17:30 hours 
(period~35) at 23.88 £/MWh, with secondary peaks at 01:30-02:00 hours 
(period~4), 09:30-10:00 hours (period~20) and 12:00-12.30 hours (period~25). 
This pattern is also mirrored by the maximum PSP of 39.12 £/MWh at 17:00-
17: 30 hours. The standard deviation peaks at 01:00-01:30 (period~3) with a 
value of 6.80, with secondary peaks at 08:00-08:30 hours (period~17), 16:30-
17:00 hours (period~34) and 19:00-19:30 hours (period~39). The mean PSP is 
at its lowest value of 12.46 £/MWh at 04:30-05:00 hours (period~lO), with the 
minimum PSP occurring at 03: 30-05: 00 hours of 7.14 £/MWh and the minimum 
standard deviation at 23:30-24:00 hours (period~48) with a value of 1.56. 
• 1991/2 P-track cost matrix 
MONTH: The mean monthly PSP is at its peak in December at 27.21 £/MWh, 
with secondary peaks in June and September. This pattern is also mirrored by 
the maximum PSP at 210.66 £/MWh in December and standard deviation of PSP at 
25.46 £/MWh in December. The mean PSP is at its lowest value of 20.03 £/MWh 
in March, with the minimum PSP occurring in September at 13.20 £/kWh and the 
minimum standard deviation in March with a value of 3.00. 
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DAYTYPE: The mean day of the week PSP is at its peak on Wednesday at 24.65 
£/MWh and at its lowest on Sunday at 19.06 £/MWh. This pattern is also 
mirrored by the maximum PSP of 210.66 £/MWh on Wednesday and the minimum of 
28.84 £/MWh on Sunday, and maximum standard deviation of PSP with a value of 
15.81 on Wednesday and minimum standard deviation with a value of 2.71 on 
Sunday. 
PERIOD: The mean half-hourly period PSP is at its peak at 17:00-17.30 hours 
(period~35) at 37.94 £/MWh, with secondary peaks at 01:30-02.00 hours 
(period 4), 09:30-10:00 hours (period 20) and 11:30-12:00 hours (period~24). 
This pattern is also mirrored by the maximum PSP of 210.66 £/MWh at 17:00-
17.30 hours, and its standard deviation. The mean PSP is at its lowest value 
of 16.38 £/MWh at 05:30-06:00 hours, with the minimum PSP occurring at 04:00-
04:30 hours (period~9) of 13.20 £/MWh and the minimum standard deviation at 
06:00-06.30 hours (period~13) with a value of 0.54. 
• 1992/3 p-track cost matrix 
MONTH: The mean monthly PSP is at its peak in November at 26.06 £/MWh, 
with secondary peaks in March and July. This pattern is generally mirrored 
by the maximum PSP, though the peak maximum PSP occurs in November at 58.30 
£/MWh. The standard deviation is greatest in November with a value of 7.01. 
The mean PSP is at its lowest value of 20.63 £/MWh in April, with the minimum 
PSP occurring in April at 16.72 £/kWh and the minimum standard deviation in 
April with a value of 3.26. 
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DAYTYPE: The mean day of the week PSP is at its peak on Tuesday at 24.94 
£/MWh and at its lowest on Sunday at 22.88 £/MWh. The highest standard 
deviation of 5.80 occurs on Tuesday, with the lowest value of 4.03 on Sunday. 
The peak maximum PSP of 58.30 £/MWh occurs on Wednesday whilst the lowest 
maximum is again on Sunday. 
PERIOD: The mean half-hourly period PSP is at its peak at 17:00-17:30 hours 
(period~35) at 30.71 £/MWh, with secondary peaks at 01:30-2:00 hours 
(period~4), 11:30-12:00 hours (period~24) and 21:30-22.00 hours (period~44). 
This pattern is also mirrored by the maximum PSP (58.30 £/MWh at 17:00-17:30 
hours), but with additional local peaks for periods 2, 19, 24 and 45. The 
standard deviation is also highest at 17:00-17:30 hours with 8.48. Secondary 
peak values for the standard deviation occur in periods 3, 17, 24, 29 and 45. 
The mean PSP is at its lowest value of 18.12 £/MWh at 04:30-05:00 hours 
(period~10), with the minimum PSP occurring at 00:00-00:30 hours (period~l) 
of 16.72 £/MWh and the minimum standard deviation at 04: 30-05: 00 hours 
(period~10) with a value of 1.54. 
3.3 DETAILED EXPLANATION FOR THE MOVEMENT IN POOL . SELLING 
PRICE: APRIL 1990 TO MARCH 1993 
Such movements in PSPs between the years have already raised considerable 
concern as to their cause, and various explanations have been given, 
including possible gaming by the Generators (Green and Newbery, 1991) and 
hitches with the way the Settlements System was operated (Inside Energy 5 and 
6, 1991). The paragraphs which follow build on the Pool Price theory 
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presented in Chapter 2. The theory is applied to each historical year's PSP 
in turn in order to provide an insight into the practical and technical 
causes of PSP movements in the Pool, and hence further insight into an 
explanation of their cause. 
3.3.1 1990/1 POOL SELLING PRICE 
In the initial years of the Pool the prices in the competitive Electricity 
Supply market was strongly influenced by the contracts made between the 
Generator and Supplier. Three-year contracts between Suppliers and 
Generators, established in March 1990 for the non-competitive Supply market, 
incorporated a fee for insuring against Pool prices. About 6.0 £/MWh was to 
compensate the Generators for the government's requirement that they purchase 
the bulk of their fuel from British Coal (Inside Energy 1, 1991), about 0.25 
£/MWh was to compensate for the excess capacity which the Generators 
inherited from the CEGB upon privatisation, and a further fee was built in to 
render the contracts pool neutral. This last fee amounted to about 6.S £/MWh 
for 1990/1 owing to the government's forecasts of average PSP at 25.5 £/MWh 
which exceeded the actual average of 19.0 £/MWh. These contracts were used 
for the non-competitive supply market whilst the competitive supply market 
was freed from the coal subsidy. This kept electricity prices, including the 
general level of Pool price, down for the competitive supply market relative 
to the non-competitive supply market by up to 8.0 £/MWh. 
The very first PSPs, in April 1990, were lower than anticipated and their 
general level fell over the summer before picking up again in the winter 
through to the end of March 1991, as both LOLP and SMP responded to increased 
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demand. During the summer some of the Generators bid in some zero prices to 
ensure specific plant usage (Inside Energy 2, 1991). This was in the 
expectation that they would receive payment derived from an SMP with other 
plant required to generate. However, demand was so low that this additional 
plant was not needed, so some zero PSPs occurred in July 1990. 
Two other features of PSP during this first year (1990/1) are worthy of note. 
Firstly, the peak PSP did not correspond with peak actual demand. This was a 
consequence of NGC using forecast demand and not actual demand for their 
calculation of LOLP and SMP. It is the level of forecast demand relative to 
available capacity which is the main determinant of the level of LOLP and 
SMP. The closer forecast demand is to available capacity, the higher the 
calculation of LOLP, though its value is also dependent on other factors 
including the type of plant available and the bidding strategies. In 
addition, the closer the forecast demand is to capacity the greater is the 
use of the less efficient plant and the higher is the level of SMP. Thus, 
even though demand peaked at 17: 00-17: 30 hours on 7 February 1991, the 
highest PSP (of 67 £/MWh) was reached at 16: 30-17: 00 hours on 10 December 
1990. Secondly, and significantly in terms of this present study, the 
variance in PSP was less than anticipated (Inside Energy 3, 1991) possibly as 
a consequence of a cautious approach being adopted by Pool participants in 
the early stages of the market, low oil prices and by existing contracts that 
had already secured income for the Generators. 
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3.3.2 1991/2 POOL SELLING PRICE 
The general level of PSP continued to rise through the early months, without 
the level of demand necessarily following suit. This was mainly due to high 
LOLP. several reasons were offered to explain this trend in PSP (Inside 
Energy 4, 1991): 
• Generators bidding higher SMPs than really necessary and benefiting from 
inadequate competition for usage of plant. 
• Index-linked coal deals with British Coal for the Generators, causing 
higher fuel costs and SMPs. 
• Availability of plant was reduced for plant maintenance, thus increasing 
both SMPs and LOLPs. 
• Availability of some generating plant (about 4000 MW of capacity) was 
being run down and taken out of production over a two-year period. 
• Demand levels being insufficient to fully utilise plant once it had been 
called upon to generate by NGC. 
In July 1991 PSPs began to drop relative to the previous mcnth, but on 
average remained some 26 per cent higher than they were in July 1990 (Inside 
Energy 2 1991). In general, day-time weekday PSP variance exceeded day-time 
weekend PSP variance, but this was reversed in July due to abnormally high 
PSPs occurring in the early afternoon. 
In September, PSPs exceeded 160 £/MWh for three consecutive periods. This 
arose' as a consequence of the NGC's computer system failing to allocate 
sufficient plant availability for the forecast demand. This caused Thorpe 
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Marsh gas turbine to be on standby, even though, as it turned out, the actual 
demand achieved did not require Thorpe Marsh to generate. To exacerbate 
matters further, at 10:00 hours on 30 September a higher than anticipated PSP 
occurred as the result of data error at NGC and this caused forecast demand 
to be understated. 
In addition, Uplift, which itself is related to LOLP, exceeded 10 £/MWh in 
September and exceeded 34.0 £/MWh in early October (Inside Energy 7, 1991), 
in contrast to a figure of about 0.5 £/MWh in July (Inside Energy 1, 1991). 
Together with a high LOLP in order to raise PIP, this additional Uplift 
factor contributed to the unweighted PSP for the September 1991 p-track 
exceeding that of September 1990 by 45 per cent. Factors which contributed 
to this higher Uplift (Inside Energy 8, 1991) were: 
• Generators declaring plant to be unavailable initially for merit-order 
calculations, but subsequently making it available on standby prior to 
the time it would need to operate, as permitted by the rules of the 
Pool. 
• Generators bid in a high value for the generation cost of particular 
plant, knowing that NGC require the plant to generate to ensure 
stability within the system even though the bid is above the SMP from 
the remaining generating plant. 
PSPs stabilised for a period following the heights of early October, but the 
average unweighted PSP for October still exceeded that of the previous 
October by 34 per cent (Inside Energy 7, 1991). The stability coincided with 
OFFER beginning an investigation into the possible withholding 3000 MW of 
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plant from availability by the Generators (Inside Energy 8, 1~91) . 
Throughout, the Generators maintained that the average PSP remained below 
that of the long-run average. The average PSP rose again in November and 
December, with a peak of 33.71 £/MWh at 17: 00-17: 30 hours on Wednesday 11 
December 1991. 
The conclusions of the investigation by OFFER into the high PSPs of 1991/2 
were made available in a report published in December (OFFER, 1991). The 
report suggested that whilst demand had fallen in November 1991 relative to 
the previous year, PSPs had risen owing to higher capacity payments and 
Uplift. They observed that plant availability had fallen by considerably 
more than the degree to which generation plant had been dispensed with. 
Recommendations were made for amending the licence of the Generators. The 
following were subsequently implemented: 
• Information was to be issued on the planned availability of plant. 
• Information was to be made available on bids made on plant that was 
required to be generated 50 as to stabilise the transmission system. 
• Power stations which were to be taken out of action were to be offered 
for sale. 
In January 1992 the average unweighted PSP stabilised and, in February and 
March, it fell relative to that which occurred twelve months previous. This 
was considered to have been the consequence of a number of factors. Firstly, 
it could have been a consequence of the OFFER report. Secondly, it could 
have been due to the lower national demand associated with a milder weather 
compared to that of the previous year. Thirdly, it could have been due to 
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Generators burning surplus stocks of coal which had the effect of reducing 
fuel costs in generation. 
3.3.3 1992/3 POOL SELLING PRICE 
The stability in the level of PSP that occurred towards the end of 1991/2 
continued during 1992/3. The unweighted average PSP rose marginally in April 
1992 relative to that for March 1992, but it remained below that for April 
1991. During the early summer the figure rose, with a low variance on PSPs 
as plant maintenance increased SMP and lowered plant availability. A further 
factor in. the general increase in PSP during the summer was the movement of 
price back towards equilibrium following the low PSPs earlier in the year 
caused by, amongst other factors, Generators' contracts with British Coal. 
The low variance in PSPs during this period suggested that the previous 
gaming by the Generators had died down. Though the variance in PSP picked up 
towards the end of the summer, the unweighted average PSP for these months 
declined relative to that of the early summer months. The Dplift component 
was considerably lower than it was in the previous year mainly because of a 
sharp decline in the availability of unscheduled plant. 
A cold spell of weather during October 1992 caused NGC demand forecasts to 
increase and this resulted in some PSPs exceeding 45.0 £/MWh at night which 
together with higher day-time PSPs, forced the unweighted average PSP to rise 
relative to September (Inside Energy 9, 1992). PSPs in the November 
continued the upward trend but with more consistency than in October. 
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Lower demand arising from weather that was mild for the season and possibly 
the government's review on coal-pit closures, meant that December and January 
saw a fall in the unweighted average PSP (Inside Energy 10, 1993). In the 
final two months to March 1992 the unweighted average PSP was back on an 
upward trend, due to delayed colder weather and some instances where NGC's 
computer system failed to allocate sufficient plant on stand-by (Inside 
Energy 11, 1993). 
3.4 S~Y 
The three years of historical PSP data have been reviewed and illustrated. 
The raw half-hourly data of PSP for each year has been data reduced into a 
matrix of 4032 points, called a p-track cost matrix, with each point 
described by a unique combination of month, daytype and half-hourly period. 
The salient features of each P-track cost matrix are described and a number 
of these have been accounted for subsequently. 
It is from these cost matrices that, in the forthcoming chapters, the 
grouping of similar data into time-bands is sought, and it is from this 
grouping that favourable charging structures are determined (see Chapters 5 
and 7). These three p-tracks also form the costs that are to be recovered by 
the rates of the charging structures. The recovery of costs by these rates 
enable the efficiency of cost recovery by alternative charging structures to 
be compared (see Chapters 8, 9 and 10). 
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METHODS IN SEEKING TO GROUP POOL SELLING PRICE DATA 
4.1 INTRODUCTION 
The previous chapter described the generation costs", as represented by the 
Pool Selling Prices in the p-track cost matrix, for the first three years 
following the privatisation of the Electricity Industry. The present chapter 
develops an approach by which different P-track costs can be grouped together 
into identifiable and distinct clusters. 
are then derived from these clusters. 
Time-related charging structures 
The Multi-variate Analysis of 
clustering furnishes several methods for combining data: into clusters and 
also tests for identifying the presence of distinct clusters. These methods 
and tests are discussed in some detail in this chapter before Cluster 
Analysis itself is applied to the matrix of the Pool Selling Price data (see 
Chapter 5) using SAS computer software (Version 6.08). 
The selection and identification of the optimal charging structure for 
recovering generation costs, as represented by the P-track cost matrix, is 
discussed in Section 4.2. The Cluster Analysis provides several techniques 
for clustering the P-track data and these are illustrated in Section 4.3. A 
critique of these techniques is provided in Section 4.4. The identification 
of the nurobe'r of distinct clusters in the data is discussed in Section 4.5. 
The chapter is sunnnarised in Section 4.6 with particular regard to the 
application of Cluster Analysis to Electricity Industry data in the 
forthcoming chapters . 
• Every tenn that is written in italics is defined and explained in the glossary (pages 350-355). 
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4.2 MINIMISING THE VARIANCE OF GENERATION COSTS IN 
DETERMINING OPTIMAL TIME-BANDS FOR CHARGING STRUCTURES 
Craven (1971) brought attention to the question of selecting the number of 
time-bands and unique rates for the charges made to electricity customers 
(see Chapter 1, sub-section 1.3.4). Craven outlined the factors involved in 
the maximisation of consumer surplus and sought a theoretical solution 
contingent on making very strong assumptions about the parametric shape of 
the hourly time-path of demand. This is emphatically not the method 
advocated in this thesis. This thesis adopts Craven's specification of the 
analyst's problem but suggests a practical and pragmatic solution from a 
completely different stating point. 
The technical approach adopted in the thesis, to resolve the mathematical 
problem that is described in Chapter 1 (see sub-section 1.4.1) is discussed 
in this chapter. The mathematical problem is that of minimising the variance 
of the generation costs in the P-track cost matrix and determining favourable 
charging structures. The analysis in this study uses actual half-hourly data 
to identify and describe time-bands for charging structures. When the number 
of time-bands is limited, relative to the variability of cost, the costs need 
to be grouped into time-bands for which there is minimal variance in costs 
within the group and maximum variance in costs between the groups. A global 
optimal solution to the problem of identifying of optimal time-bands is ruled 
out for the p-track owing, to the large size of the data set. (It has 4032 
data points) . 
The computational requirements for determining a global solution from the 
discrete data of the p-track are illustrated in the following two examples: 
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• Example 1: The question of minimising within-group variance for Pool 
prices within the p-track can be viewed in terms of separately accounting 
for groups of cubes within a 3-dimensional rectangular block of 12 by 48 
by 7 containing 4032 individually identifiable cubes. Consider the case 
The number of separate cases for taking a 3-dimensional block 
of cubes of any size from this block is given by the combinatorial: 
121 48! 7! 1,563,408. 
(12-2) !2! (48-2) !2! (7-2) !2! 
There are thus 1,563,407 ways of forming a block of cubes within the 
original 12 by 48 by 7 containing less than 4032 cubes. Even this case 
fails to take account of varying one of the group I s shape, it being a 
rectangular block. The number of separate ways of selecting K separate 
groupings for PSP data is potentially enormous when both the shape of the 
group is not constrained to be rectangular and K22. 
• Example 2: Instead of the 3-dimensional block of cubes consider a bag 
containing the cubes. Liu (1968) provides the number of distinct 
partitions of T objects (in this case cubes) into K non-empty clusters as 
P(T,K) 1 
K! 
K-1 
1 (_I)k 
k=O 
Hence, if K=2 and T=4032, P(4032,2) 24031 - 11 
Both examples (Examples 1 and 2 above) bring into question the practicality 
of an approach to minimising V which takes account of all possible grouping 
alternatives. Edwards and Cavalli-Sforza (1965) have considered all the 
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possible combinations for grouping a much more limited data set. Such a 
search for a global optimum for the minimisation of V on the matrix of 4032 
data points requires enormous computational resources. The search for a 
global optimum seems unduly onerous for the commercial environment and for an 
application within the Electricity Industry, and so a different approach is 
there for called for. 
4.3 CLUSTER ANALYSIS 
In the light of the onerous computational requirements for identifying a 
global solution, attention turns to the identification of local solutions and 
in particular to the techniques of Cluster Analysis. The techniques of 
Cluster Analysis have been widely applied in many fields of astronomy, 
biology, chemistry and geography to name but a few (Everitt 1980, James 1985, 
Massart & Kaufman 1983, Romesburg 1984, Spath 1980). Although Cluster 
Analysis has been applied in Agricultural Economics (Krause, 1994) and 
International Economics (Cooper 1987) I following an extensive data search 
(through 30 million books and 5 million articles) no reference has been found 
for its application within Micro-economics, Industrial Economics or, more 
specifically, to the issue of determining time-of-use charging structures 
within a competitive market and to Pool prices in the Electricity Industry of 
England and Wales. 
Cluster Analysis seeks to identify natural classifications from unclassified 
data and it is capable of determining dissected groups, or clusters, of any 
set of discrete data. Cluster Analysis itself is not without its critics. 
For example, Cormack (1971) argued that: "The availability of computer 
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packages of classification techniques has led to the waste of more valuable 
scientific time than any other 'statistical' innovation ... ". Much of this 
criticism is based not on the nature of the techniques themselves but on the 
ability, or inability, of anyone technique to identify the 'known' clusters 
from within any data. This criticism relates to the non-uniqueness of 
deriving clusters within Cluster Analysis and the fact that, of the many 
alternative clustering techniques that exist, no single technique guarantees 
the identification of the actual clusters in the data set. This dilemma is 
exacerbated by the inherent difficulty of statistically testing for the 
presence of distinct clusters within a data set. There is no easy solution 
to this dilemma within Cluster Analysis. 
In contrast to the early research in the subject which developed a number of 
alternative clustering techniques (see Section 4.3) much of the recent 
research in the subject has turned its attention to the application of these 
techniques on different sets of data (see Section 4.4). In this study the 
present researcher, in applying Cluster Analysis, sets out not knowing the 
form of clusters that exist within the data. To identify potential clusters, 
the researcher applies the most appropriate technique for the analysis of the 
data from the Electricity Industry and it is this issue that is discussed 
throughout the remainder of this chapter (Chapter 4) and analysed in the next 
chapter (Chapter 5). 
In the context of this study the present researcher, faced with a reasonably 
large set of discrete data, sought to group the data for the purpose of 
forming favourable charging structures. There are three alternatives 
available to this researcher, namely, to carry out an exhaustive search by a 
computer, to use ad hoc or mental estimates or to use Cluster Analysis. As 
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shown in the previous Section (Section 4.2), the first prospect of searching 
for a unique, that is global, optimum solution is computationally excessive. 
The second alternative, of ad hoc or mental estimation is undesirable because 
it is unlikely to derive a local optimum solution on a consistent basis given 
the large size of the data set that is to be analysed. The third 
alternative, of Cluster Analysis, provides several alternative techniques 
each of which can be applied consistently to derive locally optimal clusters. 
In addition, in this study, the researcher is able to compare the charging 
structures derived from the alternative clustering techniques and so identify 
those clustering techniques that are likely to derive the more favourable 
charging structures (see Chapter 10, Section 10.6) . 
Cluster Analysis itself only weakly defines a cluster for a discrete data 
set. In mathematical terms, let P be the set of data to be investigated: 
A cluster is defined as a non-empty subset of P, given by $1' $2' $3"" $K' 
that satisfy the two conditions: 
<1>, the empty set, for all k " j. 
By the first condition each object of P belongs to a cluster and by the 
second condition each object belongs to at most one cluster. 
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There are a number of techniques by which clusters are determined. 
Clustering methods use distance algorithms to consider the grouping of data 
within a multi-dimensional data space for a number of variables. Each method 
seeks to allocate similar data to the same cluster and dissimilar data in 
differing clusters through a measure of the distance between the data. 
The various clustering methods are known under two broad approaches, namely, 
divisive and agglomerative. Both approaches determine optimal steps, which 
are irreversible, towards the grouping of data. The divisive technique 
begins with the whole data set P and splits the T individual datum into two 
subsets through the consideration of 2(T-l)_1 alternatives. However, it is 
the agglomerative procedures that form the basis of clustering for the P-
tracks cost matrices. 
Given T initial sets, the agglomerative procedure permits their reduction to 
T-l mutually exclusive sets by considering the union of all possible T(T-l)/2 
pairs. It is from these pairs that the union is selected which optimises a 
functional relation that reflects the clustering criterion chosen. The 
agglomerative procedure moves in single steps to unite the distinct sets, 
under the same functional relation, until there is one whole cluster 
containing all the T data in'p. 
The functional relation, which determines each step in the clustering 
procedure, takes a measure of the distance between the clusters formed. It 
compares each distance between each pair of clusters and these distances can 
be surcunarised in a distance matrix. MOreover, a combinatorial formula 
determines the effect that the step of combining two clusters has upon the 
distance matrix of the remaining distinct clusters. 
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There now follows a description of the various agglomerative techniques that 
are used later on in this thesis. 
4.3.1 WARD'S CLUSTERING METHOD 
Ward's clustering technique (Ward 1963) is the method analogous to the 
minimisation of variance and is the one primarily adopted in this thesis for 
the analysis of the Electricity Industry data. It is based on the total sum 
of squared deviations of each datum of a cluster from the mean of that 
cluster. This mean is often referred to as the centroid. At each step, 
union of each possible pair of clusters is considered and the two clusters 
are combined whose fusion results in the min~um increase in the error sum of 
squares (e). The error sum of squares is interpreted as the information 
loss arising from combining clusters, and the objective of each step during 
the clustering is to minimise this loss of information. 
The procedure for the Ward technique is as follows: 
• Calculate the mean of each cluster from the values defining each object 
contained within the cluster 
• Calculate the difference between each cluster object and the mean of the 
cluster to which it belongs 
• Square each value and, for each cluster, summate these squared values 
over all objects within the cluster 
• Summate the values for all clusters. 
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4.3.2 EXAMPLE OF WARD' S ME THOD 
Ward's method of clustering is defined in a mathematical context and 
subsequently illustrated with an example in this sub-section. 
In the mathematical context, consider a set of data T described by V 
variables {v:v=l, ... V} such that the t-th datum takes the values 
Plt,P2t' .. ,PVt and the u-th datum takes the values P1u,P2u""PVu across the 
V variables. A general measure of distance between two separate data points 
is the Minkowski Distance which is derived from the following formula 
(Everitt, 1980): 
l/r 
[ ~ I Pvt - Pvu r] v=l 
A special case of the Minkowski Distance is the Euclidean Distance for which 
r=2 to yield the following formula: 
1/2 
D2 (t,u) 
[ 
~ I Pvt - Pvu 12 ] 
v=1 
The Euclidean Distance and, in particular, the squared Euclidean Distance 
[d
2 
(t,u) 1 are widely used within the agglomerative clustering techniques, 
including that of Ward's method. 
Let t E $t and u E $u represent the observations from clusters $t and $u 
86 
Chapter 4 
that are to be combined such that $t r. $u = <I> and t,u E $tu $t U $u. 
The squared Euclidean Distance is given by 
V 
-tu V -tu 
d 2 (t,u) d 2 (u,t) ~ ~ Pvt - Pv I ' + ~ ~ I Pvu - Pv I ' 
v=l tESt v=l UE$U 
where 
~ I Pvt I + ~ P vu I 
-tu tESt UE$U 
P v , the centroid of cluster $tu. 
N($tu) 
N($tu) Nwnber of observations in cluster $tu. 
If $t is combined with $u in favour of $s then the increment in the squared 
Euclidean Distance is given by 
If $t and $u are already combined to form $tu and $s is to be combined with 
$tu to for.m cluster $stu then the increment in the squared Euclidean Distance 
is given by 
Then the objective function for step z (z=l, .. ,T-I, for T observations) is 
6 z min 
s,tuE$stu 
, where 6 0 o . 
This completes the mathematical definition of Ward's method of clustering. 
To illustrate the steps involved in Ward's method, consider the simple 
example of a sample of five observations A, E, C, D, E, each defined by two 
variables P1. and P2. ' as shown in Table 4.1. 
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The value of two variables, Pl. and P2.' over five observations 
A, B, et D, E 
Variable Observation 
A B C D E 
Plo 10 20 30 30 5 
P2. 5 20 10 15 10 
For the first step, the distance between observations A and B is given by 
where 
(10+20)/2 15 and P2 = (5+20)/2 = 12.5 
(10 - 15)' + (5 - 12.5)' + (20 - 15)' + (20 - 12.5)' 162.5. 
Similarly, 
d 2 (A,C) (10 - 20) , + (5-7.5)' + (30 -
20) , + (10 - 7.5) • 212.5 
d 2 (A,D) = (10 - 20) , + (5 - 10)' + (30 -
20) • + (15 - 10) , 250 
d 2 (A,E) (10 - 7.5) , + (5 - 7.5) , + (5 -7.5)' + 
(10 - 7.5) , 25 
d 2 (B,C) (20 - 25) , + (20 - 15) , + (30 - 25)' + 
(10 - 15) , 100 
d 2 (B, D) (20 - 25)' + (20 - 17.5)' + (30 - 25)' + 
(10 - 17.5) , 62.5 
d 2 (B, E) (20 - 12.5)' + (20-15)' + (5 -
12.5) • + (10 - 15)' 162.5 
d 2 (C,D) (30 - 30) • + (10 - 12.5)' + (30 
- 30)' + (15 - 12.5)' 12.5 
d 2 (C,E) (30 - 17.5)'+ (15 - 10) • + (5 - 17.5)' 
+ (10 - 10)' 312.5 
d 2 (D, E) (30 - 17.5)'+ (15 - 12.5)' + (5 - 17.5)' + 
(10 - 12.5)' 325 . 
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The incremental change in d 2 (t,u) for the first step is summarised in the 
distance matrix for the observations A, B, C, D and E as follows: 
A B C D E 
A 162.5 Z12.5 250.0 25.0 
B 162.5 100.0 62.5 162.5 
C 212.5 100.0 12.5 312.5 
D 250.0 62.5 12.5 325.0 
E 25.0 162.5 312.5 325.0 
Hence 
min 
12.5 . 
Ward's method of clustering then combines observations C and D for the first 
step to form four clusters {A,B,CD,E}. 
The second step assumes that C and D are combined and seeks to combine an 
observation to this cluster of the remaining observations while minimising 
the total sum of squared Euclidean Distances. Hence for combining the 
observation A with the cluster of C and D: 
d 2 (A,CD) - d 2 (C,D) 
d Z (A, CD) 
+ (PZA - PZ)' + (PZC - PZ)' + (P2D - P2)' 
where 
(10+30+30)/3 70/3 and P2 (5+10+15) /3 10 
d 2 (A, CD) (10 - 70/3)' + (30 - 70/3)' + (30 - 70/3)' 
+ (5 - 101' + (10 - 10)' + (15 - 10)' 316.6 
d2 (B,CD) = (20 - 80/3)' + (30 - 80/3)' + (30 - 80/3)' 
+ (20 - 15)' + (10 - 15)' + (15 - 15)' 116.6 
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(5 - 65/3)' + (30 - 65/3)' + (30 - 65/3)' 
+ (10 - 35/3)' + (10 - 35/3)' + (15 - 35/3)' 433.3 
The incremental change in the sum of squared Euclidean Distances for each of 
the cases (for s A or B or E) is given by 
The full range of incremental changes to the total sum of squared Euclidean 
Distances for the second step is summarised in the distance matrix: 
Hence 
A B 
A 162.5 
CD 
304.2 
E 
25.0 
B 162.5 104.2 162.5 
CD 304.2 104.2 420.8 
E 25.0 162.5 420.8 
min 
25 + 12.5 37.5 . 
Ward's method of clustering then combines observations A and E for the second 
step to form three clusters (AE,B,CD}. 
The third step assumes that C and D are combined and A and E are combined and 
seeks to combine an observation to this cluster of the remaining observations 
while minimising the total sum of squared Euclidean Distances. 
Hence for combining the observation B with the cluster of A and E 
+ (P2B - P2)' + (P2A - P2)' + (PZE - P2)'· 
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where 
.(20+10+5) /3 35/3 and P2 (20+5+10)/3 ~ 35/3 
(20 - 35/3)' + (10 - 35/3)' + (5 - 35/3)' 
+ (20 - 35/3)' + (5 - 35/3)' + (10 - 35/3)' 233.3 
d2 (B,AEIAE) 233.3 - 25 ~ 208.3 • 
For combining the observations C and D with the cluster of A and E 
d2 (CD,AE IAE, CD) dZ(CD,AE) - d 2 (A,E) - d 2 (C,D) 
d2(CD,AE) 
+ (P2C - p2)' + (P2D - PZ)' + (P2A - PZ)' + (PZE - P2)' 
where 
(30+30+10+5) /4 75/4 and P2 (10+15+5+10) /4 10 
d 2 (CD,AE) (30 - 75/4)' + (30 - 75/4)' + (10 - 75/4)' + (5 - 75/4)' 
+ (10 - 10)' + (15 - 10)' + (5 - 10)' + (10 - 10)' 568.75 
d 2 (CD,AEIAE,CD) 568.75 - 25 - 1Z.5 ~ 531.25. 
The full range of incremental changes to the total sum of squared Euclidean 
Distances for the third step is summarised in the distance matrix: 
AE B CD 
AE Z08.3 531.3 
B 208.3 104.2 
CD 531.3 104.2 
Hence 
03 min ( d 2 (AE,CDICD,AE), d 2 (B,AEIAE), d 2 (B,CDICD) ) + 0 Z 
d(B,CDICD) + 02 104.16 + 37.5 141. 6 
At each step Ward's method of clustering combines the pair of clusters 
nearest to one another having minimised the total sum of squared Euclidean 
Distances between all the clusters. The third and fourth steps complete the 
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illustration of Ward's method of clustering to the example set out in 
Table 4.1. Ward's method of clustering then combines observations A and E 
for the third step to form two clusters {AE, BeD}. The fourth step forms a 
single cluster {ABCDE} from these two clusters. 
The results of Ward's method of clustering can also be obtained from distance 
and combinatorial formulae which measure the Euclidean Distance between pairs 
of clusters and the distance between a cluster and a pair of clusters that 
are to be combined. Indeed, each clustering technique is characterised by 
the way in which the distance between clusters is measured within a distance 
formula and the way in which clusters are combined within a combinatorial 
formula. In the case of Ward's method the computation between two separate 
clusters can expressed by the following for.mula: 
d(t,u) 
where N(t) 
and for t 
-t 
Pv 
V 
:E 
v=l 
-t -u 
Pv - Pv 12 / (l/N(t) + l/N(u) ) 
number of observations in cluster $t 
the centroid of cluster $t. 
N(t) 
The combinatorial formula for calculating the incremental squared Euclidean 
Distance, d (s, (tu) ), as a result of combining s with another pair t and u 
that have already been combined can be expressed by: 
d 2 (s, tu ltu) N(t) + N(s) d(s,t) 
+ ( N(u) + N(s) ) d(s,u) ) 
- N(s) d(t,u) 1 / ( N(s) + N(tu) ) . 
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The third step for Ward's method of clustering is used to illustrate that 
these formulae derive the same results as before for the example of 
Table 4.1. 
For the example case of combining B with AE, 
I NIA) + NIB) ) . dIA,B) 
+ I NIE) + NIB) ) d(B,E) 
- N(B) d(A,E) 1 / ( N(B) + N(AE) ). 
-A _B -A -B 
P1 10, P1 = zo, Pz = 5, Pz zo, 
so d Z (A, B) [ (10 - ZO) 2 + IS - ZO) 2 1 / Z 16Z.5, 
_E 
-B -E -B 
P1 5, P1 ZO, Pz = 10, Pz zo, 
so dZIB,E) [ (ZO - 5)2 + (ZO - 10) 2 1 / z = 16Z.5, 
and 
-A -E -A -E 
P1 10, P1 5, Pz 5, Pz 10, 
so d Z lA, E) (10 - 5) 2 + (5 - 10) 2 1 / z = Z5, 
then dZ(B,AEIAE) [ (Z) . 16Z.5 + IZ) • 16Z.5 - (1) • Z5 1 / 3 Z08.3 
Similarly, for the example case of combining CD with AE, 
dZ(CD,AEICD,AE) [ ( N(A) + N(CD) ) . d(CD,A) ) 
+ I N(E) + N(CD) ) d(CD,E) 
N(CD) dIA,E) / ( N(CD) + NlAE) ) . 
-CD -A -CD 
P1 (30+30) /Z, PI = 10, Pz = (10+15)/Z, 5, 
so dZ(CD,A) [ (30 - 10)2 + (lZ.5 - 5)2 1. ( Z/3) = 304.16, 
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-CD _CD 
P1 = (30+30)/2, 5, P2 = (10+15)/2, 10, 
so d2 (CD,E) [ (30 - 5)' + (12.5 - 10)' l. ( 2/3) 
420.83, 
and 
10, 10, 
so [ (10 - 5)' + (5 - 10)' 1 / 2 25, 
then 
[ (3). 304.16 + (3). 420.83 - (2). 25 1 / 4 531. 25 • 
This completes this example of Ward's method and illustrates that the 
distance and combinatorial formulae, and the previous minimisation of the sum 
of squared Euclidean Distances, derive the same results. 
There follows a number of alternative agglomerative techniques which are in 
the Clustering Analysis literature. In each case the distance formula and 
the combinatorial formula is given and applied to the above example. The 
distance between two observations in the initial distance matrix is the 
squared Euclidean Distance between the two observations. This distance is 
twice the value recorded for Ward's method, as Ward's method takes the sum of 
squared Euclidean Distances from the centroid of the cluster formed by 
combining the two observations. 
4.3.3 SINGLE LINKAGE 
Single Linkage at each stage combines two separate points of data with least 
distance between them and retains the minimum distance of the combined set to 
all remaining data: 
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Distance for.mula: 
d 2 (t,u) = min min 
v 
L Pvt - Pvu I' 
tE$t SE$S v=l 
The combinatorial formula is: 
d2 (s,tu) min ( d 2 (s,t), d 2 (s,u) ) 
s,t,UE$stu 
Hence to illustrate for the example in Tahle 4.1: 
d 2 (A, C) 10 - 30 1 ' + 5 - 10 1 ' 
425 
d 2 (A, D) 1 10 - 30 1 ' + 5 - 15 1 ' 
= 500 
If the d 2 (C,D) has the least distance between any 
pair of 
{A,B/e,D,E} so that the first step combines C and D then 
d 2 (A, CD) min ( d2 (A,D), d2 (A,C) 425. 
observations 
The squared Euclidean Distance matrix from Table 4.1 for observations A, 
C, D and E using Single Linkage is given as: 
A B C D E 
A 325 425 500 50 
B 325 200 125 325 
C 425 200 25 625 
D 500 125 25 650 
E 50 325 625 650 
Step 1: Decision: Combine C,D Clusters formed: A,B,CD,E 
A B CD E 
A 325 425 50 
B 325 125 325 
CD 425 125 625 
E 50 325 625 
95 
B, 
Chapter 4 
Step 2: Decision: Combine A,E Clusters formed: AE/B,eD 
AE B CD 
AE 325 425 
B 325 125 
CD 425 125 
Step 3: Decision: Combine B,CD Clusters formed: AE,BCD 
4.3.4 COMPLETE LINKAGE 
Complete Linkage at each stage combines the two data with least distance 
between them and retains the maximum distance of the combined set to all 
remaining data: 
Distance formula: 
d 2 (t,u) mal< mal< Pvt - Pvu I' 
tE$t SE$S 
The combinatorial formula is: 
d 2 (s,tu) mal< ( d 2 (st), d 2 (su) ) 
s,t,ue$stu 
Hence to illustrate for the el<ample in Table 4.1: 
10 - 30 I' + 5 - 10 I' 425 
1 10 - 30 I' + 1 5 - 15 I' 500 • 
If the d 2 (C,D) has the least distance between any pair of observations 
{A,B/C/D,E} so that the first step combines C and D then 
d 2 (A, CD) 
500. 
Following our example, the squared Euclidean distance matrices (rounded to 
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zero decimal places) are given below: 
A B C D E 
A 325 425 500 50 
B 325 200 125 325 
C 425 200 25 625 
D 500 125 25 650 
E 50 325 625 650 
Step 1 : Decision: Combine C,D Clusters formed: A,B,CD,E 
A B CD E 
A 325 500 50 
B 325 200 325 
CD 500 200 650 
E 50 325 650 
Step 2: Decision: Combine A,E Clusters formed: AE,B,CD 
AE B CD 
AE 325 650 
B 325 200 
CD 650 200 
Step 3: Decision: Combine B,CD Clusters formed: AE,BCD. 
4.3.5 CENTROID LINKAGE 
The Centroid Linkage combines the data which have the least distance to a 
centroid point, which is formed by taking the mean values for each variable 
from the observations within the cluster. 
Distance formula: 
d2 (t,u) 
where if N(t) 
and for t 
_t 
Pv 
v 
-t -u 
Pv - Pv I' 
v=l 
number of observations in cluster $t 
k Pvt 
tE$t 
, the centroid of cluster $t. 
N(t) 
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The combinatorial formula is: 
d 2 (s,tu) = ( N(t) . d(s,t) + N(u) . d 2 (s,u) ) / N(tu) 
- N(t)N(u) . d 2 (t,u) / N(tu)' 
where N(t) number of observations in St. 
Hence to illustrate for the example in Table 4.1 : 
d 2 (A, C) 10 - 30 I • + 5 - 10 I ' 425, 
d 2 (A,D) 10 - 30 I' + 5 - 15 I' 500 
and d 2 (C, D) I 30 - 30 I ' + I 10 - 15 I • 25 
If the d 2 (C,D) has the least distance between any pair of observations 
(A,B,C,D,E) so that the first step combines C and D then 
d 2 (A,CD) = [ (1). 425 + (1). 500 )/2 - [ (1). (1). 25 )/4 = 456.25 
Or, in long-hand, the new centroids having combined C and Dare: 
A 
10 
5 
B 
20 
20 
CD 
30 
12.5 
E 
5 
10 
so d 2 {A,CD) = (10 - 30)' + (5 - 12.5)' = 456.25 ) • 
Given the example from Table 4.1 the squared Euclidean Distance matrices 
(rounded to zero decimal places) are given by: 
A B C D E 
A 325 425 500 50 
B 325 200 125 325 
C 425 200 25 625 
D 500 125 25 650 
E 50 325 625 650 
Step 1: Decision: Combine C,D Clusters formed: A,B,CD,E 
A B CD E 
A 325 456 50 
B 325 156 325 
CD 456 156 631 
E 50 325 631 
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Step 2: Decision: Combine A,E Clusters formed: AE,B,CD. 
Then the new centroids are: 
AE B CD 
Plo 7.5 20 30 
P2. 7.5 20 12.5 
and the distance matrix is: 
AE B eD 
AE 313 531 
B 313 156 
CD 531 156 
Step 3: Decision: combine B,eD Clusters for.med: AE,BCD. 
Then the new centroids are: 
AE 
7.5 
7.5 
and the distance matrix is: 
AE 
AE 
BeD 424 
4.3.6 MEDIAN LINKAGE 
BeD 
26.7 
15 
BCD 
424 
The Median Linkage technique is sometimes referred to as the weighted pair 
group method. If the centroids of two groups to be fused are t and u, then 
the distance of the centroid of the third group s from the group formed by 
the fusion of t and u lies along the median of the triangle defined by s t u. 
The combinatorial formula is as follows: 
/ 2 d 2 (t,u) / 4 
Hence to illustrate for the example in Table 4.1: 
1 10 - 30 I' + 1 5 - 10 I' 425, 
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d 2 lA, D) 10 - 30 I ' + 5 - 15 I ' 500 
and d2IC,D) I 30 - 30 I ' + 10 - 15 I ' = 25 
If the d 2 IC,D) has the least distance between any pair of observations 
(A,B,C,D,E) so that the first step combines C and D then 
d 2 (A, CD) ( 425 + 500 )/2 - (25)/4 = 456.25 
Given the example of Table 4.1, the squared Euclidean Distance matrices 
(rounded to zero decimal places) are given by: 
A B C D E 
A 325 425 500 50 
B 325 200 125 325 
C 425 200 25 625 
D 500 125 25 650 
E 50 325 625 650 
Step 1 : Decision: Combine C,D Clusters formed: A,B,CD,E 
A B CD E 
A 325 456 50 
B 325 156 325 
CD 456 156 631 
E 50 325 631 
Step 2: Decision: Combine A,E Clusters formed: AE,B,CD 
AE B CD 
AE 313 531 
B 313 156 
CD 531 156 
Step 3: Decision: Combine B,CD Clusters formed: AE,BCD 
AE BCD 
AE 383 
BCD 383 
4.3.7 AVERAGE LINKAGE 
Average Linkage is sometimes referred to as Unweighted Average Linkage. It 
takes the distance between groups as the average of the distances between all 
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pairs of individuals in the two groups. The distance between two points of 
data in distinct groups is given by the distance between the two points and a 
weighting of the distance of each datum from its respective group mean, as 
follows: 
v 
d(t,u) L 1 Pvt - Pvu I' + W(t)/N(t) + W(u)/N(u) 
v=l 
-t 
where WIt) ( Pvt - Pv )' 
te$t 
N(t) number of observations in cluster $t 
and for t 
-t 
Pv 
L Pvt 
te$t 
, the centroid of cluster St. 
N(t) 
The combinatorial formula is: 
d(s,tu) ( N(t) . d(s,t) + N(u) . d(s,u) ) / N(tu) 
Hence to illustrate for the example in Table 4.1: 
d 2 (A, C) 10 - 30 I' + 5 - 10 I' 425, 
d 2 (A,D) 10 - 30 1 ' + 5 - 15 1 ' 500 
and d 2 (C,D) 1 30 - 30 1 ' + 1 10 - 15 I' 25 . 
If the d
2
(C,D) has the least distance between any pair of observations 
{A,B,C,D,E) so that the first step combines C and D then 
d 2 (A,CD) ( (1). 425 + (1). 500 )/2 = 462.5 
In the example of Table 4.1, the squared Euclidean Distance matrices (rounded 
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to zero decimal places) are as follows: 
A B C D E 
A 325 425 500 50 
B 325 200 125 325 
C 425 200 25 625 
D 500 125 25 650 
E 50 325 625 650 
Decision: Combine CD Clusters formed: A,B,CD,E 
A B CD E 
A 325 463 50 
B 325 163 325 
CD 463 163 638 
E 50 325 638 
Decision: combine AB ClUsters formed: AE,B,CD 
AE B CD 
AE 325 531 
B 325 163 
CD 531 163 
Decision: Combine B,CD Clusters formed: AB,BCD . 
This completes the introduction to the agglomerative clustering techniques 
which are used in this thesis. The following section gives a critique of 
these techniques and summarises some previous research that sought to compare 
their relative effectiveness in identifying known clusters. 
4.4 CRITIQUE OF AGGLOMERATIVE TECHNIQUES 
Each agglomerative technique has been generalised by Wishart (1969), into a 
linear expression for the combinatorial formula, and it is this form which is 
utilised by computer software analysts: 
d 2 (s,tu) 
where for 
Single Linkage: 
a(t). d 2 (t,s) + a(u). d 2 (s,u) + b . d 2 (t,u) 
+ c . I d 2 (s,t) - d 2 (s,u) I 
Complete Linkage: 
a(t) 
a(t) 
a(u) 
a(u) 
0.5; b 
0.5; b 
0; c = -0.5 
0; c = 0.5 
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Median Linkage: 
Average Linkage: 
a(t) 
a(u) 
b ~ 
a (t) 
a(t) 
a(u) 
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N(t)/[N(t)+N(u)); 
N(u)/[N(t)+N(u)); 
- a(t) a(u); c ~ 0 
a(u) ~ 0.5; b ~ -0.25; c ~ 0 
N(t) / [N(t) +N(u)); 
N(u)/[N(t)+N(u)) 
b ~ c ~ 0 
Ward I S Method: a(t) ~ [N(t)+N(s)) / [N(t)+N(u)+N(s)) 
a(u) ~ [N(u)+N(s)) / [N(t)+N(u)+N(s)) 
b -[N(s)) / [N(t)+N(u)+N(s)) 
c ~ 0 
The example, taken from Table 4.1 and considered in the previous Section 
shows all the techniques for combining the five observations to be reasonably 
consistent across the alternative clustering methods. Certain of the 
clustering methods have been shown to have differing tendencies in combining 
data in practice (Milligan 1980, Everitt 1980). Perhaps the most significant 
is the dependency on the scale of the variable. 
The sensitivity of the clustering results to the scaling of the variables is 
illustrated by the example case set out in Table 4.1, but with variable P2 
ten-times the previous measure, as shown in Table 4.2: 
Table 4.2 The value of two variables, Pl. and P2.' over five observations 
A, B, C, D, E 
variable Observation 
A B C D E 
Plo 10 20 30 30 5 
P2. 50 200 100 150 100 
The Euclidean distance matrix for Table 4.2 is given by: 
A B C D E 
A 150.3 53.9 102.0 50.2 
B 150.3 100.5 51.0 101.1 
C 53.9 100.5 50.0 25.0 
D 102.0 51. 0 50.0 55.9 
E 50.2 101.1 25.0 55.9 
Decision: Combine C,E Clusters formed: A,B,CE,D 
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The previous initial combination of C and D no longer occurs and is replaced 
by combining C and E as a consequence of the re-scaling of variable P2 .. It 
is noticeable that the arithmetic mean of P1. is 19, compared to that for P2. 
which is now 120. The previous mean was 12. Applications of Cluster 
Analysis frequently transform the raw data as a consequence of these scaling 
implications. One such transformation is to standardise the data to have the 
same mean and standard deviation. This retains the relativities for a 
variable between data, in contrast to, say I a logarithmic transformation. 
The application of Cluster Analysis to the p- tracks in Chapter 5 uses data 
that is neither transformed nor standardised, as some distinct clusters are 
identified from the original P-tracks. When demand information is included 
in the subsequent analysis of Chapters 6 and 7 standardisation of the data is 
used to enable distinct clusters to be identified within the data set. 
Other issues relating to the application of clustering methods are more 
specific to the individual techniques. 
are summarised below: 
Some of the more significant issues 
• Single Linkage is prone to chaining which occurs when one cluster grows 
continually in a particular direction owing to the close proximity of 
the data outside the clusters it developse 
• Both Average Linkage and Ward's Method have a tendency to join clusters 
which have small variances and hence move towards clusters with the 
same variance. In consequence there is a bias towards the formation of 
clusters of equal variance that are rounded in shapee Indeed this is 
also the case with Centroid Linkage. If varying sized groups emerge, 
104 
Chapter 4 
the centroid of one group is likely to be near to the smaller group and 
will be absorbed by that group thereby prohibiting different sized 
cluster groupings. 
• In the case of centroid Linkage, as the cluster expands, the distance 
between centroid and the next element outside the cluster need not 
increase monotonically as is the case with other methods. 
Milligan (1980) compares the resilience of these clustering techniques to 
various disturbances in the data. These disturbances involve the inclusion 
of Qutliers, an additional dimension through the introduction of a random 
variable, perturbations to the distances within the distance matrix, non-
Euclidean distance matrices and the standardisation of data. All the 
techniques were found to recover a significant proportion of the actual 
grouping prior to the introduction of the error disturbances. 
Using roulti-variate normal distribution with MOnte Carlo methods, the 
suggestion (Milligan 1980) is that the conclusions of any Cluster Analysis 
study are dependent on the way in which the data is established and 
transformed, ie standardised a In this respect the methods of Centroid 
Linkage and Single linkage were found to be the worst performers when non-
Euclidean distances or standardised data was used. Indeed, according to the 
SAS manual "in most studies the clustering method with the best over-all 
performance has been either Average Linkage or Ward's minimum variance 
method" (SAS Manual 0, 1989). 
Furthermore, outliers and perturbed data consistently affected the final 
outcome of the clustering methods. In respect of the presence of outliers 
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both the Ward and the Average Linkage methods fared less favourably in 
recovering the groups relative to the alternatives. With perturbed data the 
Ward and the Average Linkage methods fared more favourably relative to the 
alternatives. 
The research of Milligan suggests that considerable care needs to be taken in 
the application of Cluster Analysis to discrete data, and particularly so 
when there are spurious errors in the data. In his experimental tests 
Milligan found that the ability of alternative clustering techniques to 
recover 'known' clusters varied upon the clustering technique and the data. 
A common feature in these experiments was that each clustering techniques had 
"marked decrements in cluster recovery in the conditions which involved the 
addition of random noise dimensions" and concluded that such "non-
robustness ... is an undesirable property for any clustering algorithm" 
(Milligan (1980). However, he also found that the standardisation of data 
represented a fairly mild for.m of error perturbation in contrast to that of 
outliers. Hence, the presence of random noise and outliers in the data, and 
the choice of clustering algorithm, were shown to be much more important than 
the choice of data transformation. In conclusion, any application of Cluster 
Analysis needs, initially, to focus on keeping the number of descriptive 
variables to a minimum, taking account of the presence of outliers in the 
data and identifying a preferred clustering technique for the data. 
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4.5 AN ALTERNATIVE TO AGGLOMERATIVE TECHNIQUES AND THE 
IDENTIFICATION OF THE NUMBER OF CLUSTERS WITHIN THE 
DATA 
4.5.1 DENSITY SEARCH TECHNIQUES 
In addition to the agglomerative techniques discussed above, the Density 
Search technique uses non-parametric probability density techniques to assess 
where the density of objects is locally high relative to other regions. 
Consider each object as the centre of a potential field. The potential is 
highest in the object itself and decreases with distance from the object in 
question. If each object is the centre of such a field, then the potential 
at any point in the matrix considered is given by the sum of the potentials 
due to the objects. 
One of the Density Search techniques, the k-th nearest neighbour method, 
serves to illustrate this kind of approach to clustering. Given a data modal 
point, the k-th nearest observation determines the distance between it and 
the modal point. This distance defines a radius of a sphere about the 
original modal point. The number of data lying within this sphere divided by 
the volume of the sphere, provides an estimate of the local density about the 
modal point. Moreover, the inverse of the density estimate provides a 
measure of distance from the modal point to other observations. Hence for 
Density Search the density is estimated to form measures of distance to 
enable an agglomerative technique is applied to them. Wi thin the SAS 
computer software used in the subsequent analysis in this study, the 
agglomerative technique of Single Linkage is automatically applied at this 
stage of the Density Search. 
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For the k-th nearest neighbour method, the value of k determines the number 
of modes. The number of modes forms a lower limit on the number of clusters 
formed from the subsequent application of the agglomerative clustering 
technique. The number of potential modes is non-increasing and the distance 
between modes is non-decreasing in k. Wong and Lane (1983) provide some 
limited indication of an appropriate value for k in choosing a value where 
kiT tends to zero and k/1n(T) tends to infinity as T tends to infinity. When 
T is 4032, as in the p-track data, there is considerable scope in the 
selection of k. 
One way to identify the presence of stable clusters in a data set is to 
analyse the stability of the number of modes over a range of values for k 
(Wong and Schaack, 1982) and this is pursued in Chapter 5 Section 5.5. 
Stability in the number of modes over a range of k provides an indication 
that the number of modes and the number of clustered groups is appropriate 
for the data set (see Graph 5.5, Chapter 5 for an illustration of this 
approach using the 1991/2 P-track). Such an approach is similar to that of 
Thorndike (1953) who suggested plotting the mean average within-cluster 
distance against the number of clustered groups. A distinctive levelling of 
curve at any point, it was thought, should indicate the appropriate number of 
clusters. 
4.5.2 IDENTIFYING THE NUMBER OF CLUSTERS 
Since the 1950s, many alternative criteria have been proposed as offering 
some insight into the appropriate number of clustered groups in a given data 
set. Thirty such criteria have been reviewed by Milligan and Cooper (1985). 
However, a generally applicable test has not yet been found which identifies 
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the number of clusters in a data set. The difficulty of identifying general 
criteria arises from the assumption of independence, which underlies standard 
statistical tests, being violated. Fundamentally, clustering methods seek to 
minimise within-group differences and maximise between-group differences and 
are thus not independent, by definition. 
Each test criterion takes account of within-group or between-group 
differences and seeks to compare the resulting statistic against some nor.m. 
Three of the criteria (Milligan and Cooper, 1985) which are readily available 
within the SAS software and are used subsequently to analyse the p-track are 
the: 
• Pseudo t 2 -statistic 
• Pseudo F-statistic 
• Cubic Clustering Criterion. 
These three criteria are described in more detail in the remainder of this 
sub-section. 
The pseudo t 2 -statistic, C, is a ratio of between-group differences over 
within-group differences and was developed by Calinski and Harabasc (1974). 
It is calculated as: 
C ~ [trace(B)/(K-1)]/[trace(W)/(T-l)] 
where 
T number of elements 
K number of clusters 
B between sum of squares and cross product matrix 
W within sum of squares and cross product matrix. 
Hence, as between-groups differences increase and within-group differences 
decrease, the C-statistic increases and there is a continual improvement in 
the identification of distinct groups. If the value monotonically increases 
or decreases as the number of clusters reduces then there is no indication 
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that a particularly distinct set of clusters is formed at any stage during 
the clustering of the data. But if C has a maximum at a number of clusters, 
K, then this is an indication that K clusters exist. 
The pseudo F-statistic, CC, was developed by Duda and Hart (1973) and is 
defined as follows: 
where 
CC J2/J1 
J1 
J2 
sum of squared errors when the data is 
partitioned into two clusters. 
sum of squared errors when the data is one 
cluster. 
A feature of this test statistic is that it considers, and tests, the actual 
joining of two clusters into one. Hence, the test concentrates on the last 
cluster merger on its own. The higher the value of CC, the greater the 
potential gain in moving from the one to the two clusters and the greater the 
likelihood of having reached an appropriate number of clusters for the data. 
The Cubic Clustering Criterion was developed by Sarle (1983). The Criterion 
assumes a distribution for the data set and tests the clustering that is 
derived from the clustering method against a dissection of the data into 
multi-dimensional rectangles. The eeC-statistic test of the Cubic Clustering 
Criterion develops from assumptions of standard regression analysis: 
Minimising the within-group sum of squares, trace(W), for given overall sum 
of squares trace(W+B), is equivalent to maximising 
R' 1 trace(W) 
trace (W+B) 
The CCC-statistic uses a rough approximation to the distribution of the R2 
criterion of standard regression analysis. The data are described in a 
number of dimensions (eg month, daytype and half-hour period) and Cluster 
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Analysis groups the data into clusters. An estimate of RZ is made under the 
null hypothesis, namely, that the clustered data is sampled from a given 
distribution that is dissected into multi-dimensional blocks with the same 
number of blocks as there are clusters. An additional factor, F, is applied 
to the test statistic as an approximate variance-stabilising trans£or.mation. 
eec 
where 
E{R')= 
In{ (l-E{R') )/(l-{R')) ).F 
proportion of variance accounted for between the clusters 
expected proportion of variance accounted for between the 
clusters given the assumption of the distribution under 
the null hypothesis. 
Positive values of CCC indicate that the obtained R2, as a measure of 
between-cluster difference, is greater than would be expected if sampling 
under the given distribution dissected into multi-dimensional blocks. As a 
result it provides a relative measure for the presence of clusters. A value 
of CCC>2 indicates the presence of good clusters. A GGG-statistic that peaks 
with 2>CCC>O indicates possible clusters. 
If there are several peaks in the value of the GGG-statistic this indicates 
that the data are hierarchical. More specifically, for distinct non-
hierarchical spherical clusters the eec-statistic rises sharply before the 
peak at the appropriate number of clusters and is followed by a gradual 
decline. In the case of distinct non-hierarchical elliptic clusters the CCC-
statistic rises sharply to the correct number of clusters and continues to 
rise, but less sharply, and then gradually declines. Perhaps more 
importantly, if the GGG-statistic is negative and decreasing, the 
distribution is likely to be unimodal and long-tailed. It is susceptible to 
error in the presence of outliers for these cause large negative cce-
statistic values. 
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The eeC-statistic performs consistently well for all cluster numbers, whilst 
the pseudo-t 2 and pseudo-F statistics lose power when there are only two 
clusters. In terms of the application to the P-tracks described in 
Chapter 3, it has an additional intuitive appeal in testing the clusters 
formed from Cluster Analysis against groups of data that are multi-
dimensional and formed under an assumed distribution. It is most efficient 
if used for clustering methods which minimise the within sum of squares, such 
as Ward's method, and for large data sets when the clusters roughly take the 
shape of multi-dimensional blocks. Otherwise there is a tendency for oVer-
stating the number of clusters by the eCC-statistic as when, for instance, 
the clusters are generally elliptic rather than multi-dimensional blocks. An 
over-statement of the n'Wl:lber of clusters also occurs when the data are 
evidently not distributed as assumed under the null-hypothesis - in this 
application the normal distribution. In later chapters (following Chapter 7, 
Section 7.3) such a bias towards over-stating the number of clusters is of 
some benefit in the search for favourable charging structures. 
4.6 SUMMARY 
A practical approach to identify time-bands from the set of data of the P-
track has been addressed in this chapter. The time-bands, once identified, 
will be used to construct time-of-use charging structures. Cluster Analysis 
provides several techniques for the grouping of P-track data that enable 
time-bands to be determined. 
Ward's clustering technique is identified from the range of alternatives as 
having favourable properties and is selected in the forthcoming chapters as a 
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benchmark against which the results of alternative. clustering techniques can 
be tested. The particular properties which favour the choice of Ward's 
method in this task are that it is based on a function of the sum of minimum 
squared differences and has favourable statistical properties for identifying 
the number of distinct groups, and hence time-bands, within a data set. 
Three statistical tests considered in this chapter are used later on to 
identify the number of distinct groups, and are referred to in subsequent 
chapters as the pseudo-t 2 statistic, pseudo-F statistic and eec-statistic. 
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APPLICATION OF CLUSTER ANALYSIS 
TO THE POOL SELLING PRICE COST MATRIX 
5.1 INTRODUCTION 
This chapter deals with the application of Cluster Analysis methods of 
Chapter 4 to the generation costs' that are contained within three p-track 
cost matrices as described in Chapter 3. An investigation and application of 
Cluster Analysis to the p-track data, in the absence of customer demand data 
is described and some of the issues that arise when applying Cluster Analysis 
to this data are addressed. The results of this analysis are considered with 
a view to the application of Cluster Analysis to both generation costs and 
customer demand data as described in a later chapter (Chapter 7) . 
This chapter serves two main purposes with regard to the Mathematical and 
Commercial aspects of the analysis (see Chapter 1, Sections 1.4 and 1.2). 
Firstly, in terms of the Mathematical application of Cluster Analysis it 
illustrates the decision-making process for the parameters used within the 
associated computational analysis. The results provide an indication of the 
sensitivity of the results to changes in the values of parameters within the 
Cluster Analysis. This is of particular interest given the criticism of some 
researc.hers to Cluster Analysis referred to in Chapter 4. Secondly, from the 
Commercial viewpoint the application of Cluster Analysis in this chapter 
illustrates how time-of-use charging structures could be derived without 
reference to customer demand and on cost alone. Thus the analysis focuses 
attention on the differences between charging structures formed by 
• Every term that is written in italics is defined and explained in the glossary (pages 350-355). 
114 
Chapter 5 
differences between P-tracks. If the PES is commercially more sensitive to 
changes in P- track costs than to changes in demand profiles, the PES may 
consider it appropriate to carry out the Cluster Analysis on various P-tracks 
to gauge the degree to which the derived charging structures change. 
In addition and in terms of the overall objectives of the study, the analysis 
in this chapter lays the foundations for the application of Multi-variate 
techniques in the forthcoming chapters. This is particularly with regard to 
(a) the Commercial objective of deriving time-of-use charging structures with 
a limited number of time-bands that efficiently recover the time-related 
costs of customers and thereby giving the PES a competitive advantage in the 
Supply market (see Chapter 1, Section 1.2) and (b) the Mathematical objective 
of comparing alternative clustering techniques in terms of their suitability 
in deriving favourable charging structures for the PES. The approach 
developed is this chapter has either applications or implications for the 
analysis and discussion in each of the forthcoming analyses of this thesis. 
The method by which Cluster Analysis is applied to the p-track cost matrix is 
discussed in Section 5.2. The results of an application of some Cluster 
Analysis techniques, including that of ward's method, to the 1991/2 P-track 
matrix are described in Section 5.3. The sensitivity of the results to some 
assumptions used in this application are discussed in Section 5.4. The 
results of this analysis on the 1991/2 p-track matrix are compared with those 
of the 1990/1 and 1992/3 P-track matrices in Section 5.5. The chapter is 
summarised in Section 5.6 with particular regard to the application of Ward's 
method of clustering for the identification of distinct clusters in the 
Electricity Industry's data. 
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5.2 METHOD OF APPLICATION 
Each value of the Pool Selling Price in each p-track cost matrix is 
identified and described by a unique combination of three variables, namely, 
month, daytype and half-hour period. The value for months ranges from 1 for 
January to 12 for December; the value for daytype ranges from 1 for Sunday to 
7 for Saturday; and the value for the half-hour period ranges from 1 for 
00:00 hours to 00:30 hours to 48 for 23:30 hours to 24:00 hours. Thus the p-
track contains three variahles which describe facets of time that enahle the 
cluster to be identified by time-band descriptors suitahle for the formation 
of a charging structure. The fourth variable in a p-track is the Pool 
Selling Price, for which there are 4032 values. It is the clustering of the 
distribution of the 4032 values for Pool Selling Price in the three p-tracks 
of 1990/1, 1991/2 and 1992/3 which is the focus of attention in this chapter. 
Even so, with four variables, and 4032 observations, the size of a p-track 
data set is still prohibitively large in the sense of the length of time it 
would take to process the data by means of a clustering method. Preliminary 
clustering of data using a more time-efficient clustering procedure is 
generally recommended to reduce the data set, when the original data set has 
in excess of a few hundred entries (SAS Manual 1 and 3, 1990). This 
recommendation has been followed for this analysis. The various clustering 
methods described in Chapter 4 are applied to a clustered data set of less 
than 4032 data points, formed from a preliminary clustering of the original 
data in the matrix of 4032 data points. 
Such preliminary data reduction of the original matrix is achieved within the 
SAS computer software by the Fastclus procedure, which uses the nearest 
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centroid sorting method. The procedure selects a number of points, known as 
seeds, and assigns each datum to its nearest seed. The original seeds are 
then replaced by the centroids of each cluster. The data is reassigned to 
the new seeds and this process continues until either there is no movement 
(or only a limited movement) in the re-allocation of data between the 
clusters or the number of iterative steps reaches its pre-set maximum. The 
maximum number of iterative steps is set by the function Maxiter. For the 
subsequent analysis Maxiter was set to 100 (as recommended by the SAS Manual 
(1989) ) . 
The ability to specify the maximum number of seeds, and hence clusters, is 
provided by the Maxc function. Milligan (1980) shows that the efficiency of 
the process is to a large extent dependent on the way in which the initial 
clusters are selected. The Fastclus procedure, for given Maxe, selects the 
initial seeds such that, if the observations in a cluster are all closer to 
one another than to the observations in another cluster, the procedure 
identifies the clusters at the first iterative step. 
analysis Maxe was set to 30. 
For the subsequent 
Once the number of clusters has been reduced by Fastclus to a computationa11y 
manageable number, such as 30 or less in the case where Maxc~30, an 
alternative clustering method can be applied to complete the remaining 
clustering steps (by combining the 30 clusters until there is just one 
cluster) . For this analysis Ward's method cluster analysis was applied to 
the 30 or so clusters. Fastclus and Ward's method of clustering were applied 
in this manner to the 1991/2 P-track data. The 1991/2 P-track data was 
chosen for analysis because, of the three P-tracks available, it had the 
highest standard deviation (see Table 3.2, Chapter 3) and hence the greatest 
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variability. The analysis of the 1990/1 and 1992/3 p-traeks is raised later 
in this chapter, having discussed further the application of Cluster Analysis 
to the 1991/2 p-track data. 
The results of this analysis on the 1991/2 p-track indicated the presence of 
outliers in the data. When six clusters had formed it was found that three 
of them contained, between them, fewer than fourteen of the original 4032 
data points, all of which were described as lying between 16: 30 and 18: 00 
hours, between Monday and Thursday, in the months of November and December. 
This means that three of the six clusters contained less than one per cent of 
the data and, so far as determining appropriate charging structures is 
concerned, they provide too narrow a range of time-bands for them to be 
treated separately. The situation was not eased when the number of clusters 
was reduced below six owing to these clusters being formed as a consequence 
of outlier values in the data. 
When Maxe - the maximum number of clusters within the Fastclus procedure -
was increased to lOO, the impact of Qutliers was markedly reduced. Hence, 
Maxe was set to 100 for all further applications of the Fastelus procedure 
made in this study. However, although the impact of outliers was reduced by 
increasing Maxc when six clusters were analysed, very small clusters formed 
again when more than six clusters were considered. Thus, the value of Maxc 
can influence the formation of clusters, but does not eliminate the 
possibility that some clusters contain only outliers. 
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However, an option within Fastclus enables the outliers(+) to be removed 
temporarily at the start of the Fastclus run. Once the clusters have been 
formed the ami tted points are allocated to their nearest cluster. The 
presence of outliers in the data can be shown in a plot of the distance 
between a cluster and its next nearest cluster against the frequency or 
number of data points within the clusters as shown in Graph 5.1. Outliers 
are represented by the points on the graph where the frequency is very low 
and the dis tance very large. The Strict function within Fastclus enables 
those clusters which are more than a specified distance from their nearest 
cluster to be omitted from the Cluster Analysis. These omitted clusters are 
allocated to their nearest cluster once the clusters have been formed in 
their absence. For this analysis the Strict function was set to 15 and the 
effect of outliers on the final clustering was substantially reduced. The 
minimum number of observations allocated to any of the final six clusters 
exceeded 50. 
The various clustering techniques described and illustrated in Chapter 4 were 
applied to the reduced data set produced by Fastclus. A tabulation of the 
type of output that can be produced from the application of the Cluster 
Analysis is illustrated in Appendix IV. The tables show the distribution of 
the data points within each cluster across months, daytype and half-hourly 
periods. The time-bands for the charging structure are derived from the 
allocation of data points between the clusters. Where the data apportionment 
is reasonably significant, say at least 3 per cent of the data, the 
descriptor is included into the overall description of the cluster by time. 
(+) These outliers correspond to erratic, unpredictable needle peaks which have been the cause of much debate 
within the Peak Load Pricing literature, since their timing can not be signalled by a pre-determined tariff 
(Vickrey, 1995). However, these needle points are not key to the design of charging structures for overall cost 
recovery and are not the focus of attention in this present study. 
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This enables time-bands to be determined for each cluster, which have close 
within-group Pool Selling Prices and disparate between-group Pool Selling 
Prices. 
5.3 RESULTS OF THE APPLICATION OF CLUSTER ANALYSIS TO THE 
1991/2 P-TRACK COST MATRIX 
The results from this analysis on the 1991/2 p-track are shown in Table 5.1 
for the six cluster case. These results fall into three general categories 
of charging structure: 
Type I 
Type II 
Ward's method and Complete Linkage indicates that each day is to be 
split into four time-bands, with an additional two clusters 
identified by specific months of the year and half-hourly periods 
during weekdays. 
The results of Ward's method can be interpreted as follows: 
For each month and each day of the week for 
Time-band A: 00:00 - 07:00 hours 
Time-band B: 07:00-
Time-band C: 
Time-band D: 
12: 30 -
19:30 -
Average Linkage, Density Search (with k=6), Median Linkage and the 
Centroid Linkage all indicate that each day is to be split into 
three time-bands, with an additional three clusters determined by 
121 
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specific months of the year and halfChourly periods during 
weekdays. 
The results of Average Linkage can be interpreted as follows: 
For each month and each day of the week for 
Time-band A: 00:00 - 07:00 hours 
Time-band B: 07:00 - 16:00 hours 
Time-band C: 16:00 - 24:00 hours, 
except during the months of June, September and October from MOnday 
to Friday for 
Time-band D: 08:00 - 13:00 hours and 16:00 - 18:30 hours, 
during September and October from Monday to Friday for 
Time-band E: 15:30 - 19:00 hours 
and during November, December and January and each day of the week 
for 
Time-band F: 16:00 - 18:00 hours. 
Type III Single Linkage indicates each day is to be kept as a single time-
band, with an additional five clusters determined by specific 
months of the year and half-hourly periods during weekdays. 
The results of Single Linkage can be interpreted as follows: 
For each month and each day 
Time-band A: 00:00-
except during the months 
Wednesday to Thursday for 
Time-band B: 08:00-
of the week for 
24:00 hours, 
of June, September 
13:00 hours, 
and October from 
during the months of September and October and each day of the week 
for 
Time-band C: 09:00 - 11:00 hours, 
during the months of October, November and December and each day of 
the week for 
Time-band D: 16:00 - 17:00 hours, 
during the months of January and February and each day of the week 
for 
Time-band E: 17:00 - 18:30 hours 
and during the months of November, December and January and each 
day of the week for 
Time-band E:· 16:00 - 18:00 hours. 
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Even though the initial results from the various clustering techniques can be 
grouped into these three types, each clustering method identifies unique 
distinctions between the six clusters formed, in terms of month and day-type 
and half-hourly period. However, certain characteristics emerge which are 
present in the results from each clustering technique. For six time-bands 
there are time-bands that are identified as being across all months and all 
daytypes and are only distinguishable by the half-hourly period. There are 
also additional time-bands that are identified by a specific selection of 
months and daytypes and half-hourly periods. 
In addition, although the Strict function operates to reduce the impact of 
outliers on the formation of cluster, one set of results continued to form 
clusters with very few members. The Type III results provided the least 
number of time-bands that were identified as being across all the months of 
the year. Indeed, the results from the application of Single Linkage in the 
six-cluster case allocated close to 95 per cent of all the observations to a 
single cluster. Hence, Single Linkage appears to suffer from the effect of 
chaining, which was mentioned in Chapter 4 Section 4.5. This result is the 
least attractive of the alternatives in terms of separately identifying broad 
time-bands for defining time-of-use charging structures. Single Linkage is 
set aside as a consequence of these findings in favour of further analysis 
using other clustering techniques, and in particular Ward's method in the 
light of earlier discussion in support of its use (see Chapter 4). 
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5.4 THE EXTENT TO WHICH ASSUMPTIONS USED IN CLUSTER 
ANALYSIS INFLUENCE THE OUTCOME 
In this Section the CCC-statistic is shown to change with the parameters used 
in the application of Cluster Analysis. This shows that the clusters formed 
from Cluster Analysis are influenced to some extent by some of the 
assumptions used. This is illustrated graphically and analysed with a view 
to identifying the extent to which assumptions used in Cluster Analysis 
affect the outcome. 
In the case of the 1991/2 p-track, the appropriate number of distinct 
clusters was originally assumed to be six. Table 5.2 includes the sequence 
of eCC-statistics during the agglomerative process using Ward's method for 
the case when Maxc was set at 100 for the preliminary clustering in Fastclus. 
The value of the eec-statistic has a noticeable peak of 10.73 at six clusters 
and rapidly falls away below the six clusters to indicate the presence of six 
distinct clusters. 
The value of the Maxc function was adjusted over a range of 30 to 100, to 
establish its effect upon presence of distinct clusters as indicated by the 
value of the peak eCC-statistic. The effect on the eCC-statistic (see 
Table 5. 7b) shows that,for the clustering of the 1991/2 P-track, its peak 
value exceeds two for each case of Maxc analysed. This peak value generally 
occurred between four and eight clusters to indicate the presence of between 
four and eight distinct clusters within the p-track, in the Mathematical 
context, or between four and eight time-bands within the charging structure, 
in the Commercial context (see Chapter 4, Section 4.5). The peak eec-
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statistic generally occurred between four and eight clusters. However, in 
the case when Maxc was set at 70 the highest ecc-statistic value occurred at 
eleven clusters and was not noticeably different from the value of the 
neighbouring ecC-statistics. This indicates the presence of less distinct 
clusters in this particular case and implies that the choice of Maxc can 
affect the conclusions drawn from analysis of the ecc-statistic. 
To gain further insight into some of these results the four variables - of 
PSP, month, daytype and half-hourly period were reduced into two 
dimensions, called canl and can2, using Principal Components Analysis. Graph 
5.2a shows the plot of each cluster for canl against can2, when six clusters 
are assumed and Maxc~100, using 1991/2 P-track. This graph has three peaks 
across the variable can2, two of which are very low compared to the third. 
In fact it shows considerable resemblance to the Graph 3.3c of PSP against 
half-hourly periods in Chapter 3. The principal component variables are 
often difficult to interpret (Chatfield and Collins 1980, Gorden 1981), but 
these graphs show that can1 is highly correlated to the original variable for 
half-hourly periods and can2 is highly correlated with the original variable 
of PSP. This plot also shows that the cluster identified by figure 6 on 
Graph 5.2a is the cluster with the highest PSPs, that the cluster identified 
by figure 2 has moderately high PSPs, and that the clusters identified by 
figures 1, 3, 4 and 5 dissect the remainder of the PSPs into separate time-
bands across the half-hourly periods. 
Moreover, Graph 5.2a suggests that it is the PSP and the half-hourly periods 
which are the two more dominant explanatory variables within the four. This 
is confirmed by similar plots for the 1990/1 and 1992/3 P-tracks, shown in 
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Graph 5.3a and Graph 5.3b respectively. There are three peaks of relatively 
similar magnitude which bear close resemblance to Graph 3.2c and Graph 3.4c 
respectively in Chapter 3. 
In addition, the three variables - of month, daytype and half-hourly period -
were reduced to two dimensions, called canl and can2, using Principal 
Component Analysis. Graph 5.2b shows, for the 1991/2 P-track, the dispersion 
of the clusters in two dimensions of canl and can2. The principal component 
variable can1 is shown to be highly correlated with the half-hourly periods, 
whilst can2 is more a combination of the daytype and month variables. The 
clusters identified by 1, 3, 4 and 5 in Graph 5.2b can be seen to have a 
distinctive rectangular-shape within these two dimensions, in contrast to the 
clusters identified by figures 2 and 6, with more scattered and less regular 
in shape. The shape and spread of the clusters in Graph 5.2b indicate that 
the ideal environment for the eCC-statistic to identify the correct number of 
clusters is not present within the P-track data. This explains the 
difference between the number of clusters at which the eec-statistic peaks 
and the number of clusters at which the eeC-statistic falls rapidly as 
illustrated in Table 5.2 (and as summarised for the 1991/2 p-track in Table 
5.7b) . For the 1991/2 P-track case using Ward's method and Maxc~100 in 
Fastclus, Table 5.2 shows that the maximum values of the pseudo F-statistic 
and t 2 -statistic occur at fewer than six clusters. Table S.7b shows the peak 
value of the pseudo F-statistic to occur at four clusters with reasonable 
consistency and a local peak in the value of the pseudo tZ-statistic to occur 
between three and five clusters. Given that the eee-statistic has a tendency 
to over-estimate the true nwnber of clusters (see Chapter 4) , 
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Plot of the first two principal component variables can1 
against can2 for 1991/2 p-track with variables Month, 
oaytype and Half-hour period for six clusters, with 
Maxc=100 and Strict=15 
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Plot of the first two principal component variables can1 
against can2 for 1990/1 p-track with variables Pool 
Selling price, Month, Daytype and Half-hour period for 
six clusters, with Maxc=200 and Strict=15 
, , 
" , 
, 
, 
" 1:1. 1 2. 1 1 2 2 2 
lUll 22.1 
lnu 1 1 22 222 
UlJ]))) 1 1 1 1 11 22 22 22 2 
HU , 11 1 1 11 1 2 2222221 2 
n l 3 3 11111111 III 11 2 22222 2 2 
J Ul 3 3313 1 1 111111111 1111 111111 11 222222 22222 22 2 
333 l , 1 111111111 111111111111 1 2222222222222 222 4 , 
llJJU3U , 1 111111111111 1 1111111111 222 2 2 222 2222222 2 4 4 
, 333HlUU , J 1111111111111111111111111111111111 2 2222223 22222222222 U 4 
Ull uu nil 11111 111 1 111111111111111 11 1 222222222 2 222U2 2224 U U 
J II n U lJl 11111 1111 11111111111111111211 11111 2 222222222 2 2 2222 4UH U , 
lJJn ]lUll) 1 1 1 1111111111111111111111111112 1 11222222222222222 2. • 2UU4 4 Ut 
33) J3 UU 3n 1 111111 1111111111111111111111111111211 11 2 2222 2222 224 22UUHU4 4 4 
1 1 33U n II 111 1 11 1 1.1111111111111 112112211211111 1 22222222222 4 U4tHt"""U 4 
l) l 2 ] 3l ) 1. 11ll11]1] 111111111111 2 21112121211 222 22 22 2 2 4 4un UUH4U 
n U]lJ U lUll)) , lU3Ullll111111111111112211 1222122222 12 2 un 2242 H2UU4UH.. 441 
nn 3l Ul31 U , JUllUlllllU1ll11 1111 1 21221222222 222222222 22 441411 UHUI U' • I 
Ulll' ) n lUllll) J UlllU1lllllllU 11 1 2 22122222222322222222 24 442241. I UUUtu. UI • 
1113lJ l13lHJUUll3lUll 3 )lUllll1llU ) 11 222222222221222 2 U22I"U4 4 UUtUHU". 
lllllJlJllll ll131J3UUlll31UllllllllU :n1 22222222222221 U4 4442144441 I 4U4U4U.ttl 4 
U31111111111l113311)3111111Ul131U 1 )31, 2 222222222 442424 uuuu .... , ... 1441,,1 .. 4 
lllunUUJllUlllllllUllllnJ31Ul13 3 222 222222222244 .. 4 U ..... U IU ..... u .. . 
1 1lllllJ)]lllllU1l3Jllll3llll33UlJ3l 1 1 22222222224:2 242 .... 'UU'" 4414 .... . 
11lll1l3111lJ lllUUl311ll11llll11U II 1 222222222 222 ... 4 .. UH4 UU' '''1'' • 
)1lllllll3131J313131U llll lJJll 2 22 222 222 2 • 14444444... 441414 .. 
1 3lJllUlJlllJ133311ll 3l 2 2222222 .. 41 '4 4 ...... .. 
)'ll1llll,)1)3l 222222 •• uu ..... .. 
1 '31) 3' ..... 444 
, 1 3 1 .41 .. 
_H 
I ---+---------+---------+---~----+------- .... ---------+---------+--------+-------.... -------+ ... -----+---------.... --------+--
., _5 _4 _3 _2 _1 0 1 2 3 4 S , 
lIOn: 2]n •• hicid .... 
Graph 5_3b Plot of the first two principal component variables can1 
against can2 for 1992/3 p-track with variables Month, 
Oaytype and Half-hour period for six clusters, with 
Maxc=200 and Strict=15 
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Plot of the first two principal component variables canl 
against can2 for 1991/2 p-track with variables Pool 
Selling Price, Month, Oaytype and Half-hour period for 
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Graph 5_4b Plot of the first two principal component variables can1 
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Chapter 5 
it is likely that the number of clusters is less than the six originally 
considered. 
It has already been shown that the value of the eCC-statistic itself is 
affected by some of the procedural assumptions, such as the set value of 
Maxc. The effect of changing the value of Maxc from 100 to 70 for the six 
cluster case and the 1991/2 P-track is shown by the comparison of the 
respective plots in Graph 5. 4a and Graph 5. 4b. For each plot Principal 
Component Analysis was applied to all four original variables to form the two 
summary principal components variables of canl and can2. Different ordering 
of the clusters for these two cases results in similar clusters between the 
graphs being identified by a different number. It is the similarity in 
appearance of Graph 5.4a and Graph 5.4b, for.med from different values in the 
function of Maxc, that indicates that the descriptive definition of the 
clusters is likely to be less sensitive to changes in Maxc than is the value 
of the peak CeC-statistic. 
The set value of Maxe also has an effect upon the time-bands. This is 
illustrated by the clusters formed using different set values of Maxc and 
Ward's method of clustering. The time-bands for the charging structure, 
which are derived from these clusters, are defined in Table 5.3. The table 
also summarises the number of data that were allocated to each original 
cluster from which the time-band was subsequently defined. 
These results show a degree of stability in the form of the time-bands 
derived across the various values for Maxe. Each identifies a three-way 
split of each day with a fourth cluster dependent on the month, daytype and 
132 
Chapter 5 
half-hourly period variables. However, even in the case of four clusters 
there is some variation as to how to split the day into three. There is also 
some variability in the description of the smallest cluster as the value of 
Maxe is changed - especially in respect of the month variable. Even so, 
taken as a whole, these results show that similar clusters and time-bands are 
identified for the charging structure in the case of four clusters when the 
preliminary clustering in Fastclus is subjected to changes in the value of 
Maxe. 
This apparent stability was expected to reduce as the number of time-bands, 
and hence potential variability, increased. The four and five cluster cases 
were considered for an application of Average Linkage to the 1991/2 p-track -
Average Linkage being chosen to provide an additional contrast to the 
previous emphasis on Ward's method. The time-bands defined for the four and 
five cluster cases, each under three alternative values of Maxc (12,50,100), 
are shown in Table 5.4a and Table 5.4b respectively. There is some 
indication from these results that the four-cluster case is more stable than 
the five-cluster case to changes in Maxe. For the four-cluster case and all 
three values of Maxc (12,50,100) two time-bands are defined over all months 
and all daytypes and only distinguished different bands of the half-hourly 
period. In contrast, for the four-cluster case and one value of Maxe (12) 
two time-bands are defined over all months and all daytypes and only 
distinguished by different bands for the half-hourly periods, but for the 
remaining two values of Maxe (50,100) three time-bands are defined over all 
months and all daytypes and only distinguished different bands of the half-
hourly period. Though far from conclusive this suggests that the apparent 
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stability to changes in Maxe is reduced when the number of time-bands is 
increased. 
If the for.mation of clusters becomes more diverse as the number of clusters 
increases, a question remains as to whether or not all clustering methods 
yield similar clusters as the number of clusters is reduced in each case. A 
comparison of the clusters formed from the application of Ward's method and 
of Average Linkage shows that the distinction between the results from the 
two methods, that was made in the presence of six cluster in Section 5.3, is 
retained when the number of clusters is reduced to four. For each value of 
Maxe in the four-cluster case with Average Linkage in Table 5.4a, two time-
bands are defined across all months and daytypes. For the four-cluster case 
formed from Ward's method, three of the time-bands were defined across all 
months and daytypes as shown in Table 5.3. Hence, the Ward's method and 
Average Linkage continue to form different types of charging structure under 
the assumption of four clusters as was shown to be the case earlier in this 
chapter with Type I and Type II for the six cluster case. The possibility of 
alternative clustering methods yielding different charging structures can be 
used to the PES's advantage and is discussed further in Chapter 10 
Section 10.6. 
In terms of the present analysis for applying Cluster Analysis techniques to 
p-track data, it is of particular interest to compare the stability of the 
clusters formed from Ward's method with those for.med using Average Linkage. 
With Average Linkage and four final clusters the definition of the two 
clusters that are defined across all months and daytypes are quite distinct 
under the different set values of Maxe. When Maxe is set at 12, or 50, the 
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initial time-band for the day is defined from midnight to early morning, but 
when Maxe is set at 100 the initial time-band extends from midnight into the 
early afternoon. When the number of final clusters was increased to five, 
the number of clusters distinguished by the half-hourly period variable alone 
remained at two when Maxe was set at 12, but increased to three when Maxe was 
set at 100, or 50. Hence, both the four and five cluster cases are sensitive 
to the value of Maxe under this particular analysis of the 1991/2 P-track 
analysis using Average Linkage. 
While this serves as a warning that results can be sensitive to the initial 
assumptions built into the analysis, other results illustrate considerable 
stability in the definition of the time-bands derived for the charging 
structure using Cluster Analysis. Table 5.5a shows that the results obtained 
from the application of Centroid Linkage are reasonably stable across various 
values of Maxe for the four clusters. Moreover, Table S.Sb shows the results 
obtained for the five-cluster cases using Ward's method and with Maxc set to 
25 and 150. In both circumstances the results identified three time-bands 
which were defined across all months and daytypes and two time-bands which 
were defined for specific months and daytypes and half-hour periods. Hence, 
despite the considerable difference in the two values of Maxc, the results 
show considerable stability in defining the time-bands for the charging 
structure. This relative stability was apparent from the application of the 
Ward's method when the number of clusters was four and was generally found to 
be the case when the final number of clusters derived was five. 
Once again, the general similarities between the results from different set 
values of Maxc is less congenial when considered in detail. For the results 
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Table 5.3 
MAXC=12 
MAl(C=25 
MAl(C=50 
MAl(C=70 
MAl(C=75 
MAXC-100 
Definition of the time-bands for charging structures 
formed with four clusters from the 1991/2 p-track for 
Ward's method over alternative assumptions of Maxc 
Cluster/time band Time descriptor for cha'"Qin structure . Number of data 
reference Month Da pe Ha. hour eriod ':,: ,,- -in d~ster: 
2 1 12 1 7 1 16 1365 
1 1 - 12 1 - 7 17-37 1794 
3 1 12 1 7 38-48 850 
xcee!: en 
I 4 I 12 I 2 6 I 33 36 I 23 
Cluster/lime-band I . Time descriptor for ch arging structure ',:.:;: .~U~ber 01 data. 
reference - 0 a -hour "0 In cluster"':"-' 
3 1 - 12 1 - 7 1 17 1496 
1 1 12 1 - 7 18 - 37 1748 
2 1 - 12 1 7 38 48 753 
Except when 
I 4 11 12 2-6 33 36 35 
Cluster/time-band Time descriptor for charging structure ::. Number _of_ data 
reference Month . Davtvpe Half-hour period . in cluster'-' 
3 1 - 12 1 7 1 14 1156 
1 1 - 12 1 7 15 - 34 1821 
2 1 - 12 1 - 7 35 - 48 1003 
xceptwhen 
4 1 • 1 - 12 2 6 33 36 52 
Cluster/time-band Time descripta for ch ~gjng structure· ::_Number o'~~ta 
reference ant a 
-
our no " "in cluster" "" 
1 1 - 12 1 7 1 - 18 1736 
2 1 - 12 1 - 7 19- 34 1529 
3 1 - 12 1 7 35 -48 741 
Except when 
I 4 12 2 6 33 36 26 
Cluster/time-hand Time descripta" for chBfging structure Number of data 
reference Month Dayt'lpe Half-hour Deriod > " in cluste"r 
2 1 - 12 1 7 1 14 1193 
1 1 - 12 1 7 15 - 34 1700 
3 1 - 12 1 - 7 35 48 1061 
xcopt en 
4 1 .9 12 2 6 
- -
18 24.33 37 78 
Cluster/time-band TIme descripta" for ch Bfging structure Number of data 
reference Month LJaytype Ha1 - hour periOd in cluster 
2 1 - 12 1 - 7 1 14 1215 
1 1 - 12 1 7 17 - 35 1958 
3 1 - 12 1 - 7 36 - 48 807 
Except when 
4 1.11 12 2 - 6 -32 36 52 
Key: Month = 1.January Oaytype = I.Sunday Half - hell" period = 1.00:00-00: 30 hours 
I 
Table 5.4a 
MAXC=12 
MAXC=50 
MAXC=100 
Table 5.4b 
MAXC=12 
MAXC=50 
MAXC-100 
Definition of the time-bands for charging structures 
formed with four clusters from the 1991/2 p-track for 
Average Linkage over alternative assumptions of Maxc 
·bano 
I.-
1 - 12 
,xcepl wh", 
1-7 
-16. 
, -48 
-"U~ber~1 ";'.~ •••.••.• 
1""l 
248, 
6,9-10 1 2-6 17-26,34-371 159 1 
4. 12 1 2-5 33 -36 1 23 1 
Cluster !time band Time descriptor for charging slrucbJe 
.•.... Nu".'beroldaB 
rererence Month 1 Oaytype Half-hOls period ; In cluster: -:'-' . 
2 1 12 1 1 - 7 1 - 15 1302 
1 1 12 I 1 7 16 48 2555 
Except when . 
I 3 6,9 10 J 2-6 17-26.34 37 123 
L 4 1 • 11 12 _I 2 - 5 33 36 52 
. 
Cluster/time land Time descriptor for charging struchse Nu".'ber~ldaB ......•. 
reference' Month 1 Day type Hatf-hOlJ' period In cluster" 
1 1 12 1 1 - 7 1 - 32 2608 
2 1 - 12 1 1 - 7 33 48 1182 
Except when 
3 6,9 10 1 2-6 17 -26 ,33 - 37 190 
1 4 1 • 11 12 1 2 5 33 - 36 1 52 
Definition of the time-bands for charging structures 
formed with five clusters from the 1991/2 p-track for 
Average Linkage over alternative assumptions of Maxc 
Cluster/time-oond Time descri tor for char in sfructU"e . Number of daB --
reference Month Oa Haff hDU' dod- .. ' 'in'cluster" 
2 1 12 1 7 1 - 16 2485 
1 1 12 1 - 7 17 - 48 1365 
Exce t when 
3 
.1 1 .1 2-6 .J 34 - 37 41 
4 6,9 10 
.1 2-6 17 - 26 118 
5 
.1 12 2 - 5 .J 33 - 36 23 
Cluster/time-tend Time descri tor lor char ing structt.re Number of daB 
reference' Month Oaytype Half-hotr'period . _'" in' cluster ...•.. 
2 1 12 1 7 1 15 1302 
3 1 12 1 7 16 - 34 1480 
1 1 - 12 1 7 35 48 1075 
Exce t when 
1 4 6,9 10 1 2-6 1 17 - 26 . 37 - 38 I 123 
I 5 1 1 • 11 12 1 2 5 1 33 - 36 52 
Cluster /time- band Time descriptor or charginq structL.re Number of daB 
reference Month Oaytype Half-hotr period in'cluster 
2 1 12 1 - 7 1 - 14 1215 
3 1 12 1 - 7 15 - 32 1393 
1 1 12 1 - 7 33 - 48 1182 
EXcept when 
4 6.9- 10 
.1 2 - 6 17-26,37-38 190 
5 1. 11 - 12 
.1 2-6 33·- 36 52 
Key: Month=l,January Daytype=l,Sunday Half-hotr period=1.00:00-00:30 hOll"s 
1 
1 
1 
1 
Table S.Sa 
MAXC=12 
MAXC-25 
MAXC=50 
MAXC::::'OO 
Table S.Sb 
MAXC-25 
MAXC=150 
Definition of the time-bands for charging structures 
formed with four clusters from the 1991/2 P-track for 
Centroid Linkage over alternative assumptions of Maxc 
Clust9'"/time-mnd 
reference 
1 
2 
Except when 
I 3 4 
Cluster/1ime-band 
, ,- reference 
2 
1 
Except when 
I 3 4 
Cluster/time-band 
,- reference 
2 
1 
Except when 
3 
4 
Cluster/time-band 
reference 
2 
1 
EXcept when 
3 
4 
I 
Time descriotO'" for char ino SlrUCllJ'9 
Month Da e 
1 12 1 - 7 
1 - 12 1 - 7 
6,. 10 2-6 
12 2-5 
Time descri tor for charQin 
Month Da 
1 - 12 1 7 
1 - 12 1 7 
I I 1 2 - 5 11 - 12 2 - 6 
Time descri tor for char in 
Month Da type 
1 12 1 - 7 
1 12 1 - 7 
6,9 10 2 - 6 
1,11-12 2-6 
Time descri tor for chargin 
Month Day type 
1 12 1 - 7 
Half-hoLr (iod 
1 - 16 
17- 48 
17 26,33-37 
33 -36 
structlie 
Ha" hour riod 
1 - 18 
19 48 
34 a6 
33 - 36 
struct .... e 
Half hOll" fiod 
1 - 14 
15 - 48 
17 26.34-37 
33 36 
structu-e 
Half-hou- oeriod 
1 16 
1 - 12 1-7 17-48 
I 
6,9 10 
1 , 11 - 12 
2 - 6 I 17 - 26 33 37 I 
2-5 I 33 36 I 
Number of dab 
in cluster 
1365 
2485 
159 
23 
. Number ~f da~: 
in cluster 
1496 
2489 
12 
35 
-Number of da,'a::.-., 
in cluster·'·;",- .: 
1156 
2701 
123 
52 
Number of da1a 
in cluster 
1342 
2448 
190 
52 
Definition of the time-bands for charging structures 
formed with five clusters from the 1991/2 p-track for 
Ward's method over alternative assumptions of Maxc 
Cluster/time - band 
.-: reference 
4 
3 
2 
Except when 
1 1 
Except when 
1 5 
Clusler/time-oond 
reference 
2 
1 
3 
Except when 
1 4 
Except when 
1 5 
Time descripta for cmrgina s1ructll"e 
Month Daytype 
1 - 12 1 7 
1 - 12 1 - 7 
1 - 12 1 7 
1,-2,6,9-,21 2 - 6 
11 12 2 - 6 
Time descri tor for charQin 
Month Oavtvpe 
1 - 12 1 - 7 
1 - 12 1 - 7 
1 12 1 - 7 
6,9 11 2-6 
1,11-12 2 6 
Half-hall" period 
1 - 18 
19 - 39 
40 - 48 
17 -26,33 -37 
33 36 
structll"e 
Hail-hOts eriod 
1 16 
17 - 34 
35 48 
17-26,33 36 
33 - 37 
Number of. da~ 
'. in cluster 
1496 
1536 
735 
212 
35 
Numberof daa 
in cluster 
1381 
1325 
1068 
56 
Key: Month=l.January CQytype=l,Sunday Half-hol,J' period=1.00:00-00:30 holJ's 
I 
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shown in Table 5. 5b, of the three time-bands which are defined across all 
months and all daytypes, the definition of the last time-band in the day 
begins at period=35 when Maxe was set to 150. This is 2~ hours earlier than 
that formed (period~40) when Maxe was set at 25. The number of data 
allocated to the respective clusters for the time-band, when Maxe was set at 
25, was 75 per cent below that allocated below that when Maxe was set at 150. 
This scale of movement between the clusters, which arises from changes in 
Maxe, is also present in the results for Ward's method in deriving four final 
clusters. 
This concludes the discussion relating to the application of Cluster Analysis 
to the P-track data of 1991/2. It has been shown that, at least for this P-
track, the application of Cluster Analysis and the analyses of the CCC-
statistic, pseudo F-statistic and pseudo t 2 -statistic provide information 
that does help to identify the number of distinct clusters in the data. It 
is from a description of these clusters that the time-of-use charging 
structures are derived. Certainly, these time-bands are affected by some of 
the assumptions built into the analysis, and occasionally these can have 
marked effects upon the charging structure. However, more usually the effect 
is in the detail concerning just the definition of the margins of these time-
bands and this is particularly the case with those formed using Ward's 
method. 
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5.5 COMPARISON OF THE ANALYSIS OF 1991/2 P-TRACK COST 
MATRIX WITH THOSE OF 1990/1 AND 1992/3 
There is evidence that there are distinct clusters in the 1991/2 p-track 
data. The evidence in the previous Section showed the number of distinct 
clusters in the data set to be either four or five. These findings are 
broadly supported by the results obtained from the application of the Density 
Search technique to the 1991/2 P-track, as shown in Table 5.6 and Graph 5.5, 
in which it is found that the number of clusters is stable over the widest 
range of k-values (the mlIooer of modes formed using Density Search (see 
Chapter 4, Section 4.5)) when four clusters are formed. Three and six 
clusters provide secondary and tertiary ranges of stability for k-values. 
Stability over a range of k-values at four clusters also occurs with the 
1992/3 p-track, with secondary stability at six clusters. However, Table 5.6 
shows that the 1990/1 p-track has considerably less stability in the number 
of clusters formed as the k-value varies over the full range of its domain. 
The distinction between the clusters that are obtained from the application 
of Ward's method, over a variety of values for Maxc, to the 1990/1, 1991/2 
and 1992/3 p-tracks are reflected in the values of the eeC-statistic shown in 
Tables 5.7 a, b, c respectively. These tables also show a comparison of the 
values of the pseudo F-statistic and pseudo tz-statistic for the three P-
tracks. The peak value of the eec-statistic derived is frequently in the 
range of 0 to 2, for the 1990/1 and 1992/3 p-tracks. Hence, the CCC-
statistic is less able to identify distinct clusters in the 1990/1 and 1992/3 
p-track relative to that for the 1991/2 p-track. This conclusion is further 
supported by the values of the tZ-statistic which generally fails to identify 
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Table 5.6 
P -track: 199011 
300 
100 
75 
72 
71 
70 
68 
67 
65 
64 
63 
62 
61 
60 
59 
58 
57 
56 
55 
54 3 
53 4 
52 5 
51 5 
50. 5 
49 5 
46 6 
47 6 
46 7 
45 8 
44 8 
43 9 
42 10 
41 11 
40 12 
72 
The number of modes and minimum number of clusters 
defined for assumed k values in Density Search for the 
three p-tracks of 1990/1, 1991/2 and 1992/3, with 
Maxc=400 in Fastclus 
P-track: 1991(2 P -track: 1992/3 
Assumed Numbef 01 Minimum 
k-value Modes NLITlber of k-value Modes 
Cluslas 
400 -
300 1 1 300 
100 2 1 100 1 1 
75 2 2 75 2 2 
72 2 2 72 3 3 
71 2 2 71 4 4 
70 3 3 70 4 4 
68 3 3 66 4 4 
67 4 3 67 4 4 
65 4 3 65 4 4 
64 4 3 64 4 4 
63 4 3 63 4 4 
62 5 4 62 4 4 
61 5 4 61 4 4 
60 5 4 60 4 4 
59 5 4 59 4 4 
58 5 4 56 4 4 
57 5 4 57 5 5 
56 5 4 56 6 6 
55 5 4 55 6 6 
3 54 5 4 54 6 6 
3 53 5 4 53 6 6 
4 52 5 4 52 6 6 
5 51 5 4 51 7 7 
5 50 6 5 50 8 8 
5 49 7 6 49 8 8 
6 48 7 6 48 10 10 
6 47 7 6 47 11 11 
7 46 6 6 46 12 12 
8 45 6 6 45 12 12 
8 44 6 6 13 13 
9 43 7 7 14 14 
10 42 7 7 
11 41 10 9 
12 40 12 11 
25 77 77 
Note: Maxc=400 was dlosen as it gave l1e maximum number d modes for density k=4 during preliminary tesUng. 
Graph 5.5 
0 
~ , 
u 
"0 
" ~ 
e , 
z 
Number of clusters against the value of k set using 
Density Search to cluster the 1991/2 p-track, from data 
summarised in Table 5.6. 
12 
11 
10 
9 f-
• 
7 
6 
5 
3 
2 
-\_._0--_0_\ 
---------------------\ 
-~--\ 
~41Ga~~%UG49S0S1nS3S4"S6nS8WOO61Q~~~"Q~wwn 
Value of It set for Density Search 
Table 5.7a 
Table 5.7b 
Table 5.7c 
CCC-statistic, pseudo F-statistic and t 2 -statistic for 
various values of Maxc with the 1990/1 p-track 
Assumed Numberof P.ak Number of Number of Number 01 
Maxc clusters value clusters clusters clusters 
at peak of wh ... al peak alPMk 
eCC-statistic ecC-statistic eCC-statistic pseudo F pseudof2 fallss~ow statistic statistic 
25 monotonic 2 1 
deaea .. 
50 3 1.36 - 2 1 
75 4 2.32 - 2 1 
100 4 1.21 - 2 1 
6 0.21 
125 4 2.01 - 2 I 
150 3 4.35 3 2 1 
175 3 4.67 3 3 1 
7 2.07 4 
200 4- 0,59 - 2 1 
6 
eec-statistic, pseudo F-statistic and t 1 -statistic for 
various values of Maxc with the 1991/2 p-track 
Assumed Number 01 Peak Number of Number 01 Number of 
Maxc clusters value clusters chJsters clusters 
at peak of where at peak at peak 
eCC-statistic ecC-statistic eCC-statistic pseudo F pseudo 12 
falls sharp'" statistic statistic 
25 • 12.1~ 4 4 3 
• 
50 6 10.74 6 4 I· 3 
5 
70 11 5.61 4 5 3 
75 4 7.49 4 4 3 
100 6 10.73 4 4 3 
125 6 4.16 4 4 3 
• 4.25 150 4 8.74 4 4 3 
• 
175 5 4.74 4 2 3 
200 4 6.33 4 4 3 
eeC-statistic, pseudo F-statistic and t 1 -statistic for 
various values of Maxc with the 1992/3 p-track 
Assumed Numberof Peak Number of Number 01 Numbefof 
Maxc clusters value clusters clusters clusters 
at peak of wh ... at peak at peak 
CCC-statistic CCC-statistic ccc-s~t~S~iC pseudo F pseudo t2 
falls sw statistic statistic 
25 4 2.18 3 2 1 
• 1.21 50 3 2.27 3 3 1 
5 0.18 
75 3 3.89 3 3 1 
5 
100 6 0.21 6 2 I 
125 4 2.04 3 2 1 
5 
150 3 3.66 3 3 I 
175 4 1.46 3 3 1 
200 3 -0.71 3 2 1 
Table 5.8a 
Maxc- 50 
Ma.xc= 100 
Maxc = 200 
Table 5.8b 
Ma.xc=50 
Maxc-1CO 
M= 200 
Definition of the time-bands for charging structures 
formed with four clusters from the 1990/1 p-track for 
Ward's method over alternative assumptions of Maxc 
Cluster/tirne- band Time descrmtO' for charging structure Number of,data· 
reference Month Davtvpe Half hour period " in cruste ... · 
1 1 12 1 - 7 1 - 16 1471 
4 1 12 1 7 17 - 26 742 
3 1 12 1 - 7 27 36 926 
2 1 - 12 1 - 7 37 48 893 
Cluster/time-band TIme descriptor tor charaina structure .' Number' of.data . 
reference Month 03v1Vpe Half hour oeriod in cluster ,--", 
1 1 - 12 1 - 7 1 14 1281 
4 1 12 1 - 7 15 26 966 
2 1 - 12 1 - 7 27 37 874 
3 1 12 1 7 38 48 911 
Cluster/time- band Time descriotor fOf char ;n structure ': Number of data 
reference li.fontf . DaVtvoe t-lalf-hour period in cluster 
3 1 - 12 1 - 7 1 - 15 1355 
1 1 - 12 1 7 16 - 26 898 
2 1 12 1 - 7 27 39 878 
4 1 12 1 - 7 40 - 48 901 
Definition of the time-bands for charging structures 
formed with four clusters from the 1992/3 p-track for 
Ward's method over alternative assumptions of Maxc 
Cluster/time- band TIme descriotor fOf charain structure - Number of data 
reference Ii.fOrilF TIaviVoo . }-I.alf- hour penod in cluster 
1 1 - 12 1 - 7 1 - 13 1168 
4 1 12 1 - 7 14 - 24 886 
3 1 12 1 7 25 33 708 
2 1 - 12 1 - 7 34 - 46 1168 
I Cluster/tlme -band ,me eSO'"iptCl'" for char ;n structure Number ot data 
reference Month Davtvpe Half-hour period in cluster 
1 1 12 1 - 7 1 - 16 1438 
4 1 12 1 - 7 17 26 766 
2 1 - 12 1 - 7 27 - 39 1029 
3 1 - 12 1 - 7 40 48 799 
Cluster /t,me - band Ime desair:tor or char Ino structure Number at data 
reference Month Oavtvoe Half hour oeried in cluster .. 
1 1 12 1 - 7 1 17 1525 
3 1 - 12 1 7 18 26 738 
4 1 - 12 1 - 7 27 37 838 
2 1 - 12 1 - 7 38 - 48 931 
Key: Monlh = 1.January Oaytype = 1,Sunday H aJl- hOlM" period = 1.00;00 -00: 30 hours 
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any distinct clustering in either the 1990/1 -or 1992/3 p-tracks. For these 
two p-tracks the pseudo F-statistic generally peaks in value at either two or 
three clusters and thus identifies a lower number of distinct clusters than 
does the ecc-statistic. 
The time-bands derived from the clusters that are obtained from the 
application of Ward's method to the 1990/1 and 1992/3 data are defined for 
the four time-band case in Table 5.8a and Table 5.8b respectively. In each 
table three cases are shown and correspond to the results from setting Maxe 
equal to 50, 100 and 200 within Fastelus. Graph 5. 3a and Graph 5. 3b 
illustrate the spread of the clusters formed in the latter case for the 
1990/1 and 1992/3 p-traeks. Each graph plots the first two principal 
component variables, namely cani and can2, that are formed from the 
application of Principal Component Analysis on the four variables of month, 
daytype, half-hourly period and the PSP in the appropriate year's P-track. 
The conclusion to be drawn from this analysis is that the four time-bands 
that have been derived from the 1990/1 and 1992/3 p-traeks are different from 
those formed from the analysis of the 1991/2 p-traeks (Table 5.3). In the 
case of the 1991/2 p-track three of the four time-bands so derived are 
defined across all months and all daytypes. The fourth time-band is defined 
for specific months, daytypes and half-hourly periods. This is in contrast 
with those derived from both the 1990/1 and 1992/3 p-tracks in which, and for 
both tracks, all four time-bands are defined across all months and all 
daytypes. As a result the four time-bands are distinguished only by the 
half-hourly period variable for each set value of Maxe that has been 
considered, as shown in Table 5.8a and Table 5.8b. It follows, then, that 
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the definition of the derived time-bands, from which the charging structure 
is derived, depends upon the p-track under analysis and hence upon the 
distribution of PSP generation costs over the year. A Commercial and 
Economic implication of this finding is that charging structure design should 
be under continual review by the PES. 
5.6 SUMMARY 
The application of Cluster Analysis to the data of generation costs across 
time enables data that are similar to be grouped together, and data that are 
not similar to be placed into separate groups. The application of Cluster 
Analysis to the 1991/2 P-track cost matrix indicates that there are distinct 
clusters present in the data and that these are four or five in number. 
Extending the analysis to the 1990/1 and 1992/3 P-tracks cost matrices has 
shown that both have clusters that are less distinct than are those of the 
1991/2 p-track. Moreover, the form of the time-bands for the time-af-use 
charging structures derived from the 1991/2 p-track analysis were 
significantly different from those formed from the analysis of the 1990/1 and 
1992/3 P-tracks. This is a reflection of the differences between the three 
p-tracks that were illustrated in Chapter 3, section 3.2. A Commercial and 
Economic implication of this finding is that charging structure design should 
be under continual review by the PES. 
The earlier analysis of the 1991/2 p-track showed that the defined time-bands 
were also affected by some of the initial assumptions made within the Cluster 
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Analysis. However, in the majority of cases these differences involved the 
definition of the margins of the time-band rather than more significant 
structural differences for the derived time-of -use charging structures. In 
particular, stability in the time-bands derived from the application of 
Ward's method of clustering. 
The application of Cluster Analysis in this chapter has illustrated how time-
of-use charging structures could be derived by the PES without reference to 
customer demand and on cost alone. Thus the analysis focuses attention on 
the changes to charging structures formed by differences between P-tracks. If 
the PES is commercially more sensitive to changes in generation costs than to 
changes in demand profiles, the PES may consider it appropriate to carry out 
the Cluster Analysis on the alternative p-track cost matrices of generation 
costs in order to gauge the degree to which the derived charging structures 
change. 
In addition, the analysis of the 1991/2 P-track, in particular, provides the 
impetus to apply Cluster Analysis when customer demand information is 
included as well as generation costs. This is the subject of a later chapter 
(Chapter 7). Moreover, Ward's method has shown sufficiently favourable 
characteristics in this analysis, backed-up by the initial discussions in the 
previous chapter (Chapter 4), for its selection to be retained in the 
forthcoming analysis. 
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GROUPING OF DEMAND MATRICES 
6.1 INTRODUCTION 
An approach is developed in this chapter to meet the Commercial objective 
I see Chapter 1, Section 1.2) of grouping customers so that the groups are 
distinguished from one another by the use (and costs) of electricity within 
each group. The customers are grouped in such a way that each group contains 
customers with similar demand profiles. These groups need to be reliable -
that is robust - if they are to serve their purpose in the current context. 
Their robustness can be tested by allocating to them a second set of demand 
data for the same customers and seeing the effect. Only if the allocation of 
this second set is consistent with the allocation of the first is the 
grouping formed in the first instance deemed to be robust. 
principles which guide the work presented in this chapter. 
These are the 
This chapter introduces customer demand over time into this study. Some 
explanation of the factors influencing electricity demand are discussed in 
Section 6.2. In addition the historic comparison of customers by the 
Electricity Industry is reviewed, and a basis for comparing demand profiles 
is discussed in preparation for its use in the Section 6.3 (and section 6.7). 
The grouping of customers on the basis of demand profile information - using 
the Pearson's Product Moment Correlation statistic and Cluster Analysis 
techniques - is discussed in Section 6.3. 
Discriminant Analysis defines a non-parametric criterion that summarises the 
characteristics of each group and tests the ability of that criterion to 
correctly allocate the demand profiles between the groups. Discriminant 
147 
Chapter 6 
Analysis is discussed in Section 6.4 and applied in section 6.5. 
Discriminant Analysis also allocates additional demand profiles to the groups 
created by the application of Cluster Analysis (see Section 6.6). Hence the 
application of Discriminant Analysis also involves the use of a second set of 
demand data - from the customers that were used to form the groups - and the 
allocation of these demand profiles between the given groups. If the groups 
are robust the customer's demand profiles in the second data set should be 
allocated to the same group as that of the original demand profile. 
The results - described in Section 6.6 - lead, in Section 6.7 I to a re-
appraisal of these groups and to the use of weighted demand profiles prior to 
the formation of the Pearson's Product Moment Correlation used in the 
application of Cluster Analysis. This analysis results in a further 
application of Discriminant Analysis, in Section 6.8, that assesses the 
allocation of the additional demand profiles - from the second set of data -
between the groups. 
Section 6.9. 
The analyses in the chapter are summarised in 
6.2 BASIS FOR COMPARING DEMAND PROFILES 
In this Section some explanation of the factors influencing electricity 
demand are discussed. In addition the historic comparison of customers by 
the Electricity Industry is reviewed, and a basis for comparing demand 
profiles is discussed in preparation for its use in this chapter. 
Customers differ in their electricity usage through the year and thereby 
incur different costs associated with generation. Given the time-of-use 
charging structure derived in the previous chapter this difference in 
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customer costs ~plies that individual rates should be set for each customer. 
However, this has an impact on the additional supply costs of computer 
technology- and administration. These additional costs are reduced if the 
PES* groups together those customers which have similar demand over time. A 
further reason for such a grouping of customers before the determination of 
rates is that the electricity usage of an individual customer varies year-on-
year. The known, historical, demand of a customer is only an indication of 
future demand, and hence costs I as a consequence of a range of factors 
affecting electricity consumption. 
The range of factors which influence commercial and industrial consumption of 
electricity is individual to each customer, but there are some general 
categories of ,factors within the full. range that, for some customers, have a 
strong influence on electricity consumption. standarct. working practices in 
the usage of plan~ and machinery act as a stabilising influence in 
····electricity consumption over. time. Where such practices are more flexible 
some usage is more likely to be transferable and this provides the 
opportunity to transfer usage to times with lower electricity cost. Even 
with- flexibilit~ in working practices, certain usage is strongly influenced 
by the.' time of the demand for the output while other usage is influenced more 
by the availability of the input into the electrical process used. For 
examp~e, the time for the use of electricity at a restaurant is strongly 
influenced by th~ e~ting time of its customers while the unloading of cargo 
ships very much depends on the time of arrival of the ~hips at the dock-side. 
One of the otraits that has been identified concerning °the usage of 
electricity is that consumption by commercial and industrial customers is 
• Every term that is writtenOin italics is defined and explained in the glossary (pages 350-355) 
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less susceptible to changes in weather and temperature, than it is for 
domestic customers (Electricity Association 1994). However, even in this 
case there are likely to be exceptions to the general rule. Th~ usage in 
hospitals and hotels, in concentrating on the need to retain a certain 
internal temperature, is likely to be more susceptible to external weather 
factors than, for instance, in the railway industry whose usage is more 
dominated by time-tabled routines. 
Historically, for the purposes of pricing, the Electricity Industry has 
categorised customers by voltage level, site capacity and broad classes of 
usage (eg. domestic, farm, commercial, industrial and public lighting). 
Prior to the introduction of competition into the Industry, the rates for a 
given pricing structure were set for a broad class of customer using a single 
standard customer demand profile for the group, or upon four standard 
profiles with load factors of 15, 30, 50 and 70 per cent. 
For administrative and reporting purposes and prior to privatisation, 
commercial and industrial customers were categorised into groups based on the 
business occupation at the site. However, this information could not be used 
for pricing purposes as the use of electricity can vary considerably within a 
group of businesses which function and operate differently but nevertheless 
have similar occupations. Thus, for pricing purposes and prior to 
privatisation, the Industry had not sought to categorise customers into 
groups within these broad classes. 
As mentioned in Chapter 2, the load factor is often used as a surom.ary 
statistic of a demand profile. The following hypothetical case illustrates 
the inadequacy of the measure of load factor when comparing demand profiles 
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for the purposes of grouping profiles together with similar costs. Consider 
a market with just two demand profiles both of which have the same overall 
annual consumption. Suppose customer A has a flat 200 kW profile other than 
a single half-hour peak of 300 kW at S1 and a single half-hour trough of 100 
kW at S3; and let S2 define the remaining periods. Suppose also that a 
second customer E has a flat 200 kW profile throughout. The level of PSP (in 
£/kW) at S1' S2 and S3 is P1' P2 and P3 respectively. Let us assume that the 
overall demand in the market is higher at Sl than S2 and hence, given that 
PSP increases with the level of demand, the PSP P1 in S1 is greater than P2 
in s2. Likewise P2 is greater than P3 · Hence P1>P2 >P3 . The difference in 
cost between A and B is given by: 
Cost (A) - Cost (E) = 100 ( P1 - P3 ). 
Hence, given Pl>P2>P3 1 
Cost (A) > Cost (E). 
Customer A, as defined, has a load factor of 67 per cent compared to customer 
E who has a load factor of 100 per cent. This example serves to illustrate a 
simple case whereby the total cost and the average cost over the year falls 
as the load factor increases. This is a relationship that holds in at least 
the majority of cases, but not necessarily in all cases. 
Now consider customer C, with the same overall annual consumption as 
customers A and E but with demands of 150 kW during S1' 200 kW during S2 and 
250 kW during S3' and who has a load factor at BO per cent (see Table 6.1). 
The difference in cost between B and C is given by: 
Cost (B) - Cost (C) = 50 ( P1 - P3 ). 
Hence, given Pl>P2>P3' 
Cost (B) > Cost (C). 
151 
~----------------------... -. -. 
Chapter 6 
Despite the overall annual consumption being the same in all three cases, 
Cost (A) > Cost (B) > Cost (C) with load factor (B) > load factor (C) > load 
factor (A). 
Table 6.1 Customer kilowatt demands during each time-band for the 
example illustration (above) 
Customer Time-band Load 
factor 
31 32 33 Mean Maximum (per cent) 
A 300 200 100 200 300 67 
B 200 200 200 200 200 100 
C 150 200 250 200 250 80 
The examples illustrate the fact that the load factor, itself, does not 
contain sufficient information for the different generating costs incurred by 
customers, because of their different usage of electricity, to be identified. 
The generation costs incurred by a customer over a duration of twelve months 
depend on the relationship between those half-hourly generation costs, as 
represented by the PSPs, and the half-hourly demand. It is the shape of the 
demand profile throughout the year which determines the allocation of cost. 
Furthermore, it is possible for two profiles, with distinct load factors, to 
share the same profile under a transformation on the demand data. The 
following simple case demonstrates the point. Consider a demand profile that 
is transformed into two demand profiles Xl and X2 , both with non-negative 
demand and the same mean but with Xl having a higher standard deviation. For 
Xl' the peak demand is higher and the load factor is lower than it is for X2 . 
However, when both Xl and X2 are standardised - to the same mean and standard 
deviation - they are identical. Hence it is possible for two profiles, with 
distinct load factors, to share the same profile under a transformation on 
the data. 
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The analysis of this chapter seeks to group similar half-hourly demand 
profiles on the basis of the Pearson's Product Moment Correlation between 
demand profiles. This correlation is a summary statistic for the similarity 
between a pair of profiles. The intuitive appeal of using this statistic is 
that it has the potential for identifying groups by characteristic shapes of 
usage while also accounting for the variability in usage around the 
characteristic shape. 
In conclusion, attention is drawn to the pattern of electricity demand in 
each profile as this forms the basis for standardising the demand profiles in 
the forthcoming analysis. The assumption made in the illustration of 
customers A, Band C (above), namely that all customers consume the same 
number of annual units, is retained in the subsequent analysis of over 1 MW 
customer demand profiles. The Pearson's Product MOment Correlation between 
demand profiles is used as a summary statistic for the similarity between a 
pair of profiles in the forthcoming analysis. 
6.3 DEMAND ANALYSIS APPLICATION 
The restructuring of the Electricity Industry upon privatisation took effect 
from April 1990. During the first year (April 1990/1) half-hourly data 
logger meters were being installed at the sites of those over 1 MW customers' 
sites who had elected to move to Pool-related terms and also, incidentally, 
on the request of others who saw commercial benefit in the information 
obtained from recordings of the half-hourly demand for electricity at their 
site(s). Few of the over 1 MW customers had the meters installed for the 
full year from April 1990 to April 1991 so the data available for the twelve 
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months from April 1991, and not April 1990, is used in the subsequent 
analysis. Thus, a sample of seventy-one demand profiles from half-hourly 
data loggers of South Western Electricity's over 1 MW customers, for the 
twelve months from April 1991, have been used in this demand analysis - that 
is about 33 per cent of over 1 MW customers in the South West. The data were 
originally logged in Greenwich Mean Time but have been converted into British 
Summer Time for consistency with the PSP data. Each prof ile was initially 
turned into a D-track, in a way similar to that by which the original PSP 
data was transferred into the p-track cost matrix in Chapter 3. A three-
dimensional matrix with 12, 7 I 48 entries in the respective dimensions was 
formed, to hold unweighted mean kilowatt demand by month (12), by daytype (7) 
and by half-hour period (48). 
Cluster Analysis, using Ward's method, was applied to the set of the demand 
profiles in order to classify them into distinct groups. For this analysis 
the customer demand matrices (the D-tracks) were standardised so that they 
all had the same mean and standard deviation. The results of this analysis 
showed the eCC-statistic to monotonically decrease and consistently be 
negative in value over the last twelve clusters no matter what exact 
standardisation was used. Hence, there was sufficient variation over the 
4032 points in each D-track to cause difficulties in identifying distinct 
clusters of D-tracks from the available statistics (see Chapter 4). 
The level of information is too detailed for Cluster Analysis to draw out any 
similarities between the D-tracks. A summary statistic is required to 
measure the relative similarity of D-track shapes. Pearson's Product Moment 
Correlation between two variables offers just such a statistic in the range 
of -1.0 to +1.0, with higher positive values showing greater similarity 
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between variables. Furthermore, this s~atistic is independent of the exact 
mean and standard deviation transformation used in the standardisation of the 
set of D-tracks. 
A Pearson's Product Moment Correlation matrix was derived from all seventy-
one standardised D-tracks. The D-tracks were allocated into groups defined 
by the values of the Pearson Moment Correlation. The first group contained 
the pairs of D- tracks for which the correlation was in excess of +0.9. 
Second, third, fourth and fifth group were formed by taking D-tracks with 
correlations of +0.9 to +0.8, +0.8 to +0.7, +0.7 to +0.6 and +0.6 to +0.5, 
respectively. A correlation of 0.5 refers to a weak correlation and hence 
was considered the lowest acceptable limit for two profiles to be considered 
in the same group. In some cases several separate groups formed within the 
correlation band-width, with correlations between the groups too low to 
satisfy the condition for combining the separate groups. The remaining 
demand profiles were found to be sufficiently dissimilar to any other profile 
in the sample for each to form a separate group and this led to there being 
formed twenty-seven separate groups in all. 
The intui ti ve appeal of using this correlation approach is that it has the 
potential for identifying groups by characteristic shapes of usage while also 
accounting for the variability in usage around the characteristic shape (see 
Section 6.2). In terms of the recovery of the generation costs, the lower 
demand variability within the group in which the demand profiles were 
correlated in excess of +0.9, is associated with a lower variance in the 
generations costs of that group compared to groups where the correlations 
between member profiles is below +0.9. In addition, the approach identifies 
outlier D-tracks which are considerably different from any other profile. 
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Cluster Analysis can be applied to the distance matrix formed from the 
correlations between D-tracks, in order to group the v-tracks. The 
correlation matrix is turned into a distance matrix effectively by taking 
each correlation from a set value, such as unity. This measure of distance 
is then taken to a higher power to reduce the probability of D-tracks with 
low correlations being allocated to the same group during the application of 
Cluster Analysis. Ward's method of clustering was applied to the distance 
matrix setting the higher power on the measure of distance set to two. 
The analysis proceeded on the assumption that there were twenty-seven 
separate groups formed, as this was found to be the number in the arbitrary 
analysis of the correlations earlier in this Section. The value of two was 
chosen as the effect of the distance measure being taken to powers in excess 
of two caused the number of groups that contained a single profile to 
increase to over half of the twenty-seven groups. When the distance was 
taken' to the power of four, rather than to the original level of two, the 
number of groups with a single profile entry increased from twelve to 
fourteen. In addition, the presence of clusters with a membership of only 
one demand profile was retained during the application of Cluster Analysis as 
the total number of clusters was reduced below twenty-seven. 
profiles were outlier D-tracks for the sample. 
Such demand 
This approach to grouping the D-tracks, in which the number of groups is 
taken to be twenty-seven, groups the D-tracks by means of Cluster Analysis 
using Ward's method, and not by the arbitrary analysis of correlation 
discussed earlier in this Section. Before proceeding further with this 
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analysis the robustness of the grouping was tested. To this end Discriminant 
Analysis was used. 
6.4 DISCRIMINANT ANALYSIS THEORY 
Whereas Cluster Analysis seeks to identify groups of objects in the data 
which are previously unrecognised, Discriminant Analysis tries to assign 
objects into pre-defined groups. These pre-defined groups are separate from 
one another and identified by the values (or distribution) of variable 
descriptors that are associated with each group. Discriminant Analysis uses 
the variable characteristics of the objects already associated with each 
group to for.m a criterion, known as the discriminant function that seeks to 
correctly allocate each object to the group to which it is known to belong. 
Hence given some additional objects and the values of their variable 
descriptors, the discriminant function seeks to allocate each object to the 
group from which it is most likely to have originated (Chatfield & Collins, 
1980) • 
The allocation of each D-track into twenty-seven groups was achieved (see the 
previous Section) by means of Ward's method of clustering. The discriminant 
function can be derived using the SAS computer software from the information 
contained in the distance matrix together with the known allocation of the D-
tracks for the established groups. The ability of the discriminant function 
to re-allocate correctly the D-tracks to their established groups acts as a 
test of the robustness of the original grouping. Mis-allocation sometimes 
arises from the constraints placed upon the form of the discriminant 
function. However, when these constraints are less restrictive, through the 
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use of non-parametric discriminant functions, correct allocation is 
anticipated provided that the original groupings are well-defined. 
The discriminant function considers the probability that an observation, 
described by a set of variables, belongs to a particular group. It assigns 
an observation j to the group Gk with the highest conditional probability 
that it is a member of that group given its description Xj . This conditional 
probability is expressed as prlGkl Xj ). The prior probability that the set 
of observations comes from a certain group, Pr (X j IGk ), is more generally 
available than the posterior probability, The posterior 
probability is determined from the former by means of Bayes ' Rule: 
K 
L prlXjlGk) . PrlGk) 
k~l 
Equality of the prior probability that observation j belongs to groups Gk or 
Gm yields the expression 
which defines the dividing surface between the groups. The expression 
PrlGk) yields the value for the discriminant function for 
observation j belonging to group Gk . Gi ven the two groups, Gk and G"" 
observation j is allocated to group Gk rather than to group Gm when 
The probability Pr IGk ) is an assumed prior probability and the probability 
Pr IXj I Gk ) is determined through consideration of a distance matrix formed 
from the covariance matrix, under certain assumptions relating to the 
158 
Chapter 6 
distribution of D-tracks within the groups. In so doing the discriminant 
function incorporates an assessment of the variation within the original 
groups in addition to a measure of the distance between the D-track under 
consideration and the representative mean D-track of the group to which it 
belongs. The greater the variation within a group and the smaller the 
distance between the individual D-track and the mean of the group, the higher 
is the value of the discriminant function and the greater is the likelihood 
of allocating the D-track to that group. 
If the distribution of D-tracks between the groups is assumed to be a 
parametric, multi-variate normal distribution, the structural form of the 
discriminant function is a quadratic in the distance between the individual 
D-tracks and the mean D-track of the groups to which they belong. If, in 
addition, the within-group covariance is assumed to be equal for each group, 
the functional form of the discriminant function is linear. 
surface between groups is then linear. 
The dividing 
When it is inappropriate to assume multi-variate normality non-parametric 
discriminant methods are available. The k-nearest neighbour approach is one 
such method that finds the smallest radius containing a pre-defined number of 
observations, k. The volume enclosed by this radius enables a measure of the 
group-specific probability density to be derived (as represented by pr(xjIGk ) 
in the discriminant function). This probability density is a function of the 
volume, which is itself dependent on both the radius and the covariance 
matrix. The functional relationship between the probability density and the 
volume is expressed as a kernal distribution. The Normal kernal available in 
SAS computer software consistently formed more favourable results than the 
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alternative functional for~ represented by the Uniform, Epanechnikov, 
Biweight and Triweight kernals (SAS Manual 2, 1990). 
In practice, even though the discriminant criterion is formed from the 
initial data set, it does not necessarily re-allocate every D-track to its 
pre-defined group. The SAS computer software provides two approaches that 
gauge the ability of" the discriminant function to re-allocate correctly the 
original data. The first approach, if the number of mis-allocated D-tracks 
in a group is counted as a proportion of the original number within the 
group, yields a measure of the error rate that occurs when the original data 
are re-substituted into the derived discriminant function. This measure for 
the error rate in re-allocation is biased low whenever the same sample is 
used to both set and evaluate the discriminant criterion. The second 
approach, known as cross-validation (Lachenbruch and ~ckey 1968), seeks to 
reduce the bias in the measure of the error rate. It defines the 
discriminant function based on 1-1 of the I D-tracks and then uses the 
criterion to classify the remaining D-track. Though this method reduces the 
bias in the error rate, it tends to increase its variance (t) 
6.5 DISCRIMINANT ANALYSIS APPLICATION 
Discriminant Analysis was applied to the demand data (D-tracks). For this 
application of Disciminant Analysis the D-tracks were standardised to the 
same mean and standard deviation. However, the computation t~e for 
Discriminant Analysis within the SAS computer software increases more than 
proportionately with the number of explanatory observations. The application 
of Discriminant Analysis, using the 4032 data points that uniquely describe 
(") A third alternative, by Glick (1978) , has been shown by Hora and Wilson (1982) to reduce both the bias and 
variance in the measure of the error rate. This test, however, W<IS not available within SAS Version 6.08. 
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each D-track by time, was found to take an inordinate amount of computation 
time. The number of variables that describe the D-tracks needed to be 
reduced to enable Discriminant Analysis to be applied within acceptable time-
scales. 
The purpose of the Discriminant Analysis in this application is to allocate 
each D-tracks with respect to the cost incurred by that individual D-track so 
that D-tracks with sufficiently similar costs are allocated to the same 
group. The number of variables needs to be reduced for application of 
Discriminant Analysis and this is done using the cost infor.mation to define 
separate zones of time which were associated with distinctive levels of cost. 
A summary statistic of the demand in each time-zone for each D-track provides 
the information necessary for the application of Discriminant Analysis to 
proceed. 
The number of variables is reduced for application of Discriminant Analysis 
by applying Cluster Analysis techniques to the p-track cost matrices (see 
Chapter 3) in order to define separate zones of time which were associated 
with distinctive levels of cost. In the analysis of Chapter 5 Cluster 
Analysis was used to create clusters, described by time, which reflected the 
dispersion of generation cost (PSP) data within the three P-tracks. All 
three P-tracks were used in the present analysis. The Fastclus procedure was 
applied to the three p-tracks to identify clusters that contained similar 
PSPs identified by the 4032 time-descriptors. These time-descriptors, within 
the clusters, defined the time-zones that were used subsequently to provide 
summary variables for the application of Discriminant Analysis. The number 
of time-zones was constrained by the Maxe function in Fastclus which, in this 
case, was set to 100. Sixty-eight time-zones were formed in this way. The 
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D-tracks were standardised to the same mean and standard deviation and then 
the mean demand in each time-zone was derived for each V-track. Hence, each 
D-track was described in sixty-eight variables of time for input into the 
Discriminant Analysis. 
Discriminant Analysis was applied to these D-tracks, which by means of 
Cluster Analysis techniques, had already been summarised into the sixty-eight 
time variables (from 4032). Reference of the group, to which the D-track was 
assumed to belong was entered, to enable the analysis to test the allocation 
of the D-tracks made by the discriminant function. Both the quadratic and 
the linear discriminant functions mi5-allocated all V-tracks in the re-
substitution of the data. This implied that the assumptions required for 
these functional forms to operate effectively were not met by the data. 
Attention switched to the non-parametric method, with the Normal kernal for 
which the prior probabilities were assumed to be the proportion of D-tracks 
in each original group. Even so, with the twenty-seven groups, over half 
contained a single D-track reference for which the discriminant function was 
unable to form a covariance matrix. To omit such D-tracks put a severe 
restriction on the discriminant function being able to allocate further D-
tracks. 
The application of Discriminant Analysis to the D-tracks - summarised into 
sixty-eight variables - was repeated under a number of alternative combined 
groupings of the original twenty-seven groups. Those original groups which 
had just one or two D-tracks were collected together under a single residual 
group-reference. The number of separate groups for entry into the 
Discriminant Analysis was thereby reduced from twenty-seven to sixteen. When 
entered into the Discriminant Analysis all D-tracks in this residual group 
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failed to be allocated to any of the newly defined groups and were allocated 
to a single, previously unidentified, group during the re-substitution. Such 
a situation occurs either when there is a tie for the largest probability, 
PrIGkIXj)' or when the probability is below a threshold value, which in this 
case was zero. 
The analysis was re-run, but with two residual group-references for the 
members of the original groups that contained a single D-track and two D-
tracks, respectively. The muuber of separate groups for entry into the 
Discriminant Analysis was thereby increased from sixteen to seventeen. The 
non-parametric discriminant function was then able to allocate correctly each 
D-track in the re-substitution. Hence in this case, a non-parametric 
discrDminant criterion successfully allocates the D-tracks between the pre-
defined groups. The robustness of the defined criterion is tested using a 
second data set in the next Section (Section 6.6). 
6.6 TESTING ADDITIONAL DEMAND DATA 
A discriminant criterion has been established in which the D-tracks are 
allocated between pre-specified groups, using a non-parametric method (see 
Section 6.2). A second data set for a subset of the same customers commences 
for a twelve month period from 1 October 1991. 
for a twelve month period from 1 April 1991). 
{The first data set commences 
One of the main purposes of 
grouping the D-tracks is to enable the customer to be associated with 
particular cost characteristics, a particular profile group and, ultimately, 
a particular set of fixed-price terms. For this purpose, it would be 
desirable to identify groups of D-tracks that are relatively stable over 
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time. The second data set provides the opportunity to test the ability of 
the original discriminant criterion to allocate correctly a new set of data. 
Owing to changes during the first few years following privatisation, with 
regard to both the metering at the customer's site and the PES supplying the 
customer, a substantial portion of data was unavailable for this second data 
set for eighteen of the original seventy-one customers. Hence, this second 
data set contains fifty-three of the original seventy-one demand-matrix 
customers. For each respective D-track the data for six of the months are 
the same as the data for the six months with the first set. Thus the two 
data sets are not independent. This naturally biased the test towards a 
favourable outcome of correct group identification. Even so, of the fifty-
three D-tracks only thirty were allocated correctly by the non-parametric 
discriminant function. 
Those D-tracks of the second set of data that were mis-allocated as a result 
of this analysis led to a closer investigation as to why the proportion of 
mis-allocated D-tracks was so high when the customers in the second data set 
were contained within those in the first data set. As a first step the 
number of variables used within the Discriminant Analysis was increased to 
ninety-three from sixty-eight by removing the value of the Strict function 
(previously set at 15), but this had no significant impact on the results. 
In addition, these results were independent of the standardisation of the D-
tracks. 
The largest group of D-tracks was investigated to identify the reasons for 
such a high failure rate in the allocation of the second set of D-tracks 
through the discriminant function. The largest group of D-tracks in the 
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second set of fifty-three D-tracks contained seven D-tracks. For this group, 
six out of seven D-tracks from the second set were incorrectly allocated. 
The correlation of each of these V-tracks with the respective D-track from 
the first set showed that the single correctly allocated D-track had the 
highest correlation of 0.976. However, the correlations for the remaining 
six D-tracks were still in excess of 0.920. Moreover, each of these six D-
tracks from the second set had a higher correlation with the corresponding D-
track in the first set than with any of the D-tracks contained in the set to 
which it was allocated during the test. Hence, the allocation is not solely 
based on the correlation between the D-tracks, but on the definition of the 
groups as well. 
As a further stage of investigation, the two largest groups of D-tracks were 
combined to see if it had any effect upon the high failure rate in the 
allocation of the second set of D-tracks through the discriminant function. 
This had no further effect on the mis-allocation of the second set data using 
the discriminant criterion. Since the mean D-track of the combined groups 
was different from the mean of the two individual groups, the fact that there 
was no change in the mis-allocation confirms that the allocation is not based 
solely on the mean, but incorporates the distribution .of the D-tracks about 
the mean through the covariance matrix. 
In conclusion, this section of the analysis shows that the groups - derived 
from the application of Cluster Analysis to the D-tracks are not 
sufficiently distinct for the discriminant criterion to perform effectively. 
The groups of D-tracks had been formed using Cluster Analysis, in Fastclus 
and Ward's technique, for a pre-defined number of groups (see Section 6.3). 
During the application of Cluster Analysis to the distance matrix, the CCC-
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statistic roonotonically decreased and became negative as the number of 
clusters decreased. Hence, the conclusion drawn from the analysis in this 
Section is supported by the ecc-statistic, namely, that the clusters formed 
by the application of Cluster Analysis 
significantly distinct from one another. 
(see Section 6.3) are not 
Even when the D-tracks were 
standardised, the eCC-statistic consistently failed to indicate the presence 
of distinct clusters. An alternative, and more stable, initial grouping of 
the D-tracks needs to be found to replace that derived in Section 6.3. 
6.7 WEIGHTED DEMAND MATRICES 
In this Section an approach is used to group the D-tracks and this approach 
provides the PES with alternative to that used in Section 6.3 (see sub-
section 6.7.1). The purpose of the approach is to identify distinct groups 
of D-tracks and this is achieved by the application of the approach set out 
in this Section (see sub-section 6.7.2). The conclusion of the approach and 
application in subsections 6.7.1 and 6.7.2 is included in sub-section 6.7.3. 
6.7.1 THE APPROACH 
An improvement at the initial stage of defining distinct groups for the first 
set of demand matrices (ie. seventy-one D-tracks) requires both the 
similarities and the differences between the D-tracks to be enhanced. This 
is achieved by attaching a different weight to each element in a D-track and 
the same set of weights to each D-track. The weights are derived from the 
information contained in the three P-tracks. The generation costs (PSP) data 
of the p-tracks cost matrices can be used as the weights for the D-tracks. 
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The intuitive justification for this approach arises from the nature of the 
Pool price setting mechanism (see Chapter 2, Section 2.3). Pool prices are 
not equilibritun prices between ex post demand and supply; rather they are 
rationing signals between ex post supply and ex ante demand which is assumed 
to be price inelastic. This is the essential nature of the NGC's set up of 
the Pool and its settlements mechanism. Consequently, the p-track cost 
matrices can be viewed as containing demand infor.mation which is independent 
of the ex post equilibrium price. 
The use of p-track information as weights for the D-tracks enables the 
characteristics of the D-tracks to be emphasised for the periods of time (or 
time-zones) where the p-track information is most distinctive. The main 
purpose of introducing costs into the formation of D-track groups is to 
assist in identifying distinct groups and thereby the stability of the 
groups. The stability of the groups is necessary for the PES to have 
confidence in allocating additional customers to the groups and to form 
efficient pricing structures and rates that recover the cost incurred by 
customers within any group. Thus it is natural to use cost information as 
weights for the D-tracks to emphasise the salient characteristics of each D-
tracks. In so doing attention is focused on the formation of a grouping for 
the V-tracks that could yield favourable time-of-use charging structures for 
each group in the subsequent analysis. 
If the weights are uniform across time no additional information is 
incorporated into defining D-track groups. However, as shown in Chapter 3 
Section 3.2 the p-tracks do vary across month, daytype and half-hourly period 
as well as between the three p-tracks. In the interests of identifying 
stable V-track groups over time for use in the analysis of the three p-tracks 
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in subsequent chapters, the information contained in all three P-tracks is 
used to determine the weights. Each of the three p-tracks is adjusted to 
have the same mean value for the PSP and then combined together to form an 
average Pm-track, with a view to identifying a stable grouping of D-tracks 
for the three p-tracks. 
The distance matrix is formed from a combination of the generation cost and 
demand profile information in preparation for the subsequent application of 
Cluster Analysis. The D-tracks are standardised to the same mean and 
standard deviation and these D-tracks are weighted by a standardised Pm-track 
to form a Dp-track for each D-track. The correlation matrix of the Dp-tracks 
is calculated and each component converted into a measure of distance, r, 
using the equation: 
r [(y-c) *w] , , 
where c Pearsonls Product Moment Correlation 
y 1 
and w = 100. 
If c<o then r>l, so the more negative c is the greater is the assumed 
distance between D-tracks. Conversely, the greater the extent to which c>O 
the less is the assumed distance between D-tracks. 
6.7.2 THE APPLICATION 
Ward's method of clustering was applied to the distance matrix defined in the 
previous sub-section (see subsection 6.7.1). With seventy-one D-tracks 
represented, the dimensions of this matrix were large. Correlation between 
the variables could cause distortion within the Cluster Analysis (see 
Chapter 4). Hence, in addition to the application of Cluster Analysis to the 
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distance matrix, a parallel analysis was carried out on a reduce the number 
of variables. The number of variables for this parallel case was reduced by 
forming principal components from the variables of the distance matrix. 
The principal components for the distance matrix summarised the information 
contained within the original variables and, because of the correlation 
between the D-tracks, they summarised the majority of that information in 
just a few variables. The Dp -track information summarised by the single, 
first principal component (~) was registered at 73 per cent. The 
orthogonality between these principal components and the reduction in the 
number of variables for input into the Cluster Analysis reduced the degree of 
distortion within the subsequent clustering. 
The information summarised within the first principal component was found to 
depend on the parameter values (wand y) used to form the distances (r) in 
the distance matrix (see sub-section 6.7.1). The view was taken that it was 
preferable to minimise the information summarised in the first principal 
component. This would place more information within the remaining tracks and 
was thereby thought to improve the likelihood of obtaining distinctive groups 
of Dp-tracks from the increased dispersion of the principal components. By 
setting y=2 and w=1 the percentage of information contained in the first 
principal component was reduced to 61 per cent. Higher values of y reduced r 
further, though only marginally and with considerably diminishing effect. 
Hence y was set to 2 and w was set to 1 for the forthcoming analysis. 
Prior to the application of Cluster Analysis to the distance matrix, a close 
examination was made of the original set of seventy-one D-tracks. Four of 
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these D- tracks were found to contain zero entries. The convers ion of the 
recorded data created zero entries. Zero data entries could arise either 
when no energy is consumed at the site of the customer or when there is data 
missing. Although it is possible for a customer to shut-down entirely from 
the network and register zero consumption in any given half-hour, the size of 
customers involved in this study and the averaging of several half-hours of 
data that takes place in forming the D-track from the original half-hourly 
data suggests that the zero data entries are more likely to have arisen from 
missing data than from actual zero consumption. For the purposes of this 
study the four D-tracks with zero data entries were removed from this 
application of Cluster Analysis. In removing them the use of what may amount 
to incomplete data is avoided, together with their potentially distortionary 
effect in the formation of the initial D-track groups. D-tracks omitted from 
the original formation of the groups could be allocated subsequently to the 
groups by the discriminant function that is formed from the original set of 
complete D-tracks. 
A number of distance matrices for the application of Cluster Analysis - using 
both the original and principal component variables - were derived from the 
correlation matrix of the Dp-tracks under alternative assumptions for the 
standardisations of the Pm-track and D- tracks. Ward's method of clustering 
was applied twice, firstly with the original sixty-seven variables and 
secondly with twelve principal components. The first twelve principal 
components were found to summarise over 99 per cent of the information within 
These principal components were for.med from standardised D-
track variables, with the same assumed annual consumption. This assumption· 
avoided the variation in the scale of the variables that would have had an 
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effect on the derived principal component. In contrast, the subsequent 
clustering, and in particular the eCC-statistic, was dependent on the 
relative mean and variance assumed in the standardisation of the Pm-track 
(weights) and the D-tracks prior to their mUltiplication to form the Dp-
tracks. 
The results of the application of Cluster Analysis are shown in Table 6.2 for 
alternative standardisations for the D-tracks and the Pm-track (weights) I 
that for.med the Dp-track from which the distance matrix was derived. In each 
case the peak eCC-statistic, pseudo F-statistic and pseudo t 2 -statistic is 
shown both when the variables are the original Dp-track variables and when 
Principal Component Analysis is applied to the Dp-track to form twelve 
principal component variables for input into the Cluster Analysis. When the 
principal components are formed, the information summarised in the first 
principal component (~) is also recorded in Table 6.2. 
The results shown in Table 6.2 are independent of a scalar multiple that is 
applied to both the mean and standard deviation for the standardisation of 
the D-tracks and Pm-track. This can be seen from Table 6.2 for the results 
of case A and case B are equivalent to case E and case F, respectively. The 
mean and standard deviation of the D-track and Pm-track for case A and Bare 
1000 times those for case E and F, yet the peak eeC-statistic is the same at 
a value of .83 for six clusters. 
In contrast, the results are shown to depend upon the standardisation of the 
D-tracks and Pm-track when the scale of the standard deviation is altered, 
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but the scale of the mean is unchanged. The explanatory power of the first 
principal component tends to decrease marginally as the standard deviation of 
the Pm-track increases and the standard deviation of the D-tracks decreases, 
for a given mean. This is illustrated by the cases D, F and H where the in 
the information summarised first principal component (<I» falls from 61.21 
per cent to 60.86 per cent and by the cases Nand J where the information 
summarised in the first principal component (<I» falls from 62.62 per cent to 
61.25 per cent. However, such a relationship between the standard deviation 
of the Pm-track and the information summarised first principal component (<I» 
does not hold true in all cases. The percentage ($) begins to increase 
marginally as the standard deviation of the Pm-track is increased further in 
Cases J and L. 
When Principal Component Analysis is not applied to the variables, the value 
of the eCC-statistic shows some evidence of distinct clusters, numbering from 
four to six. To achieve such eCC-statistics, the standard deviation of the 
Pm-track is set higher than that of the D-tracks. A higher standard 
deviation for the Pm-track, relative to the V-tracks, places relatively more 
emphasis on the variation across the PSP weights than on the variation 
between the original V-tracks. The original focus on the V-tracks alone had 
previously lead the eCC-statistic to monotonically decrease with continued 
clustering. With the Pm-track weights used, it was possible to alter the 
relative variance of the weights and obtain a favourable eeC-statistic, to 
indicate the possible presence of distinct clusters of the vp-tracks. 
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Table 6.2 
Case D 
Mean 
A 1000 
B 1000 
e 1.0 
D 1.0 
E 1.0 
F 1.0 
G 1.0 
H 1.0 
I 1.0 
J 1.0 
K 1.0 
L 1.0 
M 1.0 
N 1.0 
0 1.0 
P 1.0 
Table 6.3 
The effect of alternative standardisations for the 
p -track and the D-track (to form D -tracks for 
m p 
application of Cluster Analysis) on the CCc-statistic, 
F-statistic and t 2-statistic with and without principal 
components applied. When principal components are 
formed the first twelve are retained for application 
within Cluster Analysis and the percentage of variation 
that is summarised in the first principal component is 
shown 
track P -track With Information 
m principal summarised Peak clustering statistic 
Standard Mean Standard components in first with number of custers 
Deviation deviation Yes/No principle in parentheses 
eomPfionent 
eee seudo F pseudo l2 
10 1000 500 No - 0.83 (6) 10.7~ l~l 
10 1000 500 -Yes 60.96% - - 12.05 6 
0.010 1.0 1.00 No 0.5;;~1 42.43 (5) 13.13 (5) 
0.010 1.0 1.00 Yes 61.21% 0.40 5 10.83 i6; 
0.010 1.0 0.50 No - 0.83 (6) - 10.7~ l~l 
0.010 1.0 0.50 Yes 60.96% 12.05 6 
0.010 1.0 0.20 No - 0.7~ l:~ 12.6~ l~l 
0.010 1.0 0.20 Yes 60.86% 0.63 5 16.86 5 
0.010 1.0 0.10 No - 1.30 (6) - 10.7~ fsl 
0.010 1.0 0.10 Yes 61.25% - - 11.86 5 
0.010 1.0 0.05 No - 0.94 (4) - 12.6~ l;l 
0.010 1.0 0.05 Yes 62.39"10 - - 12.57 7 
0.020 1.0 0.10 No - 1.16 (4) - 12.9\ ~l 
0.020 1.0 0.10 Yes 62.62"'" - - 14.08 
0.005 1.0 0.50 No - 0.79 (6) 10.7~ ~l 
0.005 1.0 0.50 Yes 60.76% - - 12.11 
The number of 0 -tracks allocated between five clusters 
p 
for each case in Table 6.~ 
Case Number of Dp -tracks assigned to the five clusters 
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 
A 32 16 8 6 5 
B 36 12 8 6 5 
C 37 8 12 5 5 
0 39 8 9 6 5 
E 32 16 8 6 5 
F 36 12 8 6 5 
G 37 13 6 8 3 
H 42 6 8 8 3 
I 40 10 6 8 3 
J 40 10 6 8 3 
K 41 10 5 8 3 
L 40 10 6 8 3 
M 40 10 6 8 3 
N 40 10 6 8 3 
0 32 16 8 6 5 
P 16 26 8 6 11 
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When Principal Component Analysis is applied to the variables, the value of 
the eCc-statistic monotonically decreases as the number of clusters is 
reduced so the value fails to indicate the presence of distinct clusters. 
Cases D and H both provide a peak CCC-statistic, but with a lower value than 
case I when principal components are not applied. The pseudo t-statistic 
provides a peak value to indicate the presence of distinct clusters from five 
to seven clusters, but the pseudo F-statistic generally fails to provide any 
additional information in support of distinct clusters. In this way possible 
clusters of the Dp-tracks were identified, though they were weak in nature. 
Table 6.3 shows the nUmber of Dp-tracks allocated into each cluster when five 
clusters are assumed. Five clusters were assumed on the grounds that this is 
in the region of the number of distinct clusters identified. It is 
noticeable from Table 6.3 that all but one of the cases allocate at least 
thirty-two out of the sixty-seven Dp-tracks into a single cluster. Even so, 
the distribution of the D-tracks was more evenly spread across the five 
groups than occurred when V-tracks are clustered into five groups without the 
Pm-track weighting, for in the latter case some of the clusters contain only 
a single outlier D-track (see Section 6.3). Hence, the inclusion of the P -
m 
track weights within the variables when input into Ward's method of 
clustering reduces the domination of outlier D-tracks and assists in the 
identification of clusters with a more even spread of D-track membership 
between them. 
A further feature of these results is that, for cases I, J, M and N the 
allocation of the D-tracks into five groups, is the same. This result was 
not repeated in the other cases. The same allocation of the D-tracks in 
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cases of I, J, M and N means that these particular results are independent as 
to whether the variables are the original variables or the derived principal 
components. 
6.7.3 CONCLUSION 
In conclusion, this Section has sought to determine a grouping of demand 
matrices by means of Cluster Analysis, having standardised both the demand 
matrices (D-tracks) and the mean cost matrix of the three P-tracks (Pm-track 
weight) and having combined the standardised demand and cost matrices to form 
Dp-trackso Of the various cases analysed, the standardisations used in cases 
I and J (see sub-section 6.7.2) yielded particularly favourable results with 
regards to both the identification of reasonably distinct groups during the 
Cluster Analysis and the stability of those groups to some changes in the 
form of the variables input into the Cluster Analysis. For cases I and J the 
Pm-track was standardised to a mean=l and a standard deviation=O.10 
and the V-tracks standardised to mean~l and standard 
deviation~O.Ol [D(l,O.Ol) 1. The subsequent clustering of the cost-weighted 
v-tracks (Dp-tracks) into the five clusters using Ward's method provides a 
revised grouping for the D-tracks compared to that originally for.med from the 
clustering on the D-tracks (see Section 6.3). 
6.8 TESTING THE GROUPING OF COST-WEIGHTED D-TRACK DEMAND 
MATRICES 
In this section the robustness of the five groups of demand matrices derived 
in the previous Section (Section 6.7) is reassessed in a similar way to that 
described in Sections 6.5 and 6.6. Firstly the analysis shows the stability 
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of the groups to changing variable assumptions - formed by the application of 
Cluster Analysis - as the number of groups is varied (see sub-section 6.8.1). 
Secondly from the first data set (with sixty-seven D-tracks (see Sections 
6.7)) is tested using the second data set (with fifty-three D-tracks (see 
Section 6.6) (see sub-section 6.8.2). The conclusion of this Section is made 
in sub-section 6.8.3. 
6.8.1 ALLOCATION OF D-TRACK DEMAND MATRICES INTO GROUPS 
Table 6.4 shows the stability of the groups to changing variable assumptions 
- formed by the application of Cluster Analysis - as the number of groups is 
varied from three to seven. The five groups of cost-weighted D-tracks (Dp -
tracks) formed from the application of Cluster Analysis (where the distance 
matrix was formed with the demand matrices (D-tracks) set to a mean 1 and 
standard deviation 0.01, D(l,O.Ol), and the mean cost matrix of the three P-
tracks (Pm-track) set to a mean of 1 and standard deviation of 0.1, 
Pm (1, 0.1)) were independent as to whether or not principal components were 
used within the application of Ward's method of clustering (see Section 6.7). 
This independence was retained when there were less than five clusters, but 
did not occur when the number of clusters was increased to six, or more, as 
illustrated in Table 6.4. 
The five-cluster case was the largest number of groups of D-tracks where the 
results were independent of the two variable assumptions used in the 
application of Cluster Analysis and therefore it is the five-cluster case 
that is retained for further analysis. The largest group of the five-cluster 
case has 40 members and for both the two variable assumptions used in the 
application of Cluster Analysis - of the original variables and principal 
component variable's - it was this group that was split to form a sixth 
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Table 6.4 Number of Dp-tracks in each cluster for Pm(l,O.l) and D(l,O.Ol) 
Number of Membership of the clusters 
clusters 
With original With principal 
variables component variables 
3 40 16 11 40 16 11 
4 40 10 6 11 40 10 6 11 
5 40 10 6 8 3 40 10 6 8 3 
6 29 11 10 6 8 3 23 17 10 6 8 3 
7 29 11 10 6 4 4 3 23 17 10 6 6 2 3 
cluster. When six clusters were derived from the application of Ward's 
method, the clusters of Dp-tracks that formed for the Cluster Analysis with 
the original variables differed from those that formed for the Cluster 
Analysis with the principal component variables. The assumptions relating to 
the standardisation of the Pm-track and v-tracks were altered, in the search 
for results that would retain the stability in the allocation of the D -P 
tracks for the two scenarios that arise from the two defined sets of 
variables input into the Cluster Analysis. This search was unsuccessful and 
so the five cluster case with P
m
(l,O.l) and D(l,O.Ol) was retained. 
6.8.2 ROBUSTNESS OF THE D-TRACK DEMAND MATRIX GROUPS 
This five-cluster grouping of the Dp -tracks (see sub-section 6.8.1) was 
tested for robustness by means of the non-parametric Discriminant Analysis. 
The sixty-seven Dp-tracks, using Pm(l,O.l) and D(l,O.Ol), were used to form 
the discriminant function. The non-parametric function continued to Qut-
perform the parametric alternatives in correctly allocating the Dp-tracks to 
their original groups under this criterion. The re-substitution and cross-
validation tests showed the re-allocation of all Dp-tracks to their original 
groups to be correct. 
177 
Chapter 6 
The discriminant function derived from the first data set was applied to the 
second, test, data set - previously referred to in Section 6.6. A non-
singular, invertible within-cQvariance matrix was required for the non-
parametric discriminant function to allocate the second data set. The nature 
of the groups, in having similar Dp-tracks, caused the covariance matrix to 
be singular. A way around this singularity is to constrain the form of the 
covariance matrix. When the covariance matrix was constrained to the 
identity matrix it had the effect of placing all the Dp-tracks into one 
group. However, the diagonal covariance matrix, which took account of D -P 
tracks variance within a group with the other covariances constrained to 
zero, proved to yield more favourable results. With the covariance matrix 
constrained to a diagonal, the re-substitution showed no errors in the re-
allocated sixty-seven Dp-tracks. The cross-validation check indicated the 
incorrect allocation of just four Dp-tracks (ie. under 6 per cent). Of the 
fifty-three in the second data set available for allocation between the five 
groups, only five Dp-tracks were allocated into a group different from the 
corresponding Dp-track in the first data set. Four of these were found to 
contain zero entries (see sub-section 6.7.2). The fifth was more highly 
correlated with the group to which the corresponding Dp-track in the first 
data set had been allocated. However, this fifth Dp-track was allocated by 
the discriminant function into a group different from that of its 
corresponding Dp-track in the first data set, as a consequence of the higher 
within-group variance in the group to which it was assigned. 
A further point that emerges from the analysis of the second data set is that 
the allocation of the set through the discriminant criterion is stable over a 
range of variances for the Pm-track and D-tracks. Hence, while the formation 
of the D-track groups from the Clustering Analysis is dependent on the 
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variance for the standardisation of the Pm-track and D-tracks, the allocation 
of a second data set from Discriminant Analysis was independent of the 
standardisation of the Pm-track and D-tracks. 
6.8.3 CONCLUSION 
In conclusion, the tests carried out in this section further support the 
clustering of the demand matrices into the five groups that were derived from 
the application of Cluster Analysis in section 6.7. In the analysis of 
Section 6.7 Ward's method of clustering was applied to the distance matrix 
formed from the standardised Pm-track, Pml1,0.1), and D-tracks, Dl1,0.01) 
(see section 6.7). The ntunber of demand matrices in the second data set 
allocated to a different group, to that of the corresponding demand matrix in 
the first data set, has been reduced from twenty-three (in section 6.6) to 
five. 
The improvement in the stability of the grouping for the demand matrices has 
arisen as a result of two changes in the analysis since those of Section 6.6. 
Firstly, Pm-track information has been incorporated to provide weights on the 
D-tracks for the first data set of sixty-seven D-tracks. This has enabled 
Dp-tracks to be formed and a distance matrix to which Cluster Analysis has 
applied to group the Dp-tracks. Secondly, in testing the robustness of the 
groupings, the covariance matrix has been constrained to be diagonal in form 
for the application of Discriminant Analysis on the second data set. 
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6.9 SUMMARY 
The competitive Supply market has created the incentive for PESs to 
categorise together customers who incur similar costs and who have similar 
patterns of demand over time. A consistent approach to grouping customers 
and the stability in the groups derived would enable the PES, as shown in the 
subsequent chapters (see Chapters 7 and 8), to determine favourable charging 
structures to be derived, and rates set, which are competitive while also 
ensuring that the costs incurred by the customer are recovered by the PES. 
To this end the analysis covered in this chapter has been to derive groups of 
customers which have similar within-group demand matrices and dissimilar 
between-group demand matrices. 
The analysis has grouped the sixty-seven demand matrices (D-tracks) for over 
1 MW customers into five groups and the grouping has been achieved through 
the use of Cluster Analysis (see Chapter 4 and Sections 6.3 to 6.8, 
Chapter 6), Discriminant Analysis (see Sections 6.4 to 6.8, Chapter 6) and 
Principal Component Analysis (see Chapter 3 and Sections 6.7 to 6.8, 
Chapter 6)). Furthermore the allocation of the sixty-seven cost-weighted D-
tracks (Dp -tracks) into five groups has enabled the each D-track to be 
allocated to one of the five groups. 
In this analysis standardised D-tracks were weighted by a surrmary variable 
for the three P-tracks, namely the Pm-track, so as to form seven cost-
weighted D-tracks (Dp-tracks). The standardisation used to derive the five 
groups used a mean of 1 and a standard deviation of 0.01, D(l,O.Ol) for the 
demand matrices (V-tracks), and used a mean of 1 and standard deviation of 
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0.1, Pm(l,O.l), for the mean cost matrix of the three P-tracks (Pm-track). A 
distance matrix was then derived by using information relating to the 
correlation of Dp-trackso Non-parametric Discriminant Analysis was used to 
test the robustness of these groups by allocating the V-tracks between the 
groups for a second set of data. The application and analysis of both 
Cluster Analysis and Discriminant Analysis indicates a satisfactory degree of 
stability in the membership of the five groups. The availability of half-
hourly demand data for some over 1 MW customers has enabled procedures to be 
developed for grouping customers with similar half-hourly demand matrices. 
The current study proceeds on the basis that it is established that there are 
five distinct groups of D-tracks. Each of the groups is described in the 
next chapter (Chapter 7). The set of D-tracks in each group, together with 
the p-track, determine the range of annual generation costs that have been 
incurred by each member of a group. The range of annual costs within a group 
is the range that the PES is to recover through the charging structures and 
rates for that group. The determination of time-of-use charging structures, 
and rates for recovery of these costs, is pursued by means of the analyses 
contained in the forthcoming chapters. 
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DETERMINATION OF CHARGING STRUCTURES FOR THE RECOVERY OF 
GENERATION COSTS FOR GROUPS OF CUSTOMERS 
7.1 INTRODUCTION 
An approach is developed in this chapter to meet the Commercial objective 
(see Chapter 1, Section 1.2) of deriving time-of-use charging with a limited 
number of time-bands' that may efficiently recover the time-related costs of 
customers and thereby give the PES, a competitive advantage in the Supply 
market. Five groups were derived in the previous chapter for sixty-seven 
demand matrices (D- tracks) . These groups are subsequently referred to as 
Groups A, B, C, D and E, with the number of D-tracks in each group given as 
40, 10, 6, 8 and 3 respectively. The charging structures are derived in this 
chapter. Their relative efficiency in recovering costs is analysed in 
subsequent chapters. 
In .this chapter each group of demand matrices (that is each group of 
customers characterised by the respective demand profiles) is described in 
terms of the first principal component variable that is formed from an 
application of Principal Component Analysis to the set of D-tracks demand 
matrices in the group (see Section 7.2). With allocation of the sixty-seven 
D-tracks into the five groups, the analysis follows on from that in Chapter 5 
in determining time-of-use charging structures for each group by 
incorporating both D-tracks and p-track information into the analysis (see 
Section 7.3). The chapter is summarised in Section 7.4 . 
• Every tenn that is written in italics is defined and explained in the glossary (pages 350-355) 
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7.2 DESCRIPTION OF THE FIVE GROUPS OF D-TRACK DEMAND 
MATRICES 
Principal Component Analysis was applied to the D-track demand matrices 
within each group and the first principal component of each group, which is 
referred to as the Dpc-track, is used to describe the demand characteristics 
of the demand matrices (the D-tracks) in each group. The percentage of the 
information (<1>%) summarised within the first principal component for each 
group is shown in Table 7.1. This table shows that the D-tracks in Group A 
are more correlated to one another than are the D-tracks in any other group 
despite it being the largest group. In contrast, the first principal 
component summarised less than half the variance in the groups for Group D 
and Group E. This implies that the D-tracks within each of these two groups 
have relatively low correlations as would be expected from the analysis given 
in Chapter 6. Another way of interpreting these results is that the risk of 
the D-track varying within the group from the first principal component Dpc-
track is higher for Group D than it is for Group A. 
Table 7.1 Information summarised within the first principal component 
for each group of D-tracks 
Group Information Number of 
of within first D-tracks 
D-tracks principal in the group 
component 
<1> per cent 
A 72.88 40 
B 66.31 10 
C 50.98 6 
D 31.06 8 
E 47.06 3 
In Table 7. 2a each time-descriptor, for the first principal component of 
demand in each group, is divided into two segments to yield the mean value of 
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the principal component in each of the segments. Indeed, Table 7.2a is a 
summary of the information in the tables of Appendix III that describes the 
first principal component for each group by month, daytype and half-hour 
period descriptors. Each principal component has a mean of zero. The 
division into segments is made with a view to providing an indication of the 
differences in the pattern of demand between the groups. 
Table 7.2a is further simplified in Table 7.2b with numerals converted into 
expressions which indicate whether the demand in one segment is above (+) or 
below (-) the average, together with a measure of degree (low, medium, high). 
For example, the two segments for the descriptor month are given by Winter 
and Summer. With Group A, the average Winter demand exceeds the annual 
average with a value of 4.6 which is considered high; hence in Table 7.2b the 
Dpc-track for Group A is considered to have a positive and pronounced (+High) 
Winter demand. On this basis the first principal component for Group A has a 
positive and pronounced Winter, Day and Weekday demand relative to the 
Summer, Night and Weekend. 
Table 7. 2a Mean demand for each time descriptor split into two segments 
for the first principal component of each group 
Time Definition Segment Group 
descriptor 
A B 
Month 1-3, 9 12 Winter 4.6 3.7 
4-8 Summer -4.6 3.7 
Daytype 1, 7 Weekend -9.5 -7.0 
2-6 Weekday 9.5 7.0 
Half-hour 1-12, 35-48 Night 82.8 1.7 
period 13 34 Day 82.8 1.7 
Note: See Appendix III 
# For Month: 1 $ January, Daytype: 1 $ Sunday and 
Half-hourly Period: 1 $ 00:00 - 00:30 hours. 
184 
C 
2.3 
2.3 
0.9 
0.9 
30.0 
30.0 
D E 
6.4 0.1 
-6.4 0.1 
1.0 0.5 
1.0 -0.5 
4.9 3.0 
-4.9 3.0 
Graph 7.1a Mean value of 0 -tracks for Group A, Bt C, 0, E across pc 
month (Month=l = January) as reported in Appendix III 
3r---------------------------------------------------------~ 
2 
1 
-1 
-2 
_3.1-.l.-__ .....l.----.l.-----l.----...l..------1----...J...----l---.....l.----.l.----l..----...l...-.J 
1 2 3 4 5 6 7 Month 
8 9 10 11 12 
__ Group A __ Group B ~ Group C -a- Group D ~ Group E 
................. -------------------------------
I 
Graph 7.1b Mean value of D -tracks for Group A, pc 
B, C, D, E across 
daytype (Daytype=l " Sunday) as reported in 
. 
Appendix III 
3 
2 
1 
0 
-1 
Cl 
'" QJ 
:::E 
-2 
-3 
-4 
-5 
-6 
1 2 3 4 5 6 7 
Day type 
__ GroupA __ GroupB -*- GroupC --e- Group D ~GroupE 
6 
4 
2 
-2 
-4 
-6 
Graph 7,lc Mean value of 0 -tracks for Group A, B, C, 0, E across pc 
half-hour period (Half-hour period=l 5 00:00-00:30) in 
Appendix I II 
2 4. 6 8 10 .12' "14'161820' .22. 24. 2~ 28 3032:34 36 38 40 42 44· 46 48 
Half-hour period 
__ Group A __ Group B --..- Group C -e- Group D --&- Group E 
Chapter 7 
Table 7.2b A simplified non-numeric interpretation of Table 7.2a 
Group Segment 
Winter Weekday Day 
A +High +High +High 
B +High +High +Low 
C -Medium +Low +Medium 
D +High +Low -Low 
E +Low -Low +Low 
These tables (in Table 7.21 show that the demand differs in one group to that 
in another group. The first principal component for Group B differs from 
that for Group A in that there is less of a demand differential between the 
Day and the Night segments. By way of contrast the first principal component 
for Group C indicates higher demand in the Swnmer segment relative to the 
Winter, whilst Group D has a higher demand in the Night segment relative to 
the Day and Group E has a higher demand during the Weekend relative to the 
Weekday. This description of the groups is illustrated in more detail in 
Graphs 7.la, 7.lb and 7.1c (derived from the details given in the tables of 
Appendix II I I . 
7.3 FORMATION OF CHARGING STRUCTURES TO RECOVER GENERATION 
COSTS 
In this Section the investigation into the derivation of favourable charging 
structures of the previous chapters (see, in particular, Chapter 51 analysed 
with the inclusion of the demand information described in Section 7.2. The 
P-tracks representing generation costs in 1990/1, 1991/2 and 1992/3 were 
described in Chapter 3. In Chapter 5 Cluster Analysis was applied to each P-
track in an investigation into the derivation of charging structures from 
generation costs alone. That investigation re-commences in this Section with 
the introduction of an additional variable for inclusion into the application 
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of Cluster Analysis. This additional variable is the first principal 
component variable that provides a single-track (henceforth referred to as 
the Dpc-track) summary of the information for each group of D-tracks. 
The investigation and the analysis described in this Section uses the first 
principal component as a summary statistic for the demand matrices (D-tracks) 
in a group. The use of the first principal component avoids the inclusion of 
all available D-tracks in the Cluster Analysis, many of which are highly 
correlated with one another by definition. As shown by the value of ~ in 
Table 7.1, the within-group D-tracks for Group D and Group E are not as 
highly correlated as the D-tracks in the other three groups. Hence, the 
single principal component variable is less satisfactory as a summary 
variable for the information within a D-track group in the cases of Group D 
and Group E than it is for Group C, and particularly for Group A and Group B. 
The analysis could proceed using more than one principal component to 
summarise the demand matrices in a group. This is partiqularly the case for 
the two least populated groups (of Group D and Group E) where there is a 
relatively low information contained in the first principal component 
relative to that for the two most populated groups (Group A and Group B) (see 
Table 7.1). The addition of a second principal component enables the sum of 
information about the group variation, as contained in the first two 
principal components, to exceed 50 per cent for Group D and Group E. 
However, any subsequent transformation (ie. standardisation) of the two 
principal components is likely to affect the mathematical relationship 
between the two components and, in particular, remove the orthogonality 
between these two original principal components. The principal components 
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are standardised in the subsequent application of Cluster Analysis. The 
orthogonality of the principal components variables before any 
standardisation reduces the correlation in the variables for input into 
Cluster Analysis. Orthogonality between these variables is not essential for 
the application of Cluster Analysis to yield useful information and this is 
demonstrated by the analysis in Chapter 6. However, the summary information 
contained in two principal components is distorted by any subsequent 
standardisation of the two components. Hence two or more principal 
components could be used to represent the demand matrix (D-track) variation 
for the subsequent application of Cluster Analysis, but in this case the 
property of orthogonality between them would not necessarily be retained. 
The use of only the first principal component (the vpc-track) in the analysis 
is sufficient to incorporate information on customer demand profiles, along 
with a generation costs, into the subsequent analysis whose purpose is to 
determine charging structures for each group of V-tracks. This ensures that 
the variation in both the demand and the cost across time are each 
represented by a single variable for the analysis in this chapter. The 
subsequent focus in this study on Group A and Group B is a consequence of 
these two groups having the greatest number of V-tracks allocated to them 
amongst the five groups. However, it is also for these two groups that the 
respective first principal component variable forms a more acceptable summary 
of the V-tracks in each group. The current analysis proceeds with a single 
vpc-track for each group to represent the V-tracks in the group. Hence the 
application of Cluster Analysis for the formation of time-of-use charging 
structures in this study uses the first principal component variable to 
represent a group of V-tracks. 
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Having selected the first principal component (the Dpc-track) to summarise 
the. demand matrices in each of the five groups, the Dpc-track was found to 
have two useful properties, namely, (a) that it is very highly and positively 
correlated to the mean D-track for each respective group and (b) that the 
standard deviation of the Dpc-track is negatively related to its load factor. 
The Dpc-track was standardised prior to its inclusion in Ward's method of 
clustering and the load factor of the Dpc-track was found to be related to 
the standard deviation assumed. Given the 4032 data points in the Dpc-track, 
the mean demand divided by the maximum demand, LF, gave a measure closely 
related to the actual annual load factor, as defined in Chapter 2. When the 
standard deviation, cr, of the seventy-one original, non-standardised, D-
tracks was regressed against LF, with a constant term, the coefficient on the 
LF was statistically significant and negative. Further experiments suggested 
that the negative relationship between the standard deviation, cr, and LF was 
non-linear. Hence, the alteration of the standard deviation of the Dpc-track 
could be seen in the light of altering the assumed load factor. 
Ward's method of clustering was applied to two standardised variables, namely 
Dpc-track and P-track, and the three descriptive variables of month, daytype 
and half-hourly period. Initially, the relationship between the peak CCC-
statistic and the standard deviation o"n the Dpc-track was investigated to 
identify a possible linkage between the number of distinct clusters and the 
load factor. It was thought that the number of distinct clusters increased 
as the load factor increased. Trials were formed by holding constant the 
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standard deviation for the P-track standardisation and varying the standard 
deviation on the Dpc-track. However, no relationship between load factor and 
distinct cluster numbers was found from these trials. 
The value of the eeC-statistic was dependent on the form of standardisation 
applied to the Dpc-track and p-track. The search for distinct clusters to 
determine time-af-use charging structures was eased by constraining the range 
of alternative standardisations on the Dpc-track and p-track variables. The 
mean and standard deviation of the Dpc-track was assumed to have the same 
mean and standard deviation as the P-track. This assumption places a 
restriction on the relationship between the P-track and Dpc-track, but avoids 
constraining the Dpc-track and p-track to a specific form for the subsequent 
analysis. The consequence of adopting this assumption is most easily 
explained for the case when the Dpc-track and p-track are identical and the 
data of both remains non-negative under the transformation. since cost is 
the product of the Dpc-track and p-track variables, changes to the 
standardisation of the Dpc-tracks and p-tracks cause the Dpc-tracks and p-
tracks to contribute equally to the resulting changes in cost. 
The standardisation applied to the Dpc-track and p-track variables for a 
particular group of Dpc -tracks was al tered in order to identify potential 
clusters in the data, since the application of Cluster Analysis in Chapter 5 
already indicates some difficulty in identifying clusters from the raw P-
track data. Standardisation moves the distribution of the data for the 
analysis in such a way as to retain the same relative features between the 
demand and the cost that are present in the original data while assisting in 
the formation of clustered data. A different standardisation for each group 
of Dpc-tracks was used to identify the clusters. Even so, in some cases 
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Cluster Analysis failed to indicate the formation of distinct clusters 
through the eeC-statistic. For this reason, at this stage of the analysis, 
time-ef-use charging structures were derived by applying the same 
standardisation in each of the three P-track cases while allowing the 
standardisation to vary between the groups. The assumption of using the same 
standardisation across the three P-tracks is returned to in Chapter 9 for 
Group B (see Chapter 9, sub-section 9.5.3). 
In the case of Group A the eeC-statistic peaked at 26 with six clusters on 
the 1990/1 P-track, with both the p-track and the Dpc-track assumed to have 
mean=100 and standard deviation=15 P(100,15), Dpc (100,lS) l. For the 
1991/2 P-track, the peak eec-statistic of 40 occurred at four clusters and 
for the 1992/3 p-track a peak eeC-statistic of 24 was obtained at seven 
clusters. By way of contrast for Group B the standardisation of the p-track 
and Dpc-track was set at P(100,20), Dpc (100,20). The peak eeC-statistics of 
10 and 21 occurred at seven and eight clusters respectively for the 1990/1 
and 1991/2 P-tracks. For the 1992/3 p-track, the eeC-statistic monotonically 
decreased as the number of clusters decreased and it failed to indicate the 
presence of distinct clusters. In general, the clusters tended to be more 
distinct and greater in number than was found in Chapter 5 when Cluster 
Analysis was applied to the p-track alone. 
The data points that are allocated to each cluster by the application of 
Ward's method to the p-track and Dpc -track are described by the time-
descriptors of month, day type and half-hourly period and are included in 
Appendix IV for each group and P-track. In Appendix V, charging structures 
are derived from the information from Appendix IV. The eeC-statistic tended 
to identify seven or so distinct clusters. All the structures detailed in 
193 
Chapter 7 
Appendix IV assume seven separate time-bands to assist in comparing these 
results. 
Table 7.3. 
Table 7.3 
Some of the consistent features of the clusters are summarised in 
Description of the main cluster characteristics of each-
~pc-track group for the three P-tracks 
DpC track Description of cluster characteristics that form 
Group the charging structures 
A Both a night and a late-evening cluster are 
observed throughout the year. Some of the other 
clusters are predominantly weekday. A cluster 
that is seasonally dependent is consistently 
identified in the late afternoon. 
B There is a distinction l;>etween weekday clusters 
and weekend clusters. The weekday clusters are 
consistently split into time-bands that cover the 
morning. and afternoon together, the night and the 
evening. A cluster that is seasonally dependent 
{so 'consistently identified in the late afternQ9n. 
C Each day of the year tends to .be split into four 
time-bands covering the night, the morning, the 
afternoon and the evening. A cluster that is 
seasonally dependent is consistently identified in 
the late afternoon. _ 
D. , There is a marked seasonal distinction between 
winter clusters and summer clusters which segment 
·the day until the evening, when there is no 
seasonal distinction. 
- E Each day of the year tends to be split into five 
time-bands covering the night, the morning, the 
early afternoon, the late afternoon and the 
evening. In addition, there are clusters that are 
seasonally dependent which occur in the morning or 
the late afternoon. 
fable· 7.3 shows some of the salient characteristics of both generation cost 
lP-track) .. and first principal component demand IDpc-track) are reflected in 
the desc:ri.ptive. s~ry .of the clusters formed from the application of Ward's 
method of clustering. Most of the cluster char-acteri·stics for each of the 
variou~ groups are consistent with some of the distinctive features of the 
first principal component of demand for that group. Both Group A and Group B 
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identify some clusters by means of the prominent distinction between weekend 
and weekday demand, whilst Group D reflects the significant seasonal 
distinction shown earlier in Table 7.2. In addition, the cluster identified 
by the season and the late afternoon is a feature of the results for each 
group, and reflects the high PSP during some months as illustrated in 
Chapter 3. The low PSP for seven or eight hours at night is another feature 
of the clustering, though in some cases more -than a single cluster is formed 
for the night due to sufficient differences between PSP across the time 
descriptors of month, daytype and even half-hourly period. 
7.4 SUMMARY 
In this chapter charging structures have been derived from demand and cost 
data. The demand matrices in each of the five groups derived in the previous 
chapter (Chapter 6) are described in terms of the first principal component 
(the Dpc -track) • Information relating to cost and demand have been 
incorporated into the Cluster Analysis through the p-track and Dpc -track 
variables. A time-ot-use charging structure with seven distinct time-bands 
has been defined for each of the five Dpc-track groups and each of the three 
p-tracks. The next chapter proceeds to determine the set of rates to be 
charged within the time-ot-use charging structure to recover the generation 
costs incurred by the member D-tracks within a group. 
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DERIVATION OF RATES FOR A GIVEN PRICE STRUCTURE TO RECOVER 
GENERATION COSTS FOR A GROUP OF DEMAND MATRICES 
8.1 INTRODUCTION 
In this chapter an approach is developed to meet (a) the Commercial objective 
(see Chapter 1. Section l.2) of deriving rates for time-of-use charging 
structures with a limited number of time-bands· that efficiently recover the 
time-related costs of customers within a group, and (b) the Economic 
objective (see Chapter 1, Section 1.3) of measuring the relative benefit of 
alternative numbers of time-bands within the charging structure for the 
purpose of cost-benefit analyses. Both commercial costs and risks need to be 
taken into account when setting rates to ensure that the long-run marginal 
costs are recovered. The PES faces commercial risks relating to the 
uncertainties associated with both cost and demand as prices are set over 
future periods of time and with the PES offering the same set of prices to 
groups of customers. If the PES is able to identify favourable charging 
structures and rates that recover the costs and commercial risks most 
efficiently, the PES may gain a competitive advantage within the Electricity 
Supply market. 
The analysis in this chapter uses the charging structures derived from the 
analysis of the preceding chapters of this study. Generation costs as 
represented by the Pool Selling Price were shown to vary over time as 
demonstrated by the description of the P-tracks in Chapter 3 (Section 3.2). 
Similarly, the demand matrices (D-tracks) were shown to vary over time as 
• Every term that is written in italics is defined and explained in the glossary (pages 350-355) 
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discussed in Chapter 6 (Section 6.2) and Chapter 7 (Section 7.2). Both sets 
of data were brought together in Chapter 7 to identify charging structures 
for the recovery of the generation costs incurred by a group of D-tracks. 
These charging structures are shown in detail in Appendix V and are used in 
the analysis of this chapter. 
The prices offered by the PES need to recover long-run marginal costs and be 
competitive within the Supply market. In this chapter the charging 
structures described in Appendix V are taken and a procedure is developed 
that establishes the rate to be charged for each time-band in the structure. 
These rates for a given charging structure recover the generation costs that 
are incurred by each demand matrix (D-track) within the group whilst also 
seeking to minimise the over-recovery of costs for the group as a whole. The 
results enable the relative benefit of alternative numbers of time-bands 
within the charging structure to be compared for the purpose of cost-benefit 
analyses. 
The procedure that is developed in this chapter for setting the rates is 
applied to the standardised demand matrix (D- track) data and to the non-
standardised 1990/1 generation cost (P-track) data. The D-track data used 
for this analysis is that of Group A which, with forty members, is largest 
group of the five groups described in Chapter 7 (see Table 7.1, Chapter 7). 
The choice of the 1990/1 P-track for much of the analysis relating to cost 
recovery in this chapter is due to it being one of the more typical P-tracks 
(see Table 3.2, Chapter 3). In certain cases, the analysis is extended to 
included the 1991/2 and 1992/3 P-track data where this is thought to be 
informative. 
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The standardisation of the demand matrices is discussed in Section 8.2. The 
procedure for setting rates is described in Section 8.3.1. The 
characteristics of the procedure are discussed in Section 8.3.2 and an 
application is shown in Section 8.3.3. In Section 8.4 a procedure is 
(' 
developed (subsequently referred to as Rate Linkage) that combines time-bands 
in an efficient manner when reducing the number of time-bands in the charging 
structure. The effect that the number of demand matrices, and the load 
factor of those matrices I has upon the efficiency of cost recovery is 
discussed in Sections 8.5 and 8.6 respectively. Finally the charging rates 
for the favoured charging structures are presented in Section 8.7 prior to 
the summary of the chapter in Section 8.8. 
8.2 DEMAND MATRICES AND LOAD FACTORS 
For the subsequent derivation of rates (see Section 8.3) the demand matrices 
(or D-tracks) of a group of customers are standardised into load-factor bands 
and constrained to have non-negative values. When the D-track is 
standardised, there exists a standard deviation that is high enough to cause 
part of the demand matrix to fall below zero. In the previous chapter this 
was not considered to be too serious an issue because the focus then was on 
the relative distances in forming clusters for charging structures. It is, 
however, a more important issue when the P- track is assumed to be the 
original, non-standardised and non-negative P-track in attributing costs to 
the D-tracks. Therefore for a given standard deviation an iterative 
procedure was set up to convert any negative point of demand to the value of 
unity. The procedure stops once the D-track takes on a form which attains 
the given standard deviation and has a positive minimum point of demand. The 
minimum demand is set to be positive to ensure positive costs are incurred 
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and is set at a low value (at +0.5 (kW) for the current analysis) to limit 
the disturbance on the original D-track data in forming the Dc-track. These 
Dc-tracks were formed from constraining the original D-tracks. 
The standard deviation used to determine the standardised demand matrices (D-
tracks), is greater than zero to ensure that each unique D-track is 
associated with a distinct value for the annual costs of generation. These 
costs are to be recovered by the rates of a charging structure. Sixty-seven 
distinct D-tracks were allocated between the five groups that were identified 
in Chapter 6 (Sections 6.7 and 6.8). Each D- track is assumed to have the 
same mean demand of 500 kW, and hence the 1,008,000 units (measured in kWh) 
are consumed over the 4032 data points of the year. Even so, the distinct 
shape of each D- track forms a separate weighting of the P- track and hence 
there are distinct generation costs for each D-track. This weighting is also 
dependent on the assumed standardisation applied to the group of D-tracks. 
For lower values of the standard deviation there is less differential between 
the demand weights on the P-track and hence the potential variation of 
generation cost between D- tracks is lower. In the extreme case when the 
standard deviation is zero and the load factor is 100%, each standardised D-
track is identical and the generation cost incurred by each D-track member in 
the group is the same. Hence, to analyse the variation in the generation 
costs incurred by D-tracks within a group the standardised D-tracks are 
assumed to be below 100 per cent load factor. 
The load factor of a standardised demand matrix has already been shown to 
depend upon the standard deviation in the standardisation (see Chapter 7, 
Section 7.3) and this relationship is used to form a set of standardised D-
tracks which have load factors that lie within identifiable bands. The 
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variation in the total annual generation costs incurred by the D-tracks 
within a group increases with the degree of variability in the D-track as 
defined by a higher standard deviation and summarised by a lower load factor. 
Hence the first set of standardised Dc-tracks (constrained D-tracks) were 
deri ved for the D- tracks from a high value for the standard deviation that 
formed low load-factor Dc-tracks. This analysis used the group of D-tracks 
in Group A. The first principal component for Group A was converted into a 
Dc-track with a load factor of 30% by setting the standard deviation to a 
value of 415. When this standardisation was applied to all forty Dc-tracks 
in Group A, the load factor of those Dc-tracks ranged between 25% to 45%. 
This formed a natural group of Dc-tracks for which the variation from the 
mean demand as a whole was assumed to be the same for each Dc-track. 
The value of the standard deviation, for the standardisation on the demand 
matrices (the D-tracks) in Group A, was altered to form three separate sets 
of standardised Dc-tracks where the load factors of the Dc-tracks in each set 
each lie lay within distinct load-factor bands. Given the first (25-45%) 
load-factor band, the second load-factor band is formed from the standardised 
Dc-track that formed the lowest load factor in the first load-factor band. 
The D-track that is associated with the Dc-track is taken and standardised to 
form a Dc-track at 45% load factor. A derived standard deviation of 180 
achieved this load factor for the D-track in question. This standard 
deviation was applied to the remaining 39 D-tracks in the group to form a 
second set of Dc-tracks with a load-factor range of 45-68%. This process was 
continued with standard deviations set to 68 and 26 to form two further sets 
of Dc-tracks for Group A with load-factor ranges of 68-87% and 87-93%, 
respectively. In this way four sets of forty Dc-tracks were formed from the 
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original forty D-tracks in Group A. Each set of Dc-tracks is characterised by 
the load-factor band of its members and this enable the subsequent analysis 
to assess the effect that the load factor has upon cost recovery in the 
forthcoming analysis. 
8.3 FORMATION OF RATES 
In this Section an approach is developed to meet (a) the Commercial objective 
(see Chapter 1, Section 1. 2) of deriving rates for time-of-use charging 
structures with a limited number of time-bands that efficiently recover the 
time-related costs of customers within a group, and (b) the Economic 
objective (see Chapter 1, Section 1.3) of measuring the relative benefit of 
alternative numbers of time-bands within the charging structure for the 
purpose of cost-benefit analyses. This approach uses a particular 
mathematical property of ordinary least squares regression analysis to derive 
rates that minimise the over-recovery of those costs for the group of demand 
matrices as a whole while recovering the total annual generation costs 
incurred by each demand matrix. The procedure is described in sub-section 
8.3.1 and its characteristics are discussed in sub-section 8.3.2. An 
application of the procedure is made in sub-section 8.3.3 in which rates are 
set for charging structures with from one to seven separate time-bands. A 
measure of the efficiency of cost recovery by those rates and charging 
structure enables comparisons to be made on the relative benefit of 
alternative numbers of time-bands within the charging structure. 
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8.3.1 RATE SETTING PROCEDURE 
A,mathematical approach is developed by which rates are derived for time-of-
use charging structures that efficiently recover the time-related costs of 
customers within a group. The particular property of minimising the sum of 
squared" errors within ordinary least squares regression is used as an 
optimising function for setting the rates. This mathematical property 
receives little attention in the Economics literature when compared to the 
statistical or stochast'ic properties of ordinary least squares regression. 
Yet it is the use of the sum of" squared errors, as a form of measure, that 
enables ordinary least squares regression in a determiriistic way to calibrate 
a relationship that is assumed already to exist (Balzer and Haendler 1989). 
In this 'context ordinary least squares is a. deterministic quadratic 
progrqmming approach to resolving the factors for which the sum of squared 
errors is to be minimised over 'a 'number of equations.. There are no explicit 
,statistical 'assumptions or properties associated with the results and so this 
use" of orqinary least squares is sometimes referred to as 'structuralist' 
(Balzer and Haendler, 1989). Throughout this thesis the application of this 
approach is referred to as the iterative regression procedure. It is 
described in this sub-section. 
The i tera ti ve regression procedure uses ordinary least f?quares to derive 
rates for a given regression equation that includes cost and the 
characteristics of the charging structure and the consumption. 
step of the procedure uses the equation: 
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where 
Ci Cost to be recovered for i-th customer (£) 
UiQ Annual maximum demand (kW) for i-th customer 
Uik Unit (kWh) consumption by the i-th customer in the k-th 
time-band 
OCo Annual maximum demand charge coefficient (£/kW) 
oc k = Unit charge (or rate) coefficient (£/kWh) on the k-th 
time-band 
0i The error ter.m that has a symmetric distribution about 
zero. 
The dependent variable in the first step of the iterative regression 
procedure is the total costs that are incurred by each demand matrices. The 
demand matrices in a group are assumed to be standardised so that their 
demand is non-negative and their load factors lie within identifiable bands 
(see Section 8.2). These demand matrices are referred to as Dc-tracks. The 
total costs to be recovered for each demand matrix (Dc-track) is found by the 
summation of the product of the P-track and Dc-track matrices for the 100,800 
units in the Dc-track. 
The independent or explanatory variables in the first step of the iterative 
regression procedure are levels of electricity consumption that occur during 
each of the time-bands by the customers. These time-bands were derived for 
each group of demand matrices in the preceding analysis (see Chapter 7, 
Section 7.3). A zero standard deviation, 100% load factor, matrix can be run 
through the procedure that defines the time-bands and the percentage of units 
in each time-band can be compared with those expected from the original 
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definition of the time-bands. This served as a simple check that the time-
bands are correctly defined within the program. 
The coefficients in the equation are formed by minimising the sum of squared 
errors. In the current context these errors (/';) represent the under and 
over recovery of costs for the Dc-tracks. When least squares is applied to 
the set of Dc- tracks the coefficients determine the rates necessary to 
recover the average cost of all Dc-tracks in the group, with minimum 
deviation. The rates so determined are each applied to their appropriate 
independent variable for each Dc-track. The difference between dependent 
variable (C i ) and the sum of the multiple of each rate (ak ) times the 
appropriate independent variable (Uik) for each Dc-track determines the error 
or under recovery ((oi'O) (and over recovery (oi<O)). 
The coefficients derived from the first step of the procedure do not meet the 
Commercial requirements of ensuring that the costs of each Dc- track are 
recovered (see Chapter 1, Section 1.2). The symmetry of the error term means 
that for some Dc-tracks the rates from the first step over-recover the 
original costs, whilst for others the rates fail to recover them. For the 
Dc-tracks where there is under-recovery of costs the PES would make a loss in 
offering terms at these rates while the Dc-tracks where there is over-
recovery of costs imply that the PES in offering these rates would make no 
loss, but could also be uncompetitive. Under recovery is unacceptable to a 
PES as it will make a loss on one or more customers within the group. Over-
recovery ensures that a loss is not made and the rates are acceptable. There 
is a competitive advantage to the over-recovery being minimised. The PES 
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must firstly ensure that the rates recover costs to avoid losses and secondly 
ensure that in recovering costs any over-recovery is minimised. 
objectives are addressed in the iterative regression procedure. 
These two 
In the iterative regression procedure the values of the dependent variable 
are adjusted on the basis of information from the previous step (the previous 
application of ordinary least squares) and the ordinary least squares is then 
applied to the revised data. The adjustments to the dependent variable 
(costs) are made only for the Dc-tracks that under-recovers their costs. For 
a Dc-track that under-recovers its costs, the extent of the under-recovery is 
measured and is added to the original cost of the Dc-track. The revised set 
of costs is regressed on the full set of independent variables for all the 
Dc- tracks in order to determine a new set of rates. The recovery of the 
original costs on these new rates is re-assessed and the costs adjusted again 
for those Dc-tracks where the rates under-recover the original costs. This 
iterative procedure continues until the set of coefficients recover all the 
Dc-track costs to within a pre"-set level, M. The level of this pre-set 
stopping criterion is negative, which leaves a small under-recovery of the 
original costs on one or more Dc-tracks, but its value is negligible to 
prevent excessive under-recovery and effectively ensure that costs are 
recovered and competitive rates obtained. The value of -0.25 (£) for M was 
used for the examples in the subsequent analysis. By its very nature this is 
a local optimum, not a global optimum, formed through an iterative procedure. 
The iterative procedure for forming the rates is generalised for k~l, .. , K 
time-bands and j~l, .. ,J iterative steps as follows: 
The main equation is given by: 
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+ 
k=l 
where 
C
ij Cost to be recovered for i-th customer on the j-th step (£) 
UiO Annual maximum demand (kW) for i-th customer 
U
ik 
Unit (kWh) consumption by the i-th customer in the k-th 
time-band 
OCOj Annual maximum demand charge coefficient (£/kW) on the j-th 
step ( with ocOJ the final charge) 
OCkj Unit charge (or rate) coefficient (£/kWh) on the k-th 
time-band for the j-th step ( with ockJ the final rate) 
0ij The disturbance term that has a symmetric distribution 
about zero for the j-th step of the iterative procedure. 
The iterative step is defined for each customer i by 
where for each j and i 
K 
Bij min ( [ OCOj . UiO + L ( OCkj . Uik ) 1 - CiO ,0) 
k=l 
and the stopping criterion as on the j-th step if max min 1 Bij 1 < 1 M I· 
i j 
To summarise, this iterative regression procedure uses the mathematical 
property of minimum sum of squared deviations to derive rates which are 
commercially acceptable by recovering costs with the over-recovery of costs 
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minimised for the group of Dc-tracks. The procedure at the first step 
creates a set of rates but causes the cost recovery over the group of D-
tracks to be distributed about zero. The under recovery of costs is not 
acceptable to the PES as a loss would be made on some customers if the rates 
were to be offered to them. Hence, contrary to standard regression analysis, 
the statistical properties of the rates are not the major consideration on 
this occasion. Ordinary least squares is not used to determine statistically 
significant coefficients but to minimise the sum of squared errors and 
ultimately the over-recovery of costs. Hence, the acceptability of the 
coefficients is not determined by Statistics, but by Commercial policy. The 
last step of the iterative regression procedure yields a set of the 
coefficients for the equation which satisfy the stopping criterion. These 
coefficients are the rates to be charged within the charging structure by the 
PES, and they both recover the costs and minimise the over-recovery of costs 
for the group. Hence it is the commercial properties, rather than the 
statistical properties, of these coefficients that holds sway in determining 
their acceptability in this instance. For example the PES would be more 
concerned that the coefficients are non-negative in reflecting commercially 
incurred costs than they would be concerned about their statistical 
significance. The commercial acceptability of these coefficients is 
discussed further in Chapter 9 (see Chapter 9, Sections 9.4 and 9.5). 
8.3.2 CHARACTERISTICS OF THE RATE SETTING PROCEDURE 
The iterative regression procedure that is defined in sub-section 8.3.1 has a 
number of characteristic which are discussed in this sub-section. These 
characteristics relate to the structure of the equation used in the procedure 
and the summary information that is contained in the results of its 
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application. In addition, an alternative approach to rate setting is 
discussed. However, it is the iterative regression procedure that is used in 
the forthcoming analysis in this thesis and hence the subsequent discussion 
of the procedure's characteristics are of particular importance and 
relevance. 
The equation in this iterative regression procedure assumes that the 
disturbance term has a symmetric distribution. Hence, in the first step of 
the iterative regression procedure the sum of the over-recovery and under-
recovery of the group of Dc-tracks is zero and the probability of under-
recovery and over-recovery is equal. Alternative distributions for the 
disturbance term can be chosen to alter the relative probability under-
recovery and over-recovery. Increasing the probability of under-recovery is 
likely to have the effect of increasing the number of iterative steps before 
the stopping criterion is met, with the potential for marginally more 
favourable results. In contrast, increasing the probability of over-recovery 
is likely to have the opposite effect. The symmetric distribution takes an 
even-handed approach to the probability of under-recovery and over-recovery 
and, with its general accessibility within the Commercial environment, is 
used in the analysis which follows. 
In addition, the equation in the iterative regression procedure is linear and 
without a constant. A constant is normally included in regression analysis 
on statistical grounds, to avoid bias. If it were included in this instance 
it would create a constant charge within the charging structure for the 
recovery of generation costs and that would not always reflect correctly the 
commercial costs of generation to the customer. Generation costs are 
measured as a cost per unit and are correctly reflected in charges to the 
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customer through a charge per unit of electricity consumed, and not by a 
constant which, in this context would represent a lump sum charge. A lump 
sum charge within the charging structure for consumed electricity would be 
correct only if the number of consumed units, and costs, in the future are 
known with certainty. However, consumed units are unknown ex ante by either 
the PES or by the consumer. By recovering generation costs in price per unit 
terms the prices reflect the relative costs of supply. 
is both linear and without a constant. 
Hence, 'the equation 
In the Commercial context of the thesis, this iterative regression procedure 
allows for flexibility in defining the charging structure and the explanatory 
variables to be included in the analysis. The annual maximum demand is 
available as an optional extra, explanatory variable. In some cases, when 
introduced into the procedure it was found to provide additional stability in 
the set of coefficients that form the rates by moving them towards the 
average cost in each time-band for the set of Dc-tracks. However, the 
coefficient associated with the annual maximum demand variable tended to be 
close to zero when the analysis focused on just one of the four sets of Dc-
tracks defined by load factor for the Group A. The coefficient tended to be 
more significant when the four sets were combined together for analysis. 
In both the Economic and Commercial contexts of the thesis, the distribution 
of the over-recovery of costs across the Dc-tracks for the derived rates 
provides information relating to the efficiency of the cost recovery. This 
distribution is positively skewed by the iterative regression procedure. The 
arithmetic mean of the distribution of over-recovery (and measured in a 
p/unit) is subsequently referred to as the mean over-recovery for the group 
209 
Chapter 8 
of Dc-tracks, charging structure and rates. The mean over-recovery is used 
in this and subsequent chapters as a summary statistic to evaluate the 
relative "efficiency in recovering costs of alternative time-af-use charging 
structures or the benefits to be gained in using of one technique to form 
charging structures relative to alternative techniques. The higher the mean 
over-recovery for a given number of time-bands, the lower is the efficiency 
in cost recovery of the charging structure. Hence, in the Economic context 
of the thesis it is the value of mean over-recovery that enables the relative 
benefit of alternative numbers of time-bands within the charging structure to 
be measured for the purpose of cost-benefit analyses (see Chapter 1, 
Section 1. 3) . 
tn the mathematical context of the thesis,· the iterative regression procedure 
is a· non-linear programming routine. The iterative regression procedure 
continually increases the value of the dependent variable (costs) for the 
"demand matrices with under-recovery. Hence the procedure continually reduces 
the under-recovery for those demand matrices where the rates under-recovery 
the costs. In addition, the number of demand matrices which have an under-
recovery of· costs is also non-increasing and decreases over the iterative 
steps until the stopping criterion is met. 
An alternative approach to the iterative regression procedure is provided by 
classic programming. The iterative regression procedure effectively \homes-
in' on the solution in a similar manner to the step reductions made during an 
application of Cluster" Analysis. In contrast, the application of linear 
programming techniques would identify the restricted set of equations which 
ensure that the costs for each demand matrix are recovered and the over-
recovery for the group is minimised. In this way classic programming with a 
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quadratic objective would determine the rates from the resolution of the 
restricted set of equations. For the sake of completeness, in Appendix VIII 
the classic programming approach to the rate setting is illustrated by a 
simple example but it is not applied in this forthcoming thesis. 
The iterative regression procedure has the advantage over its alternatives, 
such as linear programming, in being flexible and straight-forward to apply 
both in this study and in the Commercial environment. Linear programming 
would require special computer soft-ware and hence an additional investment. 
The iterative regression procedure derives rates on a consistent basis and 
thereby enables the alternative charging structures formed in the preceding 
analysis to be compared on a like-for-like basis. It also has a secondary 
commercial benefit in that it allows prices to be set automatically rather 
than on an ad hoc basis as was previously the case (see Chapter 1, Sections 
1.2 and 1.3, and Chapter 6 Section 6.1)). Having demonstrated that rates can 
be set consistently and automatically through the iterative regression 
procedure, the PES can look to improve the efficiency of price setting. In 
terms of price setting in the Commercial environment the PES would need to 
assess which of the two methods (iterative regression procedure or linear 
programming) would be the more efficient from their point of view. This 
comparison depends upon the Commercial environment and so it is not pursued 
further in this discussion. It is the iterative regression procedure that is 
used for this current study. 
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RESULTS OF COST RECOVERY FOR A LOW LOAD-FACTOR BAND BY 
APPLYING WARD'S SEQUENCE OF CLUSTERING STEPS TO FORM 
CHARGING STRUCTURES WITH LESS THAN SEVEN TIME-BANDS 
In this sub-section the iterative regression procedure is applied to the 
Group A Dc- tracks for a low load-factor band (see Section 8.2) using the 
charging structure with seven time-bands - derived from the seven clusters 
that were formed from the application of Ward's method of clustering in 
Chapter 7 (Section 7.3). The time-of-use charging structures are described 
in Appendix V. The analysis focuses on the P-track of 1990/1 and on the set 
of forty Group A Dc-tracks with the lowest load factors, between 25% and 45%. 
The seven time-bands were combined and rates derived to compare the relative 
efficiency in recovering costs as the number of separate time-bands in the 
charging structure is progressively reduced from seven. The order in which 
the seven explanatory variables are combined was initially assumed to be that 
formed below seven clusters by Ward's method of clustering (from Appendix V) . 
The maximum demand has been included as an explanatory variable in this 
analysis. Table 8.1 shows the results of this analysis and, in particular, 
mean over-recovery (measured as a pence per unit) for the Group A Dc-tracks 
of the low (25-45%) load-factor band. 
In the context of Economics, the results of this analysis enable the PES to 
undertake a cost-benefit analysis of the alternative charging structures. 
The mean over-recovery is a reflection of the competitiveness of the charging 
structure and rates. The higher the mean over-recovery the less competitive 
the terms. Preference as to which structure the PES offers the customer 
depends on the trade-off of benefits and cost between the lower over-recovery 
and the greater complexity of charging structures with a high number of time-
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bands relative to those of with fewer time-bands. Before the introduction of 
the half-hourly data loggers, the higher the number of separate time-bands 
wi thin a charging structure, the more complex the metering and the greater 
the meter cost. The introduction of data loggers means that the structural 
complexity of the charging structure need not yield additional meter costs 
beyond those incurred by installing the loggers in the first instance. 
However, there is still the potential for the PES to incur greater costs by 
offering more complex charging structures. For instance, it is probable that 
the more complex charging structures and the greater the number of separate 
rates, the greater are the administrative costs involved in presenting, 
explaining and billing the structure to the customer. Such administrative 
costs fall into the category of controllable costs for the PES and are 
commercially confidential. Hence, hypothetical administrative costs are made 
to illustrate that the results shown in Table 8.1 enable the PES to undertake 
a cost-benefit analysis of alternative charging structures. For example, 
consider the case if the marginal cost of offering a five time-band charging 
structure relative to a four time-band structure is 0.0050 p/unit. Table 8.1 
shows the marginal benefit of moving from a four time-band to a five time-
band charging structure to be 0.0091 p/unit (0.0294 - 0.0203) and exceeds the 
marginal cost of 0.0050 p/unit. Hence, in this hypothetical example the 
charging structure with five time-bands would be preferable to the four time-
band charging structure. However, the oppos i te would be the case if the 
marginal cost is 0.0100 p/unit instead of 0.005 p/unit. 
Having illustrated the nature of the cost-benefit analysis that the PES is 
able to undertake from the results of the analysis in Table 8.1, the study 
proceeds to analyse in more depth the benefits to be gained from the use of 
one charging structure relative to alternative charging structures, or the 
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benefits to be gained in using one technique to form charging structures 
relative to each of the alternatives. The marginal costs for alternative 
charging structures fall into the category of controllable costs for the PES. 
AS such these costs are commercially confidential and not available for this 
study. Hence, the cost-side of the cost-benefit analysis is not considered 
further in this study. Instead the study proceeds to analyse the benefit-
side of the cost-benefit analysis in depth commencing with details of the 
results in Table 8.1. 
In the results of Table 8.1 the mean over-recovery for the Group A Dc-tracks 
is shown· to increase as the number of separate time-bands decreases. In 
general, this relationship holds true for the maximum over-recovery in the 
distribution, _ though Tal;>le 8_01 does show an increase in- the maximum Qver-
recovery in moving from- seven to six time-bands. The maximum over-recovery 
is also· shown to be between two and four times greater than the mean over-
recovery for the corresponding number of· time-bands. Since the minimum over-
·reco"ery is set at-0.25 (£) within the iterative regression procedure, the 
distribution of the over-~ecovery is positively skew~d - the over-recovery of 
the D- tracks is weighted towards the lower end of the distribution as is 
shown in the histogram of Graph 8.1. 
Table 8.1 . Mean and maximum final over-recovery for Group A and 1990/1 p-
track using original ordering from Ward's method of clustering 
with load-factor band 25-45% 
Number of time Mean over Maximum over Grouping of 
bands recovery recovery rates 
p/unit p/unit 
1 .0698 .2361 1+2+3+4+5+6+7 
2· .. 0487 .1249 2+3+4+5+6,1+7 
3 .0483 .1083 2+3,4+5+6,1+7 
4 .0294 .0848 2,3,4+5+6,1+7 
5 .0203 .0542 1,2,3,4+5+6,7 
6 .0183 .0579 1,2,3,4,5+6,7 
7 .0101 .0379 1,2,3,4,5,6,7 
See Append~x V Table A1 for def~n~t~on of t~me bands 
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In addition, the demand matrix (the Dc-track) which has the maximum over-
recovery changes as the number of time-bands moves from seven to one. In 
consequence, the location of a certain Dc-track within the distribution of 
the over-recovery is dependent on the number of time-bands assumed and the 
definition of the time-bands. This is illustrated in Graph 8.2. 
track with the highest over-recovery is at the extreme right of the graph 
when there are seven separate time-bands and time-of-use rates. However, 
when there are four separate time-bands, this same D-track, on the extreme 
right of the graph, yields only the fifth highest over-recovery. Hence the 
over-recovery of one Dc-track relative to another changes with the number of 
time-bands in the charging structure - that is to say, an individual customer 
may be relatively worse (better) off when an alternative charging structure 
is offered to group. 
A further point regarding the relationship between load factor and over-
recovery within the Group A, 25-45~ load-factor band Dc-tracks is illustrated 
by the histogram in Graph 8.3. The over-recovery of each demand matrix (Dc -
track) is shown in ascending order of load factor for the charging structure 
with seven separate time-bands. There is no obvious trend in over-recovery 
within this load-factor range. This lack of an obvious relationship between 
over-recovery and load factor within the group of Dc-tracks is also apparent 
when the number of explanatory variables is reduced to one, the annual 
consumption, which has been assumed to be constant across all Dc-tracks. 
This suggests that the group of Dc-tracks within the load-factor range of 25-
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45% forms reasonably random levels of over-recovery across load factor within 
the group. 
In conclusion, a feature of the mean over-recovery in Table 8.1 is that it 
increases at a relatively constant rate as the number of time-bands is 
reduced from seven. The results are based on the combination of time-bands 
using the sequence of combinations defined by Ward's method of clustering. 
The order of combining the time-bands from Ward's method used P- track and 
Dpc-track information (see Chapter 7, Section 7.3). In the next Section an 
alternative approach to combining the initial seven time-bands in the 
charging structure is developed. It combines the time-bands within a 
charging structure in a more efficient manner. 
8.4 RESULTS OF COST RECOVERY FOR A LOW LOAD-FACTOR BAND BY 
APPLYING. RATE LINKAGE TO FORM CHARGING STRUCTURES WITH 
LESS THAN SEVEN TIME-BANDS 
In this Section an approach (referred to as Rate Linkage) is developed 
which seeks to combine the time-bands within a charging structure in an 
efficient manner when reducing the number of time-bands in the charging 
structure. NO reference to Rate Linkage has been identified in an 
extensive search of the literature. It has been developed by the author 
specifically for this thesis. 
Rate Linkage, as described in this Section, is a method for combining 
time-bands in an efficient manner. It may be viewed as a method that 
undertakes a similar role to that of Cluster Analysis (like Ward's method 
(see Section 8.3.3)). However, Rate Linkage has a feature that makes it 
distinct from the main Cluster Analysis techniques described earlier in the 
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thesis (see Chapter 4). Following the combining of each pair of time-bands 
in Rate Linkage, the set of data, that both summarises each time-band (ie 
the rate) and is used in the distance matrix, is revised. For Rate Linkage 
the set of data that is used in the distance matrix is the rate formed by 
the iterative regression procedure (see Section 8.3). These rates are 
unique for each charging structure and each combination of time-bands. 
Hence, in Rate Linkage the set of data is revised following the combining 
of each pair of time-bands. In this respect the procedure differs from the 
traditional clustering methods that were introduced and illustrated in 
Chapter 4. 
Rate Linkage develops from the perception that given K time-bands and their K 
rates, the minimum impact on over-recovery in proceeding to a K-l time-band 
charging structure is likely to occur when the two time-bands that are 
combined together have the least differential in the rates. TwO steps are 
involved in the search for the most efficient combination of time-bands when 
reducing the number of separate rates in a charging structure. Firstly, the 
initial set of time-bands are defined and the rates derived. Secondly, a 
distance matrix is formed on the rates and the time-bands associated with the 
minimum distance between the rates are combined. As the next step returns to 
the derivation of the rates on a given structure, this procedure continues to 
reassess the rates having combined these two time-bands. 
Rate Linkage was applied to the 25-45% load-factor band Dc-tracks for 
Group A, and the seven time-band charging structure as defined by Ward's 
method of clustering (see Chapter 7, Section 7.3). Thus the analysis in this 
Section follows on from that in the previous Section (see sub-section 8.3.3) 
in which the sequence of combinations is defined by Ward's method of 
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clustering of ordering was applied. The analysis in this Section continues 
to focus on the P-track of 1990/1 and the set of forty Group A Dc-tracks with 
the lowest load factors. between 25% and 45%. 
Table 8.2 shows the series of distance matrices that are formed by the Rate 
Linkage procedure as the number of time-bands in the charging structure 
reduces from seven to one for the case under analysis. The distance is 
measured as the absolute difference between the pair of rates. These rates 
are formed by the iterative regression procedure (see Section 8.3) and are 
derived separately for each charging structure and combination of time-bands. 
The distance matrix is symmetrical and hence only the upper triangle has been 
shown in Table 8.2. 
Table 8.2 Rate Linkage applied to the seven time-bands charging 
structure in Appendix V for the 1990/1 P-track and Group A Dc~ 
tracks in load-factor range 25-45% with rates measured as 
p/unit 
Seven time-bands 
Time-band 1 2 3 4 5 6 7 
Rate 1. 730 3.101 1. 774 2.212 1. 724 1.055 1. 612 
1 1. 730 0.000 1.372 0.045 0.482 0.005 0.674 0.117 
2 3.101 0.000 1. 327 0.889 1.377 2.046 1.489 
3 1. 774 0.000 0.437 0.050 0.719 0.162 
4 2.212 0.000 0.487 1.156 0.599 
5 1. 724 0.000 0.669 0.112 
6 1.055 0.000 0.557 
7 1.612 0.000 
Six time-bands 
Time-band 1+5 2 3 4 6 7 
Rate 1. 724 3.097 1. 776 2.215 1. 053 1. 607 
1+5 1. 724 0.000 1. 373 0.051 0.490 0.671 0.117 
2 3.097 0.000 1.321 0.882 2.044 1.490 
3 1. 776 0.000 0.439 0.722 0.169 
4 2.215 0.000 1.161 0.608 
6 1.053 0.000 0.554 
7 1. 607 0.000 
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Table 8.2 (continued) 
Five time-bands 
Time-band 1+3+5 2 4 6 7 
Rate 1. 763 3.124 2.193 1.065 1. 631 
1+3+5 1. 763 0.000 1. 360 0.429 0.699 0.132 
2 3.124 0.000 0.931 2.059 1. 493 
4 2.193 0.000 1.128 0.561 
6 1.065 0.000 0.566 
7 1. 631 0.000 
Four time-bands 
Time-band 1+3+5+7 2 4 6 
Rate 1.701 3.192 2.259 0.926 
1+3+5+7 1. 701 0.000 1. 491 0.558 0.775 
2 3.192 0.000 0.933 2.266 
4 2.259 0.000 1.333 
6 0.926 0.000 
Three time-bands 
Time-band 1+3+4+5+7 2 6 
Rate 1.955 3.170 1.188 
1+3+4+5+7 1.955 0.000 1.216 0.766 
2 3.170 0.000 1.982 
6 1.188 0.000 
Two time-bands 
Time band 1+3+4+5+6+7 2 
Rate 1. 955 1.188 
1+3+4+5+6+7 1. 955 0.000 1. 872 
2 1.188 0.000 
By seeking to minimise the disturbance in the over-recovery at each step in 
the reduction of the number of time-bands in the charging structure, Rate 
Linkage is expected to cause the mean over-recovery for the group of demand 
matrices to increase at an increasing rate as the number of time-bands 
decreases to a single time-band. In this way Rate Linkage seeks to make a 
step reduction in the number of time-bands in such a way as to retain the 
benefits of the lower over-recovery obtained from the number of time-bands 
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currently held. Table S.3 shows the mean over-recovery from the use of Rate 
Linkage and is directly comparable with the results in Table S.l derived in 
the previous sub-section (see sub-section 8.3.3). 
Table 8.3 Mean and maximum final over-recovery for Group A and 1990/1 p-
track using Rate Linkage method of clustering with load-factor 
band 25-45% 
Number of Mean over Maximum over Grouping of 
time-bands recovery recovery rates 
p/unit p/unit 
1 .0698 .2361 1+2+3+4+5+6+7 
2 .0294 .1042 1+3+4+5+6+7,2 
3 .0211 .072S 1+3+4+5+7,2,6 
4 .0112 .0365 1+3+5+7,2,4,6 
5 .0103 .0372 1+3+5,2,4,6,7 
6 .0102 .0382 1+5,2,3,4,6,7 
7 .0101 .0379 1,2,3,4,5,6,7 
See Append~x V for def~n~t~on of time-bands 
The results in Table S.3, when compared to Table S.l, show that the use of 
Rate Linkage brings about a 40 to 60 per cent, reduction in the mean over-
recovery for all cases with from six to two time-bands in the charging 
structure. The maximum over-recovery is also reduced so that the 
distribution of the over-recovery has a narrower range than before with two 
to six time-bands. On this evidence and given the seven time-bands, it is 
preferable to apply Rate Linkage rather than to apply the ordering defined 
from the application of Ward's method to the P-track and Dpc-track (see 
Chapter 7, Sect ion 7.3 and Appendix V). Rate Linkage is therefore used to 
combine time-bands in this and forthcoming chapters. 
In addition, the results in Table S.3 lend support to the introduction of a 
charging structure with four time-bands for the recovery of the 1990/1 P-
track generation costs and for the group of customers analysed. The results 
in Table S.3 show that, although the seven time-bands structure has the 
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lowest mean over-recovery, the four time-bands structure yields a mean over-
recovery that is up to 12 per cent higher. The comparable result for three 
time-bands is over twice as large as (109 per cent higher than) that formed 
with the seven time-bands structure. Clearly most of the gains of the seven 
time-bands structure are retained by the four time-band structure, but are 
lost by moving to a three time-bands structure. This lends support to the 
introduction of the four time-band structure, subject to customer reaction 
and with the proviso that the source data on which this result is based is 
that of the 1990/1 P-track. 
For comparative purposes a similar analysis was carried out for both the 
1991/2 and 1992/3 P-tracks on the same set of Group A Dc-tracks at between 
load factors of 25% and 45%. The time-of-use charging structure with seven 
time-bands are detailed in Appendix V and an account of their formation is 
given in Chapter 7. The over-recovery formed from the application of Rate 
Linkage for the two p-tracks are shown in Tables 8.4 and 8.5. On occasions 
the final coefficient for the annual maximum demand variable in the final 
regression was negative. As an example, this occurred with the 1992/3 P-
track when there were seven time-bands in the charging structure. In such 
cases the coefficient of the annual maximum demand variable was set to zero, 
thereby removing it from the set of explanatory variables in the iterative 
regression analysis. 
A comparison of the results shows that the efficiency in cost recovery is 
lower (ie. the mean over-recovery is higher) for the 1991/2 P-track cost 
matrix than it is for the 1990/1 and the 1992/3 P-track cost matrices for a 
given number of time-bands in the charging structure. The results of Tables 
8.3, 8.4 and 8.5 show that each mean and maximum over-recovery for the 1991/2 
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p-track case (see Table 8.4) is higher than is the corresponding over-
recovery for the 1990/1 and 1992/3 P-track cases (see Tables 8.3 and 8.5 
respectively) . It is perhaps no coincidence that this corresponds with the 
higher standard deviation of the 1991/2 P-track relative to the 1990/1 and 
1992/3 p-tracks that was identified in Chapter 3 (see Table 3.2). 
Table 8.4 
Table 8.5 
Mean and maximum final over-recovery for Group A and 1991/2 P-
track using Rate Linkage method of clustering with load-factor 
band 25-45% 
NWllber of Mean-over Maximum over- Grouping of 
time-bands recovery recovery rates 
p/unit p/unit 
1 .0755 .3248 1+2+3+4+5+6+7 
2 .0464 .1585 1+2+3+4+5+6,7 
3 .0350 .1323 1+2+3+5+6,4,7 
4 .0199 .0481 1+3+5+6,2,4,7 
5 .0132 .0416 1+3,5+6,2,4,7 
6 .0125 .0400 1+3,2,4,5,6,7 
7 .0126 .0401 1,2,3,4,5,6,7 
See Appendix V Table A2 for definition of time-bands. 
Mean and maximum final over-recovery for Group A and 1992/3 p-
track using Rate Linkage method of clustering with load-factor 
band 25-45% 
NWllber of Mean-over Maximum over Grouping of 
time-bands recovery recovery rates 
p/unit p/unit 
1 .0539 .2162 1+2+3+4+5+6+7 
2 .0429 .1466 1+2+3+4+5+6,7 
3 .0294 .0806 1+2+3+5+6,4,7 
4 .0159 .0368 1+3+5+7,2,4,7 
5 .0097 .0300 1+3,5+6,2,4,7 
6 .0098 .0288 1+3,2,4,5,6,7 
7 .0097 .0295 1,2,3,4,5,6,7 
See Appendix V Table A3 for definition of time-bands. 
In addition, the results in Tables 8.4 and 8.5 lend support to the 
introduction of a charging structure with five time-bands for the recovery of 
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the 1991/2 and 1992/3 P-track generation cost cases and for the group of 
customers analysed. In both the 1991/2 and 1992/3 P-track cases there is 
more than a 50 per cent increase in the mean over-recovery in moving from a 
five to a four time-bands charging structure. This indicates that five tirne-
bands are preferable for these two cases, in contrast to the four time-bands 
that are preferable for the 1990/1 P-track. Thus, the form of the P-track 
has an effect on the scale of the over-recovery for the group of Dc-tracks 
and the appropriate number of time-bands to charge within a structure. 
8.5 THE EFFECT ON THE RESULTS OF COST RECOVERY OF INCLUDING 
ADDITION DEMAND MATRICES INTO THE GROUP 
In this Section the effect of including additional demand matrices (Dc-
tracks) upon the efficiency of cost recovery is investigated. The PES seeks 
to recover efficiently the costs for groups of customers and demand matrices. 
Once the rates are set for a given group of demand matrices there remains a 
risk for the PES of the customer's demand matrix changing and thereby of the 
rates failing to recover costs. This analysis retains the definitions of the 
load-factor bands and demand matrices in Group A, but investigates the effect 
that adjusting the load-factor of the Dc-tracks (while retaining their load 
factors within the bands) has upon the efficiency of cost recovery. By 
adding these adjusted Dc-tracks to the original set of Dc-tracks this 
analysis also illustrates the effect that the size of the group has upon the 
upon the efficiency of cost recovery. 
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The load factors of the forty demand matrices (the Dc-tracks) in the analysis 
presented in Sections 6.3 and 6.4 were from 25-45% in Group A and for the 
analysis in this Section (Section 6.5). the load factors of these forty Dc-
tracks were altered to form additional Dc-tracks (with load factors between 
25 to 45 per cent). Graph 8.3 illustrates the distribution of over-recovery 
for forty Dc-tracks in ascending order of load factor within the 25-45% load 
factor band for Group A. There are Dc-tracks with low over-recovery at the 
upper and lower end of the load-factor range. Consider the case where the 
load factor of a Dc-track is altered through the standardisation of the D-
track to lie within the load-factor range. It becomes possible to envisage a 
scenario in which this re-standardised Dc-track lies within the load-factor 
range. but where the rates that are formed from the application of the 
iterative regression procedure on the original set of forty Dc-tracks under-
recover its associated cost. The number of Dc-tracks within a load-factor 
band for the application of the iterative regression procedure was increased 
in order to consider the effects of the Dc-track shapes at the extremes of 
the load-factor band. This was achieved by altering the standardisation of 
the D-tracks to form additional Dc-tracks that remained within the given 
load-factor band. The standardisation of the forty D-tracks was altered to 
create a data set with forty original Dc-tracks. forty Dc-tracks at 25 per 
cent load factor and forty Dc-tracks at 45 per cent load factor. 
An increase in the number of demand matrices in the group has the effect of 
increasing the mean over-recovery for the group as the rates are increased to 
recover the costs of a larger and more diverse group. The mean over-recovery 
was 0.0145 p/unit when there are one-hundred-and-twenty Dc-tracks demand 
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matrices for the recovery of the 1990/1 P-track costs using seven time-bands 
charging structure - derived from Ward's Method for Group A and the 1990/1 p-
track - and inclusive of the annual maximum demand variable. This compares 
with the 0.0101 p/unit contained in Table 8.3 with just the forty Dc-tracks. 
The maximum over-recovery also increased, from 0.0379 p/unit to 0.0498 
p/unit. Hence within the original forty Dc-tracks, including the additional 
representative Dc-tracks within the load-factor range puts upward pressure on 
the over- recovery. This is due to the increasing numbers of Dc-tracks 
increas ing the divers i ty of cost within the group. In the example a 200 
percentage increase in the number of Dc-tracks eighty Dc-tracks, when eighty 
Dc-tracks are added to the forty original Dc-tracks, increases the mean over-
recovery by 44 per cent and the maximum over-recovery by 31 per cent. Thus 
the number of Dc- tracks included in the regression is a key factor, in 
addition to the type of D-tracks included in the group, in determining the 
mean over-recovery for the respective group. 
In the Commercial context of the thesis, the number of demand matrices 
allocated to the group, and for which the rates are set to recover costs, 
affects the measure of efficiency of cost recovery for the group. The number 
of demand matrices in the group, on which the rates are set by the iterative 
regression procedure, should be at least the number of customers whose 
matrices lie within the definition of the group and load-factor band. For 
example, if forty customers are known to have demand matrices with load 
factors between 25% and 45% for Group A and the charging structure and rates 
are to be offered to all forty customers, then at least these forty matrices 
should be included in the derivation of the rates. In the forthcoming 
analysis of this thesis, the number of demand matrices (Dc-tracks) in any 
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load-factor band for each group (A, B, C, D or E) is assumed to contain the 
same as the number of Dc-tracks as were originally assigned to each group 
(eg. 40, 10, 6, 8, 3 respectively, see Chapter 7, Section 7.1). 
8.6 RESULTS OF COST RECOVERY FOR HIGH LOAD-FACTOR BANDS 
In this Section the analysis moves on from the earlier focus (in this 
chapter) on the lower load-factor band of Group A to consider higher load-
factor bands and thereby the effect of load factor upon the efficiency of 
cost recovery. In the previous Sections of this chapter the analysis focused 
on the 25-45~ load-factor set of Dc-tracks in Group A and the 1990/1 P-track. 
This present Section continues to use the 1990/1 P-track to analyse the Dc-
track sets but in the load-factor bands of 45-68~, 68-87~ and 87-93~ that 
were formed in Section 8.2 and that each contain forty Dc-tracks. The 
respective mean and maximum over-recoveries are shown in Tables S.Ga , 8.Gb 
and 8.6c. 
The results in Table 8.6 show that similar levels of efficiency in cost 
recovery for a set of Dc-tracks of a low load-factor band can be achieved 
with fewer time-bands in the charging structure for a set of Dc-tracks of a 
higher load-factor band. In Table 8. 6c the mean over-recovery for the 
highest (87-93~) load-factor band of Dc-tracks is 0.0045 p/unit for a 
charging structure on a single time-band and the annual maximum demand. This 
is less than half the mean over-recovery derived from the seven time-bands 
structure in Table 8.3 of 0.0101 p/unit for the lowest (25-45~) load-factor 
band and is less than the over-recovery derived from the seven time-bands 
structure in Table 8.6a of 0.0048 p/unit for the 45-68~ ·load-factor band. 
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Mean and maximum final over-recovery for Group A and 1990/1 p-
track using Rate Linkage method of clustering with load-factor 
band 45-68% 
Number of Mean-over Maximum Qver- Grouping of 
time-bands recovery recovery rates 
p/unit p/unit 
1 .0311 .1016 1+2+3+4+5+6+7 
2 .0133 .0450 1+3+4+5+6+7,2 
3 .0096 .0317 1+3+4+5+7,2,6 
4 .0050 .0189 1+3+5+7,2,4,6 
5 .0050 .0165 1+3+5,2,4,6,7 
6 .0048 .0171 1+5,2,3,4,6,7 
7 .0048 .0169 1,2,3,4,5,6,7 
See Appendix V Table A1 for definition of time-bands 
Mean and maximum final over-recovery for Group A and 1990/1 
P-track using Rate Linkage method of clustering with load-
factor band 68-87% 
Number of Mean-over Maximum over Grouping of 
time-bands recovery recovery rates 
p/unit p/unit 
1 .0117 .0384 1+2+3+4+5+6+7 
2 .0050 .0170 1+3+4+5+6+7,2 
3 .0036 .0120 1+3+4+5+7,2,6 
4 .0019 .0071 1+3+5+7,2,4,6 
5 .0018 .0062 1+3+5,2,4,6,7 
6 .0018 .0064 1+5,2,3,4,6,7 
7 .0018 .0064 1,2,3,4,5,6,7 
See Appendix V Table A1 for definition of time-bands 
Mean and maximum final over-recovery for Group A and 1990/1 p-
track using Rate Linkage method of clustering with load-factor 
band 87-93% 
Number of Mean-over Maximum over- Grouping of 
time-bands recovery recovery rates 
p/unit p/unit 
1 .0045 .0146 1+2+3+4+5+6+7 
2 .0019 .0065 1+3+4+5+6+7,2 
3 .0014 .0046 1+3+4+5+7,2,6 
4 .0007 .0027 1+3+5+7,2,4,6 
5 .0007 .0024 1+3+5,2,4,6,7 
6 .0007 .0024 1+5,2,3,4,6,7 
7 .0007 .0024 1,2,3,4,5,6,7 
See Appendix V Table A1 for definition of time-bands 
229 
Chapter 8 
The results imply that, at least for the Group A Dc-tracks, the higher the 
loadCfactor band for the group the closer is the recovery of cost through the 
rates on a given charging structure to the costs incurred by the Dc- track 
members in the group. Hence for Group A Dc-tracks, the 68-87% load-factor 
band results in a mean over-recovery that is about two-and-a-half times 
higher than that for the 87-93% load-factor band; for the 45-68% load-factor 
band it is about seven times higher than that for the 87-93% load-factor 
band; for the 25-45% load-factor band it is fifteen times higher. Thus as 
the degree of variability in the Dc-tracks for Group A increases, as defined 
by a lower standard deviation and summarised by a higher load factor, the 
variation in generation costs incurred by the demand matrices (Dc-tracks) 
within a group decreases and so the mean over-recovery decreases. 
In addition, the preference for a charging structure which has four time-
bands - as was identified for the 25-45% load-factor set of Dc-tracks (see 
Section 8.4) - is retained for the sets of Dc-tracks with higher load-factor 
bands. For each of the load-factor bands the relative merit of the various 
number of time-bands is shown in Tables 8.3, 8.6a, 8.6b and 8.6c. In each 
case the mean over-recovery decreases or remains constant as the number of 
time-bands increases. In each case with a four time-bands structure the mean 
over-recovery is within 5 per cent of that with seven time-bands, while with 
a three time-bands structure the mean over-recovery is double that obtained 
with seven time-bands. Hence the preference for a charging structure with 
four time-bands that was identified for the 25-45% load-factor set of Dc-
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tracks in Section 8.4 is retained for the remaining three sets of Dc-tracks 
under consideration, with load-factor bands of 45-68%, 68-87% and 87-93%. 
8.7 RATES CHARGED FOR COST RECOVERY 
The purpose of the price setting procedure (see Section 8.3) is to determine 
rates that efficiently recover costs for a given charging structure and in 
this Section the rates that were derived for the favoured charging structures 
in Sections 8.4 and 8.6 are recorded. Table 8.7 presents the rates derived 
for the favoured structure of four time-bands and the annual maximum demand 
for the load-factor bands of 25-45%, 45-68%, 68-87% and 87-93%. These rates 
are expressed to two decimal points and are shown, in general, to decrease or 
remain the same as the load-factor band moves between the bands from 25-45% 
to 87-93%. The one exception to this occurs for time-band 6 where the rate 
is higher for the 45-68% load-factor band than for the 25-45% band. The 
charge on the annual maximum demand is constant for the load-factor bands 
above 25-45% and only slightly below this constant value for the 25-45% load-
factor band. 
Table 8.7 Rates for recovery of 1990/1 P-track costs with a charging 
structure consisting of four unit time-band charges (p/unit) and 
an annual maximum demand charge (£/kW) for Group A 
Unit time-bands Unit rates for load-factor bands 
25 45% 45-68% 68 87% 87-93% 
1+3+5+7 1. 70 1. 69 1. 67 1.67 
2 3.19 3.14 3.12 3.12 
4 2.26 2.16 2.14 2.14 
6 0.93 0.95 0.93 0.92 
Annual 0.27 0.31 0.31 0.31 
maximum demand 
See Appendix V Table Al for definition of time-bands 
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The analyst should avoid the temptation of carrying out any statistical 
analysis on the derived rates. The error term in the iterative regression 
procedure is not assumed to be Normally distributed, though such an 
assumption could be added. Given this assumption, statistical tests could be 
carried out on the results of the final step of the procedure. However, the 
costs would be the adjusted costs and not the actual costs and the tests 
would be biased by the exclusion of a constant term in the equation. It is 
therefore preferable to view the iterative regression procedure as 
deterministic and not statistical. 
The actual rates derived for the 1991/2 and 1992/3 P-tracks cases are shown 
in Table 8.8a and Table 8.8b for the load-factor band 25-45%. These tables 
show the rates corresponding with the mean over-recovery summarised in Tables 
8.4 and 8.5 respectively. The higher variance of the 1991/2 P-track, 
relative to the 1992/3 P-track, is reflected in the rates. The range between 
the highest and lowest of the rates is shown as 5.24 p/unit for 1991/2 
compared to just 2.63 p/unit for 1992/3. 
Table 8.8 Rates for recovery of p-track costs with a charging structure 
consisting of five unit time-bands lp/unit) and an annual 
maximum demand It/kW) charqe for the 25-45% load-factor band 
a) 1991/2 
Unit time-bands Rate 
p/unit 
1+3 1. 78 
2 2.78 
4 1.21 
5+6 2.11 
7 6.45 
Annual maximum demand 0.03 
See Appendix V Table A2 for definition of time-bands 
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b) 1992/3 
Unit 
Chapter 8 
with on the annual maximum demand charge set to 
zero (to be non-negative) 
time-bands Rate 
p/unit 
1 2.26 
2+3+4 2.44 
5 1. 95 
6 3.06 
7 4.58 
See Appendix V Table A3 for definition of time-bands 
8.8 SUMMARY 
An approach has been developed in this chapter to meet (a) the Commercial 
objective (see Chapter 1, Section 1.2) of deriving rates for time-of-use 
charging structures with a limited number of time-bands that efficiently 
recover the time-related costs of customers within a group, and (b) the 
Economic objective (see Chapter 1, Section 1.3) of measuring the relative 
benefit of different numbers of time-bands within the charging structure for 
the purpose of cost-benefit analyses. This approach enables the PES, using 
the iterative regression procedure (see Section 8.3), to derive rates that 
recover the costs and commercial risks most efficiently and to measure the 
comparative efficiency in cost recovery for one charging structure relative 
to another. In addition, the approach enables the PES, using Rate Linkage 
(See Section 8.4), to combine time-bands in a charging structure in an 
efficient manner when forming charging structures with fewer time-bands and 
measuring the relative benefit of· alternative numbers of time-bands within 
the charging structure. 
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An iterative regression procedure has been developed to determine rates for a 
given charging structure. This procedure uses the property of minimising the 
sum of squared errors within ordinary least squares regression as an 
optimising function for setting the rates. In this mathematical context 
ordinary least squares calibrates a relationship that is assumed already to 
exist, namely, that the charging structure exists and the rates are to be 
calibrated to efficiently recover the costs for the group. In this context 
the minimisation of the sum of squared errors is a deterministic quadratic 
programming approach to resolving the factors for which the sum is minimised. 
Rate Linkage has been developed to combine the time-bands of a charging 
structure in an efficient manner. Rate Linkage, which can be viewed as a new 
technique within the subject of Cluster Analysis, has a feature that makes it 
distinct from the main Cluster Analysis techniques described earlier in the 
thesis (see Chapter 4), namely, that the set of data - that both summarises 
the cluster and is used in the distance matrix, is revised following the 
combining of each pair of clusters (see Section 8.4). 
The results of the analysis carried out upon the demand matrices of Group A 
in this chapter are generalised as follows: 
• the efficiency of cost recovery tends to increase, and the mean over-
recovery decrease, as the number of time-bands in the charging 
structure increases (Section 8.3, 8.4 and 8.6) 
• the favoured number of time-bands in the charging structure is four or 
five and depends upon the generation costs (Sections 8.4 and 8.6) 
• the efficiency of cost recovery tends to reduce the greater the 
variation in the generation costs (Section 8.4) 
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• the efficiency of cost recovery tends to increase with load factor 
(Section 8.6) 
• the efficiency of cost recovery tends to reduce as the number of 
demand matrices for the group on which the rates are set increases 
(Section 8.5) . 
Hence the procedure developed in this chapter provides the means for 
comparing charging structures and for identifying favourable charging 
structures that closely recover costs. 
The extent to which the charging structures derived from the Multi-variate 
Analysis of preceding chapters for Group A are favourable to alternative 
time-of-use charging structures is considered in the next chapter 
(Chapter 9). The analysis in this chapter has assumed the charging structure 
with seven time-bands and has created additional charging structures from 
combinations of the seven time-bands. However, their was no comparison made 
to establish whether or not the charging structures with seven time-bands -
derived from the application of Cluster Analysis (see Chapter 6) are 
favourable in terms of their cost recovery relative to alternative charging 
structures. The merits of the charging structures that have been defined by 
Cluster Analysis in Chapter 7 (see Section 7.3) is discussed in the next 
chapter (Chapter 9) . 
In addition, the analysis in this chapter (Chapter 8) is extended in the next 
chapter (Chapter 9) to Group B. Group B has a smaller number of demand 
matrices compared to that in Group A (see Section 7.1) . The Rate Linkage 
that has been developed in this chapter is modified as a result of this 
analysis to make it more generally applicable as an efficient means for 
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deriving rates and combining time-bands within a time-of-use charging 
structure. 
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TOWARDS OPTIMAL CHARGING STRUCTURES 
9.1 INTRODUCTION 
Further analyses and developments, to those discussed in Chapter 8, are made 
in this chapter to meet the Economic objective of measuring the relative 
benefit of different numbers of time-bands' within the charging structure for 
the purpose of cost-benefit analyses (see Chapter 1, Section 1.3). The 
iterative regression procedure that was developed in Chapter 8 derives rates 
for a given time-of-use charging structure and ensures that generation costs 
are recovered for a group of Dc-tracks. The analysis in Chapter 8 focused on 
the sets of Dc-tracks for Group A that were distinguished by load factor. 
The D-tracks were grouped (see Chapter 6) and initial time-of-use structures 
with seven time-bands were obtained for each group and each P-track from an 
application of Cluster Analysis (see Chapter 7). Rate Linkage was developed 
to create time-of-use charging structures with fewer than seven time-bands on 
the basis of the rates formed by the iterative regression procedure (see 
Chapter 8). 
In the first two Sections of this chapter the merits of the charging 
structures - that have been defined by Cluster Analysis for the Group A data 
- are reviewed. The analysis in the previous chapter (Chapter 8) assumed the 
charging structure with seven time-bands and created additional charging 
structures from combinations of the seven time-bands. The analysis in this 
chapter (Chapter 9) compares some results to establish whether or not the 
charging structures with seven time-bands - derived from the application of 
• Every tenn that is written in italics is defined and explained in the glossary (pages 350-355). 
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Cluster Analysis (see Chapter 6) - are favourable in terms of their cost 
recovery relative to alternative charging structures. In particular, if for 
a given P-track the charging structure derived from the application of 
Cluster Analysis upon an alternative P-track yields a more favourable result, 
then the ability of Cluster Analysis to determine favourable charging 
structures for a given P-track would be brought into question. The ability 
of Cluster Analysis to derive favourable charging structures for cost 
recovery is analysed and tested during the early Sections of this chapter. 
The comparisons made between the charging structures in Section 9.2 use the 
measure of mean over-recovery in Section 9.2 (see Chapter 8, sub-
section 8.3.2) and the maximum over-recovery in Section 9.3. 
In the remaining Sections of this chapter the comparative analysis of 
alternative charging structures is extended· to the ·Group B data - with its 
more limited number of demand matrices !Dc-tracks) and this analysis 
results in the development of a modified Rate Linkage procedure. These 
modifications to Rate Linkage ensure that each final rate that is determined 
by the iterative regression procedure is set within limits that are 
acceptable to the PES in terms of the recovery of the costs that occur in 
each time-band (Section 9.5). The charging structures formed by the Cluster 
Analysis are re-appraised (sub-section 9.5.3) in terms of their ability to 
enable rates to be formed that would maintain a low mean over-recovery for 
the Group B Dc-tracks. The results of the modified Rate Linkage 
subsequently referred to as Mod-Rate Linkage - is discussed (Section 9.6) 
prior to the summary of the chapter (Section 9.7). 
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9.2 COMPARISON OF GROUP A MEAN OVER-RECOVERY FOR 1990/1, 
1991/2 AND 1992/3 P-TRACKS AND CHARGING STRUCTURES 
DERIVED FROM WARD'S METHOD OF CLUSTERING 
In this Section the efficiency of cost recovery for given generation costs 
(p-track) and for the charging structure derived from that p-track are 
compared with those of the cost recovery for the same p-track but using 
charging structures derived from a different P-track. If, for a given p-
track, the charging structure derived from the application of Cluster 
Analysis upon a different P-track is found to yield a more favourable result, 
then the value of Cluster Analysis in determining favourable charging 
structures for any given P-track would be brought into question. In this 
Section, the comparisons are made using the measure (see Chapter 8, Section 
8.3.2) of mean over-recovery for the demand matrices in Group A and 
associated with the load-factor band of 25% to 45% (see Chapter 8, Section 
8 . 2 and 8. 3 . 3) . 
The charging structures derived from an application of Cluster Analysis are 
not necessarily the most favourable charging structures for a given P-track 
cost matrix and a given group of Dc-track demand matrices. The agglomerative 
procedures in Cluster Analysis form locally optimal clusters rather than 
globally optimal clusters by the nature of the cluster formation and charging 
structures are derived from these clusters (see Chapter 4). As Cluster 
Analysis identifies locally optimal clusters, there may exist a globally 
optimal clustering or alternative charging structures that would be more 
favourable. A global optimum is not necessarily derived from the application 
of Cluster Analysis. If, for a given P-track, the charging structure derived 
from the application of Cluster Analysis upon an alternative P-track yields a 
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more favourable result then the ability of Cluster Analysis to determine 
favourable charging structures for a given P-track would be brought into 
question. This can be tested, in part, by comparing the mean over-recovery 
of costs that are formed for a given P-track (see Chapter 8, sub-
section 8.3.3) using each of the charging structures derived from the three 
P-tracks in Chapter 7. 
The analysis is carried out on the charging structures with the seven time-
bands that were derived from the application of Ward's method of clustering 
to P-track and Dpc-track data (see Chapter 7 and Appendix V). These charging 
structures were established for each of the three P- tracks (described in 
Chapter 3) and each of the five D-track groups (described in Chapter 7) with 
the result that fifteen charging structures were created in all. The Rate 
Linkage takes one of these charging structures and creates six additional 
charging structures, by reducing the number of separately charged time-bands 
in such a way as to try to retain the low mean over-recovery of the seven 
time-band charging structure. Therefore, the efficiency in recovering costs 
for the seven time-band charging structure has a knock-on effect in the 
recovery of costs in charging structures with fewer time-bands than are 
formed from Ra te Linkage. This highlights the importance of an efficient 
recovery of costs for the case of seven time-bands in the charging structure. 
The iterative regression procedure (see Chapter 8, sub-section 8.3.1) was 
applied to each of the three separate charging structures in turn, for the 
recovery of the generation cost associated with the 1990/1, 1991/2 and 1992/3 
P-tracks (see Chapter 3). This analysis used the Group A Dc-tracks in load-
factor band 25-45%. The rates were derived, for each separate charging 
structure with seven time-bands, to recover the costs incurred by the set of 
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D-tracks for each of the three separate P-tracks. The mean over-recovery of 
the seven time-band charging structure provides a way of comparing the 
efficiency that a given seven time-bands structure recovers the costs of 
diff erent P- tracks. Table 9. la and Table 9 .lb respectively show the mean 
over-recovery results of this analysis when the maximum demand variable was 
included in the iterative regression procedure (Table 9.1a) and then, for the 
cases where the coefficient on the maximum demand variable was negative, 
excluded from the iterative regression procedure (Table 9.1b). 
Table 9.la 
Table 9.1b 
The mean over-recovery of three p-tracks using the seven time-
band structures derived from Ward's method of clustering 
together with the maximum demand coefficient unconstrained for 
Group A 25-45% load-factor Dc-track data 
Rate structure derived from 
Ward's method of clustering 
p/unit 
Year 1990/1 1991/2 1992/3 
P track 1990/1 .0101 .0167 .0145 
for cost 1991/2 .0253 .0126 .0142 
recovery 1992/3 .0201 .0190 .0096 
See Appendix V Tables Al, A2, A3 for time-band structures 
The mean over-recovery of three p-tracks using the seven time-
band structures derived from Ward's method of clustering 
together with the maximum demand coefficient constrained to be 
non-negative for Group A 25-45% load-factor Dc-track data 
Rate structure derived from 
Ward's method of clustering 
p/unit 
Year 1990/1 1991/2 1992/3 
p track 1990/1 .0101 .0167 .0149 
for cost 1991/2 .0253 .0126 .0142 
recovery 1992/3 .0266 .0250 .0097 
See Appendix V Tables A1, AZ, A3 for time-band structures 
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The results of analysis, as shown by the mean over-recovery in Table 9.1; 
confirm that the 1990/1 derived structure is preferable for the recovery of 
the 1990/1 P-track costs to either of the two alternatives (that is either 
the 1991/2 or the 1992/3 charging structures). For example, in Table 9.1a 
the mean over-recovery using the 1990/1 charging structure is .0101 p/unit 
which is lower than the. mean over-recovery of .0167 p/unit and .0145 p/unit 
·formed from the 1991/2 and 1992/3 charging structures respectively. Hence, 
the 1990/1 charging structure. forms the lowest mean over-recovery of the 
three alternative structures in recovering 1990/1 costs and thereby forms the 
most competitive charges for the group of customers. Similarly the 1991/2 
derived structure is preferable to the two alternatives for 1991/2 P-track 
costs; and the 1992/3 derived structure is preferable to the two alternatives 
for 1992/3 p-track costs . 
. The. results support the use of Cluster Analysis, and in particular the .use of 
Ward's method of clustering as a means of deriving favourable charging 
structures. The results in Table 9.1 show that the most favourable mean 
over-recovery for the cost recovery for each p-track is obtained from the 
charging structure derived from that P-track's data. The results demonstrate 
that Cluster Analysis is able to distinguish between different p-tracks in 
identifying favourable charging structures for the p-track from which the 
structure is derived- over those structures formed from the alternative P-
tracks. Hence, Cluster Analysis is not shown to be inappropriate in deriving 
favourable charging structures in this instance. Therefore, the results 
lerid· support to .. the use of the Multi-variate Analysis approach, and in 
particular to Ward's method of clustering, that was used to determine 
commercially favourable time-of-use charging structures for a given P-track. 
In so doing, it also confirms the finding in the analysis presented in 
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Chapter 5 that the favourable charging structure is dependent on the year of 
p-track costs under analysis. 
9.3 FAVOURED CHARGING STRUCTURES 
In this Section the cost recovery is analysed for individual Dc-tracks in a 
set of Dc-tracks. This is in contrast to the previous focus on cost recovery 
for the set of D-tracks as a whole, as measured by the mean over-recovery. 
The comparative analysis using the mean of the over-recovery for the set of 
Dc-tracks in the previous Section is repeated for the maximum over-recovery 
that occurs amongst the set of Dc-tracks. The analysis proceeds to compare 
the over-recovery of costs for all of the Dc-tracks in the set with 
alternative charging structures. 
The comparative analysis using the maximum over-recovery replaces that of the 
mean of the over-recovery for the set of Dc-tracks dealt with in Section 9.2. 
A favoured seven time-bands charging structure has been identified for Group 
A Dc-tracks for each of the three p-tracks in terms of the mean over-recovery 
for the set of Dc-tracks. The measure of mean over-recovery for a given set 
of Dc-tracks encompasses the results for the whole set and is therefore 
useful when comparing the results of alternative charging structures for the 
same set of Dc-tracks. An alternative measure is the maximum over-recovery 
incurred amongst the set of Dc-tracks. This measure relates to the 
individual Dc- track in the set which has the highest over-recovery in the 
set. 
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The analysis was carried out twice, firstly with the coefficient on the 
maximum demand unconstrained and secondly with it constrained to zero. The 
effect of this constraint was seen to have a considerable effect upon the 
maximum over-recovery incurred by the Dc-track in the set. A comparison of 
Tables 9.1a and 9.1b (see Section 9.2) shows that the need for the 
coefficient on the annual maximum demand charge to be non-negative, in some 
instances, causes a considerable increase in the mean over-recovery. In the 
case of the 1992/3 P-track and 1990/1 charging structure, there is a 32 per 
cent increase in the mean over-recovery when the constraint is introduced. 
The effect of such a constraint is even more marked on some of the individual 
Dc-tracks as is illustrated by the maximum over-recovery for each case. 
Table 9.2a and 9.2b respectively show the maximum over-recovery results of 
this analysis when the annual maximum demand variable was included in the 
iterative regression procedure and then, for the cases where the coefficient 
on the annual maximum demand variable was negative, excluded from the 
iterative regression procedure. The 1992/3 P- track and 1990/1 charging 
structure yields a 84 per cent increase in the maximum over-recovery when the 
constraint is introduced. 
Table 9.2a The maximum over-recovery of three p-tracks using the seven 
time-band structures derived from Ward's method of clustering 
together with the maximum demand coefficient unconstrained for 
Group A 25-45% load-factor Dc-track data 
Rate structure derived from 
Ward's method of clustering 
p/unit 
Year 1990/1 1991/2 1992/3 
p-track 1990/1 .0379 .0732 .0498 
for cost 1991/2 .0741 .0401 .0370 
recovery 1992/3 .0532 .0541 .0279 
See Appendix V Tables Al, A2, A3 for time-band structures 
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The maximum over-recovery of three p-tracks using the seven 
time-band structures derived from Ward's method of clustering 
together with the maximum demand coefficient constrained to be 
non-negative for Group A 25-45% load-factor Dc-track data 
Rate structure derived from 
Ward's method of clustering 
p/unit 
Year 1990/1 1991/2 1992/3 
P-track 1990/1 .0379 .0732 .0510 
for cost 1991/2 .0742 .0401 .0370 
recovery 1992/3 .0981 .0875 .0295 
See Appendix V Tables A1, A2, A3 for time-band structures 
A important feature of the results shown in Table 9.2 is that the maximum 
over-recovery for a given P-track cost is not always least for the structure 
associated with that P-track. With the 1991/2 P-track costs, the maximum 
over-recovery amongst the forty Dc-tracks is least when the 1992/3 derived 
structure is used. Such results are to be expected. The more favourable 
results in Table 9.1 for mean over-recovery are a consequence of the way in 
which the charging structures were formed (see Chapter 7, Section 7.3). Each 
structure was derived from the first principle component Dpc-track that was 
found to be very closely correlated to the mean of the set of D-tracks. The 
charging structure was formed to recover efficiently costs for the whole 
group of D-tracks, but not necessarily to recover costs in the most effective 
manner for each individual D- track wi thin the group. The latter would 
require individual charging structures for each D-track, which has not been 
the purpose of this study for reasons already explained (see Chapter 6, 
Section 6.2). 
Although the favoured charging structure is preferable in terms of the whole 
set of demand matrices (Dc-tracks), as given by the analysis of the previous 
Section, the alternative charging structures are preferable for the recovery 
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of costs for certain individual Dc-tracks. The results in Table 9.2 
illustrate the existence of some Dc-tracks in a set that lie on the margin of 
the set .. For these individual Dc-tracks the over-recovery of costs, that is 
formed from the favoured charging structure and the derived rates for the 
group, is high when compared to the over-recovery derived from an alternative 
charging structure and rates. Moreover, this is in keeping with the finding 
in Table 9.1 that the favoured charging structure, rather than the 
alternative structures, yields a lower over-recovery for the majority of Dc-
tracks cases. This is illustrated in the histograms in Graph 9.1. The 
histogram in Graph 9. la illustrates the difference in over-recovery formed 
from the two alternative charging structures and the over-recovery formed 
from the favoured structure for the 1990/1 p-track, for all forty Dc-tracks 
in the 25-45% load-factor band of Group A. (The histograms in Graph 9.1b and 
9.1c repeat this comparison for the 1991/2 and 1992/3 P-tracks respectively). 
These histograms (see Graphs 9.1 a, b and c) show that for the vast majority 
of Dc-tracks the favoured charging structure yields a lower over-recovery 
than that of the two alternative structures. However, for a small minority 
of Dc-tracks one of the two alternative structures yields an over-recovery 
for specific Dc-tracks which is less than that formed from the favoured 
structure. The occurrence of the over-recovery of the favoured charging 
structure exceeding that of the alternative charging structure is generally 
greater the higher the over-recovery of the favoured charging structure for 
the D- track. 
In conclusion, so far as competitive market in electricity supply is 
concerned, a PES, with a single structure for a group, is able, ceteris 
paribus, to offer competitive terms to the majority of a group of customers. 
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However, alternative structures, with rates which recover costs for all group 
members, potentially enable the PES to reduce the over-recovery of costs for 
the Dc-track cases for which the single structure yields relatively high 
over-recovery. In this regard the mean over-recovery of a group is low from 
careful selection of an initial time-band structure, using Ward's method for 
clustering, and it can be lowered further by offering additional, 
alternative, structures which seek to reduce the over-recovery for the D-
tracks in the group where the over-recovery on the initial structure is 
higher. Thus the PES may wish to select more than one charging structure to 
offer a group of customers in order to improve the efficiency of cost 
recovery. The selection of more than one charging structure for a group is 
returned to in Chapter 10 (see Sect ion 10.6). In the meantime the PES is 
assumed to be looking to offer a single favourable charging structure to a 
group or set of customers. 
9.4 COMPARISON OF GROUP B MEAN 
1991/2 AND 1992/3 P-TRACKS 
DERIVED FROM WARD'S METHOD 
OVER-RECOVERY 
AND CHARGING 
FOR 1990/1, 
STRUCTURES 
In this Section the analysis that was discussed in Section 9.2 is extended to 
the second largest group of D-tracks, the Group B (see Table 7.1), to 
establish what support there is for the results and conclusions already drawn 
from the analysis of the Group A data. The first principal component Dpc-
track was formed, and the standard deviation identified. to create a 30% 
load-factor Dc-track from the Dpc-track. To meet this requirement the 
standard deviation was set at 489, which was higher than that required (415) 
for Group A (see Chapter 8, Section 8.2). When the same standard deviation 
was applied to the ten individual D- tracks in Group B, the individual load 
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factors for the Dc-tracks ranged from 21.3 to 33.4%. Hence, the lowest load-
factor band for Group B, formed from the 30% load-factor Dpc-track, contains 
lower load-factor Dc-tracks and has a narrower range of load factors than 
those of Group A. 
The low load-factor band for the Group B set of Dc-tracks has a narrower 
load-factor range (21% to 33%) than does the Group A set (25% to 45%). This 
is because of the number and the form of the Dc-tracks within the two sets. 
Group B has a quarter of the number of D-tracks that are in Group A and this 
acts as a constraint on the diversity within Group B. The form of the D-
tracks in a group is summarised by the first principal component for the 
group. The first principal component for the D- tracks of Group A contains 
more information about the set of D- tracks within that group than does the 
corresponding principal component for Group B (see Table 7.1, Chapter 7). 
Hence, though the number of D-tracks in Group A is more than in Group B, the 
form of the D-tracks in the two groups cause the diversity in Group B to be 
greater than that in Group A. However, for the Dc-tracks of Groups A and B 
that are contained within the lowest load-factor bands, the load-factor range 
for Group B is narrower than that for Group A. The formation of the Dc-
tracks from the D-tracks causes the form of the Dc-tracks for Group A to 
become more diverse. Hence, the lower number of Dc-tracks in Group B cause 
the range for the lowest load-factor band of Group B to be narrower than for 
Group A. 
The mean over-recovery of Group B formed from the application of the 
iterative regression procedure to the Group B charging structures (see 
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Appendix V) is shown in Table 9.3 for the 21-33% load-factor band. The mean 
over-recovery for Group B from Table 9.3 is generally lower than the mean 
over-recovery for the 25-45% load-factor band of Group A that is shown in 
Table 9.1a for the off-diagonal entries, but of a similar magnitude for the 
diagonal entries. Hence the charging structures for the cost recovery of a 
P-track, which are derived from alternative P-tracks, are more competitive in 
the case of Group B than in the case of Group A. 
Table 9.3 The mean over-recovery of three p-tracks using the seven time-
band structures derived from Ward's method of clustering 
together with the max~um demand coefficient unconstrained for 
Group B 21-33% load-factor Dc-track data 
The coefficients are all unconstrained 
Rate structure derived from 
Ward's method of clustering 
p/unit 
Year 1990/1 1991/2 1992/3 
p-track 1990/1 .0l45 .0208 .0042 
for cost 1991/2 .0055 .0131 .0085 
recovery 1992/3 .0031 .0051 .0072 
See Appendix V Table B1, B2, B3 for time-bands of structures 
The values of the mean over-recovery in Table 9.3 appear to contradict the 
findings of Group A (see Table 9.la) since, for each P- track case, the 
derived structure formed from applying Ward's method of clustering to the P-
track has a higher mean over-recovery than that of at least one of the two 
alternative structures. For the recovery of 1990/1 P-track costs, the 
charging structure that is derived from the 1990/1 P-track has a mean over-
recovery that is over three times that formed when the charging structure is 
assumed to be the one derived from the 1992/3 P-track. However, these 
results take no account of the acceptability of the coefficients in the final 
iterative regression procedure that form the rates. 
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The high number of time-bands (seven) compared to the number of demand 
matrices in the set for Group B (ten) cause some rates to be negative and 
thereby unacceptable to the PES. Negative rates were not encountered during 
the analysis of the forty Dc-tracks of Group A where the degrees of freedom 
for the iterative regression procedure was effectively no less than thirty-
two. This enabled the coefficients obtained for the unit variable of each 
time-band in the iterative regression procedure to reasonably reflect the 
value of PSP costs that are incurred during each time-band. The coefficient 
of the annual maximum demand occasionally fell below zero and needed to be 
constrained to zero for the purposes of determining non-negative rates. For 
Group B there are just ten Dc- tracks and so with seven time-band variables 
and an annual maximum demand variable there are effectively just two degrees 
of freedom in the iterative regression procedure. As a consequence, not only 
was the coefficient on the annual maximum demand variable found to be 
negati ve on occasions, but in some cases the coefficients on time-band 
variables were also negative. Table 9.4 shows coefficients for each 
explanatory variable in the regression equation for the recovery of the 
1990/1 P-track costs on the charging structure derived from the 1992/3 P-
track. Two out of the seven unit variables have coefficients with negative 
values. In this particular case the coefficient on the annual maximum demand 
is non-negative. 
When combining time-bands using Rate Linkage, as defined in Chapter 8 (see 
Section 8.4) there is the potential for negative rates to be retained for the 
charging structure in the recovery of costs. This is illustrated by the case 
shown in Table 9.4 for the recovery of the 1990/1 P-track costs, using the 
charging structure derived from the 1992/3 p-track. The lowest unit rate for 
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any time-band in Table 9.4, the negative coefficient of -16.32 p/unit for 
time-band 7, is considerably displaced away from the other coefficients. 
Given the application of Rate Linkage on these rates in combining time-bands 
to reduce the number of time-bands in the charging structure, the time-band 7 
is unlikely to be combined with any other time-band until the final step of 
moving from two time-bands to a final solitary time-band. If the rates are 
required to be non-negative for the purposes of their acceptability within a 
charging structure, the use of Rate Linkage would only leave a single unit 
rate structure in this case. There is then a need to modify the Rate Linkage 
procedure. 
Table 9.4 
9.5 
Rates for the seven time-bands (p/unit) and the charge on the 
annual maximum demand (£/kW) for recovery of 1990/1 P-track 
costs on the charging structure formed from the 1992/3 p-track 
costs, for the 21-33% load-factor band of Group B Dc-tracks 
Unit time-bands Rate 
1 1.32 
2 -1.52 
3 34.62 
4 1. 95 
5 3.86 
6 0.01 
7 -16.32 
Annual maxim1.UD. demand 3.62 
See Appendix V Tables B3 for time-bands of structures 
MODIFICATIONS TO RATE LINKAGE IN THE PRESENCE OF 
UNACCEPTABLE RATES 
In this Section two approaches for modifying the Rate Linkage procedures are 
made with a view to deriving acceptable rates for the PES to offer to the 
customer. A comparison of three charging structures with seven time-bands~ 
derived for the recovery of costs incurred by the Dc-tracks in Group B, was 
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made in Table 9.3 (see Section 9.4). This comparison took no account of the 
acceptability of the coefficients formed from the iterative regression 
procedure and some of these rates were subsequently found to be negative and 
therefore unacceptable. For Group B, two approaches were considered for 
addressing the presence of negative coefficients: either (a) constrain the 
coefficients within the iterative regression procedure or (b) form 
alternative time-at-use charging structures by combining time-bands. These 
two approaches correspond to the two stages in Rate Linkage that firstly 
determine the rates for a given charging structure and secondly combine time-
bands to form additional charging structures. In this Section the two 
approaches for modifying the Rate Linkage that were developed in the previous 
chapter are discussed in some detail in separate sub-sections (see sub-
sections 9.5.1 and 9.5.2) and in addition the charging structures derived for 
the Group B in Chapter 7 are reviewed (see sub-section 9.5.3) . 
But first, it is worth considering a third alternative, namely that the 
negative coefficients have arisen because of insufficient data. This would 
require there to be more data available before it would be acceptable to 
proceed to form rates. Such an approach precludes the whole area of trying 
to set acceptable rates when the number of D-tracks available and the 
effective number of degrees of freedom for the iterative regression procedure 
are small. To see the kind of effect that an increase in the sample-size of 
Dc-tracks has on the rates formed, the number of Dc-tracks for the iterative 
regression procedure was doubled by broadening the load-factor range to 21-
52% for the same ten D-tracks in Group B. For the 1990/1 p-track and 1990/1 
charging structure with seven time-bands, this doubling in the number of Dc-
tracks had the effect of increasing mean over-recovery from .0145 p/unit to 
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.0269 p/unit. The effect on the coefficients for the 21-33% and the 21-52% 
load-factor bands, with seven time-bands, are shown in Table 9.5. 
Table 9.5 Rates for the seven time-bands (p/unit) and the charge on the 
annual maximum demand (£/kW) for recovery of 1990/1 P-track 
costs on the charqing structure formed from the 1990/1 P-track 
costs, for the 21-33% and 21-52% load-factor bands of Group B 
Qc-tracks 
Unit time-band Rates in load-factor band 
21-33% 21-52% 
1 3.28 4.05 
2 9.77 10.09 
3 0.05 -0.23 
4 0.56 1.16 
5 1. 58 2.11 
6 1. 75 1.16 
7 1.81 1. 70 
Annual maximum demand 1.04 0.87 
See Appendix V Tables B1 for time-bands of structures 
The results in Table 9.5 show that the presence of negative rates is not 
necessarily removed by increasing the number of demand matrices in the set 
(in this case by widening the load-factor band from 21 to 33% to 21 to 52% 
and thereby doubling the number of Dc-tracks in the set). The annual maximum 
demand variable was included as an explanatory variable in the two analyses. 
The coefficient on the annual maximum demand variable moves from a negative 
to a positive value as a consequence of expanding the load-factor band from 
21-33% to 21-52%. However, the rate in time-band 3 fell from a positive 
value to a negative value as a consequence of the sample-size being doubled. 
With only the load factor on the ten D-tracks being changed in order to 
double the sample Size, care needs to be taken in drawing conclusions 
regarding the effect of increased sample-sizes. Even so, what is apparent is 
that inappropriate rates are possible even when the number of Dc-tracks is 
increased. Clearly, there is a need to consider the formation of acceptable 
rates when negative coefficients are formed by the iterative regression 
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procedure. In returning to the original sample of ten Dc-tracks for load-
factor band 21-33% in Group B, both approaches (a) and (b) have been 
considered in turn, in sub-sections 9.5.1 and 9.5.2 respectively. 
9.5.1 CONSTRAINING COEFFICIENTS WITHIN THE ITERATIVE 
REGRESSION PROCEDURE 
The question of negative coefficients is a specific example of the broader 
issue of what constitutes an acceptable coefficient so far as the PES is 
concerned. The Supplier seeks through its charges both to reflect the way in 
which costs are incurred and to recover the level of costs that are incurred 
in supplying electricity to the customer. In doing so the Supplier may be, 
within acceptable limits, to charge below the average cost that is incurred 
during one time-band and to recoup this under-recovery of costs by charging 
at a rate above the average cost that is incurred during another time-band. 
In the Commercial environment the PES would determine the acceptable limits 
that are set for each rate and the level of such limits would reflect the 
risk aversion of the PES to charging below cost during some time-bands. The 
average cost for each time-band and each Dc-track in the present study 
provides information to assist in the setting of the acceptable limits. One 
option for the formation of acceptable limits for a time-band is to use the 
minimum and maximum of the average cost that are incurred amongst the group 
of Dc-tracks for the time-band. For any time-band the range between the 
maximum and the minimum value of the average cost is non-decreasing when Dc-
tracks are added for inclusion into the group. Hence, when there are fewer 
Dc-tracks in the group the range between upper (maximum average coat) and 
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lower (minimum average cost) acceptable limits is narrower and the 
constraints imposed on the coefficients by those acceptable limits are more 
severe. 
For the analysis in this thesis, an alternative option is used to form 
acceptable limits which is one that removes the dependency on the number of 
Dc-tracks in the group. This is achieved by applying factors to the average 
cost for each of the time-bands and each group of Dc-tracks. In the 
forthcoming analysis a factor of 0.5 is applied to the average cost for each 
time-band in the group to fonn the minimum acceptable limit and a factor of 2 
is applied to form the maximum acceptable limit. This choice reflects 
greater leniency and less risk aversion by a PES in setting of rates than if 
the PES selects the former option, namely, of determining the acceptable 
limits by use of the minimum and maximum of the average costs amongst the 
group of Dc-tracks for each time-band. In so doing the acceptable limi ts 
that are for.med are considered to place a minimal constraint on the formation 
of acceptable rates for the subsequent analysis. The factors of 0.5 and 2 
are sel~cted to reflect a greater risk aversion by the PES to rates set below 
average costs than those set above average costs and ensures that the charge 
in any time-band recovers at least 50 per cent of the costs incurred in that 
time-band for the group. 
At each step of the iterative regression procedure for determining the rates, 
the derived coefficients are constrained to lie within these acceptable 
limits, such that when a coefficient lies outside the acceptable limits it is 
replaced by a value which lies on the nearest acceptable limit. If an 
initial coefficient falls below the lowest acceptable limit, the restriction 
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of this coefficient to the lowest acceptable limi t causes the mean over-
recovery to take a discontinuous leap upward. If the minimum over-recovery 
exceeds the stopping criterion of -0.25 (£) (see Chapter 8, sub-section 
8.3.1) by this adjustment, the iterative regression procedure stops and the 
rates so formed over-recover the minimum costs that are incurred by the group 
The discontinuity in the formation of the rates, which arises 
as a consequence of constraining the coefficients, is countered by creating 
dO'WIlward pressure on the coefficients in the event of the minimum Qver-
recovery becoming positive. This is achieved in the following manner. Given 
a positive minimum over-recovery, the average over-recovery for the group is 
divided by the number of units in the Dc-track - which is equal for all Dc-
tracks (see Chapter 8, Section 8.2)). This value, as a p/unit figure, was 
subtracted from all unconstrained coefficients to put downward pressure on 
the mean over-recovery of the group of Dc-tracks. This continued until the 
minimum over-recovery fell below the value of the stopping criterion (ie,. 
below -0.25 (£)) f at which point the former iterative regression procedure 
recommenced. 
A number of difficulties are encountered relating to the convergence of this 
iterative regression analysis. Firstly, consider the case in which the 
minimum over-recovery is positive, the majority of coefficients are 
constrained at their lower limits and the remaining coefficients are 
constrained at their upper limits. It is then possible for the downward 
pressure on the rates to lower only those coefficients that are already 
constrained to their lower limit. In such circumstances the iterative 
regression analysis fails to converge on an acceptable set of rates. This 
non-convergence is subsequently referred to as a Case I outcome. An example 
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of a Case I outcome occurred when seeking to determine rates that recovered 
the costs of the 1990/1 P-track on a charging structure derived from the 
1992/3 p-track, for the 21-33% load-factor band of Group B Dc-tracks. It is 
recorded as a Case I outcome of non-convergence within Table 9.6. 
Secondly, consider the case in which the minimum over-recovery is negative 
with the majority of coefficients constrained at their upper limits and the 
remaining coefficients constrained at their lower limits. It is then 
possible for the general upward pressure on the rates to raise only those 
coefficients that are already constrained to their upper limit. In such 
circumstances the iterative regression analysis again fails to converge on an 
acceptable set of rates. This· non-convergence is subsequently referred to as 
a Case 11 outcome. An ex~ple of a Case 11 outcome occurred when seeking to 
determine rates that recovered the costs of the 1992/3 p-track on a charging 
structure derived from the 1990/1 p-track, for the 21-33% load-factor band of 
Group B Dc-tracks. 
within Table 9.6. 
It is recorded as a Case 11 outcome of non-convergence 
The iterative regression procedure that constrains the coefficients of the 
time-band variables to lie within the acceptable limits at each iterative 
step was applied to the 21-33% load-factor band of Group B Dc-tracks for 
charging structures, with the coefficient of the maximum demand set to zero. 
The sign of the coefficient on the annual maximum demand variable continued 
to depend on the case under analysis. Partly with a view to avoiding 
spurious· coefficients on the maximum demand variable, and partly with a view 
to keeping the effective degrees of freedom as high as possible in order to 
stabilise the unit coefficients for the Group B analysis, the coefficient on 
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the annual maximum demand was constrained to zero for the subsequent analysis 
in Group B. 
For cases where the revised rate-setting procedure derived a set of rates, 
the over-recovery of costs for those rates were considerably higher than was 
the case when the over-recovery derived when the coefficients in the 
procedure were unconstrained. Table 9.6 shows the mean over-recovery for.med 
in recovering the costs incurred by the group for each p-track through the 
three time-ef-use charging structures, each with seven time-bands, that were 
formed from the application of Ward's method of clustering to the p-track and 
Dpc-track data (see Chapter 7, Section 7.3). The two cases of non-
convergence have already been described. In the remaining cases convergence 
is achieved with the rates formed lying within the acceptable limits. For 
these cases the mean over-recovery is considerably higher than the mean over-
recovery in Table 9.3 for the corresponding cases where the coefficients are 
unconstrained during the application of the iterative regression procedure. 
For the 1990/1 P-track and 1990/1 derived charging structure the mean over-
recovery increases OVer three-fold from the unconstrained to the constrained 
iterative regression procedure. 
Table 9.6 The mean over-recovery of three P-tracks using the seven time-
band structures derived from Ward's method of clustering for 
the load factor band, Group B Dc-tracks. The coefficients are 
constrained to lie within acceptable limits after each step of 
the iterative regression procedure 
Rate structure derived from 
Ward's method of clustering 
p/unit 
Year 1990/1 1991/2 1992/3 
p-track 1990/1 .0481 .0990 Case I 
for cost 1991/2 .0585 .0256 .0814 
recovery 1992/3 Case 11 .0067 .0185 
See Appendix V Tables B1, B2, B3 for time-bands of structures 
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In addition, the results shown in Table 9.6 raises a doubt as to the use of 
Ward's method of clustering for deriving favourable' charging structures for 
Group B. Table 9.6 shows the 1990/1 derived charging structure to yield the 
least mean over-recovery of the three structures in recovering 1990/1 P-track 
costs. Similarly out of the three alternative charging structures in 
Table 9.6, the 1991/2 derived charging structure forms the set of rates with 
the least mean over-recovery in recovering the 1991/2 p-track costs. 
However, for recovery of the 1992/3 p-track costs the 1991/2 derived charging 
structure, and not the 1992/3 derived charging structure, forms the set of 
rates with the least mean over-recovery. 
In conclusion, altering the iterative regression procedure to restrict the 
rates to lie within acceptable limits is not adequate because it determines 
rates that yield an undesirably high over-recovery of costs for the set of 
demand matrices. The restriction of coefficients at each step of the 
iterative regression procedure sometimes failed to deter.mine a set of rates 
that lay within acceptable limits and also recovered Dc-track costs. In 
other cases rates were formed that did lie within acceptable limits did 
recover Dc-track costs, but the restrictions caused the over-recovery of 
costs to be considerably higher than had previously been attained in the 
absence of coefficient restrictions. The requirement of obtaining an 
acceptable set of rates for the seven time-band case appears unduly 
excessive. The choice of seven time-bands was' made on the basis of CCC-
sta tistic information and in some situations this statistic tends to over-
estimate the number of distinct clusters in the data (see Chapter 4, sub-
section 4.5.2). In addition, the evidence from the analysis of Group A Dc-
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track data (see Chapter 8, Section 8.4) was that the mean over-recovery from 
seven time-bands was not significantly different from that of five time-
bands. Furthermore, part of the difficulty in obtaining acceptable rates 
appears to arise from the effectively low degrees of freedom in the 
regression equation consequential to there being an high number of time-bands 
relative to the number of Dc-tracks in the set. The constrained iterative 
regression procedure retains the number of time-bands in the charging 
structure and fails to consistently and satisfactorily set acceptable rates 
and so an alternative modification to Rate Linkage is considered. 
9.5.2 COMBINING TIME-BANDS 
'An alternative way to form rates that lie within their defined acceptable 
limits is to allow the number of time-bands to fall below seven and 
reconsider the sequence in which time-bands are combined 'within Rate Linkage. 
Consider the case in which the iterative regression analysis is applied on 
seven time-bands unit variables and there are no constraints on the rates. 
Consider, in addition, the case where the rate for time-band Sk lies outside 
its acceptable limits. The next stage of Rate Linkage combines the two 
coefficients that are nearest to one another in value, but it does not 
necessarily result in time-band Sk being combined with another time-band. 
One option for combining the time-band Sk with another time-band is to 
identify the one that has the nearest rate to that of time-band Sk and join 
these two. However, when the effective degrees of freedom in the regression 
are low and the number of time-bands over-stated, the application of the 
iterative regression procedure can result in spurious rates for several time-
bands. An alternative option for combining time-band Sk with another time-
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band is to use the average cost information for the Dc-tracks in each time-
band for this information is independent of the application of the iterative 
regression procedure. For this option, the time-band that has the nearest 
average cost to the average cost in time-band Sk is combined with it. 
It is this alternative option - referred to as Mod-Rate Linkage - that is 
used here to combine time-bands in the presence of the formation of rates 
that lie outside their acceptable limits. Rate Linkage, as previously 
described, continues to be applied when all the rates lie within their 
acceptable limits. When two or more coefficients lie outside their 
acceptable limits, the time-band that has its coefficient furthest below its 
acceptable limit is combined with another time-band on the basis of average 
costs. This process is subsequently referred to as Mod-Rate Linkage to 
distinguish it as a modified version of the Rate Linkage that was described 
in an earlier chapter (Chapter 8, section 8.4). 
Mod-Rate Linkage retains the use of the iterative regression procedure to 
form rates without constraining the value of each rate at each step of the 
iteration. It places more emphasis, than does Rate Linkage itself, on 
stabilising the rates to lie within acceptable limits. Once this is achieved 
Mod-Rate Linkage seeks to combine time-bands in the same way as does Rate 
Linkage. 
9.5.3 THE RE-APPRAISING OF SOME CHARGING STRUCTURES FOR 
GROUP B 
The reappraisal of Rate Linkage in sub-section 9.5.2 does not improve the 
cost recovery for the charging structure with seven time-bands for Group B 
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and so the formation of those charging structures for Group B is re-appraised 
here. Table 9.7 shows the mean over-recovery formed when recovering the 
costs incurred by the group for each p-track through the three time-af-use 
charging structures, each with seven time-bands, as formed from the 
application of Ward's method of clustering to the p-track and Dpc-track data. 
The results shown in Table 9.7 are formed from the application of the 
unconstrained iterative regression procedure to the 21-33% load-factor Dc-
tracks in Group B where the coefficients on the time-band unit variables are 
unconstrained and the coefficient on the annual maximum demand is set to 
zero. The results illustrate the need to re-appraise the seven time-band 
charging structures for Group B. 
Table 9.7 The mean over-recovery of three p-tracks using the seven time-
band structures derived from Ward's method of clustering for 
Group B 21-33% load-factor Dc-track data. The coefficients 
are unconstrained except for the coefficient of the annual 
maximum demand being set to zero. 
Rate structure derived from 
Ward's method of clustering 
p/unit 
Year 1990/1 1991/2 1992/3 
P-track 1990/1 .0179 (2) .0213 (1) .0099 
for cost 1991/2 .0079 (2) .0l40 (0) .0110 
recovery 1992/3 .0045 (1) .0053 (0) .0090 
See Appendix V Tables B1, B2, B3 for time-band structures 
Note: The number of time-bands where the regression 
coefficient lies outside the acceptable limits is 
shown in parentheses 
(3) 
(0) 
(0) 
The results in Table 9.7 cast doubt on the adequacy of using Ward's method of 
clustering to derive favourable charging structures for Group B. In each 
case the number of coefficients that lie outside the acceptable limi ts is 
sho'WIl in parentheses. For the recovery of 1990/1 P-track costs all three 
charging structures have at least one coefficient lying outside the 
264 
Chapter 9 
acceptable limits. However, for both the recovery of 1991/2 and 1992/3 p-
track costs. the rates in the two charging structures derived from the 1991/2 
and 1992/3 p-tracks all lie within acceptable limits. Moreover I the mean 
over-recovery for the 1991/2 charging structure in recovering 1992/3 P-track 
costs is lower than that for the 1992/3 charging structure, and vice versa. 
The derived charging structure from the 1991/2 P-track is favoured for the 
recovery of 1992/3 P-track costs. Hence, the charging structure derived from 
the application of Multi-variate Analysis using 1991/2 P-track costs is not 
the optimal choice of structure for recovering 1991/2 p-track costs out of 
the three alternative structures that are considered. Similarly, the derived 
charging structure from the 1992/3 p-track is favoured for the recovery of 
1991/2 P-track costs. So, the charging structure derived using 1992/3 P-
track costs is not the optimal choice of structure for recovering 1992/3 p-
track costs out of the three alternative structures that are considered. 
The formation of the charging structure with seven time-bands for Group B is 
re-appraised for the cost recovery of the 1991/2 and 1992/3 p-track costs. 
For Group B, on the charging structures formed from Ward's method of 
clustering, the 1991/2 structure appears to yield a higher mean over-recovery 
than the 1992/3 structure when the costs incurred relate to the 1991/2 P-
track. The standardisation of the Dpc-track and the P-track in that analysis 
had assumed the same form for the three P-tracks (see Chapter 7, Section 
7.3) . The standardisation used to for.m the charging structures for each p-
track had been selected from an analysis of the eee-statistic for the 1990/1 
p-track. In this sub-section the 1991/2 and 1992/3 charging structures are 
reconsidered for the Group B Dc-tracks. This is achieved by returning to the 
application of Cluster Analysis on the standardised Dpc -track and P-track 
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variables and altering the standard deviation in the standardisation of those 
two variables for each of the two p-tracks (1991/2 and 1992/3) . 
The reappraisal of the charging structures results in the formation of a more 
favourable charging structure and more efficient cost recovery for the 1991/2 
P-track. For the analysis with the 1991/2 p-track, the value of a peak CCC-
statistic was sufficient to indicate the presence of weakly defined clusters, 
but for the analysis with the 1992/3 P-track there were few such signs. In 
the 1991/2 case, the p-track and Dpc-track were standardised at P[100,13] and 
D[100,13] (ie. mean~100 and standard deviation~13) with a peak CCC-statistic 
of 26 at seven clusters (see Appendix VI Case (a) for definition of time-
bands). When the rates were formed for the revised 1991/2 charging structure 
using the unconstrained iterative regression procedure the mean over-recovery 
was .0120 p/unit, with all rates lying within their acceptable limits. This 
was compared to the previous standardisation of P[100,20] and D[100,20] where 
the eCC-statistic was 20 at seven clusters and peaked with 21 at eight 
clusters .. The recovery of 1991/2 P-track costs by the original 1992/3 
charging structure still formed the lowest value of the mean over-recovery at 
.0110 p/unit (see Table 9.7) for the 21-33% load-factor band of Group B. 
Even so, the revised 1991/2 charging structure for the recovery of 1991/2 P-
track costs led to a 14 per cent reduction on the mean over-recovery against 
the .0140 p/unit that was formed for the original 1991/2 charging structure 
(see Table 9.7). 
The analysis of the 1992/3 P-track demonstrates the use of the CCC-statistic 
in forming favourable charging structures when the value of the statistic 
reveals little evidence as to the presence of distinct clusters in the data 
(see Chapter 4, sub-section 4.5.2). The 1992/3 case proved to be just as 
266 
Chapter 9 
informative. The value of the eCC-statistic at seven clusters, with the 
standardisation P[100,20] and D[100,20], was -4 on a scale of monotonically 
decreasing eCC-statistics. Altering the scale of the standardisation 
affected the value of the eCC-statistic, but failed to provide any indication 
that distinct clusters were present in the data. In the end, three 
alternatives were chosen in seeking to identify an improvement in the mean 
over-recovery for Group B in 1992/3. The unit time-bands associated with 
these structures are shown in Appendix VI. 
The first of the three alternative standardisations on the p-track and the 
Dpc-track (see Chapter 7, Section 7.3) resulted in a very low value, of 0.3, 
for the ecc-statistic peak at seven clusters, with negative eCC-statistics 
when the number of clusters formed was either six or eight. The 
standardisation was set to P [100, 25] and D [100, 25] (see Appendix VI Case (b) 
for definition of time-bands). The mean over-recovery was .0105 p/unit with 
all coefficients lying within the acceptable limits. 
The remaining two cases of the standardisation on the p-track and Dpc-track 
resulted in clustering where the value of the eeC-statistic did not peak, but 
took relatively large positive values around seven clusters and became 
negative only when the number of cluster was five or less. At a 
standardisation of P[100,5] and D[100,5] (see Appendix VI Case (c) for 
definition of time-bands) the CCC-statistic was valued at 3, with the first 
negative eeC-statistic occurring when four clusters were formed. The mean 
over-recovery for this case was .0063 p/unit, with all coefficients lying 
within the acceptable limits. with the standardisation set at P[100,8] and 
D[100,8] (see Appendix VI Case (d) for definition of time-bands) the CCC-
statistic was valued at 5 and the first negative value of the eeC-statistic 
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occurred when five clusters were for.med. The mean over-recovery was .0074 
p/unit and all but one of the coefficients were lying within the acceptable 
limits. 
The conclusion drawn from the analysis at this stage is that, in the event of 
a roonotonically decreasing and negative eCC-statistic, it is preferable to 
minimise the presence of the negatives, rather than to seek a minor positive 
peak in value of the eCC-statistic that is amidst negative values. Though 
this re-appraisal of the 1992/3 p-track structures failed to identify a 
solution which leads to a mean over-recovery below .0053 p/unit, it does 
indicate that, through careful use of the standardisation and assessment of 
the eCC-statistic, improvements can be made towards a charging structure that 
minimises the mean over-recovery for a group of Dc-tracks. 
9.6 APPLICATION OF THE MODIFIED RATE LINKAGE IN COMBINING 
TIME-BANDS FOR GROUP B 
In this Section the Mod-Rate Linkage procedure developed in sub-section 9.5.2 
is applied to the Group B data for a comparative analysis of the cost 
recovery of the 1990/1, 1991/2 and 1992/3 P-tracks - for charging structures 
with from one to seven time-bands. This analysis is applied to the ten Dc-
tracks in Group B for the load-factor band 21-33%. In this process the 
number of time-bands in the charging structure, derived from Cluster 
Analysis, was reduced from the seven to one. Tables 9.8, 9.9 and 9.10 shows 
the mean over-recovery for three alternative charging structures, given each 
of the three p-tracks. In a few cases the charging structure of the seven 
time-bands was altered from the original seven used to produce Table 9.7 (see 
Chapter 7, Section 7.3) in order to take account of the information that was 
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obtained from the review of the charging structures (see sub-section 9.5.3). 
The charging structure formed from the standardisation of p[10a,5) and 
D[100,5) on the 1992/3 p-track and Dpc-track replaces the original structure 
for the 1992/3 p-track costs, while the charging structure formed from the 
standardisation of P[100,13) and D[100,13) for the 1991/2 p-track and Dpc-
track replaces the original structure for the 1991(2 p-track costs. Each of 
these cases is marked by an asterisk (see Tables 9. 9b and 9.l0c) and each 
refers to the seven time-band charging structures detailed in Appendix VI. 
For the recovery of the three p-track costs, Tables 9.8, 9.9 and 9.10 show 
the mean over-recovery for each of the three alternative charging structures 
from seven time-bands do'Wl1. to a single unit time-band. These tables also 
give the order in which the time-bands are combined from seven to one time-
band together with the nuntber of rates which lie outside the acceptable 
limits in each case. 
In all the cases the results recorded in Tables 9.8, 9.9 and 9.10 show the 
rates to lie within acceptable limits when the number of time-bands is 
reduced to five. This indicates that the use of the average cost in 
combining time-bands, where the coefficient lies outside the acceptable 
limits, is effective in stabilising the rate within a couple of combinations 
of the seven original time-bands. As the number of time-bands falls below 
five, the presence of a rate that lies outside its acceptable limits arises 
on only three occasions. Such cases are effectively dealt with by using the 
average cost for each time-band in the next stage of combining time-bands. 
In addition, several features identified in the analysis of Group A (see 
Chapter 8) reappear in this analysis of Group B. In particular, the mean 
over-recovery generally increases as the number of separate time-bands for 
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Mean over-recovery and form of time-bands for Group B 21-33% 
load-factor band 
a) using 1990/1 P-track and the 1990/1 charging structure (see Appendix V, 
Table B1) 
Number of 1990/1 structure mean Number of Time-band 
time-bands over-recovery coefficients linkage 
p/unit outside 
limits 
1 .0622 0 1+2+3+4+5+6+7 
2 .0301 0 1,2+3+4+5+6+7 
3 .0291 0 1,2+3+4+5,6+7 
4 .0295 0 1,2+5,3+4,6+7 
5 .0295 0 1,2+5,3+4,6,7 
6 .0290 1 1,2,3+4,5,6,7 
7 .0179 2 1,2,3,4,5,6,7 
b) using 1990/1 P-track and the 1991/2 charging structure (See Appendix V, 
Table B2) 
Number of 1990/1 structure mean Number of Time-band 
time-bands over-recovery coefficients linkage 
p/unit outside 
limits 
1 .0622 0 1+2+3+4+5+6+7 
2 .0382 0 1+2+3+5+6+7,4 
3 .0295 0 1+3+5+6+7,2,4 
4 .0295 0 1+3+7,2,4,5+6 
5 .0306 0 1,2,3+7,4,5+6 
6 .0303 0 1,2,3+7,4,5,6 
7 .0213 1 1,2,3,4,5,6,7 
c) using 1990/1 P-track and the 1992/3 charging structure (See Appendix V, 
Table B3) 
Number of 1990/1 structure mean Number of Time-band 
time-bands over-recovery coefficients linkage 
p/unit outside 
limits 
1 .0622 0 1+2+3+4+5+6+7 
2 .0510 0 1+2+3+4+6+7,5 
3 .0534 0 1+3+4+6+7,2,5 
4 .0256 1 1+3+4+7,2,5,6 
5 .0260 0 1+3,2,4+7,5,6 
6 .0256 0 1,2,3,4+7,5,6 
7 .0099 3 1,2,3,4,5,6,7 
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Table 9.9 Mean over-recovery and for.m of time-bands for Group B 21-33% 
load-factor band 
a) using 1991/2 p-track and the 1990/1 charging structure (See Appendix V, 
Table B1) 
Number of 1990/1 structure mean Number of Time band 
time-bands over-recovery coefficients linkage 
p/unit outside 
limits 
1 .1796 0 1+2+3+4+5+6+7 
2 .0673 0 1+2+4+5+6+7,3 
3 .0486 0 1+2+4+5+6,3,7 
4 .0482 0 1+4,2+5+6,3,7 
5 .0419 0 1+4,2+6,3,5,7 
6 .0213 1 1+4,2,3,5,6,7 
7 .0079 2 1,2,3,4,5,6,7 
b) using 1991/2 p-track and the 1991/2 charging structure * (See Appendix 
VI Case (a)) 
Number of 1990/1 structure mean Number of Time band 
time-bands over-recovery coefficients linkage 
p/unit outside 
limits 
1 .1796 0 1+2+3+4+5+6+7 
2 .1321 0 1+2+4+5+6+7,3 
3 .0349 1 1+2+4+5+6,3,7 
4 .0244 0 1+4,2+5+6,3,7 
5 .0136 0 1+4,2+6,3,5,7 
6 .0119 0 1+4,2,3,5,6,7 
7 .0121 0 1,2,3,4,5,6,7 
c) using 1991/2 p-track and the 1992/3 charging structure (See Appendix V, 
Table B3) 
Number of 1990/1 structure mean Number of Time band 
time-bands over-recovery coefficients linkage 
p/unit outside 
limits 
1 .1796 0 1+2+3+4+5+6+7 
2 .0543 1 1+2+3+4+5+6,7 
3 .0213 0 1+2+3+5+6,4,7 
4 .0137 0 1+2+6,3+5,4,7 
5 .0123 0 1+6,3+5,2,4,7 
6 .0116 0 1,2,3,4,5,6,7 
7 .0110 0 1,2,3,4,5,6,7 
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Table 9.10 Mean over-recovery and form of time-bands for Group B 21-33% 
load factor band 
a) using 1992/3 P-track and the 1990/1 charging structure (See Appendix V, 
Table A1) 
Nwnber of 1990/1 structure mean Nwnber of Time band 
time-bands over-recovery coefficients linkage 
p/unit outside 
limits 
1 .0990 0 1+2+3+4+5+6+7 
2 .0240 0 1+2+3+5+6,4+7 
3 .0112 0 1+3+6,2+5,4+7 
4 .0113 0 1+3,2+5,4+7,6 
5 .0102 0 1+3,2+5,4,6,7 
6 .0099 0 1,2+5,3,4,6,7 
7 .0045 1 1,2,3,4,5,6,7 
b) using 1992/3 P-track and the 1991/2 charging structure (See Appendix V, 
Table A2) 
Nwnber of 1990/1 structure mean Nwnber of Time-band 
time-bands over-recovery coefficients linkage 
p/unit outside 
limits 
1 .0991 0 1+2+3+4+5+6+7 
2 .0454 0 1+2+3+4+5+6,7 
3 .0188 0 1+3+5+6,2+4,7 
4 .0096 0 1+5,2+4,3+6,7 
5 .0061 0 1+5,2,3+6,4,7 
6 .0060 0 1,2,3+6,4,5,7 
7 .0053 0 1,2,3,4,5,6,7 
c) using 1992/3 P-track and the 1992/3 charging structure * (See Appendix 
VI Case (b) ) 
Nwnber of 1990/1 structure mean Nwnber of Time band 
time-bands over-recovery coefficients linkage 
p/unit outside 
limits 
1 .0991 0 1+2+3+4+5+6+7 
2 .0828 0 1+3+4+5+6+7,2 
3 .0081 0 1+4+5,3+6+7,2 
4 .0076 0 1+5,3+6+7,2,4 
5 .0069 0 1,2,3+6+7,4,5 
6 .0064 0 1,2,3+6,4,5,7 
7 .0063 0 1,2,3,4,5,6,7 
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charging reduces towards one, and the mean over-recovery for the 1991/2 
(Table 9.9) p-track is higher than that for the 1990/1 (Table 9.8) and 1992/3 
(Table 9.10) p-tracks. Though the results are not as conclusive as those for 
Group A, there is further evidence from these Group B results to support the 
use of Ward's method of clustering in obtaining the time-bands for 
determining rates in moving towards the charging structure with the least 
mean over-recovery for the group of Dc-tracks. 
There follows a summary comparison of the main results for Group B obtained 
for each p-track using the alternative charging structures: 
• For the recovery of 1990/1 p-track costs (see Table 9.8) the charging 
structure derived from the 1990/1 p-track is not significantly bettered 
by the two alternative charging structures when there are less than five 
time-bands. In addition, of the charging structures with seven time-
bands that are under consideration, none provides a set of seven rates 
which all lie within their acceptable limits. With four and five time-
bands the 1992/3 charging structure yields a mean over-recovery lower 
than is yielded by the 1990/1 charging structure. However, for two and 
three time-bands, the 1990/1 charging structure has a mean over-recovery 
lower than any of the alternative charging structures and, in addition, 
it is within 20 per cent of that obtained by the 1992/3 charging 
structures with five and six time-bands. 
• For the recovery of 1991/2 p-track costs (see Table 9.9) the revised 
1991/2 charging structure (Table 9.9b) has a mean over-recovery lower 
than that of the 1990/1 structure (Table 9.9a), but higher than that of 
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the 1992/3 charging structure (Table 9. 9c) . With five of more time-
bands the 1991/2 mean over-recovery (Table 9.9b) lies within 11 per cent 
of that attained in the ·1992/3 charging structure (Table 9. 9c) . 
However, for two to four time-bands mean over-recovery formed from the 
1991/2 charging structure is 50 per cent more than that attained with 
the· corresponding number of time-bands through the 1992/3 charging 
structure (Table 9.9c). 
• For the recovery of 1992/3 p-track costs (see Table 9.10) the revised 
1992/3 c~arging structure yields a mean over-recovery lower than that of 
the 1990/1. charging· structure when there are three to six time-bands. 
When there are only -two time-bands- the 1990/1 charging structure yields 
a mean over-.recovery that is considerably less than it is for the 1992/3 
charging structure. Marginally lower results of mean over-recovery are 
also attained with the 1991/2 charging structure compared to those from 
the 1992/3 charging structure when there are five or more time-bands. 
However the mean over-recovery for the 1991/2 charging structure is 
lower than that for the 1992/3 charging structure when there are three 
or four .time-bands in the structure. 
In conciu.sion,. the results show the favoured number of time-bands for Group B 
to vary across the three p-tracks more than in is the case for Group A. For 
. Group B, the mean ·over-recovery ge-nerally increases as the number of time-
bands is reduced. The number of ~ime-bands at which there is a marked step 
change in the mean over-recovery gives an indication of the minimum number of 
time-:bands that it is desirable to retain in the charging structure to 
closely reflect cost. For the recovery of 1990/1 p-track costs, Table 9.8a 
shows that this step change in the mean over-recovery happens in moving from 
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two to one, or perhaps three to two, time-bands and indicates that a minimum 
of two, or perhaps three, time-bands is preferable; for the recovery of 
1992/3 P-track costs, Table 9.10c shows that a charging structure with three 
time-bands is preferable. Table 9.11 shows the rates and acceptable limi ts 
that arise from the iterative regression procedure in these cases. The 
number of time-bands in the favoured charging structure varies across the 
three P-tracks more than it does for Group A (see Chapter 8, Section 8.8). 
However in this way, even with a limited data sample of ten Dc-tracks, Ward's 
method of clustering jshows itself to be useful when moving towards a favoured 
number of time-bands within a charging structure for the recovery of costs. 
Table 9.11a 
Table 9.l1b 
Derived rates for Group B of 1990/1 P-track costs and 1990/1 
structure charging with three time-bands, for which the mean 
over-recovery is 0.0291 p/unit in Table 9.8a 
combination Coefficient Upper limit Lower limit 
of or rate p/unit 
time-bands p/unit p/unit 
1 3.727 5.035 1.259 
2+3+4+5 1. 989 4.441 1.110 
6+7 1.616 3.451 0.863 
See Appendix V Table B1 for definition of time-bands 
Derived rates for Group B of 1990/1 p-track costs and 1990/1 
charging structure with two time-bands, for which the mean 
over-recovery is 0.0301 p/unit in Table 9.9a 
Combination Coefficient Upper limit Lower limit 
of or rate p/unit 
time-bands p/unit p/unit 
1 3.435 5.035 1.259 
2+3+4+5+6+7 1. 775 3.750 0.938 
See Appendix V Table B1 for definition of time-bands 
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Table 9.11 (continued) 
Table 9.11c 
Table 9.11d 
Table 9.11e 
Derived rates for Group B of 1991/2 p-track costs and 1991/2 
charging structure with five time-bands, for which the mean 
over-recovery is 0.0136 p/unit in Table 9.9b 
Combination Coefficient Upper limit Lower limit 
of or rate 
time-bands p/unit p/unit p/unit 
1+4 2.603 4.302 1.075 
2+6 1. 343 3.488 0.872 
3 4.074 6.392 1.598 
5 1. 817 4.842 1.210 
7 7.810 10.967 2.742 
See Appendix VI Case (a) for definition of time-bands 
Derived rates for Group B of 1991/2 p-track costs and 1991/2 
charging structure with four time-bands, for which the mean 
over-recovery is 0.0244 p/unit in Table 9.9b 
combination Coefficient Upper limit Lower limit 
of or rate 
time-bands p/unit p/unit p/unit 
1+4 2.547 4.302 1.075 
2+5+6 1. 516 4.199 1.049 
3 4.120 6.392 1. 598 
7 9.298 10.967 2.742 
See Appendix VI Case (a) for definition of time-bands 
Derived rates for Group B of 1992/3 p-track costs and 1992/3 
charging structure with three time-bands, for which the mean 
over-recovery is 0.0081p/unit in Table 9.10c 
combination Coefficient Upper limit Lower limit 
of or rate 
time-bands p/unit p/unit p/unit 
1+4+5 3.186 5.472 1. 368 
2 1.265 4.396 1.099 
3+6+7 2.349 4.882 1.221 
See Appendix VI Case (c) for definition of time-bands 
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9.7 S~y 
The charging structures derived from Ward's method of clustering yield 
favourable results in terms of a low mean over-recovery of costs for the 
Group A Dc-tracks (Section 9.2) For the vast majority of Dc-tracks the 
favoured charging structure yields a lower over-recovery than that of two 
alternative structures analysed. However, for a small minority of Dc-tracks 
one of the two alternative structures yields an over-recovery for specific 
Dc -tracks which is less than that formed from the favoured structure (see 
Section 9.3). 
The more limited number of Dc-tracks for Group B effectively reduces the 
degrees of freedom in the application of the iterative regression procedure 
and reduces the information available to form rates which are close to the 
average cost for each time-band (see Section ge4) e This results in the value 
of some of the coefficients being outside acceptable limits. Constraining 
the coefficients for each rate to lie within their acceptable limits at each 
step of the iterative regression procedure puts undue upward pressure on the 
mean over-recovery for Group B (see sub-section 9.5.1). The issue of 
coefficients being outside a.cceptable limits is resolved by adjusting the 
procedure for combining time-bands together in the presence of such 
coefficients. The adjusted procedure is defined by Mod-Rate Linkage (see 
sub-section 9.5.2) and a this is used to appraisal of the cost recovery of 
the derived charging structures for Group B (see sub-section 9.5.3). 
When a rate lies outside acceptable limits for time-band Sk' Mod-Rate Linkage 
uses the average cost, for each time-band and group of Dc-tracks, to combine 
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time-band Sk with another time-band. Time-band Sk is combined with the time-
band whose average cost is nearest to the average cost in time-band Sk" When 
all rates lie inside their acceptable limits, Mod-Rate Linkage combines the 
two time-bands that have the nearest coefficients. The analysis of Group B 
Dc-tracks indicates that Ward's method of clustering creates a charging 
structure for which the mean over-recovery is not too dis-similar to the 
lowest obtained value amongst a limited selection of alternative charging 
structures. 
The results of the analysis carried out upon the demand matrices of 
Groups A and B in this chapter are generalised as follows: 
• there is evidence to support the use of Cluster Analysis, and Ward's 
method of clustering in particular, as a means of deriving favourable 
charging structures for Group A (see Section 9.2) 
• for the vast majority of Dc-tracks the favoured charging structure 
yields a lower over-recovery than does that of either of two 
alternative structures analysed (see section 9.3) 
• for a small minority of Dc-tracks one of the two alternative 
structures yields an over-recovery for specific Dc-tracks which is 
less than that for.med from the favoured structure and demonstrates the 
benefit of the PES offering more than one charging structure to a 
group of customers (see Section 9.3) 
• Rate Linkage can lead to charging structures with negative rates, 
which are unacceptable to the PES (see section 9.4) 
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• constraining the coefficients in the iterative regression procedure 
causes the over recovery of costs to increase considerably (see sub-
section 9.5.1) 
• combining time-bands on the charging structure by Mod-Rate Linkage 
removes negative rates and maintain efficiency in cost recovery (see 
sub-section 9.5.2) 
• the eCC-statistic can be used to identify charging structures that 
bring about marginal improvements in the efficiency of cost recovery 
(see sub-section 9.5.3) 
• the number of time-bands in the favoured charging structure for 
Group B varies across the three P-tracks (of 1990/1, 1991/2 and 
1992/3) more than is the case for Group A (see Section 9.6). 
Hence the procedure developed in this chapter and the preceding chapters 
provide the means for comparing charging structures and identifying 
favourable charging structures that closely recover costs. 
This chapter completes the development of the procedures used for this study 
and leaves the next chapter (Chapter 10) to review some of the assumptions 
that have been made in the preceding analysis with a view to the application 
of the procedures in the Commercial environment. In Chapter 8, Rate Linkage 
was developed to set rates and compare charging structures_ for the recovery 
of generation costs for Group A. In this present chapter (Chapter 9) some of 
these procedures have been modified to form the process of Mod-Rate Linkage 
to do the same for Group B. Even when there are few Dc-tracks, this 
procedure determines time-of-use charging structures whereby the rates for.med 
by the iterative regression analysis lie within acceptable limits. The 
charging structures derived for Group B using Mod-Rate Linkage are considered 
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to yield reasonably favourable results. The number of Dc-tracks available in 
Groups C
t 
D and E were insufficient to extend the analysis to them. So, the 
next chapter continues with reference to Group A and Group B data alone, and 
does so by reviewing some of the assumptions - and issues relating to the 
formation of rates - on which the results of the last few chapters have been 
based. 
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AN EXAMINATION OF THE ASSUMPTIONS AND ISSUES RELATING TO 
THE FORMATION OF RATES 
10.1 INTRODUCTION 
In this chapter some of the assumptions and issues are examined which relate 
to the for.mation of rates using the approach and procedures that have been 
developed in earlier chapters to meet the Commercial, Economic and 
Mathematical objectives of the study (see Chapter 1, Section 1.5.1). In 
previous chapters D-tracks'" demand matrices have been grouped, and charging 
structures derived, for the iecovery of generation costs. This chapter 
examines the some of the assumptions which were used in both determining the 
rates and measuring the mean over-recovery that were, themselves, 
subsequently used in the evaluation of the alternative charging structures. 
In addition a number of issues relating to the application, by a PES, of the 
approach and procedures developed in the earlier chapters are analysed in 
this Chapter (Chapter 10). 
A number of the assumptions which under-pin the results are each examined in 
turn. They include an assessment of the relative merits of: 
• splitting the v-tracks between groups for separate charging structures 
(see Section 10.2) 
• introducing D-track information into the 
structures (see Section 10.3) 
formation of 
• Every term that is written in italics is defined and explained in the glossary (pages 350-355). 
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• separately setting rates for each load-factor band within a group as 
opposed to constraining the same rates to be charged across all load 
factors (see Section 10.4) 
• using Ward's method of clustering in determining charging structures as 
an alternative to the charging structures currently being used in the 
Electricity Industry and outlined in Chapter 2 (see Section 10.5) 
• using Ward's method of clustering in determining charging structures 
relative to the alternative clustering methods outlined in Chapter 4 
(see Section 10.6). 
The analysis for this chapter is summarised in Section 10.7. 
10.2 THE EFFECT OF SETTING THE RATES FOR GROUP A AND GROUP B 
SEPARATELY 
In this Section the effect of setting the rates for the set of demand 
matrices (Dc-tracks) in the low load-factor band of Group A separately from 
that of Group B (Sets A and B respectively) is compared with the effect of 
setting the rates for the combined set of demand matrices (Set AB). The D-
tracks have previously been allocated into five groups (see Chapter 6, 
Sections 6.7 to 6.8) and charging structures have been formed separately -
and rates determined - for the Dc-tracks in Group A and Group B (see Chapters 
8 and 9). The benefit of distinguishing between the Group A and the Group B 
D-tracks for recovering costs is considered in this section. The set of 
forty Dc-tracks in the 25-45% load-factor band of Group A is subsequently 
referred to as Set A. The set of ten Dc-tracks in the 21-33% load-factor 
band of Group B is subsequently referred to as Set B. The union of Set A and 
282 
Chapter 10 
Set B forms a set of fifty Dc-tracks and this is subsequently referred to as 
Set AB. 
The charging structures that were analysed for Set A (see Chapter 8) and for 
Set B (see Chapter 9) were applied separately to Set B. This enables the 
mean over-recovery that formed in recovering the generation costs within a P-
track to be compared, and provides an indication of the relative merit in 
deriving separate charging structures for each set. The analysis considered 
the mean over-recoveries formed when the charging structure contained from 
seven time-bands to one unit time-band and no annual maximum demand. 
The results of this analysis are presented in Table 10.1 for the 1991/2 P-
track, which was the P-track with the greatest standard deviation amongst the 
three P-tracks (see Table 3.2, Chapter 3). The analysis is repeated 
subsequently for the 1990/1 and 1992/3 p-tracks. For the 1991/2 P-track, the 
charging structures that were formed for Group A and are here applied to 
Set B are those used to form the results recorded in Table 8.4 (see 
Chapter 8, Section 8.4). Table 10.1 shows the mean over-recovery from the 
rates that are formed for Set B on the 1991/2 Group A charging structure when 
the structure contains from seven time-bands to one time-band. For 
comparative purposes Table 10.1 also shows the mean over-recovery for Set B 
on the 1991/2 Group B charging structure of Table 9.9b. In both cases the 
parentheses contain the number of coefficients which fall outside the 
acceptable limits. 
The results show that the Group A charging structures are less appropriate 
than the Group B charging structures for the recovery of 1991/2 P-track costs 
in Set B. ' For the Group A 1991/2 charging structures with from seven to two 
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time-bands ,one rate was formed from the final step of the iterative 
regression procedure that did not fall within the acceptable limits 
(described in Chapter 9, Section 9.5) and is shown in Table 10.1. For the 
Group B 1991/2 charging structure this occurred only with three time-bands as 
in all other cases all the rates fell within the acceptable limits. In 
addition, the mean over-recovery with the Group B structure with three to six 
time-bands was less than that attained with the Group A charging structure. 
For the Dc-tracks in Set B, the charging structure derived for Group B forms 
either a lower number of rates lying outside the acceptable limits or a lower 
mean over-recovery when compared to the results formed from the structure 
derived for Group A with the equivalent number of time-bands. Hence the 
Group A charging structures are less appropriate than the Group B charging 
structures for the recovery of 1991/2 P-track costs in Set B. 
Table 10.1 For the recovery of 1991/2 P-track costs, the mean over-
recovery of the rates for set B Dc-tracks formed from the 
1991/2 Group A and Group B charging structures that were 
derived from the application of Ward's method of clustering and 
subsequent application of Mod-Rate Linkage 
Number of Mean over recovery Mean over recovery 
time-bands Group A charging Group B charging 
1 
2 
3 
4 
5 
6 
7 
Note 1: 
Note 2: 
structure structure 
p/unit p/unit 
.1796 (0) .1796 (0) 
.0372 (1 ) .1321 (0) 
.0366 (1) .0349 (1 ) 
.0321 (1) .0244 (0) 
.0325 (1) .0136 ( 0) 
.0201 (1) .0136 (0) 
.0075 (1) .0121 (0) 
See Appendix V Table A2 and Table 
bands of charging structures of 
Appendix VI (Case (a» and Table 
charging structures of Group B 
8.4 for time-
Group A and 
9.9b for the 
Figures in parentheses denote the number 
coefficients that fall outside the acceptable limits 
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Moreover, the results indicate that the Dc-tracks in Set A and Set Bare 
distinct, as would be expected from the original formation of Group A and 
Group B (see Chapter 6, sections 6.7 and 6.8). For the Group A charging 
structures, there is a considerable increase in the mean over-recovery formed 
in recovering the 1991/2 p-track costs for set AB when compared to that for 
Set A. For the recovery of the 1991/2 p-track costs, the iterative 
regression procedure (see Chapter 8, Section 8.3) was applied to Set A, Set B 
and Set AB Dc-tracks for the Group A charging structure with seven time-
bands. When a rate from the final step of the procedure fell outside the 
acceptable limits, the rate was constrained to the nearest acceptable limit 
to enable the analysis to retain seven separate rates within the charging 
structures. Having set this rate, its time-band unit variable, and its 
revenue recovery, were removed from the subsequent application of the 
iterative regression procedure for determining the remaining six rates. The 
mean over-recovery formed for Set A was .0126 p/unit and for Set B was .0121 
p/unit, but for Set AB it was .0213 p/unit. Hence, the mean over-recovery of 
.0213 p/unit, formed from imposing the same charging structure and the same 
rates on the set A and Set B Dc-tracks, is nearly twice the weighted average 
mean over-recovery (.0125 p/unit) that is formed when the same charging 
structure is imposed on the two sets but when the rates are determined 
separately. In conclusion these results for the recovery of 1991/2 p-track 
costs show that the distinction of Group A and Group B Dc-tracks for for.ming 
charging structures and determining rates does lead to a marked improvement 
in the efficiency of cost recovery and a marked reduction in the mean over-
recovery. 
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The conclusion is reached that Group A and Group B Dc-tracks are distinct so 
far as forming charging structures and determining rates are concerned, and 
treating them as such leads to a marked improvement in the efficiency of cost 
recovery and a marked reduction in the mean over-recovery. This conclusion 
is further supported by results obtained when the analysis is extended to the 
recovery of 1990/1 and 1992/3 P-track costs. The mean over-recovery from the 
rates formed for Set B on the 1990/1 and the 1992/3 Group A charging 
structure, for the structures containing from seven to one time-band, are 
shown in Table 10.2 and 10.3 respectively. For comparative purposes Tables 
10.2 and 10.3 each also show the mean over-recovery for Set B on the 
corresponding year's Group B charging structure of Table 9.8a and Table 9.10c 
respectively. In both cases the parentheses contain the number of 
coefficients which fall outside the acceptable limits. In both tables the 
Group B charging structure, relative to the Group A charging structure with 
the equivalent number of time-bands, has either a 'lower, or an equal, number 
of rates outside the acceptable limits or a lower, or an equal, mean over-
recovery. Thus these results substantiate those for the 1990/1 P-track case, 
favouring the split of Set AB into Set A and Set B for the purpose of setting 
efficient and competitive terms. 
Given the separate form of the charging structure and derivation of rates for 
the Group A and Group B Dc-tracks, it is desirable for the mean over-recovery 
in the two sets to be of equal magnitude. Otherwise, one of the two groups 
could have been allocated an excessive number of Dc-tracks so that the mean 
over-recovery in that group exceeds that of the other group. This is 
particularly likely to be the case if the mean over-recovery of one group 
consistently exceeds that of the other group for the alternative p-tracks. 
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For the recovery of 1990/1 P-track costs, the over-recovery of 
the rates for Set B Dc-tracks formed from the 1990/1 Group A 
and Group B charging structures that were derived from the 
application of Ward's method of clustering and subsequent 
application of Mod-Rate Linkage 
Number of Mean over-recovery Mean over-recovery 
time-bands Group A charging Group B charging 
1 
2 
3 
4 
5 
6 
7 
Note 1: 
Note 2: 
structure structure 
p/unit p/unit 
.0622 (0) .0622 (0) 
.0466 (0) .0301 (0) 
.0461 (0) .0291 (0) 
.0370 (0) .0295 (0) 
.0310 (2) .0295 (0) 
.0272 (2) .0290 ( 1) 
.0198 (2) .0179 (2) 
See Appendix V A1 and Table 8.3 for time-bands of 
charging structures of Group A, and Appendix V 
Table B1 and Table 9. 8a for the charging 
structures of Group B. 
Figures in 
coefficients 
limits. 
parentheses 
that fall 
denote 
outside 
the 
the 
number of 
acceptable 
For the recovery of 1992/3 P-track costs, the mean over-
recovery of the rates for Set B D c,_-..;t,",r,-,a",c::;ko.s"---,f=:o"rm=",e",d,-.::f.::r-"o",m,--"t,,,h~e 
1992/3 Group A and Group B charging structures that were 
derived from the application of Ward's method of clustering 
and subsequent application of Mod-Rate Linkage 
Number of Mean over-recovery Mean over-recovery 
time-bands Group A charging Group B charging 
1 
2 
3 
4 
5 
6 
7 
Note 1: 
Note 2: 
structure structure 
p/unit p/unit 
.0981 (0) .0981 (0) 
.0950 (0) .0828 (0) 
.0805 (1) .0081 ( 1) 
.0727 (0) .0076 (0) 
.0741 (1) .0068 (0) 
.0755 (1) .0064 (0) 
.0768 ( 1) .0063 (0) 
See Appendix V Table A3 and Table 8.3 for time-
bands of charging structures of Group A, and 
Appendix V Table B3 and Table 9.10c for the 
charging structures of Group B. 
Figures in 
coefficients 
limits. 
parentheses 
that fall 
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The mean over-recovery in the two separate sets of Dc-tracks for Groups A 
and B are of similar magnitude as illustrated (see Table 10.4 I by the mean 
over-recovery that is formed by applying the charging structures derived for 
each P-track and two sets of Dc-tracks. Table 10.4 summarises the mean over-
recovery formed for Set A and Set B Dc-tracks for the charging structure with 
seven time-bands and no annual maximum demand charge. The char'ging structure 
used for the recovery of each p-track costs shown in Table 10.4 is that 
obtained by the application of Ward's method of clustering (see Chapter 7 
Section 7.3, and Chapter 9 sub-section 9.5.3 and Section 9.61 for the 
appropriate P-track. For Set A, the mean over-recovery for the recovery of 
1990/1 p-track costs is lower than it is for Set B, for the recovery of 
1991/2 p-track costs it is very similar to that for Set B and for the 1992/3 
p-track costs it is higher than that for Set B. Though the mean over-
recoveries are not equal in magnitude for each P-track case in Table 10.4 
they show no clear biased in scale between Set A and Set B. Hence, these 
results support the distinction for Set AB Dc-tracks that was made between 
Set A and Set B Dc-tracks for forming charging structures and determining 
rates. 
Table 10.4 Mean over-recovery of the rates for Set A and Set B Dc-tracks 
for the recovery of the costs of each P-track using the 
charging structure derived by Ward's method of clustering for 
seven time-bands and no charge on the annual maximum demand 
P-track Mean over-recovery Mean over recovery 
cost Set A Set B 
matrix Dc-tracks Dc-tracks 
p/unit p/unit 
1990/1 .0125 .0179 
1991/2 .0127 .0121 
1992/3 .0097 .0063 
See Appendix V, Appendix VI Case (al for Set Band 1991/2 p-
track costs, and Appendix VI Case (bl for Set Band 1992/3 
p-track costs 
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In conclusion, in terms of efficient cost recovery, there is evidence in 
support of the grouping of D-tracks made earlier (see Chapter 6, Section 
6.7). There is also evidence in support of the use of the separate charging 
structures that were derived earlier for each group (see Chapter 7 
Section 7.3, and Chapter 9 sub-section 9.5.3 and Section 9.6). Finally, 
there is evidence in support of the separate determination of rates for the 
recovery of costs incurred by each group of Dc-tracks through the charging 
structures derived from Ward's method of clustering. 
10.3 THE EFFECT OF INTRODUCING DEMAND INFORMATION INTO THE 
ANALYSIS 
In this Section the merit of including demand matrix information when 
deriving charging structures is considered. By the application of Cluster 
Analysis in Chapter 5 time-bands for a charging structures were formed based 
on each P-track alone. In effect each D-track demand matrix ~as assumed to 
have a load factor of 100%. The effect of introducing D-track information 
into the analysis for the formation of charging structures is raised in this 
Section. 
The application of Cluster Analysis and value of the CCC-statistic in 
Chapter 5 suggested that the clustering of data in the 1990/1 P-track was 
weak and that the number of distinct clusters was less than five. For each 
P-track, the values of the eec-statistic formed during the analysis in 
Chapter 5 were used to indicate the number of separate clusters in the data 
and, from these clusters, the time-bands were derived. The number of 
separate clusters that were identified was found to depend on the P-track 
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used in the analysis. In the absence of D-track information, four or five 
distinct clusters were identified as being present in the 1991/2 P-track, but 
clusters formed for the 1990/1 and 1992/3 p-tracks were less distinct and, 
frequently, fewer in number. 
The application of Cluster Analysis and values of the eeC-statistic used for 
the formation of charging structures in Chapter 7 - with demand information 
included and data standardised - suggested that the clustering of data in the 
1990/1 p-track had about seven distinct clusters, and the number of time-
bands in the favoured charging structure was identified in the subsequent 
analysis at four (see Chapter 8, Sections 8.4). The presence of D-track 
information in the analysis generally caused a marginal increase in the 
number of distinct clusters and led to the formation of structures with seven 
time-bands (see Chapter 7, Section 7.3). The time-bands for these charging 
structures were subsequently combined using Rate Linkage (see Chapter 8 
Section 8.3) and Mod-Rate Linkage (see Chapter 9, section 9.5.2). From an 
analysis of the mean over-recovery formed in each case, a favourable number 
of time-bands was determined for each group and each p-track. In the case of 
the 1990/1 p-track the favourable number of time-bands in the time-of-use 
charging structure was found to be four (see Chapter 8 Section 8.4) for the 
25-45% load-factor Dc-tracks in Group A. 
For the 25-45% load-factor Dc-tracks in Group A, a comparison was made of the 
mean over-recovery formed in recovering the 1990/1 p-track costs for three 
separate charging structures, each with four time-bands and an annual maximum 
demand charge. The results for each charging structure are discussed in turn 
as follows; 
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• The first of these charging structures was defined in Table 5. Sa (see 
Chapter 5, Section 5.5) with Maxc~100 from the application of Fastclus 
and Ward's method of Cluster Analysis to the non-standardised P-track. 
The mean over-recovery for this case was .0374 p/unit with all the rates 
falling within their acceptable limits. 
• The second charging structure was defined for the results reported in 
Table 8.1 (see Chapter 8, sub-section 8.3.3) from the application of 
Ward's method of Cluster Analysis to the original seven time-bands that 
were formed from the application of Ward's method to the standardised P-
track and Dpc-track. The mean over-recovery for this case was .0294 
p/unit with all the rates falling within their acceptable limits. 
Hence, the inclusion of the D-track information into the Cluster 
Analysis results in a 21 per cent reduction in the mean over-recovery 
through re-defining the charging structure with four time-bands. 
• The third, and final, charging structure was defined for the results, 
reported in Table 8.3 (see Chapter 8, section 8.4), from the application 
of Rate Linkage to the original seven time-bands that were formed from 
the application of Ward's Cluster Analysis to the standardised p-track 
and Dpe-track. In this case the mean over-recovery was .0112 p/unit. 
Thus, in this example there is a 70 per cent reduction (from .374 
p/unit) in the mean over-recovery for Group A, firstly, by introducing 
D-tracks into the derivation of the charging structure and, secondly, by 
applying Mod-Rate Linkage to the rates in combining time-bands together 
from the initial seven time-bands formed. 
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In conclusion, there are significant benefits to be gained from the 
incorporation of D-track information into the formation of time-af-use 
charging structures. The benefits are two-fold. Firstly, Ward's method of 
clustering on both the p-track and the Dpc-track is shown to determine a 
charging structure that better reflects cost for the group of Dc-tracks as 
compared to one that is derived from p-track information alone. Secondly, 
the marginal increase in the number of distinct clusters as a consequence of 
including D-track information in the analysis, enables Mod-Rate Linkage to 
combine time-bands in such a way as to have a minimal step change in mean 
over-recovery. 
10.4 THE RELATIVE MERITS OF ALTERNATIVE LOAD-FACTOR 
ASSUMPTIONS 
In this section the choice of assumptions is investigated that relate to the 
load-factor bands in the rate-setting procedures for the PES to efficiently 
recover costs. In the previous analysis (see Chapter 8, section 8.6) the 
mean over-recovery from the rates for Group A was found to reduce with 
increased load factor. Hence, the efficiency of cost recovery is dependent 
on the assumed load-factor band for Group A. Moreover, the efficiency of 
cost recovery was found to increase with the load factors of the Dc-tracks. 
The analysis is extended, firstly to Group B data and then to consider the 
effect upon the efficiency of recovering costs under a number of alternative 
assumptions relating to the form of the charging structures and derivation of 
rates. Finally, some of these alternative assumptions are applied to the 
Group A Dc-tracks to enable the results to be compared with those from the 
analysis of Group B Dc-tracks. 
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The comparisons that are made between the cost recovery for the alternative 
assumptions, use the 1990/1 p-track costs. The analysis in this Section 
compares the mean over-recovery for the recovery of costs by time-ef-use 
charging structures with from seven time-bands to one time-band. This 
analysis focuses on the recovery of 1990/1 p-track costs, due to it being one 
of the more typical P-tracks (see Table 3.2, Chapter 3) . 
This Section commences with an investigation of the cost recovery for a 
series of alternative load-factor bands for the set of Dc-tracks in Group B. 
The analysis of Group B in the preceding chapters has assumed a standard 
deviation of 489 in order to form a load-factor range for the ten Dc-tracks 
of 21-33% (see Chapter 9, Section 9.4). By lowering the standard deviation 
to 330, ten Dc-tracks are formed with higher load factors such that the 
minimum load factors of the Dc-tracks was 33% and the load-factor range was 
33-52% (as for Group A, see Chapter 8 section 8.2). Further lowering of the 
standard deviation in succession to 184, 86 and then to 40, each formed sets 
of ten Dc-tracks with load factors in the range of 52-69%, 69-82% and 82-91% 
respectively. 
In sub-section 10.4.1 the mean over-recovery for Group B is discussed in the 
case where the rates are set separately for each load-factor band, where 
there is no annual maximum demand variable in the iterative regression 
procedure and where, for a given number of time-bands in the charging 
structure, the time-bands are those determined by the application of Mod-Rate 
Linkage to the 21-33% load-factor band of Dc-tracks. In sub-section 10.4.2 
the mean over-recovery for Group B is discussed where the rates are set 
separately for each load-factor band, where there is no annual maximum demand 
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variable in the iterative regression procedure and where, for a given number 
of time-bands in the charging structure, the time-bands are those determined 
by the separate application of Mod-Rate Linkage to each of the load-factor 
bands of Dc-tracks. In sub-section 10.4.3 the mean over-r"ecovery for Group B 
is discussed where the rates are the same for each load-factor band and 
where, for a given number of time-bands in the charging structure, the time-
bands are those determined by the application of Mod-Rate Linkage to the 21-
33% load-factor band of Dc-tracks. Finally, in sub-section 10.4.4 some of 
the analysis in sub-section 10.4.3 is applied to Group A data, and some 
general conclusions are drawn in sub-section 10.4.5. 
10.4.1 COMPARISON OF THE SAME CHARGING STRUCTURES FOR DIFFERENT 
LOAD-FACTOR BANDS OF GROUP B WHERE THE RATES ARE SET 
SEPARATELY FOR EACH BAND 
The efficiency of cost recovery is compared for the set of the demand 
matrices in each of five load-factor bands for Group B, when the rates are 
set separately and also the same charging structure is used for each of the 
bands. For this analysis the time-of-use charging structures used for the 
recovery of 1990/1 P-track costs were formed from the application of Mod-Rate 
Linkage to the 21-33% load-factor band of Group B Dc-tracks, with the results 
reported in Table 9.8a (see Chapter 9, Section 9.6). The annual maximum 
demand variable was excluded from the explanatory variables of the iterative 
regression analysis that determined the rates. Table 10.5 shows the mean 
over-recovery formed when the rates for each load-factor band are formed 
independently of one another. The number of unit coefficients which lie 
outside the acceptable limits in each case are shown in parentheses. 
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There is no evidence from the results in Table 10.5 to suggest that the issue 
of coefficients falling outside the acceptable limits is lessened as the load 
factors of the demand matrices is increased. In each load-factor bands. the 
mean over-recovery with seven time-bands has at least one coefficient outside 
its acceptable limits. However, when there are five, or fewer, time-bands in 
the charging structure all the rates lie within acceptable limits. 
Table 10.5 
Number of 
time-bands 
1 
2 
3 
4 
5 
6 
7 
Note 1: 
Note 2: 
For the recovery of 1990/1 P-track costs, the mean over-
recovery for Group B Dc-tracks using the charging structures 
derived from Ward's method of clustering with the 1990/1 p-
track and Mod-Rate Linkage 
Load-factor range of 
Group B Dc-tracks 
(p/unit) 
21-33% 33-52% 52 69% 69 82% 82 91% 
.0622 (0) .0480 (0) .0274 (0) .0127 (0) .0060 ( 0) 
.0301 (0) .0201 (0) .0122 (0) .0057 (0) .0026 (0) 
.0291 (0) .0177 (0) .0099 (0) .0046 (0) .0021 (0) 
.0295 (0) .0151 (0) .0072 (0) .0034 (0) .0015 (0) 
.0295 (0) .0151 (0) .0063 (0) .0029 (0) .0013 (0) 
.0290 (1) .0152 (0) .0058 (2) .0026 (1) .0012 (1) 
.0179 (2) .0124 ( 1) .0055 (2) .0025 (2) .0011 (2) 
See Appendix V Table B1 for the charging structure with seven 
time-bands and Table 9.8a for the sequence in which the time-
bands are combined 
Figures in parentheses denote the number of coefficients that 
fall outside the acceptable limits 
For a given number of time-bands in the charging structure, the mean over-
recovery is shown to decrease as the load factor is increased. With a single 
time-band the mean over-recovery of the 33-52% load-factor band is 77 per 
cent of that for the 21-33% band; for the 52-69% load-factor band it is 44 
per cent of that for the 21-33% band; for the 69-82% load-factor band it is 
20 per cent of that the 21-33% band; and for the 82-91% load-factor band it 
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is 10 per cent of the 21-33~ band. Hence the mean over-recovery is shown to 
decrease as the load factor is increased 
In the case of three time-bands, the mean over-recovery falls relatively more 
quickly as the load factors of the ten Dc-tracks increases. For this case 
the mean over-recovery of the 33-52~ load-factor band is 61 per cent of that 
for the 21-33~ band; for the 52-69% load-factor band it is 34 per cent of 
that for the 21-33~ band; for the 69-82~ load-factor band it is 16 per cent 
of that for the 21-33~ band; and for the 82-91~ load-factor band it is 7 per 
cent of that for the 21-33~ band. Hence, in this case, the absolute the 
relative reduction in the mean over-recovery is greatest when one moves from 
one load-factor band to the next highest when moving from the lowest (21-33~) 
load-factor band to the second lowest (33-52~) load-factor band. In contrast 
the relative reduction in mean over-recovery from one load-factor band to the 
next highest load-factor band is greatest when moving from the second highest 
load factor band (69-82~) to the highest load-factor band (82-91%) a 
relative reduction of over 50 per cent (from .0046 to .0021 p/unit). 
The marginal benefit to be gained, in terms of the percentage reduction in 
mean over-recovery of costs from an increase in the number of time-bands, is 
not constant across load factors. With regards to the selection of the 
number of time-bands for the charging structure, when moving from two time-
bands to three time-bands, the reduction in mean over-recovery is less than 
4 per cent at the 21-33~ load-factor band but is over 19 per cent at the 82-
91~ load-factor band. When moving from three time-bands to four time-bands, 
the mean over-recovery increases by 1 per cent for the 21-33% load-factor 
band. However, for the 82-91~ load-factor band there is a reduction of 
28 per cent in the mean over-recovery, the largest of the reductions reported 
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in Table 10.5 in moving from three time-bands to four time-bands. The 
marginal benefit to be gained from an increase in the number of time-bands in 
the charging structure, is not constant across load factors and so the number 
of time-bands in the favoured charging structure may vary between load-factor 
bands. 
For a number of load-factor bands, there is a substantial reduction in the 
mean over-recovery when moving from four to five time-bands, and so there is 
some merit in using five time-bands for the charging structure of Group B. 
The benefit of increasing the number of time-bands from two to four, as 
measured by the percentage fall of the mean over-recovery in Table 10.5, is 
greater the higher the load-factor band. At the same time the relative gain 
of moving from four to five time-bands is negligible for both the 21-33% and 
33-52% load-factor bands. For the remaining three load-factor bands in Table 
10.5, there is a further reduction of the mean over-recovery of the order of 
between 13 and 15 per cent, in moving from four to five time-bands for the 
charging structure. The value of this reduction is at a maximum for the 52-
69% load-factor band where the value is .0009 p/unit. 
In conclusion, if only minor additional costs are incurred from a marginal 
increase in the number of time-bands, and if a single charging structure (but 
not necessarily the same rates) is to be offered to all customers in the 
group, then, with regard to the results for Group B customers, a preference 
for a time-of-use charging structure with five time-bands is indicated. 
However, if substantial costs are incurred from a marginal increase in the 
number of time-bands, then the results for Group B customers indicate a 
preference for a time-of-use charging structure with less than five time-
bands. This assumes that the PES has no preference with regards to the 
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customer's load factor. For a PES that specifically targets Group B 
customers in a certain load-factor band, Table 10.5 provides information that 
assists the PES in determining the preferred time-of-use charging structure 
to offer the customer. In such circumstances, the number of time-bands in 
the charging structure offered to a customer is likely to depend on both the 
load factor of the customer and which customers are chosen for targeting by 
the PES. 
10.4.2 COMPARISON OF THE CHARGING STRUCTURES FOR DIFFERENT 
LOAD-FACTOR BANDS OF GROUP· B WHERE BOTH THE CHARGING 
STRUCTURE AND THE RATES ARE DETERMINED SEPARATELY FOR 
EACH BAND 
If the PES has a preference for supplying customers in any particular load-
factor band, then this can be achieved by the PES offering separate time-of-
use charging structures to the customers in each distinct load-factor band. 
For a given group of D-tracks, if the charging structure offered to customers 
differs for certain load-factor bands as a consequence of varying the number 
of time-bands, it is reasonable to allow the form of the charging structure 
to alter between load-factor bands for a given number of time-bands. 
Charging structures which efficiently recover costs in each of the load-
factor bands are formed by applying Mod-Rate Linkage separately to the Dc-
tracks in each load-factor band. 
Mod-Rate Linkage was applied separately to the seven time-band charging 
structure for the 1990/1 P-track (see Chapter 7, Section 7.3) and the ten Dc-
tracks in each of the load-factor bands for Group B, thereby enabling the 
charging structure for a given number of time-bands to differ between the 
load-factor bands. Table 10.6 shows the sequence in whilP the initial seven 
time-bands were reduced progressively to one time-band and the successive 
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mean over-recovery so formed in recovering 1990/1 P-track costs. As with the 
results in the previous Section in Table 10.5, the rates formed for the 
recovery of costs when there are from five time-bands to one time-band all 
fall within their acceptable limits. 
A comparison of the results in Table 10.5 (in sub-section 10.4.1) and Tables 
10.6a and 10. 6b shows that flexibility in the formation of the charging 
structures between load-factor bands improves the efficiency in cost recovery 
in some, but not all, cases. For a charging structure with five time-bands, 
the mean over-recovery for the 33-52% load-factor band in Table 10.6b is 
7.2 per cent lower than the corresponding figure in Table 10.5. However, as 
the number of time-bands reduced below four the net benefit in a lower mean 
over-recovery is lost. When there were just two time-bands the revised 
analysis yielded a mean over-recovery that was 3.4 per cent above that of the 
previous results that are shown in Table 10.5. 
Comparisons of the results in Table 10.5 (see sub-section 10.4.1) and Tables 
10.6c and 10.6d confirm that the flexibility in the formation of the charging 
structures between load-factor bands improves the efficiency in cost recovery 
only in some cases. For both the 52-69% and the 69-82% load-factor bands and 
charging structures with five time-bands, the mean over-recovery is more than 
17 per cent higher when the charging structures on the Group B Dc-tracks are 
not constrained to be the same for each load-factor band (Table 10.6) than 
when they are constrained (Table 10.5, 10.6c and 10.6d). However I for the 
52-69% load-factor band with three time-bands in the charging structure there 
is a 27 per cent reduction in the mean over-recovery when the charging 
structure is formed from the application of Mod-Rate Linkage to the 52-69% 
load-factor band compared to the mean over-recovery derived when the 
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For the recovery of 1990/1 p-track costs, the mean over-
=r~e~c~o~v~e~r~YL--=f~o~r~~G~r~O~u~p~_B=-~Dc-tracks using charging structures 
derived from Ward's method of clustering and subsequent use of 
the Mod-Rate Linkage for combining time-bands 
al for the ten Dc-tracks in the 21-33% load-factor band 
Number of 1990/1 p-track Number of Time band 
time-bands Mean over- coefficients linkage 
recovery outside limits 
p/unit 
1 .0622 0 1+2+3+4+5+6+7 
2 .0301 0 1,2+3+4+5+6+7 
3 .0291 0 1,2+3+4+5,6+7 
4 .0295 0 1,2+5,3+4,6+7 
5 .0295 0 1,2+5,3+4,6,7 
6 .0290 1 1,2,3+4,5,6,7 
7 .0179 2 1,2,3,4,5,6,7 
bl for the ten Dc-tracks in the 33-52% load-factor band 
Number of 1990/1 P track Number of Time band 
time-bands Mean over- coefficients linkage 
recovery outside limits 
p/unit 
1 .0480 0 1+2+3+4+5+6+7 
2 .0208 0 1+2+5,3+4+6+7 
3 .0190 0 1,2+5,3+4+6+7 
4 .0146 0 1,2+5,3+6+7,4 
5 .0140 0 1,2+5,3+7,4,6 
6 .0137 0 1,2+5,3,4,6,7 
7 .0124 1 1,2,3,4,5,6,7 
cl for the ten Dc-tracks in the 52-69% load-factor band 
Number of 1990/1 p-track Number of Time-band 
time-bands Mean over- coefficients linkage 
recovery outside limits 
p/unit 
1 .0274 0 1+2+3+4+5+6+7 
2 .0122 0 1,2+3+4+5+6+7 
3 .0072 0 1,2+3+6+.7,4+5 
4 .0071 0 1,2+3+6+7,4,5 
5 .0076 0 1,2+3+6,4,5,7 
6 .0067 1 1,2,3+6,4,5,7 
7 .0055 2 1,2,3,4,5,6,7 
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d) for the ten Dc-tracks in the 69-82% load-factor band 
-
Number of 1990/1 p-track Number of Time band 
time-bands Mean over- coefficients linkage 
recovery outside limits 
p/unit 
1 .0127 0 1+2+3+4+5+6+7 
2 .0044 0 1+2+5,3+4+6+7 
3 .0035 0 1+2+5,3+6+7,4 
4 .0034- 0 1+2+5,3+6,4,7 
- -
5 
-
.0034 0 1,2+5,3+6,4,7 
6 .0031 1 ~ 1,2,3+6,4,5,7 
7 .0025 2 1,2,3,4,5,6,7 
-
See Appendix V Table El for definition of' time-bands in the 
.charging structure 
structure is formed from the application of Mod-Rate Linkage to the 21-33% 
load-factor band. Similarly for the 69-82% load-factor band with two time-
bands in the charging structure- there is a 23 per cent reduction in the mean 
over-recovery when the charging structure is formed from the application of 
Mod-Rate Linkage to the 69-82% load-factor band compared to the mean over-
recovery derived when the structure is formed from the application of Mod-
Rate Linkage to the 21-33% load-factor band. (The highest load-factor band 
was omitted because the low mean over-recovery had already been attained from 
the analysis shown in Table 10.5). Hence, the mean over-recovery in Table 
1D.,6 is closer to the corresponding value in Table 10.5 for the 33-52% load-
factor band ,that it is for the 52-69% and 69-82% load-factor bands. 
The comparison of mean 'over-recovery' between Table 10.5- and Table 10.6 shows 
that the benefit of applying Mod-Rate Linkage separately to each load-factor 
band, occurs when there is a greater number of time-bands in the charging 
structure for the 33-52% load-factor band than for the 52-69% and the 69-82% 
load- factor-bands. For the application of Mod-Rate Linkage to the 33 -52% 
load-factor band, a rate falls outside its acceptable limits only when there 
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are seven time-bands. For the 52-69% and the 69-82% load-factor bands, a 
rate falls outside its acceptable limits when there are six and seven time-
bands. The condition in Mod-Rate Linkage for combining time-bands in the 
presence of rates that fall outside the acceptable limits, initially forces 
time-bands to be combined on the basis of average cost information. The 
combination of two time-bands that have the two nearest coefficients tends to 
minimise the effect of the change on the mean over-recovery and is with-held 
until all the rates fall within their acceptable limits. 
In conclusion, there are both marginal gains and losses in the efficiency of 
cost recovery when removing the constraint of assuming the same charging 
structures for each load-factor band in the application of Rate Linkage. The 
distinctions between the mean over-recovery of Table 10.5 and Table 10.6 are 
least when there are four time-bands. That is, with four time-bands in the 
charging structure, the mean over-recovery formed when the charging 
structures were constrained to be the same for each load-factor band in 
Group B is most similar to the mean over-recovery formed when the charging 
structures are allowed to vary for each load-factor band. When the number of 
time-bands in the charging structure is four, or less, there is some merit in 
the separate application of Mod-Rate Linkage to each load- factor band for 
those load-factor bands that are furthest from the 21-33% load-factor band on 
which the original charging structures were based. Hence, marginal 
reductions in the mean over-recovery for Group B Dc-tracks were obtained when 
both the combination of time-bands and the number of time-bands selected for 
the charging structure were flexible across load factors. 
302 
Chapter 10 
10.4.3 COMPARISON OF THE CHARGING STRUCTURES FOR DIFFERENT 
LOAD-FACTOR BANDS OF GROUP 8 WHERE 80TH THE CHARGING 
STRUCTURE AND THE RATES ARE THE SAME FOR EACH BAND 
Another option available to the PES in determining charging structures and 
rates, and different from those previously applied (see Chapter 8 Section 
8.6, and Chapter 10 sub-sections 10.4.1 and 10.4.2), is to form charging 
structures and rates that are the same for each load-factor band in the 
group. Such an approach reduces the number of charging structures and rates 
that would be offered to a group of customers by the PES. The effect of 
taking this option is investigated for the recovery of 1990/1 p-track costs 
and Group B Dc-tracks. 
The effect on the mean over-recovery of constraining both the time-bands and 
the rates to be invariant across load factors is illustrated, with regards to 
Group B, in Table 10.7. The time-bands are combined in the same order as for 
the 21-33% load-factor band in Table 9.8a. The mean over-recovery in each of 
the five load-factor bands is shown in Table 10.7, together with the 
arithmetic average of these five values for a given time-af-use charging 
structure. Table 10.8 shows the comparable mean over-recovery, for each 
load-factor band and the number of time-bands, when the rates are set 
separately for each load-factor band. In both cases there is assumed to be 
no charge on the annual maximum demand within the charging structures. Thus 
Tables 10.7 and 10.8 enable a comparison to be made for the recovery of costs 
in a group when, on the one hand, the rates are assumed to be the same for 
each load-factor band and when, on the other, they are determined separately 
for each load-factor band. 
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The results in Table 10.7 show two noticeable step reductions in the average 
(across load-factor bands) mean over-recovery as the number of time-bands 
reduces from seven to one. The average mean over-recovery across the load-
factor bands in Table 10.7 has a marked step decrease of 51 per cent when 
moving from a charging structure with one time-band to a charging structure 
with two time-bands. The move from three time-bands to four is also shown to 
cause a large step reduction of .0306 p/kWh, which is a reduction of 48 per 
cent in mean over-recovery. A move from four time-bands to five time-bands 
yields a less significant reduction of 21 per cent in the mean over-recovery, 
valued at .0071 p/unit. The average, for the value of mean over-recovery in 
each load-factor band, continues to decrease as the number of time-bands 
increases above five, but with only a marginal effect compared to the 
reduction that was obtained in moving from three to four time-bands. 
The results also show that the mean over-recovery does not decrease as the 
load factor increases in circumstances when there are fewer than four time-
bands in the charging structure and this causes the charging structure with 
four time-bands to be preferred to the one that has fewer time-bands. On 
closer inspection of Table 10.7, the mean over-recovery decreases as the 
load-factor band increases from the 33-52% band to the 82-91% band when the 
number of time-bands in the charging structure is more than three. However, 
for three, or fewer, time-bands the mean over-recovery increases as the load 
factor increases between these bands. This result contrasts with that in 
Table 10.8 where the mean over-recovery decreases as the load factor 
increases for the seven charging structures under consideration. When the 
rates are constrained to be the same for all load-factor bands (Table 10.7), 
the charg:"ng structure with four time-bands results in a siInilar trend in 
mean over-recovery across load factor and causes a marked improvement, over 
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the three, two and one time-band cases, in the recovery of costs across the 
load-factor bands within Group B. Hence, the four charging structures with 
at least four time-bands are preferable when the rates are constrained to be 
the same for all load-factor bands. 
There is a considerable inefficiency introduced into the recovery of costs 
when the -rates are constrained to be the same across all load-factor bands 
instead of them being determined separately for each load-factor band. Even 
wi th four time-bands, the mean over-recovery in Table 10.7 is at least 1.8 
times, and at roost 4.6 times, that of the corresponding value in Table 10.8. 
Indeed, for each value of the mean over-recovery in Table 10.7, the 
corresponding value in Table 10.8 is either the same or less. Thus, when the 
rates are constrained to be the same across all load-factor bands the mean 
over-recovery is higher than the case when there is no such constraint. 
The effect the constraint on the rates has upon the favourable charging 
structure that the PES might offer the customer is illustrated in closer 
scrutiny of the four time-band case and 52-69% load-factor band. The mean 
over-recovery shown in Table 10.8 is .0072 p/unit, whilst that in Table 10.7 
is .0337 p/unit. With a single time-band the mean over-recovery is 
.0274 p/unit in Table 10.8. Hence, the charging structure with a single 
time-band where each load-factor band is treated independently for the 
setting of rates is preferable to the four time-band structure where the 
rates are constrained to be the same for all load-factor bands. 
These conclusions are based upon there being no charge on the annual maximum 
demand within the charging structure and so the analysis was repeated, this 
time with maximum demand included in the charging structure. The annual 
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Table 10.7 
Load-
factor 
band 
% 
21-33 
33 52 
52-69 
69-82 
82-91 
Average 
Chapter 10 
For the recovery of 1990/1 P-trdck costs, the mean over-
recovery for Group B on the same charging structure across 
five load-factor bands and with the same rates across each 
load-factor band, when there is no annual rnaximmn demand 
charge 
Mean over-recovery 
for each case of the number 
of time-bands 
(p/unit) 
7 6 5 4 3 2 1 
.0356 .0404 .0406 .0548 .0343 .0301 .0622 
.0447 .0477 .0478 .0591 .0588 .0543 .0994 
.0259 .0268 .0268 .0337 .0704 .0691 .1365 
.0121 .0109 .0109 .0135 .0759 .0773 .1607 
.0055 .0034 .0034 .0041 .0785 .0812 .1720 
.0248 .0258 .0259 .0330 .0636 .0624 .1261 
See Appendix V Table B1 for seven time-bands of structure and Table 9.8a for 
the sequence in which the time-bands are combined 
Table 10.8 
Load-
factor 
band 
% 
21 33 
33-52 
52 69 
69-82 
82 91 
Average 
For the recovery of 1990/1 p-track costs, the mean over-
recovery for Group B on the same charging structure across 
five load-factor bands, but with rates formed separately for 
each load-factor band when there is no annual max~um demand 
charge 
Mean over recovery 
for each case of the number 
of time-bands 
(p/unit) 
7 6 5 4 3 2 1 
.0179 .0290 .0295 .0295 .0291 .0301 .0622 
.0124 .0152 .0151 .0151 .0177 .0201 .0480 
.0055 .0058 .0063 .0072 .0099 .0122 .0274 
.0025 .0026 .0029 .0034 .0046 .0057 .0128 
.0011 .0012 .0013 .0013 .0021 .0026 .0060 
.0079 .0105 .0108 .0113 .0129 .0143 .0312 
See Appendix V Table B1 for seven time-bands of structure and Table 9.8a for 
the sequence in which the time-bands are combined 
maximum demand variable was weak in recovering costs for an individual load-
factor band for Group B (see Chapter 9, Section 9.4 and sub-section 9.5.1), 
but this need not be the case for the recovery of costs over several load-
factor bands. The annual maximum demand was included in the charging 
structure for recovering the costs of the Group B Dc-tracks to determine the 
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effect of this variable on the mean over-recovery when the rates are 
constrained to be the same for each load-factor band. The results of this 
analysis are shown in Table 10.9. 
Table 10.9 
Load-
factor 
band 
% 
21 33 
33-52 
52-69 
69 82 
82 91 
Average 
For the recovery of 1990/1 p-track costs, the mean over-
recovery for Group B on the same charging structures across 
five load-factor bands and with the same rates across each 
load-factor band, when there is an annual maximum demand 
charge 
Mean over-recovery 
for each case of the number 
of time-bands 
(p/unit) 
7 6 5 4 3 2 1 
.0387 .0404 .0415 .0409 .0351 .0372 .1123 
.0215 .0214 .0216 .0218 .0204 .0226 .0549 
.0120 .0116 .0107 .0108 .0125 .0133 .0458 
.0072 .0061 .0050 .0050 .0078 .0074 .0453 
.0050 .0035 .0023 .0023 .0056 .0047 .0450 
.0169 .0166 .0162 .0162 .0163 .0171 .0607 
See Appendix V Table A1 for seven time-bands in the structure and Table 9.8a 
for the sequence in which the time-bands are combined 
When the annual maximum demand is introduced - as an explanatory variable -
into the charging structure for the iterative regression procedure there is, 
in general, a marked improvement in the mean over-recovery. This is shown by 
comparing the results in Table 10.9 with those shown in Table 10.7 - for 
which there is no annual maximum demand within the analysis. There are 
exceptions to this improvement and these are mainly found at the lowest load-
factor band of 21-33%. However, the high mean over-recovery that is recorded 
in Table 10.7 on the occasions when the number of time-bands is less than 
four and the load-factor band is 33-52%, or more, is greatly reduced by the 
introduction of the annual maximum demand, as shown in Table 10.9. Indeed, 
the relative reduction in the mean over-recovery achieved through the 
inclusion of the maximum demand variable is at its greatest amongst the high 
load-factor bands when there are less than four time-bands. Moreover, in 
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Table 10.9 the mean over-recovery decreases as the load factor increases for 
each of the charging structures, as was the case for the results from the 33-
52% to 82-91'1s bands of Table 10.7 when the number of time-bands exceeded 
four. 
A comparison of the average value of the mean over-recovery across the load-
factor bands for each of the charging structures for Group B (see Tables 10.7 
and 10.9) suggests that the favourable number of time-bands in the charging 
structure is less than four when the rates are constrained to be the same for 
all load-factor bands, and the maximum demand charge is included in the 
charging structure. The average value is at least 31 per cent lower in Table 
10.9 than the corresponding value shown in Table 10.7 and in the case of a 
charging structure with a one time-band it is more than 50 per cent lower. 
Furthermore, when moving to two time-bands from one time-band there is a 71.8 
per cent decrease in the average value with this reduction valued at 
.0436 p/unit (Table 10.9). Only a further reduction in the average value of 
.0009 p/unit is gained by increasing the number of time-bands beyond two. 
Hence, there is reason to favour the use of a charging structure with two 
time-bands for Group B when the charging structure and the rates are 
constrained to be the same across all load factors. 
In conclusion, when the rates are constrained to be the same for all load-
factor bands, the inclusion of the annual maximl.UU demand into the charging 
structure improves the efficiency in cost recovery as a Whole and for the 
majority of the load-factor bands under consideration. .Even so, the analysis 
on Group B data shows that the mean over-recovery is, in almost all cases 
(there are two cases out of thirty-five when they are equal), reduced 
significantly when the set of rates are formed separately for each load-
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factor band as opposed to them being constrained to be the same across all 
load-factor bands. 
10.4.4 COMPARISON OF THE CHARGING STRUCTURES FOR DIFFERENT 
LOAD-FACTOR BANDS OF GROUP A WHERE THE BOTH CHARGING 
STRUCTURE AND THE RATES ARE THE SAME FOR EACH BAND 
The comparison of the recovery of 1990/1 p-tril.ck costs when the rates are 
constrained to be the same across the load-factor bands is extended to the 
Group A, largest group of D-tracks. This enables a comparison to be made of 
the results obtained for Group A with those already obtained for Group B (see 
sub-section 10.4.3). For the analysis of Group A data the mean over-recovery 
formed when the rates are constrained to be the same across load-factor bands 
is compared with those already derived for rates set for each individual 
load-factor band in Group A (see Tables 8.3 and 8.6). 
The results of the mean over-recovery formed when the rates are constrained 
to be the same across the load-factor bands are shown in Table 10.10; and the 
results of the mean over-recovery formed when the rates are allowed to vary 
between load-factor bands are shown in Table 10.11. In both cases the 
charging structures used for the analysis are those formed from the 
application of Rate Linkage to the 25-45% load-factor band of Dc-tracks (see 
Table 8.3 and Appendix V Table A1). In addition, in both cases the annual 
maximum demand variable is included in the charging structure. The 
coefficient of the annual maximum demand variable formed from the iterative 
regression procedure is consistently non-negative and, therefore, acceptable 
for charging purposes. 
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Table 10.10 
Load-
factor 
band 
% 
21 45 
45-68 
68-87 
87 93 
Average 
Chapter 10 
For the recovery of 1990/1 P-track costs, the mean over-
recovery for Group A on the same charging structures and same 
rates across each load-factor band, when there . is a maximum 
demand charge 
Mean over-recovery 
for each case of the number 
of time-bands 
(p/unit) 
7 6 5 4 3 2 1 
.0160 .0168 .0194 .0204 .0659 .0844 .1366 
.0086 .0098 .0120 .0122 .0329 .0406 .0687 
.0060 .0075 .0093 .0091 .0197 .0222 .0394 
.0050 .0067 .0083 .0080 .0148 .0154 .0295 
.0089 .0102 .0123 .0124 .0333 .0407 .0683 
See Appendix V Table A1 for seven time-bands of structure and Table 8.3 for 
the sequence in which the time-bands are combined. 
Table 10.11 
Load 
factor 
band 
% 
21-45 
45-68 
68 87 
87 93 
Average 
For the recovery of 1990/1 P-track costs, the mean over-
recovery for Group B on the same charging structures and same 
rates across each load-factor band, when there is no maximum 
demand charge 
Mean over-recovery 
for each case of the number 
of time-bands 
(p/unit) 
7 6 5 4 3 2 1 
.0101 .0102 .0103 .0112 .0211 .0294 .0698 
.0048 .0048 .0050 .0050 .0096 .0133 .0311 
.0018 .0018 .0018 .0019 .0036 .0050 .0117 
.0007 .0007 .0006 .0006 .00l4 .0019 .0045 
.0044 .0044 .0044 .0047 .0089 .0124 .0293 
See Appendix V Table A1 for seven time-bands of structure and Table 8.3 for 
the sequence in which the time-bands are combined. 
The results in Tables 10.10 and 10.11 for Group A confirm a number of the 
findings from the earlier analysis of Group B. For each value of the mean 
over-recovery in Table 10.10, formed when the rates are constrained to be the 
same across all the load-factor bands, the corresponding value is lower in 
Table 10.11 when the rates are determined separately for each of the load-
factor bands. The average for the values of the mean over-recovery across 
the load-factor bands in each charging structure in Table 10.11 is between 49 
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and 74 per cent lower than that of the corresponding value in Table 10.10. 
The difference in the average value between Tables 10.10 and 10.11 increases, 
in general, as the number of time-bands is reduced from .0045 p/unit at seven 
time-bands to .0390 p/unit at one time-band. 
In both Tables 10.10 and 10.11 the average values (over the four load-factor 
bands) of the mean over-recovery is either constant or decreasing as the 
number of time-bands in the charging structure increases. In both tables the 
average value decreases most markedly between one time-band and four time-
bands. In Table 10.10, in which the rates are constrained to be the same 
across the load-factor bands, the average value falls by .0559 p/unit (81 per 
cent) from one time-band to four time-bands and only by another .0001 p/unit 
from four time-bands to five time-bands (and by another .0034 p/unit from 
five time-bands to seven time-bands). In Table 10.11, when the rates are not 
constrained to be the same across the load-factor bands, the average value 
falls by .0246 p/unit (83 per cent) from one time-band to four time-bands and 
only another .0003 p/unit from four time-bands to five time-bands (and 
remains constant from five time-bands to seven time-bands). Hence, in 
contrast to the two time-bands favoured for Group B when the rates are 
constrained to be the· same across all load-factor bands, for Group A the 
favoured charging structure is considered to have four time-bands. 
In both Table 10.10 and 10.11 the mean over-recovery for each charging 
structure decreases as the load-factor band increases. For Group A, the 
relative benefit from not constraining the rates to be the same across the 
load-factor bands is generally greater the higher the load-factor band. As 
an example, consider the mean over-recovery formed when there are four time-
bands in the charging structure. When the rates are constrained to be 
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constant across the load-factor bands the mean over-recovery in the 87-93% 
band is .0080 p/unit, 61 per cent lower than that in the 25-45% band. When 
the rates are determined separately for each load-factor band, the mean over-
recovery in the 87-93% band is .0006 p/unit, 95 per cent lower than that in 
the 25-45% band. 
10.4.5 CONCLUSION 
In conclusion, the analysis of the Group A data confirms a number of features 
that emerge from the analysis of the smaller data set of Group B, one of 
which is a consistent reduction in the mean over-recovery when the constraint 
of having the same rates (and charging structure) for each load-factor band 
is removed. The reduction on the average over-recovery across all load-
factor bands is between 49 and 74 per cent for Group A (see Tables 10.11 and 
10.10) and 16 and 53 per cent for Group B (see Tables 10.9 and 10.7). So, 
there is a consistent improvement in the efficiency with which costs are 
recovered when rates are determined separately for each load-factor band 
rather than constraining them rates to be the same. This benefit is, in 
general, of relatively greater magnitude, the higher the load-factor band. 
This happens because, for rates that are determined over all load-factor 
bands by the iterative regression procedure, the requirement to recover the 
costs associated with low load-factor Dc-tracks causes the rates to be 
excessive for the high load-factor bands. 
To summarise: it has been shown that there is merit in the PES being flexible 
with regard to both the charging structures offered to groups of customers 
and their setting rates. Prior to privatisation of the Electricity Industry, 
the same rates were charged to all customers on a given charging structure 
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irrespective of their load factor. This has continued in the tariffs set for 
the customers who have remained outside of the competitive Electricity Supply 
market following privatisation (see Chapter 1 Section 1.2, and Chapter 2 sub-
sections 2.3.1 and 2.5.1). For supply in the competitive market, the 
analysis of this section demonstrates that there is a marked improvement in 
the recovery of costs in moving away from rates that are the same for all 
load-factor bands and there is an even more ~arked improvement in moving on 
to rates that are set separately for each load-factor band. It also 
indicates that flexibility in the number of time-bands in the charging 
structure and flexibility in combining time-bands to form additional charging 
structures enables the PES to determine the most appropriate charging 
structure for a given group of Dc-tracks. 
10.5 A COMPARISON OF CURRENT CHARGING STRUCTURES IN THE 
ELECTRICITY INDUSTRY WITH THOSE FORMED BY THE 
APPLICATION OF CLUSTER ANALYSIS 
In this Section the efficiency of cost recovery for the proposed charging 
structures derived from the application of Ward's method of clustering (see 
Chapter 6, Section 6.7 in particular) is compared with that for the charging 
structure currently used in the Electricity Industry. Some of the charging 
structures used within the Electricity Industry to recover the costs for 
supplying high voltage, over 1 MW, customers have already been described (see 
Chapter 2 Section 2.5 and also Appendix I). These include the Day/Night 
Option with two time-bands, the Seasonal Option with four time-bands and the 
Enhanced Seasonal Option with six time-bands. The purpose of this study is 
concerned more with the approach that has been developed to determine 
favourable charging structures than it is with the new charging structures 
themselves. A comparison of the recovery of costs for the traditional time-
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of -use charging structures, on the one hand, and the charging structures 
derived from Cluster Analysis, on the other, would indicate whether or not 
the approach that has been developed in this study is able to determine new 
and favourable charging structures. 
Should the proposed new structures not be preferable then this would call 
into question the value of using Cluster Analysis the process by which they 
are determined. To that end a lower mean over-recovery on the part of the 
traditional time-of-use charging structures would bring into question the 
benefit of adopting the procedures that have been developed for determining 
new charging structures in this study. In this scenario the current 
structures would be better at recovering costs than the new charging 
structures. On the other hand a higher mean over-recovery on the part of the 
traditional time-of-use charging structures would favour the use of the 
proposed procedures in determining favourable charging structures. 
A mean over-recovery that is higher for the traditional structure relative 
than it is for the proposed new structure, would add weight to the case for 
introducing the new procedures into the Commercial environment. A comparison 
of the charging structures recovering full supply costs is not made in this 
study. While such a comparison would be informative, it is not made here 
because some of the supply costs are commercially confidential and can not be 
divulged. But a comparison can be made of the recovery of generation costs, 
these being the major component of supply costs. 
Comparisons of cost recovery are made between the proposed and current 
charging structures on the basis of generation costs. Using the three P-
tracks of 1990/1, 1991/2 and 1992/3 and the sets of demand matrices in the 
low load-factor bands of Groups A and B, a comparison is made of the recovery 
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of generation costs between the charging structures derived from Cluster 
Analysis and the traditional time-of-use charging structures. Having 
established in the previous Section (Section 10.4) that the PES is better 
able to reflect costs if it determines rates separately within load-factor 
bands, this analysis focuses on the lowest load-factor band for both Group A 
(25-45%) and Group B (21-33%) because it is in the lowest load-factor band 
that the diversity of Dc-tracks causes the over-recovery of costs for the 
rates to be high. Since the analysis is focused on one of the load-factor 
bands, the recovery of costs is restricted to the unit time-bands in the 
charging structure. 
The results of this analysis are shown in Tables 10.12 and 10.13. For 
Group A, Table 10.12 shows in bold type the mean over-recovery using the 
Day/Night, Seasonal and Enhanced Seasonal charging structures for the 
recovery of three p-track costs. Beneath each value is the mean over-
recovery for the same P-track costs using the charging structure with the 
corresponding number of time-bands that were derived from the application of 
CAMORL _ Cluster Analysis and Mod-Rate Linkage in an earlier chapter (see 
Chapter 8 and Table 8.3 for the 1990/1 p-track, Table 8.4 for the 1991/2 P-
track and Table 8.5 for the 1992/3 p-track). Table 10.13 shows comparable 
results for Group B (see Chapter 9 and Table 9.8a for the 1990/1 P-track, 
Table 9.9b for the 1991/2 p-track and Table 9.10c for the 1992/3 P-track). 
The charging structures formed by the Cluster Analysis and Mod-Rate Linkage 
are referred to as CAMORL[G,K] charging structures, where the G is the group 
name and the K is the number of time-bands in the charging structure (see 
Tables 10.12 and 10.13 and the forthcoming analysis). In both Tables 10.12 
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and 10.13 the number of coefficients falling outside the acceptable limi ts 
are stated in parentheses following the value of the mean over-recovery. 
A common feature of the results presented in Tables 10.12 and Table 10.13 is 
that the Enhanced-Seasonal charging structure has at least one rate outside 
the acceptable limits for each P-track case. With the fewer time-bands in 
the Seasonal and the Day/Night charging structures (compared to the Enhanced-
Seasonal charging structure) I the derived rates are more reflective of the 
average cost that is incurred during each time-band and there is no 
occurrence of rates falling outside of the acceptable limits. This implies 
that the Enhanced-Seasonal charging struc~ure has an excessive number of 
time-bands for the iterative regression procedure to form rates that are 
reflective of the average cost that is incurred during each time-band. 
The Group A results show the proposed CAMORL charging structure to be more 
efficient at recovering generation costs than that of the traditional 
charging structure alternative with the same number of time-bands. In the 
case of Group A, in Table 10.12, the CAMORL charging structures for four and 
six time-bands yield lower mean over-recoveries than do the traditional 
Enhanced-Seasonal and Seasonal charging structures. The greatest effect upon 
the mean over-recovery (a reduction of 65 per cent) occurs in the case of six 
time-bands, when the CAMORL charging structure is compared to the traditional 
Enhanced-Seasonal structure for the recovery of 1992/3 P-track costs. With 
regard to the two time-bands CAMORL charging structure compared to the 
traditional Day/Night structure, both the 1990/1 and the 1991/2 P-tracks show 
again that the CAMORL structure results in lower mean over-recovery. Even 
for the one remaining case, namely the 1992/3 P-track, the traditional 
Day/Night charging structure has a mean over-recovery that is less than 5 per 
cent below that formed by the two time-band CAMORL structure. 
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Mean over-recovery of traditional charging structures for 
Group A 25-45% load-factor band Dc-tracks (bold type) together 
with the mean over-recovery of the Cluster Analysis charging 
structures for the equivalent number of time-bands (below the 
bold type). The number of coefficients falling outside the 
acceptable limits are stated in curved parentheses 
Charging Mean over-recovery of P-track 
structure p/unit 
1990/1 1991/2 1992/3 
Enhanced Seasonal .0176 (3) .0275 (2) .0277 (1) 
CAMORL [A, 6] .0102 (0) .0125 (0) .0098 (0) 
Seasonal .0268 (0) .0526 (0) .0301 (0) 
CAMORL [A, 4] .0112 (O) .0199 (0) .0159 (0) 
Day/Night .0519 (0) .0665 (O) .0410 (0) 
CAMORL [A, 2] .0294 (0 ) .0464 (0) .0428 (0) 
Letter in the squared brackets refers to Group and the numbers 
refer to the number of time-bands in the charging structure 
with CAMORL referring to the formation of the charging 
structure using Cluster Analysis and Mod-Rate Linkage 
Mean over-recovery of traditional charging structures for 
Group B 21-33% load-factor band Dc-tracks (bold type) together 
with the mean over-recovery of the Cluster Analysis charging 
structures for the equivalent number of time-bands (below the 
bold type). The number of coefficients falling outside the 
acceptable limits are stated in curved parentheses 
Charging Mean over-recovery of P-track 
structure p/unit 
1990/1 1991/2 1992/3 
Enhanced Seasonal .0157 (1) .0418 ( 4) .0084 (1) 
CAMORL [A, 6] .0290 (1) .0119 (0) .0064 (0) 
Seasonal .0228 (0) .0428 (0) .0093 (O) 
CAMORL [A, 4] .0295 (0) .0244 (0) .0076 (0) 
Day/Night .0612 (0) .0481 (O) .0233 (O) 
CAMORL [A, 2] .0301 (0) .1321 (0) .0828 (0) 
Letter in the squared brackets refers to Group and the numbers 
refer to the number of time-bands in the charging structure 
the CAMORL referring to the formation of the charging 
structure using Cluster Analysis and Mod-Rate Linkage 
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The Group B results show some of the proposed CAMORL charging structure to be 
more efficient at recovering generation costs than that of the traditional 
charging structure alternative with the same number of time-bands. For the 
Group B results (Table 10.13) where there are either four or six time-bands, 
the CAMORL charging structures form mean over-recoveries that are lower than 
those formed by the traditional structures in two out of the three P-track 
cases. For the two time-bands and the recovery of 1990/1 P-track costs, the 
mean over-recovery formed from the CAMORL charging structure is also lower 
than it is for the traditional Day/Night structure. But, for the remaining 
cases the traditional charging structures yield the lower mean over-
recoveries. 
However, it should be borne in mind that, with only ten Dc-tracks in the 
group, the results for Group B are less robust than are those of Group A 
(with forty Dc-tracks in the group) The results are derived from the 
application of Mod-Rate Linkage - to form the CAMORL charging structures -
from the charging structure with seven time-bands that is formed from an 
application of Ward's method of clustering. When the rates fall within 
acceptable limits, Mod-Rate Linkage combines the two time-bands which have 
the nearest rates formed from the application of the iterative regression 
procedure. The acceptable limits in the preceding analysis were deliberately 
slack (see Chapter 9, Section 9.5) to limit the number of occurrences when 
the order for combining time-bands is constrained, especially given the 
effectively low degrees of freedom in the application of the iterative 
regression procedure for Group B. With such acceptable limits it is possible 
that two time-bands could have been combined when the rat~s still fell within 
acceptable limits but were at variance with the average costs for the two 
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time-bands. Hence, the order in which the time-bands were combined for Group 
B was reviewed to see if there existed an alternative combination of the 
original seven time-bands that yielded a mean over-recovery lower than those 
formed from CAMORL in Table 10.13. 
In each of the three cases for Group B (a single four time-band case and two 
two time-band cases) in Table 10.13 where the mean over-recovery from CAMORL 
exceeded that formed from the traditional charging structures, an alternative 
combination of the original seven time-bands structures - to form alternative 
charging structures with four or two time-bands reduces the mean over-
recovery below that formed from CAMORL charging structures. For charging 
structures with the two time-bands, these alternative structures caused a 
marked decrease in the mean over-recovery below that formed from the 
traditional Day/Night charging structure. In the recovery of 1991/2 P-track 
costs, CAMORL [B, 3] yields a mean over-recovery of .0349 p/unit (see Table 
9.9b), but with one of the rates just (0.4 per cent) outside the upper 
acceptable limit. CAMORL[B,2] then has a mean over-recovery of .1321 p/unit 
(see Table 9. 9b). But when the two nearest coefficients are combined from 
CAMORL[B,3] the mean over-recovery is just .0372 p/unit - considerably below 
(22 per cent below) that reported for the Day/Night charging structure in 
• 
Table 10.13. For the recovery of 1992/3 p-track costs, CAMORL[B,2] yields a 
mean over-recovery of .0828 p/unit (see Tables 9.10c and 10.13), but when the 
time-bands are combined in the order determined by Ward's method of 
clustering that formed the original seven time-bands the mean over-recovery 
with two time-bands was .0176 p/unit - considerably below (24 per cent below) 
the .0233 p/unit reported for the Day/Night charging structure in Table 
10.13 . 
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In conclusion, the analysis of Group A supports of the CAMORL charging 
structures for recovering P-track costs in favour of the traditional charging 
structures with the equivalent number of time-bands. The evidence in favour 
of CAMORL charging structures is less strong for Group B data where the fewer 
number of Dc-tracks places a greater restriction on the effective degrees of 
freedom within the application of the iterative regression procedure. Even 
so, in the majority of cases a combination of the seven original time-bands 
from Ward's method of clustering (see Chapter 7 Section 7.3, and Chapter 9 
SUb-section 9.5.3 and Section 9.6) yields a mean over-recovery lower than 
that of the traditional charging structure for Group B. 
Moreover, the approach that has been developed to form time-of-use charging 
structures enables the eff iciency in cost recovery to be compared between 
alternative time-of-use charging structures in addition to those of the 
traditional charging structures. This is no better illustrated than by the 
analysis of this Section into the recovery of 1992/3 P-track costs for 
Group B • With CAMORL [B, 21 charging structures, the mean over-recovery was 
. 0828 p/unit in Table 10.13. An alternative charging structure with two 
time-bands was identified with a mean over-recovery of .0176 p/unit which was 
below that for the traditional Day/Night charging structure. However, 
CAMORL[B,31 from Table 9.10c showed a mean over-recovery of .0081 p/unit, 
54 per cent below the lowest mean over-recovery identified for a charging 
structure with two time-bands. Hence, the analysis establishes a preference 
for a three time-band charging structure for the recovery of 1992/3 P-track 
costs for Group B. This information is an additional outcome to the central 
analysis of this section, which compared charging structures with the same 
number of time-bands and is in general support of CAMORL charging structures. 
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A REVIEW OF CHARGING STRUCTURES FORMED FROM CLUSTERING 
METHODS OTHER THAN THAT OF WARD'S METHOD 
There are a number of alternative techniques in Cluster Analysis for 
clustering data (see Chapter 4, Section 4.3) and in this Section a review of 
some of these techniques is made regarding the derivation of favourable 
charging structures. In the Commercial and Economic context of the study 
there are two means reasons for reviewing these techniques for the current 
study: firstly, to identify if Ward's method is the most appropriate 
technique within Cluster Analysis to assist the PES in forming the single 
most favourable, new time-of-use charging structure for the given demand and 
cost data; and, secondly, to enable the PES to identify a technique for 
deriving a secondchest, and alternative; charging structure to offer to a 
group cif customers along-side. the· most favoured charging structure - as it 
has been .shown (see Chapter 9 Section 9.3) that by offering more than one 
. charging structure to a ·group of customers, the costs of the group could be 
recovered mOre efficiently than if only one favoured charging structure was 
offered by PES. In addition, in the Mathematical context of the study the 
review in this Section considers the alternative clustering techniques in 
terms of their suitability for deriving favourable charging structures for 
the PES. Of particular significance in this regard is a case study which 
compares the efficiency of cost recovery for the charging structures derived 
from some alternative techniques of Cluster Analysis, and the extent to which 
the results of this study support the view that "the clustering method with 
the best over-all performance has been either Average Linkage or Ward's 
minimum variance method" (SAS Manual 0, 1989). 
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A number of the agglomerative procedures that have been developed in Cluster 
Analysis have already been used in this study. Time-of-use charging 
structures were originally derived in this study (see Chapter 5) by applying 
Cluster Analysis to P- track data. One of these procedures, Ward's method, 
had some favourable properties and enabled clusters to be identified in the 
data (see Chapter 4 Sections 4.4 and 4.6 and sub-sections 4.3.1 and 4.5.3, 
and Chapter 5 Sections 5.3 to 5.6). Hence, it was Ward's method that was 
adopted for use in the subsequent application of Cluster Analysis to the P-
track and Dpc-track (see Chapter 7, Section 7.3) to derive time-of-use 
charging structures. Each of these charging structures was formed with seven 
time-bands in this analysis of Chapter 7, based on statistical information 
which indicated the presence of around seven distinct clusters in the data. 
This assisted in the subsequent development of Mod-Rate Linkage and in the 
comparisons between charging structures for the recovery of costs. 
The 1990/1 P-track cost matrix for 1990/1 and the forty Dc-tracks in the 
load-factor band of 25-45% of Group A form the base data for a case study 
comparing the efficiency of cost recovery for charging structures with seven 
time-bands that are derived from alternative techniques of Cluster Analysis. 
The alternative methods of clustering was in this case study introduced in 
Chapter 4 (see Section 4.3), namely, Average, Single, Centroid, Median, 
Complete, Density Search (with k=100). These clustering methods are each 
applied to the data in the same manner as was used in the case of Ward's 
method in Chapter 7, when Ward's method was used to derive time-of-use 
charging structures for the recovery of 1990/1 P-track (see Chapter 7, 
Section 7.3). Hence the 1990/1 P-track and Dpc-track for Group A are 
standardised to a mean of 100 and standard deviation of 15 for the case study 
322 
Chapter 10 
presented in this Section (Section 10.6). For each clustering method, a 
time-of-use charging structure with seven time-bands is derived from the 
standardised P- track and Dpc- tracks to enable the subsequent results to be 
compared on an equal footing. 
The efficiency in cost recovery for a charging structure derived using Ward's 
method is compared with that for charging structures derived from some 
alternative clustering methods by means of the measure of mean over-recovery 
The mean over-recovery is determined from an application of the iterative 
regression procedure which set the rates for each charging structure (see 
Chapter 8, Section 8.3). In this analysis a lower mean over-recovery for the 
charging structure implies a higher level of efficiency in cost recovery and 
a competitive advantage in terms of a more efficient recovery of costs for 
that charging structure over those with which it is being compared. Table 
10.14 shows the rates and acceptable limits derived from the application of 
the iterative regression procedure to each derived charging structure and 
Table 10.15 shows the mean over-recovery formed in each case. For a 
definition of the seven time-bands in each case see Appendices V and VII. 
Table 10.14 
a) 
For 25-45% load-factor Dc-tracks in Group A and the recovery 
of the 1990/1 p-track costs, 
the seven unit rates for the charging structures formed from 
the application of Ward's method of clustering 
Time-band Derived rate Upper limit Lower limit 
p/unit p/unit p/unit 
1 1. 710 3.791 .948 
2 3.137 5.251 1. 313 
3 1.829 3.657 .914 
4 2.392 4.471 1.118 
5 1. 445 3.815 .954 
6 .775 2.731 .683 
7 1. 694 2.988 .747 
See Appendix V Table Al for seven time-bands of structure 
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Table 10.14 (continued) 
b) 
c) 
d) 
the seven unit rates for the charging structures formed from 
the application of Average Linkage 
Time-band Derived rate Upper limit Lower limit 
p/unit p/unit p/unit 
1 1. 913 3.562 .890 
2 2.135 4.298 1.075 
3 1.212 2.750 .688 
4 2.202 4.065 1. 016 
5 3.427 4.418 1.104 
6 1. 784 4.498 1.124 
7 4.978 • 5.955 1.489 
See Appendix VII for seven time-bands of structure 
the six unit rates for the charginq structures formed from the 
application of Single Linkage 
Time band Derived rate Upper limit 
p/unit p/unit 
1 1. 874 3.992 
2 2.155 4.251 
3 1.054 2.591 
4 2.576 4.012 
5 2.833 5.881 
6 6.313 * 5.930 
See Appendix VIr for six time-bands of structure 
* Value outside the acceptable limits 
Lower limit 
p/unit 
.998 
1.063 
.648 
1.003 
1.470 
1.482 
the seven unit rates for the charging structures for.med from 
the application of Centroid Linkage 
Time-band Derived rate Upper limit Lower limit 
p/unit p/unit 
1 2.185 3.927 
2 2.082 4.333 
3 1.430 4.326 
4 .979 2.733 
5 1.974 3.101 
6 6.048 * 4.991 
7 4.029 5.955 
See Appendix VII for seven time-bands of structure 
* Value outside the acceptable limits 
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.982 
1. 083 
1.081 
.683 
.775 
1.248 
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Tahle 10.14 (continued) 
e) 
f) 
g) 
the seven unit rates for the charging structures formed from 
the application of Median Linkage 
Time-band Derived rate Upper lilnit Lower limit 
p/unit p/unit p/unit 
1 2.412 3.884 .971 
2 1. 548 4.106 1.026 
3 1. 961 4.359 1.090 
4 1. 625 2.833 .708 
5 3.520 5.106 1.276 
6 0.229 • 6.106 1.526 
7 2.897 5.955 1. 489 
See Appendix VII for seven time-bands of structure 
* Value outside the acceptable limits 
the seven unit rates for the charging structures formed from 
the application of Complete Linkage 
Time-band Derived rate Upper lilnit Lower limit 
p/unit p/unit p/unit 
1 2.208 3.711 .928 
2 2.072 4.298 1.075 
3 1. 749 4.395 1.099 
4 2.096 4.065 1.016 
5 1. 347 2.708 .677 
6 1. 347 4.239 1.060 
7 4.787 5.955 1.489 
See Appendix VII for seven time-bands of structure 
The six unit rates for the charging structures formed from the 
application of Density Search (with its parameter k-lOO) 
Time band Derived rate Upper limit 
p/unit p/unit 
1 0.265 2.299 
2 0.601 • 2.203 
3 2.142 4.146 
4 -1. 8 67 • 2.753 
5 1.028 2.444 
6 3.060 4.267 
See Appendix VII for six time-bands of structure 
* Value outside acceptable limits 
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p/unit 
.575 
.551 
1.037 
.688 
.611 
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In Table 10.15 are figures that indicate the relative efficiency of the 
various structures derived using Cluster Analysis given seven time-bands, 
although in the case of the Single Linkage and Density Search only six 
clusters were distinguishable. In both of these cases one cluster out of the 
original seven contained less than 27 elements (0.66 per cent of the sample) 
and so these were enclosed within a second cluster with a similarly low 
number of elements with the result that the time-of-use charging structure 
has six time-bands for these two cases. 
Table 10.15 Mean over-recovery for seven time-bands charging structure, 
with the coefficient on the annual maximum demand set to zero, 
formed from a selection of clustering methods 
Clustering method Mean over-recovery 
for seven time-bands 
p/unit 
Ward .0125 
Average .0139 
Single .0158 # 
Centroid .0166 
Median .0170 
Complete .0174 
Density .0238 # 
# Number of time-bands reduced to six for charging 
structure on basis of the formation of the clusters 
The results in Table 10.15 show the Ward's method of clustering and Average 
Linkage to yield charging structures with, respectively, the most and second 
most efficient cost recovery for the case under analysis. The mean over-
recovery in Table 10.15 ranges from .0125 p/unit for the charging structure 
of Ward's method of clustering to .0238 p/unit for the charging structure of 
Density Search. In addition, Table 10.14g shows that two of the six rate 
coefficients for the Density Search were outside of their acceptable limits. 
In contrast to this, the charging structure of Ward's method had the lowest 
mean over-recovery of the alternatives listed in Table 10.15 and it had all 
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of its rates within the acceptable limits, as shown in Table 10.14a. All the 
rates also were within the acceptable limits for the results of the Average 
and the Complete Linkage methods as shown in Table 10.14b and 10.14f 
respectively. For each of the remaining clustering methods analysed, one of 
the rates formed from the application of the iterative regression procedure 
lay outside of the acceptable limits. 
In addition to the comparison of cost recovery, the value of the CCC-
statistic indicates the possible presence of distinct clusters - which are 
identified to derive the time-of-use charging structures. Table 10.16 shows 
the value of the CCC-statistics during the application of each alternative 
clustering technique. During the clustering procedure, values of the CCC-
statistic, pseudo F-statistic and pseudo t'-statistic indicate when there are 
distinct clusters in the data (see Chapter 4, sub-section 4.5.2). The CCC-
statistic, in particular, was used to settle on seven time-bands for the 
initial comparison of charging structure (see Chapter 7, Section 7_3). The 
values of the CCC-statistic, for each of the alternative methods of 
clustering considered in Table 10.14, are shown in Table 10.16 when from ten 
to two clusters are formed. 
Table 10.16 
Number 
of 
clusters 
10 
9 
8 
7 
6 
5 
4 
3 
2 
The values of the eCC-statistics formed over the range of ten 
to two clusters for alternative clustering methods applied to 
the 1990/1 p-track and Group A Dpc-track 
eeC-statistic of 
clustering method 
Ward Average Single Centroid Density Complete Median 
23.4 19.3 36.5 4.6 -88.5 18.7 14.3 
23.6 17.8 -33.6 3.9 -84.7 17.6 1.1 
23.0 15.5 -33.1 0.1 -110.4 15.2 -2.4 
23.3 11. 5 -25.7 7.8 -107.5 19.6 0.1 
26.0 16.0 99.7 2.7 101. 7 23.1 5.4 
15.8 -1. 4 -92.1 -10.8 - -34.9 -8.6 
5.2 -2.8 -122.6 -2.3 - -45.8 -60.3 
-2.9 12.8 -93.3 -49.8 - -38.7 -77.6 
-20.7 -14.9 -63.6 -64.5 - -13.8 -45.0 
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The values of the CCC-statistic in Table 10.16 indicate the presence of about 
seven distinct clusters for Ward's method, Complete Linkage and Average 
Linkage and little indication of the presence of distinct clusters from the 
application of the other Cluster Analysis techniques used. The clustering 
method of Density Search, which was shown to have the highest mean over-
recovery (see Table 10.15) and the greatest number of rates outside the 
acceptable limits (see Table 10.14g), is shown in Table 10.16 to also have, 
at seven clusters, the greatest negative CCC-statistic of all the alternative 
clustering methods under scrutiny. In contrast, the Ward I S I Average and 
Complete methods, which all have no rates outside the acceptable limits, have 
the three highest values for the CCC-statistic at seven clusters in 
Table 10.16. Moreover, the value of the CCC-statistic for each of these 
methods peaked at six clusters. The CCC-statistic performs particularly well 
in distinguishing clusters in the presence of rounded clusters (see Chapter 
4, Section 4.5.2). The Ward, Average and Complete methods of clustering were 
also described as having a slight bias towards rounded clusters. The results 
of Table 10.16 show the value of the CCC-statistic to be higher for these 
three clustering methods relative to the other methods of clustering. This 
means the CCC-statistic is particularly useful in determining the number of 
distinct clusters for the three methods named above, including that of Ward's 
method. Hence the CCC-statistic is useful in identifying the presence of 
distinct clusters for the derivation of favourable charging structures. 
To summarise, the results shows that, of the seven clustering methods 
applied, Ward's method and Average Linkage yield the two best time-of-use 
charging structures of the alternatives for the case analysed. The results 
in Table 10.15 show that Ward's method of clustering was found to determine a 
328 
Chapter 10 
charging structure for which the derived rates form the most favourable (the 
lowest) mean over-recovery in recovering the costs for a group of Dc-tracks 
demand matrices. Several of the alternative charging structures, which were 
formed from the various alternative clustering methods, were investigated and 
the results summarised in Tables 10.14 and 10.15. These re sui ts indicate 
that the charging structure formed from the analysis of Average Linkage had 
the second most favourable (the second lowest) mean over-recovery in 
Table 10.15. In addition, Average Linkage formed rates which were all within 
acceptable limits (see Table 10.14) and yielded a peak value for the CCC-
statistic at the same number of clusters as in the case of the Ward's method 
of clustering method (see Table 10.16). Complete Linkage also formed rates 
which were all within acceptable limits and a peak value for the CCC-
statistic at the same number of clusters as in the case of the Ward's method, 
but it had the second highest mean over-recovery. All these results provide 
further evidence to support the use of Ward's method in forming time-of-use 
charging structures and identified Average Linkage as offering the second· 
best alternative. 
Table 10.17 For the forty Dc-tracks in Group A, 25-45% load-factor band 
and 1990/1 P-track: 
The number of Dc-tracks at which the over-recovery for 
alternative charging structure is less than that formed by the 
structure derived by Ward's method of clustering 
Alternative clustering Number of Dc-tracks 
method to Ward's where the over-recovery is 
less than in Ward's Case 
Average 19 
Centroid 16 
Single 15 
Density 15 
Median 13 
Complete 12 
See Appendix VII for the definitions of the time-bands for 
these charging structures 
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In the Commercial environment two distinct charging structures could be 
derived for the recovery of costs of a group of demand matrices (Dc-tracks), 
from the separate application of Ward's method and Average Linkage to cost 
and demand data. It was found in the earlier analysis of Group A (Chapter 9, 
Section 9.3) that there was a marked reduction in the mean over-recovery of a 
group of Dc-tracks for the PES when more than one alternative charging 
structure was offered to the customers in a group. One way of identifying 
two alternative charging structures for the recovery of P-track costs is to 
apply two alternative methods of clustering and compare the results. Table 
10.17 shows, for Group A 25-45% load-factor band and 1990/1 p-track, the 
number of Dc-tracks for which the over-recovery of the alternative clustering 
structure is less than the over-recovery from Ward's method of clustering. 
The Average Linkage method yields the greatest number of cases, out of the 
forty in Group A, whereby the over-recovery on a Dc-track is less than that 
formed from the structure formed by Ward's method of clustering. Hence on 
this, and previous, evidence the Average Linkage does provide a useful 
alternative approach to Ward's method for the formation of charging 
structures and subsequent recovery of costs. When two charging structures 
are offered to a group of customers, one derived from Ward's method and a 
second from Average Linkage, the mean over-recovery for the cost recovery of 
1990/1 p-track costs is reduced to .0082 p/unit for Group A - a further 
reduction of 34 per cent below the .0125 p/unit (see Table 10.15) obtained 
when only Ward's charging structure was offered to the customers in Group A. 
Hence, Average Linkage also provides a useful alternative to the clustering 
from Ward's method in deriving time-of-use charging structures that 
efficiently recover costs. Indeed many of the characteristics of Ward's 
method hold true for Average Linkage (see Chapter 4, Section 4.4 and sub-
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section 4.5.2). One notable exception is that Ward's method minimises the 
function of the sum of distances in minimising within-group variances and 
maximising between-group variances. 
In conclusion, this analysis supports the use of Ward's method of clustering 
in determining time-of-use charging structures which efficiently recover cost 
for a group of demand matrices (Dc- tracks) . It also identifies Average 
Linkage as a useful alternative clustering method to Ward's method for 
determining a second-best charging structure. The separate application of 
these two techniques to the same demand and cost data provides the 
opportunity to derive two alternative time-of-use charging structures which 
complement one another when offered to the customers in a group - a finding 
which is also supported by the allocation of Ward's method and Average 
Linkage into Type I and Type II charging structures in the analysis of 
Chapter 5 on the cost data alone (see Chapter 5, Section 5.3). Hence, for the 
analysis in this study both Ward's method and Average Linkage are identified 
amongst the agglomerative clustering methods under consideration as forming 
particularly favourable time-of-use charging structures for the PES. Such a 
result is consistent with the general finding in applications of Cluster 
Analysis that "the clustering method with the best over-all performance has 
been either Average Linkage or Ward's minimum variance method" (SAS Manual 0, 
1989) . 
10.7 SUMMARY 
The analysis in this chapter has examined some of the assumptions and issues 
relating to the formation of rates for the approach and procedures that have 
been developed in earlier chapters to meet the Commercial, Economic and 
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Mathematical objectives of the thesis (see Chapter 1, Section 1.5.l). These 
assumptions have been examined in terms of their effects on the mean over-
recovery as derived from the established set of rates for a given charging 
structure. Separate charging for Group A and Group B, and separate charging 
for load-factor bands, assisted in lowering the mean over-recovery formed in 
the recovery of costs for the set of Dc-tracks. When D-track information was 
included into the formation of the charging structures it was found to be of 
benefit because it identified time-of-use structures that were more cost 
reflective for a group of Dc-tracks. 
When the charging structures derived from Cluster Analysis were compared with 
those currently in use within the Electricity Industry it was noticeable that 
the flexibility of the Clustering Analysis approach enabled charging 
structures to be derived which yield mean over-recovery of costs that were, 
in general, lower than those which were derived from traditional charging 
structures. Finally, a comparative study of the cost recovery of alternative 
charging structures derived from several agglomerative clustering methods 
showed Ward's method to yield the most favourable results, with Average 
Linkage as a second-best alternative. 
The results of the analysis carried out upon the demand matrices of 
Groups A and B in this Chapter are generalised as follows: 
• the distinction of Group A and Group B Dc-tracks for forming charging 
structures and determining rates leads to a marked improvement in the 
efficiency of cost recovery and a marked reduction in the mean over-
recovery (Section 10.2) 
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• there are significant benefits to be gained from the incorporation of 
demand matrix information into the formation of time-of -use charging 
structures (Section 10.3) 
• there is a marked improvement in the recovery of costs in moving away 
from rates that are the same for all load-factor bands and there is an 
even more marked improvement in moving on to rates that are set 
separately for each load-factor band (Section 10.4) 
• flexibility in the number of time-bands in the charging structure and 
flexibility in combining time-bands to form additional charging 
structures enables the PES to determine the most appropriate charging 
structure for a given group of Dc-tracks (Section 10.4) 
• the number of time-bands in the favoured charging structure is dependent 
on the group, assumptions and constraints on the analysis, but contains 
in general five or less time-bands (see Section 10.4) 
• the analysis supports the charging structures derived by the procedure 
developed in the study, compared to traditional charging structures, in 
terms of the efficient recovery of generation costs (Section 10.5) 
• the analysis for forming the time-af-use charging structures goes beyond 
the traditional charging structures in that it enables the efficiency in' 
cost recovery to be compared between the alternative time-of-use 
charging structures (Section 10.5) 
• this analysis provides support for the use of Ward's method in forming 
time-of-use charging structures and identified Average Linkage as 
offering the second-best alternative (Section 10.6) . 
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Hence the procedures developed in the preceding chapters provide the means by 
which charging structures can be compared and favourable charging structures 
that closely recover costs identified. 
The next chapter reviews the main conclusions to be drawn from this analysis. 
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SUMMARY AND DISCUSSION 
11.1 INTRODUCTION 
The subjects of Commerce, Economics and Mathematics have been combined in 
this thesis to develop an approach for the identification and formation of 
favourable charging structures within the wholesale market and with 
particular reference to the Electricity Supply market. The privatisation of 
the Electricity Industry in the UK took effect from 1 April 1990 and created 
a new circumstance for he Industry. It converted the previous monopoly 
market in electricity supply into a competitive market. This competition 
created an environment where the electricity supplier is subject to new 
commercial risks. Economics is able to contribute to the minimisation of 
these commercial risks by identifying favourable charging structures and 
rates for the Public Electricity suppli~s (PESS') to offer to groups of 
customers. The contribution of this present study is that it shows not only 
how rates that recover costs efficiently can be set, but also how the PES can 
determine the merit of offering one particular set of terms or charging 
~ 
structure rather than another. Mathematical techniques are used in this 
thesis to develop the approach by which these favourable charging structures 
within the Electricity Supply market are identified and developed. 
Virtually all the Economics literature that is related to the Electricity 
Industry takes the charging structure as given. Craven (1971) is an 
• Every term that is written in italics is defined and explained in the glossary (pages 350-355). 
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exception. In it Craven considered the selection of the number of time-bands 
and unique rates for the charges made to the customer in abstract theory. In 
contrast, although this study makes use of Craven's specification of the 
analyst's problem, it derives a practical and pragmatic solution from a 
completely different starting point, namely, from that of half -hourly cost 
and demand data. 
Another difference from Craven (1971) is that the present study applies 
various mathematical techniques to actual cost and demand data in the 
privatised Electricity Industry. In Economic theory for optimal pricing the 
price of energy is reflected by the long-run marginal costs (see Chapter 1, 
Section 1.3). For most price-setting utilities in the UK the appropriate 
marginal cost of electricity is the half-hourly Pool Selling Price (PSP) in 
the spot market that was set up, after privatisation, in 1990. For this 
reason, the analysis commences with an investigation into the phenomenon of 
clustering the half-hourly PSP costs. This analysis is followed by an 
investigation into the phenomenon of clustering combined data for the half-
hourly PSP costs and the half-hourly customer metered demands. 
Several of the issues addressed in the present study are of interest to the 
PES and especially with regard to the approach to price setting in a 
competitive market. By using of mathematical techniques, this approach has 
been able to: 
• derive of time-of-use charging structures with a limited number of time-
bands that efficiently recover the time-related costs of customers and 
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thereby give the PES a competitive advantage in the Supply market - a 
first Commercial objective 
• group customers so that the groups are distinguished from one another by 
the use and costs of electricity within each group - a second Commercial 
objective 
• derive rates for time-of-use charging structures that efficiently 
recover the time-related costs of customers within a group - a third 
Commercial objective 
• measure the relative benefit of alternative numbers of time-bands within 
the charging structure for the purpose of cost-benefit analyses - an 
Economic objective 
• compare of alternative clustering techniques in terms of their 
suitability in deriving favourable charging structures for the PES - a 
Mathematical objective. 
There are several reasons why this approach is of particular interest to the 
PESS. For the majority of customers on half-hourly metering the option of 
full exposure to the volatility of Pool Selling Prices is unattractive. The 
exceptions are in the main the heavy industrial users of electricity who have 
alternative sources of generation and prefer interruptible options. But most 
commercial and most industrial customers prefer a more stable set of time-of-
use prices and consequently charging structures and rates that reflect the 
cost of supply are important to them. Hence the price signals of similar, 
clustered costs is of particular interest to the design of charging 
structures by the PES. The development of competition in the Electricity 
Supply market has increased the importance of cost-reflective charging 
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structures. By stages, from 1994 to 1998, the supply of electricity is to 
become open to competitive entry. By 1998 all customers, whether or not they 
are on half-hourly metering, will be able to choose their PES. Competition 
will occur in two ways: PESs will compete directly on price, and they will 
compete on the specific 'value added' nature of customised charging 
structures for different customer types. This added dimension of expanded 
product choice, in the form of tailor-made pricing packages, is perhaps the 
most important measure of the competitiveness or otherwise of the emerging 
Electricity Supply market to follow from the privatisation of the industry. 
In this chapter the findings of this present study are reviewed and discussed 
with reference to their Commercial, Economic and Mathematical aspects. The 
techniques that have been used and applied during the study are reviewed in 
Section 11.2. An indication of the types of results that derive from it, 
together with some of the assumptions made during the analysis, are included 
in this Sect ion. The application of the approach within the Commercial 
environment of the Electricity Supply Industry is discussed in Section 11.3 
and the broader issues relating to the Commercial, Economic and Mathematical 
aspects of the study are discussed in Section 11.4. 
11.2 REVIEW OF THE PROCEDURES AND ANALYSIS 
In this Section the study is reviewed firstly in terms of Commerce and 
Economics, and secondly in terms of Mathematics and Economics. The study has 
been carried out within the Commercial environment of the Electricity Supply 
Industry, using half-hourly data of costs and demand (see suh-section 
11.2.1) . An approach that identifies and forms favourable charging 
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structures has been developed from these data. Mathematical techniques have 
been applied to cluster the data and form charging structures and, 
subsequently, to set rates (see sub-section 11.2.2). This enables Economic 
analysis to be undertaken to compare charging structures and to identify 
favourable charging structures for the efficient recovery of costs. 
l.l..2.l. COMMERCE AND ECONOMICS 
The identification and formation of charging structures requires, as a 
minimum, cost data. and preferably also demand data. The analysis in 
Chapter 5 demonstrates how charging structures could be derived from the 
clustering of cost data alone. The subsequent analysis in Chapter 10 
(Section 10.3) demonstrates that it is preferable to include both cost and 
demand data when deriving charging structures. 
In addition to having the raw data the Supplier must determine how it is to 
offer to supply customers in terms of the type of customer, the charging 
structure and the rates. The Supplier should group together customers with 
similar cost characteristics in order to efficiently recover supply costs. 
In the case of time-related costs, which form the majority of supply costs, 
the customers are grouped on the basis of similar demand matrices (see 
Chapter 6). The charging structure is subsequently derived for each group by 
using the demand data specific to the group, and the cost data (see 
Chapter 7) . Finally, rates are derived for the group of customers, and a 
charging structure, which recovers the costs incurred by the PES for each 
customer in the group. Given the information available to the PES, for costs 
and demands, the derived rates recover the costs of each individual demand 
339 
Chapter 11 
and so, ceteris paribus, the PES has no risk of under-recovering costs for a 
given member in the group if the procedure developed in this study is 
adopted. 
11. 2.2 MATHEMATICS AND ECONOMICS 
An integral part of this study has involved applying several Mathematical, 
Multi-variate Analysis techniques to the cost and demand data of the 
Electricity Industry. The Mathematical techniques have been used to develop 
the approach to price setting and the identification and formation of 
favourable charging structures. These techniques are summarised in logical 
sequence (as discussed in sub-section 11.2.1) as follows: 
• the transformation of the raw half-hourly costs into a p-track cost 
matrix in which each cost element is defined by month, daytype and half-
hourly period but not by date (Chapter 3, Section 3.2) 
• the transformation of the raw half -hourly demand profile of a customer 
into a D-track demand matrix in which each demand element is defined by 
month, day-type and half-hourly period but not by date (see Chapter 6, 
Section 6.3) 
• the application of Cluster Analysis (see Chapter 4) and Principal 
Component Analysis (see Chapter 3, Section 3.2) to the p-track and D-
track information to identify groups for the customers (see Chapter 6, 
Sections 6.3 to 6.8) 
• the application of Disciminant Analysis (see Chapter 6, Section 6.4) and 
Principal Component Analysis (see Chapter 3, Section 3.2) to the p-track 
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and D-track fnformation to allocate additional customers (D-tracks) to 
the groups (see Chapter 6, Sections 6.5 to 6.8) 
• the application of Cluster Analysis (see Chapter 4) and Principal 
Component Analysis (see Chapter 3, Section 3.2) to the P- track and D-
track information to derive time-of-use charging structures for groups 
of customers (see Chapter 5 and Chapter 7, Section 7.3) 
• the application of the iterative regression procedure (see Chapter 8, 
Section 8.3) to derive rates for a given charging structure and group of 
customer demand matrices (D-tracks) that recover the costs of each 
demand matrix (D-track) in the group 
• the application of Mod-Rate Linkage to combine time-bands in the 
charging structure in an efficient way and thereby derive alternative 
time-of-use charging structures with fewer time-bands (see Chapter 8, 
Section 8.4 and Chapter 9, Sections 9.5 and 9.6) 
• the measurement of the relative benefit of alternative numbers of time-
bands within the charging structure for the purpose of cost-benefit 
analyses (see in particular Chapter 8, Section 8.3, and the subsequent 
analyses in Chapters 8, 9 and 10) . 
The analysis in this study yields several results regarding price setting. 
For example, being able to measure the relative benefit of having different 
numbers of time-bands within the charging structure enables the comparison of 
alternative clustering techniques with regard to their suitability in 
deriving favourable charging structures for the PES. There is evidence in 
support of the use of Cluster Analysis, and Ward's method of clustering in 
particular, as a means of deriving favourable charging structures for the 
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largest group (Group A) of demand matrices (see Section 9.2). There is 
evidence in support of the use of Ward's method in forming time-af-use 
charging structures, and in support of Average Linkage as offering the 
second-best alternative (Section 10.6). In addition, the analysis that forms 
the time-af-use charging structures goes beyond traditional charging 
structures by enabling the efficiency in cost recovery to be compared between 
the alternative time-af-use charging structures (Section 10.5). 
11.3 COMMERCIAL OPERATION OF THE ANALYSIS 
This study, which is concerned to develop an approach to determining 
favourable charging structures, has focused exclusively on the generation 
costs. As discussed in Chapter 2 such costs form the major part, but by no 
means the whole, of the costs to be recovered by the Public Electricity 
Supplier. The procedures that have been developed, if followed, would 
determine favourable charging structures and rates for the competitive 
Electricity Supply market. 
From the commercial point of view, the costs to be used, should this 
procedure be adopted, would include all the time-related costs of supply. 
The analysis in this present study has used a matrix of only generation costs 
of the p-track cost matrix (See Chapter 3, Section 3.2). Generation costs 
are the major costs in electricity supply, are determined through the Pool 
and are the same throughout England and Wales. However, the supply costs 
other than generation costs either vary according to the region in which the 
customer is supplied or are controllable costs which are commercially 
confidential to the PES. Some of these additional supply costs are time-
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related. The PES would be expected to add the additional time-related supply 
costs to the generation costs to form a cost matrix of all the supply costs 
that are time-related. This would form the first stage of the application to 
determine favourable charging structures and rates for the competitive 
Electricity Supply market. The supply costs that are not contained in the 
cost matrix would be those costs that are not time-related. Supply costs 
that are not time-related would be passed directly through to the customer in 
the pricing structure. These are referred to again later in this present 
account. 
Time-related supply costs that are additional to generation costs were 
discussed in Chapter 2 and include system losses, transmission costs and the 
maximum demand and unit-related distribution use of system charges. 
r-
System 
losses are a function of the current being passed through the wire and this 
varies with time. Losses of electricity that occur in transmitting it from 
the power station to the grid supply connection of the local REC 
Distributor's network is determined by the Pool. Losses that occur between 
these supply connections and the customer are published by each REC 
Distributor for different times of the month, daytype and half-hourly period. 
Hence, these transmission and distribution losses can be included along with 
the generation costs in determining those time-related costs of the customer 
that are to be recovered in the derived rates. Such distribution losses are 
specific to each REC and are dependent on the voltage of supply and so the 
rates formed from the recovery of these costs would differ for each REC and 
each voltage level. 
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Transmission costs are incurred by the PESs as a charge on Triad demand (see 
Chapter 2, Section 2.2). Given a probability distribution for the occurrence 
of these peak demands across the 4032 points of time, it is possible to 
allocate this transmission cost across time within the cost matrix. It is 
then possible to derive rates which include system losses, transmission costs 
and generation costs. Such rates differ for each REe, for each voltage level 
and for each separate zonal charge of transmission. 
In addition, some of the distribution costs incurred in the distribution of 
electricity are charged to the PES as unit charges that are defined by time. 
The distribution costs incurred in some months by maximum demand charges 
could also be included within the overall costs that are time-related. Once 
these distribution costs are presented in a matrix form, and added to the 
matrix of supply costs for generation and transmission (including losses), 
the analysis could be extended to form time-of-use charging structures and 
rates to recover them. 
Some supply costs remain to be recovered as additional charges which are not 
time-related. These remaining costs which are incurred by the PESs are fixed 
costs and customer-related costs. As such they are not dependent on the 
profile shape of demand. They include the Availability Charge, the Reactive 
Power Charges and the Monthly Charge (See Appendix I), the last of which 
incorporates the metering and settlements costs. All of them relate more 
specifically to the capacity and efficiency of usage rather than to the 
pattern of usage over time. These costs are incurred by the PESs and relate 
to measures of electricity other than demand and unit consumption. In order 
to incorporate such costs as these into the overall time-related costs for 
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recovery, assumptions would have to be made relating to the electrical 
capacity of the site and to the type of usage by the customer. Hitherto such 
assumptions have been seen to be unnecessary. 
Hence, for the commercial operation of the procedures, the PES would extent 
the analysis of the preceding chapters which focused on generation costs 
alone. The transmission and distribution losses, the transmission costs, and 
the unit and demand related charges for distribution use of system costs, 
could be added together to form a cost matrix of aggregated, time-related 
costs. Such a cost matrix would replace the p-track matrix in the analysis 
as outlined in the preceding Section (Section 11.2). That would provide a 
different starting point - a different initial matrix - from the one used in 
this study but this would not affect the approach, that is, the procedures by 
which the favourable charging structures come to be identified and formed. 
It is the creation and testing of the approach that is the focus of attention 
throughout this study. 
11.4 THE ELECTRICITY INDUSTRY, 
SUBJECT OF ECONOMICS 
OTHER INDUSTRIES AND THE 
This research has taken the pricing of electricity in the competitive supply 
market towards the identification and formation of favourable charging 
structures and rates for groups of supply customers. Prior to privatisation 
the Electricity Supply market had no incentive to consider grouping customers 
or to develop new charging structures to recover for different groups 
efficiently or to determine rates that ensure cost recovery for all customers 
in a group. The privatisation of the Electricity Industry in 1989, and with 
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it the introduction of competition into the supply of electricity, has 
created the incentive to consider more closely the recovery of costs that are 
incurred in supplying a customer. Indeed, since privatisation some research 
has considered the grouping of customers such as that of Birch and Ozveren 
(1992), but this did not proceed to identify appropriate charging structures 
and prices for the recovery of cost. 
practices within the Electricity 
privatisation. 
Hence, many of the pre-privatisation 
Industry are still in use post-
This present research provides a means of grouping demand profiles (or 
matrices) based on cost and demand alone,· and, has illustrated a method for 
allocating additional profiles to the groups. It has developed a method for 
ensuring that rates are set which recover all the costs incurred by a group 
of demand profiles (or matrices) I and not just by a single representative 
demand profile as was used by the Area Boards prior to privatisation. 
Furthermore, it provides a measure of the efficiency with which one charging 
structure recovers costs relative to that of an alternative. A number of the 
results indicate the efficiency of the different time-of-use charging 
structures in recovering generation costs. 
It also provides a framework for further analysing groups of demand profiles 
(or matrices), the recovery of time-related costs and the appropriatene.ss of 
various charging structures. The methods of Multi-variate Analysis has 
enabled a systematic approach to be developed for the recovery of time-
dependent electricity supply costs for groups of customers whose demand 
varies across time. Moreover, this analysis indicates that the approach 
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yields favourable results in the pursuit of the optimal pricing of 
electricity by the Public Electricity Suppliers. 
This research has taken into account the practical issues of a PES seeking to 
supply customers in the electricity market and has developed an approach 
towards the identification and formation of favourable terms that the PES 
could offer supply customers. The input into the analysis takes the form of 
two matrices, one of demand and one of costs, where the demand and cost 
elements are each uniquely described by a time descriptor. The costs are 
sufficiently variable over time for some customers each to be willing to 
enter a contract to fix the charges in advance of receiving the product. The 
Multi-variate Analysis approach offers a way of grouping data with similar 
cost or demand characteristics and a way of reducing the variability of the 
price charged to the customer. 
Moreover, the iterative regression analysis, in setting the prices for each 
time-band, ensures that all costs are recovered. The mean over-recovery of 
cost formed from the prices set for a group of customers provides an 
indication of the loss in efficiency for recovering costs that occurs when 
the data are grouped and when the prices vary with less frequency than do the 
costs that are recovered by those prices. The mean over-recovery is a 
measure of the premium involved in such data reduction. 
In the context of Economics; the question of the optimal charging structure 
within the Electricity Industry has been raised by Craven (1971) and by Acton 
(19B2) in the Economics Literature. This analysis has shown the optimal 
number of time-bands to depend upon a number of factors. These factors 
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include the cost profile (or matrix), the demand profile (or matrix) of 
customers, the grouping of customer profiles (or matrices) and the charging 
structure. The analysis has concentrated on the benefits to be gained in 
moving from one charging structure to another. In very general terms, the 
results indicate that the benefits to be gained from charging structures with 
more than five separate time-bands are small (see Chapters 8, 9 and 10). 
However, as with any cost-benefit analysis in Economics, each option would 
need to be considered against their relative costs of introducing the 
charging structure and particularly in terms of the direct costs of metering, 
meter-reading and billing and the indirect costs of customer reaction to 
changes in the charging structure being offered. The analyses in this study 
has developed procedures to enable such cost-benefit analyses to be 
undertaken within the PES. 
In the context of the Commercial aspects of the study, what has been 
developed in this study also has application for the formation of prices in 
competitive markets outside the Electricity Industry. Where costs vary over 
time and where there is a demand in the market for contracts that stabilise 
the stream of future costs to the purchaser, the approach developed in this 
study could be applied. There are many wholesale market products for which 
the cost of the product varies through the year and where contracts are 
agreed between seller and purchaser to ensure quantities of the product at 
set prices. In general, the greater the duration of the contract to purchase 
a quantity of the product at a contract price the higher the contract price 
is likely to be as a consequence of the risk premium associated with the 
variability of the market price over the duration of the contract. However, 
by entering into a contract the wholesaler is able to sell a quantity of the 
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product at a guaranteed price over periods of time in the future. The 
analysis developed in this thesis has the potential of determining 
competitively favourable charging structures and rates for such contracts. 
In the context of the Mathematics of this study, Cluster Analysis has been 
shown to be of benefit in enabling favourable charging structures to be 
formed from cost data within the Electricity Industry. The analysis compares 
the efficiency of recovering costs from alternative charging structures that 
are derived from a variety of techniques within Cluster Analysis. The 
results of this analysis support the use of Ward's method of clustering and 
the use of Average Linkage and in so doing are in agreement with the view 
that "in most studies the clustering method with the best over-all 
performance has been either average linkage or Ward's minimum variance 
method" (SAS Manual 0, 1989). 
To summarise, the techniques used and those developed in this thesis, provide 
an approach to forming charging structures and rates that seek to recover 
efficiently different costs over time. It thereby provides the opportunity 
to compare the efficiency in recovering costs for a given number of time-
bands and for given groups of customers. These issues are dealt with in this 
thesis using data from just the Electricity Industry. But the approach 
adopted also begins to answer some of the questions raised by previous 
research (see Chapter 1, Section 1.3) and it contributes to the field of 
research into optimal pricing through the use of Multi-variate Analysis 
techniques. 
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GLOSSARY 
All terms in this glossary are wruitten in italics throughout the thesis. 
Acceptable 
limits 
CAMDRL[G,K] 
eeC-statistic 
CEGB 
Daytype 
D-track 
Upper and lower rates between which the rate must fall for it 
to be acceptable for the PES to charge. In the Commercial 
environment the PES would determine the acceptable limits that 
are set for each rate, and the level of such limits reflect 
the risk aversion of PES to charging below cost during some 
time-bands. For the purposes of illustration in this thesis 
the minimum acceptable limit is formed by applying a factor of 
0.5 to the average cost for the group in each time-band, and 
the maximum acceptable limit is formed by applying a factor of 
2 (see Chapter 9). 
Charging structures formed from Cluster Analysis and Mod-Rate 
Linkage for a group named G and the number of time-bands K. 
In Chapter 10 the term CAMORL is used to distinguish the 
charging structures developed by the analysis in this thesis 
from the traditional charging structures described in 
Chapter 2. 
Cubic Clustering Criterion for identifying distinct clusters. 
A test criterion in Cluster Analysis used to identify the 
presence of distinct clusters in the data by taking account of 
within-group or between-group differences and comparing the 
resulting statistic against some norm (See Chapter 4). 
Central Electricity Generating Board. Before privatisation the 
CEGB controlled the way in which electricity was generated in 
England and Wales. The CEGB made an annual review of their 
generation costs by taking into consideration a number of 
factors including the diversity of generation plants, their 
locality in the National Grid and their respective fuel costs, 
maintenance costs and availability. The CEGB's assessment of 
generation costs for a 12 month period ahead was published in 
the Bulk Supply Tariff (See Chapter 2) 
Time descriptor for the day of the week for the cost matrix 
(P-track) and demand matrix (D-track) , 
ego Daytype=l $ Sunday. 
Annual customer demand data sununarised into a matrix of 4032 
points by taking the mean of the data by month, daytype and 
half-hourly period. A three-dimensional matrix with 12, 7, 48 
entries in the respective dimensions, holding unweighted mean 
kilowatt demand by month (12), by daytype (7) and by half-hour 
period (48) (see Chapter 6) . 
D-track data that is constrained to be non-negative following 
standardisation. When the D-track demand matrix is 
standardised, there exists a standard deviation that is high 
enough to cause part of the demand matrix to fall below zero. 
Therefore for a given standard deviation an iterative 
procedure is set up to convert any negative point of demand to 
the value of unity. The procedure stops once the D-track 
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Distributor 
Fastc.lus 
F-statistic 
Generator 
Generation 
costs 
Group 
GDP 
takes on a form which attains the given standard deviation and 
has a positive minXmum point of demand (see Chapter 8). 
Weighted matrix formed from the multiplication of a 
standardised cost matrix and standardised demand matrix to 
form groups of customers. The cost matrix is the average of 
the three P-tracks, which is referred to as the Pm -track and 
the demand matrix is that of the V-track (see Chapter 6). 
The first principal component variable formed from a group of 
D-tracks demand matrices. 
characteristics of the 
group (See Chapter 7). 
It is used to describe the demand 
demand matrices (V-tracks) in each 
The REC owner of a distribution network. The REe owns, 
maintains and extends the regional distribution network 
inherited at the time of privatisation from the twelve Area 
Boards and charges the PES for this service (see Chapter 2) . 
Clustering procedure in SAS computer software used to carry 
out preliminary clustering of a large data set. The size of a 
cost and demand matrices is still prohibitively large in the 
sense of the length of time it would take to process the data 
by means of a clustering method. Preliminary clustering of 
data using a more time-efficient clustering procedure is 
generally recommended to reduce the data set, when the 
original data set has in excess of a few hundred entries (SAS 
Manual 1 and 3, 1990). Such preliminary data reduction is 
achieved within the SAS computer software by the Fastclus 
procedure, which uses the nearest centroid sorting method (see 
Chapter 5). 
Alternative to CCC-statistic for identifying distinct 
clusters. A test criterion· in Cluster Analysis used to 
identify the presence of distinct clusters in the data by 
taking account of within::group or between-group differences 
and comparing the resulting statistic against some nor.m (See 
Chapter 4). 
Owner of plant for the production of electrical energy. The 
Generators, following the privatisation of the Electricity 
Industry, include National Power, PowerGen and Nuclear 
Electric (see Chapter 1). 
See PSP. 
A collection of D-track demand matrices with similar demand 
characteristics. Five groups (referred to as Groups A, B, C, 
D and E) are derived in Chapter 6 and are described in 
Chapter 7. 
Gross Domestic Product 
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1 
Hal£-hourly 
period 
High 
Voltage 
Iterative 
regression 
procedure 
Load 
£actor 
LOLP 
Maxc 
Time descriptor for the half-hour in the day for the cost 
matrix (P-track) and demand matrix (D-track) , 
ego Half-hourly period=l $ 00:00-00:30 hours. 
Supply normally exceeding 1000 volts and less than 11,000 
volts (see Chapter 21. 
A procedure that uses ordinary least squares to derive rates 
for a given regression equation, that includes the cost, the 
characteristics of the charging structure and the consumption. 
The property of minimising the sum of squared errors within 
ordinary least squares regression is used as an optimising 
function for setting the rates. It is the use of the sum of 
squared errors as a form of measure that enables ordinary 
least squares regression, in a deterministic way, to calibrate 
a relationship that is assumed already to exist (see 
Chapter 8). 
The unit consumption of a D-track divided by the product 
of the maximum demand for the D-track and 4032/2. The 
Electricity Industry uses the term as a summary measure 
associated with electricity usage over t~e. It measures the 
kilowatt-hour consumption over a specified time interval as a 
proportion of the kilowatt-hour consumption that would have 
occurred had the peak kilowatt demand during that time 
interval been sustained throughout the whole of the time 
interval. This ratio is usually expressed as a percentage 
(see Chapter 2). 
Loss of load probability: the probability of some voltage 
reductions or disconnect ions for a half-hour. LOLP is derived 
from the extent to which the level of national demand is below 
the total available generation capacity in a half-hour. LOLP 
is used to provide a capacity element of PIP and PSP (see 
Chapter 2). 
The roax~um number of seeds, and hence clusters, is provided 
by the Maxc function in Fastclus (see Chapter 5). 
Maxiter The maximum number of iterative steps is set by this function 
in Fastclus (see Chapter 5). 
Mean A measure of the efficiency in cost recovery for a set of 
over-recove~ rates and given charging structure over a set of demand 
matrices. The higher the mean over-recovery for a given number 
of time-bands, the lower is the efficiency in cost recovery of 
the charging structure. The distribution of the over-recovery 
of costs across the Dc- tracks demand matrices for the 
derived rates from the iterative regression procedure provides 
information relating to the efficiency of the cost recovery. 
The arithmetic mean of the distribution of over-recovery is 
used as a summary statistic to evaluate the relati ve 
efficiency of alternative time-of-use charging structures in 
recovering costs. The summary statistic is referred to as the 
mean over-recovery for the group of Dc-tracks, charging 
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Mod-Rate 
Linkage 
Montll 
OFFER 
OVer-1MW 
customer 
PIP 
PEe 
PES 
Pool. 
PSP 
P-track 
structure and rates (see Chapter 8). It is measured in pence 
per unit. 
A method of combining time-bands in a charging structure, 
which is a modification of Rate Linkage. The modification is 
applied when the rates lie outside acceptable limits. In 
such circumstances the average costs for each time-band is 
calculated. The time-band which has a rate outside of its 
acceptable limits is combined with the time-band that has the 
nearest average cost to itself (see Chapter 9). 
Time descriptor for the month of the year for the cost matrix 
(p-track) and demand matrix (D-track) , 
eg Month~l e January. 
National Grid Company plc the owner of the transmission system 
and charges the PES for this service (see Chapter 2). NGC is 
also responsible for the daily and half-hourly despatch of 
generation sets. 
The Office of Electricity Regulation. 
A customer of the PES where the average of the three highest 
instantaneous half-hour demands in a year exceed 1000 
kilowatts. 
Pool Input Price: The System Marginal Price plus an additional 
sum to cover the capacity payment based on the LOLP. PIP is 
the planned price paid to Generators and is based on forecasts 
of supply and demand within the market of electricity 
generation one day ahead of the event (see Chapter 2). 
Pool Executive Committee. 
Public Electricity Supplier: owner of a Supply Licence with 
authority to supply electricity (see Chapter 1). 
On 31 March 1990 a new market, known as the Pool, was 
established to facilitate trade in electricity between the 
Generators of electricity and the Suppliers who purchase the 
generated electricity and sell it on to the customer through 
the transmission and distribution networks. The Pool replaces 
the formal publication of generating costs for the year ahead 
which was issued by the CEGB to the Area Boards prior to 1990 
(see Chapter 3). 
Pool Selling Price: The Pool Input Price plus the 
component to cover additional system costs incurred on 
and is the actual price paid by customers (see Chapter 
Uplift 
the day 
2) • 
Annual PSP data summarised into a three-dimensional cost 
matrix of 4032 points by taking the mean of the data by month, 
daytype and half-hourly period. Hence the 1990/1 p-track 
refers to the historical PSP data for 1 April 1990 to 31 March 
1991. If the annual PSP raw data is reduced by the removal of 
the date descriptor, the month, daytype and half-hourly period 
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Rate Linkage 
REC 
RPI 
Set A 
Set B 
Strict 
descriptors remain to form what is subsequently referred to as 
the P-track. The mean of the set of PSP values described by 
month, daytype and half-hourly period reduces the PSP data set 
from over 17,500 points to a 12 by 7 by 48 matrix of 4032 
observations (see Chapter 3) . 
A cost matrix of 4032 points which is the mean of the 1990/1 
1991/2 and 1992/3 p-track cost matrices. Each of the three P-
tracks is adjusted to have the same mean value for the PSP and 
then combined together to form. an average Pm-track, with a 
view to identifying a stable grouping of D-tracks (see 
Chapter 6). 
Rate Linkage is a new technique within the subject of 
Cluster Analysis that is used here specifically to combine 
time-bands in an efficient manner when reducing the number 
of time-bands in the charging structure. In Rate Linkage 
the set of data that both summarises the cluster and is used 
in the distance matrix, is. revised following the combining 
of each pair of clusters. For Rate Linkage the set of data 
that is used in the distance matrix is the set of rates 
formed by the i terati ve regression procedure. These rates 
are unique for each charging structure and combination of 
time-bands. Hence, in Rate Linkage the set of data is 
revised following the combining of each pair of clusters 
(see Chapter 8). 
Regional Electricity Company formed from the Areas Boards (see 
Chapter 1). 
< 
Retail Price Index (see Chapter 3). 
Abbreviation for the set of forty Dc-track demand matrices for 
Group A with 25-45% load factors (see Chapter 10). 
Abbreviation for the set of ten Dc-tracks for Group B with 21-
33% load factors (see Chapter 10). 
System marginal price: The cost of the most expensive 
generating set that is required to generate when the least 
expensive sets are used first. The SMP is a component "part of 
PIP and is based on forecasts of supply and demand within the 
market of electricity generation one day ahead of the event 
(see Chapter 5). 
, 
A measure within Fastclus to reduce the effect of outliers 
upon the clustering of data. The Strict function within 
Fastclus enables those clusters which are more than a 
specified distance from their nearest cluster to be omitted 
from the Cluster Analysis. These omitted clusters are 
allocated to their nearest cluster once the clusters have been 
formed in their absence (see Chapter 5). 
354 
Time-band A band of time that defines the times during which a certain 
rate within a charging structure is charged by the PES to the 
customer. The time-band is defined by month, daytype and 
half-hourly period for the time-of use charging structure (see 
Chapter 5). 
Triad Demand The Industry uses a summary statistic for the peak demand of 
the system, which is kno1NIl as the Triad Demand. It is the 
average of the maximum three half-hour demands with at least 
10 days between each, over the months of November to February 
(see Chapter 2). 
TYPE I,II,III Classification of 
results obtained 
techniques to the 
clustering techniques on the basis of 
in applying alternative Cluster Analysis 
1991/2 P-track cost matrix (see Chapter 5). 
c 2 -statistic Alternative to eeC-statistic for identifying distinct 
clusters. A test criterion in Cluster Analysis used to 
identify the presence of distinct clusters in the data by 
taking account of within-group or between-group differences 
and comparing the resulting statistic against some norm (See 
Chapter 4). 
Unit A unit of electricity consumption is measured as one kilowatt-
hour (kWh) (see Chapter 2). 
Uplift The PIP is based on forecasts of supply and demand within the 
market of electricity generation one day ahead of the event. 
The final market price takes into account differences between 
the forecast and actual market conditions during the half-hour 
and is settled 28 days after the actual day of generation. The 
final market price is known as the Pool Selling Price (PSP) , 
which is deter.mined by adding an adjustment component to PIP. 
The adjustment is known as the UPlift component. 
VOLL The Value of Lost Load (VOLL) is the value that the Pool 
customers are considered to be willing to pay to avoid loss of 
supply (see Chapter 2). 
Ward's Method A Cluster Analysis technique: Ward's clustering technique 
(Ward 1963) is the method analogous to the minimisation of 
variance and is the one primarily adopted in this thesis for 
the analysis of the Electricity Industry data. It is based on 
the total sum of squared deviations of each datum of a cluster 
from the mean of that cluster. At each step, union of each 
possible pair of clusters is considered and the two clusters 
are combined whose fusion results in the mintmum increase in 
the error sum of squares. The error sum of squares is 
interpreted as the information loss arising from combining 
clusters, and the objective of each step during the clustering 
is to minimise this loss of information (see Chapter 4). 
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For .aeh kibw,ttolm,.mumdemilrd ,., nch 0' the montt. 01 O.ettTIb ... n::I Jlnu.y ,., 
.~eM' 01400 kib"",ttl 
Unit Ch.g. 
For .ac:h 0111'1. H,I tSo, U'liIt p. klowatl 
olmuimumd,mat'd rltaehrronln 
For "eh 01 \he ",,)(1300 unitl p., k,Ow •• 
01 maximum d.mard rI eaeh rn) nth 
For .. ehuro'llneJle.llol4S0un!!s p .. kibwatl 
olmuimumdeman:lln UI<;nrronth 
Four tariff structures of South Western Electricity plc in 1993 for 
monthly billed, high voltage customers 
DAY/NIGHT OPTION SEASONAL OPTION ENHANC EO SEASONAL OPTION 
M."' ..... 
Of Ct'urg' 
CJkVA 
CJkVA 
p/kVa"h 
, 
,!kW 
ClkW 
p/kWh 
00$0" iphon 
OIChero_ 
Monthly ",Y.i1l!obl~lty Chrg, 
For .aeh ollh. Ii'll 400 kibwn arrph"K 01 
chill'OUble Il.f)plJ clII).dly P'" rronlh 
For .aCh kibwn .rrph"-K 01 ch_g.lblt ctp ,city 
In ue.u 01 "00 month 
R .. el .... Po""., Chwg. 
For ueh kibloOft.fTl)h .... in uee .. olhaW 
Ihe nun1:l., 01 un_ '14'P I.d "eh month 
Monthly MiI:o:lnum O.mand Ch_g. 
FOt •• eho'th. fut 400 I"bw,t. o'milxi'Tlum 
dem.n::! " .. e.,o' ,.,. monlhl. 0' Oleemb .. 
.rd JilnUI"Y 
FOt •• eh klbwiltlo'm.~imvmd.mard in ue" 
ol\tl. monlhl. olO.cembtr iln::I Janu_y in 
n~ .. ' 0' 400 kibw,,", 
For e.e"ol,n. 11'11 400 klbw,,'. o'm,IX'n'I..Im 
dem,rd in"e"o"'" tnOnlhl. 01 Oe~embtr 
lord Janu.y 
FOt •• eh kib .... "t\olmaU'num dlmard in tile" 
olthlmonlhl.olO.eemblr ,rdJ"nu_y in 
exe .. ' 01400 kit\w.n, 
Unit Ch.ge 
For night unlk .o..oplitd tom 23:30 tl 0&:30 1'>0..,1 
For d.y unitllwp"ed tomO&'30 b 2l:30ho.." 
M,/IS"'" 
OICh:rg:e 
C","VA 
C1'<VA 
, 
OKaopton 
OICn ... ". 
Monlhly Availi\bl.tty Chrg. 
For IICh olthtlnl 400 kibwft .rrph"K 01 
c:h"O.i1b1t "''PP'" C:ilPac~y P'" rronth 
For nCh kibloOn Irrph.,. ... of ch.g,ib" (01) aCd.,. 
... netu 01400 rronl" 
R.ac:I .... Pow., Chwg. 
For Iile., kibwft arrpher • ., ne.st of hil~ 
''', nurrber 01 units 1\4)1)',d uehmonth 
Month'y cn_ge 
Monthly Mulnum Olmand C,,;rgl 
For uenoll"II,.1 400 kibw.'. olm.~n.um 
demin::! In"~hol Ih' monlhs 01 Oecemb .. 
lord J"nu.y 
FOt lilC" kibwillI olmil .. 'T1umd,milrd in tile" 
01 Ine monlr. 01 D.eember ilnd J.nu¥y in 
UC., 01",,00 k,bWiI'" 
FOt l.e.,0.,."I,.1400 kibwal. olm"~mum 
d.mvd in .. Cho'lhl monl ... olOleemblr 
"rd Jilnu.y 
FOt .. e" kibwilllolma~imum dlm.reI in .. en 
0111'11 monlhl. 01 O.eemba' .n::I Jilnuil'Y in 
e~e., 01400 kibwiI!!' 
UnU Ch.g. 
FOt I"I'='" un"'- I'-"Phed tom 2330 to oe:30 no.." 
For la<;n Morday b Fr iday un~ d..,irQ 
oe:30 10 III 00 ho.., • .., Nov,rrt)" ind F IbrUa"Y 
For uC:h Morday tl Fr Iday unit d..,1rQ 
08:3010 111,00 1'>0\,1, rI Oeel/l't)tr .nd J..,uil'Y 
M'.VI 
OtCh'g' 
CJkVA 
ClkVA 
, 
ClkW 
ClkW 
ClkW 
plkWh 
OKaophon 
OIChirg. 
Monltlly Avallablilily Ch.-g. 
for UCh of 1nl Itst 400 kib\oOn Irrpneros of 
,h.g'lble 'I.f)pl( cllPac~y ptl /TOnln 
For .ach kib'oOlI .,.-ph,," of chil'Q,;Il)1e CiP ICd), 
in noeu 01400 rronth 
Ae.eH",. Pow., Cha'ge 
For tileh kibwn 'fTl)h"l in .~ees, 01 h.K 
Ihe nurrt)., 01 unils '14'P led tileh monln 
Monthly M,xinum O.m""" Chil'II1 
FOt .ilehol'''elrsI400kibwill. o,mnmum 
dlmard "uchOl I." months oIO.eemb;r 
,n::I J"nu.y 
For ueh kibwilnolmilKmumdlmiln::! in u-eh 
0111'11 rnonl~ OIO,-elmb" iln::I Jilnu.y in 
ne., 0' 400 klbWil'" 
FOt ... ehollh. ""400 klbw.'. olmil~mum 
dem.,-d in .ae"ol Ihl monl ... 01 O.cember 
ard JilrnJ.y 
FOt ,ile" klbwil" 01 m.~mum dlmiln::! .., e;o<;1'I 
01 '''e montr. 010, elmb. ilt"d Janulr'y in 
ne •• 01400 klbw.lI, 
Unll Ch«"ge 
For nighlunltl '\.pp lied tom 23:30 to oe 30, 1'>0"', 
For neh Monday b FrldilY un~ d.., oro 
oe:30 to 1&'00 ho.." In Novlrrt).r and F,br'uary 
For lach Monday to Friday unn d\,l irQ 
0&:3010111;00 ho\,ll .., O"errt)lr and J.rlUiI'Y 
For nCh Mond"y to Friday unftd\,lirQ 
10:00 10 "1:00 1'>0\,11 rI No\O.rrt)., and F'bru«"y 
For nch Mond.y to Friclay unNd\,lirQ 
111:0010111:00 1'>0..,. rI Oec,rrt)lr and J.nuil'Y 
M,oos..,., 
OICr.,O' 
Crw.VA 
[/k.\lA 
p/kV;rh 
r.IkW 
O/kWh 
p/kWh 
p/kWh 
H 
.. 
p-track data by Month 
P-track: ~ 
Month Description p trackPSP L,MWh 
Me' Minimum MaICimum Slandard 
deviation 
1 January 20.26 12.99 36.52 5,63 
2 February 22.22 13,60 33.1S 5.11 
3 March 20.99 15.05 29.68 3.94 
4 April 18.40 12.87 26.28 3,53 
5 M., la.59 12.01 32.28 4,40 
6 June 16.38 10.36 28.31 3.77 
7 July 15.22 7,14 28.85 4.48 
• 
August 16.39 9.28 26,26 4.51 
9 Sepember 16.64 11.01 27.03 4.42 
10 OctOber 17.56 10.18 36.88 5.30 
11 November 18.16 10.88 31.43 5.03 
12 December 19.57 12.77 39.12 5.n 
P-Irack: J.22la 
Month Description P-track PSP L,MWh 
M~' Minimum Maximum Slandard 
deviation 
1 January 22.43 17.05 65.21 8.37 
2 February 20.14 16.32 37.77 3.67 
3 March 20.03 16.72 28.60 3.00 
4 April 21.86 15.99 31.00 3.92 
5 Mo, 21.39 16.33 34.20 4.17 
6 June 22.32 15:93 44.70 6.42 
7 July 20.48 15.02 27.60 3.11 
• August 
20.20 14.85 28.35 3.56 
9 September 25.32 13.20 69.79 10.84 
1. October 23.83 1560 55.29 9.61 
11 November 23.79 15.86 , 13.67 13.52 
12 December 27.21 16.78 21066 2546 
P-Irack: ~ 
Month Description P-trackPSP WWh 
Me, Minimum Maximum S'andard 
deviation 
1 January 23.00 17.49 50.91 4.79 
2 February 23.59 \7.55 35.08 3.72 
3 Malth 25.26 17.54 37.10 4.32 
. 
4 April 20.63 16.72 28.48 3.26 
5 Mo, 22.08 17.16 3065 3.56 
6 June 25.11 17.44 35.24 4.43 
7 July 25.27 17.56 33.73 4.61 
• August 
24.93 17.67 35.12 4.9\ 
9 September 24.39 17.53 .32.83 4.72 
1. October 25.80 17.52 51.61 6.00 
11 November 26.06 17.65 58.30 7.01 
" 
December 24.28 17.56 44.56 4.78 
P-track data by Daytype 
. P-track: ~ 
De.ytype Description P-track PSP CMWh 
Ma>' Minimum Ma)(imum Slandald 
deviation 
1 Sunday 16.63 7.14 27.30 4,40 
2 Monday 1894 790 37.27 5 ;4 
. 
3 Tuesday 19,10 9.53 39.12 5.28 
4 Wednesday 1921 9.87 34,25 533 
5 Thursday 19.13 9.91 36.B8 5,19 
6 Fritby 18.55 9.87 31.53 ." 
7 Sa~fday 17.0\ 8.42 32.28 4" 
P-Irack: .l.22.la 
Deytype De5cnption P-track PSP L,MWh 
. 
Mffi' Mmimum Maximum Standard 
deviation 
1 Sunce.y 19.06 13.20 28.85 2.71 
2 Monday 23.69 1551 134.43 11.40 
3 Tuesday 24.14 15.52 149.14 1257 
4 Wednesday 24.65 1552 210.66 15.8\ 
5 Thursday 23.71 15.53 150.01 11.23 
6 Friday 22.06 15.52 60.95 8.27 
7 Saturday 19.55 1550 29.48 2.79 
P-Irack: 199213 
Daytype Description P-Irack PSP UlVtWh 
Mw, Minimufll Max.munl Slandard 
delAa\ion 
, Sundol.y 22.88 16.75 35.08 4.03 
2 Monday 24.76 1672 51.61 5.49 
3 Tuesday 24.94 1677 5458 5.80 
• Wednesday 24.87 16.78 5830 
5.40 
5 ThufScily 24.63 1681 5550 5.16 
6 Friday 24.08 1680 36.70 4.39 
7 Saturday 23.25 16.75 37.10 4.15 
. 
p-track data by Half-hour period 
P-b"ack: ~ 
K:llf-lIour Description track: PSP (,MWh Half-holJr Description 
period M~" Minimum Maximum Standard period 
hours deviation hOlJrs 
, 00:00-00:30 13.12 \0.02 17.25 1.88 , 00:00-00:30 
, 00.30-01:00 15.53 B.B7 27.52 4.78 , 00.30-01 :00 
3 01:00-01:30 17.26 8.87, 29.12 6.80 3 01:00-01:30 
4 01,30-02:00 17.90 8.87 29.09 6.52 • 01.30-02:00 , 0200-02:30 16.86 S.87 29,10 5.32 , 02:00-02:30 
6 02.30-03:00 15.40 8,87 25.18 4.35 • 02.30-03:00 
7 03:00- 03:30 14,39 7.B6 23.09 3.78 7 03:00-03:30 
• 03,30-04:00 13.59 7.14 2381 
3,07 • 03.30_04:00 
• 04:00-04:30 13.05 7.14 23.19 
256 9 04:00-04:30 
" 
04,30-05:00 12,46 7.14 16.75 , .87 '0 04.30-05:00 
" 
05:00-05:30 1258 '20 \6.03 1.69 
" 
05:00-05:30 
12 05.30-06.00 12.60 7.83 17.67 1.82 
" 
05.30-06:00 
13 06:00-06:30 1299 '20 17.65 '.00 
" 
06:00-06:30 
" 
06.30-07:00 1465 9.20 22.42 304 \4 06.30-07:00 
15 07:00-07:30 16.60 
.'" 2633 '" " 
07:00-07:30 
'6 07.30-08:00 IIU7 10.25 28.59 3.50 16 07.30-08:00 
17 08:00- 08:30 19,76 11.82 30.50 3.89 17 08:00-08:30 
18 08.30- 09:00 20.76 11_99 2904 3.78 
" 
08.30-09:00 
" 
09:00-09-30 2196 13.34 32.28 366 
" 
09:00-09:30 
'0 09,30-1000 22,40 15,39 32.27 3.45 20 09.30-10:00 
" 
10:00-10:30 22.24 16.38 31.85 317 21 10:00-10:30 
2' 10.30':'1 1'00 21.51 16.44 27.53 2'7 
" 
10.30_11:00 
23 11:00- I 1.30 2209 17,36 29.22 2,35 23 11:00-11:30 
'4 11.30-12:00 23,30 18,09 2999 2,58 '4 11.30-12:00 
" 
12:00-12:30 2344 17,64 29.96 279 25 12:00-12:30 
26 12,30- 13'00 2267 16,16 29.37 2.66 26 12,30-13:00 
27 13:00-13:30 2033 16.12 25.96 2,53 27 13:00-13:30 
'6 13,30- 14:00 1907 13.42 25.22 2.49 2B 13.30-14:00 
" 
14:00-14:30 17 83 13.27 25.14 2,61 '9 14:00-14:30 
30 14,30-15:00 17,44 11.56 25,05 2.90 30 14.30-15:00 
31 1~:00- 1~:30 1685 1148 24.02 2.84 31 15:00- I 5:30 
32 15.30- 16:00 17.46 11.47 25.61 3.53 32 15.30-16:o;l 
33 16:00- 16,30 2028 11.47 31.97 5,06 33 16:00-16:30 
34 16.30-17:00 22.75 11.64 38.99 5.61 34 16.30-17:00 
35 17:00-17:30 23.88 14.31 39.12 '.48 
" 
17:00-17:30 
" 
17.30-18:00 23.41 14.60 36.08 5.05 3. 17.30-18:00 
37 18:00-18:30 21.79 14.51 31.96 4.91 37 16:00-18:30 
38 18.30-19:00 21.16 13.65 30.49 '.00 
" 
18.30-19:00 
39 19:00-19:30 21.00 14.00 36.88 5,04 39 19:00-19:30 
40 19,30-20:00 20.45 14.03 3~64 4.79 40 19.30-20:00 
., 20:00-20:30 19.36 13,11 27.03 3.84 4' 20:00-20:30 
" 
20.30-21:00 19,25 12.45 26.20 3,55 42 20.30-21:00 
43 21:00-21:30 19.67 12.78 27.16 3,46 . 43 21:00-21:30 
44 21.30-22:00 19.58 15.44 27.99 3.20 44 21.30-22:00 
45 22:00-22:30 18.21 13.32 28.10 2,89 45 22:00-22:30 
48 22.30-23:00 16.20 12.10 24.76 2.53 48 22.3-0-23:00 
47 23:00-23:30 14.68 11.85 20.21 1.77 47 23:00-23:30 
46 23.30-24:00 13.41 10,31 18.28 1.56 48 23.30-24:00 
P-track: ~ 
P-Ifack PSP £..MWh 
""" 
houl Description 
M~" MinimlJm Maximum Standard period 
deviation hOIJIS 
16.92 15.83 21.21 0.92 , 00.00 00:30 
17.83 15.63 25.72 2.25 , 00.30-01:00 
18.51 14.85 26.13 3.13 3 01:00-01:30 
19.16 1502 26.40 2.99 4 01.30- 02:00 
18.38 15,52 26.37 2.42 , 02:00-02:30 
17.96 15.47 26.37 2.30 6 02.30-03:00 
17.11 13,65 21.15 1.49 7 03:00-03:30 
16,66 1354 19,75 0.98 B 03.30-04:00 
16,45 1320 18.12 0.71 • 04:00- 04;30 16,39 13.53 17,48 0.64 '0 04.30-05:00 
16.42 15.36 17.49 0.55 
" 
05:00-05:30 
15.38 15.30 17.21 0.56 12 05.30-06:00 
16,56 15,39 17,78 0.54 13 06:00-06'30 
17,72 15.41 20.411 1.\9 14 06.30-07:00 
1986 15.46 23,65 2.19 
" 
07:00- 07:30 
21 go 1569 Js. 70 4.19 16 07.30-0B:00 
23.60 1509 41,91 5,65 17 OB,00-08:30 
252!1 1509 5084 7,41 
" 
OB.30-09:oo 
26,73 17.06 ,.29 7.78 
" 
09:00-09:30 
27.30 18,21 5581 7.95 '0 09.30- 10:00 
26.8 .. 1826 505.48 7,42 
" 
10:00-10:30 
26,34 1836 ~379 7.18 22 10.30-11:00 
26.87 18.70 5629 7.88 23 11:00-11:30 
27.70 19,14 5851 8.41 24 11.30-12:00 
27.58 '9.1,1 5525 7.51 2' 12'00-12:30 
25,ge 1£-09 46.93 5.68 26 12.30-13:00 
23,01 17.80) 3623 329 27 13:00- 13:30 
21.B8 16.3-3- 2887 2.49 2B 133-0-14:00 
21.10 162'7 29.22 2.68 29 14.00-14:30 
20.91 15.87 33,12 3.18 30 14,30-15:00 
20.76 15,6B 33,13 3,51 31 15:00-15:30 
22.37 15.87 61,53 6.42 32 15.30-16:00 
28.72 15,88 125.46 18.29 33 16:00-16:30 
36,57 1644 207.05 32.39 34 1630-17:00 
37.94 16,65 210,66 33.54 
" 
17:00-17:30 
34,02 \7,50 1.so,82 23.15 3. 17.30-18:00 
27.10 17.01 56,36 8.55 37 18:00-18:30 
24.59 17.01 45.80 5.12 36 18.30-19:00 
23.59 18.01 43,84 4.53 39 19:00-19:30 
22,82 1839 40,04 3.91 '0 19.30-20:00 
22.00 17.01 30.80 2.77 4' 20:00-20:30 
21.81 17.01 29.07 2.43 .. 20.30-21:00 
21.61 17,B3 27.24 2.05 
" 
21:00-21:30 
21.29 16.72 29.18 2.38 44 21.30-22:00 
20.42 16,81 29.14 2.50 45 22:00-22;30 
19.10 16.04 23.79 2.12 46 22.30-23:00 
18.13 15.-88 2230 1.70 47 23:00-23:30 
17.36 15,86 20.42 1.18 .. 23,30- 24:00 
P-trac~PSP £..MWh 
M~" MinimlJm Maximum 
18.97 16.72 24.22 
21.84 16.73- 35.08 
23.21 16.87 330~ 
23.99 17.53 32.99 
22.21 17.52 28,48 
21,83 17.53 28.96 
20.77 17.16 2B,B9 
19.28 16.89 23,61 
18,45 16,85 22,4B 
18.12 16.78 22.49 
18,27 16,B5 21.21 
lB.13 1683 21,31 
18.62 16.86 22.10 
21.22 16,92 28 '2 
23,21 17,51 282!1 
24.36 \7,45 2994 
25.70 17.69 30.75 
26.77 1885 .)205 
27.85 18.16 3407 
28.37 1923 3402 
28.18 19.69 3373 
27.19 1969 3143 
27.3-5 21,32 31.47 
27.90 21.04 39.13-
27.86 2090 3148 
27.40 2003 3,ge 
25,99 18.60 30 J3-
24.44 le 34 29,';7 
23,54 1666 3710 
22.89 16,78 29,.16 
22.58 . 16,77 2947 
23.33 16.75 29.98 
26.05 16,76 3963 
29.28 16,75 !l704 
30.71 17.62 58.30 
30.29 17,62 4929 
27.91 18.12 42.51 
25.95 18.10 3648 
26.25 18.05 35,03 
25,63 17.01 33.25 
25.00 18.37 31.55 
25.41 19,88 31.98 
25,96 21.32 34.48 
26.03 17.69 35.12 
24,69 17.63 35.24 
2230 17.43- 33.71 
20.32 16,87 27,64 
19,00 16,75 24,72 
Standafd 
deviation 
2.16 
5.06 
6.34 
5.98 
4,07 
4.20 
3-.82 
2,60 
lBB 
1,54 
1.74 
1.61 
19. 
:3 37 
3.43 
377 
3,94 
3,76 
"6 
362 
3,56 
, 9B 
2.96 
4,22 
3,15 
332 
3,18 
3,59 
362 
33' 
3-... 5 
3BB 
S24 
8,22 
8.48 
7.00 
4.46 
3,91 
369 
3.50 
2,95 
2,27 
2,69 
3.55 
4.28 
4,23 
294 
1.99 
H 
H 
APPENDIX II I 
Mean of first principal component by Month for the D -track for Group pc A, B, et 0, and E 
Month Mean of Principal Component for the D -tracks of Group pc 
A B C D E 
1 0.91 0.46 -0.71 1.85 -2.16 
2 1.15 1.08 -1.07 2.27 0.33 
3 0.82 1.48 -0.67 1.42 -0.18 
4 -0.60 -0.62 0.15 -1.15 0.71 
5 -0.86 -1.13 0.26 -1.02 -0.27 
6 -0.60 -0.51 0.29 -0.10 -0.41 
7 -0.72 -0.61 0.53 -0.33 -0.94 
8 -1.77 -0.84 0.52 -2.00 -0.08 
9 -0.05 0.04 0.52 -1.79 0.88 
10 0.97 0.32 0.22 -0.05 2.19 
11 1.57 0.97 0.05 0.81 0.83 
12 -0.82 -0.63 -0.10 
.-_ ..... '-"- -._-
0.08 -0.90 
Month = 1 Month = January 
Mean of first principal component by Daytype for the D -track for pc 
Group A, B, C, 0, and E 
Daytype Mean of Principal Component for the Dpc -tracks of Group 
A B C D E 
1 -5.39 -3.64 -0.58 -0.88 0.24 
2 1.30 0.40 -0.05 -0.64 -0.18 
3 2.39 1.76 0.20 0.27 0.32 
4 2.47 1.86 0.26 0.50 0.18 
5 2.37 1.84 0.33 0.49 -0.02 
6 1.01 1.10 0.09 0.38 0.18 
7 4.14 3.32 0.26 -0.12 0.28 
Daytype = 1 ~ Daytype = Sunday 
APPENDIX I II 
Mean of first principal component by Half-hour period for the D -track 
for Group A, S, C, D, and E pc 
Half-hour Mean of Principal Component for the D -tracks of Group 
period pc 
A B C D E 
1 -4.38 0.17 -2.05 0.55 -0.20 
2 -4.40 0.14 2.15 0.87 -0.23 
3 4.46 0.04 2.25 0.79 -0.25 
4 -4.49 0.05 -2.29 0.71 :"'0.30 
5 -4.54 -0.05 -2.35 0.61 -0.37 
6 -4.54 -0.13 -2.38 0.53 -0.39 
7 -4.48 -0.12 -2.42 0.43 -0.38 
8 -4.39 -0.16 -2.41 0.27 -0.39 
9 -3.98 -0.20 -2.29 0.18 . -0.40 
10 -3.57 -0.32 -2.22 -0.02 -0.42 
11 -2.46 -0.32 -1.96 -0.07 -0.43 
12 -1.42 -0.28 -1.58 -0.11 -0.39 
13 0.09 -0.22 -0.72 -0.05 -0.24 
14 1.51 -0.13 -0.09 -0.26 -0.11 
15 2.86 0.02 0.76 -0.42 0.14 
16 3.94 0.10 1.07 -0.40 0.37 
17 4.77 0.18 1.43 -0.44 0.51 
18 5.16 0.25 1.49 -0.46 0.53 
19 5.19 0.24 1.57 -0.48 0.43 
20 5.55 0.30 1.91 -0.46 0.28 
21 5.53 0.28 1.96 -0.47 0.16 
22 5.66 0.28 1.97 -0.45 0.08 
23 5.35 0.18 1.97 -0.50 0.08 
24 4.89 0.21 1.94 -0.36 0.07 
25 4.55 0.07 1.91 -0.30 0.07 
26 4.24 0.05 1.80 -0.04 0.03 
27 4.26 0.06 1.94 0.33 -0.06 
28 4.17 0.06 1.87 0.37 -0.11 
29 4.11 0.04 1.84 0.29 -0.08 
30 3.87 0.08 1.60 0.21 -0.01 
31 3.19 . -0.02 1.38 0.06 0.08 
32 2.37 -0.05 1.10 -0.33 0.14 
33 1.17 -0.12 0.77 -0.40 0.28 
34 0.41 -0.20 0.60 -0.33 0.37 
35 -0.51 -0.26 0.58 -0.33 0.41 
36 -0.88 -0.23 0.57 -0.26 0.37 
37 -1.28 -0.19 0.52 -0.23 0.27 
38 -1.54 -0.13 0.46 -0.10 0.19 
39 -1.76 -0.12 0.41 0.01 0.15 
40 -2.02 -0.09 0.29 0.17 0.10 
41 -2.27 -0.11 0.02 0.11 0.05 
42 -2.63 -0.13 -0.12 0.09 0.00 
43 -3.01 -0.05 -0.41 0.03 0.06 
44 -3.46 0.11 -0.64 0.02 -0.07 
45 -3.83 0.14 -0.92 0.09 -0.04 
46 -4.05 0.22 -1.16 0.07 -0.01 
47 -4.18 0.20 -1.54 0.14 -0.08 
48 -4.31 0.21 1.74 0.31 0.13 
Half-hour period = 1 Half-hour period = 00:00 to 00:30 hours 
APPENDIX IV 
Allocation of the 4032 data pOints from the application of Ward's 
method of Cluster Analysis, using Ward's method to the standardised the 
D -track for each group (formed from the D -track and P-track) • p pc 
Month = 1 
-
Month = January, Daytype = 1 
-
Daytype = Sunday, 
Half-hour period = 1 
-
Half-hour period = 00:00 to 00:30 hours 
GROUP A: Standardisation (mean=1 OO,standard deviation=15) 
CASE: P - ... ad< 1990/1 CASE: P-".ck 18QO/1 
M~" O. • , , 
• • • • • " " " 
~ , , • • 
, 
• ~ , 
" " " 
70 .. 2. , 
" " " " 
,. ,., 
, '" 
" 
.. 
" " 
.. & 204 ,., 
, 
" " " 
35 
" " " 
31 31 .. .. eo ... , .. •• •• •• ., 
" 
.. ... 
• " 
.. .. .7 
" 
'02 ", . .. ., •• " 
.. 00' 
"'" 
, .. 8&100 IUI 12IJ 
'" 
... 
ell,let • 7 • •• .. .. 
,.
" 
.. 
" " " 
72 
" 
701 ell" .. • • , .. , .. OS. '''' ". • '" , ,. • • •• " " " •• •• " " 
23 267 , • .. 
" 
,. ,.
.7 • "" , ,. , ,. ,. ,. ,. 2. 
" " 
23 .. • ". • • 
" 
.. 
" 
.. .. • " . 7 
" " " " 
.. •• .. " •• •• 
.. 53 700 7 
'" 
'00 .7 .. .. .. m 7" 
'36 .,. "6 ,,. ". 336 ". .36 338 .,. '36 .," "''' 57. '" '" ". '" '" ". .. " 
CASE: P-".ck 199112 CASE: F-hdl: ,"'/2 
"~" O. • , , , 
• • • • 
,. 
" " 
~ , , , • 
, 
• 7 ~ , 
• • • • • 31 • • ,. 7. " " 
,., , 
• 
" " 
62 
" 
31 • 
"" , .. 
'" '" 
, .. 
" " 
'00 •• 
" " 
02 .. , ... , • '" ", ". 224 
.. • , ...
• 
., .,
" " 
., ., •• •• 
., •• .. " 
1015 , 
'" 
, .. , .. ,,. 
'" 
"2 HO 1015 
Cl.Ist« • 
" " 
2. 2. 
" " " " " " 
,. 
" '" 
ellsl« • • 22 22 " " 
23 '00 ,OS , 
" 
7' 
" " " " " 
'00 
" 
72 7. •• 104' 5 137 , .. ". 
,,. 
". 
'" 
07. , .. , 
, 34 ,. 
" 
38 •• 31 •• .. " •• •• 
28 437 • .. 
, 
• • • • '" ." 7 
" • • • • • • • " • " " " 
7 • 21 " " 
,. 
• • " '36 • 36 '36 ". '36 • 36 '38 " . ". '36 ". ". <0" 
'" 
". 
'" 
". 
'" '" 
57 • 
"''' 
CASE: P-Uck 1992/3 CASE: P -hck 1992/3 
M~" O. • , , 
• • 
, 
• • • 
,. 
" " 
~ , , • • 
, 
• 7 ~ , 
" 
.. 
" " 
.. 27 , 
" 
33 ,. 
" •• '" 
, 
• '" 027 '''' '" 
,,,
• .... , .. .. •• 
" " 
2. 
" 
27 
" • • 
62 .. 522 " .. •• 28 ., .. " 
,95 S22 
, 
•• 
" 
.. ,,. , .. 71 .. .. 
" " 
os 75 008 ",. ". 
" 
10' 88114 '83 ... 
~ ... • 24 ..
" • 
37 62 
" 
.. •• .5 •• " 
532 ClIstw • 
" •• 
78 75 .. .. 72 53' , .. .. ..
" 
.. .. .. 02 •• 72 " 
.7 
." .... '24 ,,. 02. 
'" 
,,. 
'" 
." 
, 
• " " 
7 
" " 
74 
" 
.. 02 .. • ... 
, 
• 02 '03 '02 .. .. • ... 7 • • • • • • • • • " " 
,. 62 7 • 15 15 12 • 1 
, 
" 
'38 '38 ". '" '36 .38 '38 336 33. "6 '36 .36 "''' '" '" '" ". 576 ". .76 <0" 
GROUP B: Standardisation (mean= 1 OO,standard deviation=20) 
CASE: P-".d< 1990/1 CASE: P-"adl:1990/1 
Month 
~ , 2 • • • 7 • • " " 12 ~ ',104 
'" 
'28 
" 
.. 
" 
, ,. 27 .. .. .. 
'" 2 27 .. ., 24 37 ..
" " " 
,. 24 .. 28. 
• " 
24 20 55 52 .. ., os 42 42 3 • 32 ... 
Clustlll' , ., 
" " 
33 .. os .. 
" 
.. .. 21 37 OS, Cluster ~ , 25 31 .. .. 42 33 32 •• .. 47 .. 7S 530 RI~ ill , .. 20 37 " .. .. 10, " .7 ., .. 57 852 7 
" " 
.. 47 52 .. 
" 
.. 74 .. 83 .. 747 
'38 
'" 
". '36 '36 
'" 
338 
'" 
.,. 
.38 '36 .36 00" 
CASE. P-".ek 19S1112 CASE: p-t"ldI: '"1/2 
M~" , 2 • • 
, 7 • • 
,. 
" 
12 ~ ~ , 52 " 42 os 17 .. .. " os .. " .. 57' 2 .. " .. o. .. 75 o. " ., •• " 02 0'" , • • • • • 32 • • 72 " " 10 '" Clus\6r • .. ., '02 102 .. 
" 
10. 
'12 .. 45 eo .. , ... CkJ,Mt , 
" " 
7S .. 42 55 
" 
.. .. •• 70 55 7" PfF Pffi , 47 .. '0 45 " .. .. " " 3. .. 20 '" 7 02 • • • • • • • " • 15 .. 7 • 
'" 
.38 338 
'" '" '" 
... '36 ... ... '36 ... 
-
CASE: P -tide: 199213 CASE· p-t'ad!: '"2/3 
M~" 
, 2 • • • 7 • • " " 
12 ~ Fml , 57 .. .. .. 7. " 7 .. " .. .. 50 '" , '0 20 
" " " 
'0 .. 
" 
.. •• 20 " 
495 ~ • 59 47 3, .. 57 " 2 • 32 .. 37 .. • • ". ~ I CkJtler , " .. 12. 12 .. ,,. '39 '33 '" O. .. .. '027 Clustw .. os '" " " 57 " " ,. ,. •• .. o. 700 , 37 32 .. .. .. 52 52 5. 52 3' 37 20 ..., 7 • • • • 0 0 • 0 • • 12 2 28 '36 338 '38 .,. 
'" 
336 '36 .38 336 '36 ". .36 
"'" 
APPENDIX IV 
GROUP: C Standardisation (mean=1 OO,standard deviation=12) 
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GROUP D: Standardisation (mean=1 OO,standard deviation=7) 
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GROUP E: Standardisation (mean=100,standard deviation=4) 
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GROUP: C Standardisation (mean=100,standard deviation=12) 
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GROUP E: Standardisation (mean=100,standard devlatlon=4) 
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APPENDIX V 
Definition of the seven time-bands by Month, Daytype and Half-hourly 
period for each group and each p-track. These time-af-day charging 
structures are derived from the allocation of data into seven clusters 
shown in Appendix IV. 
Month = 1 
Half-hour 
" Month 
period = 1 
Table Ai 
Table A2 
Table A3 
Table Bl 
Table 82 
Table B3 
= January, Daytype = 1 _ 
= Half-hour period = 00:00 
Daytype 
to 00:30 
Group A 
P-track 1990/1 
..... ~~ 
p-track 1991/2 
Clvsterl,time ,_ band 
reference- " 
3 
4 
2 
5 
Exce twhen 
6 
7 
P-trac:k 1992}3 
Cluster/lme_band 
'reference 
5 
2 
6 
2 continue 
3 
7 
4 
3 
Group B 
P-track 1990/1 
Cluster{ time_:,:,band 
reference"':" 
4 
2 
3 
7 
5 
6 
Except When 
I 1 
P-track 1991/2 
Clusterl time:-:band 
.- referen'ce';::: 
1 
2 
5 
4 
6 
Except when 
I ; 
P-track 1992/3 
I 
ime desert IQ' IQ" char in ,true us 
MOnth O. Half..,.hour rrod 
1 - 12 1 -7 1-12 
1 - 12 2-' 13-14 
1 - 12 2-' 15-32 
1 - 12 7 33-46 
1- 12 1.7 13-37 
9 - 12,1 2-' 33-37 
9 - 12 1 2-' 33-37 
ime des cri tet lot char in stnJctIXe' 
MOnth Oaytype-· Half-hour rlod 
1 - 12 1-7 1-3,7-14 
1 - 12 1 -7 4-' 
1 - 5, 12 2-6 15-32 
6-11 2-6 15-32 
1 - 12 1 7 15-27 
1 - 12 1 7 28-32 
1 10_ 12 2-' 33-38 
1 - 12 1-7 33-39 
1 - 12 1-7 40-46 
-, 
Time deserl let let' char 
" 
stluctu"& 
Month Daytype Half-hour poria 
1 - 12 1 7 1-16 
1 - 12 1 7 20-26 
1- 12 1 7 17-19 27-48 
1 - 12 2-6 1-16 
1 - 12 2-6 17-26 
1- 12 2 -. 27-48 
9-12,1-5 I 2-6 I 33-40 
Time descrl ta fa char "n sttuctlle 
Month Oa .. Hall.:..hour riod 
1 - 12 1 7 1-18 
1 - 12 1 7 19 48 
1- 12 2-6 1-14 
1- 12 2-6 15-36 
1-12 2-6 37-48 
1,9 _ 12 
1-2,9-12 
2 -. 2-' 33-36 17-26 ,33-40 
I 
= Sunday, 
hours 
Table Cl 
Table C2 
Table C3 
Table Dl 
Table D2 
Table D3 
APPENDIX V 
Group C 
P-track 1990/1 
Clusterl-1ime-band 
. -;-,"-':::':;ieferene~:' 
7 
5 
4 
2 
3 
Exceptwhen 
I ~ 
P-track 1991/2 
Cluster/lime-'band 
'referenee-':-';' 
4 
2 
1 
6 
Except ..... hen 
I ~ 
Time descri to' 'CIf char 
onth ,-, 
·-Da ... 
1- 12 1-7 
1 12 1 -7 
1 - 12 1-7 
1 - 12 1 -7 
1 - 12 1-7 
1'1-4':1~ -31 1-7 1-7 
", Time deSCI't ta' fa char 
Monlh. Da 
1 - 12 1-7 
1 - 12 1-7 
1 - 12 1-7 
1 12 1-7 
4_ 12 
9-12.1-2 
9 - 12! 1 
2 - 8 
2-8 
2 - 8 
;, slrt.lctl.l'e 
Half-hour period .,: 
1 - 13 
14-17 
18_30 
31-40 
41_48 
2-8 
27-32 
In str-uctll&': 
Half-hour 
1-13 
14-26 
27-40 
41-48 
18-32 
32-38 
33-37 
riod 
Noe: Join3&7toformsixtime-bands 
P-track 1992/3 
Cluster/. time':':'band 
rele-enca ;- '-. 
2 
6 
4 
3 
5 
Except when 
I 7 
Group 0 
P-track 1990/1 
P-track 1001/2 
Cluster/.time-band 
'\·,},:}i"eference:':.'-- ,',. 
1 
3 
6 
4 
2 
Except when 
I ~ 
P-track 1992/3 
Clustert ,tim_e:-:.be.nd 
refeiene'e- ::' ::,: : 
4 
1 
5 
7 
2 
6 
3 
Time descri tor for char In structU'e 
Month Oa Half":':hour riad 
1-12 1-7 1-8 
1-12 1-7 9-12 
1-12 1-7 13-15,30-32 
1-12 1-7 16-29 
1-12 1-7 3339 
1 _ 12 1-7 
1,10 12 2-6 
Tim'. descrl ta la char 
Month Oaytype 
4-12 1-7 
4-12 1-7 
1-3 1-7 
1 - 12 1-7 
1- 12 1-7 
10- 1 
4-8 
2-8 
1-7 
40-48 
33-38 
In structlSe ,: 
, HaH-hour -period.'.: 
1-14 
15-26 
1-26 
27-39 
40-48 
33-37 
33_41 
.. Time descr; ta fa CMf In $tructlSe '. 
Month.: '0' Oaytype L-'- Half~hour penod ,< 
4-9 1-7 1-14 
10-12,1-3 1-7 1_14 
4-12 1-7 15-29 
1 - 3 1 - 7 15-29 
4-9 1-7 30-38 
10 - 12 1 - 3 1 - 7 30-38 
1-12 1-7 39 48 
Table El 
Table E2 
Table E3 
APPENDIX V 
Group E 
P-track 1990/1 
CI~sterl tme-,band 
. ':':."efetence-
5 
4 
3 
• 7 
2 
• 
P-track 1991/2 
. :CIU,Ster!:'IJl:~t,lland rejefen~.-'· . 
2 
• 3 
4 
5 
E)!;cept when 
I ~ 
P-track 199213 
Cluster/ time_band 
lOo::: _',: '. reference':::··;"::" 
2 
7 
3 
• 5 
4 
• 
lme c!escri ta' fa' chat '0 structlle 
: Month "Oa pe Hatl'_hour perl 
1 - 12 '-7 • -7 
1 - 12 '-7 8_14 
.2 . -. '-7 15-27 
9 - 11 • -7 15-27 
1 - 12 '-7 28-32 
1 - 12 '-7 33-39 
1- 12 '-7 40_40 
lme·desaiptor ex chalging struct"'tt '-' 
. 'Month'... : Oa Half-hour ri 
1-12 1-7 1_13 
1-12 1-7 14-23 
1-12 1-7 24-34 
1-12 1-7 35-43 
1-12 1-7 044-48 
12,1- 8 
11- 12 
• -7 2-' 18-27 33-37 
lme descriptor fO'-charglng structll'e'.-
.- Month: Oa Half-hour ,rod 
1-12 1-7 1-8 
1-12 1-7 9-13 
12, 1 - 8 1 - 7 14-23 
9-11 1-7 14-23 
1-12 1-7 24-32 
1-12 1-7 33-38 
1-12 1-7 39-48 
APPENDIX VI 
The reappraisal of the definition of seven time-bands for charging 
structures by Month, Daytype and Half-hourly period for the Group B 
D-tracks. 
Month = 1 _ Month = January, Daytype = 1 - Daytype = Sunday, 
Half-hour period = 1 = Half-hour period = 00:00 to 00:30 hours 
Case (a) 1991/2: 
Standardisation of Dc -track and P-track [100,13J 
2 
1 
2 
6 
1'-' 
1-
1-
H2 
1,7 
2 
3-6 
1-6 
2-6 
I 1.9-12 2-6 I 
. 
27-4 
1-
1-
5-
31-
1 ( I .9-12 I 2-0 17-: . 33-37 1 
Case (b) 1992/3: 
Standardisation of D -track arid P-track [100,25J 
c 
'.' C::1~t<;'./tifTl~.b~~d ..••. ·.·.···.···..limedescriotor for charoino structure' :7 
. . • rilleri,"ce" .' Month. ". Daytyp.I...· Halfc'holi'p.riod· • 
1 1 12 1,7 1 15 
2 1-12 1.7 16 48 
1 1 12 2 1-13 
6 1 12 3 6 1 13 
4 1 12 2 6 14-17 
5 1 12 2 6 18 27.33 39 
3 1-12 2 6 28 32,40 48 
Exceptwhen 
1 ; 
115,11-12 1 1,10 12 
2 6 
2 6 
2 7 
3436 
Case (c) 1992/3: 
Standardisation 01 D -track and P-track [loo,5J 
c 
'. FI~t!ll'/tifTl~,.-~~~d· ·········1ime d.scriptor lor chargingstruc1ur.\ .••• " • 
•..•.. :. ··rOlerene ... ,···· ... I .. ,.··. Month· .• ·· Daytyp. , •• • .. Hall"'holi'p.nod •• •• 
2 1 12 1,7 1-16 
1 1-12 1.7 17-34 
4 1-12 1,7 35 48 
2 1-12 2 1 13 
3 1-12 3 6 1 13 
6 1-12 2 6 14 26 
5 1-12 2 6 27 37 
7 1 12 2 6 38 48 
Cas. (d) 1992/3: 
Standardisation 01 Dc-track and P-track [100,8J 
L~':". t<;'1ifTl~t~ .•. md ...• :...li m. descriptor for chargingstructure· .' .. 
I.' ..•.. ret .... nc.···.. ••• Month: Daytyp. • HaII",hOli'pori6d' . 
1 1 12 1.7 1-16 
5 1-12 1,7 17 28 
2 1-12 1,7 29-48 
4 1-12 2 6 1 13 
7 1 12 2 - 6 14 32 
3 1 12 2 - 6 33 48 
Except when 
1 6 115,1112126 45 48 
APPENDIX VII 
Definition of time-bands for the charging structures by Month, Daytype 
and Half-hourly period formed from Cluster Analysis techniques other 
than that of Ward's method, with standardisation P[100,15J and 
D[100,15J on the p-track of 1990/1 
Month = 1 _ Month = January, Daytype = 1 = Daytype = Sunday, 
Half-hour period = 1 = Half-hour period = 00:00 to 00:30 hours 
AVERAGE 
SINGLE 
CENTROID 
.• ·.91~steyrlrTl~:;-b'¥'cl··.·> ·Tlm"desc~ptor .forcllarglng structlJe< ..... . 
•.• Reference',' . Month> DavtvDe, Half holJ'oerlod·, 
3 1 12 1 7 1 17 
4 1 12 7 18 27 
1 1 12 7 28-48 
1 ~ 
Except....nen 
1 
1 12 2-6 15-32 
12 2 6 33 40 
Except ....nen 
11 
1 4 
121 
1 7 2 6 
2.11 2 6 34-37 1 ~ 
", .: ... ::.:.:" .... 
Note: Cluster 7 is not separately distinguished 
from the remaining six time-bands 
. ClusterfTime band .'.':·Timedescrlptor for charging struc!u-e\<i 
:. ·i. RefEireiidii'· Month Day type \'Half I10lr period .. , .. ,. 
4 1 12 1-7 1-12 
5 1 12 1 7 13-18 
3 1 12 1 7 19 27.35 36 
1 1 12 1 7 28 34.37 48 
2 6 16 32 
1 7 3 5 
2 6 34 37 
MEDIAN 
COMPlETE 
DENSITY (1<=100) 
APPENDIX VII 
',CIt.lsterlTlme~bandnme descrlptor la( ClWglng struct1te , '" 
'\::,Flelerence': '," ':"', Month" Day type , ::":Half"" hOlJ"perlod:, 
4 1 12 1 7 1-19 
12 1-7 28 34,37 48 
3 12 1-7 20 27,35 35 
Except v.nen 
I 2 1 12 2 6 13-32 
Except v.nen 
" 
5 1 3 2 6 17 27 
6 1 3,12 2 6 3 5 
7 1 2,11 12 2 6 34 37 
, Clu,stefITlfl'le:;band j: , .. nme descrlptor lor charging stnictlJ'e 
" 'Rele,ence I"': Month,,: Day type I'" Hall,.,hOlJ' period , 
5 1-12 1 7 1-17 
4 1 12 1 7 18 27 
1 1 12 1 7 28-33,41 48 
3 1 12 1 7 34 40 
Except v.nen 
I 2 1 12 2 6 15 32 
Except v.nen 
, 6 1 3,12 I 1 7 2 8 
7 2,11 12 2-6 34 37 
?IU, ~ter/Tlfl'le:;baJ'ld 'I,: ','.,':nme descrlptorlorCIWging structlJ'e ,':,,", ,'" 
"\':Relerence,, ">Month'I' DaYlYpe I. Hall.,-hOlJ' period 
3 1-12 I 1 7 I 1 48 
Except v.nen 
I 2 7 9 2 6 1-7 6 1 4,12 2 6 2 7 
Except v.nen 
I 4 5 6 2 6 7 4 5 6 1,7 1 
Except v.nen 
I 1 6 12 1 7 8-11 5 4 12 1-7 12-13 
Note. Cluster 7 is not separately distinguished 
from the remaining six time-bands ", 
APPENDIX VIU 
CLASSIC PROGRAMMING: A SIMPLE EXAMPLE 
Consider the requirement to determine two prices q1 q2 from three 
equations (u1' u2' u3) from: 
where 
Min u 1
2 + u2 2 + ll3 2 ) 
q1 q2 
such that 
The Lagrange equation can be written as: 
L (2q1 + 3q2 - 10)' + (4q1 + q2 - 5)' + ( 3q1 + 4q2 - B) , 
+ A1(2q1 + 3q2 - 10) + A2(4q1 + q2 - 5) + A3 (3q1 + 4q2 - B). 
so 
L 29q1' + 44q1q2 + 26q2' - 128q1 - 134q2 + 1B9 
+ A1(2q1 + 3q2 - 10) + A2(4q1 + q2 - 5) + A3 (3q1 + 4q2 - B). 
Partially differentiating with respect to q1 
aL 5Bq1 + 44q2 - 12B + 2A1 + 4A2 + 3A3 = O. 
aq1 
and partially differentiating with respect to q2, 
aL 44q1 + 52q2 - 134 + 3A1 + A2 + 4A3 = 0 
aq2 
and partially differentiating again yields determinant of the Hessian 
matrix: 
58 44 > O. 
44 52 
as the first-order necessary and second-order sufficient conditions 
for a minimum (Chiang, 19B4). 
l 
APPENDIX VIII 
In addition partially differentiating by the Lagrange multipliers: 
ilL > 0 iff Ai 
{)).. i 
o and ilL 
ilA i 
o iff A,. ;t; 0 for i , 1, 2 and 3. 
In the simple example, the minimum of u 1 '+u2 '+u3 ' is derived 
where ql .0.5 and q2 • 3. 
APPENDIX IX 
Tariffs and Their Future 
Jon Hendersc,n gives advice on electricity purchasing. 
T he purchasing of electricity within the UK is a more complex and difficult operation than it has ever been. With 
the advent of privatising the electricity supply 
industry. large consumers can now negotiate 
the purchase of their electricity requirements 
from any UK mainland supplier. For every-
body else. however. the pre-privalis3lion days 
are maintained. with. electricity being bought 
from the local supply company and the price 
selected from the published larirrs of the local 
supplier. 
The number of tariffs in :he published tariff 
market runs inlo many htmdreds and thereby 
creates a problem for Ihe electricity user. 
Which. tariff should be u.~ed? The choice has 
to be made prudently, taking into account all 
the options that could be followed, and look-
ing towards the future growth or contraclion 
of individual electricity supplies. At the end 
of the day, the analysis of the tariffs and the 
purchasing of electricity by smaller con· 
sumers (al presem those wilh a maximum 
demand of under I megawau) is an on-going 
process. The annual changes in lariffs. 
together with the changes of user require-
ments. means that the analysis of power 
purchasing has to be carried out annually. 
Users with a milximum demand of over I 
megawau must also address the question of 
tariffs. The contracts offered by electricity 
l'iupply companies encompass the basic 
principles of the tariffs that are offered to 
smaller users, but there is, in effect. a dis-
count for bulk purchasing. 
Opportunities in Today's 
Electricity Market 
For all users wilh under IMW of maximum 
demand. electricity is bought directly from 
local suppliers. However. with demands of 
above I MW, electricity can now be purchased 
in a number of ways. Firstly. under a fixed 
price contraCl. a supply of electricity can be 
secured direct from the local supplier. 
Equally, under a fixed price contract, any 
other electricity ~upplier throughout the UK 
or the generators themselves may supply. 
Alternatively. one can buy power directly 
from the pool. paying a small handling charge 
to a local supply company. 
The third of these options. pool purchasing. 
hreaks away from Ihe published tarirrs and 
prices by exposing the user directly to move-
ment in pool prices. 
The movements within the pool can be dra-
matic. The utilisation of pool prices for any 
user has to be 011 Ine umierslanoing that 
should the pool price lift up significantly 
through the year then. a.~ against a fixed con-
tracl. the ,u~er may well indeed lose. 
Moreover, within the pool price. average unit 
prices for electricity can soar. especially 
during winter peak demand periods. AI times 
such as these it is necessary. in order to make 
a saving on pool. for a user to be able to shut 
down power use 10 avoid these price spikes. 
Pool purchasing is fraught with risk when 
set against fixed contracts. Howe\'er. for the 
diligent user of the pool there can be cons id-
LOAD FACTOR ANALYSIS 
Figure 1. 
Monthly KWH 
Monthly KW 
Hours used 
Hours in period 
= Hours used 
x1 00 = Load factor % 
ego 638,000 KWH in one month 
1,780 KW maximum demand 
638,000 
1,780 = 358 hours used 
358 
24 hours x 30 days 
x100 = 49.7 % 
erable advantages against going 0010 a con-
tract. The critical point is whether or not the 
supply is controllable. 
The Nature of Tariffs 
Tariffs are based upon two principles; the sile 
of the supply. in tenns of its max.imum 
demand; and the period of time over which 
the supply is used. The relationship between 
size and time is ·known as load factor. The 
higher the load factor. the lower the unit cost 
or a supply. 
load factor is measured as a percentage; 
the higher the figure, the higher the load 
factor (Fig I). 
Within tarirrs there are two elements: fixed 
and variable cost);. The fixed costs of a maxi-
mum demand tariff. from virtually any supply 
company, encompass a standing churge and 
an available capacity charge for kVA. The 
v3riable costs encompass the "laximUIll 
dl,:I1I311d charge lh.ougil tn:: .... ;mcr. :l:ia in 
some areas during the summer. together with 
the actual unit costs for dr.Jwing the power in 
the first place. 
As the load factor increases. the proportion 
of variable costs in the total bill incrcmics: 
conversely, as the load factor diminishes, the 
variable costs diminish in size to a point 
where one ends up with a purely fixed cost 
supply which consume~ on electricity al all. 
It i~ upon these principles that tariff cnll-
struction and analysis are based. Accounl has 
to be laken of the maximum demand uf the 
supply and the lime over which the supply 
runs. in order to effect the optimal tarirr 
choice. As stated earlier. this applies 10 bnth 
the contract supplies and the tariff suppli.ej:. 
Changes Within the UK 
Supply Market 
As of 1990. customers u5ing above )MW 
could negotiate either directly to pool. or with 
all other local suppliers for fixed contracts. 
From I April 1994. thal principle will apply 
to all supplies in excess of 100 kVA of maxi-
mum demand. and will bring in 8 large 
tranche of commercial users. Additionally. 
from I April 1998 it is intended that the mar· 
ket be entirely open. Then supplies of any size 
will be negotiated with any supply company. 
It seems strange that one could oc in 
Hampshire and buy electricity from Yorkshire 
Electricity plc! 
The way in which the market operates is 
th;1I a contraCI is taken oul with Ihe supplier 
who has won Ihe lender; however. a propor-
tion of the money which is paid over to thal 
company is actually refunded to the local 
electricity company. This is because it is their 
power lines and distribution system within the 
locality which allows Ihe supply 10 be made. 
Competition between suppliers has really 
been for supplies of high load factor. The 
more variable the cost within a supply. the 
higher the polential profit margin for the elec-
tricity company which ha.~ won the contract. 
The fixed cost elemenl within any ~upply 
relates to the local distribution costs, and the 
majority of that money goes to the local elec-
tricity company. For supplies of high load 
factor. therefore. privatisation of the electrici-
ty market has been beneficial. For Ihose of 
poor load factor. the privatisalion has not pro-
vided quite the advantages th.1I might have 
been expected. 
Indeed,lhe benefit thal Wo\S fcll in 1990 ,!Od 
1991 has now hcen eroded somewhat. and il 
is unlikely th:lt there will he any signiliCimt 
benefit from a contracted electricity supply by 
April 191):\ while the gap between the lariff 
and contrac! markets narrows. During 1990, 
electricity supplies within the tariff market 
went up by helween 10% and 12%_ However. 
for conlract user.; there was a subslantial 
reduction of anything up to 20% on the pub-
Jillhed tariff prices. That gap has narrowed 
significantly and this year we have seen rises 
of 12% and over in the cOnlract market. whilst 
within the tariff markel the average price 
increa:;e has only been 1% or 2%. Therefore. 
the benefit of privatisation so far has been a 
two year gain for lar~e users which will dfec-
tively di:;appear to zero as the market expands 
in terms of tho:;e who can apply for contracts 
(Figure 2). 
The Future of Tariffs 
Recent contracts Ihat have heen seen rrom 
local electricity supplier.; for larg.e users have 
shown a tendency 10 move away from a tariff 
structure which renecls the true cost of the 
electricity. Many contracts have: now been 
seen. or at least offe:rs have been made. 
whereby the user pays a slanding charge 
togelher with a unit price. regardless of when 
the power is used. 
The effect is a tendency loward~ marketing 
power prices on a wholesale basis. The more 
that ill bought. the cheaper it is, :lOd therefore 
the probability of Ihe tariff system being 
maintained into the future is diminishing. 
Within Ihe existing market for uscrs of 
untlcr 100 kW. tariffs should be with us 
APPENDIX IX 
15 - +-- + 16.4% 
+14%. 
Tarriff 10 - t-
S- f-- +6% 
1990 1991 1992 
-4% 
-5 - -
-11% 
Contract -10 - -
-14% 
-15 - r-
Ail % relate to 1989 prices. 
Base Price 1989 .. O. 
NB: Analysis solely relates to unit prices. 
Figure 2: Example of electricity supply charges under conlract and tariff 
prices since 1989. 
fur the next five years or more. Wilhin this 
market there remains the likelihood that 
lariffs will survive, and that users of elec-
tricilY will have to make choices according to 
the time of use and the size of their supplies, 
as to which of the tariffs will be of most 
benefilto them. 
There are two sectors of the under 100 kW 
tariff bracket; broadly speaking. supplies over 
40 kVA and supplies under 4() kVA. For 
th(l.~c over 40 kVA the maximum demand tar-
m ean, in the majority of cases, prove to be of 
benefit. Those under 40 kVA can still. where 
there is a high load factor. benelit rrom a 
m'Lximum demand tariff; or move over to the 
4uOLrterly tariffs where the prices are based 
almost exclusively on variable costs. 
The choice has to be made again on the 
basis oC the load faclor and Ihe lime of use of 
the supply, in order 10 a:r;sess which of the!\(: 
sectors the supply should fall into, and then 
which tariff within Ihose sectors onc should 
select. 
Professional Advice 
There are a plethora of consultancies within 
the UK Ihat offer advice on tarirfs. Nearly all 
of them act on the basis of being paid as a 
result of the savings Ihat they make for a 
e1ienl over a period of time. Tariff consultan-
cies have. as with the electricity industry. seen 
a rise in competition in Ihe last ten years and 
the price of their contracts has diminished 
considerably. Whereas ten years ago a consul-
tancy contract involved an initial fee and then 
paying over half or the saving for a live year 
period. contracts are now being offered for 
shorter dui-ation~ and lower percentages. 
Indeed, utility consultancies are now moving. 
10 a poinl where. because of the prospcl'1 of 
Ihe tariff market disappearing, their work will 
be efrectively reduced to annual contract price 
advice for the electricity market. as is alre<ldy 
Ihe case within Ihe UK gas market. 
Having said that. with r.Lpid changes going. 
on at the moment it is still necessary for client 
companies to keep abreast or all of the 
changes within the UK electricity market. The 
ulilis:ttion of a consultancy can slill bring 
some henefil to almost all user.; of power. 
Conclusion 
How the (uture within Ihe electricity supply 
market will pan out still remains to be seen. It 
is ultimately dependent on the current pro-
gramme of privatisation being maintained, 
and hence a Conservative Govemmenl 
remaining in power. 
Based on the way in which Ihe market has 
been privatised so far, the likelihood is thal 
supplies which have high load (actor.; will 
benefit rrom the privalisalion measures and 
all eieelricilY companies will be interested in 
gaining Ihat business. For those stuck with a 
low load factor it will be a case of eilher 
having a price offer_ed by the local electricity 
supply company on a 'take it or leave it' 
basis: or taking on the risks of the pool. Until 
such time as anOlher method of allocating Ihe 
distribution charges of local electricity com-
panies is found. there will be no real future 
for poor load (actor accounts 10 obtain altern-
ative fixed price contracts. 
Jon Henderson, Senior Partner. ECM 
Partnership, Regent House. 291 Kirkdale. 
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----------------- - - - -- - - -- - -- -----------
