We use multi-electrode recordings from cat primary visual cortex and investigate whether a simple linear classi er can extract information about the presented stimuli. We nd that information is extractable and that it even lasts for several hundred milliseconds after the stimulus has been removed. In a fast sequence of stimulus presentation, information about both new and old stimuli is present simultaneously and nonlinear relations between these stimuli can be extracted. These Alternative computational models from dynamical systems theory [4] argue that fading memory properties of neural circuits are essential for real-time processing of quickly varying visual stimuli.
Introduction
It has recently been argued that the most fundamental aspects of computations in visual cortex are still unknown [1] . This could be partially because of the narrow and reductionist approaches in the design of experiments and partially because of the nonlinear properties of cortical neurons that are ignored by the current theories [1] . It has also been argued that the recurrent neuronal circuits in the visual cortex are highly complex and thus, that notions such as feedforward and feedback are inadequate concepts for the analysis of nonlinear dynamical systems [2] . Furthermore, current theories do not take in account the precise timing of neuronal activity and synchronicity in responses, which should play an important computational role [3] .
Alternative computational models from dynamical systems theory [4] argue that fading memory properties of neural circuits are essential for real-time processing of quickly varying visual stimuli.
However, an experimental test of this prediction has been missing. An example for an experimental study that may be seen as a step in this direction is [5] , where it was shown that the ring activity of neurons in macaque inferior temporal cortex (IT) contains information about an image that has been just presented and that this information lasts for several hundred milliseconds. This information was extracted by algorithms from machine learning that classi ed the patterns of neuronal responses to different images. The present paper extends the results from [5] in several directions: * These authors contributed equally to this work. • We show that also neurons in cat primary visual cortex (area 17) and under anesthesia contain information about previously shown images and that this information lasts even longer.
• We analyze the information content in neuronal activity recorded simultaneously from multiple electrodes.
• We analyze the information about a previously shown stimulus for rapid sequences of images and how the information about consecutive images in a sequence is superimposed (i.e., we probe the system's memory for images).
Methods

Experiments
In three cats anaesthesia was induced with ketamine and maintained with a mixture of 70% N impedance at 1000 Hz). Signals were ampli ed 1000× and, to extract unit activity, were ltered between 500 Hz and 3.5 kHz. Digital sampling was made with 32 kHz frequency and the waveforms of threshold-detected action potentials were stored for an off-line spike sorting procedure. The probes were inserted approximately perpendicular to the surface of the cortex, allowing us to record simultaneously from neurons at different cortical layers and at different columns. This setup resulted in a cluster of overlapping receptive elds (RF), all RFs being covered by the stimuli (see Fig. 1A ) (more details on recording techniques can be found in [6, 7] ).
Stimuli were presented binocularly on a 21 computer monitor (HITACHI CM813ET, 100 Hz refresh rate) and by using the software for visual stimulation ActiveSTIM (www.ActiveSTIM.com). 
Data analysis
The typical spike trains prior to the application of the spike-sorting procedure are illustrated in The recorded spike times were convolved with an exponential kernel with a decay time constant of τ = 20 ms. A linear classi er was trained to discriminate between pairs of stimuli on the basis of the convolved spike trains at time points t ∈ {0, 10,..., 700} ms after stimulus onset (using only the vectors of 66 to 124 values of the convolved time series at time t). We refer to this classi er as R t .
A second type of classi er, which we refer to as R int , was trained to carry out such classi cation simultaneously for all time points t ∈ {150, 160,..., 450} (see Fig. 7 3 Results
High classi cation performance
As observed in IT [5] , the classi cation performance peaks also in area 17 at about 200 ms after the stimulus onset. Therefore, a classi er can detect the identity of the stimulus with high reliability. In contrast to [5] information about stimuli is in our data available much longer and can last up to 700 ms after the stimulus onset (Fig. 2 ).
Memory for the past stimuli
We also nd that even when new stimuli are presented, information about old stimuli is not erased.
Instead, neuronal activity continued to maintain information about the previously presented stimuli.
In Fig. 3 we show that classi ers can extract substantial information about the rst image well after this image is removed and when new images are shown. Thus, the system maintains a memory of previous activations and this memory lasts at least several hundred milliseconds. Note that the information remains in memory even if neuronal rate responses decrease for a brief period of time and approach the level that is close to that of spontaneous activity.
Simultaneous availability of different pieces of information
Simultaneous presence of information about different stimuli is a necessary prerequisite for ef cient coding. Fig. 4A shows that classi ers can identify the second letter in the sequence. In Fig. 4B we show the results of an experiment in which both the rst and second letter were varied simultaneously. Two classi ers, each for the identity of letters at one time slot, performed both very well.
During the period from 250 to 300 ms information about both letters was available.
This information can be used to perform a nonlinear XOR classi cation function, i.e., return one if the sequences ADE or CBE have been presented but not if both A and B or none of them was presented in the same sequence, in which case a zero should be returned. In Fig. 4C we show XOR classi cation based on the information extracted from the two classi ers in Fig. 4B (dashed line).
In this case, the nonlinear component of the XOR computation is made externally by the observer and not by the brain. We compared these results with the performance of a single linear classi er that was trained to extract XOR information directly from the brain responses (solid line). As this classi er was linear, the nonlinear component of the computation could have been performed only by the brain.
The classi cation performance was in both cases well above the chance level (horizontal dotted line in Fig. 4C ). More interestingly, the two performance functions were similar, the brain slightly outperforming the external computation of XOR in this nonlinear task. Therefore, the brain can perform also nonlinear computations. 
Neural code
It is also important to understand how this information is encoded in neuronal activity. In contrast to [5] , we also found that in addition to rate responses, the precise timing relationships between neuronal spiking events carry important information about stimulus identity. To show this, we perturbed the recorded data by jittering the timings of the spikes for various amounts. Only a few milliseconds of jitter were suf cient to decrease the performance of the classi ers signi cantly (Fig. 6) . Therefore, the information is also contained in the timing of spikes. Timing is therefore also a neuronal code. Moreover, like rate, timing also carried information about the past. We could demonstrate that jitter induces a signi cant drop in classi cation performance even for time points as far as 200 ms past the stimulus onset (the rightmost panel of Fig. 6 ).
We also investigated the 'synaptic' weights of the classi ers and this enabled us to study the temporal evolution of the code. We asked the following question: Do the same pieces of information indicate the identity of a stimulus early and late in the stimulation sequence? Hence, we compared the performance of R t classi ers, for which the weights were allowed to change along the stimulation sequence, against the performance of R int classi ers, for which the weights were xed. The results indicated that the neuronal code was invariant during a single stimulation-response event (e.g., on- responses to the presentation of a letter) but changed across such events (e.g., off-response to the same letter or on-response to the subsequent letter) (Fig. 7) .
Finally, as in [5] , an application of nonlinear radial-basis kernels did not produce signi cant improvement in the number of correct classi cations when compared to linear kernels and this was the case for type R t classi ers for which the improvement never exceeded 2% (results not shown). However, the performance of type R int classi ers increased considerably (≈8%) when they were trained with nonlinear as opposed to linear kernels (time interval t =[150, 450] ms, results not shown).
Discussion
In the present study we nd that information about preceding visual stimuli is preserved for several hundred ms in neurons of the primary visual cortex of anesthesized cats. These results are consistent to those reported by [5] who investigated neuronal activity in awake state and in a higher cortical area (IT-cortex). We show that information about a previously shown stimulus can last in visual cortex up to 700 ms, much longer than reported for IT-cortex. Hence, we can conclude that it is a general property of cortical networks to contain information about the stimuli in a distributed and time-dynamic manner. Thus, a trained classi er is capable to reliably determine from a short sample of this distributed activity the identity of previously presented stimuli. Fig. 3 due to the Gaussian jitter of spiking times. The drop in performance was computed for three points in time according to the original peaks in performance in Fig.   3 . For cat 1, these peaks were t ∈ {60, 120, 200} ms and for cat 3, t ∈ {40, 120, 230} ms. The performance drops for these three points in time are shown in the three panels, respectively and in the order left to right. SD: standard deviation of jitter. A standard deviation of only a few milliseconds decreased the classi cation performance signi cantly.
Furthermore, the system's memory for the past stimulation is not necessarily erased by the presentation of a new stimulus, but it is instead possible to extract information about multiple stimuli simultaneously. We show that different pieces of information are superimposed to each other and that they allow extraction of nonlinear relations between the stimuli such as the XOR function. Our results indicate that the neuronal code is not only contained in rate responses but that the precise spike-timing relations matter as well and that they carry additional and important information about the stimulus. Furthermore, almost all information extracted by the state-of-the-art nonlinear classiers can be extracted by using simple linear classi cation mechanisms. This is in agreement with the results reported in [5] for IT-cortex. Hence, similarly to our classi ers, cortical neurons should also be able to read out such information from distributed neuronal activity.
These results have important implications for theories of brain function and for understanding the nature of computations performed by natural neuronal circuits. In agreement with the recent criticism [1, 2] , the present results are not compatible with computational models that require a precise frame by frame processing of visual inputs or focus on comparing each frame with an internally generated reconstruction or prediction. These models require a more precise temporal organisation of information about subsequent frames of visual inputs. Instead, our results support the view recently put forward by theoretical studies [4, 8] , in which computations are performed by complex dynamical systems while information about results of these computations is read out by simple linear classi ers. These theoretical systems show memory and information-superposition properties that are similar to those reported here for the cerebral cortex.
