The end-to-end packet delay in mobile ad hoc network depends on many influential variables such as path length from source to destination, average neighbours of intermediate hops, interference from other transmissions and medium access control protocol etc. Hence, accurate prediction of end-to-end packet delay is very difficult but necessary for Quality of Service (QoS) routing in Mobile Ad Hoc Network (MANET) environment. In this article, we have tried to evaluate the applicability and capability of artificial neural network for prediction of end-to-end packet delay in mobile ad hoc network environment. We have used path length and average number of neighbors between source destination pair as input parameters to calculate the delay. In the present study, we developed two models based on Radial Basis Function (RBF) network and Generalized Regression Neural Network (GRNN). Three different data sets consisting of delay, path length and average neighbors are obtained using network simulator for three different routing protocols namely (i) Ad-hoc On-demand Distance Vector (AODV) routing, (ii) Destination Sequenced Distance Vector (DSDV) routing and (iii) Dynamic Source Routing (DSR). According to various performance evaluation criterion, we found that GRNN gives better prediction than RBF network.
Introduction
Multi-hop wireless networks commonly referred to as ad hoc wireless networks do not require a fixed infrastructure because a mobile node can relay packets to another node without using base stations. The nodes are mobile and changing locations regularly. Two nodes within their transmission range can communicate directly and we say a link is up between them. If two nodes are not within each others transmission range, they have to communicate using a number of links involving one or more intermediate nodes. The ordered list of links between a source and destination is called a path. The path length between a source destination pair is the total number of links between that said source destination pair. In order to provide quality delivery to real-time multimedia applications, it is imperative that ad-hoc networks provide quality of service (QoS) support in terms of throughput, delay, delay jitter, reliability, etc. [1, 2] . Delay is an important QoS metric in ad-hoc network routing. The overall end-to-end packet delay consists of two types of latencies: medium access delay and queueing delay [3] . Medium access delay comprises of the latencies for data transmissions and retransmissions. On the other hand, queueing delay is the amount of time that the data packet waits until receives service from the MAC layer interface. The end-to-end packet delay in mobile ad hoc network environment is fundamentally complex because it depends on many influential variables such as path length from source to destination, average neighbours of intermediate hops, interference, medium access control protocol etc. Accurate prediction of end-to-end delay is necessary for QOS routing in Mobile Ad Hoc Network (MANET). It is very difficult to determine and formulate a mathematical method of delay under various network parameters. Until now, many studies are carried out, but a general theory is not achieved because of the complex dependence of delay on the parameters. Ghadimi et. al. [3] proposed an analytical model to predict accurate media access delay by obtaining its distribution function in a single wireless node. They claim to derive an accurate analytical models for the media access delay for IEEE 802.11 ad hoc networks in finite load conditions with and without exposed terminals. Their model extends from analysing the single-hop average packet delay to evaluating the end-to-end packet delay in multi-hop ad hoc networks. They analysed the average packet delay for IEEE 802.11 DCF by using an analytic model under finite load traffic in multi-hop ad hoc networks. Bisnik et. al. [4] studied the performance of wireless ad hoc networks in terms of throughput and packet delay in single and multi hop scenarios. They proposed an analytical model based on G/G/1 queuing networks and used the diffusion approximation in order to evaluate closed form expressions for the average end-to-end delay. However, their work depends on approximated parameters. Tickoo et. al. [5] devised an analytic model to evaluate the queuing delays for the Wireless Access Networks using IEEE 802.11 DCF model. They have used G/G/1 queuing model for each node and have extended their study under consideration of 802.11e standard wherein a number of packets may be transmitted in a burst once the channel is accessed. Although, Tickoo and Sikdar [5] considers unsaturated traffic model. However, they do not address an accurate model for the multi-hop transmissions and do not take into account hidden and exposed nodes problems. Artificial neural network have been recently accepted as an efficient alternative tool for modelling of complex systems and widely used for forecasting. The main purpose of present endeavour is to investigate the applicability and capability of Artificial neural network for prediction of end-to-end delay in mobile ad hoc network. Several studies [6] have shown that neural network models are often superior to traditional linear forecasting models. There are several features of neural networks that make them valuable and attractive for forecasting. Some of the advantages of modelling using artificial neural networks are (i) neural networks are non-parametric data-driven self-adaptive methods and so incorporate few a priori assumptions. (ii) Neural networks are able to learn from examples and respond to subtle functional relationships within the data, even when the underlying relationships are unknown or difficult to describe [7] . (iii) The most important feature of neural networks is that they can generalize. After learning the data presented to them, neural networks can often infer or predict an event or occurrence, even if the sample input data is noisy [7] . (iv) Neural networks can approximate non-linear multivariate functions with high accuracy. (v) Neural networks can be used when only limited data sets are available and when the relationships between causes and effects are vague. For this work, generalized regression neural network and Radial basis function networks are applied to existing experimental data for end-to-end delay in mobile ad hoc network using various routing protocols. The model consisting of the combination of two input variables is constructed to predict end-to-end delay. To access the performances of prediction modules, several criterion such as Root Mean Squared errors, Correlation Coefficient, and Efficiency are used. The results of models are compared with observation data and the best-fit model structure is determined according to criteria. The rest of the paper is organized as follows. We describe our data collection method in section 2. The model development based on artificial neural network is given in section 3. We summarise our work and conclude in section 4. 
Data Collection
For our model development, we have used simulated data using Network Simulator (NS-2) [8] . Each mobile node is moving following Random Way Point (RWP) movement pattern which is generated using Bonn-Motion [9] software. We have generated 50 nodes following RWP movement pattern moving in an area of 1000m X 800m for a period of 1000 s. The maximum speed V max of a node is set to 10m/s. The minimum speed V min of a node is always set to 0.5m/s. The V min was set to a positive value to prohibit decreasing the average speed of the nodes and eventually becoming zero [10] . Every mobile node is using IEEE 802.11 as the with distributed coordination function as MAC layer. The routing protocols are (i) AODV, (ii) DSDV and (iii) DSR. Each node generetes constant bit rate traffic for 1000s with 1 packet/sec per source. The traffic is generated using cbrgen tool, which is a part of ns-2 [8] distribution. The number of sources and destinations were chosen randomly by cbrgen tool. The data packet transmission and reception is simulates using ns-2 [8] simulator. The traces of the transmissions and receptions are stored in new trace format. The end-to-end delay, path length and average number of neighbours for each packet is calculated from those trace files using some AWK scripts. The computed values of delays, path length and average number of neighbours are then used as input to Artificial neural Network model.
ANN Model development
In any prediction model, definition of the input variables is of paramount importance. Because, these variables determine the structure of the Artificial neural network model and influence the weighted coefficient and the results of the model. But the excess use of input variables may have a negative influence on the neural network model because it decreases the processing speed and affects the redundancy contained in the different variables. A model with too many parameters may result in data over-fitting. Such models fit well to sample (or training) data but are of little use for forecasting. For our case, we have used only two variables (i) path length and (ii) The average number of neighbour nodes on that path as our input variables. Out of several influential variables, we have chosen these variables because, they have got a strong correlation with delay. AS the path length increases, the queuing delay at each node sums up to give more delays. The more the average number of nodes on path from source to destination, the more collision will be and hence more retransmission leading to more delay. So, for the present work, we have stick to these two parameters as our input. We have used Matlab computing software for the development of Artificial neural network models. Seventy percent of the total data were used for training and thirty percent of the total data were used for testing. During training, in the beginning, the Root Mean Square Error (RMSE) generally decreased as number of nodes in the hidden layer increased and then RMSE started to increase when the model began to over-fit. To avoid over-fitting, the early stopping criteria is used. Various internal parameters used in Artificial neural network networks are chosen by trial and error method. The parameters are as follows: number of epoch = 1,000, goal = 0.001, momentum coefficient = 0.8.
Results and Discussion
The different performance evaluation criterion used to find the applicability and comparison of various models are correlation coefficient R, Nash-Sutcliffe coefficient (E), Index of agreement IOA, Root Mean Fig. 1 . Actual Vs. predicted delay for network using AODV routing Fig. 2 . Actual Vs. predicted delay for network using DSDV routing Fig. 3 . Actual Vs. predicted delay for network using DSR routing Squared Error RMS E and Mean Absolute Error MAE. The formula to calculate these performance evaluation criterion are given below from equation 1 to 5.
where n=total number of data sets; O i =Observed delay for ith period; P i = Predicted delay for ith period; O=mean of observed delay;P = mean of predicted delay. Correlation coefficient (R) is the measure of how well the variation in the output is explained by the targets. (R) value equal to one implies a perfect fit between the outputs and the targets. If
• |R| ≥ 0.8, then that is an indication of strong correlation between the two sets of variables.
• 0.2 < |R| < 0.8: Correlation exists between the two sets of variables; and
• |R| ≤ 0.2: Weak correlation exists between the two sets of variables.
Nash-Sutcliffe coefficient (E) represents the initial uncertainty explained by the model. Its value varies between -1 and +1. The closer the value to 1, the better is the model performance. Index of agreement (IOA) is an adaptation of the NashSutcliffe coefficient. The alteration to the denominator seeks to penalize differences in the mean predicted and mean observed values. Due to the squaring of the error terms in all three measures, they are considered overly sensitive to outliers in the data set. The Root Mean Squared Error (RMS E) is the most popular measure of error and has the advantage that large errors receive much greater attention than small errors. (RMS E) can give a quantitative indication of the model error in terms of a dimensioned quantity. It indicates the discrepancies between the observed and predicted values. A (RMS E) value close to zero indicates better performance of the model. In case of Mean Absolute Error (MAE), the absolute value of the error terms are considered rather than square of the terms. The statistical parameters of the input data is shown in Table 1 . The actual delay and the predicted delay for ad hoc network using AODV routing protocol is shown in 1. As can be seen from Fig. 1 that both the neural network models predicted values are very close to the real one. The actual delay and the predicted delay for ad hoc network using DSDV routing protocol is shown in Fig. 2 . As can be seen from Fig. 2 that GRNN models predicted values are very close to the real one but RBF network does not give very good results. The actual delay and the predicted delay for ad hoc network using DSR routing protocol is shown in Fig. 3 . As can be seen from Fig. 3 that non of the models are giving very good results. The values of performance evaluation criterion for both GRNN and RBF models are shown in Table 2 and 3. As can be seen from Table 2 and Table 3 , the performance of RBF model is better than GRNN model for end-to-end packet delay in ad hoc network for all routing protocol. The values of correlation coefficient R, Efficiency E, IOA, RMSE and MAE are better for RBF model than GRNN model for delay incurring while using AODV routing protocol. But for all other cases, the GRNN model is better compared to the RBF network. The correlation coefficient R for all other cases except AODV are less than 0.2 to signify that the correlation between the actual and predicted data set is in fact very low. Even the efficiency, of RBF network for all other cases except AODV are very low. In fact, RBF network does not fit to the end-to-end packet delay of network using DSDV and DSR routing protocols. Although, The GRNN model performed beter for DSDV and DSR routing protocols but the correction between the observed and actual data is in the range of 0.6 only.
Conclusion
In this article, we have tried to find the applicability of neural network to model the end-to-end delay experienced by data packets in mobile ad-hoc network environment. For our modeling purpose, we have used two network namely GRNN and RBF and found that GRNN seems to a better model for delay data. RBF networks were giving good results for delay in network using AODV routing protocol. For our delay prediction, we have path length and average number of neighbours from source to destination. Path length and average number of neighbors are known whenever a route to destination is calculated. Hence, we can derive the approximate value for the packet delay based on those path length and average number of neighbour nodes. This calculated delay can be used to find a delay guaranteed routing in ad-hoc network in which is our obvious next endeavour.
