Recent papers show that imaging with the retrieved Green's function constructed by the Marchenko equations, called Marchenko imaging, reduces the artifacts from internal and free-surface multiples compared to standard imaging techniques. Even though the artifacts are reduced, they can still be present in the image, depending on the imaging condition used. We show that when imaging with the up-and downgoing Green's functions, the Multidimensional Deconvolution (MDD) imaging condition yields better images compared to correlation. Better in this case means improved resolution, fewer artifacts and a closer match with the true reflection coefficient of the model. The MDD imaging condition only uses the primaries to construct the image, while the multiples are implicitly subtracted in th imaging step. Consequently, combining the first arrival of the down-going Green's function with the complete up-going Green's function produces superior (or at least equivalent) images than using the one-way Green's functions. We also show that standard imaging algorithms which use the redatumed reflection response, constructed from the retrieved Green's functions, produce images with reduced artifacts from multiples compared to standard imaging with surface reflection data. All imaging methods that rely on the Marchenko equations require the same inputs as standard imaging techniques: the reflection response at the surface and a smooth version of the velocity.
INTRODUCTION
The Marchenko equations can be used to retrieve the up-and down-going Green's function between an arbitrary virtual receiver in the subsurface and a source on the surface. However these equations do not prescribe how to use the Green's function in imaging. The purpose of this abstract is to explain and compare different strategies for imaging with these up-and down-going Green's functions. Imaging with these Green's functions is called Marchenko imaging. Standard imaging techniques assume single scattering, and therefore misposition multiplereflection events in the image. However, imaging with the Marchenko-retrieved Green's functions significantly reduces (if not eliminates) the artifacts associated with multiple reflections ; Slob et al. (2014) ; Wapenaar et al. (2014) ; Singh et al. (2015) and Singh et al. (2016) ). There are many types of imaging conditions that can be used to image the subsurface with the Marchenko Green's functions; they are, however, mostly restricted to imaging with Green's functions that include only primaries and internal multiples and they have never been systematically compared for imaging artifacts.
In this paper, we investigate different imaging conditions for the Green's functions that include primaries, internal multiples, and also free-surface multiples. In addition to correlation and deconvolution imaging algorithms using the up-and down-going Green's function G ± , we also image the subsurface with the first arrival of the down-going Green's function G + f and the up-going Green's function G − . Bakulin and Calvert (2006) and Mehta et al. (2007) show that muting the wavefield recording at the virtual source location, so that it is limited to its first arrival, improves the virtual source method. This muting suppresses spurious events in the virtual source gather. We use the same concept of muting the first arrival of G + to further reduce the imaging artifacts from multiples in the Marchenko image. For simplicity, we separate our investigation on Marchenko imaging strategies into 1D and 2D. The conclusions of our 1D analysis is applicable to the 2D scenario. In our 2D investigation we compare imaging with a standard imaging technique, reverse time migration, and Marchenko imaging.
1D STRATEGIES FOR IMAGING
In this section we restrict our imaging and theory to 1D. The ideas, conclusions, and analysis are, however applicable, for the most part, to multidimensions . The imaging conditions analyzed in this section are 1) correlation and 2) deconvolution. We also compare the application of these imaging conditions to either the up-going Green's function G − and down-going Green's function G + or to the up-going Green's function G − and first arrival of the down-going Green's function G + f .
For our 1D models, we denote the depth as z i , where the subscript i = 0, 1, 2, ... corresponds to the depth in 1D; for instance z 0 is the acquisition surface. Superscript (+) refers to downgoing waves and (−) to up-going waves at the depth z. Any variable with a subscript 0 that is not the coordinate field z, (e.g., R 0 ) indicates that no free surface is present.
We use a two layer 1D model that has variable density (2 g/cm 3 and 4.5 g/cm 3 in the first and second layers at a depth of 1.5 km and 2.2 km, respectively) and constant velocity (3 km/s), to image the subsurface using the Marchenko retrieved Green's functions. Although we are using a constant velocity model, the Marchenko equations and the corresponding imaging is not limited to a constant velocity. We compute the image at 5 m intervals in the 1D model. Each image point corresponds to a virtual receiver location of the Green's function. We compute G + and G − at each virtual receiver location in the subsurface for sources on the surface. The governing equation for imaging with up-and down-going wavefields in 1D is
where z i is an arbitrary depth level and R 0 is the reflection response of the medium below z i (Claerbout, 1985; Wapenaar et al., 2008; Amundsen, 2001) . In this expression R 0 (z i , z i ,t) is the reflection response for sources and receivers at z i , with the medium above z i being homogeneous. The image of the subsurface is R 0 (z i , z i ,t = 0), the reflection response R 0 at zero time. Intuitively, for a source and a receiver coincident at an interface z i , the zero time response R 0 (z i , z i ,t = 0) at that location is the contribution to the image corresponding to the interface. Similarly, in the absence of an interface at z i , the contribution of R 0 (z i , z i ,t = 0) at zero time is zero.
We begin with correlation imaging. The contribution at the zero-lag correlation of two 1D signals is due to kinematically similar events in the signals. For this reason standard imaging techniques, for example Reverse Time Migration (RTM), generally use the correlation at zero lag as the contribution to the image (Baysal et al., 1983; McMechan, 1989; Whitmore, 1983) . However, unlike the Marchenko wavefields, the fields used in conventional RTM assumes the Born approximation and therefore RTM has artifacts in the presence of multiples (Glogovsky et al., 2002; O'Brien and Gray, 1996) . In the time domain, the zero-lag correlation-imaging condition in 1D for the retrieved up-and down-going Green's function is
This equation means that the correlation image is the time integral of the up-and down-going Green's functions. We apply the correlation imaging condition at each virtual receiver location for the associated G + and G − ; the corresponding image is shown in Figure 1a .
In the frequency domain, the reflection response
, where * represents the complex conjugate and ε is a regularization parameter to avoid division by zero (Clayton and Wiggins, 1976) . The deconvolution imaging condition is R 0 at zero time at the location of the Green's function virtual receiver z i . Using equation 1, we apply the deconvolutionimaging condition to the G + and G − for the 1D model. The corresponding image is shown in Figure 2a .
For the 1D model the reflection coefficient of the first layer at 1.5 km is 0.33 while the second interface at 2.2 km is 0.38. Comparing the parameters for the actual model to the correlation and deconvolution images in Figure 2 shows that: 1) the deconvolution image obtains the correct reflection coefficients at the two interfaces but the correlation image does not 2) the two interfaces are correctly positioned at 1.5 km and 2.2 km, respectively; 3) as we exactly solve for R 0 in 1D by deconvolution, there are no false interfaces in Figure 2a due to kinematically similar events in G + and G − at 0.7 km compared to the correlation image in Figure 1a 4 ) the relative amplitudes of the interfaces in the correlation image are incorrect.
The presence of the false interface at 0.7 km is due to a free surface multiple in G + interacting with the up-going reflection from the second layer in G − at approximately 0.7 km. At this depth, G + and G − have kinematically similar events and hence an incorrect contribution to the correlation image. There is a weak artifact in the deconvolution image at 0.7 km (see Figure  2a) ; however these relatively negligible events, compared to the events at the interface, are due to numerical errors in the deconvolution and the finite recording time of the reflection response at the surface.
We also propose using the first arrival of G + (defined as G + f ) and G − for imaging the subsurface. A smooth version of the velocity model can be used, in general, to mute G + to get its first arrival, G + f . We follow the correlation and deconvolution imaging procedures for imaging with G + f and G − . Figures 1b  and 2b shows the corresponding correlation image and deconvolution image, respectively. Note that the correlation image, Figure 1b , has no false interfaces around 0.7 km compared to Figure 1a , because G + f does not include any multiples. (The free-surface multiple no longer exist in G + f and therefore does no contribute to a false interface.) However, the amplitudes of the reflectors for the correlation image still do not match the true reflectivity even though the image do not include false interfaces. The deconvolution image, Figure 2b , matches the true reflectivity of the model (solid black line), despite windowing G + with G + f . We do not get the artifacts at 0.7 km in Figure 2b compared to Figure 2a (deconvolution image with G + and G − ). Therefore imaging with G + f and G − removes the false interface at 0.7 km and gives the correct reflectivity of the subsurface. However, we do not reconstruct the correct redatumed response R 0 (z, z,t). Since G + f excludes the multiples in G + and we form the image by zero-time correlation, the multiples in G − arrive too late to contribute to this correla- tion, hence the image is formed from the first-order Born terms only. We already know that all the multiples are subtracted in the inversion to obtain the image (Snieder, 1990a,b) , therefore it should come as no surprise that we produce similar images when using G + f and G − or the complete G + and G − .
2D STRATEGIES FOR IMAGING
The equations that govern imaging with the retrieved Green's functions in multidimensions are similar to the imaging equations in 1D, except in 2D they have an additional horizontal space variable. The mathematics of Marchenko imaging using the correlation and MDD imaging condition are covered in detail by Wapenaar et al. (2014) , for this reason we show the resulting Marchenko images from these imaging conditions. Note that our 1D analysis can be extended to multidimensions, so we will not repeat the imaging analysis in the previous section (where the 1D imaging section rigorously analyzed Marchenko imaging with different imaging conditions) but instead, we compare Marchenko imaging with conventional RTM. We utilize the velocity and density models in Figures 3a and 3b , respectively, to compute the reflection response R at the surface. The reflection response R includes primaries, internal and free-surface multiples. We use the reflection response at the surface as inputs for all imaging examples in this section. Our goal is to image a target area in the subsurface, which is enclosed by the box in Figure 3a .
We show the image we obtain from RTM in Figure 4a . We construct the RTM image by evaluating the correlation of the back propagated reflection response and forward propagated source function in the smooth velocity model at zero time and zero-offset. We call this the RTM correlation imaging condition; which is different from the correlation imaging condition previously mentioned that uses G + and G − . The RTM image in Figure 4a is a zoomed-in version of the entire image at the target area. The free-surface multiples generated by the syncline above the target area, as well as internal multiples, contaminate the image in Figure 4a .
We now investigate Marchenko imaging of the target area in Figure 3a with the following imaging conditions: 1) correlation, and 2) multidimensional deconvolution. We compare the images generated by these imaging conditions constructed with either G + and G − or with G + f and G − . Note that the associated Marchenko images are constructed from the same inputs as RTM, i.e. the reflection response at the surface and a smooth version of the velocity model. The correlation image using the retrieved Green's functions are shown in Figure  4b . This figure is obtained by computing the Green's function G ± (x 0 , x i ,t) at the surface for virtual receivers, at intervals of 4 m, in the target area; the image is the superposition of the correlation imaging condition at each Green's function virtual receiver location. In the Marchenko image in Figure 4b the reflectors are clearly discernible and match the interfaces in the target area in Figure 3a . In the imaging box the artifacts from the free-surface and internal multiples are no longer visible compared to the RTM image in Figure 4a .
Solving equation 1 for R 0 in 1D requires deconvolution. However, in higher dimension, we solve for R 0 by MDD . The MDD imaging condition is R 0 (x i , x i ,t = 0) (the reflection response R 0 at zero-offset and at time = zero seconds). To construct the image, we compute R 0 (x i , x i ,t = 0) at every sampled point in the image. The Marchenko images constructed with correlation and MDD yield similar results; however, as a more instructive approach to compare these images, we show a trace at x 1 = (−40) m below 1 km for each of the corresponding images (see Figure 5a ). The traces in Figure 5a show that 1) MDD matches the true reflectivity better than the correlation imaging conditions, 2) the events in the traces (MDD and correlation) correspond to the interfaces in the actual model at the right locations. The true reflectivity trace in Figure 5a is constructed by computing the reflection coefficients at zero offset at x 1 = (−40) m below 1 km, then convolving this trace with the Ricker wavelet used in finite difference modeling of the reflection response at the surface.
We use the G + and G − at virtual receivers x i = (−2 to 2, 1) km to compute the redatumed reflection response R 0 by MDD and we use this response to image the subsurface using standard imaging algorithms. We perform RTM using the redatumed response R 0 (x i , x i ,t) at x i = (−2 to 2, 1) km to image the target area (see Figure 4c ). The RTM correlation imaging condition is used to construct the redatumed RTM in Figure 4c and the RTM with surface recordings in Figure 4a . In Figure 4c the artifacts are drastically reduced compared to the RTM image in Figure 4a . Specifically, the multiples from the syncline structure are not present in the image in Figure 4c using the redatumed response compared to the RTM in Figure 4a . This reduction in artifacts is a result of the fact that the redatumed reflection response R 0 only includes the reflections below 1 km. The redatumed reflection response still, however includes internal multiples from the interfaces below the redatuming depth. Therefore, the redatumed RTM image does in fact have artifacts from such internal multiples, for instance at z=1.68 km in Figure 4c , but they are significantly weaker than the reflections caused by the overburden, i.e. the syncline reflections (see Figure 4a ).
We performed correlation and MDD imaging condition using G + f and G − ; the images are the same as the images constructed with G + and G − using the same imaging conditions for our 2D examples. Figure 5b shows a comparison between the true reflectivity, a trace from the MDD imaging with G + and G − , and MDD imaging with G + f and G − . As expected from the 1D imaging section, imaging with G + and G − or imaging with G + f and G − gives similar contributions at the interfaces. However, similar to the 1D imaging section, using G + f and G − does not give the correct redatumed response, and hence cannot be used to create an image below the redatuming depth.
DISCUSSION
The multidimensional deconvolution imaging condition applied to G + and G − yields a good match with the true reflectivity and minimizes false interfaces as MDD is the theoretically accurate way to solve for the image compared to the other methods in this paper. Note that G + and G − must either have all the multiples included or both G + and G − must be truncated in such a way that they (G + and G − ) include the same order of multiples to have the multiples removed in the imaging step. (Failure to include the same order of multiples in G + and G − creates false interfaces in the imaging step.) However in practice, it is not feasible to know if we have the same order of multiples in G + and G − . For this reason, it is more advantageous to use the first arrival of G + f and G − as we do not need to match the order of multiples in the up-and down-going fields while still matching the true reflectivity and avoiding false interfaces.
CONCLUSION
Even though Marchenko imaging reduces the artifacts caused by multiples compared to standard imaging algorithms, these artifacts are still present. Theoretically, the correct procedure to image with the retrieved Green's functions is MDD and therefore best matches the correct image of the subsurface compared to other Marchenko imaging conditions. However, instead of using G + and G − , Marchenko imaging with the first arrival of the down-going Green's function G + f and the associated up-going Green's function G − , removes these artifacts corresponding to false interfaces. Despite the fact that G + f does not contain the reflection events, the resulting MDD image better matches the true reflectivity of the model compared to standard imaging or Marchenko imaging with correlation or deconvolution. Note that since only the primaries contribute to the construction of the image while the multiples are implicitly removed in the inversion process to produce the image, it suffices to only use G + f and G − compared to G + and G − in the imaging. Importantly, the inputs for Marchenko imaging are exactly the same as most standard imaging techniques; a smooth version of the velocity and the reflection response at the surface. Unlike standard imaging techniques, in Marchenko imaging, we do not need to remove the freesurface or internal multiples from the reflection response, as the Marchenko equations in this paper properly handle these multiples.
