In the present paper, we introduce a new class of sequences called N BV S to generalize GBV S, essentially extending monotonicity from "one sided" to "two sided", while some important classical results keep true. where ∆c n = c n − c n+1 , and K(C) denotes a constant only depending on C. By the definition of RBV S, it clearly yields that if C ∈ RBV S, then for any n ≥ m, it holds that c n ≤ K(C)c m .
§1. Introduction
It is well known that there are a great number of interesting results in Fourier analysis established by assuming monotonicity of coefficients, and many of them have been generalized by loosing the condition to quasi-monotonicity, O-regularly varying quasi-monotonicity, etc.. Generally speaking, it has become an important topic how to generalize monotonicity.
Recently, Leindler [5] defined a new class of sequences named as sequences of rest bounded variation and briefly denoted by RBV S, keeping some good properties of decreasing sequences. A null sequences C := {c n } is of rest bounded variation, or C ∈ RBV S, if c n → 0 and for any m ∈ N it holds that ∞ n=m |∆c n | ≤ K(C)c m , where ∆c n = c n − c n+1 , and K(C) denotes a constant only depending on C. By the definition of RBV S, it clearly yields that if C ∈ RBV S, then for any n ≥ m, it holds that c n ≤ K(C)c m .
Denote by MS the monotone decreasing sequence and CQMS the classic quasimonotone decreasing sequences 1 , then it is obvious that MS ⊂ RBV S ∩ CQMS.
Leindler [6] proved that the class CQMS and RBV S are not comparable. Very recently, Le and Zhou [3] suggested the following new class of sequences to include both RBV S and CQMS: Le and Zhou [3] proved that
RBV S ∪ CQMS ⊂ GBV S.
If {c n } is a nonnegative sequence tending to zero for a special case N 0 = 1, then GBV S can be restated as Definition 1 ′ . Let C := {c n } be a nonnegative sequence tending to zero, if
holds for all m = 1, 2, · · · , then we say C ∈ GBV S.
For convenience, it will refer to GBV S in Definition 1 ′ (or GBV S in Definition 1
for N 0 = 1) when we mention GBV S in the present paper later.
After some interesting investigations, Zhou and Le [12] comes to reach a conclusion by saying that "In any sense, monotonicity and 'rest bounbded variation' condition are all 'one sided' monotonicity condition, that is, a positive sequence b = {b n } under 1 C = {c n } ∈ CQM S means that there is an α ≥ 0 such that c n /n α is decreasing.
any of these conditions satisfies b n ≤ Cb k for n ≥ k : b n can be controlled by one factor b k . But for {b n } ∈ GBV S, one can calculate, for k ≤ n ≤ 2k,
and this can be actually regarded as a 'two sided' monotonicity: b n is controlled not only by b k but also by b 2k+1 . Therefore, the essential point of GBV condition is to extend monotonicity from 'one sided' to 'two sided'." However, by the definition of GBV S, we finally realize to deduce that
means that GBV condition is still a "one sided" condition in some local sense. Therefore the object of the present paper is to suggest a new class of sequence named as NBV S to include GBV S (for the special case N 0 = 1) essentially extending monotonicity from "one sided" to "two sided", while some important classical results keep true. §2. Main Results Definition 2. Let C := {c n } be a sequence satisfying c n ∈ M(θ 0 ) := {z :
holds for all m = 1, 2, · · · , then we say C ∈ NBV S.
The following result implies that NBV S is an essential generalization of GBV S.
C ∈ NBV S, but the converse is not true, that is, there exists a null sequence C such that C ∈ NBV S, but C ∈ GBV S.
Next we will prove that some important classical results still keep true by applying this new condition.
Let C 2π be the space of all complex valued continuous functions f (x) of period 2π
with the norm
Given a trigonometric series
at any point x where the series converges, and denote its nth partial sum S n (f, x) by
Theorem 2. Let C := {c n } ∞ n=0 be a complex sequence satisfying
, and C ∈ NBV S, then the necessary and sufficient conditions for f ∈ C 2π and lim
and
As an application of Theorem 2, we have Theorem 3 can be derived by applying Theorem 2 by using exactly the same technique as [3] did, we omit the details. We remark that Theorem 3 is first established for decreasing real sequences {b n } by Chaundy and Jolliffe [2] , for {b n } ∈ CQMS by Nurcombe [7] , for {b n } ∈ RBV S by Leindler [5] , and for general {c n } ∈ GBV S by Le and Zhou [3] .
Denote by E n (f ) the best approximation of f by trigonometric polynomials of degree n. Then Theorem 4 Let {c n } ∞ n=0 ∈ NBV S and {c n + c −n } ∞ n=0 ∈ NBV S, and
Then f ∈ C 2π if and only if
Theorem 4 was established by Zhou and Le [11] for GBV S, readers can find further related information in [11] .
The following theorem is an interesting application to a hard problem in classical Fourier analysis.
The original form of Corollary 1 for GBV S could be found in [11] .
Let L 2π be the space of all complex valued integrable functions f (x) of period 2π
Denote the Fourier series of f ∈ L 2π by
complex valued function. If the Fourier co-
efficients of f satisfying that both {f(n)} +∞ n=0 ∈ NBV S and {f(−n)} +∞ n=0 ∈ NBV S, then
As a special case, we have
Let E n (f ) L be the best approximation of a complex valued function f ∈ L 2π by trigonometric polynomials of degree n in the integral metric, that is,
We establish the following L 1 −approximation theorem.
be a complex valued function, {ψ n } be a decreasing sequence tending to zero with that
Theorem 5 and Theorem 6 were established for O-regularly varying quasi-monotone sequences by Xie and Zhou [10] , and for GBV S by Le and Zhou [4] . §3. Proof of Results §3.1. Proof of Theorem 1 Let C := {c n }. By the definition of GBV S and NBV S, it is obvious that C ∈ GBV S implies C ∈ NBV S.
Therefore, C ∈ NBV S. On the other hand, Let m = 2 2n+1 , we have
In other words, there is no constant K(C) such that
holds for all m ≥ 1. Therefore, C ∈ GBV S. §3.2. Proof of Theorem 2 Lemma 1 (Xie and Zhou [9] ). Let C := {c n } ∞ n=0 be a complex sequence satisfying 
Proof. A standard calculation yields that
By the definition of NBV S, for n ≤ k ≤ 2n, it holds that
Thus
Rec k .
By Lemma 1 with all the above estimates, we get lim n→∞ nc 2n = 0. A similar discussion also yields lim n→∞ nc 2n+1 = 0. Lemma 2 is proved.
Proof of Theorem 2. We will follow the line of proof in [3] , only some necessary modifications will be mentioned.
Necessity. Applying Lemma 1 and Lemma 2, we immediately have (1) and (2).
Sufficiency. It is not difficult to see that, under the conditions (1) and (2), {S n (f, x)} is a Cauchy sequence for each x, consequently it converges at each x. Now we need only to show that
= 0 in this case. In view of (1) and (2), for any given ε > 0, there is a n 0 such that for all n ≥ n 0 , it holds that
Let n ≥ n 0 , set
By (4), we get
For x = 0 and x = π, we have I 2 (x) = 0. Therefore, we may restrict x ∈ (0, π). Take
From (5) with N = [1/x], it follows that
. By Abel's transformation, we have
2 When N ≤ n, the same argument as in estimating J 2 can be applied to deal with I 2 (x) = ∞ k=n c k sin kx directly.
Since C ∈ NBV S, we calculate that
Combining (6) and (7) yields that |J 2 (x)| ≤ K(C)ε, and altogether it follows that
Lemma 3. Let {c n } ∞ n=0 ∈ NBV S, {c n + c −n } ∞ n=0 ∈ NBV S, and
Suppose f ∈ C 2π , then
Proof. Let t * n (x) be the trigonometric polynomials of best approximation of degree n, then from the obvious equality
For any N 2 ≤ j ≤ N, it follows from the definition of NBV S that
Hence by (8), we get
Therefore, we already have
or in other words,
Analogue to (8), we can also achieve that
Then the condition {c n + c −n } ∈ NBV S, in a similar argument as (9), leads to
Lemma 3 is completed.
Proof. The case x = 0 and x = π are trivial. When 0 < x ≤ π/n, by the inequality | sin x| ≤ x, we have c n+k sin kx =:
It is clear that
By Abel's transformation, we get Note that {c n } ∞ n=0 ∈ NBV S. If n is an odd number, then
if n is an even number, then
Then, by setting n * =:
, n is odd,
, n is even,
Therefore, with all the above estimates, we deduce that
Combining (12) with (10) and (11), we finally have Applying the above known estimates, by noting that both {c n } ∞ n=0 ∈ NBV S and {c n + c −n } ∞ n=0 ∈ NBV S, we get
Lemma 5 is proved.
holds uniformly for any x ∈ [0, π] and any m ≥ 1.
Since for x = 0 and x = π, J(x) = 0, then we may restrict x within (0, π) without loss of generality. Take N = [1/x] and set
By Abel's transformation, similar to the proof of Lemma 5,
The treatment of
clearly holds, while by Lemma 4, we see that
Sufficiency. It can be deduced from Theorem 2.
Now, assume that f ∈ C 2π , by Lemma 3 and Lemma 4, we see that
On the other hand, rewrite f (x) as
Applying Lemma 5 yields that
By noting that c k −c −k = 2c k −(c k +c −k ) and both {c n } ∞ n=0 ∈ NBV S and {c n + c −n } ∞ n=0 ∈ NBV S, we have
then by the definition of NBV S, we get
and hence
Meanwhile, for k 0 ≥ 4n + 1,
where the last inequality follows from k 0 ≥ 4n + 1 and the following calculation:
By the same technique, for the factor appearing in (13), we also have
Altogether, we see that
holds in any case. With condition that {c k + c −k } ∈ NBV S, by a similar argument we can easily get
Combining all the above estimates, we have completed the proof of Theorem 4.
§3.4. Proof of Theorem 5 and Theorem 6
From the definition of NBV S, it can be easily deduced that
Lemma 9 (Xie and Zhou [10] ). Write
Proof of Theorem 5. Denote
then obviously,
Write
For k = n, n + 1, · · · , 2n, we have (see [10] , for example)
By (15) and (16) − f (n)E n (x) +f (−n)E n (−x) .
Thus, (17) and Lemma 8 yield that Hence, 
Now we come to prove that (19) implies (18). By Lemma 9, we derive that
In the same way, we have Theorem 5 is completed.
The proof of Theorem 6 can be proceeded exactly in the same way as that of Theorem 5 to achieve the required rate. We omit it here.
