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On the solvability of confluent Heun equation and associated orthogonal polynomials
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Abstract: The present paper analyze the constraints on the confluent Heun type-equation, (a3,1r
2+
a3,2r)y
′′ +(a2,0r
2 +a2,1r+a2,2)y
′ −(τ1,0r+ τ1,1)y = 0, where ∣a3,1∣
2 + ∣a3,2∣
2 ≠ 0, and ai,j , i = 3,2,1, j =
0,1,2 are real parameters, to admit polynomial solutions. The necessary and sufficient conditions
for the existence of these polynomials are given. A three-term recurrence relation is provided to
generate the polynomial solutions explicitly. We, then, prove that these polynomial solutions are
a source of finite sequences of orthogonal polynomials. Several properties, such as the recurrence
relation, Christoffel-Darboux formulas and the moments of the weight function, are discussed. We
also show a factorization property of these orthogonal polynomials that allow for the construction
of other sequences of orthogonal polynomials. For illustration, we examines the quasi- exactly
solvability of the (p, q)-hyperbolic potential V (r) = −V0 sinh
p(r)/ coshq(r), V0 > 0, p ≥ 0, q > p. The
associated orthogonal polynomials generated by the solutions of the Schro¨dinger equation with the
(4,6)-hyperbolic potential are constructed.
PACS numbers: 33C05, 33C47, 47E05, 34B60, 33C15, 34A05 , 34B30, 81Q05
Keywords: Confluent Heun equation, polynomial solutions, finite sequences of orthogonal polynomials,
Christoffel-Darboux formula, hyperbolic potentials.
I. INTRODUCTION
The second-order differential equation
(a3,1r2 + a3,2r) d
2y
dr2
+ (a2,0r2 + a2,1r + a2,2) dy
dr
− (τ1,0r + τ1,1)y = 0, a23,1 + a23,2 ≠ 0, a22,0 + τ21,0 ≠ 0, (1)
with parameters ai,j ∈ R, i = 3,2,1, j = 0,1,2 has two regular singular points r = 0 and r = −a3,2/a3,1 with exponents
{0,1− a2,2/a3,2} and {0,1−a2,1/a3,1 +a2,2/a3,2 +a2,0a3,2/a23,1}, respectively, in addition to an irregular singular point
at infinity unless a2,2 = τ1,1 = 0.
Although equation (1) generalized the standard confluent Heun equation [1], we shall keep the same name ‘the
confluent Heun equation’ for (1) as well. The name confluent driven from the coalescence process of singularities of
the general Heun equation [1–3].
Over the past few decades, the confluent Heun equation appeared intensively in mathematical physics applications.
Including but not limited to, in studying the spherical Coulomb functions, the spheroidal wave functions, the Mathieu
equation and confinement potentials in quantum mechanics. Most recently, it also found some interesting applications
in General Relativity and Astrophysics [4–10].
The purpose of this article is twofold. First, we analyze the necessary and sufficient conditions under which the
differential equation (1) admit the polynomial solutions yn(r) = ∑nk=0 Ckrk, n = 0,1,2, . . . , Where we set up a scheme
for constructing the polynomial coefficients Ck explicitly. Second, we establish a correspondence between each solution
yn(r) and a finite sequence of orthogonal polynomials {Pk(τ1,1)}nk=0. We discuss some properties of these orthogonal
polynomials such as the recurrence relation, factorization, Christoffel-Darboux formulas, and the moments of the
weight function.
As an illustration of these polynomials, we explore the quasi- exact solutions of the one-dimensional Schro¨dinger
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2equation with a hyperbolic potential [15]
− h̵
2
2m
d2
dx2
ψn(x) − V0 sinh
p(x/d)
coshq(x/d)ψn(x) = Eψn(x), −∞ < x < ∞, (2)
with special attention to the case of p = 4 and q = 6. We show under certain transformations, this equation reduces
to a confluent Heun equation of type (1). We discuss the associated sequence of orthogonal polynomials {Pk}nk=0
generated by the solution ψn, n ≥ 1 and investigate some of their properties.
The article organized as follows. In Section II, we gave the necessary and sufficient conditions for the polynomial
solvability constraints of equation (1) with a general procedure for formulating the polynomial solution explicitly. In
Section III, we establish a correspondence between that the solution yn and a set of orthogonal polynomials {Pk}nk=0.
In that section, we also derive the recurrence relation, the Christoffel-Darboux formula and prove the factorization
property of these polynomials. The weight functions and some explicit expressions calculating the moments of the
weight functions also discussed. In Section IV, we discuss the quasi- exact solvable quantum model, given by a
hyperbolic potential and explicitly construction the finite sequences of orthogonal polynomials associated with the
wavefunction solutions.
II. POLYNOMIAL SOLVABILITY CONSTRAINTS
The n-th derivatives of equation (1) yields
(a3,1r2 + a3,2r)y(n+2) + (a2,0r2 + [a2,1 + 2na3,1]r + na3,2 + a2,2)y(n+1)
+ ((2na2,0 − τ1,0)r + n(n − 1)a3,1 + na2,1 − τ1,1)y(n) + (n(n − 1)a2,0 − nτ1,0) y(n−1) = 0, n = 0,1, . . . . (3)
Thus, the necessary condition for the n-degree polynomial solution is τ1,0 = na2,0, n = 0,1, . . . while the sufficient
condition follow using the recurrence relation
(k + 1) (ka3,2 + a2,2)Ck+1 + (k(k − 1)a3,1 + ka2,1 − τ1,1))Ck + ((k − 1)a2,0 − τ1,0))Ck−1 = 0, C−1 = 0, C0 = 1, (4)
according to the following simple procedure.
For the zero-degree polynomial solution y0(r) = 1: the necessary and sufficient conditions, respectively, reads
τ1,0 = 0, τ1,1 = 0. (5)
For the first-degree polynomial solution
y1(r) = 1 + τ1,1
a2,2
r, (6)
the necessary and sufficient conditions, respectively, reads
τ1,0 = a2,0, ∣ −τ1,1 a2,2−a2,0 a2,1 − τ1,1 ∣ = 0. (7)
For the second-order polynomial solution
y2(r) = 1 + τ1,1
a2,2
r + 2a2,0a2,2 − a2,1τ1,1 + τ
2
1,1
2a2,2(a2,2 + a3,2) r2, (8)
the necessary and sufficient conditions, respectively, reads
τ1,0 = 2a2,0,
RRRRRRRRRRRRR
−τ1,1 a2,2 0
−2a2,0 a2,1 − τ1,1 2a3,2 + 2a2,2
0 −a2,0 2a3,1 + 2a2,1 − τ1,1
RRRRRRRRRRRRR
= 0. (9)
For the third-order polynomial solution
y3(r) = 1 + τ1,1
a2,2
r + 3a2,0a2,2 − a2,1τ1,1 + τ
2
1,1
2a2,2(a2,2 + a3,2) r2
+ −6a2,0a2,2(a2,1 + a3,1) + a2,0(7a2,2 + 4a3,2)τ1,1 + (a2,1 − τ1,1)(2(a2,1 + a3,1) − τ1,1)τ1,1
6a2,2(a2,2 + a3,2)(a2,2 + 2a3,2) r3, (10)
3the necessary and sufficient conditions, respectively, reads
τ1,0 = 3a2,0,
RRRRRRRRRRRRRRRRR
−τ1,1 a2,2 0 0
−3a2,0 a2,1 − τ1,1 2a3,2 + 2a2,2 0
0 −2a2,0 2a3,1 + 2a2,1 − τ1,1 6a3,2 + 3a2,2
0 0 −a2,0 6a3,1 + 3a2,1 − τ1,1
RRRRRRRRRRRRRRRRR
= 0. (11)
In general, for an n-degree polynomial solution of the confluent Heun equation, we have the following theorem.
Theorem II.1. The necessary and sufficient conditions for an n-degree polynomial solution of equation (1), respec-
tively, are
τ1,0 = na2,0, n = 0,1, . . . , (12)
and the vanishes of the (n + 1) × (n + 1) determinant
RRRRRRRRRRRRRRRRRRRRRRRRRR
−τ1,1 a2,2 0 0 . . . 0 0
−τ1,0 a2,1 − τ1,1 2a3,2 + 2a2,2 0 . . . 0 0
0 a2,0 − τ1,0 2a3,1 + 2a2,1 − τ1,1 6a3,2 + 3a2,2 . . . 0 0
0 0 2a2,0 − τ1,0 6a3,1 + 3a2,1 − τ1,1 . . . 0 0
⋮ ⋮ ⋮ ⋱ ⋱ ⋮ ⋮
0 0 0 0 ⋱ (n − 1)a2,0 − τ1,0 n(n − 1)a3,1 + na2,1 − τ1,1
RRRRRRRRRRRRRRRRRRRRRRRRRR
= 0. (13)
Theorem II.1 generalized the two conditions on the standard confluent Heun equation to allow for the n-degree
polynomial solutions [9, 10].
Remark II.1: If a3,2 = a2,2 = 0, the differential equation (1) reduces to
a3,1r
2 d
2y
dr2
+ r (a2,0r + a2,1)dy
dr
− (τ1,0r + τ1,1)y = 0, (14)
that have the n-degree polynomial solutions expressed in terms of the confluent hypergeometric function as
yn;k(r) = rk1F1 (k − n; 2k + a2,1
a3,1
;−a2,0
a3,1
r) , k = 0,1, . . . n, (15)
provided that: τ1,0 = na2,0 and τ1,1 = k(k − 1)a3,1 + k a2,1, k = 0,1,2, . . . , n, n = 0,1,2, . . . .
III. FINITE SEQUENCES OF ORTHOGONAL POLYNOMIALS
Subject to the necessary and sufficient conditions (13), the polynomial solutions (6), (8) and (10) of the differential
equation (1) can be generalized as
yn(r) = n∑
k=0
Pnk (τ1,1)
k!ak3,2 (a2,2a3,2 )k
rk, n = 0,1,2, . . . , (16)
where (α)n refer to the pochhammer symbol (α)n = α(α+1) . . . (α−n+1) satisfies (−n)k = 0 for any positive integers
k ≥ n.
The coefficients Pnk (ζ), k = 0, . . . , n are a sequence of k-degree polynomials in the parameter ζ = τ1,1. This sequence of
polynomials will be our focus in the present work. Indeed, for each n, the solution yn(r) of the differential equation
(1) generate a finite sequence of polynomials {P j
k
(τ1,1)}nk=0 satisfying a number of very interesting properties.
A. Three-term recurrence relation
The first property is that they satisfy a three-term recurrence relation
Pnk+1(ζ) + (k(k − 1)a3,1 + ka2,1 − ζ)Pnk (ζ) + k ((k − 1)a3,2 + a2,2) ((k − 1)a2,0 − τ1,0)Pnk−1(ζ) = 0, 0 ≤ k ≤ n − 1, (17)
4initiated with Pn−1(ζ) = 0, Pn0 (ζ) = 1. This recurrence relation can be obtained by the fact that yn(r) satisfies the
differential equation (1). Using the necessary condition τ1,0 = na2,0, equation (17) reduce to
Pnk+1(ζ) = (ζ − k(k − 1)a3,1 − ka2,1)Pnk (ζ) − k (k − n − 1)a2,0((k − 1)a3,2 + a2,2)Pnk−1(ζ), Pn−1(ζ) = 0, Pn0 (ζ) = 1, (18)
for k = 0,1,2, . . . n − 1. Here, n is a (fixed) nonnegative integer refer to the degree of the polynomial solution (16).
From the general theory of orthogonal polynomials and according to Favard’s Theorem [11–13]), {Pnk (ζ)}nk=0 form a
sequence of orthogonal polynomials. The first few expressions of these polynomials reads
Pn1 (ζ) = ζ,
Pn2 (ζ) = ζ2 − a2,1ζ + na2,0 a2,2,
Pn3 (ζ) = ζ3 − (3a2,1 + 2a3,1)ζ2 + (2a22,1 + 2a2,1a3,1 + a2,0a2,2n − 2(a2,2 + a3,2)(a2,0 − a2,0n)) ζ − 2na2,0a2,2(a2,1 + a3,1)
Pn4 (ζ) = ζ4 − 2(3a2,1 + 4a3,1)ζ3 + (11a22,1 + 26a2,1a3,1 + 12a23,1 + 2a2,0(a2,2(3n − 4) + a3,2(4n − 7)))ζ2
− 2 (3(a2,1 + a3,1) (a22,1 − 2a2,0a2,2 + 2a2,1a3,1) − a2,0a3,2(9a2,1 + 6a3,1) + na2,0(a2,2(7a2,1 + 10a3,1) + 6(a2,1 + a3,1)a3,2)) ζ
+ 3na2,0a2,2(2(a2,1 + a3,1)(a2,1 + 2a3,1) + a2,0(n − 2)(a2,2 + 2a3,2)).
An important consequence of the three-term recurrence formula (18) is the following Christoffel-Darboux formula.
Theorem III.1. For ζ ≠ ζ′,
k
∑
j=0
Pnj (ζ)Pnj (ζ′)
j! (a2,0a3,2)j (a2,2a3,2 )j (−n)j
= P
n
k+1(ζ)Pnk (ζ′) − Pnk (ζ)Pnk+1(ζ′)
k! (a2,0a3,2)k (a2,2a3,2 )k (−n)k(ζ − ζ′)
, k = 1, . . . , n − 1, (19)
while for ζ′ → ζ
k
∑
j=0
(Pnj (ζ))2
j! (a2,0a3,2)j (a2,2a3,2 )j (−n)j
= [Pnk+1(ζ)]′Pnk (ζ) − [Pnk (ζ)]′Pnk+1(ζ)
k! (a2,0a3,2)k (a2,2a3,2 )k (−n)k
, k = 1, . . . , n − 1. (20)
Proof. The recurrence relations (18) for ζ and ζ′ reads, respectively,
Pnk+1(ζ) = ζPnk (ζ) − [k(k − 1)a3,1 + ka2,1]Pnk (ζ) − k (k − n − 1)a2,0((k − 1)a3,2 + a2,2)Pnk−1(ζ),
Pnk+1(ζ′) = ζ′Pnk (ζ′) − [k(k − 1)a3,1 + ka2,1]Pnk (ζ′) − k (k − n − 1)a2,0((k − 1)a3,2 + a2,2)Pnk−1(ζ′).
Multiplying the first by Pnk (ζ′) and the second by Pnk (ζ) then subtruct, the resulting equation reads
(ζ − ζ′)Pnk (ζ′)Pnk (ζ) = Qk+1(ζ, ζ′) − λk+1Qk(ζ, ζ′)
where λk+1 = k (k − n − 1)a2,0((k − 1)a3,2 + a2,2), and Qk+1(ζ, ζ′) = Pnk+1(ζ)Pnk (ζ′) − Pnk (ζ)Pnk+1(ζ′). Thus, recursively
over k we have
(ζ − ζ′)Pnk (ζ)Pnk (ζ′) =Qk+1(ζ, ζ′) − λk+1Qk(ζ, ζ′)(ζ − ζ′)Pnk−1(ζ)Pnk−1(ζ′) =Qk(ζ, ζ′) − λkQk−1(ζ, ζ′)
. . . = . . .
(ζ − ζ′)Pn0 (ζ)Pn0 (ζ′) =Q1(ζ, ζ′).
From which, it is straightforward to obtain
(ζ − ζ′)[Pnk (ζ)Pnk (ζ′) + λk+1Pnk−1(ζ)Pnk−1(ζ′) + λk+1λkPnk−2(ζ)Pnk−2(ζ′) + λk+1λkλk−1Pnk−3(ζ)Pnk−3(ζ′) + . . .
+ λk+1λkλk−1λk−2 . . . λ2Pn0 (ζ)Pn0 (ζ′)] =Qk+1(ζ, ζ′)
Divide both sides by (ζ − ζ′)λk+1λkλk−1λk−2 . . . λ2 and sum over k we finally gets
k
∑
j=0
Pnj (ζ)Pnj (ζ′)
λj+1λjλj−1 . . . λ2
= (λk+1λkλk−1 . . . λ2)−1 Pnk+1(ζ)Pnk (ζ′) − Pnk (ζ)Pnk+1(ζ′)
ζ − ζ′ .
5Formula (17) then follows using
λk+1λkλk−1 . . . λ2 =
k+1
∏
j=2
λj = k! (a2,0a3,2)k (a2,2
a3,2
)
k
(−n)k, k = 1, . . . , n,
and finally the formula (18) follows by evaluating the limit of both sides of (17) as ζ′ → ζ.
Theorem III.2. The zeros {ζj}kj=0 of the orthogonal polynomial Pnk+1(ζ), k = 0, . . . , n − 1 are eigenvalues of the
following tridiagonal matrix
⎛⎜⎜⎜⎜⎜⎜⎜⎝
α0 1
β1 α1 1
β2 α2 1
⋱ ⋱ ⋱
βk−1 αk−1 1
βk αk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(21)
where αj = j(j − 1)a3,1 + ja2,1, for j ≥ 0 and βj = j (j − n − 1)a2,0((j − 1)a3,2 + a2,2), for j ≥ 1.
Proof. We first write the recurrence relation (18) as
ζPnj (ζ) = βjPnj−1(ζ) + αjPnj (ζ) + Pnj+1(ζ), j ≥ 0, (22)
We now take j = 0,1,2, . . . k to form a system with a matrix form
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ζPn0 (ζ)
ζPn1 (ζ)
ζPn2 (ζ)⋮
ζPnk−1(ζ)
ζPnk (ζ)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
α0 1
β1 α1 1
β2 α2 1
⋱ ⋱ ⋱
βk−1 αk−1 1
βk αk
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎝
Pn0 (ζ)
Pn1 (ζ)
Pn2 (ζ)⋮
Pnk−1(ζ)
Pnk (ζ)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(23)
The system at the zeros ζ = ζj becomes
⎛⎜⎜⎜⎜⎜⎜⎜⎝
α0 − ζj 1
β1 α1 − ζj 1
β2 α2 − ζj 1
⋱ ⋱
βk−1 αk−1 − ζj 1
βk αk − ζj
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎝
Pn0 (ζj)
Pn1 (ζj)
Pn2 (ζj)⋮
Pnk−1(ζj)
Pnk (ζj),
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= 0, 0 ≤ j ≤ k. (24)
Hence, {ζj}kj=0 are eigenvalues of the tridiagonal matrix (19).
B. Factorization Property
Another interesting property of the polynomials {Pnk (ζ)}nk=0, next to being an orthogonal sequence, is that when the
parameter n takes positive integer values the polynomials exhibit a factorization property similar to the Bender-Dunne
orthogonal polynomials [14, 17, 18].
Clearly, The factorization occurs because the third-term in the recursion relation (18) vanishes when k = n+1, so that
all subsequent polynomials have a common factor Pnn+1(ζ) called a critical polynomial. To illustrate this factorization
property, we examine it in the case of n = 1:
P 11 (ζ) = ζ,
P 12 (ζ) = ζ2 − a2,1ζ + a2,0a2,2,
P 13 (ζ) = (ζ − 2a2,1 − 2a3,1)P 12 (ζ),
P 14 (ζ) = (6a22,1 − 3a2,0a2,2 + 18a2,1a3,1 + 12a23,1 − 6a2,0a3,2 − 5a2,1ζ − 8a3,1ζ + ζ2)P 12 (ζ).
6Here, the critical polynomial P 12 (ζ) factorize every other polynomial Pnk+2(ζ), k = 1,2, . . . . As another illustration, we
note for n = 2:
P 21 (ζ) = ζ,
P 22 (ζ) = ζ2 − a2,1ζ + 2a2,0a2,2,
P 23 (ζ) = −4a2,0a2,1a2,2 − 4a2,0a2,2a3,1 + (2a22,1 + 4a2,0a2,2 + 2a2,1a3,1 + 2a2,0a3,2) ζ − (3a2,1 + 2a3,1)ζ2 + ζ3,
P 24 (ζ) = (ζ − 3a2,1 − 6a3,1)P 23 (ζ),
P 25 (ζ) = (12a22,1 − 4a2,0a2,2 + 60a2,1a3,1 + 72a23,1 − 12a2,0a3,2 − (7a2,1 + 18a3,1)ζ + ζ2)P 23 (ζ).
with Pn3 (ζ) being a critical polynomial factorize every other polynomial Pnk+3(ζ), k = 1,2, . . . . Indeed, all the polyno-
mials Pnk+n+1(ζ), beyond some critical polynomial Pnn+1(ζ), factored into the product
Pnk+n+1(ζ) = Qnk(ζ)Pnn+1(ζ), k = 0,1, . . . . (25)
Interestingly, the quotient polynomials {Qnk(ζ)}k≥0 form an infinite sequence of orthogonal polynomials. To prove
this claim, we substitute (25) into (18) where we re-index the polynomials to eliminate the common factor Pnn+1(ζ)
from both sides. The recurrence relation (18) then reduces to a three-term recurrence relation for the polynomials{Qnk(ζ)}k≥0 that reads
Q
n
k(ζ) = (ζ − (k + n)((k + n − 1)a3,1 + a2,1))Qnk−1(ζ) − (k − 1)(k + n)a2,0((k + n − 1)a3,2 + a2,2)Qnk−2(ζ), k ≥ 1, (26)
initiated with Qn−1(ζ) = 0, and Qn0 (ζ) = 1. Hence, the quotient polynomials Qnk(ζ) also form a new sequence of
orthogonal polynomials for each value of n. The first few polynomials of Qnk(ζ) can to explicitly evaluate to reads
Q
n
1 (ζ) = ζ − (n + 1)(a2,1 + na3,1),
Q
n
2 (ζ) = ζ2 − (2a3,1(1 + n)2 + a2,1(2n + 3))ζ + (n + 2) [(1 + n)(a2,1 + a3,1n)(a2,1 + a3,1 + a3,1n) − a2,0(a2,2 + a3,2 + a3,2n)] .
The Christoffel-Darboux formula for this sequence of orthogonal polynomials reads
k
∑
j=0
Qnj (ζ)Qnj (ζ′)
j!(n + 2)j(a2,0a3,2)j (n + 1 + a2,2a3,2 )j
= Q
n
k+1(ζ)Qnk(ζ′) −Qnk(ζ)Qnk+1(ζ′)
k!(n + 2)k(a2,0a3,2)k (n + 1 + a2,2a3,2 )k (ζ − ζ′)
, (27)
and as ζ′ → ζ′,
k
∑
j=0
(Qnj (ζ))2
j!(n + 2)j(a2,0a3,2)j (n + 1 + a2,2a3,2 )j
= [Qnk+1(ζ)]′Qnk(ζ) − [Qnk(ζ)]′Qnk+1(ζ)
k!(n + 2)k(a2,0a3,2)k (n + 1 + a2,2a3,2 )k
. (28)
C. Moments and weight functions
From the general theory of orthogonal polynomials, there exists a certain weight function W (ξ) normalized as
∫
S
W (ξ)dξ = 1, (29)
for which
∫S P
n
k (ζ)Pnk′(ζ)W (ζ)dζ = pkpk′δkk′ , k, k′ = 0,1, . . . , n, (30)
where S is the support of the measure W (ζ)dζ on the real line and δkk′ is Kronecker’s symbol.
Theorem III.3. For the monic orthogonal polynomials {Pnk (ζ)}nk=0
∫S ζ
jPnk (ζ)W (ζ)dζ = p2k δkj , ∀j ≤ k. (31)
7Proof. By writing pnk′(ζ) = ∑k′j=0 αk′;jζj , where αk′;k′ = 1, equation (22) yields
k′
∑
j=0
αk′;j ∫S ζ
jPnk (ζ)W (ζ)dζ = pkpk′δkk′ , k, k′ = 0,1, . . . , n, ak′;k′ = 1. (32)
For k′ = 0,1, . . . , n, equation (32) generate a linear system that reduce to
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∫S Pnk (ζ)W (ζ)dζ
∫S ζPnk (ζ)W (ζ)dζ
∫S ζ2Pnk (ζ)W (ζ)dζ
∫S ζ3Pnk (ζ)W (ζ)dζ⋮
∫S ζk
′
Pnk (ζ)W (ζ)dζ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= pk
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 . . . 0
αn1;0 1 0 0 . . . 0
αn2;0 α
n
2;1 1 0 . . . 0
αn3;0 α
n
3;1 α
n
3;2 1 . . . 0
αn4;0 α
n
4;1 α
n
4,2 α
n
4,3 . . . 0
⋮ ⋮ ⋮ ⋮ . . . ⋮
αnk′;0 α
n
k′;1 α
n
k′;2 α
n
k′;3 . . . 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−1
(k′+1)×(k′+1)
×
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
p0δk0
p1δk1
p2δk2
p3δk3
⋮
pk′δkk′
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(k′+1)×1
. (33)
The inverse of the lower triangular matrix is again lower triangular matrix with ones on the main diagonal. This
argument concludes our assertion (27). .
From Theorem III.3, we also conclude that
∫S W (ζ)dζ = 1, ∫S Pnk (ζ)W (ζ)dζ = 0 (k ≥ 1), ∫S Pnj (ζ)Pnk (ζ)W (ζ)dζ = 0, (0 ≤ j < k ≤ n). (34)
Theorem III.4. The norms of all polynomials Pnk (ξ) with k ≥ n + 1 vanish.
Proof. The norms pk can be evaluated using the recurrence relations (18) after multiplying throughout by ζ
k−1W (ζ)
and taking integral over ζ, we obtain, because of Theorem III.3, a simple two-term recursion relation for the squared
norm
Gk = k (k − 1 − n)a2,0((k − 1)a3,2 + a2,2)Gk−1,
with a solution given by
Gk = ∣qk ∣2 = k! (a2,0a3,2)k(−n)k (a2,2
a3,2
)
k
, (35)
which is equal to zero for k = n + 1, n + 2, . . . .
As a result of Theorem III.4, we note
∫S [Pnk (ζ)]2 W (ζ)dζ = k! (a2,0a3,2)k(−n)k (
a2,2
a3,2
)
k
, 0 ≤ k ≤ n, (36)
∫S ζ P
n
k (ζ)Pnk−1(ζ)W (ζ)dζ = k! (a2,0a3,2)k(−n)k (a2,2
a3,2
)
k
, k = 1,2, . . . , (37)
∫S ζ [Pnk (ζ)]2 W (ζ)dζ = k((k − 1)a3,1 + a2,1)k! (a2,0a3,2)k(−n)k (
a2,2
a3,2
)
k
, k = 0,1,2, . . . . (38)
Although we don’t have a general formula for evaluating the moments
µk = ∫S ζ
kW (ζ)dζ, k = 0,1, . . . , n, (39)
8it is possible to compute µk recursively using Theorem III.3 and the recurrence relation (16). It is not difficult to
show that
∫SW (ζ)dζ = 1, ∫S ζ W (ζ)dζ = 0, ∫S ζ2W (ζ)dζ = p21 = −na2,0a2,2, a2,0a2,2 < 0, (40)
and for all k ≥ 2,
∫S ζP
n
k (ζ)W (ζ)dζ = 0. (41)
For example,
∫S ζ
3W (ζ)dζ = a2,1p21, ∫S ζ4W (ζ)dζ = p22 + (a2,1 − na2,0a2,2)p21, and so forth. (42)
Theorem III.5. The norms of all polynomials Q nk (ξ) reads
G
Q
k = k! (n + 2)k (a2,0a3,2)k (n + 1 + a2,2a3,2)k . (43)
Proof. The proof follows by multiplying the recurrence relation (26) by ζk−2W (ζ) and integrate over ζ. This procedure
implies the two-term recurrence relation
G
Q
k = k (k + n + 1)a2,0((k + n)a3,2 + a2,2)GQk−1, k ≥ 1 (44)
where GQk = ∫S ∣Qnk(ζ)∣2W (z)dz = ∫S ζkQnk(ζ)dζ. with a solution given (43).
IV. EXAMPLE: HYPERBOLIC POTENTIALS
Recently, Downing [15] studied a class of potentials characterized by two physical parameters V0 and d shaping the
potential depth and width respectively
V (x) = −V0 sinh4(x/d)
cosh6(x/d) , −∞ < x < ∞. (45)
In this section, we consider first a more general class of potentials given by [16]
V (x) = −V0 sinhp(x/d)
coshq(x/d) , −∞ < x < ∞, V0 > 0, p ≥ 0, q > p. (46)
The condition p ≥ 0 required to avoid a singularity at x = 0 and he condition p < q is to ensure the existence of
a bound-below potential support the presence of at least one bound state. Indeed, it is well known [19]: Given a
non-positive potential V ≤ 0 with
∫
∞
−∞
V (x)dx < 0, (47)
then there exists a bound state (independent of the potential depth and range) with energy E < 0 for the Hamiltonian
H = − h̵2
2m
d
2
dx2
+ V (x). For the potential (46), it is not difficult to prove that
∫
∞
−∞
V (x)dx = −(1 + (−1)p)V0Γ ( 1+p2 )Γ (12(q − p))
2Γ (1+q
2
) < 0, p ≥ 0, p < q.
The stationary one-dimensional Schro¨dinger equation for a nonrelativistic particle of mass m and energy E in a
hyperbolic potential V (x) written as follows
− h̵
2
2m
d2
dx2
ψ(x) − V0 sinhp(x/d)
coshq(x/d)ψ(x) = Eψ(x), V0 > 0, −∞ < x < ∞. (48)
9can be written using the substitution z = x/d as
− d
2
dx2
ψ(z)− d2U0 sinhp(z)
coshq(z)ψ(z) = εd2ψ(z), −∞ < z < ∞. (49)
where U0 = 2mV0/h̵2 and ε = 2mE/h̵2. Upon making the change of variable η = 1/cosh2(z) such that the domain
−∞ < z < ∞ maps to 0 < η < 1, equation (49) yields
4η2(1 − η)d2ψ(η)
dη2
+ [4η − 6η2] dψ(η)
dη
+ (εd2 + d2U0η(q−p)/2(1 − η)p/2)ψ(η) = 0, 0 < η < 1, p ≥ 0, q > p. (50)
It is straightforward to verify that η = 0 is a regular singular point with exponents {±d√−ε/2} where ε < 0 and the
singular point η = 1 is also a regular singular point with exponents s = {0,1/2} utilizing the symmetric and anti-
symmetric solutions [15], respectively. From the classical theory of ordinary differential equation, we know that if
η = ∞ is a regular singular point as well, then the differential equation (50) is a hypergeometric-type equation with
exact solutions expressed in terms of the Gauss hypergeometric function 2F1. This claim can be be easily verified in
the case of p = 0 and q = 2 where the differential equation (50) turn to be Fuchsian with the three regular singular
points at η = 0,1, and ∞.
The point η = ∞ is an irregular singular point only if p > 2 and q > p. A reason for V (x) = −V0 sinh4(η)/ cosh6(η) to
be a quasi-exactly solvable potential that will be our focus because of the recent interest. In this case, equation (50)
reads
η2 (1 − η)ψ′′(η) + η [1 − 3
2
η]ψ′(η) + 1
4
(εd2 +U0 d2η (1 − η)2) ψ(η) = 0. (51)
Because of the asymptotic behavior at the singular points, the exact solutions takes the form
ψ(η) = ηβ/2(1 − η)se−αη/2f(η), β, α > 0, s = 0,1/2, 0 < η < 1, (52)
we obtain, for the function f(η), the following differential equation
f ′′(η) + [ 1 + 4s
2(η − 1) +
1 + β
η
− α] f ′(η) + [−α + β + β2 + 4s − 4αs + 4βs
4(η − 1) +
−2α − β − 2αβ − β2 − 4s − 4βs + α2
4η
] f(η) = 0
(53)
where s = 0,1/2, β = d√−ε and α = d√U0. Equation (53) can be written as
4η(η − 1)f ′′(η) + [−4αη2 + (6 + 4α + 4β + 8s)η − 4(1 + β)] f ′(η)
+ [(α(α − 2β − 4s − 3)η − α2 + 2α(1 + β) + (1 + β)(β + 4s)]f(η) = 0 (54)
Using Theorem II.1, the necessary condition for the differential equation (54) to admit the polynomial solutions is
α − 2β = 4n + 4s + 3
that implies the following eigenvalue spectra:
εn = −
(4n + 4s + 3 − d√U0)2
4d2
, d2U0 > (4n + 4s + 3)2. (55)
Again using Theorem II.1, the sufficient condition follows by the determinant
RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR
µ0 δ1 0 0 0 . . . 0 0 0
γ1 µ1 δ2 0 0 . . . 0 0 0
0 γ2 µ2 δ3 0 . . . 0 0 0
0 0 γ3 µ3 δ4 . . . 0 0 0
⋮ ⋮ ⋮ ⋱ ⋱ ⋱ ⋮ ⋮ ⋮
0 0 0 0 0 . . . γn−1 µn−1 δn
0 0 0 0 0 . . . 0 γn µn
RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR
= 0, (56)
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where
µj = −α2 + 2α(2j + β + 1)+ (2j + β + 1)(2j + β + 4s), γj = 4α(1 − j + n), δj = −4j(β + j).
The exact solutions are given explicitly by the equation
ψn(η) = ηd√−εn (1 − η)s e−d√U0η/2 n∑
k=0
Pnk (ζ)
k! (1 + β)k (−
η
4
)k , n = 0,1,2, . . . , (57)
where the coefficients Pnk (ζ), with ζ ≡ τ1,1 = (1 + d√−εn) (d√−εn + 4s)+2d (1 + d√−ε)√U0−d2U0 are evaluated using
the following three-term recurrence relation
Pnk+1(ζ) = (ζ − 2k(1 + 2α + 2β + 2k + 4s))Pnk (ζ) − 16k(k − n − 1)α(β + k)Pnk−1(ζ), Pn−1(ζ) = 0, Pn0 (ζ) = 1, (58)
with the square norm given by
∫S [Pnk (ζ)]2 W (ζ)dζ = 24kk!αk(−n)k (1 + β)k , 0 ≤ k ≤ n. (59)
The first few solutions are:
• For n = 0, we have
ε0 = −
(4s + 3 − d√U0)2
4d2
, f0(η) = 1, (60)
subject to the root finding of the equation
7d2U0 − 12d
√
U0 − 3(4s + 1)(4s + 5) = 0. where U0 > (4s + 3)2/d2. (61)
The critical polynomial reads
P 01 (α,β; s) = −α2 + 2α(1 + β) + (1 + β)(β + 4s).
• For n = 1, we have
ε1 = −
(4s + 7 − d√U0)2
4d2
, f1(η) = 1 − (α2 − 2α(1 + β) − (1 + β)(β + 4s)
4(1 + β) )η. (62)
subject to the root finding of the equation
α4 − 4(2 + β)α3 + 2(3 + 5β + β2 − 4(2 + β)s)α2 + 4(1 + β)(3 + 4β + β2 + 4n + 4(3 + β)s)α
+ (1 + β)(3 + β)(β + 4s)(2 + β + 4s) = 0 (63)
where α = d√U0, β = (7 + 4s − d√U0)/2 and d2U0 > (7 + 4s)2. The critical polynomial in this case reads
P 12 (α,β; s) = 16α(1 + β) + (−α2 + 2α(1 + β) + (1 + β)(β + 4s))(−α2 + 2α(1 + β) + (1 + β)(β + 4s) − 2(3 + 2α + 2β + 4s)).
• For n = 2, we have
ε2 = −
(4s + 11 − d√U0)2
4d2
,
f2(η) = 1 − α2 − 2α(1 + β) − (1 + β)(β + 4s)
4(1 + β) η
+ 32α(1 + β) − (6 + α2 + 2α(1 − β) + 4s + β(3 − β − 4s))(−α2 + 2α(1 + β) + (1 + β)(β + 4s))
32(1 + β)(2 + β) η2, (64)
subject to the the root finding of the equation
32α(2 + β)(−α2 + 2α(1 + β) + (1 + β)(β + 4s))
+ (−α2 + 2α(5 + β) + (5 + β)(4 + β + 4s))(32α(1 + β) + (−α2 + 2α(1 + β) + (1 + β)(β + 4s))
× (−α2 + 2α(3 + β) + (3 + β)(2 + β + 4s))) = 0 (65)
where α = d√U0, β = (11 + 4s − d√U0)/2 and d2U0 > (11 + 4s)2. The critical polynomial reads in this case as
P 23 (α,β; s) = 32α(1 + β)(−α2 + 2α(1 + β) + (1 + β)(β + 4s) − 4(5 + 2α + 2β + 4s))
+ (2α(1 + β) − α2 + (1 + β)(β + 4s))(32α(2+ β) + (−α2 + 2α(1 + β) + (1 + β)(β + 4s) − 2(3 + 2α + 2β + 4s))
× (−α2 + 2α(1 + β) + (1 + β)(β + 4s)− 4(5 + 2α + 2β + 4s)))
11
V. CONCLUSIONS
We have given the sufficient and necessary conditions that ensure the existence of the polynomial solutions of a
general confluent Heun equation. It is indeed exciting to know that these polynomial solutions are the source of
finite sequences of orthogonal polynomials. The number of the orthogonal polynomials in each sequence equal to the
degree of the polynomial solution of the confluent Heun equation. Although we discussed several properties of these
orthogonal polynomials, a general theory that explain the zeros and evaluation of the discrete weight function will
be of great interest. We hope the present study will stimulate further research on the theory of finite orthogonal
polynomials.
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