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1. Introduction
We consider the elliptic Sitnikov problem, here called simply the Sit-
nikov problem. It is an special case of the restricted three{body problem
where the two primaries with equal masses are moving in an elliptic
orbit of the two{body problem, and the innitesimal mass is moving
on the straight line orthogonal to the plane of motion of the primaries
which passes through the center of mass. The purpose of this paper is to
use the symmetries of the problem to nd symmetric periodic solutions
of the Sitnikov problem. We do this by means of a Poincare map, which
is essentially the Poincare map that used Alekseev (1968) and Moser
(1973) to analyze the nal evolutions of the orbits of the Sitnikov
problem. The presence of the Bernoulli shift as a subsystem of that
Poincare map will allow us to prove the existence of non{symmetric
periodic orbits.
In Section 2 we give the equations of motion of the Sitnikov problem
and we prove that the ow of the Sitnikov problem is complete (that
is, all solutions are dened for all t 2 R), see Proposition 2.
In Section 3 we dene the Poincare map fe and we analyze the
properties of fne for n = 1; 2; : : :
In Section 4 we analyze the symmetries of the problem and we see
how they can be used to obtain periodic orbits, see Propositions 5, 6
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2and 7. Moreover we characterize the symmetric periodic orbits and,
by means of the Poincare map, we prove the existence of symmetric
periodic orbits of the Sitnikov problem for all values of the eccentricity
e 2 (0; 1), see Propositions 12 and 15.
In Section 4 we summarize the basic results of Moser (1973) about
the presence of the Bernoulli shift as a subsystem of that Poincare map.
In particular, we are interested in the fact that we can associate an orbit
of the Sitnikov problem to each sequence of integers satisfying certain
conditions. Then analyzing the sequences associated to the symmetric
periodic orbits we prove the existence of non{symmetric periodic orbits,
see Proposition 23.
2. Sitnikov problem
Let m1 = m2 be two punctual masses (called primaries) describing
an elliptic orbit of the two body problem. We consider an innites-
imal mass m3 that moves on the straight line  orthogonal to the
plane of motion of the primaries that passes through their center of
mass. The Sitnikov problem will consist of describing the motion of the
innitesimal mass.
We choose the units of mass, length and time so that m1 = m2 =
1=2, the gravitational constant G = 1, and the period of the orbit
described by the primaries is 2. If z denotes the position of the particle
m3 in a coordinate system on  with origin at the center of mass of the
primaries (see Figure 1), then the equation of motion of the Sitnikov
problem becomes
z =   z
(z2 + r2(t))3=2
; (1)
where r(t) is the distance of the primaries to their center of mass and
it is given by
r(t) =
1
2
(1  e cosu(t)) ;
which is an elliptic solution of the Kepler problem
r =
1  e2
16 r3
  1
8 r2
;
with eccentricity 0  e < 1. Here u(t) is the eccentric anomaly which
is a function of time via the Kepler's equation
u  e sinu = t  ` ;
with ` the time of pericenter passage. Without loss of generality we
usually take ` = 0, i.e. the primaries, at t = 0, are at the pericenter
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Figure 1. The Sitnikov problem.
of the ellipse. We note that here in a Sitnikov problem the primaries
always describe an elliptic orbit.
Now we want to show that any solution z(t) of the Sitnikov problem
is dened for all t 2 R.
Let D = R
 where 
 is an open set in Rn. We consider the system
of ordinary dierential equations
_x = f(t;x) ; (2)
where f : D  ! Rn is a C1 map. Let (t0;x0) 2 D, we say that x(t)
is a solution of (2) on the open interval I  R satisfying x(t0) = x0 if
x : I  ! 
 is a C1 function, f(t;x(t)) : t 2 Ig 2 D and x(t) satises
equations (2) for all t 2 I. The interval I is called the maximal interval
of denition of the solution x(t) satisfying x(t0) = x0, if there are no
solutions x(t) satisfying x(t0) = x0 dened on J , with I & J , such that
x(t)jJ = x(t).
PROPOSITION 1. Let D = R  
 where 
 is an open set in Rn,
let f : D  ! Rn be a C1 map, and let x(t) be a solution of _x =
f(t;x) satisfying x(t0) = x0 and having maximal interval of denition
I = (! ; !+)  R. If !+ < 1 (respectively, !  >  1), then x(t)
tends to the boundary of 
 when t ! !+ (respectively, t ! ! ). That
is, for every compact K  
 there exist  = (K) > 0 such that if
t 2 [!+   ; !+) (respectively, t 2 (! ; !    ]), then x(t) =2 K.
Proof. See for instance (Hale, 1980) page 17.
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4PROPOSITION 2. The ow of the Sitnikov problem is complete; that
is, any solution of the Sitnikov problem is dened for all time.
Proof. The equation of motion of the Sitnikov problem (1) can be
written like the system of rst order dierential equations
_z = v ;
_v =   z
(z2 + r2(t))3=2
:
(3)
We suppose that (z(t); v(t)) is a solution of (3) having maximal interval
of denition (! ; !+) with !+ < 1, and then we will arrive to a
contradiction, consequently !+ =1. In a similar way we would prove
that !  =  1.
Since r(t) is the radial component of an elliptic solution of the Kepler
problem, r(t) is dened for all t 2 R and it is always dierent from zero.
Therefore system (3) is analytic in (t; z; v) 2 D = R  
 = R  R2.
Thus by Proposition 1 the solution (z(t); v(t)) tends to the boundary
of 
 when t! !+. That is, lim
t!!+
z(t) = 1 or lim
t!!+
v(t) = 1. From
(3) and the fact that r(t) 6= 0 for all t 2 R, we have that j _vj is
bounded at any point of the phase space D. Hence it is impossible that
lim
t!!+
v(t) = 1. So it is sucient to analyze the case lim
t!!+
z(t) = 1.
We assume that lim
t!!+
z(t) =1 (the case lim
t!!+
z(t) =  1 would be
similar). Then we can nd t 2 (0; !+) such that z(t) > 0 for all t 2
[ t; !+), so z(t) < 0 for all t 2 [t; !+) (see (3)). Thus the function z(t)
is concave and positive in the interval t 2 [ t; !+), and lim
t!!+
z(t) =1.
This is impossible with the assumption !+ <1.
3. Poincare map
When the eccentricity e = 0 (that is, when the primaries move on a
circular orbit of the Kepler problem) equation (1) becomes the circular
Sitnikov problem
z =   z
(z2 + 1=4)3=2
:
This equation denes an integrable Hamiltonian system with one de-
gree of freedom and we know explicitly all its solutions, see for in-
stance (Stump, 1965) and (Belbruno et al., 1994). These solutions
are completely described in the phase space (z; _z) by means of the
Hamiltonian.
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Figure 2. The cylinder A.
When e is positive equation (1) contains explicitly the time (i.e.
it is a nonautonomous system), then we must study the orbits in the
phase space (t(mod 2); z; _z). In fact, if we want to describe completely
the motion of the circular Sitnikov problem, that is, the motion of the
three bodies not only the motion of the innitesimal mass, we must
also consider the phase space (t(mod 2); z; _z). In order to analyze the
orbits in this phase space we will use a Poincare map.
Using the symmetry of the Sitnikov problem (see Figure 1) it is
easy to see that all solutions z(t) of (1) have at least one zero. Then we
can describe an arbitrary orbit giving the time t0 at which z(t0) = 0,
and giving _z(t0) = _z0. Moreover the time t0 can be given modulus 2
because the position of the primaries at a time t and at a time t+2k
for all integer k will be the same. Therefore the orbits of (1) can be
thought like points of the cylinder
A = f( _z0; t0(mod 2)) 2 R S1 : z(t0) = 0; _z(t0) = _z0 2 Rg ;
(see Figure 2). The point ( _z; t(mod 2)) of the cylinder A will be
denoted by ( _z;et); i.e. t(mod 2) = et.
It is easy to see that equation (1) is invariant under the symmetry
(t; z; _z) 7 ! (t; z;  _z) ; (4)
so cylinder A can be thought as the union of two cylinders, one cor-
responding to initial conditions _z(t0) = _z0 > 0 (A+), and the other
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6one corresponding to initial conditions _z(t0) = _z0 < 0 (A ). These two
cylinders are symmetric by symmetry (4), and they are divided by the
circle of initial conditions z(t0) = 0, _z(t0) = 0, which corresponds to a
collinear relative equilibrium solution of Euler for the 3 body problem.
We remark that the points (t; z;  _z) and (t; z; _z) could be identied
by means of symmetry (4). In particular, we could identify (t0; 0;  _z0)
with (t0; 0; _z0). Then it would be sucient to consider values of _z0 =
_z0(t0) > 0, as did (Moser, 1973), and we could think on ( _z0; et0) as polar
coordinates in a plane. But here we prefer do not use this identica-
tion, because without identifying the points (t; z;  _z) and (t; z; _z) the
description of the ow becomes more realistic.
We dene a Poincare map fe on A+ [ A  by following a solution
with initial conditions z(t0) = 0, _z(t0) = _z0 to its next zero of z, i.e.
z(t1) = 0 where t1 is the smallest t > t0 for which z(t1) = 0 if it exists,
otherwise we set t1 = 1, because the ow of the Sitnikov problem is
complete (see Proposition 2). Then the map fe is given by
fe( _z0; et0) =  f+e ( _z0; et0) if ( _z0; et0) 2 A+ and t1 <1 ;
f e ( _z0; et0) if ( _z0; et0) 2 A  and t1 <1 ;
where fe ( _z0; et0) = ( _z1; et1) with _z1 = _z(t1). We note that f+e applies
points of A+ into A , and f e applies points of A  into A+. Moreover,
by symmetry (4), we see that
f e = 
 1
0  f+e  0 ;
where 0 is the symmetry on A given by
0 : ( _z0; et0) 7 ! (  _z0; et0) : (5)
We note that the map e = f
2
e corresponds to a return map on the
transversal section A n f _z = 0g.
The Poincare map fe, identifying points (t; z;  _z) and (t; z; _z), has
been widely studied, see for instance (Alekseev, 1968), (Moser, 1973)
and (Llibre and Simo, 1980). From the results of (Moser, 1973) pages
87{89 we have the following theorem for the map f+e .
Let X be a topological space. If A  X, we denote by @XA the
boundary of A in X, and we denote by clX(A) the closure of A in X.
THEOREM 3. The following statements hold for f+e .
(a) The orbits of the Sitnikov problem escaping for t ! 1 with
_z(1) = 0 intersect the cylinder A+ in a simple closed curve +e ,
which decomposes A+ into two components. We denote by B+e the
component such that @AB+e = f _z0 = 0g [ +e . It consists of those
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7points of A+ through which pass orbits which return to z = 0 in
forward time; that is, B+e is the domain of denition of f+e . The
points ( _z0; et0) 2 A+ outside B+e correspond to orbits that escape
to z = +1 for t ! 1. Moreover the orbit associated to ( _z0; et0)
escapes parabolically (i.e. _z(1) = 0) when ( _z0; et0) 2 @A+B+e = +e ,
and it escapes hyperbolically (i.e. _z(1) > 0) when ( _z0; et0) 2 A+ n
clA+(B+e ).
(b) If e > 0 is small enough, then the curve +e satises _z0 =
2 + 3e( A sin t0 +B cos t0)=8 +O(e2), where
A =
Z 1
0
sin t
z _z
(z2 + 1=4)5=2
dt ; B =
Z 1
0
cos t
z _z
(z2 + 1=4)5=2
dt ;
and z = z(t) is the solution of the dierential equation
z =  z=(z2 + 1=4)3=2 ;
with initial conditions z(0) = 0, _z(0) = 2.
(c) Let 1 be the symmetry on A dened by 1 : ( _z0; et0) 7 !
(  _z0; et0). If K+e = f+e (B+e )  A , then K+e = 1(B+e ). More-
over f+e is an area preserving map and (f
+
e )
 1 =  11  f+e  1.
The points of K+e correspond to orbits that return to z = 0 in
backward time, whereas the points of A  outside K+e correspond
to orbits escaping to z = +1 for t !  1. Moreover the orbit
associated to ( _z0; et0) escapes parabolically (i.e. _z( 1) = 0) when
( _z0; et0) 2 @A K+e = +e = 1(+e ) and it escapes hyperbolically (i.e.
_z( 1) < 0) when ( _z0; et0) 2 A  n clA (K+e ).
(d) Let  be a C1 arc parameterized by _z0 = _z0(); t0 = t0() with
0    1, such that  meets +e in the endpoint r corresponding
to  = 0 nontangentially, while  n frg lies in B+e . Then the image
curve
f+e () = ff+e ( _z0();]t0()) = ( _z1();]t1()) : 0 <   1g ;
approaches the boundary +e spiraling; i.e. t1() ! 1 as  ! 0
(see Figure 3).
Proof. See the proofs of Lemmas 1, 2, 3 and 4 of Chapter III x5(c)
of (Moser, 1973).
REMARK . The spiraling behaviour of f+e () given by Theorem 3(d)
does not need that the curves  and +e intersect nontangentially. It
follows from the fact that the time between two consecutive zeros of z
is a continuous function of ( _z0; t0) that tends to innity as we approach
to the boundary +e . 2
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Figure 3. The image by f+e of the arc .
By means of symmetry 0, see (5), we have a similar result for f
 
e
(remember that f e = 
 1
0  f+e  0).
We set B e = 0(B+e )  A  (the denition domain of f e ),  e =
0(
+
e ) = @A B e , K e = 0(K+e )  A+ (the denition domain of
(f e ) 1) and  e = 0(+e ) = @A+K e .
Using the above notation, the domain of denition of the Poincare
map fe is
Be = B+e [ B e ;
and the domain of denition of f 1e (or equivalently, the image of fe)
is
Ke = K+e [ K e :
THEOREM 4. If e > 0, the regions B+e and K e (respectively, B e and
K+e ) are dierent, and the boundary curves +e and  e (respectively,
 e and +e ) intersect on t = 0 and t =  at two points P and Q
(respectively, P 0 and Q0) (see Figure 4). Moreover these intersections
are transversal for all e 2 (0; 1) except perhaps for a discrete set of
values of e.
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Proof. See the proof of Lemma 3 of Chapter III x5(c) of (Moser,
1973).
REMARK . Numeric computations show that the constants A and
B that appear in the expression of +e (see Theorem 3(b)) are given
by A = 0:67639 : : : and B = 2:46685 : : :. Using these values of A and
B we see that for e small the curves +e and 
 
e (respectively, 
 
e and
+e ) intersect exactly in two points, instead of the four points which
appear in the gures of (Moser, 1973). This fact was noted in (Llibre
and Simo, 1980). 2
3.1. The domain of definition of the map fke
We only analyze the domain of denition of fke with k > 1. Then the
domain of denition of fke with k <  1 would be obtained by symmetry
(see Theorem 3).
Since Be = B+e [ B e (the domain of denition of fe) and Ke =
K+e [ K e (the image of fe) do not coincide when e > 0, the domain of
denition of fke for k > 1 is dierent from Be.
We start analyzing the domain of denition of f2e on A+ (i.e. the
domain of denition of the map f e  f+e ), then by means of the sym-
metry 0 we obtain the domain of denition f
2
e on A  (i.e. the domain
of denition of f+e  f e ). We consider an arbitrary segment  on B+e
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that starts at a point p 2 B+e and meets nontangentially @B+e = +e
at a endpoint r (see Figure 3). By Theorem 3(d), the image by f+e of
the curve  approaches the boundary @A K+e = +e spiraling innitely
many times. Since B e 6= K+e (see Theorem 4), there are innitely many
arcs on fe() that are not in B e (the domain of denition of f e ). Thus,
the domain of denition of f2e restricted to  is  n
1[
j=1
Ij , where Ij are
the closed intervals such that f+e (Ij) 6 B e . It is clear that the intervals
Ij accumulate in a neighborhood of the point r when j ! 1 (see
Figure 5). Then, by continuity, the domain of denition B+;2e of f2e on
A+ is B+e minus a strip that approaches the boundary @A+B+e = +e
spiraling innitely many times. Using the symmetry 0, the domain of
denition B ;2e of f2e on A  is 0(B+;2e ). Thus the domain of denition
of f2e on A is B+;2e [ 0(B+;2e ) = B+;2e [ B ;2e .
Here Z denotes the set of integer numbers and N denotes the set of
positive integers.
Let Ij = [aj ; bj ] for all j 2 N, 1 = [p; a1) and j = (bj 1; aj) for
j > 1. We note that f+e (1) is an arc on B e that meets @A B e =  e
at the endpoint f+e (a1). Then using the properties of f
 
e , the image by
f e of the arc f+e (1) approaches the boundary @A+B+e = +e spiraling
innitely many times. Thus, using the previous arguments, the domain
of denition of f3e = f
+
e  f e  f+e on 1 is 1 n
1[
j=1
J1;n, where J1;n are
the closed intervals such that f2e (J1;n) 6 B+e and they accumulate in a
neighborhood of the point a1 when n!1. In a similar way, for j > 1,
we can see that the domain of denition of f3e on j is
j n
" 1[
n=1
Jj;n
![ 1[
n=1
Kj 1;n
!#
;
where Jj;n are closed intervals that accumulate in a neighborhood of the
point aj when n!1, and Kj 1;n are closed intervals that accumulate
in a neighborhood of the point bj 1 when n!1. In short, the domain
of denition of f3e on  is
 n
24 1[
j=1
"
Ij
[ 1[
n=1
Jj;n
![ 1[
n=1
Kj;n
!#35 ;
(see Figure 6). So, by continuity, the domain of denition B+;3e of f3e on
A+ is B+;2e minus two families of N strips, which are close to the strip
that we have removed in B+e to obtain B+;2e . Moreover the domain of
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Figure 5. Domain of denition of f2e restricted to .
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Figure 6. Domain of denition of f3e restricted to .
denition of f3e on A is B+;3e [0(B+;3e ). In a similar way we would nd
the domain of denition of fke for an arbitrary k > 1.
4. Symmetric periodic orbits
In this work when we say that '(t) is a periodic orbit of period  , with
 > 0, we mean that '(t + ) = '(t) for all t 2 R and there is no
 2 (0; ) satisfying that condition; that is, we mean that  is the
minimal period.
Since we have chosen the origin of time so that at t = 0 the primaries
are at the pericenter of the ellipse it is not dicult to see that r(t) =
r( t), so the equation of motion of the Sitnikov problem (1) is invariant
under the symmetry
(t; z; _z) 7 ! ( t; z; _z) : (6)
We note that this symmetry corresponds to a symmetry with respect
to the plane that contains the primaries, so in what follows it will be
denoted by the r symmetry.
Let '(t) = (z(t); _z(t)) denote the solution of the Sitnikov problem
with initial conditions z(0) = z0, _z(0) = _z0. By means of symmetry
(6) be have that  (t) = ( z( t); _z( t)) is also a solution of (1). If
z(0) = 0, then the two solutions '(t) and  (t) coincide at time t = 0.
Therefore, by the existence and uniqueness theorem on the solutions
of an ordinary dierential system, the solutions '(t) and  (t) must
be the same. In that case we say that '(t) is a r symmetric solution.
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Moreover if we can nd a time t = =2 = k 6= 0, for some k 2 N, such
that z(t) = 0, then '(=2) and  (=2) correspond to the same point of
the phase space (t(mod2); z; _z), consequently the orbit of '(t) must
be closed, i.e. '(t) is a r symmetric periodic solution of the Sitnikov
problem. If there is no  multiple of  with  2 (0; =2) such that
z() = 0, then the period of this periodic orbit is  .
If we chose the origin of time t = 0 when the primaries are at the
apocenter instead of the pericenter, then the r symmetry (6) works
also for this new time. But since in this paper we have selected the
origin of time t = 0 when the primaries are at the pericenter, the
r symmetry with respect to the pericenter or the apocenter becomes
(t+ n; z; _z) 7 ! (n   t; z; _z) ;
with n 2 Z even or odd, respectively. By means of the above symmetry
we have that (z(n+ s); _z(n+ s)) = ( z(n  s); _z(n  s)), for all s.
In short we have proved the following result.
PROPOSITION 5. Let '(t) = (z(t); _z(t)) be the solution of the Sit-
nikov problem with initial conditions z(t0) = z0 and _z(t0) = _z0, with
t0 = n for some n 2 Z. If z(t) is zero at times t = t0 and t = t0+=2,
with =2 = k for some integer k > n, and there is no  multiple of 
with  2 (t0; t0 + =2) such that z() = 0, then '(t) is a r symmetric
periodic solution with period  .
The Sitnikov problem is also invariant under the symmetry
(t; z; _z) 7 ! ( t; z;  _z) ; (7)
which corresponds to the time reversibility symmetry, so we will de-
note it by the t symmetry. Proceeding in a similar way than in the
r symmetry, we can introduce the notion of t symmetric solution
and t symmetric periodic solution. Moreover the t symmetric periodic
solutions are characterized by the following result.
PROPOSITION 6. Let '(t) = (z(t); _z(t)) be the solution of the Sit-
nikov problem with initial conditions z(t0) = z0 and _z(t0) = _z0 with
t0 = n for some n 2 Z. If _z(t) is zero at times t = t0 and t = t0+=2,
with =2 = k for some integer k > n, and there is no  multiple of 
with  2 (t0; t0 + =2) such that _z() = 0, then '(t) is a t symmetric
periodic solution with period  .
We note that it could be periodic solutions of the Sitnikov problem
that are simultaneously r symmetric and t symmetric. These periodic
solutions are called double{symmetric periodic solutions and they are
characterized by the following result.
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PROPOSITION 7. Let '(t) = (z(t); _z(t)) be the solution of the Sit-
nikov problem with initial conditions z(t0) = z0 and _z(t0) = _z0 with
t0 = n for some n 2 Z.
(a) If z(t) is zero at time t = t0 and _z(t) is zero at time t = t0+=4,
with =4 = k for some integer k > n, and there is no  multiple
of  with  2 (t0; t0 + =4) such that _z() = 0, then '(t) is a
double{symmetric periodic solution with period  .
(b) If _z(t) is zero at time t = t0 and z(t) is zero at time t = t0+=4,
with =4 = k for some integer k > n, and there is no  multiple
of  with  2 (t0; t0 + =4) such that z() = 0, then '(t) is a
double{symmetric periodic solution with period  .
Proof. Assume that the solution '(t) = (z(t); _z(t)) with initial con-
ditions z(0) = 0 and _z(0) = _z0 satises that _z(=4) = 0 for a given
=4 = k with k 2 N, and there is no  multiple of  with  2 (0; =4)
such that _z() = 0. We want to see that '(t) is a r symmetric and a
t symmetric periodic solution with period  .
Since at t = 0 the primaries are at the pericenter of the ellipse and
z(0) = 0, we can apply the r symmetry (see (6)) obtaining
(z(t); _z(t)) = ( z( t); _z( t)) : (8)
We set '(=4) = (z(=4); _z(=4)) = (z0; 0). Taking t = =4 into
expression (8) we have that
(z(=4); _z(=4)) = ( z( =4); _z( =4)) = (z0; 0) :
Thus '(t) is a solution of the Sitnikov problem with initial conditions
z( =4) = z0 and _z( =4) = 0, such that _z( =4 + =2) = 0 with
=2 = 2k. Moreover we claim that there is no  multiple of  with
 2 ( =4; =4) such that _z() = 0. Indeed, we have assumed that there
is no  multiple of  with  2 (0; =4) such that _z() = 0, consequently
by means of (8) there is no  multiple of  with  2 ( =4; 0) such that
_z() = 0. Hence the claim is proved. Therefore, applying Proposition 6,
we have that '(t) is a t symmetric periodic solution of the Sitnikov
problem with period  .
On the other hand, since =4 = k with k 2 N (that is, at t = =4
the primaries are at the pericenter or the apocenter of the ellipse) and
_z(=4) = 0, we can apply the t symmetry (see (7)) obtaining
(z(=4 + s); _z(=4 + s)) = (z(=4  s);  _z(=4  s)) ;
for all s. Taking s = =4 into the above expression we have that
(z(=2); _z(=2)) = (z(0);  _z(0)) = (0;  _z0) :
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So '(t) = (z(t); _z(t)) is a solution of the Sitnikov problem with initial
conditions z(0) = 0 and _z(0) = _z0, such that z(=2) = 0 with =2 =
2k. Moreover there is no  multiple of  with  2 (0; =2) such that
z() = 0. Indeed, if such  exists then by means of the r symmetry
we have that
(z( + s); _z( + s)) = ( z(   s); _z(   s)) ;
for all s. Taking s = =4   we have that
(z(=4); _z(=4)) = ( z(2   =4); _z(2   =4)) = (z0; 0) :
This means that there exists t multiple of  with t 2 ( =4; =4) such
that _z(t) = 0, which contradicts the claim. Therefore, from Proposi-
tion 5, '(t) is a r symmetric periodic solution of the Sitnikov problem
with period  .
This proves statement (a) when t0 = 0. The cases t0 = n with
n 2 Z n f0g follow using the same arguments.
Statement (b) would be proved in a similar way.
From the proof of the previous proposition it follows easily the next
result.
COROLLARY 8. The following statements hold.
(a) Let (z(t); _z(t)) be a periodic solution of the Sitnikov problem
with period  = 2p, for some p 2 N, and with initial conditions
z(t0) = 0, _z(t0) = _z0, with t0 = n for some n 2 Z. Then the
periodic solution (z(t); _z(t)) is double{symmetric if and only if p
is even and (z(t); _z(t)) satises
z(t0 + =2) = 0 and _z(t0 + =2) =   _z0 :
(b) Let (z(t); _z(t)) be a periodic solution of the Sitnikov problem
with period  = 2p, for some p 2 N, and with initial conditions
z(t0) = z0, _z(t0) = 0, with t0 = n for some n 2 Z. Then the
periodic solution (z(t); _z(t)) is double{symmetric if and only if p
is even and (z(t); _z(t)) satises
z(t0 + =2) =  z0 and _z(t0 + =2) = 0 :
From Propositions 5 and 6, the r symmetric and t symmetric pe-
riodic orbits characterize for having two points of the phase space of
the Sitnikov problem (t(mod 2); z; _z) into the sets
Zr = f(t(mod 2); z; _z) : t = n; n 2 Z; z = 0g ;
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and
Zt = f(t(mod 2); z; _z) : t = n; n 2 Z; _z = 0g ;
respectively. Then the symmetric periodic orbits of the Sitnikov prob-
lem can be classied using their \positions" at the points of intersection
with Zr and Zt. At these points, the primaries could be either at the
pericenter or at the apocenter of the ellipse (i.e. t(mod 2) = 0 and
t(mod 2) = , respectively). Moreover the innitesimal mass could
cross Zr with either _z > 0 or _z < 0; and it could cross Zt with
either z > 0 or z < 0. This gives us eight possible positions, that
will be denoted by Pr (Ar ) when we are at the pericenter (apocenter)
with r symmetric conditions (the signs  correspond to _z > 0 and
_z < 0, respectively), and by Pt (A

t ) when we are at the pericenter
(apocenter) with t symmetric conditions (the signs  correspond to
z > 0 and z < 0, respectively). We use the notation pos1
t ! pos2 to
say that at an instant t0 the orbit is at position pos1 and at t0 + t it
is at position pos2. Then the classication of the symmetric periodic
orbits of the Sitnikov problem is given by the following result.
THEOREM 9. The following statements hold.
(a) Each r symmetric periodic orbit of the Sitnikov problem with
period  is of one of the following types:
(i) P+r
=2 ! A+r
=2 ! P+r ,
(ii) P+r
=2 ! A r
=2 ! P+r ,
(iii) P r
=2 ! A+r
=2 ! P r ,
(iv) P r
=2 ! A r
=2 ! P r ,
(v) P+r
=2 ! P r
=2 ! P+r ,
(vi) A+r
=2 ! A r
=2 ! A+r .
(vii) P+r
=2 ! P+r
=2 ! P+r .
(viii) P r
=2 ! P r
=2 ! P r .
(ix) A+r
=2 ! A+r
=2 ! A+r .
(x) A r
=2 ! A r
=2 ! A r .
Moreover from these ten types of periodic orbits only the types (v)
and (vi) can correspond to double{symmetric periodic orbits.
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(b) Each t symmetric periodic orbit of the Sitnikov problem with
period  is of one of the following types:
(i) P+t
=2 ! A+t
=2 ! P+t ,
(ii) P+t
=2 ! A t
=2 ! P+t ,
(iii) P t
=2 ! A+t
=2 ! P t ,
(iv) P t
=2 ! A t
=2 ! P t ,
(v) P+t
=2 ! P t
=2 ! P+t ,
(vi) A+t
=2 ! A t
=2 ! A+t .
(vii) P+t
=2 ! P+t
=2 ! P+t .
(viii) P t
=2 ! P t
=2 ! P t .
(ix) A+t
=2 ! A+t
=2 ! A+t .
(x) A t
=2 ! A t
=2 ! A t .
Moreover from these ten types of periodic orbits only the types (v)
and (vi) can correspond to double{symmetric periodic orbits.
(c) Each double{symmetric periodic orbit of the Sitnikov problem
with period  is of one of the following types:
(i) P+r
=4 ! A+t
=4 ! P r
=4 ! A t
=4 ! P+r ,
(ii) P+r
=4 ! A t
=4 ! P r
=4 ! A+t
=4 ! P+r ,
(iii) A+r
=4 ! P+t
=4 ! A r
=4 ! P t
=4 ! A+r ,
(iv) A+r
=4 ! P t
=4 ! A r
=4 ! P+t
=4 ! A+r ,
(v) P+r
=4 ! P+t
=4 ! P r
=4 ! P t
=4 ! P+r ,
(vi) P+r
=4 ! P t
=4 ! P r
=4 ! P+t
=4 ! P+r ,
(vii) A+r
=4 ! A+t
=4 ! A r
=4 ! A t
=4 ! A+r ,
(viii) A+r
=4 ! A t
=4 ! A r
=4 ! A+t
=4 ! A+r .
Proof. We only give the proof of statement (a). The other two
statements would be proved in a similar way.
The r symmetric periodic orbits of the Sitnikov problem with pe-
riod  cross Zr at two points: one for time t0 and the other one for
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time t0 + =2. Each intersection point must be of type P
+
r , P
 
r , A
+
r or
A r . Therefore we have sixteen possible congurations for the the pair
of points of intersection of the orbit with Zr.
Apart from congurations (vii), (viii), (ix) and (x), we have another
twelve congurations from which only congurations (i), (ii), (iii), (iv),
(v) and (vi) are dierent. Indeed, conguration P+r
=2 ! A+r
=2 ! P+r
corresponds to an orbit such that at time t0 is at position P
+
r and at
time t0 + =2 is at position A
+
r . But it also corresponds to an orbit
such that at time t0 = t0 + =2 is at position A
+
r and at time t0 + =2
is at position P+r . So congurations P
+
r
=2 ! A+r
=2 ! P+r and A+r
=2 !
P+r
=2 ! A+r are the same. The other conguration would be treated in
a similar way.
We note that congurations (i), (ii), (iii) and (iv) correspond to
symmetric periodic orbits '(t) = (z(t); _z(t)) such that the primaries
are located at the pericenter at time t0 and they are at the apoc-
enter at time t0 + =2. Thus the period of these periodic orbits is
 = 2k for some k 2 N odd. Consequently they cannot be double{
symmetric periodic orbits because =4 is not multiple of  (see Propo-
sition 7(a)). Therefore the only congurations that can correspond to
double{symmetric periodic orbits are congurations (v) and (vi).
REMARK 10. It seems that congurations (vii), (viii), (ix) and (x) of
statements (a) and (b) of Theorem 9 are only possible near the escaping
orbits.
We show the remark working with the orbits having initial condi-
tions on A+. A similar analysis could be done for the orbits having
initial conditions on A .
Given an even q 2 N, let  = f( _z0; 0) 2 A+g and let e = f( _z0; 0) 2
B+;qe : 0 < _z0 < ag  , where a is the smallest point such that
f q 1e (a; 0) 2 @A B e =  e . It is clear that f q 1e (e) is a C1{arc that
meets  e in the endpoint f
q 1
e (a; 0). Thus, by the results of Section 3,
we have that the image by f qe of the curve e approaches the boundary
@A+K e =  e spiraling innitely many times. Consequently, f qe (e) and
 have innitely many intersection points ( _zk; 0). We follow the curve
e from the point (0; 0) to the point (a; 0) and we order the points
of intersection so that ( _z1; 0) is the rst point of intersection, as one
traverses e from (0; 0) to (a; 0), ( _z2; 0) is the second, etc.
Consider conguration P+r
=2 ! P+r
=2 ! P+r of statement (a) (the
other ones would be treated in a similar way). It corresponds to a
 periodic solution (z(t); _z(t)) of the Sitnikov problem with initial
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conditions z(0) = 0, _z(0) = a0 for some a0 > 0 and such that z(=2) = 0
and _z(=2) = a1 with a1 > 0 and =2 = 2k for some k 2 N.
The solution (z(t); _z(t)) is dened by the initial conditions (a0; 0) 2
A+ (see Section 3 for details), moreover the point (a0; 0) satises that
f qe (a0; 0) = (a1; 0) for some even q 2 N, where q is the number of zeros
of z between the times t = 0 and t = =2. We note that q cannot be odd
because if q were odd, then f qe (a0; 0) 2 A , and consequently a1 would
be negative. On the other hand, since (z(t); _z(t)) is a r symmetric
periodic solution, we have also that f qe (a1; 0) = (a0; 0).
Assume that the points (a0; 0) and (a1; 0) are in e and that the
intersection points ( _zk; 0) satisfy the following condition
0 < _z1 < _z2 < _z3 < : : : (9)
Since f qe (a0; 0) = (a1; 0), it is clear that (a1; 0) 2 f qe (e)\, so (a1; 0) =
( _zk; 0) for some k 2 N. On the other hand, f qe (a1; 0) = (a0; 0), so
(a0; 0) = ( _zj ; 0) for some j 2 N. Hence, taking into account the order
of intersection we see that this is only possible when _zk = _zj ; that is
when a0 = a1.
We note that near the escaping orbits, we cannot assure if the inter-
section points of f qe (e) with  belong to e or, on the contrary, they
belong to another component of the domain of denition of f qe restricted
to . In short, if condition (9) is satised and (a0; 0); (a1; 0) 2 e, then
conguration P+r
=2 ! P+r
=2 ! P+r corresponds to a periodic orbit of
period =2. So in this case conguration P+r
=2 ! P+r
=2 ! P+r is not
possible with period  .
By the uniqueness theorem on the solutions of an ordinary dieren-
tial equation, the map f qe je is injective. If
@t1
@ _z0
> 0 ; (10)
for all ( _z0; 0) 2 e, with t1 dened by f qe ( _z0; 0) = ( _z1; t1 (mod 2)), then
condition (9) is satised.
When e = 0, the map f qe restricted to A+ is given by
f q0 ( _z0; 0) = ( _z0; ( _z0)q=2 (mod 2)) ;
where ( _z0) is the period of the periodic orbit having initial conditions
z(0) = 0, _z(0) = _z0 with _z0 2 (0; 2). The denition domain of the map
f q0 on A+ does not depend on q and it given by the set B+0 = f( _z0;et0) 2
A+ : 0 < _z0 < 2g; moreover, since q is even, f q0 (B+0 ) = B+0 . We note
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that if q where odd, then f q0 (B+0 ) = B 0 = 0(B+0 ). On the other hand,
@( _z0)
@ _z0
> 0 ;
for all _z0 2 (0; 2), see for more details (Llibre and Simo, 1980). We
set 0 = f( _z0; 0) 2 B+0 g. Since f q0 (B+0 ) = B+0 , it is easy to see that
f q0 (0) intersects 0 at innitely many points satisfying condition (9).
Therefore, conguration P+r
=2 ! P+r
=2 ! P+r is not possible when
e = 0.
Consider now the case e > 0 small. By the theorem of analytical
dependence of the solutions of an ordinary system of dierential equa-
tions on the initial conditions and parameters we can nd a < a, that
depends on e, such that on e = f( _z0; 0) 2 B+;qe : 0 < _z0 < ag the
image by f qe and the image by f
q
0 are close. Consequently, the points
of intersection of f qe (e) with  satisfy condition (9).
Finally, we have analyzed numerically, near z = 0 and _z0 = 0, the
points of intersection of f2e (e) and f
4
e (e) with , for dierent values of
e, and all the intersection points that we have found satisfy condition
(9). Probably this fact also happens for the other even values of q. Thus
it seems that conguration P+r
=2 ! P+r
=2 ! P+r is only possible near
the escaping orbits. 2
REMARK 11. It seems that, near z = 0 and _z0 = 0, congurations
(v) and (vi) of statements (a) and (b) of Theorem 9 correspond to
double{symmetric periodic orbits.
Consider conguration P+r
=2 ! P r
=2 ! P+r of statement (a), the
other ones would be treated in a similar way. This conguration cor-
responds to a  periodic solution (z(t); _z(t)) with initial conditions
z(0) = 0, _z(0) = a0 for some a0 > 0 and such that z(=2) = 0 and
_z(=2) =  a1 with a1 > 0 and =2 = 2k for some k 2 N. Using the
Poincare map fe in a similar way than in the previous remark, it seems
that, unless (a0; 0) be near the escaping orbits, this is only possible
when a0 = a1.
Assume that a0 = a1, then (z(t); _z(t)) is a periodic solution of the
Sitnikov problem with initial conditions z(0) = 0, _z(0) = a0 for some
a0 > 0 and period  = 4k such that z(=2) = 0 and _z(=2) =  a0.
Thus, from Corollary 8, we have that (z(t); _z(t)) is a double{symmetric
periodic solution. 2
Now we want to prove the existence of symmetric periodic solutions
for the Sitnikov problem.
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PROPOSITION 12. Fixed e 2 (0; 1) and q 2 N, we can nd p(e; q)
in such a way that for all p 2 N coprime with q and p > p(e; q), there
exists at least a r symmetric periodic orbit of the Sitnikov problem with
period  = 2p such that the primaries make p revolutions during 2q
consecutive crossings of m3 with z = 0. Moreover if p is odd, then this
periodic orbit is r symmetric but not double{symmetric.
Proof. In order to prove the existence of r symmetric periodic solu-
tions for the Sitnikov problem we will use the Poincare map fe : Be 
A  ! A, dened in Section 3, and its iterates.
Consider the solution '(t) = (z(t); _z(t)) of the Sitnikov problem
having initial conditions z(t0) = 0 and _z(t0) = _z0 with t0 = 0 (the case
t0 =  would be studied in a similar way). We note that this solution
corresponds to the point ( _z0; 0) 2 A.
From Proposition 5 '(t) is a r symmetric periodic solution with pe-
riod  if z(=2) = 0, =2 = k for some k 2 N and there is no  multiple
of  with  2 (0; =2) such that z() = 0. Then the r symmetric peri-
odic solutions of the Sitnikov problem correspond to points ( _z0; 0) 2 A
such that either f qe ( _z0; 0) = ( _zq; 0), or f
q
e ( _z0; 0) = ( _zq; ), for some
q 2 N.
Let (e; q; _z0) denote the time necessary for going from ( _z0; 0) to the
q th next zero of z(t), if it exists; and let
p(e; q) =
24 lim_z0!0(e; q; _z0)

35 ;
where [  ] denotes the integer part function.
Consider the curve  = f( _z0; 0) 2 B+e g (see Section 3 for details).
It is clear that  is a C1 arc that meets nontangentially the bound-
ary +e in the endpoint P . Thus by Theorem 3(d), the image curve
f+e () approaches the boundary 
+
e spiraling (see Figure 7). Therefore
f+e () intersects innitely many times ft = 0g and ft = g. More
precisely, for each k 2 N we can nd at least a point _zk1 such that
either f+e ( _zk1; 0) = (vk1; 0) or f
+
e ( _zk1; 0) = (vk1; ). Moreover ( _zk1; 0)
correspond to a r symmetric periodic orbit of the Sitnikov problem
with period  = 2p such that the primaries make p = p(e; 1) + k
revolutions during 2 consecutive crossings of m3 with z = 0. If p is
odd, then these r symmetric periodic orbits are not double{symmetric,
because =4 is not multiple of  (see Proposition 7).
Consider now the image by the map f qe , with q 2 N and q > 1, of the
curve . We note that f qe is not dened for all  (see Section 3 for the
domain of denition of the map f qe ). Set 1 = f( _z0; 0) 2 B+e : 0 < _z0 <
ag  , where a is the smallest point such that f q 1e (a; 0) 2 @A+B+e =
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t0 = 0
(mod 2)
t0 = 
(mod 2)
sr(v21; 0) r(v41; 0) r(v61; 0) rr... rr
r(v11; )r(v31; )r(v51; )r(v71; )
...
rrr
_z0 = 0
B+e

sP ?
+e
+e
6
?
f+e ()
Figure 7. Image by fe of the curve .
+e , if q is odd; and f
q 1
e (a; 0) 2 @A B e =  e , if q is even. It is clear that
f q 1e () is a C1{arc that meets +e (respectively,  e ) in the endpoint
f q 1e (a; 0). Thus, by the results of Section 3, we have that the image by
f qe of the curve  approaches the boundary @A K+e = +e (respectively,
the boundary @A+K e =  e ) spiraling. Consequently f qe () intersects
innitely many times ft = 0g and ft = g. Then, proceeding as in the
case q = 1, we see that for all p 2 N with p > p(e; q) we can nd at least
a point ( _zpq; 0) that corresponds to a r symmetric periodic orbit of the
Sitnikov problem such that the primaries make p complete revolutions
during 2q consecutive crossings of m3 with z = 0. It is clear that if
p; q coprime, then the period of this r symmetric periodic solution is
 = 2p, and otherwise it is  = 2p=gcd(p; q), where gcd(p; q) denotes
the greatest common divisor of the integers p and q. Moreover if p is odd
and p; q are coprime, then the r symmetric periodic solutions obtained
in this way are not double{symmetric because =4 is not multiple of
. Finally, we can apply similar arguments on the other components
of the domain of denition of f qe on , obtaining in this way dierent
r symmetric periodic orbits for large periods.
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REMARK 13. According to Remark 11 it seems that the r symme-
tric periodic orbits with period  = 2p, for some even p 2 N, given
Proposition 12 that are near z = 0 and _z = 0, are double{symmetric pe-
riodic solutions. In particular, for e suciently small there are double{
symmetric periodic solutions. 2
REMARK 14. In the proof of Proposition 12 we have analyzed the
image by f qe , with q 2 N, of the curve  = f( _z0; 0) 2 B+e g  A+.
Applying the same arguments we can also analyze the image by f qe of
the curve  = f( _z0; 0) 2 B e g  A . In general, the periodic orbits that
we obtain from these two ways will not be the same.
Analyzing the image by f qe of the curve  = f( _z0; 0) 2 B+e g  A+ we
have proved that, given 0 < e < 1 and q 2 N, and for all p 2 N coprime
with q and p > p(e; q) we can nd a point ( _zpq; 0) 2 A+ corresponding
to a r symmetric periodic orbit with period  = 2p such that the
primaries make p complete revolutions during 2q consecutive crossings
of m3 with z = 0. On the other hand, analyzing the image by f
q
e of the
curve  = f( _z0; 0) 2 B e g  A  we can prove that, given 0 < e < 1
and q 2 N, and for all p 2 N coprime with q and p > p(e; q) we can
nd a point ( _zpq; 0) 2 A  corresponding to a r symmetric periodic
orbit of the Sitnikov problem with period  = 2p satisfying the above
properties.
If p is odd and q is even, then the point ( _zpq; 0) corresponds to
a r symmetric periodic orbit of type P+r
=2 ! A+r
=2 ! P+r , whereas
the point ( _zpq; 0) corresponds to a r symmetric periodic orbit of type
P r
=2 ! A r
=2 ! P r . Therefore the points ( _zpq; 0) and ( _zpq; 0) cor-
respond to dierent periodic orbits (see Theorem 9). The same fact
occurs when p odd and q odd. In this last case ( _zpq; 0) corresponds to
a r symmetric periodic orbit of type P+r
=2 ! A r
=2 ! P+r , whereas
the point ( _zpq; 0) corresponds to a r symmetric periodic orbit of type
P r
=2 ! A+r
=2 ! P r .
If p is even, then the points ( _zpq; 0) and ( _zpq; 0) could correspond to
the same periodic orbit. Indeed, since ( _zpq; 0) corresponds to a r sym-
metric periodic orbit and p is even (q is odd), we have that f qe ( _zpq; 0) =
(vpq; 0) 2  and f qe (vpq; 0) = ( _zpq; 0) 2 . Thus if ( _zpq; 0) is the unique
point of A+ corresponding to a r symmetric periodic orbit with period
 = 2p such that the primaries make p complete revolutions during 2q
consecutive crossings ofm3 with z = 0, then _zpq = vpq and consequently
the points ( _zpq; 0) and ( _zpq; 0) correspond to the same orbit. This fact
occurs when f qe satises condition (10). 2
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PROPOSITION 15. Fixed e 2 (0; 1) and q 2 N, we can nd p(e; q)
in such a way that for all p 2 N coprime with q and p > p(e; q), there
exists at least a t symmetric periodic orbit of the Sitnikov problem with
period  = 2p such that the primaries make p revolutions during 2q
consecutive crossings of m3 with _z = 0. Moreover if p is odd, then this
periodic orbit is t symmetric but not double{symmetric.
Proof. Consider the solution '(t) = (z(t); _z(t)) of the Sitnikov prob-
lem having initial conditions z(t0) = z0 and _z(t0) = 0 with t0 = 0 (the
case t0 =  would be treated in a similar way). From Proposition 6
'(t) is a t symmetric periodic solution with period  if _z(=2) = 0,
=2 = k for some k 2 N and there is no  multiple of  with
 2 (0; =2) such that _z() = 0.
We note that all periodic orbits of the Sitnikov problem have at least
one zero of _z. Then we can describe an arbitrary periodic orbit giving
the time t0 at which _z(t0) = 0, and giving z(t0) = z0. Moreover the
time t0 can be given modulus 2. Therefore the periodic orbits of the
Sitnikov problem can be thought like points of the cylinder
D = f(z0; t0(mod 2)) 2 R S1 : z(t0) = z0 2 R; _z(t0) = 0g :
The point (z; t(mod 2)) of the cylinder D is denoted by (z;et); i.e.
t(mod 2) = et. On the other hand, the cylinder D can be thought as
union of two cylinders, one corresponding to initial conditions z(t0) =
z0 > 0 (D+), and the other one corresponding to initial conditions
z(t0) = z0 < 0 (D ). These two cylinders are symmetric by symmetry
(t; z; _z) 7 ! (t; z;  _z) (see Section 3), and they are divided by the
circle of initial conditions z(t0) = 0, _z(t0) = 0.
We dene a Poincare map ge on D+ [ D  by following a solution
with initial conditions z(t0) = z0, _z(t0) = 0 to its next zero of _z, i.e.
_z(t1) = 0 where t1 is the smallest t > t0 for which _z(t1) = 0 if it exists,
otherwise we set t1 =1. Then the map ge is given by
ge(z0; et0) =  g+e (z0; et0) if (z0; et0) 2 D+ and t1 <1 ;
g e (z0; et0) if (z0; et0) 2 D  and t1 <1 ;
where ge (z0; et0) = (z1; et1) with z1 = z(t1). Notice that g+e applies
points of D+ into D  and g e applies points of D  into D+. Moreover,
g e = 0
 1  g+e  0 ;
where 0 is the symmetry on D given by
0 : (z0; et0) 7 ! ( z0; et0) :
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We note that the t symmetric periodic solutions of the Sitnikov
problem correspond to points (z0; 0) of D such that either gqe(z0; 0) =
(zq; 0), or g
q
e(z0; 0) = (zq; ), for some q 2 N.
Let (e; q; z0) denote the time necessary for going from (z0; 0) to the
q th next zero of _z(t), if it exists; and let
p(e; q) =
24 limz0!0(e; q; z0)

35 :
Let De = D+e [ D e denote the domain of denition of ge, where
D+e  D+ and D e  D . Consider the curves  = f(z0; 0) 2 D+ g and
1 = f(z0; 0) 2 D+e : 0 < z0 < ag  , where a is the smallest point
such that (a; 0) 2 @D+D+e . It is clear that when (z0; 0) 2 1 tends to the
point (a; 0), the image curve g+e (1) tends to z =  1 spiraling, because
the boundary @D+D+e corresponds to orbits that escape parabolically
(i.e. _z(1) = 0) to z =  1. Thus g+e (1) intersects innitely many
times ft = 0g and ft = g. Then, proceeding as in Proposition 12,
we see that for all p 2 N with p > p(e; 1) we can nd at least a point
(zp1; 0) that corresponds to a t symmetric periodic orbit of the Sitnikov
problem such that the primaries make p complete revolutions during 2
consecutive crossings of m3 with _z = 0.
Consider now the image by the map gqe , with q 2 N and q > 1,
of the curve . Let now 1 = f(z0; 0) 2 D+e : 0 < z0 < ag  ,
where a is the smallest point such that gq 1e (a; 0) 2 @D+D+e , if q is odd;
and gq 1e (a; 0) 2 @D D e , if q is even. It is clear that the image curve
gqe(1) tends to z = 1 spiraling (+1 for even q and  1 for odd q)
as z0 ! a. Thus, proceeding as in Proposition 12, we see that for all
p 2 N with p > p(e; q) we can nd at least a point (zpq; 0) that corre-
sponds to a t symmetric periodic orbit of the Sitnikov problem such
that the primaries make p complete revolutions during 2q consecutive
crossings of m3 with _z = 0. If p and q are coprime, then the period
of this t symmetric periodic solution is  = 2p, and otherwise it is
 = 2p=gcd(p; q). Moreover if p is odd and p; q are coprime, then the
t symmetric periodic solutions obtained in this way are not double{
symmetric, because =4 is not multiple of  (see Proposition 7). Finally
we can apply similar arguments on the other components of the domain
of denition of gqe on , obtaining in this way dierent t symmetric
periodic orbits of the Sitnikov problem for large periods.
REMARK 16. According to Remark 11 it seems that the t symmetric
periodic orbits with period  = 2p, for some even p 2 N, given by
Proposition 15 that are near z = 0 and _z = 0 are double{symmetric
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periodic solutions. In particular, for e > 0 suciently small, there are
double{symmetric periodic orbits. 2
REMARK 17. In the proof of Proposition 15 we have analyzed the
image by gqe , with q 2 N, of the curve  = f(z0; 0) 2 D+g. Using similar
arguments than in Remark 14, we see that we also could analyze the
image by gqe , with q 2 N, of the curve  = f(z0; 0) 2 D g, obtaining in
general dierent t symmetric periodic orbits of the Sitnikov problem
(see Remark 14). 2
In (Corbera and Llibre, 2000) the existence of double{symmetric,
r symmetric and t symmetric periodic orbits of the Sitnikov problem
is proved, for small values of e, from the analytic continuation method
applied to periodic orbits of the circular Sitnikov problem; that is, the
Sitnikov problem when e = 0.
5. Non{symmetric periodic orbits
Up to here we have proved the existence of r symmetric, t symmetric
periodic orbits of the Sitnikov problem. We have also proved the exis-
tence of some double{symmetric periodic orbits, see Remarks 13 and
16. Here we will prove the existence of periodic orbits of the Sitnikov
problem that do not satisfy those symmetries. Those periodic orbits
will be called non{symmetric periodic orbits.
In order to prove the existence of non{symmetric periodic orbits,
we will use the results of (Alekseev, 1968) and (Moser, 1973) about
the presence of the Bernoulli shift as a subsystem of fe. Remember
that (Alekseev, 1968) and (Moser, 1973) identify points (t0; 0;  _z0)
with (t0; 0; _z0) and here we do not use this identication. So we start
summarizing those results without identifying points.
5.1. The Bernoulli shift as a subsystem of the Poincare
map fe
Let WS(+1) and WU (+1) (respectively, WS( 1) and WU ( 1))
denote the manifolds formed by orbits which escape to z = +1 (respec-
tively, to z =  1) parabolically for t!1 and t!  1, respectively.
These are 2 dimensional manifolds in the 3 dimensional phase space
(t(mod 2); z; _z), in fact they are cylinders, see (Moser, 1973).
Using McGehee's coordinates to blow-up the singularity z = +1,
Moser proves that the manifoldsWS(+1) andWU (+1) are the stable
and unstable manifolds of a periodic orbit + at the innity z = +1.
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z =  1 z =1
t0 = 0
(mod 2)
t0 = 
(mod 2)
s
P 0 s
Q0
sP sQ WS(+1)
WU (+1)
WS( 1)
WU ( 1)
  +
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 e
?
Figure 8. The periodic orbits + and   at z = +1 and z =  1, respectively.
He also proves that WS(+1) and WU (+1) meet z = 0 in the curves
+e and 
+
e , respectively (see Chapter VI of (Moser, 1973) for more
details). Then by means of the symmetry (4) the manifolds WS( 1)
and WU ( 1) are the stable and unstable manifolds of a periodic orbit
  at the innity z =  1. Moreover WS( 1) and WU ( 1) meet
z = 0 in the curves  e and  e , respectively (see Figure 8).
We note that the point P (respectively, Q) corresponds to an orbit
P (respectively, Q) that comes parabolically from z =  1, cross once
z = 0 and escapes parabolically to z =1. In the same way, the point
P 0 (respectively, Q0) corresponds to an orbit P 0 (respectively, Q0) that
comes parabolically from z =1, cross once z = 0 and escapes parabol-
ically to z =  1. Thus we have four dierent heteroclinic loops each
one formed by two parabolic orbits of the Sitnikov problem, one that
comes from  1 and escapes to +1 and the other one that comes from
+1 and escapes to 1. These heteroclinic loops are, the one formed by
the parabolic orbits P and P 0 , the one formed by Q and Q0 , the one
formed by P and Q0 and nally the one formed by Q and P 0 . They
are denoted by 1, 2, 3 and 4, respectively. In Moser's identication
these four heteroclinic loops become two homoclinic loops.
Using techniques of symbolic dynamics, we study the qualitative
dynamics in a neighborhood of the heteroclinic loop 1. All types of
orbits that we nd here could be nd in a neighborhood of the other
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heteroclinic loops, but here we do not give the details for these other
loops.
We start introducing the shift map. Let A be the set N [ f0;1g.
We introduce a topological space S whose elements s are sequences of
the form
(i) s = (: : : ; s 2; s 1; s0; s1; s2; : : :) with sn 6=1 for all n 2 Z;
(ii) s = (1; sk+1; sk+2; : : :) with k  0 and sn 6= 1 for all n 2 Z,
n > k;
(iii) s = (: : : ; sl 2; sl 1;1) with l  1 and sn 6=1 for all n 2 Z, n < l;
(iv) s = (1; sk+1; : : : ; sl 1;1) with k  0, l  1 and sn 6= 1 for all
n 2 Z, k < n < l.
We consider in S the topology given by the base of neighborhoods
fUj(s) : s 2 S; j 2 Ng where
Uj(s) = fs0 2 S : s0n = sn; jnj  jg when s is of type (i),
Uj(s) = fs0 2 S : s0n = sn; k < n  j; s0k  jg when s is of type (ii),
Uj(s) = fs0 2 S : s0n = sn;  j  n < l; s0l  jg when s is of type (iii),
Uj(s) = fs0 2 S : s0n = sn; k < n < l; s0k; s0l  jg when s is of type
(iv).
On this topological space we consider the homeomorphism  dened by
((s))k = sk 1 (i.e.  shifts the sequence s by one position to the right)
which is known as the Bernoulli shift of S. The domain of denition of
 is D() = fs 2 S : s0 6=1g.
Set U = U+ [ U  where U+ and U  are two copies of the square
[0; 1][0; 1], and set eS = S+[S  where S+ and S  are two copies of S.
We dene a map e : eS  ! eS in such a way that e+ = ejS+ : S+  ! S 
and e  = ejS  : S   ! S+ coincide with the Bernoulli shift . Then
the domain of denition of e is D(e) = fs 2 eS : s0 6=1g. Let F be a
continuous map of U into itself such that F+ = F jU+ : U+  ! U  and
F  = F jU  : U   ! U+. We say that the map F possesses two copies
of the Bernoulli shift  as a subsystem if there exist a homeomorphism
h : eS  ! h(eS)  U , with h+ = hjS+ : S+  ! h(S+)  U+ and
h  = hjS  : S   ! h(S )  U , such that
h  e = F  hjD(e) : (11)
In Theorems 8.4 and 8.6 of (Alvarez and Llibre, 1999) we can nd
the hypotheses on F that are needed to guarantee the presence of two
copies of the Bernoulli shift  as a subsystem of F .
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If the map F possesses two copies of the Bernoulli shift  as a
subsystem, then there is a one{to{one correspondence between the
sequences of eS and the points of I = h(eS)  U . Moreover the action
of F on I is topologically equivalent to the action of e on eS. Then the
dynamical behaviour of the orbits of points of I under the action of
F and the behaviour of the corresponding sequences of eS under the
action of e are the same. Here we only are interested in the presence
of the Bernoulli shift  as a subsystem of F in order to prove the
existence of innitely many periodic orbits, and specially of innitely
many non{symmetric periodic orbits.
We see that the periodic sequences of S = S+ = S  correspond to
periodic points of the map F . Indeed, let s = (sn) be a l  periodic
sequence of S; that is, sj+l = sj for all j 2 Z and there is no 1  l0 < l
such that sj+l0 = sj for all j 2 Z. Assume that s 2 S+ (the case s 2 S 
would be treated in a similar way). It is easy to see that if l is even, thenel(s) = s 2 S+ and there is no 1  l0 < l such that el0(s) = s 2 S+;
that is, the sequence s is a periodic point of the map e with period
l = l. If l is odd, then el(s) = s 2 S , nevertheless e2l(s) = s 2 S+
and there is no 1  l0 < 2l such that el0(s) = s 2 S+. Thus in this
case the sequence s is a periodic point of the map e with period l = 2l.
Let p = h(s) 2 U , since el(s) = s, it follows from (11) that p = F l(p);
that is, p is a periodic point of the map F with period l. Since the
sequences (sn) are arbitrary and the periodic sequences are dense in S,
see (Denker et al., 1976); we can conclude that the periodic points of
F are dense on I.
We return now to the Sitnikov problem. By Theorem 3.6 of (Moser,
1973), it is easy to see that the Poincare map fe possesses two copies of
the Bernoulli shift  as a subsystem in a neighborhood of the hetero-
clinic loop 1 (i.e. the heteroclinic loop formed by the parabolic orbits
P and P 0), for more details see (Alvarez and Llibre, 1999).
The rst one in proving that the Bernoulli shift  is a subsystem
of the Poincare map fe of the Sitnikov problem was Alekseev (1968).
Later on Moser (1973) gave a more geometric and simpler proof of
the results of Alekseev. We remark that Alekseev in his analysis also
identies points (t0; 0;  _z0) with points (t0; 0; _z0).
The presence of two copies of the Bernoulli shift  as a subsystem of
the Poincare map fe in a neighborhood of the heteroclinic loop formed
by the parabolic orbits P and P 0 leads to the following theorem.
THEOREM 18. The following statements hold.
(a) We can associate to every solution z(t) of the Sitnikov problem a
sequence (an) 2 eS of type (i), (ii), (iii) or (iv) in such a way that
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an measure the number of complete revolutions of the primaries
(m1 and m2) between the n th and the (n+ 1) th zero of z(t).
(i) If the solution z(t) does innitely many oscillations in forward
and in backward times, then we associate to z(t) a sequence
of type (i).
(ii) If the solution z(t) comes from innity and performs innitely
many oscillations in forward time, then we associate to z(t)
a sequence of type (ii).
(iii) If the solution z(t) performs innitely many oscillations in
backward time and escapes to innity in forward time, then
we associate to z(t) a sequence of type (iii).
(iv) If the solution z(t) comes from innity and after doing a nite
number of oscillations it escapes to innity, then we associate
to z(t) a sequence of type (iv).
(b) Given a suciently small e > 0 there exists an integer s = s(e)
such that for any sequence (sn) 2 S of type (i), (ii), (iii) or (iv)
with sn  s there are two unique orbits (one for (sn) 2 S+  eS and
another one for (sn) 2 S   eS) of the Sitnikov problem suciently
near the heteroclinic loop formed by the parabolic orbits P and
P 0, such that its associated sequence is (sn). Eventually these two
periodic orbits can be the same.
Proof. See Chapter III x5 of (Moser, 1973).
REMARK 19. In Theorem 18, the smallness assumption on e is not
really necessary. It holds true for all e 2 (0; 1) except perhaps for a
discrete set of values of e, see (Moser, 1973). We note that the construc-
tion of the Bernoulli shift  as a subsystem of fe done in (Moser, 1973)
needs that the boundary curves @A+(B+e ) = +e and  e = @A+f e (B e )
intersect transversally at the point P . The exclusion of a nite set of
values of e is needed in order to guarantee the transversality, using the
analyticity of the angle between the tangents at P of the curves +e
and  e (see Theorem 4).
A recent work of Rayskin (1998) shows that, under certain condi-
tions, we can nd a transversal homoclinic point as close as we want of
a given non{transversal homoclinic point. Consequently, under suitable
conditions, in a neighborhood of non{transversal homoclinic points we
also can nd a Bernoulli shift as a subsystem.
In short Theorem 18 is valid for all e 2 (0; 1) except perhaps for a
discrete set of values of e. In the line of the results of (Rayskin, 1998),
it seems that this assumption is only a technical question that could
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be removed by using the techniques developed in that paper. But here
we do not apply directly these techniques because our hypotheses are
quite dierent. 2
We note that the sequence (sn) in Theorem 18 can be chosen com-
pletely independently (only with the restriction sn  m). Taking into
account the dierent types of sequences (sn), Theorem 18 allows to
classify the nal evolutions (i.e. the behaviour of the orbits when t!1
or t!  1) of the Sitnikov problem, see for instance (Alekseev, 1968);
but this topic is not treated in this work. Here we will use Theorem 18
only to nd innitely many non{symmetric periodic orbits, which come
from choosing convenient periodic sequences (sn). We note that the
periodic orbits obtained in this way are always hyperbolic periodic
orbits, see (Moser, 1973).
5.2. Sequences associated to symmetric periodic orbits
From Theorem 18(a), we can associate to every solution (z(t); _z(t)) of
the Sitnikov problem a sequence (an) 2 eS in such a way that an mea-
sure the number of complete revolutions of the primaries (m1 and m2)
between the n th and the (n+ 1) th zeros of z(t) if such zeros exist.
Now we want to characterize the sequences associated to symmetric
periodic orbits. In order to do this we need the following two lemmas.
LEMMA 20. Let '(t) = (z(t); _z(t)) be a r symmetric solution of the
Sitnikov problem with initial conditions z(0) = 0 and _z(0) = _z0 for
some _z0 2 R. Then the following statements hold.
(a) If tk and t k denote the k th next zero of z(t) in forward time
and in backward time respectively (in the case that they exist), then
t k =  tk.
(b) If tk and t k denote the next k th zero of _z(t) in forward time
and in backward time respectively (in the case that they exist), then
t k =  tk.
Proof. Since at t = 0 the primaries are at the pericenter of the ellipse
and z(0) = 0 we can use the r symmetry obtaining
(z( t); _z( t)) = ( z(t); _z(t)) :
Therefore z( tk) =  z(tk) = 0 and _z( tk) = _z(tk) = 0. Moreover,
since tk (respectively, tk) is the k th zero of z(t) (respectively, _z(t))
in forward time,  tk (respectively,  tk) is the k th zero of z(t) (re-
spectively, _z(t)) in backward time. Therefore t k =  tk (respectively,
t k =  tk).
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LEMMA 21. Let '(t) = (z(t); _z(t)) be a t symmetric solution of the
Sitnikov problem with initial conditions z(0) = z0 and _z(0) = 0 for
some z0 2 R. Then the following statements hold.
(a) If tk and t k denote the k th next zero of _z(t) in forward time
and in backward time respectively (in the case that they exist), then
t k =  tk.
(b) If tk and t k denote the next k th zero of z(t) in forward time
and in backward time respectively (in the case that they exist), then
t k =  tk.
Proof. The proof is the same than the proof of Lemma 20 but using
the t symmetry instead of the r symmetry.
THEOREM 22. Let '(t) = (z(t); _z(t)) be a periodic solution of the
Sitnikov problem with period  and let (an) = (: : : ; a 1; a0; a1; a2; : : :)
be the sequence associated to this periodic solution. The solution '(t)
corresponds to a periodic point ( _z0; et0) 2 A of the Poincare map fe
(see Section 3), where t0 is such that z(t0) = 0, et0 = t0(mod 2) and
_z0 = _z(t0). Assume that l 2 N is the period of the periodic point ( _z0; et0)
under fe. Then the following statements hold.
(a) l is even and (an) is a periodic sequence of period l or a divisor
of l.
(b) If '(t) is a r symmetric periodic solution, then the associated
sequence (an) veries that
aj = al j 1 for j = 0; 1; : : : ; (l   2)=2 : (12)
(c) If '(t) is a t symmetric periodic solution, then the associated
sequence (an) veries that
aj = al j for j = 1; 2; : : : ; (l   2)=2 : (13)
(d) If '(t) is a double{symmetric periodic solution, then the asso-
ciated sequence (an) is the constant sequence; that is,
aj = a0 for j 2 N : (14)
(e) If f
l=2
e ( _z0; et0) = (  _z0; et0), then (an) is a periodic sequence of
period l = l=2 or a divisor of l.
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Proof. Let t0 be the rst positive zero of z(t) and set _z0 = _z(t0).
Then the solution '(t) corresponds to the point ( _z0; et0) 2 A with et0 =
t0(mod 2) (see Section 3 for details). Let tk be the next k th zero
of z(t) in forward time if k > 0, and the next k th zero in backward
time if k < 0, and set _zk = _z(tk); that is, ( _zk; etk) = fke ( _z0; et0) whereetk = tk(mod 2). Since '(t) is a periodic solution, ( _z0; et0) is a periodic
point of the map fe with period l for some even l 2 N (i.e. f le( _z0; et0) =
( _z0; et0) and fke ( _z0; et0) 6= ( _z0; et0) for k = 1; 2; : : : ; l   1). We note that
the period l cannot be odd because, if l were odd, then f le would apply
points of A+ into A  and viceversa, so in this case f le could not have
xed points.
Let i;j = jti tj j denote the time that the orbit needs for going from
the point ( _zi; eti) to the point ( _zj ; etj). Since i;j = j;i, in what follows
when i;j or j;i appears we will always write i;j with i < j.
Using the fact that ( _z0; et0) is a l periodic point of the map fe,
we have that k;(k+1) = (l+k);(l+k+1) for all k 2 Z. On the other
hand, the primaries have completed ak revolutions between ( _zk; etk)
and ( _zk+1; gtk+1), and they have completed al+k revolutions between
( _zl+k;gtl+k) and ( _zl+k+1; t^l+k+1). This means that k;(k+1) = 2(ak+k)
for some k 2 [0; 1), and (l+k);(l+k+1) = 2(al+k + l+k) for some
l+k 2 [0; 1). Therefore al+k = ak and k = l+k for all k 2 N. Thus
(an) is a periodic sequence of period l or divisor of l, which proves
statement (a).
Assume now that '(t) is a r symmetric periodic solution of the
Sitnikov problem. From Proposition 5, it is easy to see that we can
nd 0  k < l=2 such that either fke ( _z0; et0) = ( _zk; 0) or fke ( _z0; et0) =
( _zk; ). Changing the origin of time if necessary we can assume that
k = 0. Then applying Lemma 20 (with a change of the origin of time if
necessary), the time 0;k that the orbit needs for going from ( _z0; et0) to
( _zk; etk), for all k 2 N, is the same than the time  k;0 needed for going
from ( _z0; et0) to ( _z k; ft k) in backward motion. In particular, 0;1 =
 1;0. Using the fact that ( _z0; et0) is a l periodic point of fe, we have
that  1;0 = (l 1);l, so 0;1 = (l 1);l (see Figure 9). On the other
hand, the primaries have completed a0 revolutions between ( _z0; et0) and
( _z1; et1), and they have completed al 1 revolutions between ( _zl 1;gtl 1)
and ( _zl; etl). This means that 0;1 = 2(a0 + ) for some  2 [0; 1), and
(l 1);l = 2(al 1 + ) for some  2 [0; 1). Therefore a0 = al 1 and
 = .
In the same way, 0;2 =  2;0 = (l 2);l. Since 0;1 = (l 1);l, we see
that 1;2 = (l 2);(l 1). On the other hand, 1;2 = 2(a1 + ) for some
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( _z0; t0)
( _z1; t1)
( _z2; t2)
( _z3; t3) ( _zl 3; tl 3)
( _zl 2; tl 2)
( _zl 1; tl 1)
( _z0; t0 + ): : :
a0 a1 a2 al 3 al 2 al 1
- - - - - -
0;1 1;2 2;3 (l 3);(l 2) (l 2);(l 1) (l 1);l
-
-
0;2
0;1


0;2
: : :
6 6 6 6 6 6 6 6
Figure 9. The times i;j .
 2 [0; 1) and (l 2);(l 1) = 2(al 2 + ) for some  2 [0; 1). Therefore
a1 = al 2 and  = .
Analyzing i;j for i; j 2 [0; l] and i < j, we see that the sequences as-
sociated to r symmetric periodic orbits of the Sitnikov problem verify
that
aj = al j 1 for j = 0; 1; : : : ; (l   2)=2 ;
which proves statement (b).
Assume now that '(t) is a t symmetric periodic solution of the
Sitnikov problem.
We note that between two consecutive zeros of z(t) there exist always
a zero of _z(t). Let tk be the zero of _z(t) between ( _zk; etk) and ( _zk+1; gtk+1)
and let zk = z(tk). This zero corresponds to the point (
etk; zk; 0), withetk = tk(mod 2), of the phase space (t(mod 2); z; _z). To simplify, this
point is denoted by (zk;
etk). From Proposition 6, it is easy to see that
we can nd 0  k < l=2 such that either (zk; etk) = (zk; 0) or (zk; etk) =
(zk; ). Changing the origin of time if necessary we can assume that
k = 0.
Let 0;j = jtj t0j denote the time that the orbit needs for going from
the point (z0;
et0) to the point ( _zj ; etj). Using Lemma 21 (with a change
of the origin of time if necessary) the time 0;1 needed for going from
(z0;
et0) to ( _z1; et1) is the same than the time 0;0 needed for going from
(z0;
et0) to ( _z0; et0) in backward motion. In the same way, 0;2 = 0; 1
and in general 0;k = 0; (k 1) for all k 2 N. Condition 0;2 = 0; 1
implies that 1;2 =  1;0 because 0;1 = 0;0 (see Figure 10). Using
the fact that ( _z0; et0) is a l periodic point of fe, we have that  1;0 =
(l 1);l. Therefore a1 = al 1. In the same way, condition 0;3 = 0; 2
implies that 2;3 =  2; 1 = (l 2);(l 1), because 0;2 = 0; 1. Therefore
a2 = al 2.
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( _z0; t0) ( _z1; t1) ( _z2; t2) ( _z3; t3) ( _zl 2; tl 2)( _zl 1; tl 1)( _z0; t0 + )
: : :
- - - - -0;1 1;2 2;3 (l 2);(l 1) (l 1);l
0;1

0;1
-

0;2 0;2
0;2 -
0;3 -0;3 0;3
: : :
6 6 6 6 6 6 6
(z0; t0) (z1; t1) (z2; t2) (zl 1; tl 1) (z0; t0)
Figure 10. The times 0;j .
Analyzing the remaining cases, we see that the sequences associated
to t symmetric periodic orbits of the Sitnikov problem verify that
aj = al j for j = 1; 2; : : : ; (l   2)=2 ;
which proves statement (c).
Analyzing the sequences associated to r symmetric and t symme-
tric periodic solutions (i.e. (12) and (13)), we see that the sequences
associated to double{symmetric periodic orbits of the Sitnikov problem
are the constant sequences (i.e. a0 = an for all n 2 N). So statement
(d) is proved.
Finally assume that f
l=2
e ( _z0; et0) = (  _z0; et0), then by means of sym-
metry 0 : ( _z;et) 7 ! (  _z;et) we have that f l=2+ke ( _z0; et0) = 0(fke ( _z0; et0))
for all k 2 Z. Thus in this case al=2+k = ak for all k 2 N and conse-
quently (an) is a periodic sequence with period l = l=2 or a divisor of
it, which proves statement (e).
5.3. Existence of non{symmetric periodic orbits
Once we have characterized the sequences associated to periodic orbits,
we can prove the existence of non{symmetric periodic orbits.
PROPOSITION 23. For all e 2 (0; 1) except perhaps for a discrete set
of values of e, there exist innitely many non{symmetric periodic orbits
of the Sitnikov problem with suciently large periods that are close to
the heteroclinic loop 1.
Proof. The existence of non{symmetric periodic orbits of the Sit-
nikov problem follows from Theorem 18, Remark 19 and Theorem 22.
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Indeed, by Theorem 18, we can associate to any periodic sequence
(sn) 2 eS, with sn  s and s = s(e) a suciently large integer, a
unique periodic orbit of the Sitnikov problem, near the heteroclinic
loop 1, such that the primaries have completed sn revolutions between
the n th and the (n + 1) th zero of z(t). On the other hand, there
exist innitely many sequences that cannot be associated to symmetric
periodic orbits, all sequences which are not of the forms (12), (13) or
(14) (see Theorem 22). Moreover Theorem 18 holds for e 2 (0; 1) except
perhaps a discrete set of values of e (see Remark 19). Therefore we have
proved the existence of innitely many non{symmetric periodic orbits
of the Sitnikov problem for e 2 (0; 1), except perhaps for a discrete set
of values of e.
REMARK . Here we have only proved the existence of innitely many
non{symmetric periodic solutions near the heteroclinic loop 1. But
similar arguments would prove the existence of innitely many non{
symmetric periodic solutions near the other three heteroclinic loops
(2, 3 and 4). 2
Here we have used the existence of the Bernoulli shift as a subsystem
of fe in order to prove the existence of innitely many non{symmetric
periodic orbits, but the Bernoulli shift also gives innitely many sym-
metric periodic orbits. For instance, consider the image by fe of the
curve  = f( _z0; 0) 2 B+e \Rg, where R is the subset of B+e , containing
the point P , where we have constructed the Bernoulli shift as a subsys-
tem. Following the arguments of (Moser, 1973, page 98), we see that
fe() intersects 0() at innitely many points ( _zk; 0) which correspond
to periodic orbits associated to constant sequences (sn) = (m) 2 S+
for m large enough. Moreover, using the arguments of Proposition 12,
we see that these periodic orbits correspond to r symmetric periodic
orbits that are not double{symmetric. On the other hand, by Theo-
rem 18, we can associate to any periodic sequence (sn) 2 S+, with
sn  s and s = s(e) a suciently large integer, a unique periodic orbit
of the Sitnikov problem, suciently near the heteroclinic loop 1. Thus
the sequences (sn) = (m) 2 S+ for m large enough are associated to
r symmetric periodic orbits.
We note that the sequences (sn) = (m) for m large enough sat-
isfy condition (14), but they are not associated to double{symmetric
periodic orbits. In general, using the Bernoulli shift, we can nd in-
nitely many periodic orbits associated to sequences of the form (12)
or (13) but a priori we cannot guarantee that those periodic orbits are
symmetric periodic orbits.
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