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Integrable systems and effectivisation
of Riemann theorem about domains of the complex plane
S.M.Natanzon
1. Consider a closed analytic curve γ in the complex plane and denote by D+ and D−
the interior and exterior domains with respect to the curve. The point z = 0 is assumed to be
in D+. Then according to Riemann theorem there exists a function w(z) =
1
r
z +
∞∑
j=0
pjz
−j ,
mapping D− to the exterior of the unit disk {w ∈ C||w| > 1}. It is follow from [1] that
this function is described by formula logw = log z − ∂t0(
1
2∂t0 +
∑
k>1
z−k
k
∂tk)v, where v =
v(t0, t1, t¯1, t2, t¯2, ...) is a function from infinite number of variables
t0 =
1
π
∫
D+
d2z, tk =
1
πk
∫
D
−
z−kd2z.
Moreover, this function satisfies the dispersionless Hirota equation for 2D Toda lattice hierar-
chy.
(z − ξ)eD(z)D(ξ)v = ze−∂t0D(z)v − ξe−∂t0D(ξ)v. (1)
(z¯ − ξ¯)eD¯(z¯)D¯(ξ¯)v = z¯e−∂t0 D¯(z¯)v − ξ¯e−∂t0 D¯(ξ¯)v. (2)
1− e−D(z)D¯(ξ¯)v =
1
zξ¯
e∂t0(∂t0+D(z)+D¯(ξ¯))v, (3)
where
D(z) =
∑
k>1
z−k
k
∂tk , D¯(z¯) =
∑
k>1
z¯−k
k
∂t¯k .
Thus for an effectivisation of Riemann theorem it is sufficiently to find a representation
of v in the form of Taylor series
v =
∑
N
(
i0
∣∣i1, ..., ik∣∣¯i1, ..., i¯k¯)t0ti1 , ..., tk t¯¯i1 , ..., t¯¯ik¯.
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The numbers N(i0
∣∣i1, ..., ik∣∣¯i1, ..., i¯k¯) for iα, i¯β 6 2 is found in [ 1 ]. In this paper we find
some recurrence relations, that give a possible to find all N(i0
∣∣i1, ..., ik |¯i1, ..., i¯k¯). For this we
find some formulas for reconstruction any solutions of (1) – (3) via arbitrary Cauchy data
∂2v
∂t0∂ti
∣∣∣
t0
, ∂
2v
∂t0∂t¯i
∣∣∣
t0
, ∂
2v
dt2
∣∣∣
t0
(here F
∣∣∣
t0
= F
∣∣∣
t1=t¯1=t2=t¯2=···=0
(t0)) and find the values of these data
for our v.
2. Let us put ∂i = ∂ti =
∂
∂ti
and ∂¯i = ∂t¯i =
∂
∂t¯i
.
Lemma 1. z −
∞∑
j=1
1
j
z−j∂1∂jv = ze
−∂0D(z)v and
∂1∂jv =
∞∑
m=1
(−1)m+1
m!
∑
k1+···+km=j+1
j
k1 · · ·km
∂0∂k1v · · ·∂0∂kmv.
Proof: According (1) (z−ξ)eD(z)D(ξ)v = (z−ξ)(1+(D(z)D(ξ)v)+ 1
2
(D(z)D(ξ)v)2+· · · ) =
(z−ξ)(1+z−1ξ−1∂21v+z
−1
∞∑
j=2
1
j
ξ−j∂1∂jv+ξ
−1
∞∑
j=2
1
j
z−j∂1∂jv+z
−2ξ−2F ) = (z−ξ)+ξ−1∂21v−
z−1∂21v +
∞∑
j=2
1
j
ξ−j∂1∂jv −
∞∑
j=2
1
j
z−j∂1∂jv + z
−1ξ−1F.
On the other hand according (1) the function (z − ξ)eD(z)D(ξ)v is a sum of two functions
f1(z) + f2(ξ). Thus F = 0 and ze
−∂0D(z)v = z −
∞∑
j=1
1
j
z−j∂1∂jv. Therefore,
∞∑
j=1
1
j
z−(j+1)∂1∂jv = 1− e
−∂0D(z)v = 1−
(
1 +
∞∑
m=1
(−∂0D(z)v)
m
m!
)
=
−
∞∑
m=1
(−1)m
m!
( ∞∑
k=1
z−k
k
∂0∂kv
)m
=
= −
∞∑
m=1
(−1)m
m!
( ∞∑
n=1
z−n
∑
k1+···+km=n
1
k1 . . . km
∂0∂k1v · · ·∂0∂kmv
)
=
= −
∞∑
n=1
z−n
( ∞∑
m=1
(−1)m
m!
∑
k1+···+km=n
1
k1 . . . km
∂0∂k1v · · ·∂0∂kmv
)
.
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Thus
1
j
∂1∂jv = −
∞∑
m=1
(−1)m
m!
∑
k1+···+km=j+1
1
k1 . . . km
∂0∂k1v · · ·∂0∂kmv.
Lemma 2. ∂i∂jv =
∞∑
m=1
∑
s1 + · · ·+ sm = j + 1
si > 1
(−1)m+1
m
ij
(s1−1)···(sm−1)
Pij(s1 − 1, ..., sm −
1)·
·∂1∂s1−1v · · · ∂1∂sm−1v, where Pij(s1 − 1, ..., sm − 1) is the number of representations of
{i = i1 + · · ·+ im|1 6 ik 6 sk − 1, k = 1, · · · , m} of number i.
Proof: According to lemma 1 and equation (1) (z − ξ)eD(z)D(ξ)v =
= z −
∞∑
j=1
1
j
z−j∂1∂jv − (ξ −
∞∑
j=1
1
j
ξ−j∂1∂jv) = (z − ξ)−
∞∑
j=1
1
j
(z−j − ξ−j)∂1∂jv.
Thus,
eD(z)D(ξ) = 1 + z−1ξ−1
∞∑
j=1
1
j
(z−j − ξ−j)
(z−1 − ξ−1)
∂1∂jv =
= 1 + z−1ξ−1
∞∑
j=1
1
j
( ∑
s+ t = j − 1
s, t > 0
z−sξ−t)∂1∂jv =
= 1 +
∞∑
j=1
1
j
(
∑
s+ t = j + 1
s, t > 1
z−sξ−t)∂1∂jv.
Therefore,
D(z)D(ξ)v =
∞∑
m=1
(−1)m+1
m
( ∞∑
n=1
( ∑
s+ t = n+ 1
s, t > 1
z−sξ−t
) 1
n
∂1∂nv
)m
=
=
∞∑
j=1
(−1)m+1
m
∑
i,j>1
z−iξ−j·
3
( ∑
i1 + · · ·+ im = i
j1 + · · · jm = j
ik, jk > 1
1
i1 + j1 − 1
∂1∂i1+j1−1v · · ·
1
im + jm − 1
∂1∂im+jm−1v
)
,
that is
∂i∂jv =
∞∑
m=1
∑
s1+···+sm=i+j
(−1)m+1
m
ij
(s1 − 1) · · · (sm − 1)
·
·Pij(s1 − 1, ..., sm − 1)∂1∂s1−1v · · ·∂1∂sm−1v.
Remark. The equations
∂i∂jv =
∞∑
m=1
∑
s1+···+sm=i+j
(−1)m+1
m
ij
(s1 − 1) · · · (sm − 1)
·
·Pij(s1 − 1, ..., sm − 1)∂1∂s1−1v · · ·∂1∂sm−1v
describe the dispersionless limit of KP equation. Some other description of this hierarchy is
presented in [ 2 ]. A comparison of these descriptions gives some nontrivial combinatorial
identity Pij .
Lemma 3. ∂i∂jv =
∞∑
m=1
∑
p1+···+pm=j+i
ij
p1···pm
Tij(p1 · · · pm)∂0∂p1v · · ·∂0∂pmv, where
Tij(p1...pm) =
∑
n1 + · · ·+ nk = m
ni > 0
(−1)m+1
k
1
n1!···nk!
Pij(p1+· · ·+pq1−1, ..., pqk−1+1+· · ·+pqk−1),
and qj =
j∑
i=1
ni.
Proof: According to lemmas 1 and 2
∂i∂jv =
∞∑
m=1
∑
s1+···+sm=j+i
(−1)m+1
m
ij
(s1 − 1) · · · (sm − 1)
Pij(s1 − 1, · · · , sm − 1)·
·∂1∂s1−1v · · ·∂1∂sm−1v) =
∞∑
m=1
∑
s1+···+sm=j+i
(−1)m+1
m
ij
(s1 − 1) · · · (sm − 1)
·
·Pij(s1 − 1, · · · , sm − 1)
( ∞∑
n1=1
∑
p1+···+pn1=s1
(−1)n1+1
n1!
s1 − 1
p1 · · · pn1
∂0∂p1v · · ·∂0∂pn1 v
)
· · ·
4
. . .
( ∞∑
nm=1
∑
p1+···+pnm=sm
(−1)nm+1
nm!
sm − 1
p1 · · · pnm
∂0∂p1v · · ·∂0∂pnm v
)
=
=
∞∑
m=1
∑
p1+···+pm=j+i
ij
p1 · · · pm
Tij(p1 · · · pm)∂0∂p1v · · ·∂0∂pmv.
Using the induction, we get from lemma 3
Lemma 4.
∂i1∂i2 · · ·∂ikv =
∞∑
m=1
( ∑
s1 + · · ·+ sm = i1 + · · ·+ ik
ℓ1 + · · ·+ ℓm = m+ k − 2
sj, ℓj > 1
i1 · · · ik
s1 · · · sm
·
·Ti1···ik
(
s1 · · · sm
ℓ1 · · · ℓm
)
∂ℓ10 ∂s1v · · ·∂
ℓm
0 ∂smv
)
,
where Ti1,i2
(
s1 · · · sm
ℓ1 · · · ℓm
)
=
{
Ti1i2(s1 · · · sm), if ℓ1 = · · · = ℓm = 1
0 in another cases
,
Ti1···ik
(
s1 · · · sm
ℓ1 · · · ℓm
)
=
∑
1 6 i 6 j 6 m
s, ℓ > 0
Ti1···ik−1
(
s1 · · · si−1
ℓ1 · · · ℓi−1
(
s
ℓ
)
sj+1 · · · sm
ℓj+1 · · · ℓm
)
·
·Ts,ik(si, si+1, ..., sj)
ℓ!
(ℓi − 1)! · · · (ℓj − 1)!
,
and s = si + si+1 + · · ·+ sj − ik, ℓ = (ℓi − 1) + · · ·+ (ℓj − 1).
3. Define now the Cauchy data for v.
Lemma 5.
∂0v|t0 = −t0 + t0 ln t0 ∂kv|t0 = 0 for k > 0.
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Proof: Put γ = {z ∈ C||z| = R}. The Schwarz function for γ is S(z) = R2z−1. Thus
according to [ 1 (26) ]
t0 =
1
π
∫
|z|6R
d2z =
πR2
π
= R2.
tk =
1
2πik
∫
|z|=R
z−kR2z−1dz =
1
2πik
R2
∮
γ
z−(k+1)dz = 0 for k > 0
Therefore, according to [1 (8), (26)]
∂0v
∣∣∣
t0
=
2
π
∫
|z|6R
ln |z|d2z =
2
π
R∫
0
dr
2π∫
0
dϕ · r · ln |r| =
=
2 · 2π
2π
R∫
0
ln |r|dr2 = 2(r2 ln r
∣∣∣R
0
−
R∫
0
rdr) =
= r2 ln r2
∣∣∣R
0
−2
1
2
r2
∣∣∣R
0
= R2 lnR2 −R2 = −t0 + t0 ln t0.
∂kv
∣∣∣
t0
=
1
2πi
∮
|z|=R
zkR2z−1dz =
R2
2πi
∮
γ
zk−1dz = 0 for k > 0.
Lemma 6.
∂i∂¯jv|t0 =
{
0 for i 6= j,
iti0 for i = j.
Proof: It is follow from lemma 5 that ∂0∂kv
∣∣
t0
= 0 for k > 0 and ∂20v|t0 = ln t0. Moreover
according to (3)
1− e−D(z)D¯(ξ¯)v = z−1ξ−1e∂0(∂0+D(z)+D¯(ξ¯))v.
Thus
e∂0(∂0+D(z)+D¯(ξ¯))v
∣∣∣
t0
= t0
6
and
−D(z)D¯(ξ¯)v
∣∣
t0
= ln(1− z−1ξ¯−1t0) = −
∞∑
k=1
kz−kξ−ktk0 .
Therefore ∂i∂jv
∣∣
t0
= 0 for i 6= j and ∂2i v
∣∣
t0
= iti0 .
Lemma 7.
∂i∂¯i1 · · · ∂¯ikv
∣∣∣
t0
= ∂¯i∂i1 · · ·∂ikv
∣∣
t0
=
{
0, if i1 + · · ·+ ik 6= i
i1 · · · ik
i!
(i−k+1)!
ti−k+10 , if i = i1 + · · ·+ ik
.
Proof: The differentials ∂ and ∂¯ occur in (1) – (3)symmetrically. This gives the first
equality. Moreover according to lemmas 4 and 5,
∂i1∂i2 · · ·∂ikv =
i1 · · · ik
i
Ti1···ik
(
i
k − 1
)
∂k−10 ∂iv+
+
∞∑
m=2
( ∑
s1 + · · ·+ sm = i1 + · · ·+ ik
ℓ1 + · · · ℓm = m+ k − 2
sj , tj > 1
i1 · · · ik
s1 · · · sm
Ti1···ik
(
s1 · · · sm
ℓ1 · · · ℓm
)
·
·∂ℓ10 ∂s1v · · ·∂
ℓm
0 ∂smv
)
=
=
i1 · · · ik
i
Ti1···ik
(
i
k − 1
)
∂k−10 ∂iv =
i1 · · · ik
i
∂k−10 ∂iv,
where i = i1 + · · ·+ ik. This equality and lemma 6 give the second equality in the affirmation
of lemma 7. 
Lemma 8.
∂i1 · · ·∂ik ∂¯i¯1 · · · ∂¯i¯k¯v
∣∣∣
t0
=
∞∑
i=1
Ni(i1 · · · ik
∣∣¯i1 · · · i¯k¯)ti−(k+k¯)+20 , where Ni(i1 · · · ik∣∣¯i1 · · · i¯k¯) = 0
7
if
k∑
j=1
ij 6= i or
k¯∑
j=1
i¯j 6= i. In opposite case, Ni
(
i1 · · · iik
∣∣¯i1, · · · i¯k¯) =
=
∞∑
m=1
( ∑
s1 + · · ·+ sm = i1 + · · ·+ ik
ℓ1 + · · · ℓm = m+ k − 2
sj , ℓj > 1
i1 · · · ik i¯k · · · i¯k¯·
·Ti1···ik
(
s1 · · · sm
ℓ1 · · · ℓm
)
Si¯1···¯ik¯
(
s1, ..., sm
))
,
where
Si¯1···¯ik¯(s1, ..., sm) =
∑
n1+···+nm=k
∑ (s1 − 1)! · · · (sm − 1)!
(s1 − n1 + 1− ℓ1)! · · · (sm − nm + 1− ℓm)!
and second sum is the sum by all partitions of the set {¯i1, ..., i¯k¯} on subsets
{jp1 , ..., j
p
np
} (p = 1, ..., m) such that
np∑
α=1
jpα = sp. 
Proof: According to lemma 4
∂i1 · · ·∂ik ∂¯i¯1 · · · ∂¯i¯k¯v = ∂¯i¯i¯ · · · ∂¯i¯k¯
( ∞∑
m=1
( ∑
s1 + · · ·+ sm = i1 + · · ·+ ik
ℓ1 + · · ·+ ℓm = m+ k − 2
sj , ℓj > 1
i1 · · · ik
s1 · · · sm
·
·Ti1···ik
(
s1 · · · sm
ℓ1 · · · ℓm
)
∂ℓ10 ∂s1v · · ·∂
ℓm
0 ∂smv
))
=
=
∑( ∞∑
m=1
( ∑
s1 + · · ·+ sm = i1 + · · ·+ ik
ℓ1 + · · ·+ ℓm = m+ k − 2
sj, ℓj > 1
i1 · · · ik
s1 · · · sm
Ti1···ik ·
·
(
s1 · · · sm
ℓ1 · · · ℓm
)
∂ℓ10 ∂s1 ∂¯
1
j¯1
· · · ∂¯1j¯n1
v · · ·∂ℓm0 ∂sm ∂¯
m
j¯1
· · · ∂¯mj¯nm
v
))
,
where the first sum is taken by all partitions of {¯i1, ..., i¯k¯} on subset {(j
1
i , ..., j
1
n1
)...(jm1 , ...,
jmnm)}. According to lemma 7 this gives the affirmation of lemma 8 .
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Lemma 8 gives
Theorem.
v =
1
2
t20 log t0 −
3
4
t0 +
∑
i1 < · · · < ik
i¯1 < · · · i¯k¯
∞∑
nj ,n¯j=1
1
n1! · · ·nk!n¯1! · · · n¯k¯!
Ni
(
i1...ik
n1...nk
∣∣∣ i¯1...¯ik¯
n¯1...n¯k¯
)
·
·t
i−(
k∑
i=1
ni+
k¯∑
i=1
n¯i)+2
0 t
n1
i1
· · · tnkik t¯
n¯1
i¯1
· · · t¯
n¯k¯
i¯k¯
,
where
Ni
(
i1...ik
n1...nk
∣∣∣ i¯1...¯ik¯
n¯1...n¯k¯
)
= 0,
if i 6=
k∑
j=1
njij or i 6=
k¯∑
j=1
n¯j i¯j . In opposite case
Ni
(
i1...ik
n1...nk
∣∣∣ i¯1...¯ik¯
|n1...n¯k¯
)
= Ni(i1...i1i2...i2...ik...ik
∣∣¯i1...¯i1i¯2...¯i2...¯ik¯...¯ik¯),
where in the last parentheses any ij (respectively any i¯j ) occurs nj (respectively n¯j) cases.
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