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Introduction
Since the beginning of Science, physicists have been trying to establish the foundations of a theory
which can describe Nature as it appears in its most fundamental manifestations. Human instinct
and curiosity questioned observed phenomena, and how a theoretical framework, relying on a few
fundamental principles, could describe them.
In modern Physics, such framework should be valid in the Quantum Field Theory framework
and give a fundamental description of diﬀerent observations in the most uniﬁed way.
One major breakthrough was in proposing a model comprised of elementary matter particles and
interaction particles which are fundamental force carriers. The so-called Standard Model describes
the electromagnetic, weak and strong interactions, where quark particles can interact through all
of them, whereas leptons undergo only electromagnetic and weak forces.
As technological developments were going on in particle acceleration and detection, the con-
ﬁdence in the Standard Model became stronger. Its validity was proven when particles predicted
by the Standard Model, such as the W and Z particles or heavier quarks from the 3rd generation,
have been discovered and their properties measured with a high precision.
However, even if the Standard Model is successful in predicting the particle content of Nature
so far, the theory is only correct for describing massless particles. An additional term in the theory
has to be introduced in order to generate massive particles. A new scalar ﬁeld is proposed to
generate a mass for each particle, also know as the Higgs ﬁeld. The associated particle, the Higgs
boson, has also a mass term, but is a free parameter of the theory.
Searches for the Higgs boson have started as soon as the underlying model for particle mass
generation has been proposed. Starting from very low energies, this work still continuing to the
highest energy available with today’s technology since no evidence has appeared yet on its existence.
The work presented here is part of the ongoing eﬀort on the search of the Higgs boson, in
the WH → ℓνbb¯ channel which is sensitive to the low mass Higgs boson production. First, the
theoretical framework will be introduced in Section 1, as well as the proposed mechanism which
allows to generate mass terms for particles, called the electroweak spontaneous symmetry breaking.
The instrumental tools used to conduct this search are then presented in Section 2. Particles
can be created from pp collisions as it is case at the Tevatron accelerator, located at the Fermi
National Accelerator Laboratory. As the collisions energy is high from proton and antiproton beams
circulating in the accelerator close to the speed of light, massive particles can be created, before
decaying in a very short time scale, typically between 10−10 and 10−20 s for relevant processes
in this type of study. The decay products are generally highly energetic. In order to detect such
events, the DØ detector is used and well suited for this purpose.
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In order to probe a speciﬁc process, objects from its decays need to be accurately reconstructed
and identiﬁed in order to be analyzed. This step requires a good understanding of the detector.
For example, in the speciﬁc case of a Higgs boson decaying in a bb¯ pair, jets produced in the ﬁnal
state might be identiﬁed as originating from b quarks, therefore reducing the background from jets
originated from other partons. Moreover, the ﬁnal state of the topology which is searched contains
as well leptons, the signature in the detector of all physics objects and how they are identiﬁed will
be discussed in Section 3.
After collecting data for the pp collisions using the DØ detector, selected events are analyzed
and have to be compared to the simulation of physical processes since the data is composed of
backgrounds with a potential signal contribution. A particular attention has to be drawn on the
modeling of the simulation, in order to not bias the ﬁnal result in case of a mismatch between data
and simulation, thus leading to a false result (either discovery or exclusion of the searched signal
in the worse case). Section 4 will focus on this crucial aspect, as well as how the background can
be reduced.
The last step of the analysis is presented in Section 5. The sensitivity is additionally increased
by the usage of a multivariate analysis technique, which brings discrimination between signal-like
and background-like events. Since no signiﬁcant excess consistent with signal is observed, upper
limits are set on the cross section of the WH process times the H → bb¯ branching ratio, across
a Higgs boson mass MH ranging from 100 to 150 GeV. The observed limit corresponds to a cross
section 4.6 times higher than the prediction from the Standard Model.
In order to increase the sensitivity of the analysis, several attempts have been conducted within
the DØ collaboration and the WH analysis. Some of them will be discussed in Section 6. Finally,
the Tevatron is expected to shutdown in September 2011, while the LHC collider has started to
collect data. Prospects on the Higgs boson search from both experiments will be mentioned.
This result is based on 5.3 fb−1 of integrated luminosity, which is about half of the dataset
which will be available after the Tevatron will stop collecting data. This search has been published
by the DØ collaboration in Physics Letter Review B in February 2011 [1].
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1
The Standard Model and the Higgs boson
The Standard Model is the theoretical framework which allows to describe all fundamental con-
stituent of matter and their interaction. This theory relies on the quantum ﬁeld theory (QFT)
formalism and is based on the symmetries of the SU(3)c ⊗ SU(2)L ⊗ U(1)Y gauge group. The
Standard Model is built from the diﬀerent types of interactions existing in Nature, which are uniﬁed
in the same gauge group. Since gravity cannot be described by a renormalizable quantum theory
so far, it is not included in the Standard Model. After reminding the particle content in the theory,
each type of interaction which are part of it will be introduced. The mechanism which generates
the mass of the elementary particles of the Standard Model will be presented. Finally, a short
overview of status of Higgs boson searches will be given.
1.1 The Standard Model
The elementary particles are divided in two categories. Particles having half-integer spin are called
fermions. They obey the Pauli exclusion principle, which states that two fermions cannot be in the
same quantum state. The other family of particles are called bosons and have integer spin value.
Their nature confers on them a diﬀerent behaviour. Elementary fermions and bosons are described
here.
1.1.1 The elementary constituents of matter
Fermions are further subdivided in two families: leptons and quarks, which are sensitive to diﬀerent
types of interaction. Quarks and leptons are each existing in three generations, with the only
distinction being their mass. The ﬁrst generation of fermions is the most common in the Universe,
u and d quarks are present in nucleons and form nuclei. Electrons are around the nuclei to form
atoms and the electronic neutrino is produced in large amounts in stars. The second generation is
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comprised of the c and s quarks, the muon and its associated neutrino. Finally the third generation
is composed of the t and b quark, the tau lepton and its associated neutrino. The t quark is so
far the heaviest known elementary particle.
The neutrino has the characteristic of interacting very rarely with matter since it only undergoes
the weak interaction. Quarks are paired in each generation where one of them has a 23 electric
charge (u, c and t quarks, also denoted as up type quarks), whereas the other has a −13 electric
charge (d , s and b quarks, denoted as down type quarks). Given their baryonic number quarks can
be grouped in qq¯ pairs to form mesons or baryons with three quarks, with respectively a baryonic
number equals to 0 or 1. This quantum number has to be conserved, similarly to the lepton number.
In order to conserve these laws, fermions are produced in particle-antiparticle pair.
A summary of fermions is given in Table 1.1 along with some of their fundamental properties.
Generation Particle Mass (MeV) Electric charge Baryonic number Leptonic number
Quarks
1st
u 1.7-3.1 2/3 1/3 0
d 4.1-5.7 −1/3 1/3 0
2nd
c 1.29×103 2/3 1/3 0
s 100 −1/3 1/3 0
3rd
t 172.9×103 2/3 1/3 0
b 4.19×103 −1/3 1/3 0
Leptons
1st
e 0.511 −1 0 1
νe <2.2 0 0 1
2nd
µ 105.66 −1 0 1
νµ <170 0 0 1
3rd
τ 1.78×103 −1 0 1
ντ <15.5 0 0 1
Table 1.1: Summary of Standard Model elementary fermions [2]. Their antiparticles have the mass
with an opposite electric charge, baryonic and leptonic number.
1.1.2 The fundamental forces
Three forces are described in the Standard Model, the electromagnetic, weak and strong forces,
each of them relying on a diﬀerent gauge group. This dictates their behavior with other particles.
Each force is mediated by a bosonic ﬁeld which is exchanged between particles when interacting.
The electromagnetic force manifests itself by the exchange of a photon and couples to any
electrically charged particle. The strong force is responsible for binding nucleons inside nuclei.
Gluons are the strong force carriers which is exchanged between color-charged particles. Only
quarks and gluons have a color charge (where the color quantum number can be red, green or
blue), therefore undergoing such interactions. This leads to the particularity that gluons can
interact with themselves. There are eight gluons arising from the combination of two colors. Nine
combinations are possible, however one of them is invariant under rotation in the color space.
This leads to an unphysical particle which does not interact. Moreover, the strong force has the
feature that its amplitude increases as the spatial separation between particles exchanging gluons
is growing. Nuclear decays (for example p → ne+νe) are the demonstrations of the weak force.
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Particles carrying a weak isospin quantum number, which are all particles introduced here except
gluons, undergo such interaction, which is of two types: either through electrically neutral Z boson
or through charged W± bosons. Z and W± bosons are the only massive force carrier bosons, the
photon and gluons being massless. A brief summary of elementary bosons is given in Table 1.2.
Force Gauge Boson Mass (GeV) Interaction range Interacts with
electromagnetic Photon (γ) 0 inﬁnite charged particles
weak
W± 80.399 ∼10−18m quark, leptons, W±, Z
Z 91.1876
strong gluons (g) 0 ∼10−15m quarks, gluons
Table 1.2: Summary of Standard Model elementary bosons [2].
1.2 The Quantum Electrodynamics Field Theory
Let us start from the theory described by the simplest gauge group, U(1). The equation describing
the motion of a free spin 12 particle, invariant under rotations and boosts, is given by the Dirac
equation. Its lagrangian is expressed as
L = i ψ¯γµ∂µψ︸ ︷︷ ︸
kinetic term
− mψ¯ψ︸ ︷︷ ︸
mass term
, (1.1)












This lagrangian is invariant under global phase transformation, or global U(1) symmetry with
ψ(x)→ e iΛψ(x), ψ¯(x)→ e−iΛψ¯(x) (1.3)
given Λ is a free parameter. In order to get a more general formulation, the Λ parameter can varied
as function of space-time coordinates x . Equation 1.3 is expressed as ψ(x) → e iΛ(x)ψ(x). Such
transformation is denoted as local symmetry or gauge symmetry.
However, the lagrangian invariance is not preserved when requiring local U(1) invariance since
an additional term arises when computing the ﬁeld derivative. Nevertheless, the invariance can
be restored by redeﬁning the derivative ∂µ such as the introduced derivative Dµ, called covariant
derivative, would transforms under gauge symmetry as
Dµ → e iΛ(x)Dµ, (1.4)
thus keeping the lagrangian invariant. Such covariant derivative is deﬁned as
Dµ = ∂µ − ieAµ (1.5)
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with e being a coupling constant and Aµ transforming as
Aµ → Aµ + 1
e
∂µΛ(x)
Given the introduction of the covariant derivative, the lagrangian can be expressed as
L = i ψ¯γµDµψ −mψ¯ψ (1.6)
= ψ¯(iγµ∂
µ −m)ψ︸ ︷︷ ︸
free particle motion
+ eψ¯γµψAµ︸ ︷︷ ︸
coupling to Aµ
(1.7)
One observe that in order to preserve gauge invariance, an additional term which couples fermions
to a new vector ﬁeld is introduced. This shows that an interaction is naturally introduced in theory,
where Aµ is the photon ﬁeld. The photon is massless since adding a term as 12M
2AµA
µ in the
lagrangian would violate gauge invariance.
The last piece in this theory is a kinetic term to describe the Aµ ﬁeld propagation. Such gauge
invariant term can be written using the ﬁeld tensor Fµν = ∂µAν − ∂νAµ, leading to the Quantum
Electrodynamics (QED) lagrangian:






µ −m)ψ︸ ︷︷ ︸
free particle motion








1.3 The Quantum Chromodynamics Field Theory
Following the same steps as in QED, the Quantum Chromodynamics (QCD) lagrangian, describing
the strong interaction, will be introduced. This formalism was introduced by Gell-Mann and Zweig
in 1963. Based on the SU(3) gauge group, particles composing the strong sector are the u, d , c,
s , t and b quarks and gluons. They were proposed in order to describe the hadron spectroscopy.
A new quantum number is introduced, the color, which is either red, green or blue, and is only
assigned to quarks and gluons. Given the SU(3) local gauge symmetry, eight gluon ﬁelds Gaµ are










and the covariant derivative is
Dµ = ∂µ + igsTaG
a
µ (1.11)
with the index q running over the 6 quark ﬂavors, the index a running over the 8 colors. gs is the
coupling constant and Ta are the generators of the SU(3) group. The ﬁeld tensor Gaµν is given as
Gaµν = ∂µG
a
ν − ∂νGaµ − gs f abcGbµGcν (1.12)
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where f abc are the structure constant of the SU(3) group, deﬁned from [T a, T b] = i f abcT c . An
important observation has to be made about the product of gluon ﬁeld tensors expression. As the
photon, gluons have a kinetic term. But, an additional term gives them self-interaction terms,











µeGνd . A direct consequence of the gluon self-interaction is the conﬁnement of
quarks and gluons in hadrons, arranged such that the total color charge is zero.
Given these deﬁnitions and omitting the summation over k, the QCD lagrangian read



















1.4 The electroweak sector
Moving towards a theory uniﬁcation, the electromagnetic and weak forces can be included in
the same gauge group SU(2)L ⊗ U(1)Y , which are the weak isospin and hypercharge group. Each
fermion ﬁeld can be decomposed in a left and right-handed component, ψ = ψL+ψR, corresponding
to its helicity. In this representation, left-handed fermions are arranged in a doublet, whereas right-
handed fermions are singlets. This assumption is based on the observation that only left-handed







, ψR = ℓ
−
R (1.15)







, ψuR = uR, ψ
d
R = dR (1.16)
The U(1)Y group impose an interaction of fermions with the Bµ ﬁeld for both left and right-handed
components, with its group generator Y . The SU(2)L group introduces three gauge bosons W aµ
(with a = 1, 2 or 3) with T a = 12σ
a as generators, σa being the Pauli matrices. This ﬁeld couples
to left-handed components only. The associated quantum number for the weak isospin is I3 = 12
and I3 = −12 , respectively for up and down components for left handed fermions, and 0 for right
handed singlets. The hypercharge is deﬁned as Y = 2(Q− I3).
The associated covariant derivative associated to the SU(2)L ⊗ U(1)Y gauge invariance reads






for left handed fermions, with g and g′ being respectively the coupling constant to the W aµ and Bµ
ﬁeld, and





CHAPTER 1. THE STANDARD MODEL AND THE HIGGS BOSON
for right handed fermions. Similarly to QCD, the electroweak lagrangian is composed of three
terms: the quarks and lepton kinetic term, an interaction term with the weak gauge bosons and
the gauge bosons kinetic term. By introducing the W aµν and Bµν ﬁeld tensors, one can notice that
similarly to the gluon ﬁeld, interactions between W ﬁelds is possible from
Bµν = ∂µBν − ∂νBµ, W aµν = ∂µW aν − ∂νW aµ + gεabcW bµW cν (1.19)






















gauge boson kinetic +
Wµ self interaction terms
(1.21)
1.5 The Higgs mechanism
The description given previously is only valid for massless particles and interaction bosons. As
previously mentioned, mass terms for bosons would violate their associated gauge symmetry. This
statement is also true for fermions, where a term in the lagrangian such as m(ℓ¯RℓL + ℓ¯LℓR) is not
invariant under SU(2)L ⊗ U(1)Y .
In order to generate masses to particles and keeping symmetries preserved in the lagrangian,
a formulation has been proposed by Higgs-Englert-Brout-Kibble-Guralnik-Hagen to satisfy such
requirements [3, 4, 5]. Such mechanism is called the Higgs mechanism or the electroweak sponta-
neous symmetry breaking.
1.5.1 The scalar Higgs field
In order to introduce the Higgs mechanism, an assumption is made that the Higgs ﬁeld forms an














undergoing a potential V (φ):





The lagrangian describing the dynamics of such ﬁeld is given as:
LHiggs = (Dµφ)† (Dµφ)− V (φ) (1.24)
where the covariant derivative, with YH = 1, is the same as the one deﬁned in Equation 1.17:
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Figure 1.1: Left ﬁgure: local minimum of the Higgs potential for µ2 > 0 at φ = 0. Right ﬁgure:
for µ2 < 0, the vacuum acquires a non-zero value.
If µ2 > 0, the potential has a parabolic shape and the ground state, also called the vacuum,
corresponds to φ = 0. However, by choosing µ2 < 0, the potential acquires a “mexican hat” shape
(see Figure 1.1).
Hence, the minimum of V (φ) is reached for φ = ±v/√2, with v =
√
−µ2
λ being the vacuum
expected value (vev).












By choosing one solution, one obtains:









to represent the ground state of the vacuum. This choice breaks the SU(2)L ⊗ U(1)Y symmetry,
leaving the vacuum invariant under the U(1) symmetry.
Choosing one of the solutions for the non-zero ground state is equivalent to the other, thus
breaking the original symmetry.
The ﬂuctuation of the vacuum around its minimum can be expanded in terms of real ﬁeld ~θ


















Let us consider momentarily only this term in the lagrangian by omitting W aµ and Bµ contribu-
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tions











































By deﬁning M2H = 2λv







2 − λvh3 − λ
4
h4 (1.33)
which describes the motion of a massive scalar real ﬁeld h, the Higgs boson, with cubic and quartic
self interaction terms. Knowing the Fermi constant GF which is measured with high precision, v
can be expressed as a function of this value and the mass of the W boson. However, λ is a free
parameter, which leaves the Higgs boson mass unconstrained.
1.5.2 Mass generation for the Standard Model particles
Let us consider now only the kinetic term of Higgs ﬁeld lagrangian:
















gW 3µ + g
′Bµ g(W 1µ − iW 2µ)
g(W 1µ + iW
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g2 + g′2 (1.44)
Mγ = 0 (1.45)
From Equations 1.40 and 1.41, one can note the relation between Zµ and Aµ can be expressed
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In the fermion sector, masses are introduced by a Yukawa type interaction between the fermion
and the Higgs ﬁelds. This interaction is characterized by a coupling constant f between the spinor
and scalar ﬁeld. An example is given here for the ﬁrst generation of lepton such as, for each
fermion, a new term is introduced:



















with a mass term appearing as Mf = f v√2 , invariant under the gauge rotation. One notices that
neutrinos do not acquire mass by the Higgs mechanism.
1.6 Higgs searches
1.6.1 Theoretical constraints
Although the Standard Model does not predict the Higgs boson mass, arguments from theory
provide boundaries on the allowed mass such as the theory remain stables.
As shown in Equation 1.32, the Higgs boson mass scales with λ. This free parameter dictates
also the shape of the Higgs potential. The theory is valid for a stable vacuum (or metastable in
the limit that its life-time is longer than the age of the Universe). Hence a constraint of the theory
validity translates as a boundary on the Higgs boson mass.
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Moreover, by taking into account the energy dependence of λ with higher order calculations,










where Q20 is an energy scale taken as reference. By requiring the coupling constant to remain in







= 246 GeV, this constraint translates as MH . 1 TeV. This is called the triviality
argument.
Theoretical calculations of the amplitude of the W+L W
−
L → W+L W−L with W , Z and H bosons
exchange in the s and t channels set limits on the Higgs boson mass [6]. By requiring the process
to fulﬁll unitarity requirements and s ≫ M2H, the constraint
MH < 870 GeV (1.53)
is obtained. If the W+L W
−
L → ZLZL scattering is considered, the constraint can be lowered to
MH < 710 GeV (1.54)
By combining these constraints, the allowed domain for a Higgs boson mass is shown in Fig-
ure 1.2. If the Standard Model is required to be valid up to an energy scale Λ ∼ 1016 GeV, the
Higgs boson mass is constrained to MH ∼ 160 GeV.
Figure 1.2: Allowed Higgs boson mass as function of Λ. The upper edge corresponds to the triviality
argument constraints. The lower solid area represents the lower bounds derived from stability
requirements, using Mt = 175 GeV and αs = 0.118. The hatched area shows the additional





Indirect searches aim at looking higher order eﬀects on observables, involving Higgs boson loops. A
dependence on the Higgs boson mass can be determined for such observables as ΓZ or A
o,l
FB which
have been precisely measured at the LEP experiments [7], and is shown in Figure 1.3.
A global ﬁt over all electroweak observables is performed, as a function of the Higgs boson
mass. The result of this analysis is reported as ∆χ2 = χ2 − χ2min with χ2min yielding the preferred




at 68% conﬁdence level [2]. A light Higgs boson is favored. Figure 1.5 shows the allowed region
for the Higgs boson mass as function of mW and mt , taking into account their dependence onMH.
Here again, the allowed region in blue is at the edge of the region where the Higgs boson is not
excluded (in green), thus yielding to a light Higgs boson. One can notice that the sensitivity to
the W mass measurement is dominant, thus a higher precision on this measurement will be able
to indicate if the allowed region for the Higgs boson is still in agreement with the Standard Model
expectation.
Figure 1.3: Measurement of electroweak parameters (blue band) and prediction from the Standard
Model (shaded regions), shown as function of the Higgs boson mass. One can observe the weak
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Figure 1.4: Result of the global ﬁt of the electroweak parameters. In yellow is represented the
region where the Higgs boson is excluded. The best value of MH for the ﬁt is obtained with


















LEP2 and Tevatron (prel.)
July 2010
Figure 1.5: Indirect measurements of mW and mt (LEP-I+SLD data) (solid contour) and the direct
measurements (Tevatron and LEP-II data) (dashed contour). In both cases the 68% conﬁdence
level contours are shown. The green band represent the allowed mass region by Standard Model




Since the mass of the Higgs boson is not predicted by the Standard Model, direct searches began
for very low mass Higgs bosons [8, 9]. At higher energy, on the order of MH ≃ 100 GeV, stringent
limits have been set by LEP experiments. The center-of-mass energy in e+e− collisions can be
ﬁnely controlled, thus allowing to scan the mass range for an excess consistent with a Higgs boson
signal. When the experiment ﬁnished taking data, a lower limit on the Higgs boson mass has been
set at
MH > 114.4 GeV. (1.56)
Figure 1.6 shows the ratio between the limit on the coupling constant gHZZ to its Standard Model























Figure 1.6: The 95% conﬁdence level upper bound on the ratio between the limit on the HZZ
coupling constant and its Standard Model prediction ξ2 = (gHZZ/gSMHZZ)
2. The region below
ξ2 = 1, translates to the MH < 114.4 GeV mass region, is excluded [10].
After the LEP shutdown in 2001, searches for the Higgs boson have been carried on by the
Tevatron, later introduced in Section 2. Since the partonic center-of-mass energy is not know in
pp collisions, the search is focused on two main regions, for a low or high mass Higgs boson. This
distinction comes from the dominant decay mode which is H → bb¯ for MH . 135 GeV, while for
MH & 135 GeV, the H → W+W− decay mode is dominant, as illustrated on Figure 1.7b. A brief
summary is given about the channels employed at the Tevatron for the Higgs boson search.
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(b) Higgs boson branching ratio.
Figure 1.7: Higgs boson cross sections and branching ratios for diﬀerent production and decays
modes, as function of the Higgs boson mass. The cross section values (given in pb) are reported
for pp collisions at 1.96 TeV. The search for a lower mass Higgs boson (MH . 135 GeV) makes
use of the bb¯ decay mode, whereas the search for a higher mass Higgs boson (MH & 135 GeV) is
sensitive to the W+W− decay mode.
Low mass Higgs search As shown on Figure 1.7b, the Higgs boson decays dominantly in a
resonant bb¯ pair. The highest cross section for the Higgs production is from gluon fusion (through
a loop of top quarks or W± bosons) as shown in Figure 1.7a, However, the production of a bb¯
pair by QCD production is a background with a rate several orders of magnitude higher, therefore
impossible to exploit. Hence, the lower cross section modes are exploited, such as WH and ZH,
where a W or Z boson radiates a Higgs boson. The following channels are used for the search for
a low mass Higgs boson:
• ZH → νν¯bb¯, exploiting the invisible decay Z → νν¯ which has the highest branching ratio
after Z → qq¯ [11],
• WH → ℓνbb¯, which will be described in this document,
• ZH → ℓ+ℓ−bb¯, taking advantage of the clean signature of a pair of leptons and jets. The
kinematic of the objects can be constrained since no missing transverse energy from a neutrino
is expected in the ﬁnal state [12].
High mass Higgs search The search for a Higgs boson with MH & 135 GeV mainly relies on the
H → W+W− decay mode, which gets maximal around MH = 165 GeV. The gluon fusion produc-
tion can be exploited with a ratio S/B of the order of 1/100. The channels having the highest
sensitivity are H → ℓνℓν, in the eνeν, µνµν and eνµν [13]. The µντν channel has been recently
introduced in the leptonic ﬁnal state searches [14]. Another channel is used at the DØ collabora-
tion, H → WW → ℓνj j with one W boson decaying leptonically, the other hadronically [15].
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Other channels are also exploited such as H → γγ [16], XH → ττj j [17] or V H → V V V →
ℓ±ℓ± + X, where V = W or Z [18].
All the channels used for the Higgs boson search at the Tevatron are combined to set limits on
the Higgs boson production in the mass range 100< MH < 200 GeV. Analyses using up to 8.2 fb−1
lead to an exclusion of a Higgs boson with 158< MH < 173 GeV. More details on limit derivation
and potential improvements at the Tevatron are given in Section 5 and 6.
1.7 Conclusion
The Standard Model, described by a gauge theory, is successful in predicting the phenomenology
of quarks, leptons and the bosons vehiculating the electromagnetic, weak and strong forces. A
model is used to explain how particles acquire mass, while the theory remains invariant under
the SU(3)c ⊗ SU(2)L ⊗ U(1)Y gauge group, and is called the Higgs mechanism. Considering
experimental and theoretical constraints, the particle associated to the Higgs ﬁeld is favored with
a low mass, which makes a discovery or exclusion possible at the Tevatron. At the Tevatron, the
WH → ℓνbb¯ channel is one of the most sensitive. This search performed at the DØ experiment
will be presented in this document.
27
2
Experimental apparatus : The Tevatron and the DØ
detector
This section is dedicated to a presentation of the Tevatron hosted at the Fermi National Accelerator
Laboratory (Fermilab) and the DØ detector. Since the search for the WH signal involves, either an
electron or a muon, jets originating from b quarks and missing transverse energy from the escaping
neutrino, all parts of the detector are used to reconstruct these objects. An attention will be drawn
on the production of proton and antiproton beams used in collisions at the Tevatron as well as the
whole acceleration chain in Section 2.1. Then, the main components of the DØ detector and data
acquisition will be introduced in Section 2.2.
2.1 The chain of accelerators and the Tevatron
Located near Chicago (USA), the Fermilab hosts many particle physics experiments and accelera-
tors, in particular the Tevatron, a pp¯ collider operating since 1988. Several discoveries have been
made in this place such as the Υ meson, demonstrating the existence of the bottom quark from
the E288 collaboration led by Leon Lederman in 1977 [19], the top quark by the CDF and DØ
experiments in 1995 [20][21] and the tau neutrino in 2000 by the DONUT collaboration [22].
In order to provide high energy collisions, Fermilab beneﬁts from a complex acceleration chain,
the most powerful being the Tevatron accelerating beams of protons and antiprotons with an energy
of 980 GeV to produce collisions at a center-of-mass energy of 1.96 TeV. The beams are crossing
in two interaction points where are located the CDF and DØ detectors. An aerial view is shown in
Figure 2.1 along with a diagram depicting the acceleration chain.
Collisions at the Tevatron occurred during two major periods:
• the “RunI” when the Tevatron was operating at center-of-mass energy of 1.8 TeV, from 1988
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(a) Acceleration chain. (b) Aerial view.
Figure 2.1: Protons are ﬁrst created and accelerated at the Cockcroft-Walton pre-accelerator,
LINAC and Booster. Part of the protons are used to create antiprotons. The antiprotons are
stored in the Main Injector before being injected into the Tevatron.
to 1996, collecting 125 pb−1 of data
• the “RunII”, starting in 2001 after the Tevatron had its center-of-mass energy upgraded
to 1.96 TeV. This period is separated is two phases. The RunIIa period corresponds to
an integrated luminosity of about 1 fb−1recorded between March 2001 and March 2006.
The RunIIb characterized, among others things, by the installation of an additional layer of
detector to the Silicon Microstrip Tracker (SMT) at the closest to the beam pipe (more details
in Section 2.2.2). The expected delivered luminosity is to be about 12 fb−1by September
2011, when the Tevatron will shut down.
2.1.1 Proton beam production
Hydrogen gas (H2) is ﬁrst injected into an ionization chamber (also denoted as magnetron ion
source). Through electric pulses, a plasma comprised of electrons and protons is created in the
chamber. The released protons will be attracted towards the negative electrode of the chamber
coated with Cesium. After being trapped by the electrode, they will be hit by the next protons.
Since the binding energy of the electrons in Cesium is relatively low, protons will be released after
capturing two electrons. Negatively charged H− ions are created. A schematic view of a magnetron
is given in Figure 2.2a. H− ions are then focused towards the ﬁrst step of the acceleration chain,
which is the Cockcroft-Walton.
The electric power within the Cockcroft-Walton (see Figure 2.2b) is of 750 kV, therefore ac-
celerating hydrogen ions to an energy of 750 keV due to its static electric ﬁeld.
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(a) Basic configuration of a magnetron. (b) Cockcroft-Walton generator.
Figure 2.2: (a) Schematic view of a magnetron, producing H− ions. (b) Photography of the
Cockcroft-Walton.
Figure 2.3: Schematic view of RF cavities in the LINAC.
The next step is a further acceleration of ions through the Linear Accelerator (LINAC) which is
130 meter long. A pulsed beam of 400 MeV is produced by the mean of radio frequency (RF) cavi-
ties. By alternating the electric ﬁeld at a given frequency, the motion of particles is constrained and
bunches are formed according to the frequency of the RF cavities. Quadrupole magnets present in
drift tubes allows to focus the beam in traverse plane to the direction of the ions.
Before entering the Booster, ions pass through a thin foil of carbon. This will strip oﬀ the
loosely bound electrons and let protons be accelerated to an energy of 8 GeV. The Booster is a
475 meters long synchrotron, formed by 96 magnets bending the trajectory of the protons and RF
cavities operating at 1 GHz to accelerate them. Whereas the time of travel of ions in the LINAC is
20µs, a complete revolution in the Booster takes about 2.2µs. The Booster is typically ﬁlled with
about 3×1012 protons. This step is the last one before injection to the Main Injector.
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Figure 2.4: Photography of the Main Injector tunnel, where are located the Recycler (in green)
and the Main Injector.
2.1.2 The Main Injector and Recycler
After having undergone an acceleration to reach an energy of 8 GeV in the Booster, protons are
injected to the Main Injector [23], a synchrotron with a 3.3 km circumference, built between the
RunI and RunII. The purpose of the Main Injector has diﬀerent aspects. It accelerates protons
to 120 GeV before sending them to a Nickel target to produce antiprotons through the reaction
p + p → p + p + p + p¯. It is interesting to keep in mind that the antiproton production eﬃciency
is at the order of 3×10−6 produced antiprotons per proton on target.
Protons and antiprotons travel in the same beam pipe, surrounded by 344 dipole magnets and
208 quadrupole magnets to focus beams. Before injecting particles in the Tevatron, particles are
accelerated up to 150 GeV.
A limiting factor for the Tevatron integrated luminosity is the amount of antiprotons in the
accelerator. Since their production eﬃciency is low, the Recycler [24] can recover antiprotons that
are still present after the end of the previous store (period during which protons and antiprotons
collide in the Tevatron). The recycler is located in the same tunnel as the Main Injector, as shown
in Figure 2.4, and was installed during the Tevatron upgrade before the beginning of the RunII.
Since its purpose isn’t to accelerate particles, it is only comprised of permanent magnets.
2.1.3 Antiproton beam production
The main motivation for building a pp¯ collider was to initiate reactions from opposite charge parti-
cles in order to search for a top quark pair production. This allows as well to make use of a single
magnet system where both proton and antiproton beams circulate. However, the creation of an
antiproton beam requires three devices: a ﬁxed Nickel target from which antiprotons are created
and two synchrotrons to accumulate and cool them.
As previously emphasized, antiprotons are produced from the collisions between 120 GeV protons
and the Nickel target, with a rate close to one antiprotons created for one million protons on target.
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The outgoing antiprotons are created with an average energy of 8 GeV and with a large angular
spread. Both Debuncher and Accumulator which will be described here are operating at 8 GeV.
First, produced particles are focused with a magnetic lens and then are passing through a mass
spectrometer in order to separate antiprotons from other type of particles that can be created at
the same time. This process is depicted on Figure 2.5.
(a) Representation of antiprotons creation and
focusing.
(b) Scheme representing the antiproton beam
trajectory after production.
Figure 2.5: After protons hitting the Nickel target, produced antiprotons are focused and ﬁltered
from other particles (a). Antiprotons have then their energy spread reduced in the Debuncher.
As the protons hit the target by bunches, outgoing antiprotons do have the same structure.
The Debuncher is a triangular 505 meters circumference synchrotron. Lower energy particles will
travel closer to the inner part of the cavity whereas higher energy particles will tend to have an
outward trajectory. By traveling at a diﬀerent radial distance from the beam center, beams will
travel in a diﬀerent RF ﬁeld intensity , thus bringing them to the desired trajectory and speed, in a
100 ms process. This setup will destroy the bunch structure of the beam, hence the name of this
part of the acceleration chain.
The beam being stable, the process of stochastic cooling [25] can be initiated. This allows to
reduce the transverse oscillation of the beam and consequently the energy spread. This process
is achieved by detecting ﬂuctuations in the momentum and slightly correcting the trajectory each
time a particle travels at the vicinity of an electrode called pickup. By measuring its position
relative to the nominal beam trajectory, this measurement is converted in an electric signal through
the electric ﬁeld created in the pickup. This signal is then sent to the kicker which will modify
its electric ﬁeld to bend the particle according to the received signal. Figure 2.6 shows a brief
description of the Debuncher and how the stochastic cooling is performed.
After 2.4 seconds, antiprotons are then sent to the Accumulator, located in the same tunnel.
Here, the bunch structure of the antiproton beam will be formed again and antiprotons are cooled
further by interacting with a low emittance electron beam until thermal equilibrium. The process of
antiproton accumulation is called stacking and lasts about 8 hours. Potentially the life time of the
p¯ beam can be extended to several days without major losses as a result of the beam stability. Once
the Tevatron has dumped the beam from the previous store, antiprotons stored in the Accumulator
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(a) Operating principle of the Debuncher. (b) Operating principle of the stochastic
cooling process.
Figure 2.6: Description of the two devices allowing the reduction of the beam spread, the Debuncher
(a) and the stochastic cooling process (b).
will be injected to the Tevatron.
2.1.4 The Tevatron
The last accelerator in the chain is the Tevatron, where physics collisions take place in two points,
CDF and DØ , where the p and p¯ beams cross. The circular synchrotron has a 1 km radius. It is
comprised of 8 accelerating cavities, 816 dipole superconducting magnets and 204 quadrupole mag-
nets. Dipole magnets are made of Niobium-Titanium alloy wire. The superconducting behaviour
is reached when cooled to liquid Helium temperatures (4.3 K). Beams from the Main Injector are
accelerated from 150 GeV to 980 GeV by the RF cavities operating at a frequency of 53 MHz.
Dipole magnets are generating then a 4.2 T magnetic ﬁeld, a full revolution of particles in the
Tevatron is achieved in 21 µs.
Optimization studies from the Accelerator Division yielded the most eﬃcient way to produce
collisions at the highest rate is to ﬁll the Tevatron with 36 bunches of approximately 3×1011 protons
and about 1010 antiprotons at the beginning of a store. The bunch structure of the proton and
antiproton beams, as shown in Figure 2.7, is formed by 3 “super bunches” separated by 2.64 µs,
each of them containing 12 bunches separated by 396 ns. After p and p¯ beams, traveling in the
same beam pipe in an helical motion (see Figure 2.8), reached 980 GeV, collisions can start after
beam focusing and halo removal. 1.96 TeV pp¯ interactions take place in the interaction region,
located around the center of the CDF and DØ detectors. The distribution of the luminous region
along the beam axis corresponds to a gaussian distribution with a spread σz=18 cm.
Major changes have been made for continually improving the Tevatron performance, see Ta-
ble 2.1. The instantaneous luminosity has been increasing also during the RunII as shown in
Figure 2.9.
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Figure 2.7: Bunch structure of the proton and antiproton beams.




Period 1989-1996 2001-2006 2006-2011
Beam energy (GeV) 900 980
Bunch spacing 3.5 µs 396 ns
Number of bunches 6×6 36×36
Protons per bunch 2.3×1011 2.7×1011 3×1011
Antiprotons per bunch 5.5×1010 3×1010 7×1010
Peak luminosity (cm−2s−1) 16×1030 100×1030 200-400×1030
Integrated Luminosity 160 pb−1 1 fb−1 ∼11 fb−1
Table 2.1: Summary table of Tevatron characteristics for the RunI and RunII periods.
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Figure 2.9: Peak instantaneous luminosity, reached in beginning of store, shown as function of
time.
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2.2 The DØ detector
After the production of pp¯ collisions at 1.96 TeV being introduced, the detector used to record
and study their outcome is described in this section. The DØ detector [26] [27] is a multi-purpose
detector with a cylindric geometry. It is comprised of diﬀerent parts, listed here from the innermost
to the outermost of the beam pipe, that will be described in more details in this section:
• the Silicon Microstrip Tracker (SMT)
• the Central Fiber Tracker (CFT)
• the superconducting solenoid magnet
• preshower detectors
• the electromagnetic and hadronic calorimeter
• the muon spectrometer
Tracking System: Silicon, Fiber Tracker,
Solenoid, Central & Forward Preshowers
Shielding










Figure 2.10: Overview of the DØ detector.
During the transition between the RunI and RunII, the detector has been upgraded. One of
the major change is the replacement of the whole central tracking system, in order to introduce a
solenoid magnet to measure the momentum of charged tracks. More recently, between the RunIIa
and RunIIb periods, an additional layer of tracking detector as been placed at the innermost part of
the detector in order to improve track resolution and identiﬁcation of jets originating from b quarks.
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The setup of the detector, after the above mentioned upgrades being made, will be discussed in
this document.
2.2.1 Coordinate system
The following convention for the coordinate system to locate objects in the detector is used in DØ .
A right-handed coordinate system has the z-axis along the proton direction and the y -axis pointing
upward. The (x, y) plane is called the transverse plane. The angles φ and θ are the azimuthal
and polar angles, respectively. The r coordinate denotes the perpendicular distance from the z axis.
The pseudorapidity is deﬁned as η = ln[tan(θ/2)]. It approximates the rapidity, Y = 12 ln[
(E+pz)
(E−pz) ],
where E and pz are the energy and longitudinal momentum of an object, in the limit that m/E → 0.
The pseudorapidity has the property to be Lorentz-invariant, which is important since the trans-
ferred momentum in pp collisions along the z direction is unknown due to parton density functions.
This value can be deﬁned in two diﬀerent ways: either the center of the detector is taken as ref-
erence (denoted as ηdet), or the reconstructed vertex attached to the objects (simply denoted as
η). The term “forward” usually refers to objects in the regions where |η| & 1.
2.2.2 Tracking and vertexing system
Two majors components are part of the tracking system. As illustrated in Figure 2.11, the Silicon
Microstrip Tracker and the Central Fiber Tracker are embedded in a magnetic ﬁeld generated by














Figure 2.11: Overview of the DØ tracking system.
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Layer 0
During the 2006 shutdown, an additional layer of the Silicon Microstrip Tracker (detailed in the
next Section) has been introduced in the DØ detector [28]. The motivation of adding a new layer
at the closest point to the beam pipe are the following:
• recover tracking performances coming from radiation damages,
• better track ﬁnding eﬃciency which is deteriorated at higher instantaneous luminosity,
• impact parameter resolution improvement (see Figure 3.19), impacting b-tagging perfor-
mances.
The annular space between the beam pipe and the ﬁrst layer of the SMT has a radius of 22.90 mm,
where the detector, cables and support structure have to ﬁt in this gap.
This component is built with silicon microstrips sensors, similarly to the SMT. After the addition
of the Layer 0, the impact parameter resolution is improved for tracks pT < 5 GeV as shown in
Figure 2.12, therefore yielding an overall improvement of 15% in b-tagging performance with
respect to the beginning of RunII.
Figure 2.12: The impact parameter resolution with and without the Layer 0 detector.
Silicon Microstrip Tracker
Located at the innermost part of the detector, the Silicon Microstrip Tracker (SMT) is the main
ingredient to reconstruct tracks from charged particles created from the pp collisions, bended by
a magnetic ﬁeld. Such objects are crucial in order to reconstruct primary vertices, measure lepton
transverse momentum, identify b quark generated jets and others, therefore impacting the whole
range of the physics program at DØ : search for New Physics, b physics and of course Higgs boson
searches. The motivation to use in the DØ collaboration a silicon-based detector was to have a
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high resolution and fast response device.
Since the length of the interaction region is relatively big, the challenge is to cover the volume
where tracks can be reconstructed. The extremities of the SMT cover up ±64 cm along the z
axis. The central part covers the 0 < |z | < 60 cm region, corresponding to |ηdet | < 1.5, whereas
the forward part covers the 60 < |z | < 100 cm or ηdet < 3 region. An isometric view of the SMT
is given in Figure 2.13.
Since tracks are usually perpendicular to the beam, the SMT has been designed with modules
parallel to the beam pipe to measure the r − φ coordinates. Disk detectors measure r − z as well
as r − φ components.
The central part of the SMT is comprised of two subparts:
• 6 barrels, each of them comprised of 72 modules ordered in 4 layers. They are arranged
along the z axis. The distance with respect to the beam pipe is 2.7, 4.5, 6.6 and 9.4 cm
respectively for each layer. Silicon strips have three diﬀerent orientations: longitudinal, 90◦
stereo and 2◦ stereo with respect to beam axis.
• 12 “F-disks”, where 6 are located between the barrels except for the two most central (|z | =
12.5, 25.3 and 38.2 cm) and the remaining are placed at higher |ηdet | region (|z | = 43.1,
48.1 and 53.1 cm). Each disks is built from 12 wedges covering 30◦ in the transverse plane.
The forward part of the SMT is comprised of two “H-disks” arranged on each side of the de-
tector at |z | = 100.4 and 121.0 cm. Their diameter is larger than the F-disks in order to cover the
|ηdet | > 2 region. Each section of the disks covers 15◦ in the transverse plane.
Disks are comprised of semi-conductive doped silicon sensors. By passing through the sensors,
charged particles create electron-hole pairs. The signal is measured by collecting drifting charges
by applying a voltage diﬀerence in the sensors. Each barrel has four silicon readout layers. The
silicon modules installed in the barrels are called “ladders”. Layers 1 and 2 have twelve ladders each;
layers 3 and 4 have twenty-four ladders each, for a total of 432 ladders. The SMT is cooled down
to -5◦C in order to reduce silicon radiation damages.
The SMT achieves a spatial resolution of around 20 µm for hits.
1.2 m
Figure 2.13: Overview of the SMT.
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Central Fiber Tracker
The Central Fiber Tracker (CFT), located between 20 to 52 cm from the center of the beam pipe,
is used to determine the momentum of charged particles and reconstruct their tracks. Located
around the SMT, the coverage is |ηdet | . 1.7. Its central part is 1.66 m long due to limitations
from the presence of the SMT H-disks which have a larger radius than components in the central
part of the SMT, while the outer part is 2.52 m long. Concentric layers of scintillating ﬁbers are
arranged in 8 cylinders of 4 ﬁbers, 2 of them aligned along the z direction, whereas the other layers
of ﬁbers have a stereo angle of +3◦ or -3◦, respectively denoted as u and v layers.
The ﬁber diameter is 835 µm and made of polystyrene doped with paraterphenyl to provide
ﬂuorescence. Scintillator ﬁbers are connected to waveguide ﬁbers (having ∼90% reﬂexion power,
therefore reducing losses of signal) to transfer the light produced when particles passing through.
The signal, with a wavelength distributed around 530 nm, is collected by avalanche photodetectors
(VLPC, standing for Visible Light Photon counter Cassettes) operating nominally at 9K. In total,
1000 km of ﬁbers are used : 200 km of scintillating ﬁbers and 800 km of waveguides.
Let us consider a simple example where a particle go through a unit squared detector cell,
representing a single layer. The spatial hit resolution is given by the size of the unit cell divided
by
√





12× 8 ∼ 100 µm. This estimate corresponds to the track spatial resolution in
the r − φ plane.
Solenoid
In order to measure the momentum of tracks, a superconducting solenoid magnet, cooled down
by liquid helium, has been added after RunI. Its overall size was determined by the available space
between the CFT and the calorimeter: 2.73 m in length and the outer diameter is 1.42 m, for
approximately 1 radiation length at ηdet = 0. Since the tracking volume is relatively compact, a
2 T magnet is used in order to have good track momentum resolution despite the limited tracking
radius. The generated ﬁeld is uniform at the 0.5% level. In order to remove potential systematic
eﬀects, the polarity of the DØ solenoid magnet is regularly reversed (every two weeks).
2.2.3 Preshower detectors
Before describing the DØ calorimeter, the Preshower detectors are introduced in this section. A
thin layer of scintillators is placed in front of the calorimeter, helping in electron identiﬁcation and
hadrons/electromagnetic particles discrimination during both triggering and oﬄine reconstruction.
They operate as calorimeters as well as tracking detectors. They are 3 preshower detectors. The
Central Preshower detector (CPS) is located in the central part (|ηdet | < 1.3), between the solenoid
magnet and the central calorimeter. Two Forward Preshower detectors (FPS) are located in the
forward region (1.5< |ηdet | < 2.5) in front of the end calorimeters, around the luminosity monitors
(see Section 2.2.6).
Both preshower detectors are made from triangular strips of scintillators, as shown in Fig-
ure 2.15, in order to minimize dead space. Scintillator are made of polystyrene plastic doped with
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Figure 2.14: Side view of the magnetic ﬁeld measured in kG. Lines are representing the ﬁeld lines
in y -z plane.
1% p-terphenyl and 150 ppm diphenyl stilbene. At the center of each triangular strip, wavelength-
shifting ﬁber are connected to ﬁbers in order to collect and carry the light to the end of the detector.
The light is then sent to VLPC cassettes for readout.
In the CPS, 3 layers of scintillator strips are arranged in axial-u-v geometry, with u and v layers
having respectively a -23.774◦ and a +24.017◦ stereo angle with respect to the beam axis. Each
layer contains 1280 ﬁbers for readout.
                             
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Figure 2.15: Left ﬁgure: The CPS detector is located in the gap between the solenoid magnet
and the calorimeter. FPS detectors are placed between the CFT and the End Calorimeters. Right
ﬁgure: Preshower detectors geometry.
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2.2.4 Calorimeter
One important observable in theWH analysis, described in Section 4, is the reconstructed mass of a
pair of jets to evaluate the mass of a candidate Higgs boson. Therefore, eﬃcient jet reconstruction,
identiﬁcation and a precise energy measurement are crucial aspects in the analysis presented here.
These aspects, later described, rely on the performance of the calorimeter which is now introduced.
Using this device, the energy of photons, electrons and jets can be directly measured, and
the missing transverse energy can be inferred, indirectly giving an indication of the presence of
a neutrino. The calorimeter measures the energy while a particle goes through the material and
interacts through atomic or nuclear interactions and creates a “shower”. The DØ calorimeter is
essentially composed of depleted Uranium and liquid Argon, respectively acting as absorbing and
active materials, which is the operating mode of a sampling calorimeter. The energy of incoming
particles is measured in the active medium of the detector. The sampling fraction of the calorimeter,
deﬁned as the ratio of energy deposited in the active medium to the total energy deposit in the
calorimeter and determined by simulation, is approximately 5%, depending on the Uranium/Argon
ratio in the diﬀerent parts of the detector.
Since particles can interact by diﬀerent types of interactions, the showers of particles created
in the calorimeter can be diﬀerentiated between hadronic and electromagnetic showers:
• photons and electrons initiate electromagnetic showers. In this range of energy, electrons
undergo bremstrahlung: after traveling one interaction length X0 in a material, a photon is
emitted, leaving the electron with a lower energy. This process is favoured for light particles
as energy loss scales as 1/m2. The radiation length, normalized to the material density, is
19.6 g/cm2 for liquid Argon [29] and 5 g/cm2 for Uranium [30]. This process appears in
the vicinity of the Coulomb ﬁeld of a nucleus, the electrons interacting with a virtual photon
emitted by the nucleus. A photon produces a e+e− pair after traveling the same characteristic
length X0. Similarly to the bremstrahlung process, pair production occurs under the inﬂuence
of the atomic nucleus Coulomb ﬁeld. This process is repeated until the energy of particle is
not suﬃcient to initiate another photon radiation or e+e− pair production;
• hadrons mainly undergo strong interactions in the detector. By hitting nuclei, a spray of pions,
protons and fragments of the nuclei will be created. Similarly to X0, the nuclear interaction
length is deﬁned as the mean free path before an inelastic collision with a nucleus. Neutral
pions will have a similar signature as an electromagnetic particle since it mainly decays to
two photons. Other charged hadrons will interact successively until forming a shower.
In order to accurately measure such objects, the DØ calorimeter is segmented in two main
parts, the hadronic and electromagnetic calorimeter. The hadronic part of the calorimeter is
further divided in two parts: the ﬁne and coarse hadronic calorimeter, where the granularity is
lower for the latter. The calorimeter is also segmented longitudinally in two main parts: the central
calorimeter (CC) and two end calorimeters (EC) located in the forward regions1.
A unit cell of the DØ calorimeter is shown in ﬁgure 2.17.
The liquid Argon active region, located in the 2.3 mm gap between two plates, is ionized by
secondary particles produced in the showers and induced charges drift (typically in 450 ns) and
1EC calorimeters are commonly referred as North and South calorimeters.
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(a) Isometric view of the calorimeter. (b) Side view of a portion of the calorimeter.
Figure 2.16: Overview of the DØ calorimeter.
are collected by electrodes connected to 2.0 kV voltage. Collected charges are then converted to
electric signal. Cells which have the same ηdet and φ coordinates with their center aligned with
the center of the detector form calorimetric towers as shown in Figure 2.16b (the projection of a
“point” in the (ηdet , φ) plane form a tower, shown alternatively as a shaded region in the r − z
plane).
Figure 2.17: Schematic view of a unit cell of the DØ calorimeter.
Each calorimeter part, CC and both EC, is located in a separate cryostat to keep the Argon
in a liquid state, down to a temperature of 90 K. A small gap exists between the CC and EC,
therefore the intercryostat detector is placed in this region to ensure detection in this ηdet range.
These three components will now be described.
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Central calorimeter
This part of the calorimeter covers the |ηdet | . 1 region. In the electromagnetic region, absorbers
are 3 mm thick depleted Uranium plates. The ﬁne hadronic calorimeter uses 6 mm thick plates made
from Uranium-Niobium alloy, whereas the coarse hadronic region, 46.5 mm thick Copper absorber
plates are used. The choice of Uranium, which has a short radiation length (X0 ≃ 0.32 cm [30]),
allows the calorimeter to be relatively compact.
Layers of each subdetector parts have diﬀerent thickness. In the electromagnetic calorimeter,
layers are 1.4, 2.0, 6.8 and 9.8 X0 thick, starting from the closest to the center of the detector.
For the ﬁne hadronic detector, layers are respectively 1.3, 1.0 and 0.9 λf thick, with λ deﬁned as
the absorption length which a hadron can travel before suﬀering another inelastic scattering event.
Finally, the coarse hadronic calorimeter, layers are 3.2 λf thick.
The segmentation in the ∆η×∆φ plane (or granularity of calorimeter cells) is 0.1×0.11, except
for the third electromagnetic layer where it is twice ﬁner since in RunI, electromagnetic showers
were maximally developing in this part.
End calorimeters
Two identical end calorimeters denoted “North” and “South” are located on both sides of the CC.
These detectors cover the acceptance 0.7. |ηdet | . 4. Their structures is similar to the central
part of the calorimeter, except a few diﬀerences. Unlike the CC, stainless steel absorber plates are
used. Layers in the electromagnetic calorimeter are 1.6, 2.6, 7.9 and 9.3 X0 thick.
The hadronic calorimeter is subdivided in three parts (opposed to the CC were there is only the
ﬁne and coarse hadronic calorimeter):
• the inner hadronic calorimeter which consists of four 1.1 λf thick layers,
• the middle hadronic calorimeter with four internal layers having a thickness of 0.9 λf and an
external layers with 4.4 λf ,
• the single-layered outer hadronic calorimeter which is 4.1 λf thick,
Intercryostat detector
As previously written, both CC and EC parts are cooled down to 90 K by surrounding cryostats.
In the narrow 0.8< |ηdet | < 1.4 region, is placed a diﬀerent type of detectors,
• cells which doesn’t contain absorber plates (massless gaps) covering the 0.8 < |ηdet | < 1.2
and 1 < |ηdet | < 1.3 are located inside the CC and EC cryostats respectively. Cryostats are
here acting as absorbers.
• the Intercryostat detector (ICD) consists of scintillating tiles that are attached to the exterior
surfaces of the end cryostats (see Figure 2.15). Each ∆η × ∆φ = 0.3×0.4 tile is subdivided.
Hence, the granularity in this region is 0.1×0.1.
1The azimuthal segmentation made in 64 parts, thus ∆φ = 2pi/64 ≃ 0.1.
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Energy resolution of the calorimeter










The detector can be characterized by the following parameters:
• the constant term C, taking into account non-uniformity of material thickness, non-uniformity
in charge collection, mechanical imperfections, ﬂuctuations in the amount of the upstream
energy deposit and shower leakage. This term is independent of the energy and dominant at
the high energy regime,
• the sampling term S, determined by the choice of the absorber and active material, the
thickness of sampling layer, represents the statistical ﬂuctuations in the amount of measured
energy,
• the noise term N is associated with electronic noise in the detector and is dominant at low
energy.
A detailed explanation of each term is given in [31] and [32].
The resolution for the DØ calorimeter are given in Table 2.2. They are determined separately for
electrons and jets and in diﬀerent calorimeter regions [32, 33]. Figure 2.18 shows the jet energy
resolution for central jets, along with simple examples when one of the jet energy parameters are
multiplied by a factor 2, in order to emphasize the energy resolution dependence on the parameters.
Since the sensitivity of the WH analysis mostly relies on the resolution of the invariant mass of
two jets, one can understand that the energy calorimeter is a limiting factor for the search of dijet
resonance.
e (CC) jet (|η| < 0.4) e (EC) jet (2.4< |η| < 2.8)
C 0.030±0.001 ≃ 0.049 0.028±0.001 ≃ 0.068
S (GeV1/2) 0.24±0.01 ≃ 0.757 0.27±0.01 ≃ 0.523
N (GeV2) 0.47±0.09 ≃ 0.860 0.73±0.07 ≃ 0.860
Table 2.2: Energy resolution parameters for electrons and jets in RunII.
2.2.5 Muon system
At the energy range at which they are produced, muons are minimum ionizing particles. They
cannot have their energy measured or be identiﬁed with the calorimeter only where they deposit 2
to 3 GeV on average. These particles have a dedicated part of the detector, the muon spectrometer,
to detect them. It is located at the furthest of the interaction point. Its coverage is up to |η| ≃ 2.
As represented in Figure 2.19, it consists of several elements:
• drift chambers,
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Figure 2.18: Energy resolution for jets with |η| < 0.4 as function of the jet energy. The doted black
line is obtained from the parameters quoted in Table 2.2. Colored lines are obtained by multiplying
C (in red), S (in blue) and N (in green) by a factor 2 independently of the other parameters.
• scintillators chambers,
• toroidal magnets generating a 1.8 T magnetic ﬁeld. Similarly to the solenoid magnet, the
polarity is reversed about every two weeks.
(a) Exploded view of the muon drift chambers. (b) Exploded view of the muon scintillator chambers.
Figure 2.19: Exploded view of the muon drift chambers (a) and muon scintillator chambers (b).
The muon system is built in 3 planes called layer A, B and C. The layer A is placed between
the calorimeter and the toroidal magnets, where layers B and C are in the outermost part of the
detector. Since The detector coverage is limited over the φ angle, notably there is a hole in the
A layer coverage at the bottom as visible in Figure 2.19, to allow for the calorimeter support, also
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called “phi-hole” or “phi-crack”.
Muon drift chambers
The central and forward of the muon drift chambers system is equipped with two diﬀerent kinds
of technologies: Proportional Drift Tubes (PDT) and Mini Drift Tubes (MDT).
PDTs, covering the |ηdet | . 1 region, are divided in cells, and their number is diﬀerent according
to the layer: 96 in layer A and 72 for layer B and C. Each cell is composed of an anode wire connect
to a 4.7 kV high voltage and 2 pads operating with a high voltage of 2.3 kV. When muons go
through cells, an mixture of gas (84% Argon, 8% methane, and 8% CF4) is ionized and secondary
electrons are created in the medium. These charges are collected by the wires. The drift velocity
is approximately 10 cm/µs, for a maximum drift time of about 500 ns.
Similarly to PDTs, MDTs are also arranged in ABC layers in the 1< |ηdet | < 2.15 region.
They consist of tubes divided in 8 cells, each one containing a W-Au anode wire embedded in an
aluminum compartment. The operating principle is similar to PDTs, where a 90% CF4 – 10%CH4
gas mixture is ionized and charges are collected by the wires. The charge drift times is between 40
and 50 ns.
Muon scintillator chambers
Scintillator chambers have their signal sent to photomultipliers (see Figure 2.20). The most central
part is covered by the “Aφ” layer in the |η| < 1 region, upstream to the A layer and are used for
triggering, their timing response being of the order of 2 ns. They can also help in identiﬁcation
of muons stopped in the toroidal magnets since they are located before this magnet. The φ
segmentation is identical to the CFT. Fast timing detector located in layer C are used to associate
a muon in a PDT with the appropriate bunch crossing and discriminate against the cosmic ray
background. Finally, scintillators in the forward region (1< |ηdet | < 2) are used for triggering.
2.2.6 Luminosity monitor
In order to measure the integrated and delivered luminosity by the machine, luminosity monitors are
used since the number of particules in each bunch and the size cannot be measured when protons
and antiprotons are present in the Tevatron. The purpose of such a detector is not to measure the
energy of particles or identify them, but to estimate the instantaneous luminosity by estimating the
number of inelastic collisions.








) · F (2.2)
with f ≃ 43.7 kHz is rotation frequency of the bunches, B = 36 being the number of bunches
circulating, Np (Np¯) the number of protons (antiprotons) per bunch, σp (σp¯) the transverse proton
(antiproton) beam size and F being a form factor depending on the bunch length. Since parameters
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Figure 2.20: Schematic view of a scintillating plate connected to a photomultiplier for the forward
muon system.
describing the instantaneous luminosity may change during a store, or from store to store, this
quantity needs to be measured.
Located at each extremity of the detector (z = ± 140 cm, which corresponds to the forward
region 2.7< |ηdet | < 4.4), luminosity monitors are placed around the beam pipe. They consists of
24 Bicron BC-408 scintillators wedges, a photomultiplier directly glued to the outer surface of each
wedge to collect scintillation light. Wedges are arranged as shown in Figure 2.21. Since scintillators
are exposed to a high radiation ﬂux, they were replaced four times during the RunII period.
Knowing when bunches are crossing inside the DØ detector, the luminosity monitors will only
count the number of crossings for which no collisions occurred. This technique is called the
“counting empties” method and can avoid the diﬃculty for the case that multiple interactions
occurs during the same crossing.
The luminosity L can be expressed as L = f N¯LMσLM , where f is the beam crossing frequency, N¯LM
is the average number of interaction per bunch crossing and σLM is the eﬀective pp¯ cross section
estimated from previous experiments or in RunI [34].
Given that the probability of having N inelastic collisions per crossing follows Poisson statistics,
P(N) = µNN! e−µ, the probability to measure zero inelastic collision per crossing is P(0) = e−µ, with
µ = LσLMf .
Luminosity monitors counts the amount of “no collision” events occurring in coincidence in both
sides of the detector, the rate of inelastic collisions can be expressed as Rc = f (1 − P(0)). The
measured instantaneous luminosity is then deduced from this expression.
An uncertainty on the measured instantaneous luminosity is found to be 6.1%, coming the
determination of σLM and detector eﬃciency and acceptance.
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Figure 2.21: Schematic view of the luminosity monitor geometry and location of photomultipliers
(red circles).
2.2.7 Trigger and data acquisition system
The time between two bunch crossing being of 396 ns, the frequency at which events would be
recorded by the DØ detector would be around 2.5 MHz. Recording such amount of data is not
achievable from a technical point of view, taking into account that some of these events could be
detector noise or have a high cross section, which may necessitate to be ﬁltered.
A preliminary selection on objects reconstructed in the detector is imposed in order to reduce
the acceptance and the recording rate. This allows to reject for example low pT multijet events
which have a very high cross section, and not used in analyses. The trigger system is used for
this purpose and is designed in multiple layers (see Figure 2.22), each of them relying on detector
information as shown in Figure 2.23.
Only events in which an inelastic collision occurred are triggered. Therefore both luminosity
monitors are required to have hits in coincidence with the bunch crossing. Such events are called
“Minimum Bias” events.
Sets of conditions are deﬁned in order to “label” events. The data can be then described by
logical “and ” and “or” of several trigger conditions.
Since a high rate of events may still satisfy all trigger requirements, events are removed randomly
in order to accommodate with the recording bandwidth. These “prescales” are diﬀerent according
to the event topology.
Level 1 trigger
First, the decision at Level 0 to retain an event in taken in 3.5 µs, lowering the event rate from
2.5 MHz to 2 kHz. the Level 1 relies on the fast electronics readout of parts of the detector (CFT,
preshower detectors, calorimeter, muon spectrometer).
Information from the CFT is used in order to reject events with high pT fake tracks. This is
done by comparing recorded data to predeﬁned models of tracks in 4.5◦ angular sections of the
CFT.
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Figure 2.23: Level 1 and 2 of the DØ trigger system. Arrows represent the data stream.
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Calorimetric triggers rely on reconstructed “trigger towers” in ∆φ×∆η = 0.2×0.2, passing above
predeﬁned energy thresholds. These thresholds are diﬀerent depending if only electromagnetic or
calorimetric cells are considered to reconstruct towers. Only towers in the |ηdet | < 3.2 region are
used.
Muon triggers are based on the matching of tracks produced in the CFT, given that they fulﬁll
the above mentioned requirement, and hits obtained at least in the A or B layer of the muon
system.
Level 2 trigger
The Level 2 trigger decision reduce the rate from 2 kHz to 1 kHz. The trigger must be taken in
less than 100 µs. All parts of the detector are used at this level. Since the allowed is longer than
in Level 1, more complex algorithms can be used and a fast reconstruction of electrons, photons
and jets can be performed.
Jets (electromagnetic objects) are reconstructed in groups of 5×5 (3×3) trigger towers, with
the centermost tower having an energy higher than 2 GeV (1 GeV). Electrons and photons can be
identiﬁed if a Level 1 track is match to clusters in the preshower detectors. An estimate of the
missing transverse can be obtained by these “raw” calorimetric objects.
At this level, trigger requirements on tracks are tighter by using SMT and CFT informations.
At least 3 SMT hits around tracks found at the Level 1 are required. This allows to have a good
impact parameter resolution.
The muon Level 2 trigger uses information from Level 1, combined with additional detector
informations from the wire chambers and scintillator chambers to give a better precision of the
object coordinates (η, φ) and transverse momentum.
Correlations between objects are checked before events are passed to the Level 3.
Level 3 trigger
This last step reduces the event rate down to around 50 Hz, depending on the Tevatron instanta-
neous luminosity. The trigger decision is taken in less than 150 ms. After all events successively
passed Level 1 and 2, a partial event reconstruction is performed on a farm of 400 computers.
The output of the Level 3 trigger is the electronic signal from all detector parts, to be sent to the
processor which will reconstruct objects as it is detailed in Section 3.
2.2.8 Data format and detector simulation
The format of the data after passing the 3 levels of the trigger system is the electronic signal
coming from all parts of the detector, called also “raw data”. In order to analyze the data, objects
have to be reconstructed. This process is carried by the d0reco1 software.
In simulated events obtained from Monte Carlo event generators, objects have to be recon-
structed as well, but after detector simulation. This part is taken care by the d0gstar2 software,
which is based on the description of the structure and electronics of the DØ detector by Geant3.
1standing for DØ oﬄine RECOnstruction program
2standing for DØ Geant Simulation of the Total Apparatus Response.
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Hence, simulated events are in the same format as raw data, and reconstructed in a similar manner.
In order to reproduce multiple bunch crossing in simulation and detector noise, randomly selected
events from data (Zero Bias data) are overlayed to the simulation.
Data and simulation events are stored in ROOT ﬁles, with suﬃcient informations from detector
parts. A common format, CAFe [35], is used across the DØ collaboration in order to unify software.
In order to facilitate data analysis without dealing with unnecessary big ﬁles of data containing
irrelevant events for a given analysis, both data and simulation are subdivided in smaller samples.
This splitting is performed by a logical OR of several basic object selection and trigger requirements.




Objects reconstruction and identification
The DØ detector and main subparts have been described in Section 2.2. Informations about par-
ticles produced from pp collisions are gathered by nearly individual channels from all parts of the
detector. This raw information is at this level only digital values, output of every channel. This
data needs to go through the DØ reconstruction software in order provide useful information that
can be latter on analyzed, such as energy, momentum, spatial position, charge. . .
The WH analysis is aimed to look for a ﬁnal state with isolated leptons, jets and imbalance in
the transverse plane. For this type of event, almost all parts of the DØ detector come in use. An
accurate reconstruction of objects and identiﬁcation is crucial. Starting from basic objects, such as
tracks and vertices, an overview is given on how electromagnetic objects like photons and electrons,
jets, muons and the missing transverse energy are reconstructed and identiﬁed. Treatments for
data and simulation will be discussed, as well as tagging of jets originating from b quarks, crucial
for searches for a low mass Higgs boson.
3.1 Tracks
Tracks are the basic ingredient to reconstruct objects created from pp collisions. Their presence
is used for the following:
• reconstruction of vertices from the hard scatter process or displaced vertices coming from
the decay of long lived particles,
• electrons and photons have a similar signature except the presence of tracks associated to
energy deposit in the calorimeter for electrons,
• muons are reconstructed from hits in the muon spectrometer and their associated track in
the SMT and CFT system.
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They also provide a measurement of the momentum of charged particles.
Track relies on the SMT and CFT systems and is achieved by two diﬀerent algorithms: the
Histogram Track Finder (HTF) [36] and the Alternative Algorithm (AA) [37], both using the
Kalman Fitter technique [38, 39].
The amount of tracks reconstructed in the tracking systems is high: when protons and an-
tiprotons collide, residual fragments of the hard scatter process (spectator particles) have also a
signature in the detector. In this busy environment in the vicinity of the interaction point, eﬃcient
track reconstruction is very challenging.
The motion of a particle in a magnetic ﬁeld can be characterized by the curvature of its track
ρ = qBpT , with q being the charge of the track and B the amplitude of the magnetic ﬁeld, given the
track transverse momentum pT .
Let us consider a simple example to illustrate the principle of the HTF algorithm, assuming
that the primary interaction vertex occurred in (x, y) =(0,0) and a hit in the tracking system in
(xh, yh) in the same coordinates. In the presence of a single hit, an inﬁnity of “track solutions” can
be found. Using the Hough transformation, each solution can be deﬁned in the (φi , ρi) coordinated
for the i th track solution. Given the ﬁne spatial resolution, trajectories can be extrapolated to a
line in this same plane.
Repeated for several hits, each line should intersects at a same point, thus deﬁning the track
parameter for a charged particle. However, this technique relies on 2D histograms, representing the
ﬁnite segmentation of the tracking system. Histograms are ﬁlled for each hit possibly originating
from the same charged particle, the track parameters can be extracted with associated measure-
ment errors. This procedure, well-suited for tracks with a small distance of closest approach to the
primary interaction vertex, is summarized and depicted in Figure 3.1.
The second algorithm used at DØ is the AA algorithm. The principle of this technique is to
built “track hypotheses” and then ﬁlter them according to deﬁned criteria.
Starting from innermost SMT hits, a second point from a downstream SMT layer can be added
to the track hypothesis if the angular separation between tracks ∆Φ < 0.08 is fulﬁlled. Then a third
point located further down the trajectory of the track hypothesis is added if the radius of circle
formed by hits is greater than 30 cm, corresponding to a track pT of 180 MeV in a 2 T magnetic
ﬁeld. Finally, in order to be retained, further requirements need to be fulﬁlled such as: χ2 from the
track ﬁt is computed and must be less than 16 for the hypothesis to be retained, or a maximum
number of layers (axial and stereo) not containing hits along the track hypothesis. Since duplicate
tracks can be found, a removal procedure is carried.
Since the two presented algorithms are used in parallel, only candidate tracks reconstructed by
both methods are kept. The eﬃciency for ﬁnding a track is 0.966±0.001% at an instantaneous
luminosity of 2×1032 cm−2s1, for the case that no additional events from elastic interactions
occurred in the same bunch crossing [40].
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Figure 3.1: The HTF method applied to a single 1.5 GeV track with 5 hits: (a) a set of track
solutions is deﬁned in the (x, y) plane for a given hit. (b) Trajectories of tracks in the (φ, ρ) plane
for a given hit. (c) Trajectories for several hits intersect at the same point in the (φ, ρ) plane. (d)
The intersection can be seen as a peak in a 2D distribution.
3.2 Primary Vertices
In order to characterize an event topology, one need to reconstruct the initial proton antiproton
collision. An accurate measurement can be critical especially for the missing transverse energy
measurement, determination of the η component of jets, as well as their identiﬁcation (See Sec-
tion 3.5.2), which are sensitive to the primary vertex (PV) selection.
Since the Tevatron is running at high instantaneous luminosity, multiple interactions can occur
during a single bunch crossing, but usually there is only one vertex produced from the pp hard
scatter process. The others vertices, coming from elastic pp collisions are referred as minimum
bias (MB) events. The physics of these additional collisions are not relevant in the context of
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the search presented here. It is possible to suppress this background by selecting the PV. This is
achieved in two steps: ﬁrst all vertices are reconstructed, then the least consistent vertex with a
MB hypothesis is selected.
Candidate tracks attached to the vertex from the hard scatter are ﬁrst selected with pT >
0.5 GeV and at least two hits in the SMT. In order to suppress tracks originating from secondary
vertices (probing the presence of long lived particles, such as K0S, Λ or B mesons),
DCA
σ(DCA) is
required to be less than 5, where DCA is the distance of closest approach of the track to the beam
line in the r−φ plane, and σ(DCA) is its associated uncertainty. Selected tracks are then clustered
along the z direction. Using the Kalman Fit method, each cluster has a χ2 value assigned, denoting
how likely are the tracks to originate from the origin. If the χ2 is larger than 10, the track which
contributes the most to the χ2 is removed. This process is repeated until χ2 < 10 or only one
track is left. Following this procedure, each cluster is a PV candidate.
Since tracks from MB interactions have a lower pT than tracks from the hard scatter, a MB
track probability is computed for each track as following:






















with Π being the product of MB track probabilities for N tracks. The vertex having the lowest MB
vertex probability is chosen to be the correct PV, with an eﬃciency close to 100%.
In order to take into account the diﬀerence in instantaneous luminosity between data-taking
periods and imperfect detector simulation of the tracking system (which may aﬀect the track
selection), the z position of the primary vertex is corrected in order to match observations in data.
3.3 Electrons
With a view to probe the leptonic decay from a W boson as in the WH analysis, electrons must be
accurately identiﬁed in order to not introduce backgrounds with an electromagnetic object (photon
or pion) which is misidentiﬁed as an electron. This section will focus on the reconstruction and
identiﬁcation of electrons, as well as the treatment used to match simulated resolution to the one
obtained in data.
3.3.1 Reconstruction and identification criteria
Electrons are calorimetric objects which interact mostly in the electromagnetic calorimeter by
producing a narrow shower compared to jets. Since they are charged particles, an associated




1. calorimetric towers are clustered in a cone if their measured pT is greater than 500 MeV and
are called “seeds”,
2. calorimetric towers in ∆R < 0.31 are added to the seeds if their pT is greater than 50 MeV,
3. if the clustered energy of a group of towers is higher than 1 GeV, all electromagnetic towers
in ∆R < 0.4 are added.
The next step is to enhance the electron purity since such objects could be photons or jets matching
the previous criteria. A set of variables, calculated for each electron candidate, deﬁnes the electron
identiﬁcation criteria [41]:
• electromagnetic fraction EMf , calculated as the ratio of energy in the electromagnetic




. This value is expected to be close to 1 for electrons for which most
of their energy is deposit in the electromagnetic layers of the calorimeter,
• calorimeter isolation Iso, the fraction of total calorimeter energy in a ∆R = 0.4 cone after




. This observable can discriminate electrons from jets, where this
value would be respectively close to 0 and 1, for electrons and jets, since electrons will
produce showers mainly contained in the EM layers,
• track isolation of the EM cluster IsoHC4, calculated as the total track pT (for tracks with
pT > 0.5 GeV) in the hollow cone 0.05< ∆R < 0.4 around the EM cluster,
• “track match χ2 probability” with an electromagnetic cluster, eﬃcient in photon background
removal,
• HMatr ix variable characterizing the lateral shower shape of EM cluster,
• electron likelihood variable2, combined and trained to discriminate electrons from jets [42].
Using the above deﬁned variables, several working points for electron identiﬁcation are deﬁned.
Those used in the WH analysis are given in Table 3.1. Two types of criteria are used and events
containing electrons in the CC and EC are analyzed separately, thus 4 types of electrons are deﬁned.
3.3.2 Electron resolution and energy scale correction
Electrons being calorimetric objects, their resolutions follows Equation 2.1. A procedure is set up
in order to match the electron resolution to data, since it is better in simulation [33]. The electron
energy is transformed using the relation:
E′ = E × [α+ ξ = Gaus(0, σ = αc)] (3.3)
1∆R denotes a distance in the (η, φ) plane and is defined as ∆R =
√
∆φ2 + ∆η2, where ∆φ and ∆η are the
azimuthal angle and pseudorapidity differences between two objects in the detector.
2The 7 likelihood variables are: spatial track match χ2 probability, ET /pT , H-matrix7, EMF, distance of closest
approach to primary vertex, number of tracks in a ∆R = 0.05 cone, total pT of tracks in 0.4 cone around candidate
track.
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CC EC
Variables LOOSE MEDIUM top_loose top_tight
Iso < 0.10 0.07 0.15 0.15
EMf > 0.95 0.97 0.9 0.9
HMatr ix < 35 25 50 50
IsoHC4 < 3.0 2.5 – –
Track Match χ2 > 0.0 0.0 0.0 0.0
Likelihood > – 0.2 0.0 0.85
Table 3.1: Electron identiﬁcation point used in the WH analysis, deﬁned by the listed cuts on
identiﬁcation variables.
where α is an energy scale multiplicative factor and ξ is an oversmearing factor following a gaussian
distribution centered in 0 and a width of αc. The α and c parameters are determined by adjusting
these values through a ﬁt of the di-electron mass distribution around the Z mass peak in simulation
to data.
3.3.3 Identification efficiency between data and simulation
The electron eﬃciencies are determined using a “tag-and-probe” method. Z → e+e− candidate
events are selected by requiring two electron candidates with a di-electron invariant mass consistent
with that of a Z boson. One of the electron candidates, denoted as the tag object, is required to
pass stringent cuts to improve the purity of the sample, while the other candidate, the probe, is
required to pass the cuts relevant to the working point eﬃciency to be determined. The eﬃciency




. A detailed overview of the method used to determine the identiﬁcation eﬃciency
is given in [43].
An electron satisfying the MEDIUM identiﬁcation criteria with pT = 30 GeV is found to have
an eﬃciency of ∼0.85 in MC and ∼0.77 in data.
Due to imperfect detector simulation, the measured identiﬁcation eﬃciency in MC (ǫMC) is
better than in data (ǫData). A correction is applied to the simulation where the event weight is
multiplied by ǫMC/ǫData. This correction is parametrized as function of the ηdet and φ components
of the electron, as shown in Figure 3.2 for MEDIUM electrons.
3.4 Muons
The reconstruction and identiﬁcation of muons relies on both tracking sub-systems (SMT and CFT)
and muon spectrometer since only a small fraction of their energy is deposit in the calorimeter.
3.4.1 Reconstruction and identification criteria
Two independent parts of the detector are used for muon identiﬁcation. Muons reconstructed only























Figure 3.2: ǫMC/ǫData for MEDIUM electrons.
can be matched to local muons which are extrapolated back to the innermost part of the detector.
They are called central muons.
Starting from these deﬁnitions, muons are classiﬁed by diﬀerent criteria [44, 45]:
• the muon type which characterizes the matching between local and central muon,
• the muon quality, estimated from the number of hits in the muon spectrometer
• the track quality, analogous to the muon quality
• the muon isolation.
The diﬀerent muon types are deﬁned by the nseg parameter, an integer value between -3 and 3.
The absolute value indicates the number of layers (or segments) that are reconstructed. A positive
nseg value denotes if a matching with a track occurred. The deﬁnition for the diﬀerent types are
given in Table 3.2.
The muon quality used for muon identiﬁcation in the WH analysis, called Medium |nseg| = 3,
is deﬁned by the following requirements:
• A layer: at least two hits in the drift chambers and at least one hit in the scintillator chambers,
• BC layers: at least two hits in the drift chambers and at least one hit in the scintillator
chambers (except for central muons with less than four hits in the BC drift chambers).
The muon track quality used in the analysis fulﬁlls the medium criteria, deﬁned as:
• |DCA| < 0.2 cm. If the track has SMT hits, the cut is tighten to |DCA| < 0.02 cm.
• χ2/d.o.f . < 4.
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nseg Muon Type Central track matching algorithm
3
Central track + Muon to central if
local muon track local muon track ﬁt converged.
(A, B and C segments) Central to muon otherwise.
2 Central track + BC only central to muon




muon hit in layer A, B or C
-1 A segment only no match
-2 BC segment only no match
-3
local muon track no match
(A, B and C segments)
Table 3.2: Muon types at DØ . Criteria requirement on track, segment hits and matching of local
and central muons.
Muon isolation variables are deﬁned in order to separate non-isolated muons background coming
from semi-leptonic decays in jet (such as B → µ+X) and muons originating from W or Z bosons.
Three of the ﬁve variables, used later on, are deﬁned:
• TrackHalo = |∑tracks pT | in ∆R(track, muon track) < 0.5 cone.
• CalorimeterHalo = |∑cel ls ET | in 0.1 < ∆R(cal-cells, muon cal-track) < 0.4.
• ∆R(µ, jet) = Distance to closest jet in η − φ space.
Using these variables, a set of isolation working points are deﬁned. The ones which are used in the
WH analysis are deﬁned as following:
• DeltaR = ∆R(µ,jet) > 0.5.
• NPTight = TrackHalo < 2.5 GeV and CalorimeterHalo < 2.5 GeV.
Finally a cosmic muon veto is applied, using information from the scintillator hit times and
coincidence with the brunch crossing. The hits timing requirement with respect to bunch crossing
in A and BC layers are |tA| < 10 ns and |tBC | < 10 ns.
The eﬃciency in data and simulation is obtained separately from the tag-and-probe method. In
a similar way to electron identiﬁcation eﬃciencies determination, Z → µ+µ− events are selected:
one “tag” muon is selected with rather tight requirements, the eﬃciency for each identiﬁcation
criteria being measured with the “probe” muon.
The eﬃciency for each identiﬁcation criteria are given in Table 3.3 for 30 GeV muons in data.
Systematic uncertainties are estimated from selection cuts in the tag-and-probe method for
each component of identiﬁcation criteria. All muon identiﬁcation criteria deﬁned in DØ can be
found in [44, 45].
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Muon quality: Track quality: Muon isolation:
mediumnseg3 mediumtrack NPTight
Eﬃciency ∼72% ∼87% ∼85%
(instantaneous luminosity average)
Table 3.3: Identiﬁcation criteria eﬃciencies for 30 GeV muons in data.
3.4.2 Muon energy resolution
By comparing the width of the Z mass peak in data and simulation, it is found that the resolution
is better in MC (6.85±0.12 GeV in data compared to 4.84±0.03 GeV in MC). The simulation is











where A takes into account the tracking resolution and B is the associated term for multiple
interactions which can modify the track trajectory. The parameters of the formula are estimated
using di-muon events in the J/ψ and Z mass peak in data and simulation.
3.4.3 Reconstruction efficiency in data and simulation
Typically,
In order to match the identiﬁcation eﬃciency to what is measured in data, a scale factor is
obtained for each component of the muon identiﬁcation:
• the muon quality is parametrized in φµ and ηµdet bins,
• the track quality has a dependence in z and ηCFT (pseudorapidity measured in the CFT),
hence parametrized along these variables,
• the DeltaR and NPTight muon isolations have respectively their eﬃciencies parametrized in
∆R(µ, jet) and in the ∆R(µ, jet)× pµT plane.
3.5 Jets
At the Tevatron, jet production events have a very high cross section and are produced at a high
rate. These complex objects are the product of parton hadronization and fragmentation, leading
to a spray of colorless particles according to the QCD theory. Jets are the experimental signature
of partons. For the WH analysis, these objects are of utmost importance, since the mass of the
Higgs boson candidate which decays in a bb¯ resonance is reconstructed from the corresponding
jets.
This section will focus on the reconstruction and identiﬁcation of jets at DØ . The energy
calibration will also be introduced, as well as resolution treatment for simulation.
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3.5.1 Jet reconstruction
The reconstruction of jet objects relies only on the calorimeter. Since partons cannot be detected,
their experimental signature is reconstructed using a jet algorithm. Such procedure needs some
prerequisites:
• In QCD, emission of soft and collinear gluons can lead to divergences. The jet algorithm
has to be insensitive to such radiations, if a soft gluon is radiated between two partons, the
outcome of the reconstruction has to remain identical to the case there is no radiation (also
referred as infrared safety, see Figure 3.3a). In case a parton is replaced by two partons (with
same total momentum), the reconstruction has to be stable under this test (collinear safety,
see Figure 3.3b).
• Jets cannot have a reconstructed energy above the kinematic threshold (√s/2 in the trans-
verse plane).
• The reconstructed jet variables must be boost-invariant along the beam axis
(a) Infrared sensitivity. (b) Collinear sensitivity.
Figure 3.3: Examples depicting infrared and collinear sensitivity in jet reconstruction. Arrows
represents jets, with their length proportional to the energy. (a) Infrared safety: by adding a soft
emission between two jets, the result of the reconstruction scheme can be a merged jet with the
three components inside. (b) Collinear safety: on the left, two candidate jets (or towers) which do
not have enough energy to be reconstructed as a single jet can pass the reconstruction threshold
if merged.
DØ uses the RunII cone algorithm [48]: all calorimeter towers or calorimeter cells which have
energy deposited are clustered in a cone with its origin taken as the interaction point. The cone
radius is ﬁxed in the (Y, φ) plane. If the center of the cone corresponds to the direction of particles
entering the cone, a jet is formed. Several steps are carried to reconstruct a jet and will be now
detailed.
Combination of calorimetric cells and towers
Cells are considered as massless objects with a 4-vector Pcel l = (Ecel l , ~pcel l), where deﬁned Ecel l
is the energy deposited in the cell and ~pcel l is deﬁned from the interaction point to the center of the
cell. Noisy cells are removed with two algorithms. Let us consider σcel l the energy corresponding
to the measured width of the signal due to electronics noise. Isolated hot cells are removed if their
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energy is above 2.5 σcel l [49, 50]. Isolated low energy cells are removed if their energy is less than
4 σcel l and they do not have neighbours above 4 σcel l [51, 52, 53].
A reconstructed tower is obtained from calorimetric towers containing at least one cell that
passed the above mentioned procedure. Hence, its 4-vector as:
P
tower = (Etower , ~ptower) =
∑
i=cells in tower
(Ei , ~pi). (3.4)
Kinematic properties of such object can be computed and are Lorentz invariant. The prescription
for calorimetric elements combination is called the E-scheme.
Constructing preclusters: building blocks of jets
Starting from the list of towers obtained from the E-scheme prescription ordered in decreasing
pT , towers will be iteratively added to clusters. First a tower I with pIT > 500 MeV is taken to
initiate a precluster1. If the next tower J in the list has a separation ∆R(precluster, J)<0.3 and
pJT > 1 MeV, it is combined to the formed precluster. This step is repeated until no towers are left.
If the precluster has pT > 1 GeV and composed of more than one tower, the object is retained in
the list of preclusters for a particular event. Preclusters will be now used to form jets using the
RunII cone algorithm.
RunII cone algorithm
The RunII cone algorithm forms proto-jets with cone radius ∆R = 0.52, using preclusters as “seeds”.
Similarly to the previous step, preclusters are ordered in decreasing pT . A loop over preclusters
is performed : if a precluster P fulﬁlls the condition ∆R(P , proto-jet)<Rcone2 , it is added to the
proto-jet. In case a precluster isn’t matched to a proto-jet, it will be used to form a new proto-jet.
A stable cone is obtained from proto-jets as towers are added to the cone, and its center
is evaluated using the E-scheme procedure. The iterative process ends if one of the following
conditions are fulﬁlled:
• pT of the candidate is less than 5.5 GeV,
• the cone is stable i.e. ∆R(Pi , Pi+1) < 0.001, where Pi is the proto-jet formed at the i th
iteration,
• the maximal number of iterations is reached Nit = 50.
In order to ensure infrared safety during reconstruction, a procedure is introduced by adding mid-
points [54], i.e. points formed by two proto-jets A and B with Rcone < ∆R(A,B) < 2 × Rcone .
The clustering method mentioned above is repeated by using midpoints instead of preclusters, with
the exception that there is no requirement on the distance between the preclusters and midpoints.
A list of proto-jets formed by midpoints and proto-jets is then obtained.
1If a tower contains its highest pT cell C in the coarse hadronic layer of the calorimeter or in the massless gaps,
then it is required that pIT − p
C
T > 500 MeV
2Some analysis, especially in QCD measurements use jets with a cone radius ∆R = 0.7. The procedure to
reconstruct these jets is similar.
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Overlap treatment
Since they may have towers in common, energy can be double-counted. Hence, a treatment of
overlaping towers is needed. The Merging/Splitting algorithm loops over all proto-jets and if a
proto-jet X has at least one tower in common with proto-jet Y , the sum of pT of the towers
shared with B is calculated. If it exceeds 50% of pBT , proto-jets are merged. If this value is lower
than 50%, proto-jets are splitted. This process is repeated until no proto-jet is left.
The ﬁnal reconstructed objects are those fulﬁlling this procedure with pT > 8 GeV.
3.5.2 Jet identification and vertex confirmation
The identiﬁcation procedure is carried in order to reduce the amount of jets not originating from
outgoing partons of the hard scatter process, such as reconstructed fake jets from hardware noise.
A serie of cuts on variables are introduced:
• the electromagnetic fraction EMf , deﬁned in Section 3.3.1 is required to be less than 0.95 in
order to rejected electron or photon-like objects. Moreover, a minimal requirement EMf >
0.05 has to be fulﬁlled to reject objects with most of their energy in the hadronic part of the
calorimeter, which is more subject to hardware noise,
• the coarse hadronic fraction CHf , fraction of energy in the hadronic layers of the calorimeter
and analogous to EMf , is required to be less than 0.15,
• the Hot Fraction is calculated as the energy ratio of the most energetic tower to the second
most enegetic one. A minimal value of 0.40 aims at rejecting fake jets having unusually high
energetic towers.
• at most two towers must contain 90% of the jet energy.
• a Level 1 trigger conﬁrmation is obtained by requiring that the ratio of the jet pT to the pT
of towers ﬁring the Level 1 trigger to be greater than 0.5.
Jets passing the above mentioned selection are denoted as “Good jets”. A description of all cuts
applied can be found in [55] and [56] for the Level 1 conﬁrmation.
Since the beginning of the RunII, the instantaneous luminosity has been constantly increasing.
Therefore, multiple interactions can occur during the same bunch crossing. In order to get rid of
additional jets not belonging to the hard scatter, additional criteria are required on jets, on top of
the “Good jet” requirements and must be “Vertex Conﬁrmed”. This means that jets must have at
least 2 tracks attached to the primary vertex. These tracks must have:
• pT > 0.5 GeV,
• at least one hit in the SMT,
• distance of closest approach to the beam line in the transverse plane DCAxy < 0.5 cm,
• distance of closest approach to the beam line in the z direction DCAz < 1 cm,
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• ∆z(vertex, track)< 2.0 cm.
This requirement, after Jet Energy Scale being applied (see Section 3.5.3), allows to reduce signif-
icantly jets from minimum bias, as shown on Figure 3.4. For simulated events, jets are randomly
removed according to their associated scale factors, shown as function of ηdet and zPV in Fig-
ure 3.5.
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Mean   -0.002574
RMS     1.233
Figure 3.4: η distribution for jets in data from zero-bias (ZB) events (events with the only require-
ment of being produced in coincidence with the bunch crossing. There is no explicit requirement
on luminosity monitors hits as opposed to minimum bias events.). Reconstructed jets with and
without Vertex Conﬁrmation requirement are shown respectively in dashed red line and blue line.
One can see an important reduction of such jets by requiring at least 2 tracks attached to jets
pointing to the primary vertex [57].
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Figure 3.5: Parametrization of the Vertex Conﬁrmation scale factors in the (ηdet , zPV ) plane,
shown for 100·1030< Linst < 125·1030cm−2s−1.
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3.5.3 Jet Energy Scale
Now that the jet reconstruction and identiﬁcation processes have been detailed, one need to be able
to make measurements with such objects, originating from the quark hadronization and interaction
in the calorimeter. In the scope of the WH analysis, an important variable is the invariant mass of
the two jets, since the Higgs boson decays to bb¯ pair. A precise measurement of the jet energy is
therefore capital. A calibration is performed and described here.
The jet evoution in time can be separated at three diﬀerent levels, as the jet develops in the
detector:
• partons are produced from the hard scatter process from a pp process. They can eventually
radiate additional partons, also denoted as ﬁnal state radiations (FSR), and form a “parton
jet”, which is only accesible at the simulation level,
• undergoing a process of hadronization by color reconnection, hadrons are produced, forming
a “particle jet” which can be reconstructed in the simulation by clustering and adding energy
of all stable particles,
• the spray of produced hadrons is interacting in the detector, from the beam pipe and down-
stream material, until reaching the calorimeter, where a “calorimetric jet” is deﬁned and its
energy measured.
The evolution of a jet object is shown in Figure 3.6, with the types of jet listed above are inside a
jet cone.
The measured calorimetric energy Erawjet is diﬀerent from energy of the associated parton jet
and particle jet. In order to be able to compare theoretical predictions at the particle jet level, The
jet energy scale is designed to infer the particle jet energy from Emeasjet . JES corrections take all
calorimeter eﬀects into account to be able to give the best possible prediction of the particle jet
energy Eptcljet .
The method consists of several corrections to deal with each diﬀerent eﬀect. First the energy
not associated to the hard scatter (oﬀset correction O) is subtracted from Erawjet . Then, from γ+jet
samples, the jet response in the calorimeter is corrected mainly to account for eﬀects such as energy
loss in uninstrumented detector regions (absolute response correction R). Since jets have a diﬀerent
response in the calorimeter in diﬀerent pseudorapidity regions, a relative response correction (η-
intercalibration Fη) is determined, in order to deal with the diﬀerent depths of calorimeter to go
through. A ﬁnal correction is determined to take into account for energy ﬂowing inside the jet cone
from other contributions or outside due to the eﬀect of the magnetic ﬁeld or shower development
(showering correction S). Potential biases introduced from the previous corrections are removed
using a overall factor kbias .
The correspondence between Erawjet and E
ptcl
jet is given by the following expression:
Erawjet =
Eptcljet −O
Fη ·R · S · kbias (3.5)
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Figure 3.6: Representation of the evolution of a jet inside the detector, from the jet of partons
produced from the hard scatter interaction to the interaction of hadrons inside the calorimeter.
where each term corresponds to the corrections listed above (except for kbias , which has a small
eﬀect on the total JES, more details can be found in [58] and [59]). They will now be brieﬂy
detailed before evaluating the ﬁnal result of the JES method.
Offset correction
Energy measured by the calorimeter may originate from diﬀerent contributions and not associated
to the primary interaction. Diﬀerent eﬀects such as electronic calorimeter noise, electronic signal
from previous collisions not yet read-out (pile-up) need to be taken into account. Moreover,
multiple interactions pp can occur during the same bunch-crossing inside the calorimeter.
To extract the oﬀset correction, minimum-bias (MB) and zero-bias (ZB) events are used1 to
determine the energy density of calorimeter towers with the requirement of having no reconstructed
primary vertices in ZB events. The MB tower energy density is determined in bins of primary vertex
multiplicity (NPV ) and instantaneous luminosity (Linst).
The correction is estimated as following:
O(NPV , η,Linst) = MI(NPV , η,Linst)−MI(NPV = 1, η,Linst) +NP (η,Linst ) (3.6)
1As a reminder zero-bias events are triggered at every brunch crossing in DØ and minimum-bias are triggered
with the only requirement of hits in the luminosity monitors.
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where MI is the contribution from multiple interaction in MB events, and NP from ZB events with
no primary interaction detected. The oﬀset correction is show in Figure 3.7.
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DØ Run II =0.5CONER
Figure 3.7: Oﬀset energy for diﬀerent primary vertex multiplicities, as function of ηjetdet .
Absolute response correction
The dominant correction for the JES is the absolute response correction. This correction is derived
by using γ+jet events, with a photon with tight identiﬁcation criteria and |ηγ | <1 and a jet in
the |ηγ | <0.4 range. Using a two body process, photon and jet candidates are required to have
∆φ > 3.1 to select back-to-back events. The correction is derived using the “Missing ET Projection
Fraction method” (MPF). At the particle level, such selected events satisﬁes the relation:
−→p γT +−→p hadT =
−→
0 , (3.7)
with −→p hadT being the hadronic recoil to the photon. In the ideal case, this relation should be
preserved at the detector level. However, at the detector level, missing energy in the transverse
may be measured coming from the fact that the response of the hadronic part isn’t calibrated,
leading to the following relation:
−→p γT + Rhad−→p hadT = − 6~ET , (3.8)
with Rhad being the hadronic response of the calorimeter. This quantity can be extracted via the
following formula:
Rhad =
6~ET · −→p γT−→p γT
2 , (3.9)
estimated in bins of E′ = EγT cosh ηjet since the photon energy resolution and jet η direction is much
better than the raw jet energy resolution. The correction is shown in Figure 3.8. A correspondence
between E′ and Erawjet is then performed to report the absolute response factor as function of the
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Figure 3.8: Absolute response correction as function of E′.
Figure 3.9: Measured absolute response correction as function of the measured jet energy. Data
points are in black and the ﬁt (red line) is performed with the two ﬁrst points excluded since they
are biased by the jet reconstruction threshold.
measured (raw) jet energy, shown in Figure 3.9. The response is ﬁtted in order to be extrapolated
to higher jet energy regimes.
The resultant systematic error for this correction mainly comes from the event selection used to
derive the correction and the photon energy uncertainty. More details on the correction derivation




The aim of this correction is calibrate forward jets with respect to central jets. Two diﬀerent samples
are used for the correction derivation which relies on the MPF method previously mentioned: γ+jet
events are used for the low transverse momentum region since it is statistically limited in the higher
energy regime and dijet samples are then used for high transverse momentum.
Corrections obtained by the MPF method are diﬀerent due to diﬀerent composition of jets
initiated by quarks and gluons in both samples. Gluon initiated jets are typically wider and contain
more particles than quark initiated jets. In average, particles are less energetic than in case of jets
originating from quark, for equal energy jets. The response is therefore smaller for gluon jets.
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Figure 3.10: Relative response correction obtained from both γ+jet (a) and jet+jet (b) samples
for diﬀerent E′ values (colored lines).
Showering correction
The showering correction is determined to take into account energy leaking outside (inside) the jet
cone coming from particles inside (outside) the jet cone. This energy leakage is intended to scale
the calorimeter jet energy to the particle jet energy. However, detector eﬀects mentioned earlier
could modify the energy ﬂow inside the cone.
Using particle jet from γ+jet MC events with exactly one primary vertex reconstructed, it is
possible to determine the energy density proﬁle as function of the distance between towers and the
jet axis. Contributions from particle jet particles energy and “out-of-cone” energy (i.e. energy not
clustered in the particle jet) can be determined in MC and data from a template ﬁt method. The
correction, shown in Figure 3.11, is then determined as a ratio of the visible energy in a cone of
∆R < 0.5 with respect to the visible energy from all particle jet particles.
Systematic uncertainty associated to the showering correction is driven by the uncertainty on the
purity of γ+jet sample, the quality of the template ﬁt and the physics modeling of jet fragmentation
(which impact the evolution of the showering eﬀect).
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E’ [GeV]






















Figure 3.11: Showering correction in data as function of E′ for diﬀerent ηdet regions (colored
lines).
Result of the Jet Energy Scale determination
The derivation of the JES is estimated by relying as much as possible on data, with the attempt
of taking into account every potential eﬀect which would bias the jet energy calibration. Separate
corrections are estimated and applied for data and simulation. The obtained total uncertainty,
after evaluating the correlations between each correction, is estimated to be less than 3% for raw
pjetT > 10 GeV, as shown in Figure 3.12.
Semi-muonic jet correction
During JES corrections determination, the assumption is made that in a γ+jet event, objects are
balanced in the transverse plane. However, some of the jet energy may escape detection in the
case a neutrino is produced during the development of the jet shower. This occurs in about 20%
of B mesons decays, through direct decays b → µνX or cascade decays b → cX → µνX′. Hence,
the JES corrections are not suﬃcient to calibrate the jet energy back to the particle jet energy,
since the energy taken by the neutrino is not measured in the calorimeter. An extension of the
jet energy scale, called JESMU, is derived to correct the energy of jets containing semi-muonic
decays. Since products from the decay of low mass Higgs boson are jets initiated by b quarks, this
correction is important for the WH channel.
The correction is derived as following:
1. events with muon inside jets are ﬁrst selected. Muons are minimum ionizing particle and
deposit on average E lossµ = 2 GeV in the calorimeter. This energy is subtracted from the jet
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Figure 3.12: Jet energy scale uncertainty in data for jets with (a) ηdet = 0 and (b) ηdet = 2, as a
function of the raw jet transverse energy.
to later avoid double-counting of energy
2. the semi-muonic correction C =
E′µ+E′ν
Eµ
is determined from MC to access the muon and
neutrino energy E′µ and E
′
ν from the generator level information, Eµ being the muon energy
measured by the DØ detector. C is a function of Eµ and parametrized in diﬀerent bins of
prelT , deﬁned as the projection of transverse momentum of the muon on the muon+jet axis
(see Figure 3.13). The correction is ﬁtted for each prelT bin.
3. the jet energy is corrected as following: EjetJESMU = EJES − E lossµ + CEµ, with EJES being
the JES-corrected energy.
A 3.1% improvement is achieved on the invariant mass from Z → bb¯ MC events with the semi-
muonic correction. A detailed overview of the correction is given in [61]. The algorithm presented
here is used in the WH analysis. Current developments are ongoing and will be brieﬂy presented in
Section 6.1.1.
3.5.4 Jet Shifting, Smearing and Removal
After JES being applied in data and MC, it is observed that the modeling for jet kinematics
distributions in simulation isn’t perfect. A diﬀerence in jet resolution is observed and is higher in
simulation than in data. This disagreement is coming from the fact that the jet energy resolution
is not corrected by the JES procedure. A standard jet correction is in place in the DØ collaboration
in order to improve the resolution modeling of jets, the so-called JSSR method for Jet Smearing,
Shifting and Removal. This method relies on the measurement of the pT imbalance in γ+jet and
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Figure 3.13: Correction factor for jets with semi-muonic (a) direct and (b) cascade decays in
0.8≤ |ηjetdet | ≤ 1.5. The dependence on prelT is visible, where the median value of the correction
for each bin along the horizontal axis is represented for 0< prelT ≤ 0.5 (red points), 0.5< prelT ≤ 1
(green points)1.0< prelT ≤ 2.0 (blue points) and 2.0< prelT ≤ 5.0 (magenta points).
This quantity is computed in several pγ/ZT bins and in 4 |ηjetdet | region:
• |ηjetdet | < 0.8 (CC)
• 0.8< |ηjetdet | < 1.6 (ICR)
• 1.6< |ηjetdet | < 2.4 (EC)
• 2.4< |ηjetdet | < 3.2 (VEC)
Figure 3.14 shows an example of the ∆S distribution. One can separate two diﬀerent regimes
according to the pγ/ZT value. For higher p
γ/Z
T values (above 45 GeV in data, 30 GeV in simulation),
the ∆S distribution can be ﬁtted by a gaussian function. If pγ/ZT values are lower, the eﬀect of the
jet reconstruction threshold (PT > 6 GeV) is visible and the ∆S distribution needs to be ﬁtted a
gaussian function multiplied by an ”Error” function to reproduce the jet reconstruction turn-on.
Several parameters will be extracted and are intended to correct the following features in MC
and bring them as close as possible as in data:
• Jet energy resolution (Smearing procedure) : The gaussian width (σ∆S)Gauss = σpTpT is
extracted for both data and simulation.
• Residual difference in the jet energy scale (Shifting procedure) : The gaussian mean
(< ∆S > is extracted for both data and simulation.
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• Jet reconstruction and identification efficiency (Removal procedure) :”Error” functions are
evaluated from the ﬁt of the ∆S distributions in MC.
Figure 3.14: ∆S distributions for 18< pγT < 23 GeV for data (left) and Monte Carlo (right).
The ﬁtting function is the product of an error function and a gaussian function (full curves), with
statistical error (yellow bands). The dashed curves correspond to the extrapolation of the gaussians
in the regions aﬀected by the turn-on.
Smearing
The gaussian width of the ∆S distribution is measured in data and Monte Carlo. A new gaussian






∆S(MC)) is the gaussian width of the ∆S distribution is measured in data
(Monte Carlo). The oversmearing factor will be randomly evaluated from this gaussian function.
σsmear ing is shown in Figure 3.15.
Shifting
A similar procedure is used to evaluate the relative energy scale factor by measuring < ∆S >:
D =< ∆SData > − < ∆SMC >, (3.12)
which is shown in Figure 3.16.
Removal
The jet removal procedure relies on the determination of the jet ”turn-on curves” due to recon-
struction threshold eﬀects at low jet transverse momentum. It is parametrized as
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Figure 3.15: σsmear ing as function pZT for CC jets. The parametrization and the statistical error
are represented by the green curve and the yellow band.
Figure 3.16: The shifting factor D as function of pZT for CC jets. The parametrization and the
associated error from the ﬁt are represented by the green curve and the yellow band.
A scale factor SFremoval is computed as function of the jet pT . A random number r generated
uniformly is drawn. If, for a given jet, the condition
r < SFremoval (3.14)
is fulﬁlled, the jet is removed from the event. The ﬁtted ”turn-on” curves are shown in Figure 3.17.
The corrected jet pT can be expressed as:















where pγT is the transverse momentum of the photon, which is assumed to be equal to the jet










being a gaussian function centered at 0 and with a width function of pγT as shown in Figure 3.15.
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Figure 3.17: Average eﬃciency turn-on functions represented for diﬀerent calorimeter regions for
data (left) and simulation (right).
Figure 3.18: Relative Jet Energy Scale correction for quark (blue) and gluon (magenta) jets. The
red line shows the nominal shifting, as shown on Figure 3.16.
Since this method is derived on γ+jets and Z+jets samples, the content of quark of gluon and
quark jets are diﬀerent. Since the Jet Energy Scale is diﬀerent for both types of jets, this also leads
to diﬀerent shifting factor. This diﬀerence in the relative jet energy scale is shown Figure 3.18. The
shifting factor for quark jets is consistent with 0, whereas gluon jets tend to be shifted downwards,
consistently as the nominal shifting factor. Hence, in the WH analysis, jets are treated diﬀerently.
The following prescription is therefore used:
• Light jets (i.e. initiated by a gluon or u, d , or s quarks) do not have the shifting factor
applied,
• b-jets are know to be broader than quark jets which makes them gluon-like : the shifting
factor is then applied,
• c-jets are treated as light quark jets : no shifting is applied.
More details on the JSSR method can be found in [62], [63], [64] and [65].
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3.6 Missing transverse energy
From the principle of momentum conservation, one expect the vectorial sum of all interacting
objects in the detector to be equal to zero. However, partons not participate in the hard scatter
process have a very high rapidity and the incoming energy of partons is not known on an event by
event basis due to parton density functions. Hence, the momentum conservation is only accessible
in the transverse plane at the detector level. In practice, the vectorial sum in the transverse plane is
rarely zero, due to ﬁnite resolution of measured objects in the ﬁnal state or the presence of weakly
interacting particle such as neutrinos. The missing transverse energy is measured as the opposite
of the calorimeter cells transverse energy [66]:
6~ET raw = −
cel ls∑
~ET (3.16)
The energy of cells from the coarse hadronic layers of the calorimeter are not included in the sum
since they suﬀer from relatively high noise.
This relation needs to incorporate changes in the energy scale of calorimetric objects: JES and
electron energy scale are propagated back to the measured 6ET . Moreover, muons can deposit a
small amount of energy inside the calorimeter. It is subtracted to avoid energy double-counting
since the muon transverse momentum measured by the muon spectrometer is also added to the









The particularity of a Higgs Boson with MH < 135 GeV is that it decays dominantly in a pair
of b quarks. These partons hadronize and form jets. Since B hadrons have a lifetime of the
order of a picosecond before decaying, one can exploit their speciﬁcities and their experimental
signature within the detector to identify them. By rejecting events with jets that are not identiﬁed
as coming from b quarks, the intrinsic sensitivity of the analysis can be increased. As it will be
see in Section 4.9, backgrounds which do not contain such jets (e.g. W+light jets, Multijet,. . . )
can be signiﬁcantly reduced while retaining the signal which is composed of pure b jets. The DØ
collaboration has developed a powerful tool in order to identify jet originating from b quarks. This
algorithm, using the neural network technique, will be detailed as well as its usage in the WH
analysis in this section.
3.7.1 b-jets properties
Jets originating from b quarks fragmentation have a slight diﬀerent signature in the detector. First,
the mass of the b quark is 5 GeV, which is the heaviest in this fermion sector (except from the t
quark which is heavier than the W boson and decays before hadronization). Also, b hadrons have
a longer lifetime (1.518±0.007 ps for B0 mesons [2]) than hadrons comprised only by light quarks.
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Therefore hadrons can ﬂy a relatively long distance (up to a few mm) before decaying. These
characteristics are exploited in order to diﬀerentiate light jet (originating from u, d, c, s quarks or
from gluons) from b-jets by making use of detector informations :
• Displaced secondary vertices can be reconstructed from charged tracks,
• Identiﬁcation of particles having a high impact parameter (closest distance between the
charged track and the primary vertex)
• 11% of b hadrons decays are semi-leptonic, where a muon can be found in a jet.
Several tools have developed in the DØ collaboration in order to identify b jets, by investigating
the diﬀerent features of these objects described previously:
• CSIP (Counting Signed Impact Parameters): this algorithm make use of tracks within the
R=0.5 jet cone to calculate their impact parameter,
• SVT (Secondary Vertex Tagger): after reconstructing a secondary vertex from charged
tracks, the ∆R between the secondary vertex (SV) and the closest jet is calculated. If
∆R(SV, jet) < 0.5, the jet is tagged by this algorithm,
• JLIP (Jet LIfetime Probability Tagger): This algorithm combines tracks-related information
and computes a ﬁnal variable (JLIP-proba) which can be interpreted as the conﬁdence level
that all tracks in a jet originate from the (selected) primary interaction point. Jets having
a JLIP-proba value close to 1 are more likely to come from b quarks, whereas jets having a
value close to 0 are more likely to be light jets,
• SLT (Soft Lepton Tagger) If muon is found within a jet, it is then tagged.
Since the algorithms are performing well separately and are exploiting diﬀerent informations
from jets, they can be combined in a single variable by using a neural network (NN). This technique
increases the tagging eﬃciency with respect to a single algorithm and provide the best discrimination
between b and light jets. The usage of the NN b-tagger will be described in 3.7.4, after the inputs
to this tagger will be described.
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Figure 3.19: As b-hadrons have a long life-time, they can ﬂy for a visible distance, denoted Lxy
on this ﬁgure, before decaying. Where the decay occurs, a secondary vertex can be reconstructed
from tracks produced by the decay products that are not attached to the primary vertex. A jet can
be b-tagged if a secondary vertex is reconstructed or if the impact parameter d0 can be measured
(distance of closest approach of tracks to the primary vertex (DCA), deﬁned as a straight line




3.7.2 b jet taggability
Before applying the identiﬁcation tools that will be discussed next, candidate b jets have to satisfy
the taggability requirement. This property ensures that a jet can be considered by the several
algorithms and potentially be identiﬁed as a b-jet. The requirement for a jet to be taggable is that
it should be within ∆R < 0.5 from a so-called track jet. Track jets are reconstructed starting from
tracks having at least one hit in the SMT, a distance to the selected primary vertex less than 2 mm
in the transverse plane and less than 4 mm in the z direction, and pT > 0.5 GeV. Starting with
“seed” tracks having pT > 1 GeV, tracks are clustered within cones of radius R = 0.5 using a jet
algorithm.
The taggability is deﬁned as the ratio of the number of taggable jets over the number of
calorimeter jets. One observe a dependency of the taggability on the jet kinematics (pT and η).
Since taggability also relies on tracking performance, it can be parametrized as function of the z
component of the primary vertex (see Figure 3.20). The z ′ variable is used in order to account for
correlation between |z | and η and because tracking performance on the amount of material being
crossed by charged particles:
z ′ ≡ |z | · sign(η · z) (3.18)
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b)
Figure 3.20: (a): Taggability as a function of z ′ ≡ |z | · sign(η · z). The vertical lines denote the
boundaries chosen for the parametrization in pT and |η|. (b): taggability as a function of jet pT , in
diﬀerent bins of z ′. The curves for the two central bins are very similar and have been combined.
3.7.3 Individual b-jet identification algorithms
Since the NN b-tagger makes use of three of these algorithms, CSIP, SVT and JLIP, a particular
attention will be drawn on these methods. SLT has a lower eﬃciency from the fact that the
branching ratio of semi-muonic decays in jets is low. Therefore, the addition of this variable as
input to the NN does not provide more discrimination. Moreover, this tagger is used independently
to measure tagging eﬃciency, more details can be found in [67].
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Counting Signed Impact Parameter (CSIP)
This method [68] does not make use of a reconstructed secondary vertex but relies on the mea-
surement of the impact parameter of tracks with respect to the primary vertex. Before introducing
the method, some quantities need to be introduced. The sign of the projection of the impact
parameter d0 onto the jet axis (obtained from the calorimeter measurement) can either be positive
or negative. One can deﬁne the signed impact parameter IPs as
IPs = sign × d0 (3.19)





where σ(IPs) is obtained from the error on the measurement of IPs . The distribution of tracks in
jets for light and b jets is shown in 3.21. An asymmetric distribution shape is visible for b jets from
the fact that d0 is larger for these jets, and also because σ(IPs) is better measured as d0 increases.
Figure 3.21: Impact parameter signiﬁcance for light and b jets
The main steps of the CSIP method applied to all “good” tracks (criteria deﬁned in [68] are
the following:
1. Jets are selected with pT > 15 GeV
2. Selected tracks must be within a cone of ∆R < RB around the jet axis (where RB = 0.5)
3. Tracks are required to have at least 2 hits in the SMT and pminT > 1 GeV
4. The impact parameter d0, its error σ(d0) and the sign of the projection of the impact
parameter are evaluated for all “good” tracks). Tracks with d0 > 2 mm are rejected. The





where a is a scale factor chosen to be 1.2.
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5. Jets are tagged as a b jets if it contains at least 2 tracks with RS > 3 or at least 3 tracks
with RS > 2.
Even though this method is designed to retain b jets eﬃciently, some contamination from light jets
can occur from various reasons:
• ﬁnite SMT resolution
• SMT hits associated to another track than the one they belong to
• multiple scattering in the detector can produce additional tracks
• secondary interactions occurring with the detector material
Another eﬀect can inﬂuence the b-jet selection eﬃciency which is from light hadrons having a
long life-time like mainly from KS → π+π−, Λ or converted γ → e+e− that can fake heavy ﬂavor
hadrons decays. Therefore, the V 0 rejection procedure is used to reduce light ﬂavor background
contributions [67]. After selecting candidate background decays, these tracks are removed.
For a ﬁxed value of a = 1.2 which gives the best compromise between b-tagging eﬃciency and
mis-tagging eﬃciency, one found ǫbtag = 57% and a mis-tagging rate of ǫmistag = 2.6%. The
variation of the a value and track pT threshold provides several operating points. The b-tagging
eﬃciency and mis-tagging rate are shown in Figure 3.22 for diﬀerent operating points.
Figure 3.22: b-tagging eﬃciency and mis-tagging rate as function of the jet transverse momentum.
Using this algorithm, one of the input variable to the NN is built. It relies on the tracks’
“closeness” to a jet. The closeness is empirically chosen as the diﬀerence in the azimuthal angle
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between the track and jet directions, ∆ϕ, being less than ∆ϕ0 = 20 mrad. Four categories of
tracks are counted separately:
• tracks with Sd/a > 3, |∆ϕ| > ∆ϕ0 (“3σ-strong” tracks, their total number to be denoted as
N3s),
• tracks with 2 < Sd/a < 3, |∆ϕ| > ∆ϕ0 (“2σ-strong” tracks, N2s),
• tracks with |Sd/a| > 3, |∆ϕ| < ∆ϕ0 (“3σ-weak” tracks, N3w ),
• tracks with 2 < |Sd/a| < 3, |∆ϕ| < ∆ϕ0 (“2σ-weak” tracks, N2w ).
From these deﬁnitions, one can form the NCSIP variable:
NCSIP = 6× N3s + 4× N2s + 3× N3w + 2× N2w . (3.22)
Secondary Vertex Tagger (SVT)
Since many b hadrons have a signiﬁcant life-time, this algorithm exploits this characteristic and
relies on secondary vertices reconstruction to identify b-jets. It allows, from a number of tracks,
to reconstruct a displaced intersection of these tracks, which hopefully is consistent with a heavy
ﬂavor hadron which had a decay in ﬂight.
First the identiﬁcation and selection the primary vertex, a track-jet is formed by clustering a jet
from tracks (instead of calorimeter cells) within ∆R = 0.5. It has to be matched to a calorimeter
jet. The secondary vertex will be then built from these objects. Additional requirements are made
for tracks within the track-jet: they should have at least two SMT hits, pT > 0.5 GeV, transverse
impact parameter with respect to the primary vertex |d | >1.5 mm, and the z component of the
DCA < 4 mm. The V 0 rejection procedure previously introduced is applied.
The SVT algorithm is an iterative process that stops when the extrapolation of at least 2 tracks
to a vertex converges, by the minimization of the χ2 value. The following method is used, more
details can be found in [69] and [70]:
1. Tracks within track jets with large transverse impact parameter signiﬁcance, |SIP | > 3, are
selected.
2. Vertices are reconstructed from all pairs of tracks using a Kalman vertex ﬁtting technique [39],
and are retained if the vertex ﬁt yields a goodness-of-ﬁt χ2 < χ2max = 100. Tracks are added
if their contribution in the ﬁt is not too large (∆χ2 < 15),
3. The resulting vertex is selected if in addition, the angle ζ between the reconstructed mo-
mentum of the displaced vertex (computed as the sum of the constituent tracks’ momenta)
and the direction from the primary to the displaced vertex (in the transverse plane) satisﬁes
cos ζ > 0.9, and the vertex decay length in the transverse direction Lxy < 2.6 cm.
4. Many displaced vertex candidates may result, with individual tracks possibly contributing to
multiple candidates. Duplicate displaced vertex candidates are removed until no candidates
are associated with the identical sets of tracks.
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5. Secondary vertices are associated with the nearest calorimeter jets if ∆R(vertex, jet) < 0.5.
Here, the vertex direction is computed as the diﬀerence of the secondary and primary vertex
positions.
Figure 3.23 shows distributions that characterize the properties of b quark-jet and light-ﬂavor
secondary vertices reconstructed in tt¯ events simulated using the ALPGEN [71] event generator:
the multiplicity of vertices found in a track jet (Nvtx), the number of tracks associated with the
vertex (Ntrk), the mass of the vertex (mvtx) calculated as the invariant mass of all track four-
momentum vectors assuming that all particles are pions, and the largest decay length signiﬁcance,
Sxy ≡ Lxy/σ(Lxy ), where σ(Lxy ) represents the uncertainty on Lxy .
vtxN






















































































Figure 3.23: Properties of the secondary vertices for tagged b quark and light jets in tt¯ MC:
multiplicity of vertices found in a track jet (a), the number of tracks associated with the vertex
(b), the mass of the vertex (c), and the decay length signiﬁcance (d).
Various operating points have been designed for the SVT algorithm. The b tagging eﬃciency
εbtag and light jet mis-tag rate εmistag (also called light jet efficiency or fake rate) vary from εbtag =
53.6% and εmistag = 1.86% for the loosest operating point to εbtag = 31.8% and εmistag = 0.27%
for the loosest.
Jet Lifetime Probability (JLIP)
By combining the impact parameter of tracks associated to a calorimeter jet, one can compute
a single variable, PJLIP , which can be interpreted as the probability of a jet to originate from the
primary interaction point. The smaller PJLIP is, the more likely it is to originate from a b quark.
The negative part of the SIP (see Figure 3.21), denoted as the impact parameter resolution
function R(SIP ), can be ﬁtted with the sum of 4 gaussian functions.
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Then the track probabilities are combined for the Ntrk tracks with SIP > 0 (and separately
for SIP < 0) to form PJLIP , the probability that a jet originates from the primary vertex, show on
Figure 3.24 is expressed as:




















































































Figure 3.24: Jet probability (PJLIP ) distribution in multijet data (a) and QCD MC simulation
of light-ﬂavor (b), c quark (c), and b quark (d) jets, for positive (blue histograms) and negative
(green histograms) impact parameter values.
The JLIP algorithm has 6 operating points, obtained by varying a cut on the PJLIP value. εbtag
and εmistag are shown in 3.25 for 35< p
jet




Figure 3.25: εbtag and εmistag in data, across the JLIP algorithm operating points (the last point
out of bounds), for 35< pjetT < 55 GeV and |η| < 1.2. The dashed curves represent the overall
statistical and systematic uncertainty.
3.7.4 The NN b-tagger
The individual b-tagging tool have been introduced and have already been used in several analyses
to identify b-jets [72, 73, 74]. The eﬃciencies of the algorithms have been discussed brieﬂy in the
previous section. A more powerful method can be used, by combining several quantities obtained
from the CSIP, SVT and JLIP algorithms into a multivariate analysis technique, the neural network,
in order to discriminate light jets from b jets.
The principle of neural network is now brieﬂy described, more details on this technique can
be found in [75]. This technique, introduced in computing science, is based on a simple model
of the human brain, composed of neurons and synapses. Two classes of population are deﬁned,
knowing a priori their properties (signal or background type of event in population, described by a
set of variables). A multi-layered structure is built with nodes (or neurons) and synapses. Nodes are
arranged in “layers” as shown in Figure 3.26a, where each node is connected by a synapse to all nodes
of the next layer. A neurons performs a mathematical operation by taking a linear combination
of input values (either a single value or the output values of neurons from the precedent layer)
and getting the output of this value through an “activation function” (either a sigmoid or linear
function). This process is schematized in Figure 3.26b. The output node of the neural network is a
continuous distribution bounded between 0 and 1, remapping the class of population which are given
to be discriminated. The network can be deﬁned by its structure and Np parameters which are the
weights used in each linear combination performed by the nodes. In order to get a discrimination
between two types of events, a “learning” phase of the technique is performed (or training), where
the diﬀerence between the neural network output and the desired value for each event has to be
minimized. This iterative learning phase is performed over all events of each population by adjusting
the parameters in the Np-dimensional space, hence the total error is minimized.
The NN b-tagger will categorize classes of events, “signal” (b-jets) and “background” (light
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(a) Generic structure of a neural network. (b) Representation of a single neuron.
Figure 3.26: Scheme of a neural network structure shown in (a), where each of the circles is a
neuron, represented in (b).
jets). The choice of input variables is optimized in a way that the discrimination between the two
populations has to be good and the correlations between them has to be as small as possible. The
variables used as inputs to the NN b-tagger are:
SVT Sxy : the decay length signiﬁcance (the decay length in the transverse plane divided by its
uncertainty) of the secondary vertex with respect to the primary vertex.
SVT χ2dof: the χ
2 per degree of freedom of the secondary vertex ﬁt.
SVT Ntrk : the number of tracks used to reconstruct the secondary vertex.
SVT mvtx : the mass of the secondary vertex, calculated as the invariant mass of all track four-
momentum vectors, assuming all particles were pions.
SVT Nvtx : the number of secondary vertices reconstructed in the jet.
SVT ∆R: the distance in (η,φ) space between the jet axis and the diﬀerence between the secondary
and primary vertex positions.
JLIP PJLIP : the “jet lifetime probability”.
JLIP PRedJLIP : PJLIP re-calculated with the track with the highest signiﬁcance removed from the
calculation.
CSIP NCSIP : a combined variable based on the number of tracks with an impact parameter sig-
























































































































































Figure 3.27: The NN variables CSIP NCSIP (a), JLIP PJLIP (b), SVT χ2dof (c), mvtx (d), Nvtx
(e), Sxy (f), and SVT Ntrk (g) for QCD bb¯ MC (continuous lines), and light jet QCD MC (dashed
lines). All histograms are normalized to unit area.
The distributions of some of the input variables can be found in Figure 3.27.
The training of the NN is performed with the ROOT package, using the TMultiLayerPerceptron
class. The structure of the NN is designed in the following way:
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• the NN is built with 7 input nodes, 24 hidden nodes in the ﬁrst layer and 1 hidden node in
the second layer and one output node,
• the number of training epochs is set to 400,
• the BFGS training algorithm is used [76, 77, 78, 79].
This choice allows to obtain the optimal rejection between b-jets and light jets. By construction,
the output of the NN will assign values close to 0 to light jets and values close to 1 to b jets. This
discriminating variable is shown in Figure 3.28.
NN Output






















Figure 3.28: The NN output for light-ﬂavor (dashed line) and b quark (continuous line) jets (with
pT > 15 GeV and |η| < 2.5) in simulated QCD events. Both distributions are normalized to unity.
More details on the method to choose the optimal training parameters, variables and NN
structure can be found in [75].
The average b-tagging eﬃciency of JLIP is 33% for a light jet eﬃciency of 0.15% for its
tighter operating point. By combining several observables from the diﬀerent algorithms, one can
observe that the NN-tagger performs much better than an individual b-tagging tool, as shown in
Figure 3.29, where the fake rate is reduced by a factor of between two or three for ﬁxed signal
eﬃciencies.
As for the CSIP, SVT and JLIP taggers, several operating points are designed with their asso-
ciated eﬃciency/fake rate by varying a cut value on the NN output. Twelve operating points are
provided, where the tightest one will give the purest sample of b jets. A summary of all operating
points is given in Table 3.4, with the associated b jet eﬃciencies, light jet mis-identiﬁcation rate
and the systematic errors assigned to a given operating point. The quoted numbers are for jets in

























Figure 3.29: Performance of the NN (up triangles, continuous line), JLIP (down triangles, dotted
line), CSIP (hollow crosses) and SVT (hollow stars) taggers computed on simulated Z → bb¯ and
Z → bb¯ jet samples. The performance for each of the operating points of the CSIP and SVT
taggers are shown instead of a continuous line due to the discrete nature of the algorithms.
Operating point L6 L5 L4 L3 L2 Loose
NN output > 0.1 > 0.15 > 0.2 > 0.25 > 0.325 > 0.45
b jet efficiency 77% 74.9% 72.2% 69.6% 65.9% 60.8%
Fake rate 11.1% 8.16% 6.06% 4.66% 3.28% 2.02%
Systematic error 1.67% 1.58% 1.47% 1.31% 1.29% 1.37%
Operating point oldLoose Medium Tight VeryTight UltraTight MegaTight
NN output > 0.5 > 0.65 > 0.775 > 0.85 > 0.9 > 0.925
b jet efficiency 59.3% 53.7% 47.6% 43.3% 39.5% 37.1%
Fake rate 1.68% 0.958% 0.546% 0.343% 0.226% 0.169%
Systematic error 1.45% 1.34% 1.52% 1.51% 1.33% 1.43%
Table 3.4: The diﬀerent NN-tagger operating points, with their associated NN output cut value,
b jet eﬃciency, light jet mis-identiﬁcation, and systematic error for jets in the central region of the
calorimeter (|η| < 1.2).
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4
Selection and physics processes modeling in the WH
analysis
4.1 Overview
As seen in 1.5, the WH production is one the most sensitive channels for the search of a low-mass
Higgs boson by looking for its signature in the WH → ℓνbb¯ mode. The leptonic branching ratio
W → ℓν is 3 times lower than W → qq¯′ which is dominant, but backgrounds from QCD processes
are signiﬁcantly lowered. This allows to deal with events that have a much cleaner signature in
the DØ detector. Therefore, the intrinsic power of this channel comes from a reasonable rate of
background and a relatively high cross-section for the signal compared to other production modes.
The high branching ratio from the bb¯ decay mode in the mass range that is analyzed also plays a
major role.
The event topology corresponding to the WH channel is one isolated high transverse momen-
tum lepton (either an electron or a muon) and missing transverse energy, which are the experimental
signature of the leptonic decay of a W boson. Since the Higgs boson has a resonant decay in a bb¯
pair, events must also contain two or three jets, for which b-tagging will be applied. The reconstruc-
tion of the invariant mass of the two jets is computed in order to reconstruct the candidate Higgs
boson mass. The channel with three jets in the ﬁnal state allows to select events having an ad-
ditional gluon radiation, not selected in the dominant channel with exactly two jets in the ﬁnal state.
This analysis has ﬁrst been realized in 2004 and has been published, using 174 pb−1 of Tevatron
RunII data [80]. Another result was published in 2008 using the full RunIIa dataset which represents
1 fb−1 of data [81]. The result which is presented in this document has been published in 2011
with 5.4 fb−1 [1] and a longer version of the article is in preparation. Updated results have been
presented at least once a year at major conferences.
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This chapter will describe the strategy that is used for this analysis. In Section 4.4 will be de-
tailed the criteria used to select events corresponding to theWH associated production, in the ℓνbb¯
ﬁnal state. Two important points in this analysis are to have the largest acceptance for theWH sig-
nal, and to reject background as much as possible. Since the detector simulation described in 2.2.8
is not perfect as well as generators used have limitations in describing underlying processes, some
corrections need to be applied to the simulation (Section 4.5). The multijet background which has
an instrumental origin, cannot be properly modeled by Monte Carlo generators that are currently
available. Therefore, a data-driven technique is used to model this background component. This
will be described in Section 4.6.1. Finally, in order to identify jets initiated by b-quarks, the NN
b-tagger described in 3.7 is used in the analysis to select jets initiated by b quarks. Its usage for
data and Monte Carlo samples will be described in 4.9.
An eﬃcient data analysis framework for this search has been developed and maintained. The
data analysis shown in this document mainly relies on the usage of this software which was used
at many steps of the analysis:
• data to simulation comparisons to verify the data is accurately described by simulation,
• derivation of corrections to account for residual simulation mismodeling (Section 4.5),
• training of multivariate analysis techniques and production of ﬁnal histograms for results
extraction (which are later detailed in Section 5).
All ﬁgures shown in this document related to the WH analysis, published in 2011 [1], have been
produced using this software. The color legend for the diﬀerent components are show on Figure 4.1,









Figure 4.1: Color legend for data to simulation comparison. Backgrounds denoted asWjj ,Wcc and
Wbb respectively includes Zjj , Zcc and Zbb processes. More details on the simulated background
samples used in the analysis are given in Section 4.3.2. The multijet background is denoted as
QCD in this legend.
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4.2 Foreword on the analysis work flow
The ROOT software is used in the WH analysis to analyze data, build histograms to validate back-
ground modeling and extract limits. Each data and Monte Carlo sample is grouped in requestIDs,
after reconstruction and detector simulation for Monte Carlo has been performed. These samples
are processed within the CAFe1 framework which is used to run the selection step of the analysis
(loose selection of reconstructed objects, application of corrections. . . ). The average run time to
produce these skimmed ﬁles is about 24 hours. The output format is a light-weight ROOT tree
for each sample with all relevant information to run the ﬁnal selection code (ﬁnal objects selection,
b-tagging application, application of multivariate techniques and creation of input histograms for
the ﬁnal result extraction). This step is run in approximately an hour.
4.3 Data and Monte Carlo used in the WH analysis
The data and Monte Carlo samples used in the WH analysis are obtained from skimmed simulated
and recorded data samples produced in a common format for the DØ collaboration. The EMinclu-
sive and MUinclusive skims are respectively used for the electron and muon channels. They are
obtained by respectively requiring at least one reconstructed electron or muon, by a logical OR
between diﬀerent subskims having diﬀerent selection criteria.
Two main data-taking period are analyzed: the RunIIa dataset which was taken until the 2006
shutdown and the RunIIb dataset (June 2006 - June 2009). The RunIIb data used here are divided
into two main periods: the RunIIb1 dataset, taken from June 2006 to August 2007, and the
RunIIb2 dataset, taken from October 2007 to June 2009. These two periods are characterized
by a change in instantaneous luminosity. Important detector and trigger updates have been made
between the RunIIa and RunIIb periods [28, 82]. They are treated separately to properly account
for the changed detector response by using diﬀerent sets of Monte Carlo samples and associated
correction factors.
4.3.1 Data samples
The RunIIa dataset has an integrated luminosity of 1.04 (1.08) fb−1 for the electron (muon) chan-
nel. The RunIIb1 dataset has 1.20 (1.20) fb−1, and the RunIIb2 dataset has 3.08 (3.08) fb−1 after
requiring data quality and removing bad luminosity blocks from the luminosity system. The total
integrated luminosity is 5.32 fb−1 and 5.36 fb−1 for the electron and muon channel, respectively.
Most of the distributions shown here are from the RunIIb dataset (2 jets channels) which provides
the highest sensitivity in the analysis, distributions from the RunIIa dataset are given in Appendix C.
4.3.2 Monte Carlo samples and generators
This section details the Monte Carlo samples used to simulate signal and background contributions,
used to compare with data. All Standard Model processes sharing a similar topology as the WH
1which stands for Common Analysis Format Environment.
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signal and susceptible to enter the analysis after all selection cuts applied are considered and
generated by Monte Carlo, except for the multijet background which is determined from data as
later explained in 4.6. Processes containing two leptons in the ﬁnal state, such as Zjj → ℓ+ℓ−j j or
purely leptonic decay modes of tt¯, are included as well in case one of the leptons is not reconstructed
or is outside of the detector acceptance. Hence these event would pass the selection cuts. The
Higgs mass being a free parameter of the analysis, the WH signal is simulated for diﬀerent mass
hypotheses.
The following processes are used:
• W/Z+light jets. The W or Z boson decays leptonically to one or two charged leptons in
association with jets originated from light partons, such as u, d , s quarks or gluons. This is
the dominant background before applying b-tagging.
• W/Z+heavy jets, from c or b quarks. After applying b-tagging, it is the dominant back-
ground.
• tt production. A pair of top quarks are produced from strong interaction. The t quark
decays almost 100% of the time to a b quark and a W boson. The W boson can successively
decays either leptonically (W → ℓν) or hadronically (W → qq¯′). Only two conﬁgurations
are used in the analysis: the semileptonic and dilepton decays, respectively when one W
decaying leptonically and the other hadronically or when both W bosons decay leptonically.
The process with both W bosons decaying hadronically, leading to events with at least 6 jets
in the ﬁnal state is not included in the analysis due to its small contribution in the 2 or 3 jets
channels. The mass of the generated t quark is 172.5 GeV.
• Single top production, when the t quark is produced via electroweak interaction, either from
decays of W bosons to a t and b quark (s-channel), or in the t-channel: a gluon splits into
a bb¯ pair, a quark from the other incoming (anti-)proton radiates a W boson which will
interact with one of the b quarks to produce a t quark. The mass of the generated t quark
is 172.5 GeV.
• Diboson production. A pair of weak bosons,WW , WZ or ZZ are produced. These processes
lead to one or two leptons (from one of the bosons) and two jets (coming from the decay of
the other boson). The WZ → ℓνbb¯ background has the most similar event characteristics
to the signal: a similar topology and a resonant production of a pair of b jets with a dijet
invariant mass which may be close to the Higgs mass. It is denoted as irreducible background.
• WH signal. Several mass points are generated, from 100 to 150 GeV, by steps of 5 GeV.
Another signal contribution is from ZH → ℓ+ℓ−bb¯ when one of the lepton is out of the
detector acceptance. The Higgs boson decay branching ratio predictions are calculated with
HDECAY [83].
Feynman diagrams for samples used are displayed in Figure 4.3.2.
Diﬀerent Monte Carlo generators are used to produce the samples described above. A brief
introduction to these programs is given now.
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(a) Associated production of a W
boson and a pair of b quarks from
gluon-splitting.
(b) Pair production of W bosons.
(c) Single top production in the
s channel. (d) Single top production in the
t channel.
(e) tt production in the semileptonic
final state.
(f) Associated production of a W and Higgs bosons.
Figure 4.2: Example Feynman diagrams of Monte Carlo processes used in the analysis.
PYTHIA
PYTHIA is Monte Carlo event generator calculating Feynman diagrams at the tree-level (or Leading
Order perturbation theory (LO)), higher order loop calculations not being performed [84]. Pro-
cess cross sections are calculated using the exact matrix element calculation. PYTHIA uses the
parton shower model to simulate higher multiplicity ﬁnal states, with a parton emission seen as a
probabilistic process which occurs with a given probability. The hadronization process, when colour-
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less particles are produced from partonic ﬁnal state, is modeled with a phenomenological “String
Model” [85]. The colored ﬁeld (analogous to the electric ﬁeld in electromagnetism) is described by
a string attached at both extremities to qq¯ pair. If the string carries enough potential energy, the
string breaks to another qq¯ pair created from the vacuum. The process ends until quarks hadronize
to mesons when the energy of the string is not suﬃcient enough to create new pairs of quarks.
PYTHIA is interfaced with the leading order parton distribution functions CTEQ6L [86, 87].
ALPGEN
ALPGEN is a tree-level matrix element (ME) calculator for a ﬁxed number of partons in the ﬁnal-state
(2 → N processes). The evaluation of matrix elements gives a better description for processes
with high jet multiplicities. However, the showering and hadronization aren’t handled by ALPGEN.
Therefore, after generating partons in the ﬁnal state, an additional step needs to be performed.
MLM matching prescription Since ALPGEN is a matrix element generator and fails to properly
model the showering and hadronization, it is interfaced with PYTHIA in order to deal with this
remaining aspect of the event generation. When this combination of generators is applied, higher
jet multiplicities samples can be artiﬁcially produced if a soft radiation from pythia is created. Such
migration can lead to a double counting of events, therefore matching criteria are introduced,
such as the ∆R between partons and the relative momentum between partons. A more detailed
description is given in [88].
COMPHEP
CompHEP is a Matrix Element generator approximating NLO calculations [89]. It can compute
cross sections and distributions with many particles (up to 4-6) in the ﬁnal state. It takes into
account the spin correlation between W bosons and t quarks in single top production make its use
appreciated.
Cross sections and event tables
The number of generated events (passing the data quality criteria) and their corresponding cross
sections are given in Tables 4.2–4.7.
Some cross sections for processes used in the analysis are calculated at the Leading Order
(LO) in perturbation theory. In order to correct the cross section values to match the higher orders




1higher order predictions refers to the next-to-leading matrix element calculation, as well as logarithm factors
arising from the summation of soft radiations not taken into account by generators since they are below the generation
threshold. This change in cross section is introduced as a series expansion where only the leading logarithm term
(LL) or next-to-leading logarithm term (NLL) are taken into account.
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is applied as a multiplicative term to the cross section given from ALPGEN. The cross sections of
WH and ZH processes come from [90].
The corrective K factors for W/Z+jets processes are given in Table 4.1. The K factor for
heavy ﬂavor jets is slightly diﬀerent because of non-negligible mass terms for b and c quarks.
The factors for other processes (tt, single top, WW , WZ and ZZ) are given along with their




W + cc¯ 1.3×1.47
W + bb¯ 1.3×1.47
Z + cc¯ 1.3×1.67
Z + bb¯ 1.3×1.52
Table 4.1: K factors for W/Z+jets processes.
The ALPGEN samples have been produced in ﬁve exclusive bins of “light” (i.e. gluons or u, d, s
quarks) parton multiplicity except for the “highest” multiplicity bin obtained in an inclusive way, i.e.
it includes higher multiplicities as well. ALPGEN uses the matching prescription as described in [91].
All ALPGEN W/Z+jets , W+bb¯ and W+cc¯ have undergone a process of heavy-ﬂavor (HF)
skimming: events with additional heavy-ﬂavor partons generated by PYTHIA are removed so as
not to double-count them with those produced by ALPGEN. Speciﬁcally, W+light jets samples are
skimmed to removeW+cc¯ andW+bb¯ events. W+cc¯ samples are not skimmed, andW+bb¯ samples
are skimmed to remove W+cc¯ events. W+jets and tt¯ samples include all three lepton ﬂavors.
Other samples, such as Z+jets and single-top, have been produced in bins of lepton ﬂavor; they
are given in Table 4.2–4.7.
Since the number of generated MC events is diﬀerent than the expectation from integrated
luminosity and cross section, events are given individual weights w = σ×LintNtot , where σ is the cross-
section of the process corrected by its K factor if needed, Lint is the integrated luminosity used in
the analysis and Ntot is the total number of generated events in the MC sample.
All simulated events have been processed through the DØ detector simulation d∅gstar [92]
based on the detailed detector material simulation package GEANT [93], the electronics simulation
d∅sim and the reconstruction software d∅reco. Because of major upgrades, i.e installing Layer0,
between RunIIa and RunIIb, diﬀerent sets of Monte Carlo samples are used in this analysis.
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Process # events (RunIIa) # events (RunIIb) σ(×BR)[pb]
WH → ℓν + bb¯
mH = 100GeV 194715 320322 0.0251
mH = 105GeV 193580 293813 0.0209
mH = 110GeV 199080 316140 0.0173
mH = 115GeV 196937 279087 0.0141
mH = 120GeV 194767 321634 0.0112
mH = 125GeV 193882 278550 0.0087
mH = 130GeV 193045 553407 0.0065
mH = 135GeV 193795 460095 0.0047
mH = 140GeV 197115 495718 0.0032
mH = 145GeV 195850 446339 0.0021
mH = 150GeV 194676 320201 0.0013
ZH → ℓℓ+ bb¯
mH = 100GeV 394432 319375 0.0046
mH = 105GeV 403338 279205 0.00384
mH = 110GeV 396185 320038 0.00320
mH = 115GeV 400115 279468 0.00263
mH = 120GeV 404973 322296 0.00212
mH = 125GeV 388415 279466 0.00166
mH = 130GeV 385764 321965 0.00125
mH = 135GeV 387729 279647 0.00091
mH = 140GeV 376238 320005 0.000637
mH = 145GeV 387119 279310 0.000410
mH = 150GeV 387219 316756 0.000249
Table 4.2: List of simulated signal processes generated with PYTHIA, along with the generator that
was used for production, number of events and cross section times branching ratio, for one lepton
ﬂavor.
Process # events (RunIIa) # events (RunIIb) σ×BR[pb]
WW inclusive 1905k 709.9k 1.03× 11.6
WZ inclusive 1059k 632.3k 1.06× 3.25
ZZ inclusive 590.6k 540.3k 1.33
Table 4.3: List of simulated diboson processes generated with PYTHIA, along with the generator
that was used for production, number of events and cross section times branching ratio.
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Process # events (RunIIa) # events (RunIIb) K × (σ×BR)[pb]
tt¯ → bb¯ + ℓ+νℓ′−ν¯ℓ′
+ 0 light parton 1516107 749642 1.43× 0.352
+ 1 light parton 492647 452177 1.43× 0.143
+ 2 light partons 288992 281453 1.43× 0.0713
tt¯ → bb¯ + 2j + ℓν
+ 0 light parton 771271 777068 1.43× 1.414
+ 1 light parton 492647 457782 1.43× 0.57
+ 2 light partons 288992 321166 1.43× 0.283
Single-top s-channel (tb¯ → eνbb¯) 290262 247517 0.99× 0.112
Single-top s-channel (tb¯ → µνbb¯) 287994 225286 0.99× 0.11
Single-top s-channel (tb¯ → τνbb¯) 287991 248722 0.99× 0.117
Single-top t-channel (tqb¯ → eνbqb) 290262 272573 0.99× 0.243
Single-top t-channel (tqb¯ → µνbqb) 287994 273354 0.99× 0.239
Single-top t-channel (tqb¯ → τνbqb) 289106 246552 0.99× 0.254
Table 4.4: List of simulated tt¯ and single-top processes, along with the generator that was used
for production, number of events and K factor times cross section times branching ratio, where
ℓ = e, µ or τ . K factors scale σ(pp¯ → tt¯ → X) to 7.3 pb, σ(pp¯ → tb¯ → ℓνbb¯) to 0.34 pb,
σ(pp¯ → tqb¯ → ℓνbqb¯) to 0.73 pb. tt samples are generated using ALPGEN + PYTHIA generators
and single-top samples are generated using CompHEP + PYTHIA.
Process # events (RunIIa) # events (RunIIb) σ(×BR)[pb]
W → ℓν
+ 0 light parton 12.5M 46.4M 4.52k
+ 1 light parton 18.9M 19.9M 1.28k
+ 2 light partons 13.3M 18.1M 300
+ 3 light partons 3.5M 3.75M 70.7
+ 4 light partons 2.5M 2.6M 16.2
+ 5 light partons 781k 2.0M 4.9
Wbb¯ → ℓνbb¯
+ 0 light parton 1.4M 1.1M 9.3
+ 1 light parton 667k 782k 4.1
+ 2 light partons 249k 524k 1.6
+ 3 light partons 377k 413k 0.75
Wcc¯ → ℓνcc¯
+ 0 light parton 1.2M 934k 23.3
+ 1 light parton 740k 739k 13.9
+ 2 light partons 342k 554k 5.57
+ 3 light partons 446k 470k 2.4
Table 4.5: List of simulated W+jets processes using ALPGEN + PYTHIA generators, along with the
generator that was used for production, number of events and cross section times branching ratio
(the light partons are requested to have pT > 8 GeV and |η| < 5). ALPGEN samples have been
produced in bins of light parton multiplicity. All bins are exclusive except for the last one, which is
inclusive. ℓ must be understood as lepton i.e. either e, µ or τ .
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Process # events (RunIIa) # events (RunIIb) σ(×BR)[pb]
+ 0 light parton 577k 1.9M 337
Z → ee + 1 light parton 479k 956k 40.3
15-75 GeV + 2 light partons 191k 549k 10
+ 3 light partons 96k 536k 2.76
+ 0 light parton 3.0M 1.2M 132
Z → ee + 1 light parton 1.9M 567k 40.8
75-130 GeV + 2 light partons 982k 268k 10
+ 3 light partons 988k 127k 3.15
+ 0 light parton 295k 352k 0.89
Z → ee + 1 light parton 192k 179k 0.37
130-250 GeV + 2 light partons 98k 160k 0.09
+ 3 light partons 98k 300k 0.03
+ 0 light parton 577k 1.7M 336
Z → µµ + 1 light parton 483k 570k 39.7
15-75 GeV + 2 light partons 192k 275k 9.9
+ 3 light partons 96k 268k 2.8
+ 0 light parton 3.0M 1.5M 132
Z → µµ + 1 light parton 2.0M 604k 40.6
75-130 GeV + 2 light partons 1.1M 401k 9.8
+ 3 light partons 1.1M 146k 3.1
+ 0 light parton 484k 351k 0.88
Z → µµ + 1 light parton 391k 170k 0.35
130-250 GeV + 2 light partons 298k 160k 0.1
+ 3 light partons 299k 142k 0.03
+ 0 light parton 2.9M 1.5M 133
Z → ττ + 1 light parton 2.0M 528k 40.6
75-130 GeV + 2 light partons 963k 274k 10
+ 3 light partons 978k 174k 3.2
+ 0 light parton 288k 359k 0.88
Z → ττ + 1 light parton 194k 171k 0.34
130-250 GeV + 2 light partons 97k 162k 0.09
+ 3 light partons 100k 158k 0.03
Table 4.6: List of simulated Z+light jets processes generated with ALPGEN + PYTHIA generators,
along with the generator that was used for production, number of events and cross section times
branching ratio (the light partons are requested to have pT > 8 GeV and |η| < 5). ALPGEN samples
have been produced in bins of light parton multiplicity. Bins are exclusive except for the last bin,
which is inclusive.
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Process # events (RunIIa) # events (RunIIb) σ(×BR)[pb]
+ 0 light parton 201k 196k 0.40
Zbb¯ → ee + bb¯ + 1 light parton 101k 93k 0.19
+ 2 light partons 50k 44k 0.10
+ 0 light parton 202k 182k 0.90
Zcc¯ → ee + cc¯ + 1 light parton 105k 89k 0.48
+ 2 light partons 49k 47k 0.29
+ 0 light parton 194k 206k 0.40
Zbb¯→ µµ+ bb¯ + 1 light parton 99k 96k 0.19
+ 2 light partons 50k 45k 0.11
+ 0 light parton 194k 194k 0.93
Zcc¯ → µµ+ cc¯ + 1 light parton 102k 93k 0.50
+ 2 light partons 51k 51k 0.29
+ 0 light parton 202k 193k 0.41
Zbb¯ → ττ + bb¯ + 1 light parton 101k 98.2k 0.19
+ 2 light partons 50k 44k 0.09
+ 0 light parton 196k 260k 0.91
Zcc¯ → ττ + cc¯ + 1 light parton 97k 101k 0.51
+ 2 light partons 48k 51k 0.28
Table 4.7: List of simulated Z+heavy ﬂavor jets processes generated with ALPGEN + PYTHIA
generators, along with the generator that was used for production, number of events and cross
section times branching ratio (the light partons are requested to have pT > 8 GeV and |η| < 5).
ALPGEN samples have been produced in bins of light parton multiplicity. Bins are exclusive except
for the last bin, which is inclusive.
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4.3.3 Trigger selection
Triggers used in the Electron Channel
In the electron channel analysis, a logical OR of the Single EM and EM+JET trigger suites is
used. These trigger terms are ﬁred by events having at least a good electromagnetic object.
Therefore the trigger eﬃciency of these terms can be modeled by the leading EM object. They
are measured using a tag-and-probe method on the Z → ee sample. A detailed description of the
trigger eﬃciency measurement for EM+JET triggers can be found in [94, 95, 96].
The event weight applied to simulated samples is calculated through measuring the trigger
eﬃciencies as a function of pT and ηdet , and the prescale of each trigger term while normalizing
the integrated luminosity of each trigger list by using the caf_trigger package [97]. When applying
trigger eﬃciency corrections, trigger terms are matched with the leading electron candidate in the
analysis.
Triggers used in the Muon Channel
In order to increase acceptance in the muon channel, for which the trigger eﬃciency of the OR
of single-muon triggers is approximately 70%, no explicit trigger in the muon analysis are required,
also called inclusive trigger approach. The validity of this procedure has been established on RunIIa
data [98] and veriﬁed it on RunIIb data.
First, the analysis is performed through the full selection stage using single muon triggers only.
Using the diﬀerence between the inclusive-trigger data and single muon only data, a correction
factor is derived for the Monte Carlo intended to take into account the non-single muon trigger
contribution to the data:
Pcorr =
(Data −QCD)incl − (Data −QCD)singleµ
MCincl
(4.1)
where QCD is the number of multijet events andMCincl refers to the Monte Carlo with the trigger
probability set to 1. The correction is parametrized in HT (deﬁned as the scalar sum over all p
jet
T
in the event) and in muon ηdet for |ηdet | < 1.6. As seen in Section 2.2.5, the coverage of the
muon detector is up to |η| . 2. Very forward muons are not triggered by the single-muon limiting
the muon acceptance up to |η| <1.6. For each Monte Carlo event, the trigger probability is set to
be
Ptr ig = Pcorr (HT , ηdet) + Psingleµ (4.2)
where Psingleµ is the probability for a given event to ﬁre a single muon trigger, obtained from the
caf_trigger package. Ptr ig is required to not exceed unity for each event. If Ptr ig > 1 for an event
it is forced to be 1 − Psingleµ so that Pcorr + Psingleµ never exceeds 100%. The inclusive trigger
approach is used for both RunIIa and RunIIb for the remainder of the analysis.
Figure 4.3 shows the trigger correction as a function of HT for RunIIb.
4.4 Event selection
The following selection criteria are designed to accept events with a maximal acceptance for the
WH signal and keep the volume of data to analyze as low as possible. The same selection criteria
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Figure 4.3: Trigger correction, Pcorr in Eq. 4.1, for RunIIb, parameterized with a tanh function.
is applied to both RunIIa and RunIIb datasets; this simpliﬁes the dataset combination and allows
us to use the same multivariate technique. The selection stage consists of the following criteria:
• Exactly one electron (muon) with transverse momentum pT > 15GeV within a pseudorapid-
ity range of |η| < 2.5 where the ICR region (1.1 < |ηdet | < 1.5) is excluded for electrons
and |η| < 1.6 for muons. Additional lepton ﬂavor-speciﬁc requirements are detailed in Sec-
tion 4.4.2;
• 6ET > 20GeV;
• A primary vertex with at least 3 associated tracks and |z | < 40 cm;
• Exactly two or three jets, analyzed in separate channels, with pT > 20GeV after jet energy
scale correction with ICD hot cell removal (only in RunIIa data), and |η| < 2.5;
• The sum of the pT of the jets (HT ) is required to exceed 60GeV (80GeV in the 3 jets case)
in order to ensure that events lies above the trigger “turn-on” and reduce the contribution




• A 2-dimensional “triangular” cut MTW > −0.5· 6ET + 40 GeV is applied to reduce the multijet
background.
Since the detector simulation for MC is not perfectly modeled, some corrections need to be
applied to simulation. These corrections such as lepton reconstruction eﬃciency, jet reconstruction
eﬃciency are described in the sections related to each object selection.
4.4.1 Primary vertex selection
Events are selected from collisions occurring in the central part of the detector, where the activity
from the primary interaction can be covered by the SMT. This ensures that analyzed pp collisions
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contain ﬁnal state objects within the detector acceptance, hence removing events which potentially
would not contain all reconstructed objects. Therefore, the z position of the reconstructed primary
vertex is required to be within |PVz | < 40 cm.
4.4.2 Lepton selection
The ﬁnal state that is studied contains an isolated lepton from the decay of the W boson. Al-
though the hadronic decay of the W boson has a much higher branching ratio than the leptonic
one, requiring an isolated lepton allows to deal with a signiﬁcantly reduced multijet background.
Both muon and electron channels are analyzed separately. In this section, lepton-speciﬁc selection
criteria will be detailed. Since electrons are calorimetric objects, this channel has a bigger multijet
contribution coming from misidentiﬁed jets and photons. In the muon channel, semi-leptonic de-
cays in jets produce muon inside the jets, but only isolated leptons are selected. In both channels,
events are required to have exactly one lepton with pT > 15 GeV.
Electron selection
The lepton selection criteria in the electron channel are optimized separately for the central
calorimeter region (|η| < 1.1) and end-cap region (1.5< |η| < 2.5). In order to maximize the
signal acceptance, the selection for electrons in the central part of the detector is relatively loose,
as opposed to the forward region where the multijet contribution is more important, therefore using
a tighter operation point.
As mentioned in Section 3.3.1, the WH analysis is using the LOOSE and MEDIUM electron
identiﬁcation criteria for electrons in the CC. In the EC, the top_loose and top_tight criteria are
used. The electron selection is based on cuts on variables listed in Table 3.1. Electrons passing the
MEDIUM and top_tight requirements are considered “tight” for the purpose of determining the
multijet background and used for the signal sample from which the ﬁnal result will be extracted.
Electrons in the intercryostat region are not considered.
Muon selection
Muons are reconstructed using information of two independent subdetector systems which are the
muon detector and the central tracker. Muon identiﬁcation is based on a track in the muon system,
referred to as local track. Muons are required to have hits in all layers of the muon system inside
and outside the toroid. The superior spatial resolution of the central tracker is used to improve
the accuracy of the muon’s kinematic properties and to conﬁrm that the muon originated from the
primary vertex.
The muon candidates are required to fulﬁll the following criteria, deﬁned in Section 3.4.1:
• medium muon type,
• muon quality nseg = +3, signifying matching muon segments from A and BC layers, as well
as a central track match. This requirement rejects about 10% of high transverse momentum
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muons, mainly in the bottom region of the detector where no full muon coverage in the A
and BC layers is available,
• medium track quality,
• Cosmic muon veto.
Muons coming from the leptonic decay of W bosons tend to be isolated from jets, while muons
originating from semi-leptonic decays of heavy ﬂavored hadrons are typically non-isolated due to jet
fragmentation of the partial hadronic decay. A “loose” isolation criterion, DeltaR which is deﬁned
in Section 3.4.1, is used to estimate the multijet background. The “tight” muon sample, used as
the signal sample in this analysis, requires the additional NPTight isolation criteria.
Scale factors are applied to the simulation based on these identiﬁcation, track matching and
isolation criteria.
The distributions of the energy, pT , η and φ of the electron and muon channels for the W+ 2
jet events are shown in Figure 4.12. These distributions are described by the sum of the simulation
and the multijet background derived from the data, as described below.
4.4.3 Missing ET selection
The W boson decaying leptonically, one of the outgoing particle is a neutrino. This particle doesn’t
interact with the detector and thus its presence is characterized by missing energy in the transverse
plane to the beam direction. As seen in Section 3.6, the missing transverse energy is recalculated
after all jets are corrected with JES, and energy deposit from muons in the calorimeter is taken
into account. The applied cut is set to 6ET >20 GeV and is eﬃcient for the removal of mismodeled
events and reduces the multijet dominated region with low 6ET .
6ET distributions for the the electron and muon channels are shown in Figure 4.12 for the RunIIb
period.
4.4.4 Jet selection
For MH < 135 GeV, the Standard Model predicts that the Higgs boson decays dominantly in a
bb¯ pair. By analyzing the 2 jets channel, most of the sensitivity is obtained. But one can recover
events which radiated an additional jet from an initial or state. Therefore, the analysis is split in
two orthogonal channels and are analyzed separately and then combined at the limit calculation
step. After satisfying the identiﬁcation criteria described in 3.5 and applying the corresponding
corrections, jets have to fulﬁll the following requirements:
• pT>20 GeV
• |ηdet | < 2.5
• jets must be vertex confirmed.
Figure 4.13 shows the pT , η and φ distributions for the leading pT and next-to-leading pT jets.
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4.4.5 Triangular cut
The multijet background consists of jet+jet events where the jet is reconstructed as an isolated
lepton and photon+jet events where the photon would be an electron candidate. In the muon
channel, a muon produced inside a jet is reconstructed outside of it, thus leading to low MWT value.
These mismeasurements lead to the same signature as other physics background, with a isolated
lepton, missing transverse energy and jets. Since a straight cut on a single distribution is not
the most eﬃcient way to get rid of this background which is signiﬁcant especially in the electron
channel, it has be chosen to cut on a two dimensional distribution in the (MWT , 6ET ) plane. Event
passing the following cut are kept:
MWT > −0.5 6ET + 40 GeV. (4.3)
This cut also ensures that the agreement between data and simulation is good for low 6ET and low
MWT regions, even though the multijet background modeling is parametrized in multiple dimensions
(Section 4.6). The ratio of data events to the WH expectation in the 2D plane is shown on
Figure 4.4(b). A large reduction of the multijet background is clearly visible by applying the
triangular cut.

























Figure 4.4: (a) MWT using loose electron criteria in data (black) as multijet sample, and WH MC
(red). (b) 2D ratio plot of data/WH MC in the (MWT , 6ET ) plane. The multijet events are lying
at low 6ET and low MTW and can therefore be eliminated by a triangle cut of MTW > −0.5 6ET + 40
as shown by the black line. The WH MC is normalized on the W peak.
(a) (b)
4.4.6 Vetoes
Since this result is a part of the DØ and Tevatron Standard Model Higgs combination, a particular
attention has to be drawn to avoid biases in the process of combining several channels which
can contain the same topology. It is thus important to avoid analyzing twice the same events in
diﬀerent analyses.Therefore a set of cuts are applied to avoid this potential bias when selecting
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events passing selection in another analysis. In the case of the WH analysis, orthogonality cuts
are deﬁned to remove events selected by the ZH → ℓℓbb¯ and X +H → ττj j analyses. The same
object selection applied in these analyses is used to reject events that will fulﬁll such requirements.
In order to minimize backgrounds that contain two isolated leptons in the ﬁnal state, such as
those coming from Z and tt¯ production, events are required to not contain any additional isolated
lepton.
In the WH → eνbb¯ channel, events which additionally contains isolated muons1 with pT > 15
GeV, are rejected. Similarly, in the muon channel, events with an additional LOOSE electron are
not considered.
The eﬀect on yield for the vetoes described now is summarized in Appendix A.
Tau veto
Hadronic tau candidates that passes the X + H → ττj j selection are vetoed. Candidates can be
any of the three DØ standard tau types [99], with the following requirements for each type:
Type1 ET > 10 GeV, pT > 7 GeV, ET /pT > 0.5, NNτ > 0.9
Type2 ET > 10 GeV, pT > 5 GeV, NNτ > 0.9




T > 15 GeV, NNτ > 0.95
where pT is the momentum of the associated track, NNτ is the hadronic tau identiﬁcation tool




T is the sum of tracks pT associated to the τ candi-
date. This condition applied in both electron channel muon channels.There is a negligible loss in
data and WH signal for both the electron and muon channels, while the largest diﬀerence can be
seen in ZH and ZZ due to type 2 taus in the electron channel. The tt¯ background is also reduced
by 8% , mainly due to di-lepton ﬁnal states where there can be a tau in the ﬁnal state.
ZH → ℓℓbb¯ veto
The ZH → ℓℓbb¯ is split in diﬀerent sub-channels. This search is performed on dilepton events with
2 or more jets. The dilepton pair can either be two muons or two electrons. A second lepton veto
allows the WH analysis to be orthogonal to these two channels.
In order to ensure orthogonality with the ZH → µµbb¯ analysis, a veto is applied on events
with two loose track-matched muons with pT > 10 GeV, in the 60 < Mµµ < 150 GeV range. This
allows as well to reject Z → µµ and tt background events.
In the case of the ZH → eebb¯ analysis, events are required to not contain additional electrons
with pT > 15 GeV that satisfy the loose electron criteria.
In order to increase their sensitivity, two alternate channels are considered in the analysis of
ﬁnal state with two leptons and two jets in order to increase the acceptance. The dilepton pair
can also be a muon and an isolated track (to recover di-muon events with one of the lepton not
1The definition of muons to be discarded in the analysis is: MediumNseg3 muon quality, Medium track quality,
DeltaR isolation requirements.
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having hits in the muon spectrometer) or an electron and a “ICR electron” (eICR).
Veto on e + eICR events
To reproduce the e + eICR j j analysis, the selection for the e + eICR pair is done as following:
electron pT >20 GeV
ICR electron pT >20 GeV
Events with a reconstructed (electron,eICR) invariant mass greater than 5 GeV are vetoed. There
is almost no data loss due to this veto. The largest diﬀerences can be seen in ZH and ZZ, which
loose about 7%.
Veto on µ+ µtrk events
To reproduce the µ+ µtrk j j analysis, the selection for the µ+track pair is done as the following:
muon pT > 10 GeV
track pT > 20 GeV.
Events with a reconstructed (µ,trk) invariant mass between 60 GeV and 150 GeV are rejected.The
largest diﬀerences can be seen in ZH and ZZ, where a loss of about 50% is observed, which
indicates an eﬀective µµtrk selection.
4.5 Reweighting of W+jets and Z+jets samples
As described in Section 4.3.2, W+jets and Z+jets samples are generated by ALPGEN. Studies on
MC generators have shown that some distributions are not well modeled and distributions shapes
are diﬀerent in data. Also, by comparing to other MC generators, one found that shapes are
diﬀerent [88]. Comparison plots are shown on Figure 4.5 for ηjet1, ηjet2 , ∆R(jet1, jet2) and pWT .
Standard corrections for pWT and p
Z
T are applied by default in DØ analyses
1 in order to correct
the physics modeling of soft radiation emission back-to-back to the vector boson, for which the
transverse momentum of the boson is very sensitive [100, 101, 102]. Nevertheless, these corrections
don’t seem to bring simulation distributions shapes close enough to the data ones. In order to
correct these diﬀerences, reweighting functions are derived to reproduce the diﬀerence between
ALPGEN W+jets and Z+jets MC samples and data where all backgrounds are subtracted except W
and Z+jets MC:
NData − NQCD − NSM−V jets
NV jets
(4.4)
where NData is the data yield, NQCD is the multijet yield, NSM−V jets is the sum of tt diboson and
single-top MC yields, and NV jets is the expected yield for MC W/Z +jets. A ﬁt fd(xd) (where xd
1corrections are derived from the boson pT distribution at the generator level and the observed spectrum in
unfolded data to remove detector effects.
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Figure 4.5: η distributions of the 2 leading jets (upper row), ∆R(jet1, jet2) (bottom row, left)
and pWT (bottom row, right) for diﬀerent MC generators. All curves are normalized to unit area.
Figures taken from [88]
is the value of the variable of interest d for a given event) to the ratio deﬁned in Equation 4.4 is





where wi is the event weight for the i th event and V runs over all distributions from which the
reweighting functions have been derived. These corrections are assumed to correct generator level
mismodeling.
The W+jets and Z+jets Monte Carlo samples are reweighted for both RunIIa and RunIIb in the
electron and muon channel. All light and heavy ﬂavor W/Z+jets samples are reweighted using the
same functions.
In the ICD region of the detector (0.8 < |ηdet | < 1.4), a "horn" eﬀect is visible in the ηdet
distributions of the leading and second leading jet of the event. This feature, present in RunIIb
only, comes from the detector gain loss in this region, and therefore a correction is applied only













, listed below, to the corresponding ICD regions of the jet.
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To reproduce the shapes observed in data, a reweighting function for the lepton η distribution is
derived with a second order polynomial, fηlepton , and reweighting functions for the η distributions of
the leading and second leading jet with fourth order polynomials, fηjet1 and fηjet2 , listed below. In
three jet events, only the leading two jets are reweighted.
Discrepancies in the shape of the ∆R(jet1, jet2) and pWT distributions are also seen. These two
variables show a strong correlation, therefore a 2D reweighting function fpWT × f∆R is derived from
the ratio of W+jets data (meaning all other backgrounds have been subtracted) to W+jets MC in
the ∆R – pWT plane (see Fig. 4.7 (a)–(d)). Both functions are then applied to the W+jets MC
sample. The ∆R function is also applied to the Z+jets MC sample conserving the event yield for
this sample.
Figures 4.6 and 4.7 (e,f) show all reweighting functions applied in this analysis. In each ﬁgure,
the black curve represents the nominal reweighting function, while the red and blue dashed curves
represent ±1σ variations on the ﬁt function. These variations are based on selecting the parameter
that aﬀects the shape of the ﬁt function the most (the highest order polynomial term for most ﬁts;
the slope of the sigmoid turn-on for pWT ), varying it by 1σ based on the uncertainty of the ﬁt, and
varying the other ﬁt parameters by the appropriate amount based on the covariance matrix of the ﬁt.

















fηlepton = 0.974 + 0.066 η
2
lepton








f∆R = 4.382− 0.255 ∆R + 0.085 ∆R2 − 0.006 ∆R3
fpWT
= 0.216 + 0.054 (1 + erf ((WpT − 7.963)/(
√
2× (−8.974)))





The functions for ηlepton, ηjet1 and ηjet2 contain only quadratic and quartic terms since the
detector (and the observed disagreement between data and simulation) is assumed to be symmetric
around η = 0.
Systematic uncertainties are estimated from the ﬁtted function for each reweighting function.
This is described in 5.2.2. They are taken into account while setting limits.
The ηjet1 , ηjet2 , ηlepton, ∆R(jet1, jet2) and p
W
T distributions are shown in Figure 4.8, after the
reweightings being applied. With this procedure, a good agreement is observed between data and
simulation. The same reweighting functions are applied for the 3 jets channels since it is found
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that they are eﬃcient in correcting simulation to agree with data.
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Figure 4.6: Reweighting functions applied to correct for the horns in the ICR region in ηdet of the
leading jet (a) and the second leading jet (b), constant factors are used for these correction; the
mismodeling of η in the leading jet (c) and the second leading jet (d), fourth order polynomials are
used in these cases; and the mismodeling of η of the lepton (e), a second order polynomial is used
for the correction function. The black curve is the nominal reweighting function, while the red and
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Figure 4.7: 2D (simultaneous) reweighting of ∆R and pWT . (a) shows the distribution of W+jets
data (meaning all other MC backgrounds have been subtracted) in the ∆R – pWT plane, (b) shows
the distribution for W+jets MC, (c) shows their ratio, (d) shows the 2D ﬁt function applied to
reweight the ratio plot. (e) shows the pWT reweighting function (obtained from the 2D ﬁt) that
is applied to the W+jets MC sample only, (f) shows the ∆R reweighting function (obtained from
the 2D ﬁt) that is applied to both W+jets and Z+jets MC samples (conserving the event yield for
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Figure 4.8: ηjet1, ηjet2, ηlep, ∆R(jet1, jet2) and pWT distributions after all reweightings applied,
for the RunIIb electron and muon channels (grouped in pairs, electron channel shown in the left
ﬁgure and the muon channel in the right ﬁgure).
4.6 Multijet background estimation
The collected data passing the analysis selection cuts is compared to simulated physics backgrounds,
where the detector response is simulated. Another background needs to be taken into account,
which is the multijet background. Even though events produced from QCD interaction do not
contain an isolated lepton, they can pass the selection in the following cases:
• a jet can be misidentiﬁed as an electron,
• a photon can be misidentiﬁed as an electron,
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• jets containing semi-leptonic decays can have the lepton reconstructed outside of the jet,
hence isolated, mainly contributing in the muon channel.
Furthermore, up to now, the description of QCD processes is not modeled well enough by current
MC generators. Therefore, the so-called Matrix Method is used, a data-driven method which will
be described in this section. Two inputs are used in this method, the probability that a jet (or a
photon in the electron channel) is misidentiﬁed as a lepton (fake rate) and the lepton identiﬁcation
eﬃciency. A precise measurement and parametrization will allow to give an accurate modeling of
this instrumental background.
4.6.1 Multijet background modeling strategy
The background from multijet events, also referred to as QCD background, is determined by
forming a template that models the kinematics of multijet events and then scaling that template at
the selection stage of the analysis to estimate the number of multijet events that pass the analysis
selection. The template is created by reweighting individual events in data based on the Matrix
Method technique.
The multijet background can be suppressed by tightening lepton isolation criteria. By choosing
a “loose” and “tight” isolation working points, one can deﬁne two samples, where the tightest is a
subsample of the loosest one.
The following pair of equations can be formed and are solved simultaneously in order to estimate
the number of multijet events:
NL = Nℓ + NQCD, NT = εℓNℓ + fjNQCD, (4.5)
where NL (NT ) is the number of events in data with a lepton that passes a loose (tight) isolation
requirement, Nℓ is the number of events with a well identiﬁed lepton and NQCD is the number
of events misidentiﬁed as having an isolated electron in that data. εℓ is the eﬃciency for a real
lepton that passes the loose identiﬁcation requirement to subsequently pass the tight identiﬁcation
requirement, and fj is the rate at which a jet that has been misidentiﬁed as a lepton that passes the
loose identiﬁcation requirement subsequently passes the tight identiﬁcation requirement. Solving
this system of equations for the number of multijet events in the tight sample yields:
NTQCD =
fj
εℓ − fj (εℓNL − NT ) (4.6)
This method is designed to work on a binned data sample, where NL and NT can be counted,
and constant εℓ and fj are used. However, εℓ and fj may depend on event kinematics described
by ~ki . Therefore, each event with a loosely identiﬁed electron sample contributes to the multijet
background estimation in the tight identiﬁcation sample by assigning each event a weight, wi , that
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Figure 4.9: Muon eﬃciency parameterization, as a function of muon pT , for RunIIb. The black
line represents the ﬁt to the data points, the red (blue) dashed lines are the +1σ (−1σ) of the ﬁt.
where ΘT = 1 if the event satisﬁes tight lepton identiﬁcation criteria and 0 otherwise. The total





For an electron, the eﬃciency εe , is parameterized two-dimensionally in |ηdet | and φ, while the
eﬃciency for muons, εµ, is parameterized as a function of muon pT (see Figure 4.9). These
variables are chosen for the parametrization since a dependence is found. Indeed, the electron
identiﬁcation eﬃciency is found to vary as function of ηdet given that the calorimeter performance
degrades at higher pseudorapidity and the muon isolation eﬃciency is dependent on pT .
As later described in Section 4.4.2, the diﬀerence from loose to tight muon selection is the
isolation criteria (DeltaR for loose, NPTight for tight). In the electron channel, the same strategy is
used (Loose (CC) and top_loose (EC) identiﬁcation criteria for the loose electron sample, Medium
(CC) and top_tight (EC) for the tight electron sample). Therefore the eﬃciency is deﬁned as the
ratio of tight events to loose events, in the parametrization earlier described.
4.6.2 Lepton fake rates
The fake rate fj for jets (or photons in the electron channel) to fake isolated leptons is determined
as a function of the lepton pT in events lying at low 6ET to select a multijet enriched region to
parametrize the rate at which objects are misidentiﬁed as isolated leptons. To measure the fake
rates, events are selected with all analysis cuts applied (deﬁned in Section ??), with the diﬀerence
that 5 < 6ET < 15 GeV is applied and the triangle cut is removed.
Separate parameterizations in pT are determined for several two-dimensional bins of |ηdet | and
∆φ(6ET , e) in the electron channel (all ﬁgures can be found in Appendix B). Muon fake rates are
determined in bins of η and ∆φ(6ET , µ).
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For electrons and muons, the fake rate for a given kinematic range is determined by the ratio
of MC-subtracted data events, to isolate the multijet contribution, with loose and tight lepton
identiﬁcation criteria (the criteria used in the analysis are deﬁned in Section 4.4.2):
fQCD =
NT −MCT
NL −MCL , (4.9)
where NL (NT ) is the number of data events in the multijet estimation sample with a reconstructed
loose (tight) lepton and MCL (MCT ) is the total MC estimation of the number of events with real
loose (tight) leptons in them.
The electron fake rate is parameterized as:
fQCD(pT ) = e
−a0pT+a1 + a2 + a3pT (|η| < 1.1)
fQCD(pT ) = a0 + a1pT (1.5 < |η| < 2.5) (4.10)
where aN are the ﬁt parameters. These parameters are determined separately for electrons in the
EC and CC, using separate CC bins above and below |ηdet | = 0.7. Each |ηdet | region is further
divided into ∆φ(6ET , e) bins between 0, 0.5, 1, 2 and π. In 2 jets events, each of these individual
|ηdet | and ∆φ(6ET , e) is ﬁt separately. In 3 jets events, parameterizations for each |ηdet | bin are
determined, and these curves are scaled based on variations in ∆φ(6ET , e) bins. Furthermore, fake
rates are determined separately for RunIIa and RunIIb data since lepton identiﬁcation performance
are dependent on the instantaneous luminosity, which increased between the two periods.
Figure 4.10 shows the resultant ﬁt for fake rate in 2 jets events for RunIIb data as a function
of e pT in the |ηdet | < 0.7 2< ∆φ(6ET , e) < π bin, with the parameterized function overlaid on the
corresponding data, along with associated uncertainty bands. All parametrizations for the electron
fake rate are given in Appendix B.
The muon fake rate is determined in two separate regions, ∆φ(6ET , µ) < π/2 and ∆φ(6ET , µ) > π/2.
Parameterization functions appear in Table 4.8 and are plotted in Figure 4.10. These fake rates
are applied to both 2- and 3 jets events.
∆φ(6ET , µ) < π/2 ∆φ(6ET , µ) > π/2
RunIIa a0 + a1pT Binned values used
RunIIb a0 + a1pT + a2p2T a0 + a1pT
Table 4.8: Muon fake rate (fQCD) parameterization functions.
In order to validate the multijet background description, one can see on Figure 4.11 the dis-
tributions of ∆φ(ℓ, 6ET ) for all 2 jets channels. One can observe a good data to Monte Carlo
agreement, especially at high ∆φ(ℓ, 6ET ) values, a sensitive region to the fake rate parametrization.
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Figure 4.10: Lepton fake rate ratios in data. The electron fake rate (upper ﬁgure) in 2 jets events
for RunIIb data is shown as a function of pelectronT in the |ηdet | < 0.7, 2< ∆φ(6ET , e) < π bin.
All parametrizations are given in Appendix B. Middle (bottom) ﬁgures show the muon fake rate
ratios in RunIIa (RunIIb) data as a function of muon |ηdet |. Figures on the left show data with
∆φ(6ET , µ) < π/2, while ﬁgures on the right are for ∆φ(6ET , µ) > π/2.
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Figure 4.11: ∆φ(ℓ, 6ET ) distributions for the electron (top row) and muon (bottom row) channel,
RunIIa (left) and RunIIb (right).
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4.7 Simulation normalization scheme
All samples are normalized to their cross section at the highest order available.This is valid for all
Monte Carlo samples produced except for W+jet processes and the multijet background estimated
from data. The procedure which is followed in the WH analysis is detailed in this section.
4.7.1 Multijet sample normalization
The unbinned Matrix Method is applied in order to form a multijet template. The normalization of
the template is obtained by performing a χ2 minimization ﬁt to the W boson transverse mass (mT )
distribution at selection stage of the analysis. While determining the multijet template normalization
factor, the W+jet normalization is varied so that the total number of estimated events matches
the number of data events before applying b-tagging. Separate multijet normalization factors are
determined for both the loose and tight lepton ID operating points. These normalization factors
remain ﬁxed for the rest of the analysis.
4.7.2 Experimental K factors for the W+jet background
The simulated background processes are absolutely normalized to the SM prediction of their cross
section except for the ALPGEN W+jets samples. W+jets samples are normalized to data before
applying b-tagging. The ﬁnal normalization is set in conjunction with the scaling of the multijet
background template, as described in Section 4.7.1. The experimental K factor KexpLF for the
W+jets processes is deﬁned as
KexpLF =
Ndata − NSM − NQCD
NW+jet
. (4.11)
where NSM is the number of Standard Model expected events with proper isolated lepton identiﬁ-
cation but without the W+jets contribution, NQCD is the number of Standard Model events with a
misidentiﬁed lepton , estimated from data and NW+jet is the expectation from ALPGEN. The K
exp
LF
for e (µ) from each dataset is summarized in Table 4.9, and is ∼ 1.1 (1.1) for RunIIa and ∼ 1.0
(1.0) for RunIIb. All these numbers are consistent, given the uncertainty which is of the order of
10%, and which originates from lepton characteristics (lepton trigger, lepton eﬃciency, multijet
background, other indirect eﬀects linked to the lepton, like the 6ET requirement which is corrected
with the lepton energy).
4.7.3 Heavy flavor scale factor
As mentioned in 4.7.2, the W+jet background is normalized to data. However, under the assump-
tion that the normalization scale factor may be diﬀerent for W+light ﬂavor and W+heavy ﬂavor,
this additional SHF scale factor is derived. The SHF factor is computed using the ”0 tag” sample,
where no b jets have been identiﬁed in the ﬁnal state and orthogonal to the samples used to set
limits in the WH analysis [103].
The cross section for the heavy ﬂavor processes are obtained by multiplying theWbb¯,Wcc¯, Zbb¯
and Zcc¯ ALPGEN cross sections by the factor K (described later in Section 4.7.2) and by the SHF
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channel 2 jets 3 jets
RunIIa
Electron 1.10 ± 0.01 1.22 ± 0.03
Muon 1.17 ± 0.01 1.36 ± 0.03
RunIIb
Electron 1.05 ± 0.01 1.14 ± 0.01
Muon 1.11 ± 0.01 1.22 ± 0.01
Table 4.9: The experimental KexpLF factors for each sample, taking into account the theoretical
K factor of 1.3. Errors are statistical only. The total uncorrelated systematic uncertainty between
the e and µ determinations is approximately 7-8%, based on trigger (3-4% e, 5% µ) and lepton
ID (3% e, 4% RunIIa µ, 2% RunIIb µ) uncertainties.
Heavy Flavor factor which is derived from data. With these conventions, the experimental K factor
for heavy ﬂavor is given by
KexpHF = SHF ×KexpLF . (4.12)
The SHF factor is determined from two orthogonal samples, the tagged sample (denoted by ′) and
the 0 tag sample (denoted by ′′), using the following equation:
SHF =
(Data′ − X′)×W ′′ − (Data′′ − X′′)×W ′
(Data′′ − X′′)× B′ − (Data′ − X′)× B′′ (4.13)
where W (B) is the number of events in the W+light jets (Wbb¯ and Wcc¯) inclusive sample, and
X is the number of events in the MC background sample except W+jets (i.e. tt¯, single top and
diboson processes).
All channels are used to derive the SHF factor and obtain SHF = 1.00 for the luminosity weighted
average, which is applied to the heavy ﬂavor samples (Wbb¯,Wcc¯, Zbb¯ and Zcc¯). An uncertainty
of 20% is assigned and SHF will be allowed to vary at the limit settings level.
Electron muon
RunIIa 0.78 ± 0.09 0.99 ± 0.11
RunIIb 1.14 ± 0.06 1.02 ± 0.06
Table 4.10: The SHF heavy ﬂavor factor in the 0-tag sample, applied on top of the theoretical K
factors listed in Section 4.3.2. The error is only data statistical errors is considered. The luminosity
weighted average is 1.00.
After all corrections and selection cuts are applied, a good agreement between data and Monte
Carlo is observed. These distributions are shown in Figure 4.12 for lepton related variables1 along
with the missing transverse energy distributions. Using these informations, one can construct W
candidates distributions, such as the transverse mass calculated as:
MTW =
√
(6ET + pℓT )2 − (6Ex + pℓx)2 − (6Ey + pℓy )2. (4.14)
1The “phi-hole” is clearly visible in the muon φ distributions.
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Figure 4.13 shows distributions related to the leading and second leading jet. Using both jets
informations, the dijet system can be described by variables such as:
• the dijet invariant massMj j =
√
(Ej1 + Ej2)2 − (pj1x + pj2x )2 − (pj1y + pj2y )2 − (pj1z + pj2z )2, con-
structed from the two leading jets in the event,
• the scalar sum of the transverse momentum of jets HT ,
• the separation in the (η, φ) plane between the two leading jet ∆R(j1, j2),
• the diﬀerence in pseudorapidity of the two leading jets ∆η(j1, j2),
• the diﬀerence in azimuthal angle of the two leading jets ∆φ(j1, j2),
• the transverse momentum of the dijet system pT (j1, j2),
shown for the 2 jets channels in Figure 4.14.
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Figure 4.12: The upper ﬁve ﬁgures show the lepton pT , lepton η, lepton φ, 6ET and MWT distribu-
tions, for the 2 jets RunIIb electron channel. The bottom ﬁve ﬁgures show the same variables in
the RunIIb muon channel.
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Figure 4.13: The upper six ﬁgures show the pjetT , η
jet and φjet distributions for the leading and
second leading jet, in the 2 jets RunIIb electron channel. The bottom six ﬁgures show the same
variables in the RunIIb muon channel.
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Figure 4.14: The upper six ﬁgures show the HT , pT (j, j), ∆φ(j, j), ∆η(j, j), ∆R(j, j) and Mj j
distributions for the leading and second leading jet, in the 2 jets RunIIb electron channel. The




Our selection being done and validated by a good description of the data by the simulation, the
event yields are given in Tables 4.11–4.12.
The number of events in the electron is systematically higher than in the muon channel due
to the loss of acceptance from the “phi-hole” and a smaller pseudorapidity coverage than in the
electron channel. Another noticeable diﬀerence between the two lepton ﬂavors is the rate of multijet
events which is higher in the electron since photons add a contribution of objects potentially as
electrons. Moreover, the multijet background in the electron channel is higher in RunIIb due to
the instantaneous luminosity increase, which impacts isolation performances. Since more jets are
produced at high luminosity, semi-leptonic decays of jets will bring more fake isolated muons or jets
and photons misidentiﬁed as electrons.
At this stage of the analysis, the S/B ratio is about 1/4000, the dominant background Wjj
representing about 2/3 of the sample in the 2 jets channels. The next step which will be described
will focus on reducing the contribution from light jets and multijet backgrounds and enhancing the
signal content in the sample.
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W (e) + 2 jets W (µ) + 2 jets W (e) + 3 jets W (µ) + 3 jets
WH 3.01± 0.33 2.45± 0.27 0.68± 0.08 0.58± 0.07
WW 266.45± 29.31 222.96± 24.53 60.13± 6.61 52.53± 5.78
WZ 43.96± 4.84 37.14± 4.09 10.95± 1.20 9.13± 1.00
ZZ 2.43± 0.27 2.14± 0.24 1.55± 0.17 0.60± 0.08
Wbb¯ 358.68± 71.74 316.62± 63.32 94.5± 18.90 89.63± 17.93
Zbb¯ 16.84± 3.37 8.93± 1.79 6.53± 1.31 3.01± 0.60
Wcc¯ 856.02± 171.20 771.01± 154.20 243.43± 48.69 237.63± 47.53
Zcc¯ 30.84± 6.17 21.37± 4.27 13.62± 2.72 6.84± 1.37
tt¯ 126.57± 17.72 80.29± 11.24 201.56± 28.22 151.45± 21.20
Single top 62.13± 8.08 52.35± 6.81 18.01± 2.34 15.48± 2.01
Multijet 2048.58± 184.37 457.19± 41.15 662.18± 59.60 132.01± 11.88
W+ jets (light) 8225.6± 740.30 7406.36± 666.57 1360.77± 122.47 1365.48± 122.89
Z+ jets (light) 373.89± 33.65 178.64± 16.08 83.77± 7.54 36.20± 3.26
Total expectation 12412.00 (n.t.d.) 9555.00 (n.t.d.) 2757.00 (n.t.d.) 2100.00 (n.t.d.)
Observed Events 12412 9555 2757 2100
Table 4.11: Summary table for the 2 jets and 3 jets ﬁnal states for RunIIa. Observed events
in data are compared to the expected numbers before tagging. The signal expectation is for
MH = 115 GeV. Quoted errors are from statistical source only. “n.t.d.” stands for “normalized to
data”.
W (e) + 2 jets W (µ) + 2 jets W (e) + 3 jets W (µ) + 3 jets
WH 10.66± 1.17 8.18± 0.90 2.14± 0.24 1.68± 0.19
WW 819.06± 90.10 628.50± 69.14 176.06± 19.37 118.03± 12.98
WZ 134.36± 14.78 107.17± 11.79 32.84± 3.61 20.33± 2.24
ZZ 5.03± 0.55 7.95± 0.88 1.86± 0.22 1.90± 0.22
Wbb¯ 1099.18± 219.84 963.55± 192.71 256.11± 51.22 224.08± 44.82
Zbb¯ 31.25± 6.25 33.75± 6.75 9.51± 1.90 9.64± 1.93
Wcc¯ 2637.17± 527.43 2035.37± 407.07 710.24± 142.05 489.05± 97.81
Zcc¯ 60.86± 12.17 73.94± 14.79 22.09± 4.42 19.38± 3.88
tt¯ 496.90± 69.57 336.94± 47.17 681.66± 95.43 518.42± 72.58
Single top 196.40± 25.53 165.66± 21.54 53.03± 6.89 46.48± 6.04
Multijet 8319.60± 748.76 1477.89± 133.01 2084.97± 187.65 353.38± 31.80
W+ jets (light) 23416.9± 2107.52 20357.1± 1832.14 3458.06± 311.23 3112.87± 280.16
Z+ jets (light) 496.15± 44.65 615.15± 55.36 93.57± 8.42 96.44± 8.68
Total expectation 37713.00 (n.t.d.) 26803.00 (n.t.d.) 7580.00 (n.t.d.) 5010.00 (n.t.d.)
Observed Events 37713 26803 7580 5010
Table 4.12: Summary table for the 2 jets and 3 jets ﬁnal states for RunIIb. See caption of
Table 4.11.
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4.9 b-tagging applied in the WH analysis
The main characteristic of a low mass Higgs boson is its resonant decay in bb¯. By identifying
both jets as originating from b quark, one can signiﬁcantly increase the sensitivity of the search in
the WH → ℓνbb¯ channel. By requiring 2 b-tagged jets (also referred as double-tagged events),
the dominant V+ light jets (V = W or Z) can be reduced, as well as the V + cc¯ and multijet
backgrounds. The remaining dominant backgrounds are V + bb¯ and tt¯.
By requiring 2 b-tagged jets, the light jets background can be signiﬁcantly reduced. In order to
keep as much signal events passing the NN b-tagger requirements as possible, the relatively loose
operating point OldLoose is chosen. Since the single b-tagged sample has a higher contamination
from light jets backgrounds, the Tight NN b-tagger operating point is optimal in order to improve
the signal sensitivity by reducing multijet and light jets backgrounds.
Although the OldLoose operating point has an overall eﬃciency close to 60% and fake rate
of about 1.7% for jets in the central calorimeter, one can still increase the signal acceptance by
requiring only one b-tagged jet, analyzed in a separate channel, if not fulﬁlling the double-tag re-
quirements. This orthogonal sample has a reduced sensitivity compared to the double-tag sample,
but can provide in addition about 10% sensitivity. However the background rate is still high and
the dominant backgrounds are events containing heavy ﬂavor jet such as V + bb¯, V + cc¯ and tt¯,
but the V + light jets remains the most important one.
The same b-tagging requirements are applied to both data and simulation. Only the 2 leading
jets are considered as taggable. If both jets satisfy the OldLoose requirements, it is tagged, an
event enters the double b-tagged sample. If not, one require one jet with a Tight NN b-tagger
cut to populate the orthogonal single b-tagged sample. If such a jet is not found, the event is
dismissed, and will not be considered downstream the analysis.
The following procedure is applied to MC in order to take in consideration the diﬀerence with
data due to detector simulation and correct the tagging eﬃciency in simulation:
• Since taggability is higher for MC than data due to tracking diﬀerences in simulation, the
taggability in simulation is corrected.
• The b-tagging eﬃciency scale factors are applied to MC.
Each step of the procedure will be described in this section.
4.9.1 Taggability scale factors
Since the detector isn’t perfectly modeled in the simulation, taggability is aﬀected by this diﬀerence
and is higher for MC than in data. If no correction is applied at the analysis level, one would observe
higher yields in MC than in data. Therefore, one need to take into account this diﬀerence and
accordingly correct the MC to match the data. A taggability scale factor is measured withW+2 jets
events and parametrized as function of jet η (and jet pT for RunIIa only, since no dependency is
found for RunIIb ) in 4 regions of vertex position along the z direction (−40 < zvtx < −30 cm,
−30 < zvtx < 0 cm, 0 < zvtx < 30 cm and 30 < zvtx < 40 cm). It is computed by taking the
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ratio of taggability in data to taggability in simulation. The parametrizations are shown for RunIIb
(Figures 4.15).
The procedure employed is checked to be correct by performing a closure test. The ratio of the
data taggability divided by the simulated taggability corrected by the scale factor is plotted, as a
function of pjetT and η
jet . If the simulation has been corrected properly in all kinematic and spatial
regions, the result must be ﬂat, at unity. The result is shown in Figures 4.16, for both the electron
and muon channels. The closure test ﬁt results are summarized in Table 4.13, which shows that
all closure test ﬁts are consistent with unity within 1σ.
-40 < zvtx < -30 cm -30 < zvtx < 0 cm 0 < zvtx < 30 cm 30 < zvtx < 40 cm
RunIIa
pT 1.002± 0.035 1.012± 0.013 1.003± 0.013 1.031± 0.039
η 1.000± 0.036 1.010± 0.010 1.001± 0.013 1.023± 0.039
RunIIb
pT 1.000± 0.025 1.001± 0.008 1.003± 0.008 1.020± 0.030
η 1.000± 0.024 1.001± 0.008 1.003± 0.008 1.015± 0.026
Table 4.13: Taggability closure test ﬁt results. Column headings show the range of primary vertex
z-values used for the ﬁt. Numbers represent the result of ﬁtting the ratio of data to taggability-
modiﬁed MC to a constant, with uncertainty.
4.9.2 b-tagging efficiency scale factors
Since the b-tagging eﬃciency is diﬀerent in data and simulation, this has to be corrected in the
simulation. b-tagging eﬃciency scale factors are provided by the b-ID group. These Tagging Scale





where εdata (εMC) is the eﬃciency in data (MC) which depends on the chosen operating point.
The DØ collaboration has developed a method to make an unbiased measure of the eﬃciency on
relying mainly on data. The so-called System8 method [104] makes use of samples having diﬀerent
b-jets composition. By using an independent tagger, the SLT tagger, one can form and resolve a
system of 8 equations with 8 unknowns. In the case of heavy ﬂavor jets (jets originating from b or
c quark), εdata,MC is their b-tagging eﬃciencies in data or MC. For light jets, this variable is the
mis-identiﬁcation rate in data or MC.
The TSFs are parametrized as function of pjetT in 3 calorimeter regions (CC, ICR and EC), for
each b-ID operating point. There are also diﬀerent according to the jet ﬂavour. An example of
the TSF for b-jets is given in Figures 4.17a and 4.17b.
These scale factors are applied on tagged events as follows:
The scale factor weight for double tagged events, DTweight is
DTweight = TSFj1 × TSFj2 (4.16)
where TSFj1 and TSFj2 are the scale factors for the leading and second leading jet, respectively,
parameterized in pT , η and jet ﬂavor of the jet.
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where ST STeventweight is the event weight calculated for the single exclusively tagged event, and
STDTeventweight is the contribution from double tagged events that can migrate (due to the scale
factor) into the single tagged sample. The single tagged event weights are calculated as
ST STeventweight = TSFj (4.18)
where SFj is the scale factor for the tagged jet in the single tagged event. The scale factor for
the other jet to migrate below the operating point of double tagged sample is given by:
STDTeventweight = (1− SFDTj )× SFj . (4.19)
where SFj is the scale factor of the single tag operating point and SFDTj¯ is the scale factor for
the jet with the double tagged operating point. The migration from a double tagged event to a
single tagged event will happen if one jet fails to be tagged, in which case a factor of (1− SFDTj )
from the other jet will be applied. This parametrization is valid only for the case where the double
tag operating point is looser than the single tag operating point (which is the case in this analysis,
OldLoose for double tag and Tight for single tag).
The total b-tagging scale factors corresponds to the product of the b-ID scale factor and the
taggability scale factors. A simple example is presented in [105].
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Figure 4.15: Jet taggability scale factors for muon channel as a function of pjetT ((a), (b), (c) and
(d)) and ηjet ((e), (f), (g) and (h)) from the data and simulated samples of the RunIIb analysis.
The parameterizations are shown for (a,e) −40 < zvtx < −30 cm,(b,f) −30 < zvtx < 0 cm, (c,g)
0 < zvtx < 30 cm and (d,h) 30 < zvtx < 40 cm. The black line represents the nominal ﬁt and the
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(d) Taggability closure test results vs. ηjet for RunIIb
Figure 4.16: Taggability closure test results, for RunIIa (a,b) and RunIIa (c,d), parametrized in
pjetT and η
jet for the −40 < zvtx < −30 cm, −30 < zvtx < 0 cm, 0 < zvtx < 30 cm, and
30 < zvtx < 40 cm bins (from left to right). The black line represents the ﬁt to a constant.
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(a) OldLoose operating point.
(b) Tight operating point.
Figure 4.17: b-jet eﬃciency measured in data (green) and MC (red) along with the data/MC scale
factor (blue) as a function of jet pT in the CC (top left), ICR (top right) and EC (bottom left)
and as a function of η (bottom right), for the OldLoose operating point 4.17a and Tight operating
point 4.17b.
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4.9.3 Post b-tagging results
After correcting the taggability and b-tagging eﬃciency in the simulation, data and simulation are
compared with all corrections previously discussed: eﬃciency correction for objects reconstruction,
reweighting of kinematic distributions, experimental and theoretical scale factors. A summary of
event yields in given in Tables 4.14–4.17.
Distributions for jet related variables are shown in Figures ??–4.21, with the signal contribution
magniﬁed by a factor 10.
One can observe that after b-tagging being applied, the expectation from MC agrees well with
data, either in terms of number of events, within the statistical uncertainty, or distribution shapes.
Considering ﬁrst the 2 jets channels, the dominant backgrounds are Wjj and multijet events in
the single b-tagged electron channel (the ratio between the expected number of Wjjand Multijet
events is close to 1 compared to the pre-tag level which was about 3), as opposed to the muon
channel where the multijet background has a lower rate. Even if Wjj is still the main background,
requiring only one jet to be b-tagged lowers its rate by a factor 50.
After requiring 2 b-tagged jets, the background composition changes accordingly to the b quark
content and cross section of the processes. Therefore, the Wbb¯ and tt backgrounds become
dominant.
To illustrate the power of the b-tagger tool employed, one can notice that the expectation from
single top processes is of the same amount as the Wjj process which has a cross section about
6000 times higher: starting from the pre-tag sample, the associated production of W and light jets
is reduced by a factor 1000.
For the 3 jets channel case, higher multiplicities backgrounds dominates, clearly visible as the
tt represents about 2/3 of the total background expectation.
In total, about 19 signal events are expected after combining all channels for MH = 115 GeV.
The following step in the analysis will be to separate the signal from background contributions in
order to increase the discriminating power of the analysis.
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W (e) + 2 jets W (µ) + 2 jets
(1 b jet) (2 b jets) (1 b jet) (2 b jets)
WH 1.25± 0.14 0.73± 0.08 1.02± 0.11 0.62± 0.07
WW 13.35± 1.47 0.36± 0.12 10.50± 1.16 0.21± 0.22
WZ 4.79± 0.53 2.17± 0.24 3.86± 0.43 1.89± 0.21
ZZ 0.29± 0.07 0.07± 0.14 0.23± 0.06 0.11± 0.10
Wbb¯ 124.26± 24.85 33.59± 6.72 107.56± 21.51 29.93± 5.99
Zbb¯ 5.38± 1.08 0.63± 0.14 3.26± 0.65 0.58± 0.13
Wcc¯ 68.07± 13.61 5.31± 1.06 54.81± 10.96 4.76± 0.95
Zcc¯ 2.07± 0.42 0.04± 0.25 1.38± 0.28 0.06± 0.32
tt¯ 51.97± 7.28 20.53± 2.87 32.97± 4.62 13.37± 1.87
Single top 26.39± 3.43 6.65± 0.86 22.54± 2.93 5.50± 0.72
Multijet 76.76± 6.91 5.07± 0.47 38.55± 3.47 1.74± 0.20
Wjj 141.73± 12.76 2.11± 0.19 122.56± 11.03 4.04± 0.38
Zjj 4.58± 0.42 0.19± 0.28 2.83± 0.26 0.00± 0.00
Total expectation 519.62± 32.90 76.73± 7.46 401.05± 27.37 62.19± 6.41
Observed Events 479 74 400 62
Table 4.14: Summary table for the 2 jets ﬁnal state for RunIIa. Observed events in data are
compared to the expected number of W+ 2 jet, with one and two b-tagged jets. The signal
expectation is for MH = 115 GeV. Quoted errors are from statistical source only.
W (e) + 3 jets W (µ) + 3 jets
(1 b jet) (2 b jets) (1 b jet) (2 b jets)
WH 0.29± 0.03 0.09± 0.03 0.24± 0.03 0.09± 0.04
WW 2.91± 0.32 0.11± 0.21 3.16± 0.35 0.07± 0.41
WZ 1.18± 0.14 0.37± 0.11 0.98± 0.12 0.26± 0.10
ZZ 0.13± 0.10 0.02± 0.32 0.06± 0.11 0.02± 0.23
Wbb¯ 28.47± 5.69 4.69± 0.94 26.55± 5.31 3.58± 0.72
Zbb¯ 1.90± 0.38 0.26± 0.10 1.00± 0.20 0.21± 0.10
Wcc¯ 17.65± 3.53 1.42± 0.28 15.62± 3.12 1.07± 0.23
Zcc¯ 0.84± 0.18 0.01± 0.44 0.68± 0.17 0.00± 0.00
tt¯ 82.52± 11.55 22.07± 3.09 63.09± 8.83 16.97± 2.38
Single top 7.27± 0.95 1.60± 0.21 6.34± 0.82 1.40± 0.18
Multijet 30.13± 2.71 1.70± 0.22 11.28± 1.02 0.63± 0.23
Wjj 22.29± 2.01 0.33± 0.03 21.32± 1.92 0.95± 0.09
Zjj 1.14± 0.13 0.03± 0.44 0.78± 0.12 0.01± 0.63
Total expectation 196.43± 13.81 32.60± 3.26 150.85± 11.02 25.17± 2.52
Observed Events 178 32 137 25
Table 4.15: Summary table for the 3 jets ﬁnal state for RunIIa dataset. Observed events in data
are compared to the expected number of W+ 3 jet, with one and two b-tagged jets. The signal
expectation is for MH = 115 GeV. Quoted errors are from statistical source only.
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W (e) + 2 jets W (µ) + 2 jets
(1 b jet) (2 b jets) (1 b jet) (2 b jets)
WH 4.21± 0.46 2.83± 0.31 3.23± 0.36 2.32± 0.26
WW 48.56± 5.34 1.77± 0.26 41.76± 4.59 1.73± 0.29
WZ 15.30± 1.68 7.47± 0.82 12.67± 1.39 6.24± 0.69
ZZ 0.56± 0.11 0.25± 0.17 0.72± 0.11 0.22± 0.14
Wbb¯ 385.74± 77.15 117.8± 23.56 348.44± 69.69 101.54± 20.31
Zbb¯ 10.09± 2.02 2.13± 0.43 11.89± 2.38 3.05± 0.61
Wcc¯ 258.79± 51.76 22.59± 4.52 207± 41.40 22.68± 4.54
Zcc¯ 5.33± 1.07 0.83± 0.23 7.11± 1.42 0.65± 0.22
tt¯ 196.71± 27.54 84.47± 11.83 135.36± 18.95 58.69± 8.22
Single top 82.81± 10.77 25.35± 3.30 71.32± 9.27 20.76± 2.70
Multijet 397.26± 35.75 39.65± 3.57 149.89± 13.49 10.00± 0.90
Wjj 535.17± 48.17 25.36± 2.28 457.24± 41.15 24.67± 2.22
Zjj 15.50± 1.40 0.65± 0.44 10.42± 0.94 0.45± 0.62
Total expectation 1951.82± 114.69 328.31± 27.30 1453.81± 94.49 250.68± 22.68
Observed Events 2002 325 1435 248
Table 4.16: Summary table for the 2 jets ﬁnal state for RunIIb. Observed events in data are
compared to the expected number of W+ 2 jet, with one and two b-tagged jets. The signal
expectation is for MH = 115 GeV. Quoted errors are from statistical source only.
W (e) + 3 jets W (µ) + 3 jets
(1 b jet) (2 b jets) (1 b jet) (2 b jets)
WH 0.86± 0.10 0.37± 0.05 0.69± 0.08 0.30± 0.05
WW 10.82± 1.19 0.00± 0.00 7.19± 0.80 0.05± 0.51
WZ 4.25± 0.47 0.95± 0.16 2.84± 0.32 0.67± 0.16
ZZ 0.19± 0.17 0.05± 0.35 0.18± 0.17 0.05± 0.37
Wbb¯ 78.68± 15.74 14.32± 2.86 72.93± 14.59 11.72± 2.34
Zbb¯ 2.81± 0.56 0.37± 0.15 2.74± 0.55 0.47± 0.15
Wcc¯ 64.89± 12.98 4.38± 0.88 39.68± 7.94 4.89± 0.98
Zcc¯ 1.80± 0.37 0.01± 0.50 1.79± 0.37 0.35± 0.31
tt¯ 274.84± 38.48 77.33± 10.83 212.20± 29.71 59.69± 8.36
Single top 20.93± 2.72 5.45± 0.71 19.04± 2.48 4.57± 0.59
Multijet 109.62± 9.87 7.36± 0.67 34.52± 3.11 2.99± 0.28
Wjj 88.56± 7.97 7.18± 0.66 74.49± 6.70 3.55± 0.35
Zjj 0.29± 0.36 0.00± 0.00 1.46± 0.29 0.00± 0.00
Total expectation 657.70± 45.48 117.41± 11.30 469.05± 34.94 89.01± 8.77
Observed Events 671 125 477 119
Table 4.17: Summary table for the 3 jets ﬁnal state for RunIIb. Observed events in data are
compared to the expected number of W+ 3 jet, with one and two b-tagged jets. The signal
expectation is for MH = 115 GeV. Quoted errors are from statistical source only.
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Figure 4.18: The upper six ﬁgures show the pjet1T , p
jet2
T , HT , η
jet1 , ηjet2 and ∆R(j, j) distributions
in the 2 jets RunIIb electron channel with 1 b-tagged jet. The bottom six ﬁgures show the same
variables in the muon channel.
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Figure 4.19: The upper six ﬁgures show the pjet1T , p
jet2
T , HT , η
jet1 , ηjet2 and ∆R(j, j) distributions
in the 2 jets RunIIb electron channel with 2 b-tagged jets. The bottom six ﬁgures show the same
variables in the muon channel.
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Figure 4.20: Dijet invariant mass distributions in the RunIIb electron channel, for the 2 (top ﬁgures)
and 3 jets (bottom plots) channels with one (left) or two (right) b-tagged jets.
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Figure 4.21: Dijet invariant mass distributions in the RunIIb muon channel, for the 2 (top ﬁgures)
and 3 jets (bottom plots) channels with one (left) or two (right) b-tagged jets.
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5
Multivariate classification, limit derivation and results
for the WH analysis
The search for the WH → ℓνbb¯ signal is characterized by a S/B ratio of about 1/3500 before
applying b-tagging. The sensitivity is improved after both leading jets being identiﬁed as b-jets,
S/B increases to 1/100. One method to further increase the sensitivity is to provide maximal
discrimination between signal and background events. These discriminating distributions are then
used to extract the limits. A common method is to make use of multivariate analysis techniques,
which combine information from several observables into a single discriminant distribution. This
method is intended, in case of no signal excess being observed, to provide the most stringent limit
on the pp¯ → WH → ℓνbb¯ production.
Such techniques are widely and successfully used, not only in the DØ experiment. A previous
iteration of the WH analysis [103] made use of the neural network technique and a sensitivity
improvement of about 10% has been reached, with respect to the limit extraction from the dijet
invariant mass which the most discriminating single variable in this search. Moreover, a more recent
technique, the Random Forest method, has been introduced [106] and additional 15% improvement
in the results is observed with respect to the previously mentioned result.
From Section 4, it has been observed that an overall good data to Monte Carlo agreement
is achieved. However, a coherent choice of input variables to the Random Forest discriminator
has to be made since some of the distributions may not be perfectly described by simulation, or
variables which don not provide discriminating power may be discarded. A study has been carried
to determine which variables to be used in the Random Forest has been carried by evaluating the
Kolmogorov-Smirnov statistical test [107, 108, 109]. This allows to check the compatibility in
shape between data and simulation distributions for a given variable. This optimization leads to
the list of variables given in Table 5.1. Scaled to the same luminosity, an improvement greater
than 10% is achieved with respect to the previous result of the WH analysis, which was based on
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the neural network technique.
Due to low statistics samples, especially after b-tagging is applied, systematic uncertainties
determination may suﬀer from large unphysical ﬂuctuations. A coherent treatment has been devel-
oped and systematic uncertainties obtained by this method are used for the evaluation of the result.
In this section, the principle and usage in the WH analysis of the Random Forest technique will
be described. Then, the limit setting procedure and the systematic uncertainties treatment will be
detailed and ﬁnally, the results obtained for WH analysis will be presented.
5.1 Improving sensitivity using a Random Forest
A multivariate analysis technique (MVA), namely a neural network, has already been used in a
previous publication of the WH → ℓνbb¯ analysis, instead of using the dijet mass distribution to set





for events characterized by N observables ~x = {x1, . . . , xN}, S(~x) (B(~x)) being the signal (back-
ground) probability function in the {x1, . . . , xN} space.
The diﬀerences between diﬀerent MVAs are how many variables they can be fed with, how well
they can handle correlations between them and ﬂexibility of the training algorithms.
Sensitivity improvement studies have been conducted in the WH analysis and a new method
based on Decision Trees has been introduced, the Random Forest. Diﬀerent software provide the
usage of this technique, the one used here is from the StatPatternRecognition package [110]. More
details on Random forests can be found in [111]. This technique has successfully been used for the
ﬁrst evidence of Diboson (WW , WZ, ZZ) production in the ℓνj j decay mode at DØ [112, 113].
The principle of Random Forests will be explained, the choice of input variables and a rebinning
procedure introduced to reduce possible statistical ﬂuctuations will then be detailed.
5.1.1 Principle of a Random Forest
The purpose of multivariate techniques is to provide the best discrimination between two populations
of events, based on characteristics or variables describing those events. In the case of the WH
analysis, the populations one wants to separate are WH + ZH signal events sample from the
background events sample, using a set of variables x .
The Random Forest technique (RF) relies on a set of decision trees. A decision tree consists
of successive cuts on chosen variables, as shown on Figure 5.1. Each cut on a variable is denoted
as a “node”. A cut value is optimized, if a given event satisﬁes or not the condition at a node, this
process will be repeated until a criteria is fulﬁlled, the ﬁnal node of a decision tree is also called a
“leaf”. Two diﬀerent types of leaves are deﬁned, either signal-like or background-like. The Random
Forest is a collection a decision trees, each one built independently.
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Figure 5.1: Schematic view of a decision tree.
The discrimination power of the method is obtained after a training phase being performed.
The training phase consist of building decision trees, choose the discriminating variables on which
cuts will be performed at each node and adjust the the cut values.
The total event sample passing all selection criteria is split in two subsamples. One subsample
is used for training, the other one is only used for analysis after removing the training events in
order to avoid any bias in the case the RF is ”overtrained” on the training sample.
The drawback of using a single decision tree is that terminal nodes could suﬀer from very
low statistics, causing instability when the method would be applied on an independent sample of
events. The training procedure relies on three main parameters:
• N, the number of input variables
• S, the maximum number of input variables per tree
• n, the number of trees in the forest
• ℓ, the minimum leaf size.
The RF training algorithm used is designed to randomly select S input variables that will be
used for the training of a decision tree, among the set of N training variables. Then, it will deﬁne
cut value for each chosen variable, by maximizing the cross-entropy criteria used as ﬁgure of merit,
deﬁned as Q(p) = −p ln(p) − (1 − p) ln(1 − p), where the purity p = signal events in the leafal l events in the leaf . A
parent node with W events and correctly classiﬁed p×W events is split into two daughters nodes
if WQ(p) < W1Q(p1)+W2Q(p2). This optimization is performed by considering all possible splits
until this relation can not fulﬁlled anymore. The growth of the decision tree then stops. Another
stopping criteria is determined by the minimal number of events per tree node ℓ. The overtraining
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of the method is sensitive to this parameter, if it chosen to be small compared to the size of the
training sample. The smaller this value is, the deeper decision trees can be grown. In the training
phase, one can then end up with very high purity leaves, which can have only few events and
introduce a bias since statistical ﬂuctuations can arise when evaluating the output of the RF.
The tree continues making new nodes until it is composed of leaves only (nodes that cannot
be split without a decrease in the ﬁgure of merit and nodes that cannot be split because they have
too few events).
n decision trees are built using the same scheme, each time using a random subset of the
training sample. Such treatment allows to take into account as much as possible correlations
between variables. Therefore, the training instabilities and sensitivity to weakly discriminating
variables is reduced. For a given event, the response of a decision tree is the purity p of the leaf
where the event will end up after satisfying the “yes/no” decisions at each node. The response of
the whole forest of decision trees is computed as the average response of every decision tree that
constitutes the RF.
Advantages of using Random Forests is that the training phase can be fast. Also, the robustness
introduced by the randomization of variable choice allows to a large number of input variables and
the averaging of the response of each decision tree makes this method beneﬁt of robustness against
overtraining.
5.1.2 Input variables and training parameters
The dijet invariant mass is the most discriminating single variable of the analysis. Previous searches
in theWH channel made use of neural networks, by discriminating the signal only from the dominant
background after b-tagging, Wbb¯. By relying on the robustness of the RF technique, one can
choose an extended set of input variables and train the discriminant against all physical backgrounds
at the same time, hence making use of higher statistics in the training phase. The training on the
on mixture of background samples is possible since this technique the correlations between input
variable are handled eﬃciently, therefore this technique is able to isolate regions in the input variables
phase space, where, potentially, diﬀerent backgrounds will be located.
All events used for training are satisfying the WH selection criteria and all previously discussed
corrections have been applied. The list of the 20 input variables used in the Random Forest is given
in Table 5.1. Variables having a discriminating shape are chosen, with the condition of having a
good agreement between data and simulation.
The aplanarity [115] reﬂects the isotropy of an event and its value ranges between 0 and 0.5.
Large values correspond to spherical events, while small values correspond to planar events. While
tt ﬁnal states are more spherical, as is typical for decay of massive objects, W+jets and multijet
events tend to be more planar. It can be interpreted as the transverse momentum component out
of the event plane.










where k runs over the jets and charged lepton in the event, and pki is the i-th 3-momentum compo-
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Variable Deﬁnition
pT (j1) Leading jet pT
pT (j2) Sub-leading jet pT
E(j2) Sub-leading jet energy
∆R(j1,j2) ∆R between jets
∆φ(j1,j2) ∆φ between jets
∆φ(j1, ℓ) ∆φ between lepton and leading jet
pT (dijet system) pT of dijet system
mj j Dijet invariant mass
pT (ℓ- 6ET system) pT of W candidate
6ET Missing transverse energy
A Aplanarity of the event, deﬁned from the normalized momentum tensor (Eq. 5.1)√
sˆ Invariant mass of the ν+ℓ+dijet system
∆R(dijet, 6ET ) ∆R between the dijet system and W candidate
MWT Lepton- 6ET transverse mass
HT Scalar sum of the transverse momenta of all jets in the event
HZ Scalar sum of the longitudinal momenta of all jets in the event
cos θ∗ Cosine of angle between W candidate and beam direction
in the zero-momentum frame [114] (see Figure 5.2)
cosχ Cosine of angle between the lepton and the rotated vectorial sum of b quarks
in the production plane [114] (see Figure 5.2)
Table 5.1: List of RF input variables, where j1 (j2) refers to the jet with the highest (second
highest) pT .
nent of the k-th physics object. The diagonalization of M yields three eigenvalues λ1 ≥ λ2 ≥ λ3,
with λ1 + λ2 + λ3 = 1. The aplanarity is then deﬁned as A = 32λ3.
For both
√
sˆ and ∆R(ℓ− 6ET ) there are two inputs for each event, corresponding to the
two solutions for the neutrino z-momentum pzν. The longitudinal component of the neutrino
momentum is reconstructed by imposing MW = 80.398 GeV. Both real solutions for the pz of
the neutrino are considered and complex solutions are discarded. These solutions are obtained by




















The cos θ∗ and cosχ variables are aimed to discriminate pairs of b jets decaying from spin-0
or spin-1 particles, providing discrimination between Wbb¯ and WH processes. It make use of spin
angular correlations observables of the ﬁnal state particles. The angle θ∗ is the angle between the
u-quark and the W candidate in the zero momentum frame. The angle χ is the angle between
the rotated bb¯ system in the production plane and the lepton in the W candidate rest frame (see
Figure 5.2). More details can be found in [114].
The reader can refer to Appendix D to see the input variables distributions to the RF. The
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Figure 5.2: Schematic view of the angle θ∗ (left ﬁgure) in the zero momentum frame and χ in the
production plane (right ﬁgure). Figures are taken from [114].
choice of the input variables is made on their discriminant power and whether the simulation de-
scribes well the data distribution in order to avoid undesirable artifacts at the limit setting level.
The Random Forest is trained separately for each Higgs Boson mass hypothesis, from MH =
100 GeV to MH = 150 GeV by steps of 5 GeV since the kinematic properties of the signal vary as
function of its mass (The heavier the Higgs boson, the harder its decay products will be). For the
2-jet channels, electron and muon channels and RunIIa and RunIIb periods are trained separately.
For the 3-jet channels, RunIIa and RunIIb samples are combined in order to have suﬃcient statistics
in the training samples to perform the training of the RF. The training parameters n and ℓ are
given in Table 5.2, S being set to 13 for all channels. This tune of parameters is chosen after
optimization.
Sample
Single tag Double tag
n ℓ n ℓ
RunIIa e 2-jet 70 1000 100 300
RunIIa µ 2-jet 70 500 200 300
RunIIb e 2-jet 50 400 50 150
RunIIb µ 2-jet 50 300 50 150
RunIIa+RunIIb e 3-jet 70 1500 70 850
RunIIa+RunIIb µ 3-jet 70 1500 70 750
Table 5.2: RF training parameters : Number of trees n and minimum leaf size ℓ for all channels.
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5.1.3 Rebinning of the Random Forest output
To avoid statistical ﬂuctuations in the limit setting procedure, a procedure is introduced in order
ensure that enough Monte Carlo events populate each bin of the RF distributions. This ensures
that the background modeling describes well the ﬁnal discriminant output. Histograms are initially
made with 1000 bins and are then rebinned to 24 bins such that each bin contains a statistically
signiﬁcant estimate of the data.







where µB (µS+B) is the total expected background (signal + background) yield and σB (σS+B)
is the statistical uncertainty of that background (signal + background) expectation, calculated as√
Σw2i over the weights, wi , for contributing events. After the highest bin is calculated in this
manner, the remaining bins in the original RF output distribution are divided equally as a function
of RF output into the other 23 bins of the ﬁnal discriminant.
The value of σB/µB (σS+B/µS+B) in Equation 5.3 can be understood as representing the
inverse of the statistical signiﬁcance of the background (signal plus background) away from zero, in
standard deviations. The choice of µB and µS+B conditions in Equation 5.3 are made to ensure that
a single high-statistics background sample does not dominate the choice of binning by giving a high
statistical signiﬁcance to a very low expected yield. Separate conditions on the background-only
and signal-plus-background samples allows for the possibility of having a high signal-to-background
ratio while maintaining a reasonable statistical understanding of the background. The choice of
rebinning parameters introduces no bias in the ﬁnal limit, as shown in Figure 5.3. One can see that
the expected limit is stable according to the rebinning parameter choice.
Single and double tag Random Forest output distributions are shown for all channel in Figure 5.4
for RunIIa electron channel, Figure 5.5 for RunIIb electron channel, Figure 5.6 for RunIIa muon
channel and Figure 5.7 for RunIIb muon channel. These ﬁgures are shown after passing the
rebinning algorithm has been applied.
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Higgs mass














































Figure 5.3: Eﬀect of diﬀerent choices of the σS+B/µS+B RF rebinning parameter on the expected
limit as function of MH. Variation of the expected limit (y-axis) is expressed as the ratio of
the expected limit without systematics obtained from an RF distribution rebinned according to
the σS+B/µS+B value shown in the legend to the expected limit obtained from rebinning the RF
distribution using the nominal σS+B/µS+B choice of 0.2 (green line). Diﬀerent choices of rebinning
parameters lead to a similar result within 5%.
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ST RF discriminant for mH=115GeV 






DT RF discriminant for mH=115GeV 













ST RF discriminant for mH=115GeV 











DT RF discriminant for mH=115GeV 








Figure 5.4: Random Forest output distributions shown separately for RunIIa electron, with 1 b-
tagged jet(left ﬁgures) and 2 b-tagged jets (right ﬁgures), for the 2-jets (upper row) and 3-jets
channel (bottom row).
153
CHAPTER 5. MULTIVARIATE CLASSIFICATION, LIMIT DERIVATION AND RESULTS FOR
THE WH ANALYSIS
ST RF discriminant for mH=115GeV 






DT RF discriminant for mH=115GeV 










ST RF discriminant for mH=115GeV 








DT RF discriminant for mH=115GeV 






Figure 5.5: Random Forest output distributions shown separately for RunIIb electron, with 1 b-
tagged jet(left ﬁgures) and 2 b-tagged jets (right ﬁgures), for the 2-jets (upper row) and 3-jets
channel (bottom row).
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ST RF discriminant for mH=115GeV 






DT RF discriminant for mH=115GeV 









ST RF discriminant for mH=115GeV 








DT RF discriminant for mH=115GeV 






Figure 5.6: Random Forest output distributions shown separately for RunIIa muon, with 1 b-tagged
jet(left ﬁgures) and 2 b-tagged jets (right ﬁgures), for the 2-jets (upper row) and 3-jets channel
(bottom row).
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ST RF discriminant for mH=115GeV 









DT RF discriminant for mH=115GeV 









ST RF discriminant for mH=115GeV 






DT RF discriminant for mH=115GeV 







Figure 5.7: Random Forest output distributions shown separately for RunIIb muon, with 1 b-tagged
jet(left ﬁgures) and 2 b-tagged jets (right ﬁgures), for the 2-jets (upper row) and 3-jets channel
(bottom row).
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5.1.4 Random Forest distributions
The ﬁnal distribution for the RF discriminant forMH = 115 GeV, with combined RunIIa and RunIIb,
electron and muon channels, is shown on Figure 5.8 for the 2-jet channel and on Figure 5.9 for
the 3-jet channel. Distributions for all Higgs boson masses are given in Appendix E. On these
ﬁgures, all bins of the ﬁnal discriminant for each channel have passed the rebinning procedure but
this combination is presented with equal bin width. However, the content of each bin is set to
the same as the outcome of the rebinning step. Further on, equal bin width is kept for all ﬁnal
discriminant distributions, as well as distributions where systematic variations are evaluated, as it
will be seen in 5.2.2.
One can see, especially on Figure 5.8, the last bin of the distribution which is a very high WH
signal density region, where S/B is about 1/10 (distributions having equal bin size). Discriminant
distributions are then constructed, where most of the available event information, either kinematic
or topological, has been exploited. No signiﬁcant excess compatible with the presence of signal
being observed, the RF output is used to calculate the limit on the WH associated production.
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=115 GeVHST RF discriminant for m

























 L = 5.3 fb
 W + 2 jet / 1 b-tag
=115 GeVHDT RF discriminant for m

























 L = 5.3 fb
 W + 2 jet / 2 b-tag
=115 GeVHST RF discriminant for m




















 L = 5.3 fb
 W + 2 jet / 1 b-tag
=115 GeVHDT RF discriminant for m


















 L = 5.3 fb
 W + 2 jet / 2 b-tag
Figure 5.8: Random Forest output distributions for the combination of all 2-jet channels (e, µ,
RunIIa, RunIIb) for single tag (left) and double tag (right) in linear (upper row) and logarithmic
scale (bottom row).
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=115 GeVHST RF discriminant for m




















 L = 5.3 fb
 W + 3jet / 1 b-tag
=115 GeVHDT RF discriminant for m





















 L = 5.3 fb
 W + 3jet / 2 b-tag
=115 GeVHST RF discriminant for m



















 L = 5.3 fb
 W + 3jet / 1 b-tag
=115 GeVHDT RF discriminant for m



















 L = 5.3 fb
 W + 3jet / 2 b-tag
Figure 5.9: Random Forest output distributions for the combination of all 3-jet channels (e, µ,
RunIIa, RunIIb) for single tag (left) and double tag (right) in linear (upper row) and logarithmic
scale (bottom row).
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5.2 The CLs method
As seen in the previous section, the achieved MC background modeling is accurate, but unfortu-
nately, the expected WH → ℓνbb¯ signal yield is low after all selection criteria applied, S/B being of
the order of 1/100 after b-tagging in the most sensitive channel of the analysis. As detailed earlier,
a discriminant method is used in order to exploit all event informations to diﬀerentiate signal from
background events.
As no excess consistent with signal is observed, the shape of signal, background and data
are used to set expected limits and observed limits from data, after combining all 16 orthogonal
channels (e/µ, 2-jet/3-jet, single/double b-tagged jets, RunIIa/RunIIb).
The limit setting procedure, based on a semi-frequentist approach, is presented in Section 5.2.1.
In Section 5.2.2, the sources and determination of systematic uncertainties will be detailed as well
as their treatment in this last step of the analysis. Finally, results obtained for the search of the
WH → ℓνbb¯ signal will be presented in Section 5.3.
5.2.1 Principle of the method
Sensitivity estimator
All Higgs analyses and analyses aimed on searches of New Physics signatures at the DØ experiment
make use of the Collie software suite [116]. This package provides the tools to evaluate cross
sections or limits, based on the CLs method [117, 118]. This semi-frequentist method, designed
to simulate outcomes of repeated experiments, was introduced at LEP experiments and used for
their Higgs search program [119]. Its purpose is hypothesis testing, for two types of assumptions,
either data satisﬁes the background-only (or Test) hypothesis or the signal+background (Null)
hypothesis.
In order to evaluate and quantify which hypothesis is favoured for a given dataset, a test statistic
based on the likelihood ratio of both hypotheses Q = L(s)/L(s + b) is introduced. This sensitivity
estimator is aimed to exploit as best as possible the sensitivity power of a given distribution (i.e.
a ﬁnal discriminant distribution). These two hypotheses, drawn randomly from a Poisson parent
distribution are characterized by their expected numbers of signal (s), background (b) and observed
number of data or pseudo-data (d). The likelihood ratio can be written as
Q(s, b, d) =
e−(s+b)(s + b)d/d !
e−bbd/d !
(5.4)
In this deﬁnition, s and b are the expected number of signal and background from MC and d is
either the observed data or pseudo-data.
This test statistic can be easily expanded to combine separate channels or bins of an histogram
used as ﬁnal variable of an analysis by multiplying each contribution:
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e−(si j+bi j)(si j + bi j)di j/di j !













A more usual form can be used by transforming Q′ to the negative log-likelihood ratio Γ , also
denoted LLR:







si j − di j ln
(
1 + si j/bi j
))
(5.9)
In order to give a frequentist interpretation, many trials are repeated using pseudo-data for
the Test and Null hypotheses. Pseudo-data are generated by throwing random trials for a Poisson
distribution with a mean value di j given by the expected background or signal+background hypoth-
esis, where di j = si j + bi j for the Test hypothesis and di j = bi j for the Null hypothesis, for a given
bin i of the channel j . Probability Density functions (PDFs), denoted as PH, are then constructed
for a given hypothesis H from the sampling of the pseudo-data. It is done separately for the Test
(PS+B) and Null (PB) hypotheses.
Conﬁdence levels, interpreted as the probability to observe a deviation from a reference (i.e.
measured in data), are derived according to the chosen test statistic. Conﬁdence levels for both
hypotheses are computed as follows:












An example of the representation of the PDFs and conﬁdence levels can be seen in Figure 5.10.
In order to prevent biases that could arise by choosing the CLS+B to evaluate exclusion limits1,





The CLS estimator can be deﬁned for two cases:
1for instance if the data fluctuates down significantly below the background prediction, an example is given in
Reference ??
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Figure 5.10: Distributions of the PDFs Ps+b and Pb (respectively red and blue histograms) obtained
by replacing the observed data with the median background expectation and Γobs (black line).
The probability to observe a signal+background ﬂuctuation (or p-value for the S+B hypothesis)
corresponds to the integral of the shaded red region (CLS+B) and the p-value for a background-only
observation corresponds to the integral of the shaded blue region (1−CLB).
• CLexpS , obtained by making the assumption that the “data” corresponds exactly to the
background-only hypothesis (Γd in Equation 5.11 is equal to the median value of the LLRS+B)
• CLobsS , obtained from observation in data (Γd in Equation 5.11 is calculated from data
observation, di j is the bin content from each data histogram)
This procedure can be repeated over all the model parameters (for each Higgs boson mass point
sample in the case of the WH channel). An example of the representation of the median values of
Γs+b and Γb (and its associated ±1σ and ±2σ uncertainty bands) is shown on Figure 5.11. The
separation between Γs+b and Γb can be interpreted as the discriminating power of the analysis to
be able to separate the Test and Null hypotheses. Moreover, the value of Γobs relative to ΓS+B
and ΓB indicates whether the data distribution appears to be more signal-like or background-like
(in this case, data is visibly following the background-like hypothesis).
Handling of systematic uncertainties and profile likelihood ratio
The introduction of systematic errors is a parameter that has to be included in order to evaluate
the ﬁnal result in a proper manner. These uncertainties, also referred to as nuisance parameters,
are taken into account due to models having a limited accuracy of their description, as it will be
described later in Section 5.2.2.
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Figure 5.11: Example of the distributions of the median values of Γs+b, Γb with its associated ±1σ
and ±2σ uncertainty bands and Γobs (denoted as LLRs+b, LLRb and LLRobs on the ﬁgure), for
diﬀerent parameters of the model. On this ﬁgure, the data is the median of the background-only
model
Systematic errors undergo a bayesian treatment which can interpreted as a gaussian smearing
of the prediction. This is due to the fact that the predicted number of events per bin (for a given





1 + σki Sk
)
(5.13)
where pi is the nominal prediction, σki is the fractional change in the number of events for the
speciﬁed nuisance parameter k (or uncertainty scale) and Sk representing a stochastic variable. In
order to constrain to physical values, p′i has a lower bound of 0.
LLR distributions will become broader with a width proportional to the quadrature sum of
Poisson uncertainty and systematics uncertainty (σ2tot ∝ σ2Poisson + σ2systematics). This will have
the eﬀect of reducing the sensitivity of the analysis and can impact on the limit extraction.
Systematic errors can be of two kinds:
Flat systematics : the error is uniform across all bins of the ﬁnal distribution (σki is constant for
every bin i), only aﬀecting the rate of a process (for example the luminosity uncertainty),
Shape systematics : the scale of the uncertainty σki is diﬀerent for each bin of the ﬁnal distribu-
tion, therefore introducing a shape dependence.
In order to reduce the impact of nuisance parameters that could be overestimated (hence
reducing the sensitivity of the analysis), one can perform a ﬁt to the data for each hypothesis, by
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letting ﬂoat each event contribution of the analysis (either signal or background separately) within
its uncertainties. Systematic uncertainties are also ﬂoated within their gaussian prior. This method
is called profiling. A modiﬁed χ2 function is introduced for the application of this method A simple



































The proﬁling method consists in including gaussian priors for the systematic uncertainties by
rewriting Equation 5.14 as:


















. A full derivation can be found in Reference [120] Hence a general χ2 formula is obtained for a
given hypothesis as:












where p(H)′i is the expected number of events for a given hypothesis H in bin i (either si+bi for the
Test hypothesis or bi for the Null hypothesis), di is either from observed data or the pseudo-data
and θ represent the set of nuisance parameters associated to the hypothesis H.
Th S(H)2k term enforces a Gaussian constraint on nuisance parameter values (see Equa-
tion 5.17).
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The LLR test statistic is equivalent to the ∆χ2 after ﬁtting to data, deﬁned as






= −2 ln P (data|H1, θˆ1) + 2 ln P (data|H0, θˆ0) (5.21)
= ∆χ2 (5.22)

























after the χ2 for both hypotheses has been minimized independently by varying the nuisance param-
eters (namely Sk deﬁned in Equation 5.13) to give the best ﬁt of the model to the data.
θ1 represents the set of nuisance parameters for H1 , θ0 represents the set of nuisance param-
eters for H0 , θˆ1 represents the set of nuisance parameter values that maximize the likelihood for





0 represent the predicted numbers of events in bin i given θˆ1 and θˆ0




0 represent the central values of the nuisance
parameters as deﬁned by θˆ1 and θˆ0, respectively.
Systematic errors correlations among channels and samples are properly taken into account
during this ﬁtting procedure.
Limit calculation
This method provides a computation of the conﬁdence level for observing a signal excess in the
data. In order to quote a ”95% conﬁdence level” (C.L.) limit as it is usual in high energy physics is
to give, the Collie software will iteratively scale the signal rate s ∝ σsLǫs by increasing the signal
SM cross section σs by steps to reach σ95%s . Since the amount of signal impacts the CLS value,
this process will end when the condition
1− CLS ≥ 95% (5.25)
is fulﬁlled, where CLS can be either CL
exp
S (obtained by replacing the observed data with the median
background expectation) or CLobsS . Figure 5.12 shows the CLS value obtained as function of the
signal scaling factor, quoted as the 95% conﬁdence level limit in the analysis, after all channels
being combined.
5.2.2 Systematic uncertainties : sources and treatment
As emphasized in Section 5.2.1, systematic errors can be either ﬂat along the ﬁnal distribution used
for limit setting or shape dependent. So as to get shape systematics, the whole analysis is repeated
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Figure 5.12: CLS values obtained as function of the signal scaling factor. The observed (expected)
value is shown as the intersection of the black (red) ﬁtted dashed lines with CLS = 0.95. The
±1σ and ±2σ expected CLS curves are also obtained by varying the signal scaling factor, the
intersection with CLS = 0.95 being out of range of the plot.
by varying each source of uncertainty by ±1σ, where σ is the size of the uncertainty. For every
variation, the total normalization of backgrounds is preserved to be the same as in the nominal (or
no variation) case, letting the W+jets be adjusted to data as described in 4.7.2.
The Collie software takes as input the absolute value of the positive and negative fractional
deviations to the nominal distributions, ∆+i and ∆
−









where N(0σ) is the nominal case and N(±1σ) the ±1σ ﬂuctuation.
These variations are determined independently for each data-taking period, lepton channel and
number of jets in the ﬁnal state. The motivation to use shaped systematic errors is to allow the
ﬁtting in the proﬁle likelihood technique only in a reasonable amount, in order to not over-evaluate
the impact of systematic errors. It is also the most precise evaluation of systematic uncertainties,
compared to a ﬂat systematic which may cover the high signal density region.
Systematic uncertainties have diﬀerent sources:
Luminosity Two sources of uncertainty are consider for luminosity: one coming from the uncer-
tainty on the delivered integrated luminosity by the Tevatron (correlated with CDF) and
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another contribution from the DØ luminosity measurement. Both are considered as ﬂat
uncertainties.
Jet Energy Scale The JES uncertainty is evaluated by scaling the jet energy by the JES correction
shifted by ±1σ. Since. Since the jet energy changes, the jet acceptance is modiﬁed and
events can either pass or not the jet cut in the analysis depending if the jets energy is shifted
up or down. The ﬁnal distribution shape can therefore be modiﬁed. Moreover, events can
migrate between jet multiplicity channels. Let us consider an event with two jets passing the
pT > 20 GeV criteria and a third which does not fulﬁll this requirement. If the energy of the
third jet is shifted, the event can potentially migrate from the 2 jets channel to the the three
jets channel.
Jet Resolution As shown in Section 3.5.4, the jet resolution in Monte Carlo is adjusted to match
the data. The JSSR parameters are derived but are subject to uncertainties arising from
the procedure, such as error on ﬁts from statistical limitations or event selection applied
to extract the parameters. Similarly to the JES uncertainty, event migration can occur by
varying the parameters by ±1σ, hence it is a shaped systematic.
Jet identification For this type of error, only the negative fractional change is evaluated. Since
the random removal procedure is applied, jet scale factors can not be greater than 1. Indeed,
in case the case of scale factors greater than 1 if shifted up, jets can not be added in an event
(also called ”jet promotion”). Therefore, only negative systematic variations are considered.
Hence, for the treatment of the positive fractional change of this systematic error in the Collie
software is made by symmetrization of the negative systematic error. It is a shaped systematic
uncertainty for the same reason mentioned for the JES and jet resolution uncertainties.
Jet Vertex Confirmation Similarly to the jet identiﬁcation systematic error, only the negative
shaped fractional change of the systematic error is evaluated and symmetrized to evaluate
the positive fractional change.
Lepton identification Systematic errors for electron and muon identiﬁcation are of diﬀerent origins
since their identiﬁcation relies on diﬀerent detector properties.
Electron identification Systematic errors for electron identiﬁcation, reconstruction eﬃ-
ciency and energy smearing is obtained by varying by ±1σ systematic uncertainties for each
component, leading to a shaped systematic error.
Muon identification The muon identiﬁcation systematic error has three components: un-
certainty on the muon identiﬁcation eﬃciency, uncertainty on the track reconstruction eﬃ-
ciency, and the uncertainty on the muon isolation eﬃciency. Separate uncertainties in the
RunIIa [121] and RunIIb [45] samples are applied.
• Identification efficiency uncertainty: A 0.8% uncertainty in RunIIa and a 1.2% uncer-
tainty in RunIIb is applied. For RunIIb, an additional 2% systematic is applied for events
with muon pT < 20 GeV per the recommendation of the Muon ID group.
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• Track reconstruction efficiency uncertainty: A 2.3% uncertainty in RunIIa and a 1.4%
uncertainty in RunIIb is applied.
• Isolation efficiency uncertainty: A 3.8% uncertainty in RunIIa and a 0.9% uncertainty
in RunIIb is applied.
A ﬂat uncertainty is used.
ALPGEN reweightings Several systematic uncertainties arise from ALPGEN inaccuracy to model
the dominant V +jets backgrounds:
• A systematic uncertainty is evaluated for each kinematic reweighting for W/Z+jets
samples only. A function is ﬁtted and the uncertainty from the ﬁt (using the correlation
matrix from the ﬁt) is taken as systematic uncertainty for the η reweightings of the
leading and second leading jets as well as the reweighting of the ∆R between the two
leading jets (for details on reweighting see Section 4.5). In addition, standard DØ pVT
(V = W,Z) have a shaped uncertainty assigned.
• ALPGEN MLM matching parameters are varied. These changes impact the shape of the
dijet invariant mass distribution and are taken as ±1σ uncertainty bands. This shaped
systematic error impacts only W/Z+light jets samples. tt samples, also produced with
ALPGEN, are not aﬀected by this uncertainty even though they are produced using the
same generators. The reason is that jets from W decays in tt+0lp1 do not pass the
process of matching since they do not originate from a radiation. However, tt+nlp
(n =1,2) could be aﬀected by such systematic treatment, but the eﬀect is expected
to be small. More details on the determination of this uncertainty can be found in
Reference [122].
• DØ analyses use the same tuning of ALPGEN parameters at the parton-level. System-
atic uncertainties related to the ALPGEN event scale (kT and Q2) and the underly-
ing event modeling are introduced. The scale uncertainty is evaluated separately for
W/Z+light partons and W/Z+heavy partons. The underlying uncertainty is evaluated
on W/Z+light partons, and applied to all W/Z+jets. More details on the determination
of these uncertainties can be found in Reference [122].
The extraction of ALPGEN tunes related errors is detailed in [122].
Taggability As explained in 4.9.1, taggability scale factors are derived in the WH analysis. Un-
certainties from the ﬁt of the parametrization (shown as blue bands on Figures ??–4.15) are
propagated to the ﬁnal discriminant, giving a shaped uncertainty.
b-tagging efficiency The systematic uncertainty on b-tagging eﬃciency is evaluated by using the
±1σ deviation from the Tagging scale factor (TSF). In this analysis, direct tagging to the MC
is applied, hence introducing a scale factor which is the ratio of the data TRF and the MC
TRF. This systematic uncertainty is evaluated separately for light and for heavy ﬂavor jets.
On average, 3%, 2.5%, 1âĹĳ4% for the tagging eﬃciency are observed in single tag events
1lp stands for light partons originating from additional radiations.
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(respectively for b-jets, c-jets and light jets). For double b-tagged events, the amplitude
of the fractional changes are twice higher. Being dependent on the jet kinematics, a shape
uncertainty is obtained.
Trigger In the electron channel, a 2% uncertainty from trigger eﬃciency is applied.
In the muon channel, a diﬀerent treatment is adopted (see Section 4.3.3). Since all triggers
are used (inclusive MU trigger) a larger systematic for the normalization change from the
correction described in 4.3.3 is applied. To conﬁrm that the muon trigger eﬃciency is 100%,
this result is compared with a result triggered with the Single Muon triggers.
The change in surface normalization is 2% between the inclusive MU trigger and the Single
Muon trigger result. In order to check for a shape uncertainty from a trigger eﬀect, ratios
for Data/MC (inclusive trigger - single mu trigger) over Data/MC (single mu trigger) and
also separately the ratios Data/Data and MC/MC (inclusive)/(single mu) are built. A ﬁt
function (sigmoid + exponential decay) is derived as a function of pj jT for the Data/MC
(inclusive trigger - single mu trigger) over Data/MC (single mu trigger) double ratio.
The function is derived in the pretag sample and apply it to both single and double b-
tagged samples (on signal and all MC backgrounds) as well. Figure 5.13 shows the function
obtained from a ﬁt. The value of the function is applied as a multiplicative factor on Pcorr
(see Section 4.3.3) and take the diﬀerence with the nominal as the systematic on the muon
trigger (normalization included.). The muon systematic is typically 1-3% .
dblratio_ptjj
Entries  -501
Mean    174.8
RMS     89.96
 / ndf 2c
 2.477 / 12
Prob   0.9982
p0       
 0.0880– 0.9808 
p1       
 1.0502– -0.2556 
p2       
 0.1063– -0.1232 
p3       
 0.2011– 0.0664 
p4       
 13.36– 38.76 
PtofDijet 











































"PtofDijet(GeV)" (tight), p17 pre
dblratio_ptjj
Entries  -9737
Mean    140.1
RMS     80.86
 / ndf 2c
 9.378 / 15
Prob   0.8569
p0       
 0.039– 1.112 
p1       
 0.3499– -0.4873 
p2       
 0.0415– -0.1078 
p3       
 0.06101– 0.06527 
p4       
 5.85– 47.93 
PtofDijet 











































"PtofDijet(GeV)" (tight), p20 pre
Figure 5.13: Fit function (sigmoid + exponential) on pj jT for the Data/MC (inclusive trigger - single
mu trigger) over Data/MC (single mu trigger) double ratio used as the systematic uncertainty on
the muon trigger for RunIIa (left) and RunIIb (right) before b-tagging being applied.
Multijet background modeling and normalization of the W+jet background The multijet mod-
eling is impacted by two sources of systematic uncertainties : one from the ±1σ uncertainties
of the lepton eﬃciency (shown in Figure 4.9 for the muon channel) and the other from jet
fake rate parametrization (shown in Figure ?? for the electron channel) as explained in 4.6.
The error obtained from the ﬁt of the W+jet sample is propagated as a ﬂat systematic error
(and taken as a ”cross section” uncertainty, as well as the 20% uncertainty from the SHF
factor for W+heavy ﬂavor).
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The normalization of the multijet sample is anti-correlated with the normalization of the
W+jets (light and heavy ﬂavor) sample, therefore taken into account in the limit setting
procedure.
Cross sections A variation in the cross section value only aﬀects the rate of events, not their
shape in the ﬁnal distribution. Uncertainties for processes used in the WH analysis are:





W/Z + cc¯, bb¯ 20%
WW,WZ,ZZ 7%
Table 5.3: Cross section uncertainties from theory for WH, tt¯, Single-top and WW,WZ,ZZ
processes. W/Z+light jets uncertainty is from the normalization to data procedure and from SHF
for W/Z + cc¯, bb¯
Parton Density Functions Cross sections uncertainties detailed earlier take into account PDF
uncertainties. However the PDF uncertainty could impact both the cross section and the
kinematic acceptance of a MC process. Only the changes due to kinematic acceptance are
retained as part of the PDF systematic. At the generator level, the normalization shouldn’t
be aﬀected. Hence, the overall yield is kept same as the nominal case in order to no impact
the cross section of a process. The resultant shaped-only systematic uncertainty is propa-
gated to the analysis. After selection cuts applied, the residual normalization eﬀect comes
from the acceptance change. This procedure prevents us to not double count cross section
uncertainties for limit settings.
Due to low statistics in W+light jets and diboson MC samples after b-tagging, jet-related sys-
tematic errors are treated diﬀerently, namely Jet Energy Scale, jet resolution, jet identiﬁcation and
jet vertex conﬁrmation. Without any particular treatment, large ﬂuctuation in the ±1σ variations
arises from the ratio deﬁned in Equation 5.27 for the samples mentioned above. For example, such
large deviations can arise if in a given bin, the number of events is low and probably having large
event weights. An example of such large deviations from the nominal value is shown in Figure ??.
Fluctuations introduced by the low statistics of these samples can be reduced by using an
algorithm that can smooth the shape of the systematic variations. For a given bin, a new value
can be assigned by evaluated the value of a function ﬁtted across 5 neighbouring bins (2 before
and 2 after the studied bin). Such algorithm performs in a way that ﬂuctuations are averaged.
However, correlations between bins introduce biases in the shape of the distributions. Features
that should initially be described in the variations can be completely smeared out and not be correct
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to describe the behaviour of shifted errors. Moreover, even after several iterations of the algorithm,
ﬂuctuations can still be present and every bin has a strong correlation to any other bin of the entire
distribution.
Hence, another strategy is adopted. Systematic variations for the 1 and 2 b-tagged jets samples
is determined from pretag events. A full comparison can be found in [123], along with cross-checks
with higher statistics samples
Distributions showing the ±1σ variations are given in Appendix F for shaped systematic errors.
In each ﬁgure, the +1σ variation is shown as a red line, while the corresponding âĹŠ1σ variations
is shown in blue. The shape of nominal random forest output distributions are also included in the
ﬁgures as dashed black lines, with an arbitrary vertical scale.
Table 5.4 summarizes the systematic errors used in the WH analysis for each channel.
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5.3. LIMITS OBTAINED IN THE WH ANALYSIS
5.3 Limits obtained in the WH analysis
As seen earlier in 5.1.4, no signiﬁcant signal excess in data is visible at the ﬁnal stage of the
analysis, after all selection cuts applied. Following the method described above and using the
obtained systematic uncertainties, limits on σ(pp¯ → WH)× BR(H → bb¯) are set using the CLS
method. 95% conﬁdence level expected and observed limits are set for each Higgs boson mass
hypothesis. Table 5.5 summarizes the limits obtained for the combination of all channels, for the
electron and muon separately as well as the full combination, used in the WH analysis. Expected
and observed limits are given in multiples of ratios of the absolute cross section limit divided by
the expected Standard Model Higgs boson production cross section. Limits can also be visualized
on Figure 5.16.
Electron channel Results (RunIIa+RunIIb combined)
Mass (GeV) 100 105 110 115 120 125 130 135 140 145 150
Expected Limit /σSM 4.39 4.78 5.57 6.13 7.53 9.09 11.46 14.99 21.44 31.09 66.91
Observed Limit /σSM 4.40 4.89 5.09 6.11 9.28 8.55 9.19 12.35 17.77 24.42 64.18
Muon channel Results (RunIIa+RunIIb combined)
Mass (GeV) 100 105 110 115 120 125 130 135 140 145 150
Expected Limit /σSM 4.68 5.03 5.98 6.86 7.90 9.64 12.46 16.57 23.11 33.20 75.10
Observed Limit /σSM 4.12 5.65 5.60 5.78 6.29 12.31 10.46 13.86 21.23 25.69 75.10
Full Combined Results
Mass (GeV) 100 105 110 115 120 125 130 135 140 145 150
Expected Limit /σSM 3.54 3.72 4.44 4.94 6.01 7.05 9.09 12.00 17.28 24.60 38.15
Observed Limit /σSM 3.40 4.77 3.70 4.62 6.13 7.46 7.86 8.55 12.78 14.00 41.81
Table 5.5: Expected and observed limits at 95% C.L. as a ratio to the standard model cross section
for all considered Higgs boson masses. Electron and muon channels are shown separately as well
as the full combination of all channels of the WH analysis.
The LLR distributions over all Higgs boson mass hypotheses is shown in Figures 5.14 for
the electron and muon channel separately and in Figure 5.15 for the combination of all channels
in the WH analysis. One can observe that with the amount of analyzed integrated luminosity
and techniques employed in the analyses, the separation between the Signal+Background and
Background hypotheses is less than 1σ. A combination between all channels in DØ and CDF is
necessary to achieve the sensitivity to Standard Model Higgs production.
The limit ratio obtained translates into an observed cross section limit
σ(pp¯ → WH)× B(H → bb¯) < 0.585 pb at 95% C.L. (5.28)
for a Higgs boson mass of 115 GeV. The cross section that is probed is approximately twice smaller
than the single-top theoretical cross section times leptonic branching ratio, which is one of the
lowest for a ℓνj j ﬁnal state process. The corresponding expected upper limit is 0.624 pb, to be
compared to a standard model cross section expectation of 0.13 pb.
In Figure 5.17 is given the ratio of limits obtained without systematics to limits obtained with
systematics after constraint to data. The estimated loss in sensitivity is about 25%.
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Figure 5.14: Log-likelihood ratio (LLR) distribution as a function of the Higgs boson mass, after
combination of RunIIa and RunIIb data, 2 and 3 jets channels, separately for the electron channel
(left ﬁgure) and the muon channel (right ﬁgure).
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Figure 5.15: Log-likelihood ratio (LLR) distribution as a function of the Higgs boson mass, for all
channels combined.
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Figure 5.16: Ratio of the 95% C.L. limit cross section times the of H → bb¯ branching ratio to the
SM prediction as a function of the Higgs boson mass, for all channels combined. The black curve
corresponds to the observed limit, obtained from data, and the dotted red curve corresponds to the
expected limit, obtained by replacing the observed data with the median background expectation.
The straight line represents the SM predicted value. By crossing this line at a given mass value,
a Higgs boson would be excluded at 95% C.L. For MH = 115 GeV, an upper observed (expected)
limit is set to 4.62 (4.94) on the ratio.
175
CHAPTER 5. MULTIVARIATE CLASSIFICATION, LIMIT DERIVATION AND RESULTS FOR
THE WH ANALYSIS
)2 (Gev/cHm




























Figure 5.17: Ratio of limits obtained without and with systematics uncertainties (using the proﬁle
likelihood technique) as function of the Higgs Boson mass. The impact of systematics on the
sensitivity of the analysis is of the order of 25%.
The background-subtracted data points for the RF discriminant for MH =115 GeV, for all
channels combined, are shown with their systematic uncertainties in Figure 5.18. It is clearly visible
that the constraint to data during the limit setting provides a signiﬁcant decrease of the overall
uncertainty. Finally, Figure 5.19 shows the results of the best ﬁt to data for the diﬀerent systematic
uncertainties and the deviation from the a priori assigned values.
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Figure 5.18: Distribution in the output of the RF discriminant forMH = 115 GeV, for the diﬀerence
between data and background expectation, combined for all channels (both e and µ, one and two b-
tagged jets, and 2-jet and 3-jet channels), shown with statistical uncertainties. The lightly-shaded
region represents the total systematic uncertainty before using constraints from data (referred to
as “Pre-Fit” in the legend), while the solid lines represent the total systematic uncertainty after
constraint on data (“Post-Fit” in the legend). The darker shaded region represents the SM Higgs
signal expectation scaled up by a factor of 5.
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Best Fit to Data Parameters
Figure 5.19: Deviation of each systematic uncertainty from its nominal value in units of standard
deviations. The black line denotes the ﬁt result for the Background-only hypothesis and the red
line denotes the ﬁt result assuming the Signal+Background hypothesis.
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Future improvements and prospects
Now that the Tevatron gets close to its ﬁnal shutdown, every improvement is important in order to
gain sensitivity. In this section, diﬀerent improvements in the WH analysis will be discussed. Since
the dijet invariant mass is the single most powerful variable of the analysis, some studies have been
conducted to increase its discrimination between the signal which is a resonance and backgrounds.
Also, many changes are currently developed at the selection level of the analysis, as well as
new algorithms used to isolate as much as possible signal from backgrounds such as multivariate
analysis techniques and b-tagging.
The contribution of the author was to explore potential sensitivity improvements. A set of
jet energy corrections developed within the DØ collaboration have been implemented in the WH
analysis. The validation is based whether the limits visibly improves by using them in the analysis.
Also, a novel technique has been derived and tested, based on the jet shape to improve the
resolution.
In parallel of analysis developments, studies on optimization of multivariate analysis techniques
has been carried. After the Random Forest technique being introduced (see Section 5.1), a new
technique from the TMVA package has been tested and signiﬁcant improvement has been conﬁrmed.
Others aspects on the optimization such as statistics enhancement or Wbb¯ and tt dedicated
trainings have been explored and are described in Section 6.1.2.
After the result presented earlier have been published [1], the following iteration of the analysis
is intended to be based on this result, used as “reference”. One major change comes from new
b-tagger algorithm provided by the collaboration. The result of the study shown in this section
indicates that a signiﬁcant improvement can be achieved, by using the b-tagger output as an MVA
input variable.
An overview of jet corrections will be ﬁrst given, as well as the new method based on jet shapes.
Improvement from optimizing multivariate discriminants in the analysis will be presented, along with
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the Summer 2011 preliminary results of the WH analysis, where some of these improvements have
been implemented. Finally, prospects at the Tevatron and LHC will be presented.
6.1 Improvements in the WH analysis
6.1.1 Jet Energy Resolution
As mentioned before, the dijet invariant mass is the most discriminating variable in theWH analysis
and more generally in low mass Higgs boson searches, with two jets produced from the resonant
decay H → bb¯. Since its dijet mass distribution is a narrow resonance located around the value
at which the signal has been generated, its resolutionis a powerful discriminant against the non
resonant backgrounds.
However, as shown in Figure 6.1, one can observe that the mean value of the signal distribution
is closer to 100 GeV than the true value (115 GeV in Figure 6.1), hence confronted to a bigger
amount of background. Moreover, instead of being a narrow resonance, the signal displays a broad
dispersion coming from experimental and physics eﬀects:
• the calorimeter has a ﬁnite energy resolution (see Section ??),
• part of the jet energy can escape with a neutrino produced in a semi-leptonic decay b→ ℓνX
as previously mentioned in Section 3.5.3,
• b-jets have a larger spatial spread, therefore using a wider jet cone in the reconstruction may
be more eﬃcient to cluster all the energy of the jet and recover from energy leakage outside
of ∆R = 0.5 jet cone.
• one of the jet from the decay of the Higgs boson can radiate an energetic gluon, which can
initiate a third jet. Not taking into account this additional jet can lead to a decrease in the
dijet mass resolution and lower the reconstructed invariant mass.
Diﬀerent attempts have been made to improve the jet resolution. The dijet invariant mass peak
for the signal would thus be narrower and shifted closer to the expected value.
A set of corrections provided from the collaboration have been tested in the WH analysis.
Another correction based on the jet width information has been derived and future improvements
will be described.
Dijet mass corrections
Several corrections have been explored by the DØ collaboration, aimed in particular to be applied
in low mass Higgs analyses. Other informations can be added to reconstructed jets in order to
improve the dijet mass resolution. The investigated corrections are the following:
• The energy of the CPS can be used in order to recover energy losses in dead material of the
detector. More details can be found in [124] about the CPS calibration for jets.
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Figure 6.1: Dijet invariant mass distribution with 2 b-tagged jets for electron and muon channels
combined in logarithmic scale.
• The so-called TrackCal jet correction is aimed to take into account tracks from jets in
the energy calculation. If a track is associated to an energy cluster in the calorimeter,
the calorimeter energy is subtracted and the associated track momentum is added. Such
correction is derived independently for data and MC.
• In order to calculate the Higgs invariant mass at the parton level where detector eﬀects
would not be present (and not oversmearing the dijet invariant mass), a method relying on
a multivariate technique (H-Matrix) has been developed [125]. By exploiting correlations
between the parton energy and a set of observables, it is possible to provide a new estimate
of the parton energy. This correction is derived from MC only and is tuned separately for
light and heavy ﬂavor jets.
• An extension of the Jet Energy Scale correction exists for the case of muons detected inside
a jet. A new correction has been developed to correct jets when no muon decay has been
identiﬁed. This correction Eparton/EJES is parametrized as function of the hadronic mass of
jets.
• Finally, a combination of all previous corrections are combined in a neural network (brieﬂy
described in Section 3.7.4) and is tuned separately on light and heavy ﬂavor jets.
The above corrections have been implemented and tested within the WH analysis. To best
exploit the eﬀect of these corrections, a multivariate analysis technique has been trained in order
to quantify the eﬀect on the limits.
The improved dijet invariant mass distributions are shown on Figure 6.2. However, by com-
paring the limits obtained using these modiﬁcations, no signiﬁcant improvement is found in the
ﬁnal result, therefore the decision to not use these modiﬁed variables in the WH analysis has been
taken. Figure 6.3 depicts the relative change in the limit in various conﬁgurations of RF training.
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(a) CPS correction. (b) Trackcal correction.
(c) H-Matrix correction tuned on light
jets.
(d) H-Matrix correction tuned on
heavy jets.
(e) Semileptonic correction.
(f) Light combination correction. (g) Heavy combination correction.
Figure 6.2: Dijet invariant mass distributions with jet resolution corrections applied, with 2 b-tagged
jets.
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Figure 6.3: Relative change on the limit by adding one corrected dijet invariant mass as input
variable, and all the 7 corrected dijet invariant masses (grey curve).
Jet width information
An additional correction related to the jet shape can be derived on top of the Jet Energy Scale [126]
since it does not include any dependence on the jet width. Previous studies [127] with dijet events













where Ecel l , φcel l and ηcel l are deﬁned as the energy, azimuthal angle and pseudorapidity of a
calorimetric cell contained within a jet.
The method described here is aimed to improve the jet energy resolution σ(pT )pT .
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In order to deal with gaussian distributions, an additional term is introduced. Therefore the jet
energy resolution can be estimated as function of the variance of the dijet asymmetry variable A:
σ(pT )
pT
= σ(A), A =
√






where p1,2T is the transverse momentum of the leading (sub-leading) jet and η
1,2 is the detector
pseudo-rapidity of the leading (sub-leading) jet. The randomness of sign(η1−η2) ensures that the
distribution of A to be symmetrically distributed around 0.
183
CHAPTER 6. FUTURE IMPROVEMENTS AND PROSPECTS
The aim of this method is to minimize σ(A) with correction factors to the jets transverse
momenta. The best correction factors are assumed to be the ones which minimize σ(A).
Event selection For the purpose of this study, samples used to derive the correction factors are:
• Data triggered by jet inclusive triggers or zero bias (ZBMB) triggers corresponding to the
RunIIb1, RunIIb2 and RunIIb3 data periods,
• Dijet Monte Carlo samples generated by PYTHIA
MC samples are generated in 8 pˆT bins1. After processing, they are individually normalized to
the LO cross section. Events are selected with the following requirements:
• 2 Vertex Conﬁrmed jets,
• |∆φ(j, j)| ≥ 3, to select well balanced jet in the φ coordinate.
The analysis is performed in diﬀerent bins:
• Both jets in the same calorimeter region, respectively CC, EC or ICR,
• 10 jet width bins from 0 to 0.45 and above, by steps of 0.05,




2 ), from 15 to 40 GeV, from 40 to 80 GeV and above
80.
For data, the ZBMB triggers are used for the lowest pmeanT bin. The two other bins contain
events ﬁred respectively by the JT25 and JT45 triggers. In order to not introduce any trigger bias,
both jets are required to match to the L1/L2/L3 triggers requirements.




2 · sign(η1 − η2) ·
k(w1) · p1T − k(w2) · p2T
k(w1) · p1T + k(w2) · p2T
, (6.4)
where the k(wi) factor is parametrized as a function of the i th jet width bin. For a given jet
width bin, one of the jets or both can be used in the minimization, only jet in the bin will have
k(wi) varied, the other is kept constant to 1.
In the case that both jets are within the same jet width bin, both jets’ k(wi) will be varied.
Note that this type of event are not contributing for the minimization of the dijet asymmetry since
the same factor is multiplied to both jets in the numerator and denominator of Equation 6.4.
For each diﬀerent bin in the {pmeanT , wi , η } space, the k(wi) factor is varied from 0.5 to 2
with 400 steps. Such variation of the resolution (or σ(A)) can be seen in Figure 6.4, where the
thickness of the red curve represents the error on the RMS of A.
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Figure 6.5: A in data by increasing k (0.6875, 0.875, 1 on the upper row, and 1.0625, 1.25 in
the bottom row, from left to right), which corresponds to step 50, 100, 133, 150, 200. The
non-gaussian behaviour is a consequence of using k values being far from the nominal case k = 1,
forcing the jets to not be balanced in pT .
Figure 6.5 shows the dijet asymmetry after applying diﬀerent values of k (0.6875, 0.875, 1,
1.0625, 1.25) for data.
In order to ﬁnd the minimum point k0, the red curve shown in Figure 6.4 is ﬁtted by a second
order polynomial. The correction factor is taken as the minimum of this function. f ± correspond
to ±1σ of the nominal function f , estimated from the ﬁt to the obtained σ(A). Associated errors
1pˆT is the center of mass transverse energy used to generate events. They are split as following: 10-20, 20-40,
40-80, 80-160, 160-320, 320-480, 480-640 and 640-980 GeV.
185
CHAPTER 6. FUTURE IMPROVEMENTS AND PROSPECTS
kmin and kmax are taken where f −(kmin) = f (k0) (see Figure 6.6, blue line).
Figure 6.6: Zoom around minimum value of σ(A) after scanning over the k parameter. The
associated error on the correction is estimated from the region delimited by the blue arrow.
Results The method explained above is done separately for data and simulation, for all jet widths,
pmeanT and ηdet bins. The estimated correction factors are showed as a function of jet width on
Figure 6.7, where a continuous correction can be obtained by ﬁtting the correction factors with a
second order polynomial. Figure 6.8 shows the resulting k factor in the {pmeanT , wjet} plane for
data and Monte Carlo.








































































Figure 6.7: k factor obtained for data (upper row) and Monte Carlo (bottom row) in CC region,
for 15 ≤ pmeanT ≤ 40 (left), 40 ≤ pmeanT ≤ 80 (middle) and pmeanT ≥ 80 GeV (right).
The method is validated by applying the correction factor to each jet and evaluating the im-
provement on σ(A), as showed in Figure 6.9 for dijet events in data and in Figure 6.10 for Monte
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Figure 6.8: Corrections shown as function of the jet width and pmeanT for data (left) and Monte
Carlo (right).
Carlo. The black (red) histograms are before (after) applying the appropriate correction factors.
A summary of σ(A), before and after correction, is given in Table 6.1 for data and in Table 6.2 for
MC.
CC ICR EC
before correction 0.2424 0.2566 0.2360
15 < pmeanT < 40 GeV after correction 0.2350 0.2504 0.2206
relative change (%) 3.05 2.42 6.53
before correction 0.1398 0.1494 0.1243
40 < pmeanT < 80 GeV after correction 0.1281 0.1394 0.1128
relative change (%) 8.37 6.70 9.25
before correction 0.1174 0.1371 0.1112
pmeanT > 80 GeV after correction 0.1028 0.1223 0.0973
relative change (%) 12.44 10.80 12.50
Table 6.1: σ(A) for data.
Cross check on Monte Carlo In the context of the search for a low mass Higgs Boson, the main
analyses rely on the discrimination of b-jets to light quark/gluon jets. Usually, the ﬁnal analysis is
dominated by jets coming from b quarks. One needs to understand how the correction varies with
the jet ﬂavor. To give an estimate, the relative quark/gluon composition is showed in Figure 6.10
(bottom row).
The cross check is done in three cases:
• gg jets, where both jets are initiated from gluons,
• qg jets, where one jet is initiated from a gluon, the other one coming from a quark,
• qq jets, where both jets are initiated from quarks,
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Figure 6.9: Upper row: The black (red) histograms are pjetT for data before (after) correction for
15 < pmeanT < 40 GeV (left), 40 < p
mean
T < 80 GeV (center) and p
mean
T > 80 GeV (right). Middle
row: The black (red) histograms are the asymmetry distributions for data before (after) correction




before correction 0.2494 0.2589 0.2122
15 < pmeanT < 40 GeV after correction 0.2430 0.2492 0.1937
relative change (%) 2.57 3.75 8.72
before correction 0.1680 0.1883 0.1539
40 < pmeanT < 80 GeV after correction 0.1595 0.1763 0.1563
relative change (%) 5.06 6.37 -1.56
before correction 0.1173 0.1392 0.1123
pmeanT > 80 GeV after correction 0.1087 0.1316 0.1637
relative change (%) 7.33 5.46 -45.77
Table 6.2: σ(A) for MC.
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Figure 6.10: Upper row: The black (red) histograms are pjetT for MC before (after) correction for
15 < pmeanT < 40 GeV (left), 40 < p
mean
T < 80 GeV (center) and p
mean
T > 80 GeV (right). Middle
row: The black (red) histograms are the asymmetry distributions for MC before (after) correction
for the same pmeanT bins. Bottom row: Jet width in MC for quark (green), gluon (pink) and all
(black) jets for the same pmeanT bins. Jets are matched to quark and gluons within a ∆R cone of
0.5. Jets that are not matched are considered in the black histograms.
One can see that the resolution and the jet width vary with the jet ﬂavor. Hence, the derived
corrections could reduce this dependence, improving the jet energy resolution for both gluon and
quark originated jets.
Application to the WH → ℓνbb¯ analysis In order to quantify the impact of this correction in
the context of an analysis, the corrections are applied in the WH → ℓνbb¯ analysis.
In Figure 6.12 are shown the jet width distributions in the RunIIb 2 jets electron channel.
Figures 6.13–6.15 show the leading, subleading jet pT and dijet invariant mass before applying
b-tagging, for the 1 b-tagged jet channel and for the 2 b-tagged jets channel.
The limit on σ(pp¯ → WH) × B(H → bb¯) is calculated using the dijet mass as the ﬁnal
distribution. The expected limits with and without correction applied are shown in Table 6.3, for
MH = 115 GeV.
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Figure 6.11: Dijet asymmetry for Monte Carlo, showing the qq, gg and qg contributions, respec-
tively in dashed red, dashed blue and dashed green, for 15 ≤ pmeanT ≤ 40 (left), 40 ≤ pmeanT ≤ 80
(middle) and pmeanT ≥ 80 GeV (right).
Figure 6.12: Leading jet width (upper row) and second leading jet width (bottom row), for the
pretag, 1 and 2 b-tagged sample .
Conclusion Following the method described here, the improvement which can be achieved in
dijet events is about 10%. Such improvement would have an important impact on the low mass
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Figure 6.13: Leading jet pT (left), second leading jet pT (middle) and dijet invariant mass (right),
before (upper row) and after (bottom row) applying the jet width correction, before applying b-
tagging.
Single tag Double tag Single tag + Double tag
without correction 16.343 8.337 7.435
with correction 17.395 8.933 7.949
Table 6.3: Expected limits for MH = 115 GeV.
Higgs searches. Moreover, this method has a potential to improve the jet energy resolution for
both gluon and quark initiated jets.
The method is applied to the WH search but the expected improvement is not observed. Cross
checks are performed to check separately on selected backgrounds; the resolution is not visibly
improved (see Figure 6.16). Some further studies would be needed to understand why the eﬀect
of such corrections is degrading the limits in the context of the WH analysis.
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Figure 6.14: Leading jet pT (left), second leading jet pT (middle) and dijet invariant mass (right),
before (upper row) and after (bottom row) applying the jet width correction, with 1 b-tagged jet.
Figure 6.15: Leading jet pT (left), second leading jet pT (middle) and dijet invariant mass (right),
before (upper row) and after (bottom row) applying the jet width correction, with 2 b-tagged jets.
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Figure 6.16: Dijet invariant mass distributions before (black histogram) and after (red histogram)
correction for WH, diboson, Wbb¯ and tt MC samples, before applying b-tagging (left), for the 1
b-tagged jet channel (middle) and for the 2 b-tagged jets (right).
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Ongoing effort
Semi-leptonic corrections Used as default as Jet Energy Scale for jets containing muons, the
JESMU correction introduced in Section 3.5.3, is under further development. This correction is
based on simulation and is derived in order to take into account lost energy from semileptonic
decays in jets, especially for b-jets.
This correction is now revisited. First, the muon-in-jet acceptance can be increased by relaxing
the muon selection criteria, for example track requirements or cosmic veto, more jets can poten-
tially be corrected. The increase in acceptance is estimated from MC truth information and to
be around 10%. Moreover, instead of ﬁtting the correction parametrization as function of Eµ, an
event-by-event correction can be determined via a multivariate analysis technique1 which response
is the closest as possible to the true value. Hence, correlations between muon observables, jet
observables, as well as their angular relations can be used. A few percent improvement on the dijet
mass resolution are expected with respect to the current version of the algorithm.
Since it is established that JESMU performs well, the idea can be extended to recover energy
losses from soft electrons in jets. However, since such object may not be well calibrated enough,
the track associated to such electrons is used. Then, the parametrization of the correction, which
is of the same form as the current JESMU correction, is parametrized in function of the track
momentum associated to the reconstructed electron (instead of Eµ in correction formula given in
Section 3.5.3), in diﬀerent P relT bins.
Preliminary results for the two types of correction of given in Figure 6.17.
Figure 6.17: Correction factors derived for jets containing soft muons (left) or soft electrons
(right).
Radiation recovery In the 3 jet channel, the dijet invariant mass is constructed by default from
the two highest pT jets. For signal events, the third jet would come either from Initial State
Radiation (ISR) or Final State Radiation (FSR). FSR jets should be included in the calculation
1also called regression analysis
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of the Higgs boson candidate mass reconstruction, since it is indirectly a decay product. A new
variable is deﬁned in order to choose whether the third jet should be used to reconstruct the Higgs
boson candidate, the minimum angle αmin between a jet and any other in the event. Studies
showed that this variable can be used to discriminate ISR jets from FSR jets, given the event
topology. Therefore, a decision can be taken to include or not the third jet in the Higgs boson
mass reconstruction depending on the αmin value.
6.1.2 Changes in the analysis
After the results shown in Section 4–5 have been made public and published [1], important changes
have been studied in order to increase the sensitivity. Some major changes will be detailed here.
Adding more data
As of summer 2011, the recorded luminosity is reaching 10 fb−1 as shown in Figure 6.18. The
WH analysis will be conducted by analyzing 8.6 fb1 of RunIIb data. The expected limit is scaled
as 1/
√L.
Figure 6.18: Integrated Luminosity as of Summer 2011.
Event selection
As seen in Section 4, a number of selection cuts are introduced to remove instrumental background
and improve the data modeling. By relaxing these selection criteria, the signal acceptance can be
increased. For example:
• The 6ET > 20 GeV cut is relaxed to 15 GeV in the electron channel,
• Looser lepton identiﬁcation criteria are used for both electron and muon selections.
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• The triangular cut MTW > −0.5 6ET + 40 GeV is not used, a new method to reject multijet
events more eﬃciently is introduced, see 6.1.2,
• The HT cut is discarded,
• The primary vertex selection is extended from ±40 cm to ±60 cm,
These changes have the drawback of introduce a large amount of multijet events after selection.
QCD removal
In order to reduce the contribution of the multijet background especially in the electron channel,
the triangle cut is replacing by a dedicated Multivariate analysis technique, aimed to reject such
background while keeping as much as possible signal events.
Input variables are chosen according to their discriminating power between the signal and this
particular background. Events used in the training of the so-called MVAQCD are events not
satisfying the tight lepton requirements, therefore they will not be used in the ﬁnal sample used to
derive limits and avoiding biases from overtraining.
The output distribution of the MVAQCD corresponding to the RunIIb period is shown in Fig-
ure 6.19. For the same background rejection obtained from the triangle cut, the signal acceptance
is increased by 18%, by selecting events with MVAQCD output greater than 0. This discriminant
is trained separately for each channel and Higgs boson mass hypothesis.
Distributions after the MVAQCD cut is applied are shown in Figure 6.20–6.27. The signal
contributions are multiplied by 500 in the following ﬁgures.
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Figure 6.19: Top ﬁgure: MVAQCD output distribution. The color legend for the following plot is
presented on the left. Bottom ﬁgures: Dijet invariant mass distributions before (left) and (right)
cut the MVAQCD output. The reduction of the multijet component is clearly visible.
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Figure 6.20: Lepton related variables for the electron (top ﬁgures) and muon channel (bottom
ﬁgures).
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Figure 6.21: Jet related variables distributions for the electron (top ﬁgures) and muon channel
(bottom ﬁgures).
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Figure 6.22: Dijet invariant mass distributions for the electron (left) and muon channel (right).
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New b-tagging tools
New algorithms to identify b jets have been developed and can be now used:
• The MVA BL is used to discriminate b jets from light jets,
• The MVA BC is trained to diﬀerentiate b from c-like quarks, and could potentially help to
reduce the Wcc¯ background, which is still present after b-tagging (see Table 4.16),
• The MVA BB is built in order to diﬀerentiate pairs of b quarks merged in a single jet from b
jets induced by a single parton, the latter being more likely to occurs in H → bb¯ decays.
Instead of using a neural network technique, a combination of Random Forests is employed for the
discriminants. For now, only the MVA BL will be used in theWH analysis. As shown in Figure 6.23,
an increase in b-jet eﬃciency can be reached for the same fake rate.
Figure 6.23: The performance of the NN and MVA BL taggers for the tighter operating points.
Following the will of increasing acceptance as much as possible, the loosest MVA BL operating
points are used. The background rate is higher as expected, compared to the operating points
described in 4.9. However, since the MVA BL output is well modeled (see Figure 6.24), it can be
introduced to the ﬁnal discriminant, thus providing the best possible discrimination between light
and b jets.
Distributions obtained after requiring one L6 or two L6 b-tagged jets and a cut on the MVAQCD
output are shown in Figures 6.25 and 6.27. The signal contributions are multiplied by a factor of
100 and 50 respectively for ﬁgures with one L6 or two L6 b-tagged jets.
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Leading jet b-id MVA BL
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Figure 6.24: MVA BL output distributions for the leading (left) and sub-leading jet (right).
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V+2 jets, Continuous 1L6-tag
(j) ∆R(j, j).
Figure 6.25: Jet related variables distributions for the electron (top ﬁgures) and muon channel
(bottom ﬁgures) with 1 L6 b-tagged jet.
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V+2 jets, Continuous 2L6-tag
(j) ∆R(j, j).
Figure 6.26: Jet related variables distributions for the electron (top ﬁgures) and muon channel
(bottom ﬁgures) with 2 L6 b-tagged jets.
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V+2 jets, Continuous 1L6-tag
(a) 1 L6 b-tagged jet.
2) m, GeV/cbbfiH(




















V+2 jets, Continuous 2L6-tag
2) m, GeV/cbbfiH(




















V+2 jets, Continuous 2L6-tag
(b) 2 L6 b-tagged jets.
Figure 6.27: Dijet invariant mass distributions for the electron (left) and muon channel (right).
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Multivariate analysis technique
Since limits are extracted from the ﬁnal discriminant distribution, improvements on this aspect can
lead to better discrimination between backgrounds and signal, thus a better sensitivity. Studies
conducted in parallel of analysis development show that some gain is possible.
In 2009, limits were derived using a neural network discriminant used to discriminate the main
background Wbb¯ from the signal WH. Another discriminant has been developed to discriminate
signal from the second dominant background, which is tt. By combining both discriminants in an-
other neural network, it has been shown that a signiﬁcant improvement can be gained. Figure 6.28
shows the sensitivity gain compared to the limit obtained from the dijet invariant mass distribution
can be on the order of 30%, especially at higher mass. This comes from the fact that tt is a more
energetic process, therefore lying at higher values of HT and Mj j , which is where a higher mass
Higgs boson is expected. Hence, this increases the discrimination with the signal WH, the eﬀect
being visible above MH = 130 GeV.
 (GeV)HM











NN Wbb + ME
SuperNN 4mp
Figure 6.28: Sensitivity improvement factor compared to the limit obtained with the dijet invariant
mass. The red curve is obtained with a neural network trained on Wbb¯ and signal. The green
curve is by adding the Matrix Elements discriminant as an input variable of the neural network, used
in [128]. The blue curve is from the combination of the neural networks trained to discriminate
Wbb¯ and tt backgrounds from signal.
In order to use as many events as possible during the training of the neural network, and not
removing events used for the training in the analysis, 4 Higgs mass points are used in the training1.
Since the MH = 115 GeV signal events have not been used, there is no need to remove events at
the analysis level, as explained in Section 5.1.1.
With this usage of additional signal samples in the training, they are normalized to the same
cross section relatively to each other since lower mass Higgs bosons have higher cross sections,
thus favoring the training to lighter Higgs bosons. Moreover, since 4 neighbouring mass points are
used, only 2 or 3 signal samples are used for the 100, 105, 145 and 150 GeV mass points, which is
less optimal. As depicted in Figure 6.29, this treatment brings about 2% improvement in the limit.
1
i.e. 105, 110, 120 and 125 GeV for the training at MH = 115 GeV
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Figure 6.29: Sensitivity gain by using the combination of the Wbb¯ and tt neural networks, using 1
(purple) and 4 signal mass points (blue) in the training. The bottom ﬁgure shows the improvement
when using 4 mass point relative to 1 mass point, which is about 2% averaged over the 100–150 GeV
mass range.
Preliminary studies suggest that up to 20% improvement can be achieved by using the TMVA
package [129], as shown in Figure 6.30. A new algorithm, called Boosted Decision Trees with
Stochastic Gradient Boost, is used. The boost weight for each tree is determined by minimizing a
loss function in a similar way as performed for neural networks training (steepest-descent approach
by computing the gradient of the loss function). More details can be found in the TMVA documen-
tation [130] about this new training method. The average output of all trees is then taken as the
ﬁnal output. The main feature of this method is that the forest of decision trees can be large
(O(100-1000)) and each tree can contain a small number of nodes (between 5 and 10).
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Figure 6.30: Sensitivity improvement using the Boosted Decision Trees method from the TMVA
package, relative to the method employed in 5.1.
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As emphasized earlier, the b-tagging discriminants can be fed in the ﬁnal discriminant as an
input variable in order to give information about the jet ﬂavor and provide better discrimination.
A comparison of limits obtained with 2 L6 b-tagged jets, with and without b-tagging discriminant
used as an input to the ﬁnal discriminant is shown in Figure 6.31. As expected, using L6 jets in
the analysis leads to a decrease in sensitivity (up to 15% degradation in the limit compared to the
result presented in Section 5.3), since more light ﬂavor jets backgrounds is introduced. However,
the addition of the MVA BL output for the 2 jets allows to improve the ﬁnal sensitivity between 10
and 20% across the mass range, since the jet ﬂavor information is added in order to discriminate
signal from other backgrounds.
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2 L6 jets w/ MVA BL outputs in BDT
Figure 6.31: Limits obtained with 2 L6 b-tagged jets, with and without b-tagging discriminants
used as an input to the MVA. Results are shown as the ratio to the limit obtained with 2 OldLoose
b-tagged jets (see Section 4.9 and Section 5.3).
6.1.3 Summary of potential improvements
Ongoing works on dijet mass and jet resolution are developed in order to enhance the sensitivity
to a Higgs boson decaying to a pair of jets. Several aspects are investigated and an expected
improvement up to 10% is expected. In the WH analysis, several tools and techniques have been
introduced to increase the signal acceptance (i.e. relaxed selection cuts and b-tagging) and reject
as much background as possible (i.e. MVAQCD and ﬁnal discriminant optimizations) on top of
previous iterations of the WH analysis. An overall sensitivity improvement of 60% could be reached
in the case that each expected improvement do not cancel with others.
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6.2 Prospects at the Tevatron and LHC
As presented in Section 5, no excess consistent with the expected signal is observed in data, and
the WH analysis is only sensitive to the production which would be about 5 times higher than the
Standard Model expectation. In order to have the highest sensitivity, all search channels for the
Standard Model are combined together with both CDF and DØ results.
The Tevatron is not anymore the most energetic collider since the Large Hadron Collider (LHC)
at CERN [131] is fully operating since November 2009. Originally designed to collide protons at a
center-of-mass energy of 14 TeV, it is currently running at 7 TeV.
6.2.1 Prospects at the Tevatron
Current status at the Tevatron
In order to improve the sensitivity for the Higgs boson production, all channels are combined to-
gether as a ﬁnal step. The CLS method, explained earlier in 5.2, is used. It was shown that several
bins of a distribution can be used, as well as several channels for a given analysis. The idea behind
the combination is identical, where this procedure is extended and repeated across several analyses,
for both CDF and DØ.
The Tevatron Higgs combination incorporates all analyses dealing in total with 129 diﬀerent
analysis sub-channels from both experiments (56 for CDF and 73 for DØ) for the last com-
bination performed in Summer 2010 for the 100–200 GeV mass range [132]. With analyses
using up to 6.7 fb−1 of Tevatron data, an exclusion at the 95% C.L. for a Higgs boson with
158< MH < 175 GeV and 100< MH < 109 GeV is set, region already excluded at LEP in 2001.
The expected and observed limits are shown in Figure 6.32, and the observed and expected LLR
values in Figure 6.33.
Mass (GeV) 100 105 110 115 120 125 130 135 140 145 150
Expected 1.20 1.24 1.36 1.45 1.69 1.78 1.76 1.73 1.57 1.45 1.25
Observed 0.64 0.87 1.02 1.56 1.95 2.54 2.23 2.41 2.07 1.92 1.93
Mass (GeV) 155 160 165 170 175 180 185 190 195 200
Expected 1.07 0.79 0.76 0.91 1.04 1.25 1.61 1.96 2.31 2.58
Observed 1.28 0.85 0.68 0.79 0.95 1.49 2.55 2.44 3.49 3.87
Table 6.4: Ratios of expected and observed 95% C.L. limit to the SM cross section for the combined
CDF and DØ analyses as a function of the Higgs boson mass in GeV.
An update was made in Winter 2011 [133], only for the “High mass” analyses, where the main
sensitivity is carried by H → W+W− channels. The 158< MH <173 GeV range is excluded at the
95% C.L.
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Figure 6.32: Observed and expected (median, for the background-only hypothesis) 95% C.L. upper
limits on the ratios to the SM cross section, as functions of the Higgs boson mass for the combined
CDF and DØ analyses. The limits are expressed as a multiple of the SM prediction for test masses
(every 5 GeV) for which both experiments have performed dedicated searches in diﬀerent channels.
The points are joined by straight lines for better readability. The bands indicate the 68% and 95%
probability regions where the limits can ﬂuctuate, in the absence of signal.
Prospects at the Tevatron
Although the decision to shut down the Tevatron has been taken and will be eﬀective at the end of
September 2011, thorough sensitivity studies have been conducted beforehand in order to evaluate
the feasibility of a discovery or exclusion of the Higgs boson [134].
Detector aging has been modeled to take into account radiation damages from higher luminosi-
ties, particularly important for the b-tagging performance for “low mass” Higgs boson searches. As
shown in Figure 6.34, it has been found to have a small impact (about 2% loss) on the sensitivity at
the Tevatron. Given that about 11 fb−1 are expected to be analyzed after the Tevatron shutdown,
one can see that almost the whole mass range could potentially be excluded at 95% C.L. In order
to probe evidence of the Higgs boson, more luminosity is required for the region around 130 GeV
and above 185 GeV.
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Figure 6.33: Distributions of the log-likelihood ratio (LLR) as a function of Higgs mass obtained
with the CLs method for the combination of all CDF and DØ analyses.
Figure 6.34: Expected luminosity per experiment to achieve a 95% C.L. exclusion (green line) or
3σ evidence (blue line), with detector aging taken into account. The shaded region represents
the improvement potential, therefore decreasing the needed luminosity. Red curves represents the
expected luminosities without including detector aging.
6.2.2 Prospects at the LHC
Although both CDF and DØ are able to push the Standard Model to its limits, experiments from
the LHC are expected to provide very stringent limits with a relatively low luminosity, as they are
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Figure 6.35: The luminosity required for the ATLAS experiment, as a function of MH, to give 95%
C.L. exclusion, evidence or discovery sensitivity for a SM Higgs at
√
s = 7 or 8 TeV. The shaded
regions are the regions excluded by LEP, (yellow) and the Tevatron (brown).
starting to accumulate data. Studies based on simulation [135] show that even with a center of
mass energy of 7 TeV, the exclusion or discovery potential can be reached with less than 2 fb1
of analyzed data for MH & 130 GeV (see Figure 6.35). However, below this range of mass, more
integrated luminosity will be needed and channels with H → ττ or H → γγ will play a major role
to reach the SM sensitivity.
Figure 6.36 shows the limits evaluated from simulated data events corresponding to the com-
bination of the most sensitive channel with 1 fb1.
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Figure 6.36: Ratio between expected cross sections limits and Standard Model cross sections for
the combination of the most sensitive channel at ATLAS (left) and CMS (right), taken from [136]
and [137].
As an example, limits obtained in the H → γγ analysis from the ATLAS collaboration are
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showed in 6.37 and the sensitivity reached is below 10 times the Standard Model prediction, almost
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Figure 6.37: Left: Diphoton invariant mass distribution for data and the predictions of the Drell-
Yan, dijet, photon-jet and diphoton components of the background. The two yellow bands depict
the total uncertainty on the prediction and the uncertainty on the reducible background component
only. Right: Exclusion limits on the production cross section relative to the Standard Model cross
section as a function of the Higgs boson mass hypothesis.
6.2.3 Conclusion
During the last few years, the Tevatron has been able to set an exclusion on the Higgs boson for
the ﬁrst time since the LEP experiments shut down. Exclusion was achieved also by CDF and DØ
alone in February 2011 [138] [139]. However, the Tevatron will shut down in September 2011 with
an expected analyzable luminosity of about 11 fb−1. With such amount of data, almost the entire
mass range could be excluded at the 95% C.L., except maybe the region close to MH = 130 GeV.
In the meantime, the LHC started to collect data at a center-of-mass energy of 7 TeV. At this
energy regime, the cross section for the Higgs boson production is much higher and with 1 fb−1,
the exclusion of the MH > 130 GeV region can be reached. Channels that cannot be exploited
at the Tevatron will have a signiﬁcant impact on this search, such as channels where the Higgs
boson is produced by vector boson fusion for low mass Higgs searches. However, the H → bb¯
mode will be diﬃcult to exploit due to the boost of the dijet system. We are looking forward to
the ﬁnal Tevatron results at low mass, but in any case, the experience gained at the Tevatron for
this particular channel (analysis techniques, objects identiﬁcation) will be helpful to reach higher
sensitivity for lower Higgs boson masses.
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The search for the Higgs boson in the WH → ℓνbb¯ at the DØ experiment has been presented.
This channel is one of the two most sensitive for a low mass Higgs boson search and one of its
feature is that most of the DØ detector parts are used to reconstruct events.
Indeed, isolated electrons from the W boson decay and jets are reconstructed mainly from
their characteristic signature in the calorimeter. Muons are detected in the muon spectrometer
since they are minimum ionizing particle, thus only depositing a small fraction of their energy in
the calorimeter. Finally, the neutrino from the W decay does not interact in the detector but its
presence is inferred by an energy imbalance in the transverse plane, relying on the measurement
of all other objects present in the calorimeter. In order to reconstruct objects interacting in the
detector, a eﬃcient tracking device is used, since jet, muon and electron identiﬁcation also rely on
detection of tracks produced from pp collisions.
Several powerful techniques are used in order to reach the highest sensitivity in theWH analysis,
such as identiﬁcation of jets coming from b quarks by looking at displaced vertices consistent with
the presence of b hadrons or multivariate analysis techniques to increase the discrimination between
backgrounds and the WH signal.
A crucial point in this search is to obtain a good description of the background processes in-
volved in the analysis, knowing the present limitation of Monte Carlo generators and imperfect
detector simulation. First, all identiﬁed objects from simulated events are corrected in order to
account for reconstruction and identiﬁcation diﬀerences in data and Monte Carlo. Additionally, a
set of corrections is applied in order to obtain a good modeling of the dominant V +jets background.
Based on the same reason, the instrumental background is inferred from a side-band region in data,
using a precise method to accurately model distribution shapes and normalization.
Since a good agreement between data and simulation is obtained, and no signal excess is ob-
served in data, upper observed (expected) limits (for MH = 115 GeV) of 0.601 pb (0.642 pb)
are set at 95% conﬁdence level on the ratio of the WH cross section multiplied by the branching
ratio of H → bb¯ to its Standard Model prediction, which represent 4.6 (4.9) times the Standard
Model expectation. This procedure is performed using a semi-frequentist approach in order to
eﬃciently take into account systematic uncertainties, which are found to degrade the sensitivity by
about 20% once taken into account and after minimizing their impact by constraining them to data.
The presented result, based on an integrated luminosity of 5.3 fb−1 has been published in
Physics Letter Review B in February 2011 [1] and is included in the Tevatron combination. Since
the Tevatron is still operating and will accumulate data until September 2011, this analysis is not
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the ﬁnal result for this search at DØ . Based on the strategy documented here and good under-
standing of the data, updated results of this analysis will employ reﬁned techniques established
from this published result.
The recorded integrated luminosity is expected to be around 11 fb1 when the data-taking will
end. By combining results from all Higgs search analyses at the Tevatron, based on the whole
dataset which will be analyzed, projections indicate that a 3σ evidence for the SM Higgs boson is
achievable except in the mass range between 120 and 145 GeV. Since this region will be diﬃcult to
probe, every potential improvement is investigated in order to obtain the best sensitivity. Consider-
ing that the ﬁnal state contains a bb¯ resonant decay, a good resolution in the distribution obtained
from the invariant mass of the two jets from the Higgs boson decay is a crucial aspect and this
area is actively explored.
As data is accumulating and analysis techniques are reﬁned, even more exciting results may
be ahead of us. Hints about the validity of the Standard Model, as it is actually formulated, may
be seen in a close future at the Tevatron. The LHC, which beneﬁts from higher instantaneous
luminosity and center-of-mass energy, may give a clear answer in a relative short time scale, using
H → γγ, H → WW and H → ZZ channels. However, if the Higgs boson is observed or excluded
at low mass, it will need to be validated in the H → bb¯ decay mode. Therefore, the experience
gained at the Tevatron measurements will deﬁnitely bring crucial contribution to the understanding
of the Higgs boson properties.
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As mentioned in Section 4.4.6, additional selection criteria are used to ensure orthogonality with
other low mass Higgs boson search channels and reduce backgrounds containing a second lepton
in the ﬁnal state. Tables A.1–A.4 summarize the eﬀect of vetoes in RunIIb data.
Pre-tag 1 b-tagged jet 2 b-tagged jets
no veto τ veto τ + eICR no veto τ veto τ + eICR no veto τ veto τ + eICR
yield / no veto / no veto yield / no veto / no veto yield / no veto / no veto
data 38384.00 0.99 0.98 2044.00 0.98 0.98 336.00 0.97 0.97
all BG 38384.10 0.99 0.98 2024.26 0.98 0.98 354.97 0.96 0.96
WH 10.76 0.98 0.98 4.26 0.98 0.98 2.82 0.99 0.98
ZH 0.54 0.69 0.63 0.21 0.67 0.62 0.12 0.67 0.58
V j j 24088.50 0.98 0.98 533.44 0.99 0.98 22.72 0.99 0.99
QCD 8935.43 0.99 0.99 469.27 0.99 0.99 55.58 0.99 0.99
V cc¯ 2507.44 0.98 0.98 246.45 0.99 0.99 22.86 0.98 0.98
tt 541.47 0.92 0.92 215.22 0.92 0.92 94.85 0.89 0.88
V bb¯ 1192.87 0.98 0.98 417.16 0.99 0.98 124.54 0.99 0.99
stop 197.27 1.00 1.00 83.34 1.00 1.00 25.12 1.00 1.00
WW 783.42 0.99 0.99 44.45 0.99 0.99 1.63 0.98 0.98
WZ 129.73 0.97 0.97 13.94 0.98 0.98 7.35 0.99 0.99
WZ 7.90 0.71 0.67 1.00 0.70 0.66 0.32 0.78 0.72
Table A.1: RunIIb electron 2jet Event yields with no veto, yield ratio of τ veto to no veto, and
yield ratio of τ veto + eICR event veto to no veto, for the pre-tag, single b-tag and double b-tag
cases.
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Pre-tag 1 b-tagged jet 2 b-tagged jets
no veto τ veto τ + eICR no veto τ veto τ + eICR no veto τ veto τ + eICR
yield / no veto / no veto yield / no veto / no veto yield / no veto / no veto
data 7737.00 0.98 0.98 685.00 0.98 0.98 132.00 0.95 0.95
all BG 7737.01 0.98 0.98 724.21 0.98 0.98 137.31 0.97 0.97
WH 2.22 0.97 0.96 0.89 0.97 0.97 0.38 0.97 0.97
ZH 0.21 0.67 0.62 0.08 0.75 0.62 0.02 1.00 1.00
V j j 3619.72 0.97 0.97 83.97 0.98 0.99 4.72 0.99 0.99
QCD 2296.40 1.01 1.00 185.30 1.01 1.00 27.83 0.99 0.99
V cc¯ 612.26 0.97 0.97 52.77 0.98 0.97 3.59 0.97 0.97
tt 703.25 0.97 0.97 282.91 0.97 0.97 79.52 0.96 0.96
V bb¯ 283.40 0.97 0.97 85.80 0.97 0.97 15.26 0.98 0.98
stop 53.61 1.00 0.99 21.43 1.00 1.00 5.58 1.00 1.00
WW 138.97 0.99 0.99 8.47 1.00 1.00 0.28 1.00 1.00
WZ 26.61 0.95 0.95 3.20 0.97 0.97 0.51 1.00 1.00
ZZ 2.80 0.70 0.65 0.35 0.77 0.74 0.03 1.00 1.00
Table A.2: RunIIb electron 3jet channel: Event yields with no veto, yield ratio of τ veto to no veto,
and yield ratio of τ veto + eICR event veto to no veto, for the pre-tag, single b-tag and double
b-tag cases.
Pre-tag 1 b-tagged jet 2 b-tagged jets
no veto τ veto τ + µTRK no veto τ veto τ + µTRK no veto τ veto τ + µTRK
yield / no veto / no veto yield / no veto / no veto yield / no veto / no veto
data 28289.00 0.96 0.94 1510.00 0.96 0.94 266.00 0.94 0.92
all BG 28289.00 0.96 0.94 1566.25 0.96 0.94 289.39 0.94 0.91
WH 8.57 1.00 0.95 3.42 1.00 0.95 2.37 1.00 0.95
ZH 0.83 0.98 0.52 0.34 0.97 0.50 0.21 1.00 0.48
V j j 20888.70 0.97 0.94 446.44 0.96 0.95 29.13 0.97 0.95
QCD 2848.32 0.93 0.93 258.29 0.94 0.94 32.52 0.91 0.90
V cc¯ 2204.97 0.97 0.94 216.69 0.97 0.94 21.64 0.96 0.94
tt 375.34 0.91 0.89 151.00 0.91 0.88 68.61 0.87 0.83
V bb¯ 1034.96 0.97 0.94 366.65 0.97 0.94 108.53 0.97 0.94
stop 165.82 1.00 1.00 71.23 1.00 1.00 20.68 1.00 1.00
WW 634.29 0.99 0.99 40.59 0.98 0.98 1.18 1.00 1.00
WZ 119.59 0.99 0.92 13.69 0.99 0.96 6.14 1.00 0.99
ZZ 17.00 0.97 0.52 1.68 0.99 0.52 0.95 0.97 0.46
Table A.3: RunIIb muon 2jet channel: Event yields with no veto, yield ratio of τ veto to no veto,
and yield ratio of τ veto + µTRK event veto to no veto, for the pre-tag, single b-tag and double
b-tag cases.
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Pre-tag 1 b-tagged jet 2 b-tagged jets
no veto τ veto τ + µTRK no veto τ veto τ + µTRK no veto τ veto τ + µTRK
yield / no veto / no veto yield / no veto / no veto yield / no veto / no veto
data 5318.00 0.96 0.93 511.00 0.95 0.93 124.00 0.96 0.95
all BG 5318.00 0.96 0.93 559.07 0.95 0.94 114.06 0.94 0.94
WH 1.81 0.99 0.94 0.77 0.99 0.92 0.31 1.00 0.94
ZH 0.23 0.96 0.52 0.10 0.90 0.50 0.03 1.00 0.67
V j j 3149.13 0.96 0.93 70.75 0.96 0.94 3.46 0.98 0.98
QCD 658.18 0.89 0.89 114.86 0.89 0.90 24.69 0.88 0.89
V cc¯ 530.91 0.96 0.94 44.43 0.97 0.94 4.73 0.97 0.91
tt 542.07 0.97 0.96 221.81 0.97 0.96 63.53 0.95 0.95
V bb¯ 242.87 0.97 0.93 77.15 0.97 0.93 11.98 0.97 0.93
stop 46.92 0.99 0.99 19.11 1.00 0.99 4.80 1.00 1.00
WW 120.75 0.99 0.99 7.58 0.98 0.98 0.20 1.00 1.00
WZ 23.25 0.98 0.92 2.83 0.99 0.94 0.50 1.00 1.00
ZZ 3.93 0.96 0.58 0.56 0.98 0.66 0.16 1.00 0.62
Table A.4: RunIIb muon 3jet channel : Event yields with no veto, yield ratio of τ veto to no veto,
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Figure B.1: The QCD fake rate for electrons in RunIIa 2-jet events as a function of e pT for each
bin in |ηCAL| vs. ∆φ(6ET , e). The red dashed curve represents the +1σ variation of the ﬁt and the
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Figure B.2: The QCD fake rate for electrons in RunIIa 3-jet events as a function of e pT for each
bin in |ηCAL| vs. ∆φ(6ET , e). The red dashed curve represents the +1σ variation of the ﬁt and the
blue curve represents the −1σ variation.
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Figure B.3: The QCD fake rate for electrons in RunIIb 2-jet events as a function of e pT for each
bin in |ηCAL| vs. ∆φ(6ET , e). The red dashed curve represents the +1σ variation of the ﬁt and the
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Figure B.4: The QCD fake rate for electrons in RunIIb 3-jet events as a function of e pT for each
bin in |ηCAL| vs. ∆φ(6ET , e). The red dashed curve represents the +1σ variation of the ﬁt and the
blue curve represents the −1σ variation.
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Figure C.1: ηjet1, ηjet2, ηlep, ∆R(jet1, jet2) and pWT distributions after all reweightings applied,
for the RunIIa electron and muon channels (grouped in pairs, electron channel shown in the left
ﬁgure and the muon channel in the right ﬁgure).
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Figure C.2: The upper ﬁve ﬁgures show the lepton pT , lepton η, lepton φ, 6ET andMWT distributions,
in the 2 jets RunIIa electron channel. The bottom ﬁve ﬁgures show the same variables in the RunIIa
muon channel.
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Figure C.3: The upper six ﬁgures show the pjetT , η
jet and φjet distributions for the leading and
second leading jet, in the 2 jets RunIIa electron channel. The bottom six ﬁgures show the same
variables in the RunIIa muon channel.
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Figure C.4: The upper six ﬁgures show the HT , pT (j, j), ∆φ(j, j), ∆η(j, j), ∆R(j, j) and Mj j
distributions for the leading and second leading jet, in the 2 jets RunIIa electron channel. The
bottom six ﬁgures show the same variables in the RunIIa muon channel.
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Figure C.5: The upper six ﬁgures show the pjet1T , p
jet2
T , HT , η
jet1 , ηjet2 and ∆R(j, j) distributions
in the 2 jets RunIIa electron channel with 1 b-tagged jet. The bottom six ﬁgures show the same
variables in the muon channel.
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Figure C.6: The upper six ﬁgures show the pjet1T , p
jet2
T , HT , η
jet1 , ηjet2 and ∆R(j, j) distributions
in the 2 jets RunIIa electron channel with 2 b-tagged jets. The bottom six ﬁgures show the same
variables in the RunIIa muon channel.
243
APPENDIX C. RUNIIA KINEMATIC VARIABLES DISTRIBUTIONS
Dijet Mass (GeV)   









Dijet Mass (GeV)   






Dijet Mass (GeV)   






Dijet Mass (GeV)   






Figure C.7: Dijet invariant mass distributions in the RunIIa electron channel, for the 2 (top ﬁgures)
and 3 jets (bottom plots) channels with one (left) or two (right) b-tagged jets.
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Figure C.8: Dijet invariant mass distributions in the RunIIa muon channel, for the 2 (top ﬁgures)
and 3 jets (bottom plots) channels with one (left) or two (right) b-tagged jets.
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Figure D.1: Distribution in the 2 jets sample of lepton pT (ﬁrst row), leading jet pT (second row),
2nd leading jet pT (third row) and 2nd leading jet energy (bottom row). The left, center and right
columns show the pretag, single b-tagged and double b-tagged samples, respectively.
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Figure D.2: Distribution in the 2 jets sample of ∆R(two leading jets) (ﬁrst row), ∆φ(two leading
jets) (second row), pT (dijet system) (third row) and dijet invariant mass (bottom row). The
left, center and right columns show the pretag, single b-tagged and double b-tagged samples,
respectively.
249
APPENDIX D. RANDOM FOREST INPUT VARIABLES DISTRIBUTIONS
 (GeV)   
T
W p
























 L = 5.3 fb
 W + 2 jet
 (GeV)   
T
W p






















 L = 5.3 fb
 W + 2 jet / 1 b-tag
 (GeV)   
T
W p






















 L = 5.3 fb
 W + 2 jet / 2 b-tag
W Transverse Mass (GeV)  






















 L = 5.3 fb
 W + 2 jet
W Transverse Mass (GeV)  





















 L = 5.3 fb
 W + 2 jet / 1 b-tag
W Transverse Mass (GeV)  




















 L = 5.3 fb
 W + 2 jet / 2 b-tag
 (GeV)   
T
Missing E






















 L = 5.3 fb
 W + 2 jet
 (GeV)   
T
Missing E
























 L = 5.3 fb
 W + 2 jet / 1 b-tag
 (GeV)   
T
Missing E




















 L = 5.3 fb
 W + 2 jet / 2 b-tag
Aplanarity     

























 L = 5.3 fb
 W + 2 jet
Aplanarity     



























 L = 5.3 fb
 W + 2 jet / 1 b-tag
Aplanarity     























 L = 5.3 fb
 W + 2 jet / 2 b-tag
Figure D.3: Distribution in the 2 jets sample of pWT (ﬁrst row), M
W
T (second row), 6ET (third row)
and aplanarity (bottom row). The left, center and right columns show the pretag, single b-tagged
and double b-tagged samples, respectively.
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Figure D.4: Distribution in the 2 jets sample of the invariant mass of the ℓνj j system using the
ﬁrst solution for pνz (ﬁrst row), invariant mass of the ℓνj j system using the second solution for
pνz (second row), ∆R between the W and the dijet system using the ﬁrst solution for p
ν
z (third
row) and ∆R between the W and the dijet system using the second solution for pνz (bottom row).
The left, center and right columns show the pretag, single b-tagged and double b-tagged samples,
respectively.
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Figure D.5: Distribution in the 2 jets sample of HT (ﬁrst row), HZ (second row), cos θ∗ (third
row) and cosχ (bottom row). The left, center and right columns show the pretag, single b-tagged
and double b-tagged samples, respectively.
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Figure D.6: Distribution in the 3 jets sample of lepton pT (ﬁrst row), leading jet pT (second row),
2nd leading jet pT (third row) and 2nd leading jet energy (bottom row). The left, center and right
columns show the pretag, single b-tagged and double b-tagged samples, respectively.
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Figure D.7: Distribution in the 3 jets sample of ∆R(two leading jets) (ﬁrst row), ∆φ(two leading
jets) (second row), pT (dijet system) (third row) and dijet invariant mass (bottom row). The
left, center and right columns show the pretag, single b-tagged and double b-tagged samples,
respectively.
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Figure D.8: Distribution in the 3 jets sample of pWT (ﬁrst row), M
W
T (second row), 6ET (third row)
and aplanarity (bottom row). The left, center and right columns show the pretag, single b-tagged
and double b-tagged samples, respectively.
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Figure D.9: Distribution in the 3 jets sample of the invariant mass of the ℓνj j system using the
ﬁrst solution for pνz (ﬁrst row), invariant mass of the ℓνj j system using the second solution for
pνz (second row), ∆R between the W and the dijet system using the ﬁrst solution for p
ν
z (third
row) and ∆R between the W and the dijet system using the second solution for pνz (bottom row).
The left, center and right columns show the pretag, single b-tagged and double b-tagged samples,
respectively.
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Figure D.10: Distribution in the 3 jets sample of HT (ﬁrst row), HZ (second row), cos θ∗ (third
row) and cosχ (bottom row). The left, center and right columns show the pretag, single b-tagged
and double b-tagged samples, respectively.
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Figure E.1: RF output distributions for MH = 100 GeV to MH = 150 GeV, from top left to bottom
right ﬁgures, for the combination of 2 jets single b-tagged events.
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Figure E.2: RF output distributions for MH = 100 GeV to MH = 150 GeV, from top left to bottom
right ﬁgures, for the combination of 2 jets double b-tagged events.
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Figure E.3: RF output distributions for MH = 100 GeV to MH = 150 GeV, from top left to bottom
right ﬁgures, for the combination of 3 jets single b-tagged events.
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Figure E.4: RF output distributions for MH = 100 GeV to MH = 150 GeV, from top left to bottom




As detailled in Section 5.2.2, the distributions for systematic uncertainties for each lepton ﬂavor,
number of jets in the ﬁnal state and uncertainty source are shown in this section. In each ﬁgure,
the +1σ variation is shown as a red line, while the corresponding -1σ variation is shown in blue. The
shape of nominal random forest output distributions are also included in the ﬁgures as dashed black
lines, with an arbitrary vertical scale. Figures are shown only for the RunIIb data-taking period, in
the 2 jets channel. Figures for the 3 jets channels are available in [106].
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F.1 RunIIb electron 2 jets channel
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Figure F.1: Electron Systematics (2-jet) JES ±1σ variation evaluated on the RF output. Fig.
(a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the +1σ
variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.2: Electron Systematics (2-jet) JSSR (res) ±1σ variation evaluated on the RF output.
Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the
+1σ variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.3: Electron Systematics (2-jet) Jet-ID (eﬃciency) −1σ variation evaluated on the RF
output. Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows
the +1σ variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j ,
(c,i) W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.4: Electron Systematics (2-jet) Jet Vertex Conﬁrmation −1σ variation evaluated on
the RF output (+1σ variation taken as the symmetric to zero). Fig. (a-f) are single tag samples,
Fig. (g-l) are double tag samples. The blue line shows the +1σ variation, the red line shows −1σ
variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i) W+heavy ﬂavor, (d,j) Diboson, (e,k)
tt and (f,l) single top.
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Figure F.5: Electron Systematics (2-jet) EMID ±1σ variation evaluated on the RF output.
Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the
+1σ variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.6: Electron Systematics (2-jet) ALPGEN jet η reweighting ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.7: Electron Systematics (2-jet) ALPGEN jet horns reweighting ±1σ variation for the
RF output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows
the +1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.8: Electron Systematics (2-jet) ALPGEN lepton η reweighting ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.9: Electron Systematics (2-jet) ALPGEN ∆R(j, j) reweighting ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.10: Electron Systematics (2-jet) ALPGEN MLM ±1σ variation for the RF output. Fig.a
is for W + j j single tag and Fig.b for W + j j double tag sample. The blue line shows the +1σ, the
red line shows the −1σ variation in each sample.
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Figure F.11: Electron Systematics (2-jet) ALPGEN SCALE ±1σ variation for the RF output.
Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the +1σ,
the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.12: Electron Systematics (2-jet) ALPGEN underlying event ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.13: Electron Systematics (2-jet) ALPGEN Zpt reweighting ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.14: Electron Systematics (2-jet) Taggability ±1σ variation evaluated on the RF output.
Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the +1σ
variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.15: Electron Systematics (2-jet) B-ID ±1σ light jet variation evaluated on the RF
output. Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows
the +1σ variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j ,
(c,i) W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
276
F.1. RUNIIB ELECTRON 2 JETS CHANNEL
















WHevbbRunIIb 1tag,2Jet Signal Shape systematic: bTag_HF
s+1 
s-1 


















WHevbbRunIIb 1tag,2Jet Wjj Shape systematic: bTag_HF
s+1 
s-1 
















WHevbbRunIIb 1tag,2Jet Wbb Shape systematic: bTag_HF
s+1 
s-1 
















WHevbbRunIIb 1tag,2Jet WZ Shape systematic: bTag_HF
s+1 
s-1 
















WHevbbRunIIb 1tag,2Jet tt Shape systematic: bTag_HF
s+1 
s-1 


















WHevbbRunIIb 1tag,2Jet singletop Shape systematic: bTag_HF
s+1 
s-1 


















WHevbbRunIIb 2tag,2Jet Signal Shape systematic: bTag_HF
s+1 
s-1 
















WHevbbRunIIb 2tag,2Jet Wjj Shape systematic: bTag_HF
s+1 
s-1 


















WHevbbRunIIb 2tag,2Jet Wbb Shape systematic: bTag_HF
s+1 
s-1 






















WHevbbRunIIb 2tag,2Jet WZ Shape systematic: bTag_HF
s+1 
s-1 






















WHevbbRunIIb 2tag,2Jet tt Shape systematic: bTag_HF
s+1 
s-1 

























Figure F.16: Electron Systematics (2-jet) B-ID ±1σ heavy jet variation evaluated on the RF
output. Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows
the +1σ variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j ,
(c,i) W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.17: Electron Systematics (2-jet) Variations of selected PDF uncerainties. A total of
40 PDF variations are made, each contributing to the ﬁnal set of systematics. The 18th PDF
variation for signal, the 15th PDF variation for BG (one of largest shape changes) are shown: Fig.
(a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the +1σ
variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.18: Electron Systematics (2-jet) QCD Fake Rate ±1σ variation for the RF output.
Fig.a-c are for the single tag and d-f for the double tag sample. The red line shows +1σ, the blue
line shows −1σ in each sample: Fig.(a,d) QCD, (b,e) W + j j , (c,f) W+bb.
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Figure F.19: Electron Systematics (2-jet) QCD electron eﬃciency ±1σ variation for the RF
output. Fig.a-c are for the single tag and d-f for the double tag sample. The red line shows +1σ,
the blue line shows −1σ in each sample: Fig.(a,d) QCD, (b,e) W + j j , (c,f) W+bb.
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F.2 RunIIb muon 2 jets channel
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Figure F.20: Muon Systematics (2-jet) JES ±1σ variation evaluated on the RF output. Fig.
(a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the +1σ
variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.21: Muon Systematics (2-jet) JSSR (res) ±1σ variation evaluated on the RF output.
Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the
+1σ variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.22: Muon Systematics (2-jet) Jet-ID (eﬃciency) −1σ variation evaluated on the RF
output. Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows
the +1σ variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j ,
(c,i) W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.23: Muon Systematics (2-jet) Jet Vertex Conﬁrmation −1σ variation evaluated on
the RF output (+1σ variation taken as the symmetric to zero). Fig. (a-f) are single tag samples,
Fig. (g-l) are double tag samples. The blue line shows the +1σ variation, the red line shows −1σ
variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i) W+heavy ﬂavor, (d,j) Diboson, (e,k)
tt and (f,l) single top.
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Figure F.24: Muon Systematics (2-jet) MUID ±1σ variation evaluated on the RF output. Fig.
(a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the +1σ
variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.25: Muon Systematics (2-jet) ALPGEN jet η reweighting ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.26: Muon Systematics (2-jet) ALPGEN jet horns reweighting ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.27: Muon Systematics (2-jet) ALPGEN lepton η reweighting ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.


















WHmvbbRunIIb 1tag,2Jet Wjj Shape systematic: ALP_DR
s+1 
s-1 


















WHmvbbRunIIb 1tag,2Jet Wbb Shape systematic: ALP_DR
s+1 
s-1 


















WHmvbbRunIIb 2tag,2Jet Wjj Shape systematic: ALP_DR
s+1 
s-1 























Figure F.28: Muon Systematics (2-jet) ALPGEN ∆R(j, j) reweighting ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.29: Muon Systematics (2-jet) ALPGEN MLM ±1σ variation for the RF output. Fig.a
is for W + j j single tag and Fig.b for W + j j double tag sample. The blue line shows the +1σ, the
red line shows the −1σ variation in each sample.
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Figure F.30: Muon Systematics (2-jet) ALPGEN SCALE ±1σ variation for the RF output. Fig.
a-b are for the single tag and c-d for the double tag sample. The blue line shows the +1σ, the red
line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.31: Muon Systematics (2-jet) ALPGEN underlying event ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.32: Muon Systematics (2-jet) ALPGEN Zpt reweighting ±1σ variation for the RF
output. Fig. a-b are for the single tag and c-d for the double tag sample. The blue line shows the
+1σ, the red line shows the −1σ in each sample: Fig.(a,c) W + j j , (b,d) W+heavy ﬂavor.
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Figure F.33: Muon Systematics (2-jet) Taggability ±1σ variation evaluated on the RF output.
Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the
+1σ variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.34: Muon Systematics (2-jet) B-ID ±1σ light jet variation evaluated on the RF output.
Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows the +1σ
variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.35: Muon Systematics (2-jet) B-ID ±1σ heavy jet variation evaluated on the RF
output. Fig. (a-f) are single tag samples, Fig. (g-l) are double tag samples. The blue line shows
the +1σ variation, the red line shows −1σ variation in each sample: Fig.(a,g) WH, (b,h) W + j j ,
(c,i) W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.36: Muon Systematics (2-jet) Variations of selected PDF uncerainties. A total of
40 PDF variations are made, each contributing to the ﬁnal set of systematics. The 18th PDF
variation for signal, the 15th PDF variation for BG (one of largest shape changes) are shown: Fig.
(a-f) are single tag samples, Fig. (g-l) are double tag samples. Fig.(a,g) WH, (b,h) W + j j , (c,i)
W+heavy ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Figure F.37: Muon Systematics (2-jet) QCD Fake Rate ±1σ variation for the RF output.
Fig.a-c are for the single tag and d-f for the double tag sample. The red line shows +1σ, the blue
line shows −1σ in each sample: Fig.(a,d) QCD, (b,e) W + j j , (c,f) W+bb.
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Figure F.38: Muon Systematics (2-jet) QCD muon eﬃciency ±1σ variation for the RF output.
Fig.a-c are for the single tag and d-f for the double tag sample. The red line shows +1σ, the blue
line shows −1σ in each sample: Fig.(a,d) QCD, (b,e) W + j j , (c,f) W+bb.
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Figure F.39: Muon Systematics (2-jet) Variations of Muon trigger uncerainties. Fig. (a-f) are
single tag samples, Fig. (g-l) are double tag samples. Fig.(a,g) WH, (b,h) W + j j , (c,i) W+heavy
ﬂavor, (d,j) Diboson, (e,k) tt and (f,l) single top.
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Abstract
The Standard Model is the framework which allows to describe interactions between particles and
their dynamics. The Higgs mechanism is a solution to naturally introduce a mass term in the
theoretical description of this model. After electroweak spontaneous symmetry breaking, a new
massive scalar particle is introduced, the Higgs boson.
Since it hasn’t been discovered yet, the search for the Higgs boson is carried at the Tevatron,
which is a pp collider at a center-of-mass of 1.96 TeV. For MH < 115 GeV, the dominant decay
mode is H → bb¯ . The analysis presented in this document is focused on the 100< MH < 150 GeV
mass range, in the channel where the Higgs boson is produced in assocation with a W boson
which decays either to an electron or muon and a neutrino. The study of this ﬁnal state relies on
informations collected from all parts of the DØ detector.
A result based on 5.3 fb−1 of RunII Tevatron collisions is presented here. In order to increase
the sensitivity to the signal, the analysis is separated in diﬀerent sub-channels according to the
lepton ﬂavour, number of jets in the ﬁnal state, number of jets identiﬁed as originated from b
quarks and data taking periods. After selecting events, a multivariate analysis technique is used
to separate signal-like events from the expected physics and instrumental backgrounds. A good
agreement between data and simulation is observed.
As no signal excess is observed in data, an observed (expected) upper limit of 4.5 (4.8) for
MH = 115 GeV is set on the ratio of the WH cross section multiplied by the H → bb¯ branching
fraction to its standard model prediction, at 95% conﬁdence level.
Since the ﬁnal Tevatron dataset is soon to be analyzed, an eﬀort is brought to achieve the
maximum sensitivity. A preliminary analysis updated in Summer 2011 is presented as well as future
improvements to be considered in the ﬁnal publication for the search in the WH → ℓνbb¯ channel.
Since the dijet invariant mass is the most discriminant single variable, a correction based on jet
shapes is derived to improve the mass resolution, hence the analysis sensitivity. Moreover, a dif-
ferent usage of b-jets identiﬁcation tools and optimization studies on the ﬁnal discriminant yields






- Multivariate analysis techniques
- Jet energy resolution
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Résumé
Le Modèle Standard est le cadre qui permet de décrire les interactions entre les particules et leur
dynamique. Le mécanisme de Higgs est une solution naturellement à introduire un terme de masse
dans la description théorique de ce modèle. Après la rupture de symétrie électrofaible spontanée,
une nouvelle particule scalaire massive est introduit, le boson de Higgs.
Comme il n’a pas encore été découverts, la recherche du boson de Higgs est eﬀectué au
Tevatron, qui est un collisionneur pp à une énergie au centre de masse de 1.96 TeV. Pour
MH . 135 GeV, le mode de désintégration dominant est H → bb¯. L’analyse présentée dans
ce document est axé sur le domaine en masse 100 < MH < 150 GeV, dans le canal où le boson de
Higgs est produit en association avec un boson W se désintègrant en un lepton chargé (électron
ou muon) et un neutrino. L’étude de cet état ﬁnal repose sur les informations recueillies auprès de
toutes les parties du détecteur DØ .
Un résultat basé sur 5.3 fb−1 de collisions récoltées durant le RunII du Tevatron est présenté
ici. Aﬁn d’augmenter la sensibilité au signal, l’analyse est séparée en sous-canaux en fonction de la
saveur du lepton considéré, le nombre de jets dans l’état ﬁnal, le nombre de jets identiﬁés comme
provenant de quarks b et par périodes de prise de données. Après sélection des événements, une
technique d’analyse multivariée est utilisée pour séparer les événements de type signal du bruit de
fond physique et instrumental attendu.
Comme un bon accord entre les données et simulation est observé, une limite supérieure ob-
servée (attendue) de 4.5 (4.8) est placée (pour MH = 115 GeV) sur le rapport entre la section
eﬃcace pp¯ → WH multipliée par le rapport d’embranchement H → bb¯ et la prédiction du Modèle
Standard, à 95% de niveau de conﬁance.
Alors que les dernière données du Tevatron sont en cours d’analyse, les perspectives de recherche
au Tevatron sont exposées ici. Les améliorations futures pour la publication ﬁnale sur la recherche
dans le canal WH → ℓνbb¯ sont présentées. La masse invariante dijet étant la variable la plus
discriminante, l’amélioration de la résolution du pic de masse est un enjeu important, ainsi que
l’optimisation de l’utilisation des outils d’identiﬁcation de jets de quarks b et du discriminant ﬁnal.




- Boson de Higgs
- WH
- Techniques d’analyse multivariées
- Résolution en énergie des jets
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