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Abstract Oceanic microseisms are generated by the interaction of opposing ocean waves and subse-
quent coupling with the seabed, so microseisms should contain information on the ocean conditions that
generated them. This leads to the possibility of using seismic records as a proxy for the ocean gravity wave-
ﬁeld. Here we investigate the P-wave component of microseisms, which has previously been linked to areas
of high wave interaction intensity in mid-ocean regions. We compare modeled P-wave microseismic sources
with those observed at an array in California, and also investigate the relationship between observed sour-
ces and signiﬁcant wave height. We found that the time-varying location of microseism sources in the North
Paciﬁc, mapped from beamforming and backprojection of seismic data, was accurate to 108 in 90% of
cases. The modeled sources were found to dominate at 0.2 Hz which was also reﬂected in the seismic
observations. An empirical relationship between observed beampower and modeled source power allowed
sources during an independent data period to be estimated with a correlation coefﬁcient of 0.63. Likewise,
signiﬁcant wave height was also estimated with a correlation coefﬁcient of 0.63. Our ﬁndings suggest that
with improvements in resolution and amplitude retrieval from beamforming, correlations up to 0.78 should
be possible between observed P-wave microseisms and signiﬁcant wave height in remote ocean regions.
1. Introduction
Oceanic microseisms are tiny, continuous oscillations of the ground caused by the interaction of ocean
waves with the solid earth beneath them. The most energetic microseisms are generated when ocean wave
trains of similar frequency but opposite direction interact, producing a pressure ﬂuctuation that is unattenu-
ated with depth, has twice the frequency of the forcing waves, and a near-zero wave number [Longuet-Hig-
gins, 1950; Ardhuin and Herbers, 2013; Traer and Gerstoft, 2014; Ardhuin et al., 2015]. This pressure ﬂuctuation
couples to the seabed to produce microseisms with typical peak frequencies of about 0.14–0.20 Hz (5–7 sec-
onds), which propagate as seismic surface waves and body waves; [e.g., Toks€oz and Lacoss, 1968; Haubrich
and McCamy, 1969; Roux et al., 2005; Gerstoft et al., 2006; Koper and de Foy, 2008; Koper et al., 2010; Reading
et al., 2014].
The requirement of opposing waves to generate double frequency microseisms means that microseism
energy cannot be explicitly related to ocean wave height [Kedar et al., 2008; Ardhuin et al., 2011], as it
depends on the directional characteristics of the wave trains as well as the wave energy. However, in cases
where the opposing wave trains are related, as a result of directional spreading of one wave system (classi-
ﬁed as Class I in Ardhuin et al. [2011, 2012]) or reﬂection from a coastline (Class II), a strong dependence on
the ocean wave height is expected. As such, empirical relationships between microseism energy and signiﬁ-
cant wave height recorded at nearby coastal wave buoys have been identiﬁed [Ardhuin et al., 2012; Bromir-
ski et al., 1999; Ferretti et al., 2013]. These relationships were based on the full seismic spectrum which is
dominated by seismic surface waves, and work well for seismic stations that are most sensitive to local sea
states or coastal reﬂection sources.
This study investigates the P-wave component of seismic noise, for which origins in the deep ocean have
been inferred [Toks€oz and Lacoss, 1968; Haubrich and McCamy, 1969; Lande`s et al., 2010; Gerstoft et al., 2008;
Zhang et al., 2010a; Euler et al., 2014; Koper et al., 2010]. Here Class I situations do occur, but the opposing
waveﬁeld could also result from the interaction of two independent wave systems: either the crossing of
two swells, or the interaction of swell with locally generated wind waves (Class III in Ardhuin et al. [2011,
2012]). Given that two low-energy wave systems directly opposing could produce the same microseismic
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energy as two high-energy wave systems
with more oblique interaction, the correspon-
dence between microseism energy and wave
heights is expected to be weaker. Over long-
averaging times, sources of P-wave microse-
isms do coincide with regions of high wave
heights [Euler et al., 2014], but it is unclear
what microseisms can tell us about ocean
wave energy on shorter time periods when
the degree of opposing waveﬁeld is unknown
and likely to be highly variable. This has impli-
cations for using P-wave microseisms as a
proxy for wave heights.
In this study, we investigate the relationship
between P-wave microseisms and signiﬁcant
wave height at short (3 h) time periods. Sig-
niﬁcant wave height is a common and useful
parameter to describe sea state, but measurements by wave-buoys far from the coast are very sparse, and
coverage by satellites insufﬁcient. Locating P-wave microseisms to these deep ocean regions, and being
able to infer wave heights, would allow for the development of real-time monitoring of sea state from seis-
mic records, adding a valuable new record to our current measurements of signiﬁcant wave height in the
deep ocean.
We ﬁrst compare observed P-wave microseisms with modeled microseism sources in terms of location, fre-
quency, and amplitude, and derive an empirical relationship between the observed and modeled source.
Then, we reconstruct the ocean wave energy spectrum from the estimated microseism source spectrum by
applying assumptions about the degree of waveﬁeld opposition. Finally, the signiﬁcant wave height calcu-
lated from the estimated ocean wave energy spectrum is then compared with modeled signiﬁcant wave
height.
2. Data and Processing
Two years of vertical component seismic data (channel LHZ) from an array in California (Figure 1) were
downloaded from the Southern California Earthquake Data Center [SCEDC, 2013] covering the period Sep-
tember 2012 to September 2014. The Southern California Seismic Network (SCSN) that makes up the bulk
of the array has been used previously to successfully locate P-wave microseisms [Gerstoft et al., 2006, 2008;
Zhang et al., 2010a,2010b; Obrebski et al., 2013]. Instrument response was removed, and each daily record
was band-pass ﬁltered between 0.002 and 0.400 Hz. Earthquakes were removed using an automated detec-
tion and removal algorithm. Earthquake events were identiﬁed using the ISC bulletin [International Seismo-
logical Centre, 2014] and removed by setting 1 h of the waveform to zero if the RMS of that window was
over 3 times the daily RMS. Daily spectra for each station were then individually examined and any bad
quality data were discarded.
A similar beamforming procedure to Gerstoft and Tanimoto [2007] and Gerstoft et al. [2008] was used to
examine microseisms as a function of frequency, azimuth, and slowness. Each daily time series was split
into 512 s chunks which were Fourier transformed to give a complex valued vector vðf2; ti) containing the
response from all stations in the array, where f2 is frequency in Hz and ti refers to the start time of the Fouri-
er transform. Only phase was retained by dividing v by its magnitude to reduce the inﬂuence of local site
ampliﬁcation effects [Gerstoft and Tanimoto, 2007]. The cross-spectral density matrix, C5hvvTi, where the
brackets indicate temporal averaging over a 3 h period, was calculated. The plane-wave response of the
array is given by pðf2; s; hÞ5exp½i2pf2sðreÞ where e5ðsinhcoshÞT is the directional cosines for a plane wave
with given azimuth h, r is the coordinates of the seismometers with respect to their mean, and s is slowness.
The beamformer output is then bðf2; s; h; tÞ5pðf2; s; hÞTCðf2; tÞpðf2; s; hÞ which we adjusted for the number
of stations N in the array by dividing by N2 [Euler et al., 2014]. Array response functions at frequencies of 0.1
and 0.3 Hz are shown in Figures 2a and 2b.
Figure 1. The seismic networks used in the study. White trian-
gles5 Berkeley Digital Seismograph Network, black triangles5 Southern
California Seismic Network, light gray triangles5ANZA regional network,
and white triangle with black border5USArray Transportable Array.
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For each 3 h time period, we therefore have beamformer output as a function of frequency, slowness, and
azimuth. An examination of the full 2 years of data revealed a large contrast between the strongest arriv-
als during winter and summer (supporting information Figure S1). During winter months, the strongest
arrivals came from the North Paciﬁc and North Atlantic with slownesses corresponding to P or PP phases,
whereas during summer months the strongest arrivals came from southerly azimuths with slownesses of
PKP phases. Gerstoft et al. [2008] previously found P-waves from the Paciﬁc to dominate at the SCSN net-
work during winter, so here we limit our analysis to P-waves from the North Paciﬁc from mid-October to
mid-March. Additionally we reject any days when the number of stations falls below 170 to minimize
errors and biases associated with too few stations. At each frequency of interest, we back-projected azi-
muth and slowness onto a 28 latitude by 28 longitude geographical grid assuming slownesses of direct
P-waves with a source at the Earth’s surface using the ak135 travel time tables of Kennett et al. [1995] for
a spherically symmetric Earth model. We projected for distances between 308 and 908 from the array cen-
ter which is the typical range for teleseismic P-waves [Obrebski et al., 2013]. A synthetic test for a point
source located at 358N 1698E is shown in Figures 2c and 2d. An example output for 23 December 2012
(00:00) is shown in Figure 3a.
Double frequency P-wave microseism sources were modeled over the same 2 year period as the seismic
data. The method of Ardhuin et al. [2011] and Ardhuin and Herbers [2013] based on the numerical ocean
wave model WAVEWATCH III [Tolman et al., 2014] was followed to calculate the vertical ground displace-
ment associated with P-waves at each source location. From Ardhuin et al. [2011] and Farra et al. [2016], the
second-order pressure spectrum at near-zero wavenumber and twice the ocean wave frequency f, due to
the interaction of similar frequency waves traveling in opposite directions [Hasselmann, 1963], is given by:
FPðf252f Þ5½2p2½qwg2f2E2ðf ÞIðf Þ (1)
which has units of Pa2m2s and where qw is the density of water, g is gravitational acceleration, E(f) is the
ocean wave frequency spectrum and I(f) is a non-dimensional function that depends on the wave energy
distribution M over the directions h:
Figure 2. (top row) Slowness versus azimuth array response functions at frequencies of (a) 0.1 and (b) 0.3 Hz. White circles are plotted at
slowness values of 0.02, 0.04, 0.06, and 0.08 s/km. (bottom row) Array response for a point source located at 358N 1698E for frequencies of
(c) 0.1 and (d) 0.3 Hz.
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Iðf Þ5
ðp
0
Mðf ; hÞMðf ; h1pÞdh (2)
WAVEWATCH III was forced with 6 hourly
winds and sea-ice cover from ECMWF’s
ERA-interim reanalysis [Dee et al., 2011]
and the second-order pressure spectrum
was output hourly on a 0.58 longitude-by-
0.58 latitude global grid from 788 North to
788 South. The output was smoothed
using a 7-by-7 Gaussian low-pass ﬁlter
and resampled to a 28-by-28 grid and
averaged over 3 h time periods for direct
comparison with the beamforming.
Coastal wave reﬂection, which is function
of wave amplitude, wave frequency and
beach slope, can signiﬁcantly affect the
value of FP near the coast. Because we are
mainly interested in deep-water events
where reﬂection has less inﬂuence, we
chose the reﬂection coefﬁcient simply as
R25 0.1 for continents and large islands
and 0.2 for small islands [Ardhuin et al.,
2011]. A second model run over a 2
month period with lower reﬂection coefﬁ-
cients of R25 0.02 for continents and
large islands and 0.04 for small islands,
which more closely correspond to the
estimates of Stutzmann et al. [2012], did
not produce signiﬁcantly different values
of FP. The map of P-wave sources
(Pa2m2s) is calculated by multiplying the
second order pressure spectrum at each
grid point by the squared source site
effect ½2jCPj qcqw [Farra et al., 2016]:
Pðf2Þ5Fpðf2Þ3½2jCPj qcqw
2
5½2p2½qwg2f2E2ðf ÞIðf Þ3½2jCPj qcqw
2
(3)
CP is a nondimensional ampliﬁcation coef-
ﬁcient dependent on frequency, water-
depth, and P-wave take-off angle (distance
from source to receiver) [Ardhuin and Herb-
ers, 2013; Gualtieri et al., 2014]. CP was cal-
culated using the water depth and take-off
angle appropriate for each grid point using
the formulation of Gualtieri et al. [2014],
taking water-depth from the ETOP01 data
set [Amante and Eakins, 2009] and using
the ObsyPy package [Beyreuther et al., 2010] to calculate take-off angle based on the distance from the array
center. Values for spatially varying crustal density qc and water density qw were taken from the upper crust
layer and water layer of the global crustal model CRUST1.0 (http://igppweb.ucsd.edu/~gabi/rem.html). An
example of the modeled source on 23 December 2012 (00:00) is shown in Figure 3b. A study by [Obrebski
et al., 2013] has previously validated the location of modeled sources with seismic P-wave observations.
Figure 3. Example output for 23 December 2012 00:00:00. (a) Beamformer
output integrated between 0.1 and 0.3 Hz. (b) Modeled source integrated
between 0.1 and 0.3 Hz. (c) Watershed regions identiﬁed from the beam-
former image in Figure 3a.
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We also output the modeled ocean wave energy spectrum E(f) from which we calculated signiﬁcant wave
height, Hs, as observations of Hs (e.g., from wave buoys or satellites) are not available at the temporal resolu-
tion or spatial extent required for comparison with the seismic data. Again we smoothed and resampled
the WAVEWATCH III output of E(f) to a 28-by-28 grid and averaged over 3 h time periods.
3. Results
3.1. Comparison Between Observed and Modeled Source
For each 3 h time period over the ﬁrst winter (mid-October 2012 to mid-March 2013), the beamformer out-
put and modeled source were integrated over the main double-frequency microseism band between 0.1
and 0.3 Hz. In order to identify multiple peaks in the beamformer maps, caused by more than one source
acting in the basin at a given time, we used a standard watershed algorithm that identiﬁes peaks in the
image and the regions associated with each of these peaks (see Figure 3c). For each beamformer peak iden-
tiﬁed, we found the largest modeled source within it’s watershed region to examine how the beampower
varies with source power. By associating the beampower peak to a source located anywhere within its
watershed region, rather than using a direct pixel comparison, we allow for errors in the beamformer loca-
tion which result in it being offset from the true source location. We considered beamform peaks in the
North Paciﬁc (above 08N).
The plot of modeled source power versus beampower in Figure 4 shows that up to a certain limit, an
increase in modeled source power had little to no effect on the observed beampower, but beyond this limit
beampower increased rapidly with source power, although with a lot of scatter. The correlation coefﬁcient
calculated using Spearman’s Rank was 0.71 (strong correlation, >99% signiﬁcance). After binning the data
(shown in red), we deﬁned the noise level as the mean of the ﬁrst bin plus 2 standard deviations, which cor-
responds to a beampower of 228.68 dB. The binned data were found to be best described by an exponen-
tial function (shown in green), which indicated that the beampower only exceeded the noise level when
source power (FP½2jCPj qcqw
2Þ reached approximately 102 dB (1.6 31010 Pa2m2).
Next we calculated the distance between the beamformer peaks and their associated modeled sources,
excluding all peaks below the noise threshold of 228.68 dB. The locations of the beamformer peaks and
the sources are plotted in Figures 5a and 5b with color indicating the number of occurrences at each grid
point. It can be seen from Figures 5a and 5b that both the observed and modeled sources occurred over
the whole region, although the most energetic 100 events were concentrated around 40–508N, 160–1808E
(Figures 5c and 5d), which corresponds well with the locations observed by Obrebski et al. [2013] in the year
2010. The beamformer peak and associated modeled source were found to be located 108 (5 grid points)
apart in 90% of occurrences, were 68 (3 grid points) apart in 67% of occurrences but only matched
the same grid point in 4% of occurrences. Obrebski et al. [2013] found similar offsets (between 1.18 and 9.58)
for the 54 strongest modeled events in their
study. Discrepancies may be due to 3-D
velocity structure that we are not taking into
account in the backprojection (up to 48)
[Euler et al., 2014], contamination from other
phases or earthquakes, contamination from
array response [Gal et al., 2016], or inaccura-
cies in the modeled source location (either
due to inaccuracies in the wave model or
site effect). In some cases, the discrepancy
was found to arise from the resolution limits
of the array, where two neighboring sources
merged into one observed source centered
on the average location (a limitation that has
been observed previously) [Hillers et al.,
2012; Euler et al., 2014].
To compare the frequency content of the
modeled and observed sources, we examined
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Figure 4. (a) Modeled source power versus observed beampower (both
integrated between 0.1 and 0.3 Hz). The red circles are the mean of each
data bin with error bars of6 two standard deviations. The dashed line is
placed at the top of the error bar of the ﬁrst bin and is equal to 228.68
dB, which we deﬁne as the noise threshold. The green curve is the best-
ﬁtting exponential of the form y5aebðx2x0Þ1y0 where values of a, b, x0,
and y0 are given in the ﬁgure.
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the nonintegrated output of each of the beamformer peaks and associated source peaks. Again we only con-
sidered beamformer peaks that were above the noise threshold, and in addition only the cases when the
observed and modeled sources were108 apart to exclude any spurious observations.
The mean spectra of the observed and modeled sources were calculated (Figures 6a and 6b), and the mean
frequency from these spectra was calculated as
ﬃﬃﬃﬃ
m2
m0
q
where mn5
Ð f250:3Hz
f250:1Hz
ðSðf2Þ3f n2 Þdf and Sðf2Þ is either the
beamform spectrum b or the modeled source spectrum P. The mean frequency of the beamformer was
0.21 Hz, whilst the mean frequency of the modeled source was 0.19 Hz, indicating that the seismic observa-
tions represented well the frequency content of the sources acting in the ocean basin. To examine the vari-
ability among individual spectra, the peak frequency of each spectrum was picked and plotted as a
histogram with color corresponding to number of occurrences in Figure 6c. Again it can be seen that both
the beamform peak and modeled source peak occurred most often at about 0.2 Hz, with rare instances
where the peak occurred down to 0.1 Hz or up to 0.3 Hz.
The results indicate that the seismic beamforming observations reﬂect the location, frequency content, and
amplitude of microseismic sources, with location accurate to 108 in 90% of occurrences and with a strong
correlation coefﬁcient between beampower and source power of 0.71.
Next we used the relationship between beampower and modeled source power found during the ﬁrst win-
ter to estimate source power over the second winter (mid-October 2013 to mid-March 2014) using the
observed beampowers over that period.
To estimate source power from observed beampower, we ﬁtted another curve between beampower and
source power this time with beampower as the predictor and source power as the response variable (Figure
7a), and only considering beampowers over the noise threshold. Again we also excluded from the regres-
sion any cases when the observed and modeled sources were >108 apart. The best-ﬁtting logarithmic func-
tion was applied to the seismic observations of the second winter to estimate sources during the second
winter (a linear ﬁt between beampower and source power for source powers >102 dB was attempted but
Figure 5. (a) Located peaks in beamformer output. Beamformer output was integrated between 0.1 and 0.3 Hz before applying a water-
shed algorithm at each time step to identify the peaks. Only peaks that were above 228.68 dB (the noise threshold) are plotted. (b) Loca-
tions of corresponding modeled source peaks. The modeled source was also integrated between 0.1 and 0.3 Hz and the maximum source
within each beamformer watershed region of the peaks shown in Figure 5a was identiﬁed as the source peak. Color indicates how many
times the peak was located at each grid point. (c) Same as Figure 5a but for the 100 most energetic peaks. (d) Same as Figure 5b but only
for the 100 events shown in Figure 5c.
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resulted in overestimation of sources at large beampowers). The time series of the modeled source ampli-
tude (10 (source power/10)) is plotted along with estimated source amplitude in Figure 7b, where only the
largest estimated source at each time step is plotted if there were more than one source acting simulta-
neously. Pearson’s linear correlation coefﬁcient between the estimated source power and modeled source
power was 0.63 (>99% signiﬁcance).
3.2. Relating Microseism Source to Significant Wave Height
The results presented have shown that we are able to estimate the integrated microseism sources in the
North Paciﬁc from seismic observations with some conﬁdence. If we now consider observations at each fre-
quency, we can reconstruct the full source spectrum, from which the ocean wave energy spectrum can be
estimated, and thus signiﬁcant wave height. This is a rearrangement of equation (3):
Eðf Þ5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Pðf2Þ
½2jCPj qcqw 
2½2p2½qwg2f2Iðf Þ
s
(4)
where the source power spectral density spectrum Pðf2Þ is estimated from the observed beampower spec-
trum, values of qc, qw, and Cp are taken at the grid points where peaks in beampower are located, and I(f) is
unknown.
Signiﬁcant wave height can then be calculated from the estimated ocean wave energy spectrum:
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Figure 6. (a: left) Mean beamformer and (right) modeled source spectrum. Instances when the beamform peak and modeled source peak
were >10

apart were excluded from the calculation of the mean. (b) Peak frequency of beamform spectrum versus peak frequency of
modeled source spectrum. The grayscale shading indicates the number of time steps the peak occurred at each given frequency.
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HsðswellÞ54
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð0:15Hz
0:05Hz
Eðf Þdf
s
(5)
Here we distinguish our estimate of Hs as HsðswellÞ because we are only considering the spectrum between
seismic frequencies of 0.1–0.3 Hz (0.05–0.15 Hz ocean wave frequency which equals 6.7–20 s periods)
whereas traditionally signiﬁcant wave height is calculated from a wider band (e.g., 2–30 ocean wave
periods).
To estimate the source spectrum Pðf2Þ from the observed beampower, beampower and source power were
correlated in a similar way as previously, but instead of plotting the integrated powers, the power at each
frequency was plotted separately (Figure 8a). From Figure 8a, it was found that values at the different fre-
quencies all lay along the same curve, so we applied one relationship to all frequencies. Again we binned
the data points according to source power and ﬁtted an exponential function. The noise level of the beam-
power (as deﬁned previously) was found to be 220.16 dB and the source exceeded the noise level at a val-
ue of 117 dB (5.0 31011 Pa2m2s). Taking only beampower values above this noise threshold, we replotted
using beampower as the predictor variable (Figure 8b) and found that source power at each frequency is best
estimated from the observed beampower using a logarithmic function given by: PðestimatedÞðdBÞ5alogeðb3ðbe
ampower2x0ÞÞ1y0 with a5 10.3564, b5 0.89105, x05220.8629 and y05 108.5138.
The estimated source spectrum was constructed from the beampower spectrum using the identiﬁed logarith-
mic relationship in the following way. If the peak of the beampower spectrum was above the noise level of
220.16 dB, the source power of this peak, PðestimatedÞ (dB), was estimated, and the source amplitude as
PðestimatedÞ510ðPðestimatedÞðdBÞ=10Þ. It was found that by setting the estimated source amplitude at all other
frequencies (below the noise threshold) to zero, the source spectrum and resulting ocean wave spectrum
became too narrow. Instead, the mean shape of the modeled source spectrum as a function of f=fp (where fp
is the peak frequency of the spectrum) was calculated (Figure 8c), and PðestimatedÞÞ was multiplied by this. An
example of the construction of one spectrum in this way is shown in supporting information Figure S2. An
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Figure 7. Modeled source power versus observed beampower for the ﬁrst winter. Both are integrated between 0.1 and 0.3 Hz. Values of
beampower below the noise threshold of 228.68 dB and cases when the observed and modeled source locations were >108 apart were
excluded. The red circles are the mean of each data bin with error bars of 62 standard deviations. The green curve is the best-ﬁtting loga-
rithmic function of the form y5alogeðb½x2x0Þ1y0 where values of a, b, x0, and y0 are given in the ﬁgure. (b) Modeled source versus esti-
mated source for the second winter (mid-October 2013 to mid-March 2014). The estimated source was calculated from the observed
beampower using the regression in Figure 7a. The time series has been split over two plots for clarity. Note the difference in y axis limit
between the plots.
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assumption here is that the source spectrum only has one peak, and indeed it was found that the modeled
source spectrum had a single peak (counting peaks as those above the mean1 one standard deviation) in
99% of cases whilst the beamformer spectrum had a single peak in 80% of cases. We limit our estimation of
PðestimatedÞ to cases when both the beamformer spectrum and source spectrum had a single peak.
I(f) depends on the degree of wave interaction at each frequency. When the opposing waveﬁeld is a result
of coastal reﬂection, this can be related to the reﬂection coefﬁcient, or when the opposing waveﬁeld is a
result of directional spread, this be related to the wave energy [Ardhuin et al., 2012]. However for two
opposing waveﬁelds in mid-ocean regions I(f) cannot necessarily be related to the ocean wave energy but
depends on the (unknown) characteristics of both waveﬁelds. For example, a given I(f) could result from
two low energy swells that directly oppose each other, or from one large energy swell that meets a low
energy wind-sea. The assumption made about I(f) is therefore expected to be one of the largest sources of error in
the estimation of ocean wave energy and signiﬁcant wave height from seismic observations. We calculated the
mean I(f) from the modeled cases as a function of f=fp (Figure 8d) and assumed this I(f) spectrum in the
calculations.
Because the previous results indicated that location was only accurate up to 108 in the majority of cases, the
map of ½2jCpj qcqw
2 was ﬁrst smoothed over 108 using a 11-by-11 low-pass Gaussian ﬁlter before taking the val-
ue at the beampower location.
The wave energy spectrum was estimated from the beamforming observations of the ﬁrst winter using
equation (4), and signiﬁcant wave height estimated using equation (5). Figure 9 shows the modeled HsðswellÞ
versus the estimated HsðswellÞ which had a Pearson’s linear correlation coefﬁcient of 0.48. The scatter points
are shaded by point density and binned by modeled HsðswellÞ. It can be seen from the ﬁgure that at the
most common wave heights (2–3m) the estimation was most accurate, whereas higher modeled wave
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Figure 8. (a) Similar to Figure 4 but with modeled source power versus observed beampower plotted separately at each frequency. Only
cases where the integrated value of the beampower was above the noise threshold of 228.68 dB are plotted, and only cases where the
observed and modeled source were apart by 108. The red circles are the mean of each data bin with error bars of 62 standard devia-
tions. The dashed line is placed at the top of the error bar of the ﬁrst bin and is equal to 220.16 dB, which we deﬁne as the noise thresh-
old. The green curve is the best-ﬁtting exponential of the form y5aebðx2x0Þ1y0 where values of a, b, x0, and y0 are given in the ﬁgure.
(b) Same as Figure 8a but with the axes switched and only including beampowers(f2)  220.16 dB. The green curve is the best-ﬁtting loga-
rithmic function of the form y5alogeðb3ðx2x0ÞÞ1y0. (c) Mean shape of modeled source spectrum as a function of f=fp which is the seis-
mic frequency divided by the peak seismic frequency of the source spectrum. The data are plotted in black and the smoothed data in red
(almost identical). (d) Mean spectrum of the wave-interaction intensity.
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heights were underestimated. We used
the mismatch between the estimated Hsðs
wellÞ bins and the line y5 x to deﬁne a
calibration factor, which was then applied
to estimates of HsðswellÞ during the sec-
ond winter (a calibration factor based on
a curve which smoothed out the uncer-
tainties at the larger wave heights did not
make any signiﬁcant difference to the
results). Figure 10 shows modeled versus
estimated HsðswellÞ for the second winter
which had a Pearson’s linear correlation
coefﬁcient of 0.63. With the calibration fac-
tor, the means of each data bin lie much
closer to the line y5 x, with underestima-
tion only occurring at HsðswellÞ values over
about 8 m.
4. Discussion
Errors in the estimate of E(f) using equa-
tion (4) and consequently Hs will arise for
three main reasons: (1) Inaccurate estimate of source amplitude Pðf2Þ from beamformer amplitude (2) Inaccu-
rate location of beamformer peak, therefore inaccurate site effect (3) inaccurate estimate of I(f). Another
expected source of error is that is it not possible to extract information about the ocean wave spectrum at fre-
quencies for which the waveﬁeld is unidirectional (I(f)5 0), because the observed beampower is only sensitive
to opposing waves. Consequently, these parts of the ocean wave energy spectrum would be underestimated
as would the derived signiﬁcant wave height.
In order to understand how each of these errors inﬂuence the correlation between estimated and modeled
HsðswellÞ, we looked at each of these sources of error in turn. Figure 11a shows the ideal case when the
Figure 9. Modeled HsðswellÞ during the ﬁrst winter (mid-October 2012 to
mid-March 2013) versus HsðswellÞ estimated from beamformer output. The
red circles are the mean of each data bin with error bars of 62 standard
errors. The grayscale shading indicates the point density (number of points
per m2). The offset between the mean of each data bin and the line y5 x was
used as a calibration factor for the second winter.
Figure 10. (a) Modeled HsðswellÞ during the second winter (mid-October 2013 to mid-March 2014) versus HsðswellÞ estimated from beam-
former output. The red circles are the mean of each data bin with error bars of 62 standard errors. The grayscale shading indicates the
point density (number of points per m2). (b) Time series of modeled and estimated HsðswellÞ during the second winter. Only the maximum
estimated HsðswellÞ at each time step is plotted.
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source spectrum, site effect, and I(f)
are known exactly for the estimation
of E(f) using equation (4) (i.e., the mod-
eled values were used). The correlation
coefﬁcient in this case between mod-
eled HsðswellÞ and estimated HsðswellÞ
was equal to 1.00. Underestimation
would be expected if there was a large
portion of unidirectional wave energy
in addition to the opposing waveﬁelds,
but this was not the case as the mod-
eled I(f) was rarely (<1% of the time)
exactly 0. Plot b examines the error
due to inaccurate estimate of I(f). In
this estimate of HsðswellÞ, the mean
value of I(f) shown in Figure 8d was
used in the calculation. There was still
moderately strong correlation of 0.78
but this was much lower than the ideal
case (a). There also appears to be a
tendency for underestimation which
increases with modeled HsðswellÞ. This
would be caused by the assumed I(f)
being too large for higher wave
heights. An explanation for this may
be related to the case for waves gener-
ated by local winds, in which I(f) gener-
ally decreases with increasing E(f)
[Ardhuin et al., 2012]. Plot c examines
the error due to inaccurate location
(site effect). In this estimate of HsðswellÞ,
the location of the beamformer peak
was used to obtain the value of the
smoothed site effect. The correlation of
0.90 indicates that the error introduced
from inaccurate location is less than the
error introduced by inaccurate I(f). Plot
d examines the combined error from I(f)
and location and as expected the corre-
lation drops further, to 0.71.
Plots e-h are the same as plots a-d but
with the addition of error caused by
inaccurate estimate of the source ampli-
tude. Plot e shows that inaccurate
amplitude estimation causes a larger
reduction in correlation than errors in
I(f) and location combined. With inaccu-
racies in I(f) and location correlation
goes down to 0.48 (Figure 11h).
The large amount of scatter between
source amplitude and beampower
is unsurprising given the amplitude
removal during the beamforming
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Figure 11. Causes of error in the estimation of HsðswellÞ. In all plots modeled,
HsðswellÞ is on the x axis and estimated HsðswellÞ is on the y axis. r is the Pearson’s
linear correlation coefﬁcient. ‘‘Modeled source’’ means that modeled Pðf2Þ was
used in the calculation. ‘‘Modeled location’’ means that the modeled source loca-
tion was used for the value of the site effect. ‘‘Modeled I(f)’’ means that the exact
(modeled) value of I(f) for each case was used. ‘‘Estimated source’’ means that
Pðf2Þ was estimated from the beampower. ‘‘Estimated location’’ means that the
beamformer location was used to obtain the value of the smoothed site effect.
‘‘Estimated I(f)’’ means that the I(f) of Figure 8d was used. The plots therefore rep-
resent: (a) The ideal case. (b) error in I(f). (c) error in location. (d) error in I(f) and
location. (e) error in source amplitude. (f) error in source amplitude and I(f).
(g) error in source amplitude and location. (h) error in source amplitude, I(f) and
location.
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process and, as mentioned by Obrebski et al. [2013], because the beampower also depends on the size of
the area the source is acting over as well as energy losses along the propagation path (including geometric
spreading, attenuation, and transmission through Earth structure such as the Moho, 410 and 660 km discon-
tinuities) [Nishida and Takagi, 2016]. Nevertheless, our results show that a relationship between source
amplitude and observed beampower does exist. Furthermore, Figure 8b suggests that with improvements
in beampower and location estimation correlations of up to 0.78 are possible even with the uncertainty sur-
rounding I(f). A direction for these improvements may be found in the recent work of Farra et al. [2016] and
Nishida and Takagi [2016]. Farra et al. [2016] used a ray-theoretical approach to estimate P-wave ground dis-
placement for a given source including site, receiver, and propagation effects, and Nishida and Takagi
[2016] used a similar formulation to estimate the pressure source by minimising the squared difference
between observed and modeled ground displacement.
Finally, throughout the study, the modeled source has been considered the ‘‘true’’ value. Scatter between
the beampower and modeled source may be caused by inaccuracies in the wave model itself, for example
due to the wind input or parameterization within the model. Although there is currently no other way of
estimating wave-interaction intensity over such spatial and temporal scales with which to validate the mod-
el output, an idea of error within the WAVEWATCH III model could be found by analyzing the spread of
results obtained from multiple runs with different wind inputs and parameterization. Scatter may also be
caused by inaccuracies in the calculation of the site effect, which may not well represent each 2-by-28 pixel
in regions of large bathymetric variability [Hillers et al., 2012], and for which we have not taken into account
the effect of sediments or earth structure below the upper crust [Gualtieri et al., 2014]. A thick sediment lay-
er at the source results in reduced amplitudes of land-recorded microseisms [Gualtieri et al., 2015], and may
be important for sources close to the coast where sediments are thicker.
It is important to remember however that estimates about signiﬁcant wave height can only be made where
there is wave interaction occurring. Sometimes this does correspond to the largest wave heights in the
ocean basin (e.g., Figures 12a and 12b), but this is not necessarily the case (Figures 12c and 12d).
Figure 12. (top row) An example when maximum source corresponds to location of maximum Hs and (bottom row) when maximum
source does not correspond to location of maximum Hs. (a) Modeled source on 22 December 2012 15:00:00. (b) Modeled Hs on 22 Decem-
ber 2012 15:00:00. (c) Modeled source on 27 December 2012 15:00:00. (d) Modeled Hs on 27 December 2012 15:00:00. The modeled source
has been integrated over f25 0.1–0.3 Hz whilst Hs has been calculated from the modeled ocean wave spectra over the full ocean wave fre-
quency range f5 0.0300–0.5758 Hz.
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5. Conclusions
Observed seismic P-waves in California were found to relate to modeled microseismic sources in the North
Paciﬁc Ocean in terms of location, frequency content, and amplitude. The observed P-waves were located
through beamforming and backprojection, and were found to match the location of strong modeled sour-
ces by 10 8 (5 grid points) in 90% of cases. Both the modeled sources and observed P-waves were domi-
nated by microseisms with a frequency of approximately 0.20 Hz. Beampower was moderately to strongly
correlated with the power of the modeled sources, and only exceeded the noise threshold when sources
were >1.6 31010 Pa2m2 (integrated between 0.1 and 0.3 Hz) or >5.0 31011 Pa2m2s. The empirical relation-
ship between beampower and source power allowed sources during the second winter to be estimated
from observed beampower. The resulting estimated sources were found to correlate with the modeled
sources with a correlation coefﬁcient of 0.63.
After reconstructing the source spectrum from the beamformer spectrum, and making an assumption
about the directional characteristics of the waveﬁeld, the ocean wave energy spectrum was estimated, and
from that, signiﬁcant wave height. During the ﬁrst year, the modeled and estimated signiﬁcant wave height
correlated by 0.48. An underestimation of wave height at higher modeled values appeared to be introduced
in the assumption of the directional wave characteristics. A calibration factor between modeled and esti-
mated signiﬁcant wave height calculated from the ﬁrst winter’s results was applied to the second year and
the underestimation was largely removed, giving a correlation of 0.63 between modeled and estimated sig-
niﬁcant wave height. Inaccuracy in beampower was found to be the largest source of error, followed by
inaccuracy in directional assumption. With improvements in the location and amplitude estimation of sour-
ces from beamforming, it should be possible to obtain estimates of signiﬁcant wave height that correlate
with modeled wave heights by up to 0.78.
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