has been publishing hourly PM 2.5 concentrations for 138 state-controlled observatioanl sites in 23 the inner domain on its official website (http://datacenter.mep.gov.cn). We compare simulated 24 monthly mean PM 2.5 concentrations with these observations, and employ a number of 25 statistical indices including mean observation, mean simulation, normalized mean bias 26 (NMB), normalized mean error (NME), mean fractional bias (MFB), and mean fractional 27 error (MFE) to give a quantitative assessment of the model performance, as shown in Table  28 S4. The definitions of these indices have been documented in previous papers (Wang et al., 29 2010; Boylan and Russell, 2006) . It can be seen that the PM 2.5 concentrations are slightly 30 underestimated in all months, with NMBs ranging between -24.8% and -2.6%, probably 31 attributable to the exclusion of fugitive dust emissions. Boylan and Russell (2006) proposed 32 that a model performance goal (the level of accuracy that is considered to be close to the best 33 a model can be expected to achieve) was met if MFB ≤ ±30% and MFE ≤ 50%, and the model 1 performance criteria (the level of accuracy that is considered to be acceptable for modeling 2 applications) was met if MFB ≤ ±60% and MFE ≤ 75%. Table S4 shows that all the statistical 3 indices meet the model performance goal, indicating a good modeling performance. 4
Having compared the monthly average PM 2.5 concentrations, we continue to evaluate 5 simulated temporal variation of PM 2.5 concentrations. As described in Section 2.2 in the main 6 text, we define 5 target regions for the development of the ERSM prediction system, i.e., 7
Beijing, Tianjin, Northern Hebei, Eastern Hebei, and Southern Hebei. We select one 8 representative site in each target region, and compared the hourly PM 2.5 simulations with 9 observations, as shown in Figs. S1-S5. The figures show that the modeling system can capture 10 the temporal variation of PM 2.5 concentrations fairly well. The correlation coefficients range 11 between 0.49 and 0.83 in January, March, and October, indicating good model performance. 12
The correlation coeffects are relatively lower in July (0.21-0.49), in association with the 13 relatively large discrepancies in meteorological simulations. Despite the lower correlation 14 coefficients in July, the absolute errors are still acceptable considering the smaller PM 2.5 15 concentrations during summer. 16
Furthermore, we compare the simulated concentrations of major PM 2.5 chemial 17 components with observational data at 7 sites in the inner domain (unpublished data of 18 Tsinghua University). The model performance statistics are summarized in Table S5. NO 3   -19 concentrations are overestimated (NMB = 16.3%), while SO 4 2-concentrations are 20 underestimated (NMB = -47.5%). There is a 25.1% underestimation in NH 4 + concentrations. 21
The overestimation of NO 3 -and underestimation for SO 4 2-are consistent with previous studies 22 over East Asia, probably attributed to the lack of some chemical formation pathways in the 23 modeling system, such as SO 2 heterogeneous reactions on the dust surface and the oxidation 24 of SO 2 by NO 2 in aerosol water (Fu et al., 2016; Cheng et al., 2016; Wang et al., 2016) . 25
Elemental carbon (EC) concentrations are remarkably overestimated by 86.6%. EC 26 concentrations are strongly affected by local emissions, while the spatial distribution of our 27 emission inventory may not sufficiently capture local emission sources surrounding 28 observational sites, leading to model-observation discrepancy. The overestimation may also 29 be attributable to the absence of EC aging in CMAQ/2D-VBS, which leads to reduced 30 fraction of hydrophilic EC and thus reduced wet depsition. Finally, concentrations of organic 31 carbon (OC) are underestimated by 36.8%, although the CMAQ/2D-VBS mdoel has been 32 demonstrated to significantly reduce the underestimation in OC as compared to the default 33 CMAQ model (Zhao et al., 2016) . Future studies are needed to further improve the OC 1 simulation results. Similar to the evaluation of PM 2.5 simulations, we also adopt the 2 benchmarks proposed by Boylan and Russell (2006) . Since Boylan and Russell (2006) 3 suggested that less abundant species would have less stringent performance goals and criteria 4 than PM 10 /PM 2.5 , we just adopt the model performance criteria (MFB ≤ ±60% and MFE ≤ 5 75%) described above. Table S5 shows that all the statistical indices meet the model 6 performance criteria, indicating an overall decent model performance. 7 S2 Selection of heavy-pollution episodes 8
We collect hourly PM 2.5 concentrations at 138 state-controlled monitoring sites over the we further use the CWT method to estimate the contribution of each source region to PM 2.5 3 concentrations at the target location. 4 Table S7 summarizes the potential source regions of the 47 heavy-pollution episodes. It is 5 clear that the source regions with the highest occurrence frequencies are South (74.5%), Local 6 (57.4%), Northwest (29.8%), Southeast (10.6%), West (8.5%), and North (4.3%). In this 7 study, we selected (1) January 5-7, 2014, (2) October 7-11, 2014, and (3) October 29-31, 8 2014 as representatives for the Local, South, and Southeast types. For the heavy-pollution 9 episodes with major contribution from the Northwest, our back trajactory analysis indicate 10 that the air mass usually origniates from some desert regions. We do not include this type in 11 our analysis because (1) such dust episodes dominated by coarse particles are different from 12 the haze episodes this paper focuses on; (2) the ERSM prediction system developed in this 13 study mainly covers the BTH region, and the long-range transport from the northwestern 14 provinces is beyond the focus of this study. Table S6 . Description of out-of-sample scenarios 11
Case number Description 1-6
Control variables of precursors in Beijing change but the other variables stay the same as the base case. For case 1-3, the emission ratios (defined as the ratios of the changed emissions to the emissions in the base case) of all control variables of precursors in Beijing are set to 0.1, 0.5, and 1.15, respectively. Case 4-6 are generated randomly by applying LHS method for the control variables of precursors in Beijing.
7-12
The same as case 1-6 but for Tianjin.
13-18
The same as case 1-6 but for Northern Hebei.
19-24
The same as case 1-6 but for Eastern Hebei.
25-30
The same as case 1-6 but for Southern Hebei.
31-40
Control variables of precursors change randomly (with LHS method applied) but those of primary inorganic PM 2.5 stay the same as the base case.
41-44
Control variables of primary inorganic PM 2.5 change randomly (with LHS method applied) but those of precursors stay the same as the base case.
45-54
These cases are generated randomly by applying LHS method for all control variables. Figure S1 . Comparison of simulated and observed PM 2.5 concentrations at the Dongsi site in 2 Beijing in (1) January, (2) March, (3) July, and (4) October. In July, the simulations and 3 observations are for a nearby Langfang site because the observations at the Dongsi site are 4 missing. The results for January, July, and the 4-month mean are given in Fig. 6 . The results for January and July are given in Fig. 7 . 4
