Introduction.
Many applications of electronic computers require efficient generation of large numbers of random normal deviates; see, e.g. [7] , [12] , [14] , [17] . Tables of random normal deviates are of course available, for example [18] , [23] , but they are not sufficiently extensive for many purposes and an outside source of this kind cannot usually be used effectively by the computer. What is required is some method of generation which can be rapidly carried out by the machine itself.
Methods are available by which pseudo random numbers may be produced, see for example [2] , [5] , [6] , [10] , [11] , [13] , [20] , [22] . Judging by the results given, for example, by [5] , [6] , [20] , [21] , the most satisfactory procedure now in use for generating random numbers is that based on "residue class" techniques, see for example [13] , [20] . We shall not consider here the validity of these methods but shall assume that some satisfactory method of producing uniform random deviates is available from which random normal deviates are to be produced. Several ways of generating random normal deviates are known; see, for example, [1] , [6] , [21] , but as is shown in [15] , these methods are not as fast nor as reliable, especially for extreme tail values, as that developed here.
In this paper the inverse of the Normal Distribution Function is approximated stepwise by rational functions. Hence a uniform random deviate may be transformed into a normal deviate. The details of the approximations have been obtained for use on a large scale binary machine with index registers, where it is possible to utilize memory space in order to obtain greater speed.
The present approach can be used, if desired, in the course of generating arbitrary w-variate normal deviates or Chi-squared variâtes.
2. Inverse method. In principle, the inverse method of generating a normal deviate x from a uniform deviate u is well known. The problem is to find the inverse relationship x = x(«) given that 1 Cx u = -== I e-'2'2dt. V2tj-'°T he actual determination of x(m) offers certain numerical difficulties when it is desired to generate reliable normal deviates, especially for large values of x. We have considered this problem for two aspects. First, speed and secondly and equally important, reliability. We have insisted that the maximum absolute error in x should be less than 4 X 10~4 in the range -5 < x < 5, where we assume u is correct, and where Prob { -5 < X < 5} > 1 -6 X 10~7 so that x is correct to within 4 X 10~4 except for an event of probability less than 6 X 10~7.
The relation x = x(w) is approached in stages. The interval [0, 1] for u is subdivided so that over each sub-interval it is possible to obtain a reliable and fast procedure for computing x. Over most of (0, 1) x = x(w) is approximated by Chebyshev polynomials. As x becomes large in absolute value it is necessary to increase the degree of the approximating polynomial. However, even though the degree of the polynomial increases, the frequency with which these approximations are needed decreases ; hence this method will use, on the average, a low order approximating polynomial for x = x(u). Due to symmetry, it is actually only necessary to study x = x{u) for 1/2 < u < 1.
For speed in computing it is best to have the Chebyshev polynomials of as low degree as possible, subject to the specified level of accuracy. Following this approach one could find sub-intervals of greatest or optimum width, see [3] . Two drawbacks then become apparent. If on a binary computer the sub-interval widths are not some negative power of two, considerable computing time is spent in mapping a given sub-interval onto the range ( -1, 1) which is needed when using a Chebyshev approximation.
More important, if the intervals are not of uniform width and a negative power of two, considerable machine time, and memory space, is required to select the appropriate approximation. For, it will not then be possible to use an index register to select the appropriate approximation. Taking these facts into consideration, and taking into account memory space requirements, it was decided to have the widths of the sub-intervals equal 1/128. With this choice of interval width the largest part of (0,1), namely 1/8 < « < 7/8, could be approximated by linear functions. Quadratic and quartic approximations are used for 7/8 < u < 127/128. For 127/128 < u < 1, and by symmetry 0 < u < 1/128, x = x(w) has a singularity of logarithmic type; consequently, for m in this sub-interval an approximation of more subtle type than Chebyshev polynomials is needed.
3. Use of polynomials. Since the techniques used in approximating x = x(u) have possible application when considering the generation of other possible pseudo random variables we shall review the techniques in detail.
To approximate x = x{u) in thejth sub-interval,
by Chebyshev polynomials we shall make use of the technique of Interpolating Chebyshev Polynomials as developed by C. Lanczos, see for example [8] , [9~\.
To begin, thej'th sub-interval is transformed onto (-1, 1) by using r = 256« -127 -2j.
Let r = cos 0, 0 < 6 < t. Let 7\-(r) = cos p(cos_1 r)~\ denote the iúi Chebyshev polynomial. Thus for the jth sub-interval, x = x,(r) will be approximate by a polynomial of «th degree, namely, and where the rk's are the zeros of the (ra + l)th Chebyshev polynomial. Thus rk= cos (7r(2fe + l)/2(w + 1)). This approach approximately minimizes the maximum error throughout the sub-interval. For computing purpose it is more convenient to express the 7\(r)'s as polynomials in r, see Lanczos [8] , [9] , for example T\{r) = r, 7"2(r) = 2r2 -1. One then obtains n (1) Xniir) = Z <W*.
The coefficients ay are given in section 4.
In calculating the ¿V/s, and hence the ay's, it is necessary to evaluate x -x(m) for «¡t/s where rk + 127 + 2j Uki = 256 '
and this was done for the seven intervals j = 57 (1) Table  5 in the Appendix. Thus, while not fitting the straight lines by first degree Chebyshev polynomials we were able to obtain the desired level of precision as follows: In the jth interval, where it is appropriate to fit a straight line, consider Uj, Uj+i, and u¡, y2 = (wy + Uj+i)/2. Let x¡, xy+i, x¿ 1/2 denote the corresponding x values. The jth line is fitted such that the deviations at the ends of the class interval are equal and such that the deviation at the mid-point, namely My, i/2, is equal in magnitude to the deviations at the end points, but is of opposite sign. This approach gives essentially a Chebyshev-type approximation in that we are striving to minimize the maximum error in a given sub-interval.
By straightforward computations one then obtains that 2(Xy+1 + Xy,i/2) -(Xy+1 -Xy) (255 + 4j) aoy = -an = 128(Xy+i -Xy).
In the selection of the width of a sub-interval, w¡, or for determining the appropriate degree of the Chebyshev Polynomial for a given sub-interval, the following result is used, see £3~] for more general details,
where « is the largest absolute error that is tolerable, in our case e = 4 X 10-4, and where x(n+1>(«) is the (n + l)st derivative of x = x(u) with respect to u. 4. where Mk (w) and Nk («) are determined as follows : and where dk denotes a selected value of the ¿th inverted divided difference of x{u). In order to insure sufficient precision it is suggested that the machine program test to see if u > .99999. When « is greater than .99999 it is suggested that the additional significant figures for uk, k = 10(1)14, be utilized. Double precision operations are not necessary if these uk are stored with the first three nines suppressed, u must then be shifted the appropriate number of places before performing u -uk.
Following [4] , page 406, x*(w) can be computed from
To insure that x(w) can be approximated to within 4 X 10~4 it is necessary to stop at an appropriate value of k = k (m) since the approximation being employed is essentially a divergent expansion. Numerical evaluations verified that it is sufficient to have the machine program terminate as soon as one of the following three conditions is satisfied, namely: (i) select x*(m) as the approximation to x(m) if rk = \xk(u) -Xk-i(u)\ < 4 X 10~4, (ii) select Xk(u) as the approximation to x(w) if rk -rk+i < 0, and (iii) if k = 14 terminate the process and select Xu(u) as the approximation to x(m). The value of k increases as u increases in the interval (127/128 < u < 1 -3 X 10~7), and consequently so does the computing time. However, this subinterval will, on the average, increase the necessary computing time very little. It should be kept in mind that while this method is very appropriate and convenient for a machine which performs "floating point" multiplication, this approach would create serious scaling difficulties for a "fixed point" mode of operation.
6. Concluding comments. A detailed comparison of this method with other known methods is given in [15] . The technique proposed in this paper yields accuracy comparable with, or better than, most previous proposals using about one-quarter the computing time while requiring about twice as many memory locations.
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