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Evapotranspiration (ET) is a key component of the water balance, especially in arid and 
semiarid regions, yet it remains one of the most difficult hydrologic components to estimate. 
This dissertation research investigates and develops methodologies to estimate ET while 
minimizing the need for ground-based observations so as to make the final product easily 
transferable to ungauged basins located in arid and semiarid regions.  
Initial work investigates an application of a modified Moderate Resolution Imaging 
Spectroradiometer (MODIS) triangle-based method to estimate ET in a sub-alpine environment 
in northern California. Results show positive bias at three of the four sites when compared to 
ground-based measurements, indicating issues related to water stressed conditions on overall ET 
estimation. This triangle concept is further utilized by exploring a downscaling approach through 
the combination of higher spatial resolution MODIS and lower spatial resolution AMSR2 
(Advanced Microwave Scanning Radiometer 2) and SMOS (Soil Moisture Ocean Salinity). 
Evaluation occurred in southern Arizona using AmeriFlux stations providing observed data with 
Version 2 of the National Land Data Assimilation Systems (NLDAS2) model providing 
additional comparisons. Results indicate a much improved spatial representation of soil moisture 
at the watershed scale.  
Downscaled soil moisture estimates were then used to scale potential evapotranspiration 
(PET) to ET. Derived ET estimates (MOD-SMET) are validated using four ground-based flux 
tower sites in southern Arizona USA, while also being compared to a calibrated empirical ET 
model as well as output from NLDAS2. Validation against observed ET indicates high 
correlations, with positive bias at upland sites and negative bias at a riparian site. MOD-SMET 
estimates compare well to the calibrated empirical ET model, while outperforming NLDAS2 
simulations. MOD-SMET proves to be an effective alternative to more complex surface-
atmosphere models for estimating actual ET. Moreover, the proposed methodologies used in all 
sections of the dissertation require no ancillary ground-based data, site specific calibration, or 
subjective specifications, allowing them to be transferable to ungauged basins located in water 
limited regions. Results of the dissertation contribute to better understanding of ET and soil 
moisture variability in semi-arid regions through development and application of improved 
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 Understanding the linkages between energy and water cycles through evapotranspiration 
(ET) in the western U.S. is uniquely challenging given the climatic and ecological heterogeneity 
coupled with the added complexities of population growth, land use change, and ongoing 
disturbance (wildfire, beetle infestation, etc.). ET is a key variable of study within multiple 
disciplines, including hydrology, meteorology, agriculture, and climate change science. ET 
governs the water cycling and energy transport among the biosphere, atmosphere, and 
hydrosphere, and contributes largely to the prediction and estimation of regional-scale 
hydrologic processes, large-scale atmospheric circulation and global climate change (Idso et al., 
1975; Su et al., 2002; Li et al., 2009). 
Thus, the accurate characterization of ET flux across spatial and temporal scales is 
critical, especially in arid and semi-arid environments where water deficiency may cause 
economic and political stress and constraints on sustainable development (Tang et al., 2010). 
However, ET remains one of the most challenging hydrologic components to estimate as it 
depends on various climatological parameters such as temperature, solar radiation, wind speed, 
and vapor pressure, and also physical soil properties, land cover, and heterogeneity of the 
surrounding environment (Tang et al., 2010; Xu and Singh, 2005; Kim and Hogue, 2013). 
Conventional ground-based measurement techniques such as pan estimates, weighing 
lysimeters, eddy covariance (EC) systems, and the Bowen ratio system are well established 
methods for observing energy fluxes between the land surface and atmosphere (Foken and 
Wichura, 1996). However, these techniques are point measurements with relatively small 
footprints that rarely exceed 1-2 km (Schmid and Lloyd, 1999; Chen et al., 2008). These 
traditional ground-based systems provide accurate estimates over constrained, homogenous 
areas, but are not capable of representing ET dynamics over large heterogeneous areas.  
Alternatively, satellite remote sensing is recognized as a viable means to acquire large-
scale distributed data in a globally consistent and economically feasible manner (Li et al., 2009; 
Mallick et al., 2009) due to its expansive global coverage, frequent estimates, and various spatial 
and temporal resolutions (Li et al., 2009; Kalma and Jupp, 1990; Nishida et al., 2003). A number 
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of models with varying complexity have been developed to estimate regional ET by combining 
remote sensing observations with ancillary surface and atmospheric data. These models include 
Mapping EvapoTranspiration at high resolution with Internalized Calibration (METRIC) (Allen 
et al., 2007), surface energy balance algorithm for land (SEBAL) (Bastiaanssen et al., 1998; 
2000), simplified surface energy balance (SSEB) (Senay et al., 2007) and its operationally 
applied byproduct SSEBop (Senay et al., 2013), temperature-vegetation indices (Ts-VI) 
triangular and trapezoidal methods (Carlson et al., 1994; Jiang and Islam, 1999, 2001, 2003; 
Wang et al., 2006), and the global MODIS ET dataset (MOD16A2) (Mu et al., 2007, 2011).  
Residual methods, such as SEBAL and METRIC, perform well when applied at the field 
scale (Bastiaanssen et al., 1998, 2000, 2005; Singh et al., 2008). However, they require 
specifications of representative hot/dry and wet/cool pixels within the image to determine model 
parameters, use surface measurements for internal calibration, and must be applied over a flat 
surface representing full hydrological contrast. Most SEB-based models report overestimation of 
ET in moisture limited systems due to an incorrect partitioning of latent and sensible heat fluxes 
(Lubcynski and Gurwin, 2005; Timmermans and Meijerink, 1999; van der Kwast et al. 2009). 
Rather, the individual effects of soil moisture, soil evaporation, transpiration and interception are 
implicitly incorporated into the satellite remotely-sensed land surface temperature variable. 
While viable in energy limited systems, this approach becomes an issue in soil moisture limited 
systems where soil water availability becomes the limiting factor for ET. In comparison, MOD16 
and SSEBop are capable of estimating ET on the global and CONUS scale, respectively, at 1km 
spatial and monthly temporal resolutions. Nevertheless, these models also require the use of 
ancillary ground-based measurements and the temporal resolution for which they are produced 
(monthly) may be too long to provide needed information about the temporal variability of ET 
that can occur over regions with acute or chronic land cover change and precipitation driven 
fluxes.  
Therefore, there is a need within the hydrologic, atmospheric science, agriculture, and 
climate science communities for an ET product capable of representing small scale heterogeneity 
on a regional scale, while also being available in near real time. The over-arching goal of this 
dissertation is to develop an ET product that directly accounts for soil moisture limitations while 
minimizing the need for ground-based observations in order to produce a final ET product that 
regional water resource managers can utilize and is also easily transferable to ungauged basins in 
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water-limited regions. In order to achieve this goal, three specific science questions are 
addressed: 1) To what degree can remote sensing-based ET methods (in this case, the Triangle 
Method) derive and formulate ET at the watershed scale under increased heterogeneity and sub-
alpine conditions? 2) Can remotely-sensed soil moisture estimates (despite their coarse 
resolution) improve our understanding of ET at the surface? Can a simplistic downscaling 
methodology improve spatial resolution of soil moisture in semi-arid regions? 3) Does 
downscaled soil moisture data sufficiently account for soil moisture deficits such that it can be 
effectively used to scale potential ET and derive realistic and reasonable estimates of spatial ET?  
The remainder of this dissertation is broken down into these specific science questions 
and is the focus of each individual chapter. Each chapter will describe the methods used and the 
results obtained in an attempt to answer each question and to ultimately reach the goal of the 
dissertation, which was again, to improve the spatial and temporal estimation of ET processes in 
western U.S. watersheds while minimizing the need for ground-based observations so as to guide 























EVALUATION OF A MODIS TRIANGLE-BASED ALGORITHM FOR 
EVAPOTRANSPIRATION ESTIMATES IN SUB-ALPINE REGIONS 
 
Modified from a paper published in Journal of Applied Remote Sensing1 
 
Kyle R. Knipper2*, Alicia M. Kinoshita3, and Terri S. Hogue2 
 
Abstract 
The current study evaluates the application of a Moderate Resolution Imaging Spectroradiometer 
(MODIS) triangle-based method to estimate evapotranspiration (ET) in sub-alpine environments. 
Topographic corrections and soil moisture are applied to a previously developed net radiation 
(Rn) model and triangle algorithm to develop an 8-day average ET product based solely on 
satellite products. We evaluate modeled Rn and MODIS ET (MOD-ET) against ground-based 
values at four sites in the Sierra Nevada of northern California and also present a comparison 
between two monthly distributed ET datasets (operational Simplified Surface Energy Balance 
(SSEBop) and MODIS MOD16). Modeled daily Rn results indicate a systematic underestimation 
(between -83 and -110 W/m2 bias). Consequently, Rn is bias corrected before calculating MOD-
ET. MOD-ET validation shows correlations between 0.15 and 0.45 with errors between 73 and 
126 W/m2. MOD-ET and SSEBop ET report correlations of 0.36 and 0.20, respectively, on 
average, compared to ground-based monthly ET. MOD16 underestimates monthly totals, with 
bias values on the range of -14 to -144 W/m2. Semi-arid conditions and scale differences 
between the MODIS pixel and station contribute to errors with respect to observation. Overall, 
MOD-ET provides reasonable ET estimates and may better capture temporal dynamics in 
environments undergoing chronic disturbance. 
________________________________________ 
1Reprinted with permission from Journal of Applied Remote Sensing (2016) 10(1) 016002 and all co-authors. 
2Hydrologic Science and Engineering Program and Department of Civil and Environmental Engineering; Colorado 
School of Mines 
3Department of Civil, Construction, and Environmental Engineering, San Diego State University 
*Kyle R. Knipper is the principal author in the writing of this manuscript and is primarily responsible for modeling 




 Evapotranspiration (ET) is a key variable of study within multiple disciplines, including 
hydrology, meteorology, agriculture, and climate change science. ET governs the water cycle 
and energy transport among the biosphere, atmosphere, and hydrosphere, and contributes largely 
to the prediction and estimation of regional-scale hydrologic processes, large-scale atmospheric 
circulation and global climate change (Idso et al., 1975; Su 2002; Li et al., 2009). The accurate 
characterization of ET flux across spatial and temporal scales is critical, especially in arid and 
semi-arid environments where water deficiency may cause economic and political stress and 
constraints on sustainable development (Tang et al., 2010).  
ET remains one of the most challenging hydrologic components to estimate as it depends 
on various climatological parameters such as temperature, solar radiation, wind speed, and vapor 
pressure, and also physical soil properties, land cover, and heterogeneity of the surrounding 
environment (Tang et al., 2010; Xu and Singh 2005; Kim and Hogue 2013). Conventional 
ground-based measurement techniques such as pan estimates, weighing lysimeters, eddy 
covariance (EC) systems and the Bowen ratio system are well established methods for observing 
energy fluxes between the land surface and atmosphere (Foken and Wichura, 1996). However, 
these techniques are point measurements with relatively small footprints that rarely exceed 1-2 
km (Schmid and Lloyd 1999; Chen et al., 2008). These traditional ground-based systems provide 
accurate estimates over constrained, homogeneous areas, but are not capable of representing ET 
dynamics over large heterogeneous areas. Alternatively, satellite remote sensing is recognized as 
a viable means to acquire large-scale distributed data in a globally consistent and economically 
feasible manner (Li et al., 2009; Mallick et al., 2009) due to its expansive global coverage, 
frequent estimates, and various spatial and temporal resolutions (Li et al., 2009; Kalma and Jupp 
1990; Nishida et al., 2003).  
 A number of models with varying complexity have been developed to estimate regional 
ET by comparing remote sensing observations with ancillary surface and atmospheric data. 
These models include Mapping EvapoTranspiration at high resolution with Internalized 
Calibration (METRIC) (Allen et al., 2007), surface energy balance algorithm for land (SEBAL) 
(Bastiaanssen et al., 1998; Bastiaanssen 2000), simplified surface energy balance (SSEB) (Senay 
et al., 2007) and its operational byproduct SSEBop (Senay et al., 2013), and temperature-
vegetation indices (Ts-VI) triangular and trapezoidal methods (Carlson et al., 1994; Jiang and 
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Islam 1999, 2001, 2003; Wang et al., 2006). Due to its simplicity, the Ts-VI triangle method has 
been widely used as a practical means to provide a regional parameterization of ET. The triangle 
approach is based on the derivation of an evaporative fraction (EF) using primarily satellite-
derived surface parameters and limited ground-based measurements (Carlson et al., 1994; Jiang 
and Islam 1999, 2001, 2003; Wang et al., 2006). 
 The Ts-VI triangle method uses a triangular or trapezoidal domain created when Ts is 
plotted with VI and assumes a full range of soil moisture availability and fractional vegetation 
cover (Tang et al., 2010; Price 1990; Moran et al., 1994). The domain is characterized by two 
physical bounds: the upper dry (warm) and lower wet (cold) edged that represent limiting cases 
of soil moisture and evaporative fraction by varying vegetation cover (Li et al., 2009; Tang et al., 
2010; Jiang and Islam 2003). The Ts-VI triangle relationship has been applied successfully in the 
study of soil moisture, land use, and drought monitoring (Price 1990; Goward 1985; Carlson et 
al., 1995; Hassan et al., 2007; Lambin and Ehrlich 1996; Nemani et al., 1993). Since its 
introduction, the triangle method has undergone numerous modifications to derive regional ET 
estimates without ancillary data (Tang et al., 2010; Kim and Hogue 2013; Chen et al., 2008; 
Jiang and Islam 2001; Wang et al., 2006; Tian et al., 2013). Regardless of the modification, the 
general approach assumes that variations in surface temperature, from maxima to minima for a 
given vegetation index, are due to evaporative cooling effects rather than elevation variations 
(Tang et al., 2010; Jiang and Islam 1999, 2001, 2003; Wang et al., 2006). Consequently, a 
majority of studies have applied the triangle method over uniform topography, focusing on the 
effects of varying vegetation cover, spatial domain size, and climate (Tang et al., 2010; Kim and 
Hogue 2013; Tian et al., 2013; Tang et al., 2011).  
 The current study investigates the robustness of the triangle methodology for application 
in sub-alpine regions. An ET model by Kim and Hogue (2013) was successfully applied in 
southern Arizona and consists of a combination of the triangle method developed by Jiang and 
Islam (2001) and improved interpolation method of the distribution of day and night land surface 
temperature (LST) difference developed by Wang et al., 2006). The approach by Kim and Hogue 
(2013) is novel due to its sole use of Moderate Resolution Imaging Spectroradiometer (MODIS) 
remote-sensing data to estimate Rn, ground heat flux and evaporative fraction (through the Ts-
NDVI spatial distribution). In the current study, we apply two variations to the framework 
outlined in Kim and Hogue (2013). First, thermal inertia information from the MODIS sensor is 
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corrected for terrain-induced angular effects through the cosine method (Teillet et al., 1982; Liu 
and Hiyama, 2005). Second, the Ts-VI triangular domain is interpreted through a modified two-
step interpolation scheme that 1) assumes non-linearity between the Priestley-Taylor parameter 
and vegetation indices and 2) assumes the Priestley-Taylor parameter ranges from 0 to Δ +/Δ (Stisen et al., 2008). The objectives of the current work are to test the performance of the 
modified Kim and Hogue (2013) ET framework for its suitability in sub-alpine regions and 
evaluate its performance relative to common distributed ET products, the MODIS-based MOD16 
(MOD16) and the operational Simplified Surface Energy Balance (SSEBop).   
2.2 Study Area 
The Sagehen Creek watershed is located 32km north of Truckee, California on the 
eastern slope of the northern Sierra Nevada [Fig. (1)]. The aspect, elevation and slope in the 
selected area range from 0 – 360°, 1870m – 2650m (2125m on average), and 0 - 37° (8.0° on 
average), respectively [Fig. (2); Table (1)]. Larger slopes correlate with higher elevations for all 
aspects, with an overall increase in slope with elevation [Fig. (2D)]. Most of the area (77%) is 
located below a 2200m elevation, and less than 3% of area is higher than 2500m [Fig. (2C)]. 
More than 93% of the area has a slope less than 15°, with sites located on and immediately 
surrounded by flat terrain (slope < 6°) [Fig. (2A)]. The climate is characterized by dry summers 
with moderate temperatures (3 to 24°C) and wet winters with cooler temperatures (-8 to 7°C) 
(WRCC, 2015). The most common forms of precipitation are light to moderate snow, light rain 
and occasional summer thunderstorms. A majority of the precipitation occurs as snow (~85%), 
which accounts for 512 of the 590mm of annual average total precipitation (WRCC, 2015) 
Vegetation consists largely of evergreen forest (89%), with shrub-land scattered throughout 
(11%) (Jin et al., 2013).  
 
Table 2.1 Location, elevation, number of days, n, with available ET, slope and aspect for sites 1, 















Site 1 39.431 -120.240 1940 86 4.29 163.83 
Site 3 39.427 -120.283 2130 48 4.29 62.58 
Site 8 38.418 -120.239 2080 47 2.49 331.50 





Fig. 2.1 Sagehen Creek watershed with study site locations 1, 3, 8, and 11 marked as circles. 
Elevation contours within the watershed are 100m. 
 
 
Fig. 2.2 Frequency of slope (A), aspect (B), elevation (C), and the change in slope with elevation 




 Data acquired in the current study is utilized as either model input or for validation 
purposes. This data is obtained from both ground-based sources and remotely-sensed platforms 
and is described below. 
2.3.1 Ground-based ET and Net Radiation 
The Sagehen watershed includes weather stations that provide wind speed, short wave 
radiation, air temperature and relative humidity; here we focus on sites 1, 3, 8, and 11 [Table 
(1)]. These parameters are used to mathematically estimate net radiation through 
parameterization schemes outlined in Brutsaert (Brutsaert, 2005), and ET using the Food and 
Agriculture Organization (FAO) Penman-Monteith standardization calculation of reference ET 
(ET0) (Allen et al., 1998). Reported ET0 at each site is set as the standardized crop ET for short 
crop, with the crop coefficient designated as the grass reference value during mid-growing 
season (Allen et al., 1998). Reported ET0 values at each site are scaled by a soil stress coefficient 
(Ks) following FAO procedures (Allen et al., 1998) to estimate actual ET. Additional measures 
are taken to confirm reliability by replacing tenuous data points (magnitudes greater than 
antecedent and subsequent data points) and missing data points with data points of no value. This 
ET is then aggregated to an 8-day daytime average ET and a total monthly ET product. 
2.3.2 MODIS Satellite Observations 
 MODIS provides unprecedented high-quality landscape to global-scale land observations 
(Gitelson et al., 1996; Huete et al., 1999; Ji et al., 2008), as well as information regarding 
vegetation and surface energy (Kim and Hogue, 2013; Justice et al., 2002), which are critical to 
the development of a remotely sensed ET model. A total of 10 variables obtained from MODIS 
atmospheric and land surface products are used in the MODIS ET (MOD-ET) model by Kim and 
Hogue (2013) and utilized in this study [Table (2)]. A combination of these variables is used to 
estimate Rn, ground-heat flux, and EF for the development of an 8-day and monthly ET product. 
 All MODIS products are acquired from the NASA Reverb ECHO site 
(http://reverb.echo.nasa.gov/reverb) in the standard hierarchical data format (HDF) between June 
and October of 2010 through 2014. Eight-day composite (MYD11A2) LST products have 1km 
spatial resolution, which include daytime and nighttime products used to calculate the difference 
between daytime and nighttime LST. Air temperature (Ta) is back-calculated using an 
interpolated ratio between air temperature from MYD07 data and surface temperature from 
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MYD06 based on Kim and Hogue (2013). Actual (blue-sky) albedo (MCD43B3) is estimated 
using a solar zenith angle equal to solar noon and an optical depth of 0.2 based on a known 
black-and-white sky albedo (Kim and Hogue, 2013). Due to the optimization of enhanced 
vegetation index (EVI) in improving the vegetation signal and reducing soil background 
influence (Huete et al., 1999), we substitute EVI in the algorithm in place of normalized 
difference vegetation index (NDVI). EVI is obtained through both Terra (MOD13Q1) and Aqua 
(MYD13Q1) platforms. Each product provides a 16-day composite dataset with a 250m spatial 
resolution and phasing of both Terra and Aqua generates a combined 8-day time series of 
vegetation indices. The highest spatial resolution (250m) based on MOD13Q1 and MYD13Q1 is 
used for the final spatial resolution of the proposed MOD-ET product. MODIS products with 
coarser resolution (1 – 5km) are resampled to a 250m resolution. 
 













MYD05_L2* Water Vapor 1x1 km Daily (Daytime) 
MYD06_L2* Cloud Fraction 
Cloud Optical Thickness 







MYD07_L2* Total Ozone 














MOD13Q1+ EVI  250x250 m 16 – Days 
MYD13Q1* EVI 250x250 m 16 – Days  
MCD43B3*+ Albedo 1x1 km 8 – Days  
MYD11A1* LST 1x1 km Daily (Daytime) 
MYD11A2* LST 1x1 km 8 – Days (Daytime/Nighttime) 
        *MODIS Aqua satellite, +MODIS Terra satellite 
 
2.4 Methodology 
 The modified 8-day, 250m MOD-ET product is evaluated for sites 1, 3, 8, and 11 
between June and October from 2010 through 2014. First, we compare Rn estimates derived from 
a MODIS-based algorithm against ground-based Rn estimates. Second, we evaluate Rn bias 
corrected MOD-ET to ground-based ET to estimate potential error in our interpretation of the Ts 
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– EVI domain. Following the Rn bias corrected MOD-ET analysis, we compare MOD-ET 
estimates with those derived without topographic correction. Finally, we compare MOD-ET 
values to MOD16 and SSEBop between June and October from 2010 through 2013.  
2.4.1 MODIS-based Triangle ET Algorithm (MOD-ET) 
A satellite-based (MODIS) stand-alone methodology, initially developed by Kim and 
Hogue (2008), is utilized for the estimation of Rn. The methodology builds upon previous 
algorithms and equations to equate upward and downward short- and long-wave radiation under 
both clear and cloudy sky conditions. The Rn model developed in Kim and Hogue (2013) 
incorporates the Paulescu and Schlett (PS) model (Paulescu and Schlett, 2004) to determine 
instantaneous downward shortwave radiation under clear-sky conditions. However, the current 
study implements Eq. (2.5) as suggested by Bisht and Bras (2010), along with a regional 
parameterization scheme from the Kim and Hogue (2008) methodology that requires no regional 
calibration. We also substitute the cloud product from MYD08 with the cloud product from 
MYD06 (2008). 
 The upward longwave radiation for clear sky is expressed using the Stefan-Boltzmann 
equation 
 � ↑ = �   (2.1) 
where  is the surface emissivity, � is the Stephan-Boltzmann constant (5.67x10-8 W m-2 K-4), 
and Ts is the surface temperature (K) (MYD11). 
 Downward longwave radiation for a clear sky is based on a parameterization scheme by 
Brutsaert (1975) and is estimated as  
 � ↓ = �   (2.2) 
where  is the air emissivity (determined by water vapor pressure (MYD05) and air 
temperature) and Ta is interpolated air temperature (K) (MYD07).  
 Downward longwave radiation for cloudy pixels is estimated through a proposed 
methodology by Bisht and Bras (2010) and can be expressed as 
 � ↓ =  � + − �   (2.3) 
where Ta is interpolated air temperature,  is cloud emissivity (MYD11) and Tc is the cloud 
temperature (MYD06).  




 � ↑ =  � � 06  (2.4) 
where the surface temperature ( ) is obtained from MYD06, and surface emissivity (� ) is 
obtained from MYD11A2. 
 Estimation of downward shortwave radiation under clear sky conditions stems from 
Zillman (1972) and modifications by Bisht and Bras (2010). This parameterization scheme uses 
near-surface vapor pressure () (MYD07 and MYD05) and solar zenith angle (�) (MYD03) to 
estimate downward shortwave radiation as follows: 
 ↓ = c s �. c s � + 0 . +c s �   − +   (2.5) 
where S0 is the solar constant at the top of the atmosphere (1367 W/m2). Niemelä et al. (2008) 
and Bisht et al. (2005) have shown that a value of 0.1 corresponds to overestimation of 
downward shortwave radiation and have alternatively proposed a  value of 0.2, which is used in 
the current study.  
 Downward shortwave radiation under cloudy conditions is estimated as a linear 
combination of the fluxes from clear sky and cloudy sky (Bisht and Bras, 2010) and weighted by 
cloud fraction, as developed by Slingo (1989) 
 ↓ = ↓ [ − + − � �]  (2.6) 
where N is the cloud cover fraction (MYD06), τ is cloud optical thickness (MYD06), and θ is 
solar zenith angle (MYD03).  
 Using Eqs. (2.1)-(2.6), we estimate an instantaneous Rn under all sky conditions using 
Eq. (2.7) as proposed by Kim and Hogue (2013) 
 = − � ↓ + � ↓ − � ↑  (2.7) 
where A0 is surface albedo. Instantaneous net radiation estimates are then converted to daily 
average Rn estimates [Eq. (2.8)] through a sinusoidal function, which assumes Rn values become 
positive at sunrise and begin to decline during sunset (Kim and Hogue, 2008; Bisht et al., 2005; 
Liu et al., 2011) 
 = π si ( �− �− � �)  (2.8) 
where Rn-daily and Rn-i  are daily and instantaneous Rn, respectively, tsunrise, and tsunset are sunrise 
and sunset times obtained from the U.S. Naval Observatory and ti is the satellite over-pass time. 
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 Estimation of soil heat flux (G0) is achieved through a proposed methodology by 
Bastiannssen (2000), which utilizes a radiometric surface temperature product, surface albedo, 
and NDVI. Bastiannssen (2000) computes soil heat flux empirically, by considering the effects 
of surface heating, soil moisture, and intercepted solar radiation 
 = [ ��6�0 . � + . � − . �� ]  (2.9) 
where TTM6 (°C) is the radiometric surface temperature, A0 is the surface albedo, and EVI is the 
Enhanced Vegetation Index (MOD13Q1 and MYD13Q1). In the current study, TTM6 is estimated 
from MYD11, and albedo is estimated through the combined MODIS Terra and Aqua 
MCD43B3.  
 Evaporative Fraction (EF) is the ratio of latent heat flux (LE) to available radiant energy 
[Eq. (2.10)]. We utilize a modified methodology proposed by Kim and Hogue (2013) which 
employs the Wang et al. (2006) model to derive EF through an interpolation of the Priestley-
Taylor parameter (α) from a day-night temperature difference (ΔT) – EVI trapezoidal domain. 
We apply a temporal variation of Ts due to a significant bias from a MODIS LST product found 
in previous studies (Bisht et al., 2005; Wan et al., 2002). EF is evaluated as 
 =  ��−�  =  ΔΔ+γ  (2.10)  
where LE is representative of ET (W/m2), Rn is the net radiation (W/m2), G is the soil heat flux 
(W/m2),  is the psychrometric constant (hPa/K), α is the Priestly-Taylor parameter accounting 
for aerodynamic and canopy resistances, and Δ is the slope of saturated vapor pressure at air 
temperature (hPa/K), which can be calculated as: 
 Δ = .− . exp [ . − .− . ]  (2.11) 
 Due to a less than 5% difference between the use of air and surface temperatures (Wang 
et al., 2006) and an instability of air temperature retrieval from MYD07 (Kim and Hogue, 2013), 
acquired surface temperatures from the MYD11 product are used to estimate Δ rather than air 
temperature (Jiang and Islam, 1999; Wang et al., 2006; Kim and Hogue, 2008). Surface 
temperatures are then corrected for terrain-induced angular effects through the cosine method 
(Teillet et al., 1982; Liu and Hiyama, 2005) as follows 
 = /  (2.12) 
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where T is the corrected LST, Ts is the satellite derived LST and  is the angle between the 
satellite-view path and the normal to the terrain element (Liu and Hiyama, 2005). For a thermal 
band, the angle of emitted radiance can be geometrically determined by 
 = � + � � � cos � − �   (2.13) 
where � is the local slope angle,  the satellite zenith angle, φs the satellite azimuth angle, and φ 
the aspect angle of the terrain element. 
 Prior to estimating EF, both dry and wet edges in the ΔT – EVI trapezoidal domain must 
be determined. In the current study, the wet edge is interpreted as a constant temperature line set 
as the minimum temperature difference (Jiang and Islam, 1999; Wang et al., 2006). The warm 
edge of the trapezoidal space is estimated by establishing constant intervals of EVI and finding 
the maximum temperature difference associated with each interval. Assuming a linear decrease 
in temperature with increasing EVI (Tang et al., 2010; Kim and Hogue, 2013; Carlson et al., 
1994; Jiang and Islam, 1999, 2001, 2003; Wang et al., 2006), we develop a linear regression 
model based on the acquired maximum temperature differences and calculate the standard 
deviation. Maximum temperature differences exceeding one standard deviation from the linear 
regression model are considered outliers and omitted. The new set of maximum temperatures are 
used to re-develop the linear regression model to obtain the final dry edge and subsequently the 
associated maximum and minimum temperature difference.      
 The Priestly-Taylor parameter, α [Eq. (2.10)] for each pixel (i) is determined using a two-
step non-linear interpolation scheme from the Ts-EVI trapezoidal domain (Stisen et al., 2008). 
First, the value of α corresponding to the driest bare soil pixel (no vegetation and temperature is 
at a maximum) is set to 0 (αmin = 0). Next, the value of α corresponding to maximum vegetation 
on the wet edge (maximum amount of vegetation and temperature is at a minimum) is set to (Δ + /Δ  (αmax = (Δ +  /Δ ) (Stisen et al., 2008). The value of α for pixel (i) is estimated by 
determining αmin,i by assuming that αmin,i varies non-linearly with EVI between αmin and αmax [Eq. 
(2.14)] (Stisen et al., 2008).   
        , =  , [ ����−��� ���� �−��� � ]             (2.14)    
 Having established the upper and lower bounds of α, the αi for any pixel with an EVI and 
ΔT is determined by: 
 = Δ �−Δ �Δ �−Δ i − +   (2.15) 
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Finally, substituting  from Eq. (2.15) into Eq. (2.10) we estimate EF for any pixel within the 
boundary of the triangular domain as: 
 = ΔΔ+γ [ Δ �−Δ �Δ �−Δ i − + ]  (2.16) 
where Δ  and Δ i  are the corresponding maximum and minimum surface temperature 
differences (8-day composite) at the dry and wet edges, respectively, for a given EVI (8-day 
composite). Lastly, an 8-day ET product is derived using Eq. (2.17), estimated Rn [Eq. (2.8)], 
estimated soil heat flux (G0) [Eq. (2.9)], and evaporative fraction [Eq. (2.16)] assuming a 
constant EF throughout a day (Allen et al., 2011). 
 = −   (2.17) 
2.4.2 Operational ET Products 
 Modeled ET estimates are compared against ground-based ET to evaluate the 
performance of the global MODIS ET datasets (MOD16A2 monthly) (Mu et al., 2011) and 
SSEBop (Senay et al., 2013). Global MODIS ET datasets (MOD16A2) are obtained from the 
University of Montana’s Numerical Terradynamic Simulation Group 
(ftp.ntsg.umt.edu/pub/MODIS/Mirror /MOD16/) and are available at spatial resolution of 1km 
for the entire global vegetated land surface for 8-day, monthly, and annual time intervals. The 
original MOD16 algorithm (Mu et al., 2007), based on the Penman Monteith Equation 
(Monteith, 1965), has been modified to consider both the surface energy portioning process and 
atmospheric drivers on ET (Mu et al., 2007; Velpuri et al., 2013). The algorithm uses a range of 
MODIS products, including: land cover, albedo, leaf area index (LAI), and enhanced vegetation 
index (EVI). Additionally, the algorithm requires daily meteorological data inputs for regional 
and global ET mapping and monitoring, which are obtained from NASA’s Global Modeling and 
Assimilation Office (GMAO) (Mu et al., 2007; Velpuri et al., 2013). In the current study we use 
1km, monthly MODIS MOD16 ET datasets between June and October from 2010 through 2013. 
 SSEBop is a MODIS-based ET dataset based on SSEB (Senay et al., 2007) that uses 
model assimilated weather datasets and MODIS thermal images to produce values for the 
contiguous United States (CONUS) at 8-day, monthly and seasonal timescales (Senay et al., 
2013). SSEBop introduces a new simplified parameterization to estimate an actual ET value 
using predefined boundary conditions that are unique to each pixel for the “hot” and “cold” 
reference conditions. ET is then estimated as a function of LST obtained from remotely sensed 
data and reference ET from global weather datasets using the SSEB approach (Senay et al., 2007, 
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2013). The original SSEB formulation is enhanced with a lapse rate correction factor, 
significantly improving the influence of topography on surface temperature (Senay et al., 2013).  
 Furthermore, Senay et al. (2013) addresses both elevation and latitude effects on surface 
temperature by using a LST/air temperature difference rather than exclusively surface 
temperature. Because the boundary for hot and cold reference conditions are predefined for each 
location and period using a simplified climatological energy balance calculation procedure 
(Senay et al., 2013), remotely sensed LST is the only specification required by the user to 
estimate ET fractions, simplifying SSEBop simulation. In the current study we utilize the 1km, 
monthly SSEBop ET generated between June and October of 2010 through 2013. SSEBop ET 
data is acquired through the U.S. Geological Survey (USGS) Geo Data Portal 
(http://cida.usgs.gov/gdp/). 
2.5 Results and Discussion 
We first evaluate the MOD-ET algorithm Rn values with ground-based Rn. Comparison 
between daily ground-based Rn and daily MOD-ET Rn have root mean square error (RMSE) 
ranging from 106 W/m2 to 132 W/m2 and correlation coefficients between 0.67 to 0.80 for all 
sites [Fig. (2.3)]. There is also consistent model underestimation at each site, with bias values 
ranging from -83 W/m2 to -110 W/m2 [Fig. (2.3)]. The observed negative biases trends are 
consistent with Kim and Hogue (2013), who report bias from -102 to -46 W/m2. Ki  and Hogue 
(2013) also report RMSE between 69 W/m2 and 122 W/m2, with correlation coefficients ranging 
from 0.65 to 0.69. Bisht and Bras (2010) report RMSE values and correlations of 41 W/m2 and 
0.88, respectively; while Tang et al. (2011) report RMSE values and correlations of 57 – 84 
W/m2 and 0.34 – 0.50, respectively. 
 Our results show a negative bias of approximately 25% on average between the sites. 
Correlations are similar or slightly better than recent studies (Kim and Hogue, 2013; Tang et al., 
2011; Bisht and Bras, 2010) and are attributed to the longer time period in the current study. 
Systematic underestimation of surface Rn may stem from unsatisfactory performance of the 
shortwave radiation scheme used in the study (Kim and Hogue, 2013). Kim and Hogue (2013) 
report between a -17% and -22% bias in instantaneous shortwave radiation, with RMSE errors as 
high as 226 W/m2 when incorporating the shortwave radiation scheme. The current study finds 
similar trends (not shown) when comparing daily average observed shortwave radiation and 
modeled shortwave radiation, with bias values between -33 W/m2 and -36 W/m2 and RMSE 
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errors of 192 W/m2 on average between the sites. Furthermore, it is important to note the 
significant uncertainty that may arise from the scale differences present when comparing a 
MODIS pixel to the in situ data. Several inputs, such as MYD06 and MYD07, are coarse (1 to 5 
km) and may not capture subtle terrain or canopy differences present at the tower sites, adding 
uncertainty and reducing accuracy. Although there is a slight increase in RMSE at all sites, the 
daily Rn estimates presented in this section are fairly similar to those reported in literature (Kim 
and Hogue, 2013; Tang et al., 2011; Bisht and Bras, 2010), while having the added advantage of 
being available under all sky conditions and requiring no ground-based observations. 
 
 
Fig. 2.3 Observed Rn and MODIS-derived Rn at each site (labeled in bottom right) with 
correlation coefficient (R), RMSE, percent bias, and bias. The dashed line represents a one to 
one correlation, while the solid line is the linear regression of the data. 
 
 Evaluation of MOD-ET against ground-based estimated ET is undertaken for all four 
study sites between the months of June and October for years 2010 through 2014. We derive new 
ET values based on bias corrected Rn estimates. Bias corrected ET estimates provide a thorough 
analysis of the derivation of EF from the ΔTs – EVI domain as we are unable to directly compare 
observed EF to modeled EF. Lastly, we derive ET values without topographic correction (cosine 
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method) to determine the sensitivity of the triangle method to variations in slope, aspect and 
elevation. 
 Bias corrected MOD-ET estimates at sites 1, 3 and 11 show positive bias (67.0 W/m2, 
88.7 W/m2 and 84.9 W/m2, respectively), while site 8 reports a moderately positive bias at 15.3 
W/m2. RMSE errors and correlations range between 73.3 W/m2 and 126.0 W/m2 and 0.15 and 
0.45 between all sites, respectively. Results from site 11 have relatively poor results that are 
attributed to the minimal, 17, 8-day periods of available data (84.9 W/m2, 126 W/m2 and 0.15 for 
bias, RMSE, and correlation, respectively). Sites 1, 3 and 8 record 86, 48 and 47 8-day periods of 
available data, respectively [Table (2.1)]. RMSE errors reported here [Fig. (2.4); Table (2.3)] are 
larger than those reported by Kim and Hogue (2013), with lower correlations at all sites except 
site 1 [Fig. (2.4); Table (2.3)]. 
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 Similar overestimation of modeled ET is reported by Kim and Hogue (2013) at two sites 
characterized as having minimal soil moisture availability. However, the implementation of their 
triangle method under riparian or sufficient soil water content conditions show improved 
performance (Kim and Hogue, 2013). Prior to ET comparison, Kim and Hogue (2013) evaluated 
EF derived from the triangle method against observed EF, which demonstrate that the 
performance of the triangle method suffered under water stressed conditions, leading to 
overestimations of EF and subsequently ET. Tang et al. (2011) also note significant 
overestimations of EF when applying a MODIS triangle-based ET method over two flux tower 
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sites in southern Arizona. Additionally, Wang et al. (2006) reports that EF values remain non-
uniform under low soil moisture content, regardless of the vegetation uniformity.   
 
 
Fig. 2.4 Rn bias corrected MOD-ET versus ground-based ET at each site. Correlation coefficient 
(R), RMSE, percent bias, and bias are also presented. 
 
 Kim and Hogue (2013) report systematically underestimated Rn values and overestimated 
ET from soil moisture limited sites. When comparing our originally derived MOD-ET product, 
which also utilizes slightly underestimated Rn values, we find much improved bias values (27.1 
W/m2, 41.8 W/m2, 25.2 W/m2 and 31.4 W/m2 for sites 1, 3, 8 and 11, respectively).  This is 
likely due to the non-linear formulation of the ΔTs – EVI space used in the current study, which 
has been shown to produce lower EF estimates when compared to the linear formulation by 
improving moisture availability interpretation within the ΔTs – EVI domain (Stisen et al., 2008). 
Because estimates of EF and Rn are independent from one another, we are able to bias correct Rn 
and relate errors in ET to the EF. As previously mentioned, Rn bias corrected MOD-ET shows 
moderate overestimations of ET (EF) when applied over water stressed regions [Fig. (2.4)], 
which is similar to observations by Kim and Hogue (2013) and Tang et al. (2011). Despite 
improved bias when comparing originally derived MOD-ET estimates to values reported in Kim 
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and Hogue (2013), Rn bias corrected MOD-ET estimates suggest that calculated EF from the ΔTs 
– EVI domain under water stressed conditions remains an issue.  
 MOD-ET calculated without topographic correction show minimal variation compared to 
those reported using the topographic correction. All sites have a percent difference in correlation 
between 1.4% and 3.7%, with correlations decreasing for all sites. Sites 1, 3, 8 and 11 report a 
percent difference in RMSE of 7.2 W/m2, 8.2 W/m2, -4.5 W/m2 and 4.8 W/m2, respectively. 
Changes in bias are also relatively small when omitting topographic correction, with sites 1, 3 
and 11 reporting an increase of 8.7 W/m2 on average, where site 8 reports a decrease of 8.3 
W/m2. Given that slope has a stronger influence on ET than elevation (Zhao and Liu, 2014), 
minute changes in MOD-ET estimates from topographic correction are likely associated with the 
relatively flat surface of the watershed. Despite an elevation range between 1900 and 2600 
meters, 93% of the watershed has a slope less than 15°, with sites located on and immediately 
surrounded by flat terrain (slope < 6°) [Fig. (2.2A)].  
 The average annual ET response to elevation and slope for different aspect angles over 
the Sagehen basin are also highlighted [Fig. (2.5)]. Years 2010 through 2012 show an expected 
increase in ET with elevation, with peak values occurring between roughly 2050m and 2200m, 
before steadily decreasing at elevations greater than 2300m [Fig. 2.5(A, C, E, and G)]. Marginal 
variability between aspect angles is attributed to the frequency of smaller slopes [Fig. (2.2A)], 
dampening the effects aspect may have on ET estimation. However, we note ET values for the 
south-facing slopes are lower than those for the north-, east-, and west-facing slopes. This trend 
is most prominent between 2100m and 2300m for years 2011 and 2013 [Fig. 2.5(C and G)]. 
South-facing slopes receive more direct sunlight, heating the surface and possibly enhancing the 
turbulent mixing of the near surface air mass. Consequently, the increase in Rn is repartitioned 
into sensible heat, causing a decrease in the latent heat flux and available moisture for ET, which 
is similar to Zhao et al. (2014) and Gao et al. (2008). Specifically, Zhao et al. (2014) reported ET 
values for south-facing slopes are lower than north-facing slopes, while Gao et al. (2008) 
indicated that ET for south-facing woodland and grassland sites tended to decrease with 
increasing elevation.  
 In addition to slope and slope aspect, trends in ET with elevation may also be attributed 
to the soil moisture and vegetation properties at specific elevations (Kim and Hogue, 2013; 
Schmid and Lloyd, 1999; Jiang and Islam, 1999, 2001, 2003; Carlson et al., 1995; Gillies and 
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Carlson, 1995; Yi, 2008). Mean summer season EVI with elevation trends closely follow those 
of ET, with lower EVI values (0.47 – 0.50) at the lowest elevations in the basin (1880m – 
2000m) [Fig. (2.6)]. Peak EVI values (0.52 – 0.53) occur around 2100m [Fig. (2.6)], coinciding 
with peak ET values [Fig. (2.5)]. EVI values then decrease from approximately 0.50 to 0.40 from 
2100m in elevation to 2600m [Fig. (2.6)], similar to overall trends in ET [Fig. (2.5)]. 
 
Fig. 2.5 The ET as a function of elevation (A, C, E, and G) and slope (B, D, F, and H) for the 
cardinal aspect with the Sagehen Basin. 
  
 Similar to our modeled Rn underestimation, bias between MOD-ET and ground-based ET 
may be attributed to the discrepancy between spatial scales of the satellite imagery and surface 
stations. Ground-based measurements are influenced by observation height (Schmid and Lloyd, 
1999), canopy structure, and other local environmental factors (Yi. 2010; Yi et al., 2010). 
Therefore, it is a changing variable on both space and time scales, while a satellite measurement 
with fixed pixel size is characterized as a static constant (incapable of deciphering small scale 
heterogeneity) (Wang and Jia, 2013). Additional factors contributing to observed biases include 




Fig. 2.6 Summer season mean EVI response to elevation for years 2010 through 2013 over the 
Sagehen Basin. 
 
ET estimates derived during this study are further evaluated through a comparison to 
global MODIS ET datasets (MOD16A2) (Mu et al., 2011) and SSEBop (Senay et al., 2013). 
Results show considerable underestimation of MOD16 monthly ET across all sites, with bias 
values between -14.0 and -84.4 mm/month [Table (2.4); Fig. (2.7)] when compared to ground-
based estimates. SSEBop shows slightly improved bias, with a large range between -3.8 and -
113.0 mm/month [Table (2.4)]. Focusing on site 1, which has the largest available ground-based 
ET dataset, we find that MOD-ET overestimates monthly totals during all months (June, July, 
August, September and October). SSEBop and MOD16 produce a systematic underestimation of 
monthly total ET, while matching the overall pattern of observed data (correlations of 0.39 and 
0.36, respectively) [Fig. (2.7)]. However, MOD16 monthly total estimates are considerably 
lower than those reported by SSEBop and MOD-ET, with slightly improved bias at site 8 when 
compared to SSEBop. Due to the unavailability of ground-based ET datasets at the subsequent 
sites, we cannot further assess the degree of success of MOD-ET as compared to MOD16 and 
SSEBop. Despite the lack of available ground-based ET estimates, a clear pattern in the 
magnitude of estimated monthly total ET is presented, with MOD-ET producing the largest 




Table 2.4 RMSE, correlation (R), and bias values of MOD-ET, MOD16, and SSEBop monthly 
total ET products compared against observed. 
Site 











1 87.5 93.0 51.6 0.58 0.36 0.39 73.1 -84.4 -27.6 
3 158.0 81.2 64.9 0.22 0.45 0.25 136.0 -55.8 -3.8 
8 42.8 152.0 127.0 0.75 0.79 0.43 2.7 -144 -113.0 
11 199 60.6 69.8 -0.12 -0.50 -0.29 175.0 -13.9 -21.4 
 
 
Fig. 2.7 Monthly total ET estimate comparison between SSEBop, MOD16, and the developed 
MOD-ET against ground-based ET. 
 
Focusing on site 1 (as done previously), we find SSEBop and MOD-ET estimates display 
a substantial improvement in overall performance compared to MOD16 estimates. The poor 
performance of MOD16 can be attributed to both elevation and climate (Velpuri et al., 2013). 
Velpuri et al. (2013) report a decrease in MOD16 ET accuracy with increasing elevation, as well 
as a negative bias in more arid, steppe, and cold region climates. Velpuri et al. (2013) also 
demonstrate that SSEBop does not decrease in accuracy with increasing elevation, which is 
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attributed to the enhanced algorithm by Senay et al. (2013). Velpuri et al. (2013) also note better 
agreement in SSEBop over climate zones covering most of the western United States. Trends 
seen in Velpuri et al. (2013) are similar to those observed in our MOD-ET, with similar 
topography, vegetation and relative climate at the high elevation sites making for a reasonable 
comparison. 
2.6 Summary and Conclusions 
 The current work investigates the robustness of a stand-alone MODIS-based ET product 
for all sky conditions, with a focus on a subalpine basin. The evaluated method provides a simple 
and direct estimate of ET, without the need for ground-based meteorological data and shows the 
potential for monitoring ET in regions where little to no gauged data exists. The approach is 
tested at four sites (sites 1, 3, 8 and 11) within the Sagehen Creek watershed in the northern 
Sierra Nevada. 
 The Rn model used in this study systematically underestimates net radiation at all sites, 
with bias values ranging from -83 W/m2 to -110 W/m2. Similar trends are reported by Kim and 
Hogue (2013) and may be the result of a shortwave radiation scheme used in the current 
algorithm.  
 Originally derived MOD-ET 8-day estimates show relatively strong correlation and 
minimal bias at all sites when compared to ground-based measurements. Improved bias under 
increased water stress is likely attributed to a non-linear decomposition (Mu et al., 2011), 
allowing for a better representation of available soil moisture. Net radiation bias corrected 8-day 
ET estimates are slightly overestimated all sites with bias values between 15 W/m2 and 89 W/m2. 
Despite improved bias when comparing originally derived MOD-ET estimates, the Rn bias 
corrected MOD-ET estimates suggest that estimating EF from the ΔTs – EVI domain under 
water stressed conditions remains an unresolved issue. This is attributed to the influence of the 
deeper root zone soil moisture on total ET in regions experiencing increased water stress. 
Although improved through a non-linear decomposition, including a certain degree of water 
stress, the triangular relationship between LST and EVI still may not be able to correctly 
represent this deeper soil moisture available to plants. 
 Comparisons between topographically corrected MOD-ET and non-topographically 
corrected MOD-ET led to small variations in ET estimates. Reported changes in RMSE and bias 
from topographically corrected to non-topographically corrected ET estimates are 2.5 W/m2 and 
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4.5 W/m2, respectively, on average between the sites. Minor differences are associated with the 
relatively flat surface of the area directly surrounding all four sites (slope < 6°).   
 Additional uncertainty may result from the obvious scale differences between the 
MODIS-based value and the ground-based station. Heterogeneity within the MODIS pixel 
contributes to the error in ET due to the scale differences between the satellite and surface point 
measurement.  
 MOD16 ET significantly underestimates monthly totals, with bias values ranging from -
13.9 to -144.0 W/m2. Underestimation by MOD16 is likely attributed to the models decreasing 
accuracy in ET approximation with increasing elevation and reported negative bias in arid, 
steppe and cold arid regions (Wan et al., 2002). However, comparisons made between the MOD-
ET product and the SSEBop ET product with observed monthly total ET estimates show slightly 
improved results, with correlations between 0.58 and 0.39 for site 1, respectively.  
 Overall, the proposed MOD-ET model performs relatively well and results correspond 
with past studies and the current SSEBop model. Independence from ancillary data and near real-
time applicability makes the MOD-ET suitable for monitoring ET in regions where little or no 
gauged data exists. We note that there are still significant challenges present in the estimation of 
actual ET in water stressed type environments with complex topography and vegetative/soil 
moisture heterogeneity. However, the products utilized in the MOD-ET algorithm have the 
ability to reflect spatial and temporal dynamics from climate and land surface alteration. For 
example, the Sagehen Creek Experimental Forest is currently undergoing extensive forest 
thinning activities to reduce natural vegetation build-up and restore a healthy wildfire regime. 
Such activities will alter the land cover and ET dynamics. The ability to incorporate this MOD-
ET product may enhance future hydrologic studies in this and other forested regions undergoing 
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Abstract 
The current study explores downscaling satellite-based soil moisture approaches and applies 
them to common passive microwave retrievals. We test three variations of a second-order 
polynomial regression based on the surface temperature/greenness index concept and merge 
information from higher spatial resolution MODerate-resolution Imaging Spectroradiometer 
(MODIS) with Soil Moisture and Ocean Salinity (SMOS) and Advanced Microwave Scanning 
Radiometer 2 (AMSR2) products to obtain soil moisture estimates at higher resolutions (1km). 
Downscaled products are evaluated at four flux tower sites in southeastern Arizona and also 
compared to soil moisture estimates from the phase 2 North American Land Data Assimilation 
System (NLDAS-2). Results show little difference in performance between the three 
downscaling methods and that SMOS downscaled soil moisture estimates better reflect in situ 
observations when compared to Noah and VIC simulated soil moisture. Spatial analysis over the 
Walnut Gulch Experimental Watershed demonstrates improved representation of spatial 
variability in soil moisture following a rainfall event which is lost in the coarser scale products. 
Results demonstrate the ability of a simple downscaling scheme to accurately represent soil 
moisture at improved spatial scales, while also capturing the annual temporal variability, without 
the need for ancillary ground-based data or region-specific calibration. 
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 Soil moisture is a critical component of the hydrologic cycle, directly influencing the 
feedbacks between the land-atmosphere, contributing to regional dynamics of the atmospheric 
boundary layer and influencing local to global weather and climate patterns (Brubaker and 
Entekhabi, 1996; Delworth and Manabe, 1989; Pielke, 2001; Shukla and Mintz, 1982). 
Traditional ground-based measurements provide frequent and accurate estimates of soil 
moisture, but are incapable of resolving spatial heterogeneities. Alternatively, satellite-based 
microwave remote sensing techniques can provide large-scale spatially distributed soil moisture 
estimates with routine frequency (Njoku and Entekhabi, 1996; Schmugge et al., 2002). These 
coarse resolution estimates are sufficient when applied on a global scale, but are unrepresentative 
of surface heterogeneity found at smaller regional/watershed scales (Entekhabi et al., 1999). 
Previous studies have demonstrated the utility of microwave sensors for the acquisition of 
surface soil moisture due to their high sensitivity to changes in near-surface soil moisture at 
frequencies less than 10 GHz, availability under all-sky conditions, and decreased susceptibility 
to atmospheric interference (Njoku and Entekhabi, 1996; Schmugge et al. 2002; Wagner et al. 
2007; Sanchez-Ruiz et al., 2014). However, an increase in vegetation and surface roughness 
tends to reduce the sensitivity of microwave observations to soil moisture signals (Njoku et al., 
2003; Calvet et al., 2011), with their effects becoming more pronounced with an increase in 
microwave frequency (Kim and Hogue, 2012). Consequently, frequencies in the L-band (~1-
2GHz) are preferred as they are capable of estimating soil moisture over larger ranges of 
vegetation and penetrate to a depth of roughly 5cm (Jackson et al., 1995; 1999). Unfortunately, 
this greater sensitivity to soil moisture subsequently results in lower spatial resolution.  
The first L-band satellite dedicated to the global measurement of near surface soil 
moisture, the Soil Moisture and Ocean Salinity (SMOS) mission, was launched by the European 
Space Agency (ESA) in November of 2009. SMOS provides brightness temperature 
measurements of the Earth (~50km spatial resolution) at different polarization and incident 
angles, as well as soil moisture products resampled to 25km spatial resolution. The Advanced 
Microwave Scanning Radiometer-2 (AMSR2) is a passive microwave radiometer developed by 
the Japanese Aerospace Exploration Agency (JAXA) and launched in May of 2012. The AMSR2 
shares a similar design to its predecessor, the Advanced Microwave Scanning Radiometer – 
Earth Observing System (AMSR-E), which was decommissioned in 2011. AMSR2 includes 
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select improvements to AMSR-E, such as the addition of a 7.3GHz frequency band to improve 
radio frequency interference (RFI) mitigation. Despite lacking the low-frequency L-band (1-
2GHz), AMSR2 has shown utility in mapping soil moisture (Njoku et al., 2003; Bolten et al., 
2010), while also having the added benefit of providing a resampled 10km spatial resolution soil 
moisture product.  
The spatial resolution of SMOS and AMSR2 are adequate for many global applications, 
but are coarse and unrepresentative of surface heterogeneity found at catchment to regional 
scales (Entekhabi et al., 1999). Merlin et al. (2006) points out that most hydrological processes 
are better observed and modeled at scales at or less than 1km; hence there is a need to downscale 
coarse resolution microwave-based soil moisture products to resolutions necessary for 
watershed-scale applications and regional decision-making. In this context, several downscaling 
methods have been proposed, including those based on the use of topography and soil depth 
(Pellenq et al., 2003), as well as those that use a combination of passive microwave data, fine-
scale optical data, and/or surface process models (Chauhan et al., 2003; Merlin et al., 2005). The 
current study focuses on the triangle or trapezoidal method, which is characterized by the unique 
relationship between soil moisture availability, land surface temperature (LST), and vegetation 
indices (VI) (Carlson et al., 1994; Sandholt et al., 2002). Several authors have utilized this 
approach by combining coarse resolution (~25-50km) passive microwave sensor data, such as 
soil moisture, with high resolution (1km) visible/infrared sensor data, such as LST and VI 
(Chauhan et al., 2003; Hemakumara et al., 2004; Hossain and Easson, 2008; Kim and Hogue, 
2012). Additional studies have suggested the addition of albedo or brightness temperature to 
strengthen the relationship with soil moisture (Chauhan et al., 2003; Piles et al., 2011). However, 
prior applications have yet to directly compare differences in downscaling techniques to both 
AMSR2 and SMOS soil moisture retrievals. It is also important to assess the accuracy and 
reliability of using original or downscaled AMSR2 and SMOS products. This is especially 
important in arid and semiarid environments, such as the southwestern United States, where 
ecosystem processes are often limited by the availability of water (Sun et al., 2010).  
We utilize two passive microwave remote sensor satellites (AMSR2 and SMOS) and 
three variations of a second-order polynomial regression formula (based on the triangle method) 
to test the ability of each satellite and each downscaling method to capture the spatial and 
temporal heterogeneity of soil moisture over a region in southeastern Arizona, U.S.A. The 
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second-order polynomial regression formula is used to parameterize soil moisture based on the 
triangle technique relating LST, VI, and/or albedo or brightness temperature. Downscaled soil 
moisture estimates (1km) are evaluated at point and spatial scales. We first evaluate downscaled 
estimates to observed AmeriFlux sites over calendar year 2013. Estimates are then evaluated 
against three land surface model (LSM) outputs derived through the phase 2 National Land Data 
Assimilation System (NLDAS-2). NLDAS-2 model output is regularly used to provide initial 
conditions for a variety of numerical weather/climate prediction models as well as to support 
operational drought monitoring (Schaake et al., 2004; Mo and Lettenmaier 2014; Xia et al., 
2014). As such, we feel it important to evaluate NLDAS-2 simulated soil moisture, specifically 
for this region, and compare against possible alternatively derived estimates (i.e., from remote 
sensing platforms). LSM’s utilized for spatial comparisons in the current study include the Noah, 
Mosaic, and Variable Infiltration Capacity (VIC) models. 
3.2 Study Area 
The study area is located in the semiarid region of southeastern Arizona in the American 
Southwest [Fig. (3.1)]. This has an area of roughly 18,000 km2, with the latitude and longitude 
ranging from 32.97° to 31.28°N and 109.86° to 110.90°W, respectively. The main land cover 
types include evergreen forest (39%), shrub/scrub land (33%), grassland/herbaceous (9%) and 
areas of developed open space (5%) (NLCD, 2011). The surface elevation ranges from 600 to 
3250 m. The climate is classified as semiarid, with over half of the total rainfall occurring 
between July and September during the North American Monsoon (NAM) (Adams and Comrie, 
1997). Precipitation during the NAM is characterized by local, short-duration, high-intensity 
convective thunderstorms, which heavily influence ecosystem response and surface soil moisture 
variability (Cosh et al., 2006; Zhu et al., 2009; Nagler et al., 2007; Emmerich, 2007; Kim and 
Hogue 2012). For the current study year (2013), the NAM began on July 5th and ended on 
September 30th (NWS, 2016). 
Four flux tower sites in the southern portion of the region were used for initial validation 
[Table (3.1)]. Two of the flux tower sites (Santa Rita – Mesquite (SRM) and Santa Rita – 
Creosote (SRC)) are located within the Santa Rita Experimental Range (SRER), 45 km south of 
Tucson, AZ. Vegetation surrounding these sites consists primarily of mesquite or creosote trees 





Fig. 3.1 Study area in southern Arizona with AmeriFlux site locations (A) Santa Rita – Creosote, 
[US-SRC] (B) Santa Rita – Mesquite [US-SRM], (C) Charleston – Mesquite, and (D) Kendall 
Grassland [US-Wkg], topographic characteristics derived from the National Elevation Dataset 
(USGS), and the boundary of Walnut Gulch Experimental Watershed (WGEW) used for spatial 
analysis. 
 
One of the sites, Kendall Grassland (WKG), is located in the USDA-ARS Walnut Gulch 
Experimental Watershed (WGEW) and consists mainly of C4 grasses with a few scattered shrubs 
(Scott et al., 2010). Vegetation at the Charleston Mesquite Woodland (CMW) site is 
predominantly dense woodland with a maximum vegetation height of 10m (Scott et al., 2004). 
The study area extends beyond the region surrounding study sites because the triangle method 
requires a large range of soil surface wetness and vegetation cover to identify a 
triangular/trapezoidal shape in the pixel distribution. We also include a regional spatial analysis 
for the WGEW to compare spatial heterogeneities of soil moisture between satellites and 
downscaling approaches [Fig. (3.1)]. 
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Data acquired in the current study is utilized as either model input or for validation 
purposes. This data is obtained from both ground-based sources and remotely-sensed platforms 
and is described below. 
3.3.1 In Situ Measurements 
Ground-based volumetric soil moisture content (m3/m3) was collected using Campbell 
Scientific CS616 water content reflectometers (Campbell Scientific, Inc.) (S ott et al., 2009). 
The shallowest measurements (2.5 – .0cm profile for SRM, 2.5cm for SRC and 5cm for sites 
WKG and CMW) are used to represent surface soil moisture and are compared against satellite-
based measurements and NLDAS-2 model output. Ground-based estimates of volumetric soil 
moisture were acquired at 30-min intervals. Measurements of soil moisture were averaged for the 
nighttime (between 12:00 A.M. and 6:00 A.M.) to match satellite overpass times. 
3.3.2 Satellite Observations (SMOS, AMSR2, and MODIS) 
The SMOS Level 3 (L3) soil moisture product is used in this study.  Associated 
brightness temperature estimates are also included in the L3 product. SMOS L3 soil moisture 
products are created through the best estimation of soil moisture and dielectric constant based on 
a minimization of a data quality index (DQX), as well as through temporal and/or spatial 
resampling or processing (CATDS; http://catds/ifremer.fr/). This resampling or processing 
creates a 25km spatial resolution soil moisture product with an aimed accuracy similar to the L2 
product (0.04m3/m3 at spatial resolution <50km) (Kerr et al., 2001; 2010). SMOS has a sun-
synchronous orbit with local equatorial crossing times of approximately 6:00 A.M. and 6:00 P.M 
in ascending and descending nodes, respectively (Kerr et al., 2012). Only ascending (6:00 A.M.) 
SMOS data was used in this study as we expect that surface soil conditions will generally be 
closest to thermal equilibrium and uniformity at this time (Hornbuckle and England, 2005; Kerr 
et al., 2010; Entekhabi et al., 2010). SMOS soil moisture data are discarded when the probability 
of Radio Frequency Interference (RFI) is high, the quality of retrieval is poor (DQX greater than 
0.07), the soil moisture value is negative, or the retrieval has failed.  
The AMSR2 soil moisture product developed under the Land Parameter Retrieval Model 
(LPRM) algorithm (Owe et al., 2008) (Level 3 surface soil moisture product) was utilized in the 
current study. The LPRM product provides AMSR2 soil moisture retrievals for the 6.9, 7.3, and 
10.7 GHz channels. Level 3 AMSR2 brightness temperature observations (in kelvin) were also 
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utilized. AMSR2 has a polar sun-synchronous orbit with local equatorial crossing times of 
approximately 1:30 A.M. and 1:30 P.M. in descending and ascending nodes, respectively. Spatial 
resolution of the AMSR2 L3 soil moisture products are 25 km and 10 km; 10 km spatial 
resolution is used in this study.  
Low C-band (6.9 GHz) of the AMSR-E satellite has revealed systematic RFI problems 
over the United States, the Middle East, India, and Japan (Li et al., 2004; Parunussa et al., 2011). 
In order to avoid RFI contamination, the neighboring C-band channel (7.3 GHz) was added to 
AMSR2. As an evaluation of RFI in AMSR2 estimates, we adapted the detection method 
developed by de Nijs et al. (2015). The method presents an algorithm used to switch to a higher 
uncontaminated channel in order to obtain reliable soil moisture estimates in the lowest 
frequency domain free of any contamination. Analysis of the 2013 season showed no RFI 
contaminated pixels in the 6.9 GHz channel (not shown); therefore, all AMSR2 soil moisture 
estimates used in the study are obtained through the available 6.9 GHz frequency channel. 
However, AMSR2 soil moisture values that were negative or where retrieval had failed were 
rejected. 
Utilized MODIS products include the version 5 MODIS Aqua 1 km resolution daily 
nighttime land surface temperature (LST) product (MYD11A1), version 5 MODIS Terra/Aqua 
1km resolution 16-day composite EVI product (MYD13A2/MOD13A2), and version 5 MODIS 
Terra/Aqua 1km resolution 8-day composite Albedo product (MCD43B3). Due to the 
optimization of enhanced vegetation index (EVI) in improving the vegetation signal and 
reducing soil background influence (Huete et al., 1999), we utilize EVI rather than NDVI. The 
phasing of both Terra and Aqua EVI products generates a combined 8-day time series of 
vegetation indices. All MODIS products are acquired from the NASA Reverb ECHO site 
(http://reverb.echo.nasa.gov/reverb) in the standard hierarchical data format (HDF) for the year 
2013.  
3.3.3 NLDAS-2 Model Output 
Phase 2 North American Land Data Assimilation System (NLDAS-2) provides 
distributed hydrometeorological products over the contiguous United States at 1/8° spatial 
resolution (~12.5 km). The North American Regional Reanalysis (NARR) product (Mesinger et 
al., 2006) generates meteorological forcing data through processes unique to NLDAS-2 (Xia et 
al., 2012a, b). Processes include spatial and temporal resampling, topographic correction to air 
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temperature and specific humidity, use of Climate Prediction Center (CPC) gauge precipitation 
data (Chen et al., 2008), bias correction of gauge precipitation data through the monthly 
Parameter-Elevation Regressions on Independent Slopes Model (PRISM) product (Daly et al., 
1994), and bias correction of the NARR downward shortwave radiation with GOES-8 retrievals 
(Pinker et al., 2003). NLDAS-2 forcing data consists of eight variables: downward shortwave 
radiation, downward longwave radiation, 2m air temperature, 2m air specific humidity, 
precipitation, surface pressure, and 10m wind speed. NLDAS-2 uses these data to force four 
separate land surface models (LSMs), which subsequently produce energy fluxes, water fluxes, 
and state variables such as soil moisture. LSMs include the Noah model (Chen et al., 1996), 
Mosaic model (Koster et al., 1994), Variable Infiltration Capacity (VIC) model (Liang et al., 
1994), and the Sacramento Soil Moisture Accounting (SAC-SMA) model (Koren et al., 1999). 
Due to conceptually different formulations of soil moisture from the other three models, SAC-
SMA is not included for comparison in the current study. 
Each LSM represents soil moisture and water storage differently. Noah represents water 
storage in the vertical profile, which is partitioned into four layers (0-10cm, 10-40cm, 40-100cm, 
and 100-200cm) of increasing thickness. The rooting depth of the Noah LSM varies depending 
on the dominant vegetation type (e.g., 100cm for grassland and 200cm for forest and woodland). 
The Mosaic LSM also represents water storage in a vertical profile, with three partitioned soil 
layers (0-10cm, 10-40cm, and 40-200cm) of increasing thickness. However, each multilayer soil 
column structure is further divided into a maximum of 10 tiles representing different vegetative 
surfaces. The rooting depth of Mosaic is uniform at 40cm. The VIC LSM represents water 
storage as three conceptually-based soil layer structures. The topsoil layer (0-10cm) characterizes 
the fast dynamics of water flux near the surface. The second layer (upper zone) varies spatially 
with depth and determines the partitioning of rainfall into surface runoff and/or infiltration. The 
third layer (lower zone) also varies spatially with depth and determines the amount of baseflow. 
VIC uses a varied root depth from 135 to 300cm. The current study uses only surface layer soil 
moisture estimates (0-10cm), which are modeled at 5cm depth, from Noah, Mosaic, and VIC 
LSM’s when comparing to satellite-based and in situ estimates.    
3.4 Downscaling Methodology 
Several theoretical and experimental studies have demonstrated the unique relationship 
between soil moisture availability, land surface temperature (LST), and vegetation indices 
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(Carlson et al., 1994; Chauhan et al., 2003; Hemakumara et al., 2004; Hossain and Easson, 
2008). This relationship can be expressed through a second-order polynomial regression formula, 
used in conjunction with high-resolution EVI and LST, to obtain higher resolution soil moisture 
estimates. The regression relation, proposed by Carlson et al. (1994) can be written as 
 =  ∑ ∑ ��∗ ∗==== ,  (3.1) 
where n is the order of the model and is typically chosen as two for computational efficiency 
(Chakrabarti et al., 2015; Piles et al., 2011). SM is the estimated soil moisture, and EVI* and 
LST* are the normalized enhanced vegetation index (EVI) and normalized observed LST, 
respectively, defined as 
  ��∗ =  ���−��� ���� �− ��� �   (3.2)   
  ∗ =  � −� �� �−� �   (3.3) 
where EVImin and EVImax are the minimum and maximum MODIS-derived EVI values 
determined over the study domain, and LSTmin and LSTmax are the minimum and maximum 
MODIS-derived LST values determined over the study domain. Regression coefficients (aij) are 
determined by replacing SM in Eq. (3.1) with coarse scale SMOS (25km) or coarse scale 
AMSR2 (10km) soil moisture estimates and resampling EVI and LST to match the 
corresponding satellite product spatial resolution. Next, the system of linear equations for all the 
pixels in the image is solved to obtain the regression coefficients (aij) – which are specific for 
each day and scene being analyzed. It is important to note that LST and EVI at low (25km or 
10km) and high (1km) spatial resolution are computed so as to have the same mean value within 
each coarse scale pixel, ensuring that the downscaled product has the same mean as the 25km 
SMOS or 10km AMSR2 soil moisture product. Estimated regression coefficients corresponding 
to SMOS or AMSR2 are then utilized to estimate a MODIS-scale (1km) soil moisture estimate. 
This approach [Eq. (3.1)] is referred to as downscaling method 1 (DS 1) in our evaluations.  
A similar approach was proposed by Chauhan et al. (2003) and includes the use of 
MODIS albedo data (α) and can be written as 
 = ∑ ∑ ∑ ��∗ ∗ α∗k======  (3.4) 
with α defined as 
 ∗ =  − ��− �  (3.5) 
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where α min and α max are the minimum and maximum MODIS-derived albedo values determined 
over the study domain. Equation (3.4) is noted as downscaling method 2 in our evaluations (DS 
2). In addition to the aforementioned approaches, Piles et al. (2011) introduces brightness 
temperature (in the context of SMOS) to the regression formula in an attempt to strengthen the 
relationship between land surface parameters and soil moisture. This modified regression 
formula is written as 
 = ∑ ∑ ∑ ��∗ ∗ ∗======   (3.6) 
where similar to downscaling methods 1 and 2, Tb is defined as  
  ∗ =  − ��− �    (3.7) 
where Tb, min and Tb, max are the minimum and maximum SMOS or AMSR2-obtained brightness 
temperature values determined over the study domain. This approach is referred to as 
downscaling method 3 in our evaluations (DS 3). All three downscaling methods are solved in 
the same manner for both SMOS and AMSR2 coarse scale soil moisture estimates.   
It is important to note limitations when using MODIS visible/infrared data for 
downscaling both SMOS and AMSR2 soil moisture data. First, the sensing depths for SMOS L-
band (~1.4GHz) and AMSR2 C-band (6.9GHz) for bare soil are ~5cm and ~2cm, respectively. 
Sensing depth for the MODIS thermal infrared band is ~1mm (skin). The thermal regime in the 
0-5cm and 0-2cm profiles is likely to be very different from that of 0-1mm, where more rapid 
fluctuations are likely and increased correlation to ambient temperatures may lead to 
misrepresentation of spatial and temporal variability of the underlying soil layer. The thermal 
regime in the 0-5cm and 0-2cm profiles is also likely to differ from observations (~2.5-7.5cm) 
and NLDAS-2 output (0-10cm), with expected low bias due to rapid drying of the top surface 
soil layer. Furthermore, both C- and L-bands are capable of penetrating moderately vegetated 
regions, where thermal infrared is unable to sense through a vegetation layer.  
3.5 Results and Discussion 
In this section, soil moisture estimates derived through each downscaling method are 
compared on a point scale basis to in situ soil moisture data at each site. Results comparing 
original SMOS and AMSR2 soil moisture estimates to in situ are also included so as to quantify 
differences in estimated soil moisture values from coarse to fine scale soil moisture estimates. In 
addition to in situ soil moisture comparison, we include a comparison to simulated NLDAS 
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Noah, Mosaic, and VIC model soil moisture estimates. Finally, soil moisture maps at 25km 
(SMOS), 10km (AMSR2), and 1km (downscaled SMOS and AMSR2) spatial resolution, 
resulting from the application of the downscaling methods proposed, are analyzed. 
3.5.1 Comparison of Downscaling Methods using SMOS and AMSR2 Observations 
Original AMSR2 and corresponding downscaled AMSR2 soil moisture estimates from 
downscaling methods 1, 2, and 3 for the year 2013 are compared to in situ observations for each 
site and are shown in Fig. (3.2). The original AMSR2 product severely underestimates surface 
soil moisture when compared to observed values (bias of 0.058 m3/m3 on average between the 
sites). Original AMSR2 soil moisture also reports relatively poor correlations (between 0.12 and 
0.28), with RMSE errors ranging from 0.043 to 0.082 m3/m3. Downscaled AMSR2 soil moisture 
estimates show improved bias (0.007, 0.020, and 0.018 m3/m3 on average between all sites for 
downscaling methods 1, 2, and 3, respectively), as well as improved correlations (0.6, 0.5, and 
0.6 on average between all sites for downscaling methods 1, 2, and 3, respectively) when 
compared to original estimates. However, RMSE errors remain high, with reported values of 
0.050 m3/m3 on average between all sites and all downscaling methods, compared to 0.065 
m3/m3 on average between all sites for original AMSR2 soil moisture estimates.  
 
 
Fig. 3.2 Observed soil moisture (SM) [m3/m3] versus AMSR2 downscaled SM [m3/ 3] using the 
triangular relationship between EVI/LST (AMSR2 DS 1), EVI/LST/Tb (AMSR2 DS 2), 




Small variations in RMSE and bias are reported between downscaling methods [Fig. 
(3.3)]. This is also observed when comparing reported correlation coefficients for each 
downscaling method, with mean values of 0.6, 0.5, and 0.6 reported for downscaling methods 1, 
2, and 3, respectively, over all sites. Overall, a slightly better performance was observed when 
using only LST and EVI (AMSR2 DS 1) in the linking model than when using the other 
additional indices (Tb and α), although the differences were small. This slight improvement in 
performance may be due to the strong spatial correlations found between MODIS LST/EVI and 
soil moisture reported by Kim and Hogue (2012) in the same region (SMEX04 field campaign in 
southern AZ, August 2004). They also reported relatively low spatial correlations between 
albedo and soil moisture when compared to that of LST/EVI, indicating that LST/EVI may be 
the strongest indicators of soil moisture for the region (Kim and Hogue, 2012).     
 
 
Fig. 3.3 Correlation coefficient, root mean square error (RMSE) [m3/m3], and bias [m3/m3] 
between all sites for each downscaling method (downscaling method 1 (DSM 1), downscaling 
method 2 (DSM 2), and downscaling method 3 (DSM 3) using AMSR2. 
 
Original SMOS and corresponding downscaled SMOS soil moisture estimates from 
downscaling methods 1, 2, and 3 for the year 2013 are compared to in situ observations for each 
site [Fig. (3.4)]. Original SMOS values provide better estimates of soil moisture as compared to 
original AMSR2. RMSE and bias values are reported as 0.040 m3/m3 and 0.019 m3/m3 on 
average between all sites and all downscaling methods. This result meets the SMOS target 
accuracy of 0.04 m3/m3 (Kerr et al., 2001; 2010). Notably, the original SMOS soil moisture 
estimates have greatly improved correlation with in situ observations compared to the original 
AMSR2, with values ranging from 0.5 to 0.7 on average between sites.  
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Unlike AMSR2 results, downscaling methods 1, 2, and 3 show little improvement over 
the original SMOS soil moisture estimate [Fig. (3.5)]. Correlation values increase by only 0.003 
on average between all sites and all downscaling methods from the original SMOS soil moisture 
estimate (with correlations increasing the most, +0.02, for downscaling method 2). The pattern of 
small variation between downscaling methods is also present when comparing RMSE and bias, 
with no major improvements (little difference) between downscaling methods and the original 
SMOS soil moisture product [Fig. (3.5)]. Overall, a slightly better performance of the 
downscaling method was observed when including Tb in the linking model, although the 
differences were small and only present when comparing correlation. No notable differences 
were reported between the downscaling methods for RMSE or bias. This somewhat contradicts 
results presented by Piles et al. (2011) who showed that the addition of SMOS Tb in the linking 
model strengthened the coupling between MODIS parameters and SMOS data. 
 
Fig. 3.4 Observed soil moisture (SM) [m3/m3] versus SMOS downscaled SM [m3/ 3] using the 
triangular relationship between EVI/LST (SMOS DS 1), EVI/LST/Tb (SMOS DS 2), 
EVI/LST/Alb (SMOS DS 3), and original [25km] SMOS SM (SMOS ORG) at each site. 
 
Overall, little to no variability is observed when comparing the different variations of 
downscaling techniques, indicating the addition of albedo or brightness temperature does little to 
improve the downscaled soil moisture estimates. This also reflects results reported by Kim and 
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Hogue (2012), where MODIS LST/EVI were shown to have the strongest spatial correlations to 
soil moisture in the same region. As such, we advocate for use of downscaling method 1 (DS 1), 
as it also requires the least amount of input data, reducing errors associated with using multiple 
remotely-sensed products. 
 
Fig. 3.5 Correlation coefficient, root mean square error (RMSE) [m3/m3], and bias [m3/m3] 
between all sites for each triangular relationship (downscaling method 1 (DSM 1), downscaling 
method 2 (DSM 2), and downscaling method 3 (DSM 3)) using SMOS downscaled SM. 
 
Therefore, further analysis of the downscaled AMSR2 and SMOS products will only 
include soil moisture products created when applying downscaling method 1.  In general, 
seasonal variations of both downscaled products show that the downscaled SMOS product is 
able to capture the temporal pattern of the ground-based soil moisture with values slightly higher 
or lower than observed values depending on the site and time of year [Fig. (3.6)].  
The downscaled SMOS product best matches observed values for SRC and WKG sites, 
while consistently overestimating at site SRM. The downscaled SMOS also performs relatively 
well during the monsoon season, capturing the magnitude and temporal variability in soil 
moisture best for SRC and WKG sites. The downscaled AMSR2 product captures the temporal 
pattern of the ground-based soil moisture but generally shows lower values than the observations 
from each site. These lower values are mainly evident during the drier portion of the year 
(January – June), while estimates tend to be higher than observations during the monsoonal 
period (July – October). The larger variability in AMSR2 soil moisture estimates when compared 
to SMOS estimates seen here may be due to differences in depth of soil for which each is capable 
of penetrating (~2cm for AMSR2 and ~5cm for SMOS). Soil moisture values estimated closer to 
the surface will undergo larger fluctuations than those deeper in the soil, while also likely being 
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significantly drier, especially in a sparsely vegetated, semiarid region such as the one under 
investigation. 
Moreover, the footprint of in situ soil moisture estimates is on the order of 5 x 5cm, while 
remotely-sensed products can range from 1 x 1km to 50 x 50km. Validation across scales such as 
these will inherently subject some degree of uncertainty in the estimation of soil moisture from 
scaling differences (Schreiner-McGraw et al., 2016; Mascaro and Vivoni, 2016). In light of these 
limitations, results demonstrate that the applied downscaling method that explicitly utilizes 
surface temperature and vegetation indices generally captures the temporal variability of surface 
soil moisture in this semiarid region. 
 
Fig. 3.6 Time series of observed soil moisture [m3/ 3] (solid line), SMOS downscaled SM 
(downscaling method 1) [m3/m3], and AMSR2 downscaled SM (downscaling method 1) [m3/m3], 
with precipitation [mm] on the second y-axis for sites SRC (A), SRM (B), WKG (C), and CMW 
(D) for the year 2013.  
 
3.5.2 Comparison to NLDAS-2 Products 
Downscaled SMOS, downscaled AMSR2, as well as NLDAS-2 Noah, Mosaic, and VIC 
simulated soil moisture estimates are compared to in situ soil moisture for each site [Fig. (3.7)]. 
Noah and VIC simulated soil moisture values consistently overestimate observed values at each 
site, with biases of 0.092 m3/m3 and 0.170 m3/m3, respectively, on average between all sites. 
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Mosaic simulated soil moisture, however, shows the most accurate estimates, with a bias of only 
0.015 m3/m3 and an RMSE of 0.036 m3/m3 on average between sites.  
Despite the large bias and RMSE errors reported for Noah and VIC model simulated soil 
moisture estimates, all LSM model simulations, including Mosaic, show strong correlation to in 
situ values, ranging from 0.74 to 0.89 for all sites [Table (2)]. The strongest correlations are 
reported for site WKG (0.85 on average), with the weakest for site CMW (0.76 on average). Bias 
and RMSE values are highest for site SRM (0.12 m3/m3 and 0.13 m3/m3 on average between 
models, respectively) and lowest for site WKG (0.08 m3/m3 and 0.09 m3/m3 on average between 
models, respectively).  
 
Fig. 3.7 Observed soil moisture [m3/m3] versus downscaled SMOS (SMOS DSM1) and 
downscaled AMSR2 (AMSR2 DSM1) (inset) and observed soil moisture [m3/m3] versus Noah, 
Mosaic, and VIC simulated soil moisture [m3/ 3] for sites SRC (A), SRM (B), WKG (C), and 
CMW (D).  
 
Significant differences are found between NLDAS-2-simulated soil moisture fields for 
the three models. One of the land surface models (i.e., Mosaic) generally captures the variations 
in observed soil moisture. Large positive bias exists between Noah and VIC models and 
observations. In particular, VIC largely overestimates soil moisture at the surface layer depth (0-
10cm) for all sites, while Noah tends to fall in the middle of the model simulations by slightly, 
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but consistently, overestimating soil moisture. Because all NLDAS-2 models use the same 
forcing data, soil texture, and vegetation type, differences in soil moisture simulations are likely  
due to differences in model structure (i.e., number of soil layers, difference in root-zone depth) 
and model parameters (e.g., parameters related to soil texture and vegetation type). The 
overestimation in the Noah and VIC models and the slight underestimation in Mosaic may be 
partially due to systematic errors in model evapotranspiration (ET) (Xia et al., 2015). ET 
processes in all NLDAS-2 models use the Penman-Monteith equation (Monteith, 1965) and 
largely impact soil moisture variation through bare soil evaporation and vegetation transpiration 
(e.g., through vegetation roots in soils) processes.  
 
Table 3.2 Correlation coefficient [-], Root Mean Square Error (RMSE) [m3/m3], and bias 
[m3/m3] between downscaled SMOS (SMOS DSM 1), downscaled AMSR2 (AMSR2 DSM 1), 




SRC SRM WKG CMW 
SMOS DS 1 
Corr Coeff (-) 0.72               0.77 0.57 0.59 
RMSE (m3/m3) 0.029 0.054 0.040 0.037 
Bias (m3/m3) 0.047 0.047 0.009 0.017 
AMSR2 DS 1 
Corr Coeff (-) 0.66 0.66 0.62 0.49 
RMSE (m3/m3) 0.033 0.041 0.046 0.052 
Bias (m3/m3) 0.019 0.019 0.005 0.001 
Noah 
Corr Coeff (-) 0.83 0.82 0.89 0.76 
RMSE (m3/m3) 0.074 0.120 0.074 0.081 
Bias (m3/m3) 0.110 0.110 0.070 0.076 
Mosaic 
Corr Coeff (-) 0.75 0.74 0.83 0.74 
RMSE (m3/m3) 0.025 0.063 0.027 0.027 
Bias (m3/m3) 0.001 0.051 0.004 0.004 
VIC 
Corr Coeff (-) 0.77 0.78 0.84 0.77 
RMSE (m3/m3) 0.160 0.200 0.160 0.170 




Xia et al. (2015) performed an analysis comparing ET climatologies for all three LSM’s 
over six different regions in the United States. Results indicated that Mosaic consistently 
simulated higher ET values than Noah and VIC in all six regions. Subsequently, an increase in 
Mosaic simulated ET decreases soil moisture estimates, leading to slight underestimated soil 
moisture values. Moreover, the observed decrease in simulated ET in both Noah and VIC 
increases soil moisture, leading to consistent overestimation. Overall, we find consistent 
overestimation of Noah and VIC simulated soil moisture in the surface layer (0-10cm), with 
Mosaic simulated soil moisture showing slight underestimation. These findings are consistent 
with those reported by Xia et al. (2015). 
Significant differences are found between NLDAS-2-simulated soil moisture fields for 
the three models. One of the land surface models (i.e., Mosaic) generally captures the variations 
in observed soil moisture. Large positive bias exists between Noah and VIC models and 
observations. In particular, VIC largely overestimates soil moisture at the surface layer depth (0-
10cm) for all sites, while Noah tends to fall in the middle of the model simulations by slightly, 
but consistently, overestimating soil moisture. Because all NLDAS-2 models use the same 
forcing data, soil texture, and vegetation type, differences in soil moisture simulations are likely  
due to differences in model structure (i.e., number of soil layers, difference in root-zone depth) 
and model parameters (e.g., parameters related to soil texture and vegetation type). The 
overestimation in the Noah and VIC models and the slight underestimation in Mosaic may be 
partially due to systematic errors in model evapotranspiration (ET) (Xia et al., 2015). ET 
processes in all NLDAS-2 models use the Penma -Monteith equation (Monteith, 1965) and 
largely impact soil moisture variation through bare soil evaporation and vegetation transpiration 
(e.g., through vegetation roots in soils) processes.  
Xia et al. (2015) performed an analysis comparing ET climatologies for all three LSM’s 
over six different regions in the United States. Results indicated that Mosaic consistently 
simulated higher ET values than Noah and VIC in all six regions. Subsequently, an increase in 
Mosaic simulated ET decreases soil moisture estimates, leading to slight underestimated soil 
moisture values. Moreover, the observed decrease in simulated ET in both Noah and VIC 
increases soil moisture, leading to consistent overestimation. Overall, we find consistent 
overestimation of Noah and VIC simulated soil moisture in the surface layer (0-10cm), with 
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Mosaic simulated soil moisture showing slight underestimation. These findings are consistent 
with those reported by Xia et al. (2015).   
Both downscaled SMOS and AMSR2 soil moisture products compare relatively well 
with in situ measurements, with SMOS reporting slightly stronger correlations (0.66 on average) 
when compared to AMSR2 (0.61 on average). Bias and RMSE values reported for both are 
similar, with downscaled SMOS having a slightly larger positive bias on average (0.03 m3/m3 
versus 0.01 m3/m3 for AMSR2). Similar to NLDAS-2 modeled soil moisture, weakest 
correlations are reported for site CMW (0.54 on average). The strongest correlations are reported 
for both SRC and SRM sites (0.69 and 0.72, respectively, on average). RMSE errors reported by 
both downscaled SMOS and AMSR2 products compare well to those seen with Mosaic, with 
differences of only -0.005 m3/m3 and 0.008 m3/m3 between downscaled SMOS and Mosaic and 
downscaled AMSR2 and Mosaic, respectively, on average between the sites. The lowest RMSE 
errors are reported for the SRC site for the downscaled SMOS and AMSR2, and Mosaic 
products. Bias remains the lowest for Mosaic model simulated soil moisture, with slightly 
negative biases found at three of the four sites (SRC, WKG, and CMW). In general, downscaled 
SMOS and downscaled AMSR2 soil moisture products follow a similar trend, with slightly 
negative bias found at the WKG and CMW sites, and a positive bias at SRM [Fig. (3.7)].  
3.5.3 Spatial Evaluation between Coarse Scale Products and Downscaled Products 
Application of downscaling method 1 to SMOS and AMSR2 over WGEW, from 
September 23, 2013 (late monsoon season) following a rainfall event is presented in Figs. (3.8) 
and (3.9), respectively. Also included in Figs. (3.8) and (3.9) is the histogram of soil moisture 
distribution (inset), original SMOS and AMSR2 coarse resolution soil moisture data, and high 
density (~0.570 gauges km-2) spatial precipitation data (total precipitation between Sept. 19th-
23rd) acquired through the Agriculture Research Service, U.S. Department of Agriculture 
(USDA-ARS) WGEW rain gauge network (Goodrich et al., 2008). It is observed that both the 
SMOS and AMSR2 downscaled products do a much better job than their coarse scale 
counterparts at capturing the spatial heterogeneity of soil moisture following the rainfall event 
that occurred two days prior (September 21st, 2013). This rainfall event produced higher rainfall 
totals in the eastern portion of the watershed, with rainfall totals reaching a maximum of 45 mm 
[Figs. (3.8) and (3.9), bottom right] at 31.72° latitude and -109.95° longitude. The western and 
southwestern portions of the watershed saw significantly less rainfall, with no rainfall falling in 
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some areas. The northwest corner of WGEW shows localized increases in rainfall totals, closer 
to values reported in the eastern half of the watershed (~30-35mm). Both SMOS and AMSR2 
downscaled products show general increases in surface soil moisture from west to east, with a 
more dramatic increase reported by AMSR2. This greater difference in surface soil moisture 
across the watershed is likely attributable to AMSR2 penetration depth (~2cm), which, as was 
reported earlier, results in more variable soil moisture estimates.  
Despite both downscaled soil moisture products increasing in magnitude from west to 
east, which follows the general trend in precipitation, neither report an increase over the 
localized increase in precipitation in the northwest corner of the watershed. Given the images 
were created two days after the rainfall event, which provided the next cloud-free image, and the 
rapid fluctuations of surface soil moisture in the region, it is likely that the soil moisture 
decreased back to pre-storm values before satellite overpass. Nevertheless, the level of detail 
present in the downscaled products is much improved to that of the original SMOS 25km and 
original AMSR2 10km soil moisture products, where neither product is capable of capturing the 
spatial variability of the precipitation event. It should be noted that the original AMSR2 10km 
product actually shows the opposite trend, with soil moisture decreasing rather than increasing 
from west to east, while the original SMOS product is only able to supply one grid point (or 
value) over WGEW.  
Associated histograms also show the increase in spatial variability, as well as the ability 
to capture a larger range of soil moisture values when applying the downscaling algorithm, with 
a significant change in histogram shape and distribution when transitioning from coarse to fine 
spatial resolution. This precipitation event highlights the soil moisture response expected 
following a typical localized precipitation event, demonstrating the high degree of spatial 






Fig. 3.8 Spatial comparison between original SMOS 25km (bottom left) and downscaled 1km 
SMOS (top), along with associated histogram (inset) for September 23, 2013 over the Walnut 
Gulch watershed in southern Arizona (black = 1km, grey = 25km) and spatial precipitation totals 
[mm] from the WGEW gauge network (bottom right). 
 
Fig. 3.9 Spatial comparison between original SMOS 25km (bottom left) and downscaled 1km 
SMOS (top), along with associated histogram (inset) for September 23, 2013 over the Walnut 
Gulch watershed in southern Arizona (black = 1km, grey = 25km) and spatial precipitation totals 




SMOS- and AMSR2-derived soil moisture estimates under each downscaling method 
show little variation between methods. Due to these minimal differences in downscaling 
approaches, method 1 was chosen for further analysis as it also requires the least amount of input 
data (LST and EVI), reducing errors associated with using multiple remotely-sensed products. 
Time series evaluation indicates larger variability in AMSR2 soil moisture estimates when 
compared to SMOS estimates, which is likely attributed to differences in depth of soil for which 
each is capable of penetrating (~2cm for AMSR2 and ~5cm for SMOS). Scatter plots illustrate 
good agreement with the downscaled SMOS soil moisture in terms of R (~ 0.66) and RMSE (~ 
0.04m3/m3), while similar plots for the AMSR2 comparison illustrate more inconsistency. 
Downscaled SMOS results meet the target accuracy of 0.04 m3/m3, meaning the estimated 
downscaled soil moisture is preserving the coarse resolution observations sensitivity, while 
improving the spatial resolution from ~25km (grid-resampled L3 product) to 1km.  
Results from point-scale comparison of NLDAS2 model output indicates relatively good 
agreement between Mosaic and observed estimates (R = 0.77 on average between sites), while 
Noah and VIC report severe positive biases (0.09m3/m3 and 0.17m3/m3) on average between 
sites, respectively). Differences are likely attributed to model structure errors, such as differences 
in defined root zone depths. Comparison to NLDAS2 model output demonstrates the ability of 
downscaled remotely-sensed soil moisture estimates to be an effective alternative to obtaining 
surface soil moisture, while also improving spatial resolution from ~12.5km (NLDAS2) to 1km. 
Spatial comparison between low (25km and 10km) and high (1km) resolution SMOS and 
AMSR2 soil moisture estimates reveal much improved spatial representation of near surface soil 
moisture following a precipitation event when applying the downscaling technique (DS 1). Clear 
distinctions between rainfall patterns are present in the downscaled images, while coarse scale 
images are incapable of deciphering the spatial heterogeneity caused by the rainfall event.  
Key limitations to applying this approach are that the developed downscaled soil 
moisture estimates are only available during clear-sky days due to the need for MODIS products 
for the downscaling method. However, in the context of SMOS, which reported little to no 
variability between downscaling methods and the original 25km product, it may be possible to 
supplement original 25km SMOS soil moisture estimates in for short periods of time between 
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clear-sky days. This approach may suffice on the point-scale, but may be less useful when a 
spatial analysis or interpretation is required. 
Despite some limitations, the developed product provides detailed information about the 
daily and seasonal spatiotemporal soil moisture patterns that are not available with other 
methodologies. When applied operationally, this technique has the ability to guide accurate, 
efficient, and cost-effective water management decisions. More specifically, techniques 
presented here can aid regional drought monitoring, improving water allocation and conservation 
decision-making in a region where protection of water resources is of great importance. In 
addition, the developed products can also help guide model validation and assimilation to 
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Abstract 
Evapotranspiration (ET) is a key component of the water balance, especially in arid and semiarid 
regions, yet it remains one of the most difficult hydrologic components to estimate. The current 
study takes advantage of spatially-distributed, near real-time information provided by satellite-
based remote sensing, to develop a regional scale ET product derived solely from remotely-
sensed observations by scaling potential evapotranspiration (PET) with downscaled soil moisture 
observations. Downscaled soil moisture (1km) is derived using the Soil Moisture Ocean Salinity 
(SMOS) satellite and a second order polynomial regression formula that parameterizes soil 
moisture based on land surface temperature and vegetation index. PET is estimated using the 
Priestly-Taylor formula with inputs derived from Moderate Resolution Imaging 
Spectroradiometer (MODIS) products. Derived ET estimates (MOD-SMET) are validated using 
four ground-based flux tower sites in southern Arizona USA, while also being compared to a 
calibrated empirical ET model created specifically for the region as well as output from Version 
2 of the North American Land Data Assimilation System (NLDAS-2) (i.e., Mosaic and Noah 
model simulations). Validation against daily eddy covariance ET indicates high correlations 
(0.72 – 0.79), relatively low root mean square error (RMSE) (17 to 38 W/m2), and positive bias 
(+13 to +47 W/m2) at upland sites and negative bias at a riparian site (-19 W/m2). MOD-SMET 
estimates also compare well to the calibrated empirical ET model, with only a -0.11 difference in 
correlation between sites and a +12.9 W/m2 difference in RMSE between sites, on average.  
_____________________________ 
1Hydrologic Science and Engineering Program and Department of Civil and Environmental Engineering; Colorado 
School of Mines 
2Department of Geological and Atmospheric Sciences; Iowa State University 
3Southwest Watershed Research Center, USDA-Agricultural Research Services 
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By comparison, NLDAS-2 LSM models severely underestimate daily ET compared to flux 
towers. The MOD-SMET model proves to be an effective alternative to more complex surface-
atmosphere models for estimating actual ET. Moreover, the proposed methodology requires no 
ancillary ground-based data, site specific calibration, or subjective specifications, allowing it to 
be transferable to ungauged basins located in water-limited regions. 
4.1 Introduction 
Evapotranspiration (ET) is fundamental to understanding the regional water balance, 
particularly in semiarid and arid regions where ecosystem processes are often limited by the 
availability of water and where water loss is dominated by ET (Sun et al., 2010). However, ET 
remains one of the most challenging hydrologic components to estimate due to its dependence on 
numerous climatological parameters as well as physical soil properties and land cover (Tang et 
al. 2010, Xu and Singh, 2005, Kim and Hogue, 2013).  
Conventional ground-based ET measurement techniques (eddy covariance, Bowen ratio) 
are constrained to relatively small homogeneous footprints that rarely exceed 1-2 km (Schmid 
and Lloyd, 1999, Chen et al. 2008). As such, they are limited in their capability to estimate 
fluxes on larger spatial scales due to the inherent heterogeneity of the land surface and 
hydroclimatological forcing. Alternatively, different methods have been proposed to estimate ET 
through satellite remote sensing which allows acquisition of large-scale distributed data at 
various spatial and temporal resolutions. These methods vary in complexity, with tradeoffs 
between empirical and physically-based models (Courault et al. 2005). Methods include the 
Surface Energy Balance Algorithm for Land (SEBAL) (Bastiaanssen et al. 1998; 2000), 
Mapping EvapoTranspiration at high resolution with Internalized Calibration (METRIC) (Allen 
et al. 2007), the Atmosphere-Land Exchange Inverse (ALEXI) model (Anderson et al., 2007), 
Surface Energy Balance (SEB) models (Senay et al. 2007; 2013), and temperature-vegetation 
indices (Ts-VI) triangular and trapezoidal methods (Carlson et al. 1994, Jiang and Islam, 1999; 
2001; 2003, Wang et al. 2006).  
Residual methods, such as SEBAL and METRIC, perform well when applied at the field 
scale (Bastiaanssen et al. 1998; 2000; 2005, Singh et al. 2008). However, they require 
specifications of representative hot/dry and wet/cool pixels within the image to determine model 
parameters, use surface measurements for internal calibration, and must be applied over a flat 
surface representing full hydrological contrast. Most SEB-based models report overestimation of 
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ET in moisture limited systems due to an incorrect partitioning of latent and sensible heat fluxes 
(Lubcynski and Gurwin, 2005; Timmermans and Meijerink, 1999; van der Kwast et al. 2009). 
Rather, the individual effects of soil moisture, soil evaporation, transpiration and interception are 
implicitly incorporated into the satellite remotely-sensed land surface temperature variable. 
While viable in energy limited systems, this approach becomes an issue in soil moisture limited 
systems where soil water availability becomes the limiting factor for ET.  
In order to capture the individual effects of soil moisture, soil evaporation, and 
transpiration, many agro-hydrologic studies utilize ground-based soil water content to reduce 
potential ET (PET) to actual ET (ET) at the point or field scale (Feddes et al., 1978; Belmans et 
al., 1983; Wagenet et al., 1996; Anderson et al., 2007; Hain et al., 2009, 2011). With recent 
advances in microwave radiometry, it is possible to measure near-surface soil moisture from 
remote sensing platforms, allowing opportunities for soil moisture limitations to be explicitly 
considered when estimating ET using remote sensing techniques. 
Various studies have used remotely sensed soil moisture as an alternative to ground-
based soil moisture to estimate ET (Gokmen et al., 2012; Bastiaanssen et al., 2012; Miralles et 
al., 2011; Choi et al., 2011). Specifically, Choi et al. (2011) reported slightly improved temporal 
variability in ET when compared to ET estimates made using ground-based soil moisture. 
Similar results were reported in Gokmen et al. (2012), where soil moisture stress was integrated 
into a SEB model by modifying canopy and soil resistance terms within the sensible heat 
calculation. While initial attempts at incorporating remotely sensed soil moisture information as 
input to estimate ET provides promising results, many approaches continue to require or use a 
combination of ancillary ground-based data and/or coarse spatial resolution (~25 km) soil 
moisture estimates derived from C-band frequencies.  
The objective of the current study is to develop an ET product derived solely from 
remotely sensed observations. PET is first calculated using an approach first proposed by Kim 
and Hogue (2008) and input from MODIS. PET is then scaled using a downscaled soil moisture 
estimated from the Soil Moisture Ocean Salinity (SMOS) satellite using a second order 
polynomial regression formula, which parameterizes soil moisture based on the triangle 
technique relating land surface temperature (LST) and a vegetation index (VI) (Carlson et al., 
1994; Chauhan et al., 2003; Hemakumara et al., 2004; Hossain and Easson, 2008). The approach, 
specified as MOD-SMET, is tested and validated by comparing simulated daily average ET to 
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both eddy covariance stations installed in southeastern Arizona, U.S.A, as well as a calibrated 
empirical 8-day average ET model, created specifically for the region (Scott et al., 2008, Bunting 
et al., 2014). An additional comparison is made, both at point and spatial scales, to two land 
surface model (LSM) outputs derived through the phase 2 National Land Data Assimilation 
System (NLDAS-β). LSM’s considered include the Noah and Mosiac models. The goal of this 
work is to develop an ET product that directly accounts for soil moisture limitations while 
minimizing the need for ground-based observations so as to make the final ET product easily 
transferable to ungauged basins located in water-limited regions.  
4.2 Study Area 
The study area is located in southeastern Arizona in the American Southwest [Fig. (4.1)]. 
The area of the region is roughly 6650 km2, with latitude and longitude ranging from 31.94° to 
31.37° N and 109.86° to 110.90° W, respectively. The main land cover types include shrub/scrub 
land (84%), evergreen forest (11%), grassland/herbaceous (2%) and areas of developed open 
space (1.5%) (NLCD, 2011). Surface elevation ranges from 830 to 2890 m. The climate is 
classified as semi-arid, with over half of the rainfall occurring between July and September 
during the North American monsoon (NAM) (Adams and Comrie, 1997). Precipitation during 
the NAM is characterized by local, short-duration, high-intensity convective thunderstorms, 
which closely correlate with ecosystem flux responses and surface soil moisture distributions. 
For the current study year (2013), the NAM began on July 5th and ended on September 30th 
(NWS, 2016). 
 
Figure 4.1 Region of interest in southern Arizona with flux tower site locations (A) Lucky Hills 
[US-Whs], (B) Santa Rita – Mesquite [US-SRM], (C) Charleston – Mesquite (US-CMW), and (D) 





Four eddy covariance flux tower sites were used for initial validation [Table (4.1)]. Two 
of the AmeriFlux tower sites (Lucky Hills (US-Whs) and Kendall Grassland (US-Wkg)) are 
located within the USDA-ARS Walnut Gulch Experimental Watershed (WGEW). Lucky Hills 
(US-Whs) is surrounded by a diverse stand of Chihuahuan Desert shrubland species that 
dominate the area (Scott et al. 2006). Kendall Grassland (US-Wkg) consists mainly of C4 grasses 
with a few scattered shrubs (Scott et al., 2010a). Vegetation surrounding Santa Rita – Creosote 
(US-SRC), which is located within the Santa Rita Experimental Range (SRER), is primarily 
mature creosote bush (Kurc and Benton, 2010). Vegetation at the Charleston Mesquite 
Woodland (US-CMW) site is predominantly dense mesquite-dominated riparian woodland with 
a maximum vegetation height of 10 m (Scott et al., 2004).  Vegetation water use at this site is 
supplemented by groundwater. 
 
Table 4.1 Details of eddy covariance tower validation sites used in this study. 
Site 
Digital Object 











Lucky Hills         
(Whs) 
10.17190/AMF/1246113 31.74 -110.05 4.25 
Open 
Shrublands 
Santa Rita – 
Mesquite (SRM) 










10.17190/AMF/1246112 31.74 -109.94 6.4 Grassland 
 
4.3 Datasets 
Ground-based ET measurements were collected using the eddy covariance (EC) 
technique from micrometerological towers located at each site (Scott, 2010). The EC method 
consists of three-dimensional, sonic anemometers (CSAT-3; Campbell Scientific) and open-path 
infrared gas analyzers (LI-7500, LI-COR) used to measure the wind velocity vector, sonic 
temperature and concentrations of water vapor and carbon dioxide. Data were sampled at 10 Hz 
and collected in 30-min block averages. Previous work indicates latent heat flux (LE) from EC 
towers may be systematically underestimated in the region due to the lack of energy balance 
closure (Scott 2010a). Hence, we correct eddy flux measurements for closure errors using a 
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strategy proposed by Twine et al. (2000). Observed sensible and latent heat fluxes are modified 
so as to sum to the available energy (Rn – G) yet retain the observed Bowen ratio. Ground-based 
volumetric soil moisture content (m3/m3) was estimated using Campbell Scientific CS616 water 
content reflectometers (Campbell Scientific, Inc.) (Scott et al., 2009). Installation depths vary 
slightly between sites, with surface depths between 2.5 and 5 cm and subsurface depths (defined 
as root zone depth) between 12.5 and 15 cm. The shallowest soil moisture measurements, 
between 2.5 and 5 cm, are used to compare to near surface satellite-derived measurements. 
Subsurface soil moisture estimates, between 12.5 and 15 cm, were used to compare to derived 
subsurface soil moisture estimates (see below).  
SMOS data consists of soil moisture estimates from the Level 3 (L3) product created by 
the best estimation of soil moisture and dielectric constant based on a minimization of a data 
quality index (DQX), as well as through temporal and/or spatial resampling or processing 
(Centre Aval de Traitment des Donnees SMOS [CATDS]; http://catds/ifremer.fr/). Spatial 
resampling creates a 25 km spatial resolution soil moisture product with an intended accuracy of 
at least 0.04 m3/m3 (Kerr et al., 2001; 2010). SMOS provides an added benefit to additional soil 
moisture satellites such as AMSR-E, and its successor, AMSR2, by measuring soil moisture in 
the L-band (~1-2 GHz) microwave frequency. Frequencies in the L-band are preferred as they 
are more sensitive to changes in soil moisture (Schmugge and Jackson, 1994), less susceptible to 
attenuation due to the atmosphere or vegetation compared to higher frequencies such as C-band 
(AMSR-E and AMSR2) (Jackson and Schmugge, 1989, 1991), and penetrate to greater depths 
within the surface layer than shorter wavelengths (Escorihuela et al., 2010). SMOS has also been 
found to provide improved soil moisture estimates in southern Arizona when compared to 
AMSR-2 and regional flux towers (Knipper et al., 2016). SMOS has a sun-synchronous orbit 
with local equatorial crossing times of approximately 6:00 A.M. and 6:00 P.M. in ascending and 
descending nodes, respectively (Kerr et al., 2012). The ascending (6:00 A.M.) node is used in the 
current study as it can be expected that surface soil layer conditions will be closest to thermal 
equilibrium at this time (Hornbuckle and England, 2005; Kerr et al., 2010; Entekhabi et al., 
2010). SMOS soil moisture data are discarded when the quality of retrieval is poor (DQX greater 
than 0.07), the soil moisture value is negative, or the retrieval has failed. Radio Frequency 
Interference (RFI), the contamination of microwave observations, has been reported as a 
nonissue in the region of interest over the same time period (Knipper et al., 2016).  
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A combination of seven variables obtained from the MODIS Terra platform are used in 
the current study to derive both PET and downscaled soil moisture. Products include daily land 
surface temperature (LST) (MOD11_L2), daily emissivity (MOD11_L2), height above geoid 
(MOD03), daily water vapor (MOD05), daily atmospheric profile (MOD07_L2), 8-day 
composite albedo (MCD43B3), and 16-day composite NDVI (MOD13A2/MYD13A2). Due to 
the optimization of enhanced vegetation index (EVI) in improving the vegetation signal and 
reducing soil background influence in semi-arid regions, we substitute EVI for NDVI (Huete et 
al., 1999). The phasing of both Terra and Aqua EVI products generates a combined 8-day time 
series of vegetation indices. All MODIS products are acquired at 1 km resolution from the 
NASA Reverb ECHO site (http://reverb.echo.nasa.gov/reverb) in the standard hierarchical data 
format (HDF) for the year 2013. 
In addition to flux tower and NLDAS-2 estimates, a comparison of the proposed MOD-
SMET with empirically derived ET is conducted at all four study sites. While many empirical ET 
models exist (Murray et al., 2009; Nagler et al., 2005a, 2005b, 2007), the current study utilizes a 
model introduced by Scott et al. (2008) and later recalibrated by Bunting et al. (2014) due to its 
dependence on only satellite derived parameters. The model follows the form: 
 = − − ��� + +  (4.1) 
where a, b, c, d, and e are calibrated coefficients, and Ts and EVI are nighttime land surface 
temperature and enhanced vegetation index, respectively, acquired from MODIS products. 
Recalibration of Eq. (4.1) by Bunting et al. (2014) led to numerous formulations requiring Ts, a 
normalized version of EVI, and/or precipitation, depending on the site used for calibration. 
Models with best performance under either a riparian or upland classification, as determined by 
Bunting et al. (2014), were used in the current study [Eq. (4.2) and Eq. (4.3)]. 
  � � =  . ( − − . ���∗) . � + .  (4.2)  
  � � = . �� + . �� − .    (4.3) 
EVI* is a normalized 8-day composite EVI, LST is the land surface temperature, and PPT is an 
8-day total precipitation (mm). In the current study, an 8-day composite nighttime LST is derived 
from MOD11A2, while the 8 day composite EVI is derived using both MOD13A2 and 
MYD13A2 as described in Bunting et al. (2014). The 8-day total precipitation is obtained from 
each flux tower site. Each of the models were chosen as they have been calibrated specifically 
for three of the four sites currently under investigation. Upland sites include KDG, SRM, and 
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SRC and will thus be estimated using Eq. (4.3). Riparian site CMW will be estimated using Eq. 
(4.2). For further details on empirical ET derivations, see Scott et al. (2008) and Bunting et al. 
(2014). 
NLDAS-2 provides distributed hydrometeorological products over the contiguous United 
States at ~12.5 km spatial resolution. NLDAS-2 forcing data consists of downward shortwave 
radiation, downward longwave radiation, 2 m air temperature, 2 m air specific humidity, 
precipitation, surface pressure, and 10 m wind speed and is used to drive four corresponding land 
surface models (LSMs). Subsequently, each LSM produces state variables and water and energy 
fluxes, such as ET. LSMs within NLDAS-2 include the Noah model (Chen et al., 1996), VIC 
model (Liang et al., 1994), Mosaic model (Koster et al., 1994), and the Sacramento Soil 
Moisture Accounting (SAC-SMA) model (Burnash et al., 1973). 
SAC-SMA uses a climatologically based PET with seasonal variation (but no intra-
monthly or inter-annual variation) (Xia et al., 2012a, b). Due to the poor representation of intra-
annual variation, SAC-SMA will not be included for comparison in the current study. In 
addition, preliminary analysis on LSM simulated ET indicated severe underestimation of ET 
reported by VIC model simulations (not shown). Hence, the LSMs included for comparison are 
the Mosaic and Noah models. Derivation of ET from Mosaic and Noah are expressed as the 
combination of direct evaporation from the soil surface, transpiration via canopy and roots, and 
evaporation of precipitation intercepted by the canopy. Major differences between model ET 
estimates originate from differences in defined root-zone depths, which effect the magnitude of 
transpiration via canopy and roots. Depths range from 1 m for short vegetation to 2 m for short 
trees and woody vegetation in the Noah model and 40 cm for all vegetation types within the 
Mosaic model. For further details, see Chen et al. (1996) for the Noah model and Koster et al. 
(1994) for the Mosaic model. 
4.4 Methodology 
PET is calculated through a scheme first proposed by Kim and Hogue (2008) using the 
Priestley-Taylor equation [Eq. (4.4)], written as:    
 �̅̅̅̅ ̅̅ =  ΔΔ+ ̅̅̅̅ − ̅       (4.4) 
where PET is the daily average potential ET (in flux units of W/m2), Δ is the slope of saturated 
vapor pressure versus temperature (kPa/K), Rn is the daily average net radiation (W/m2), G is the 
daily average ground heat flux (W/m2),  is the psychrometric constant (kPa/K), and  is an 
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empirical factor known as the Priestley Taylor constant. A value of 1.26 is used in the current 
study as it best describes ET from a variety of well-watered vegetated and water surfaces (i.e., 
PET) (Priestley-Taylor, 1972). Despite the simplicity of the Priestley-Taylor approach (neglects 
influence of vapor deficit, primarily relying on radiation and temperature as proxies), it has been 
used extensively and shown to provide reasonable guidance on PET values from agricultural and 
hydrologic studies (Flint and Childs, 1991; Stannard 1993; Sumner 1996). Priestley-Taylor 
estimates are also found to be highly correlated to Penman-based PET estimates, a more 
advanced resistance-based model (Pereira and Nova, 1992; Fisher et al., 2005). The Priestley-
Taylor method is advantageous for this study because it satisfies our constraint that each formula 
variable can be derived from satellite remote sensing information.  
Instantaneous net radiation is estimated through the energy balance formulation [Eq. 
(4.5)], written as: 
 , = − �� + , + ,    (4.5) 
where Rn, inst is the instantaneous net radiation, Alb is the surface albedo (MCD43B3), Rsw is the 
instant downward shortwave radiation, and Rlw, down and Rlw, up are instant downward and upward 
longwave radiation, respectively. Estimation of downward shortwave radiation stems from 
Zillman (1972) and modifications by Bisht and Bras (2010). This parameterization scheme uses 
near surface vapor pressure (eo) (MOD07 and MOD05) and solar zenith angle (θ) (MOD0γ) to 
estimate downward shortwave radiation as follows: 
 =  c s �. c s � + . +c s �   − +       (4.6) 
where So is the solar constant at the top of the atmosphere (1367 Wm-2) and  is an empirical 
coefficient determined to be 0.2 by Niemelä et al., (2001) and Bisht et al. (2005). Upward 
longwave radiation is expressed using the Stefan-Boltzman equation: 
 , =  �       (4.7) 
where  is the surface emissivity (MOD11), � is the Stefan-Boltzman constant (5.67x10-8 W m-2 
K-4), and Ts is the surface temperature (K) (MOD11). Downward longwave radiation is based on 
a parameterization scheme by Brutsaert (1975) and is estimated as: 
 , =  �         (4.8) 
where  is the air emissivity (determined by water vapor pressure (MOD05) and air temperature 
(MOD07)),  and Ta is interpolated air temperature (K) (MOD07). Eqns. (4.6) – (4.8) are used 
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within Eq. (4.5) to determine instantaneous net radiation at time of satellite overpass. 
Instantaneous net radiation estimates are converted to daily average net radiation (Rnet, daily) 
through a sinusoidal function that assumes Rnet values become positive at sunrise and begin to 
decline at sunset [Eq. (4.9)] (Bisht et al., 2005; Kim and Hogue, 2008; Liu et al., 2011). 
 , = , � si ( �− �− � )�        (4.9) 
Rnet, daily and Rnet, inst are daily and instantaneous net radiation, respectively, tsunriseand 
tsunset are sunrise and sunset times obtained from the U.S. Naval Observatory and ti is the satellite 
overpass time. 
Ground heat flux (G) is estimated through an empirical formulation as a fraction of daily 
net radiation, utilizing radiometric surface temperature, surface albedo, and NDVI as proposed 
by Bastiannssen (2000) [Eq. (4.10)].  
 = [� . �� + . �� − . �� ]        (4.10) 
In the current study, Ts is a radiometric surface temperature derived from MOD11, Alb is the 
surface albedo (MCD43B3), and EVI is the Enhanced Vegetation Index (MOD13A2 and 
MYD13A2).  
Lastly, slope of the saturation vapor pressure versus temperature (Δ) is calculated as: 
 Δ =  . +       (4.11) 
where Ta is interpolated air temperature (°C) (MOD07) and es is the saturated vapor pressure 
(kPa) written as: 
 = . exp .. +          (4.12) 
Daily soil moisture estimates at a 1 km spatial resolution are derived through a second 
order polynomial regression formula relating soil moisture availability, land surface temperature 
(LST), and vegetation indices (Carlson et al., 1994; Chauhan et al., 2003; Hemakumara et al., 
2004; Hossain and Easson, 2008). The regression relation, proposed by Carlson et al. (1994), can 
be written as:  
 � =  ∑ ∑ ��∗ ∗====     (4.13) 
where θsfc is the estimated soil moisture and EVI* and LST* are the normalized enhanced 
vegetation index (MOD13A2/MYD13A2) and normalized land surface temperature (MOD11), 
respectively, defined as:  
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 ��∗ =  ���−��� ���� �− ��� �      (4.14) 
  ∗ =  � −� �� �− � �       (4.15) 
where EVImin and EVImax are the minimum and maximum MODIS-derived EVI values 
determined over the study domain, and similarly, where LSTmin and LSTmax are the minimum 
and maximum MODIS derived LST values determined over the study domain. This approach, 
and similar variations, have been applied in many regions across the globe with promising results 
(Chauhan et al., 2003; Hemakumara et al., 2004; Hossain and Easson, 2008; Piles et al., 2011; 
Kim and Hogue, 2012). Specifically, the method above was shown to provide reasonable 
downscaled surface soil moisture estimates in the southern Arizona region by Knipper et al. 
(2016). 
Actual evapotranspiration (AET) is derived using PET and a simple soil moisture 
function, �  (Saxton et al., 1986) [Eq. (4.16)]:  
 � = � �       (4.16) 
where AET is the actual evapotranspiration and the soil moisture function, � , is a 
dimensionless variable estimated by a simple linear model: 
 � =  � ��         (4.17) 
where θrz is the volumetric soil moisture content at root zone depth and θfc is the field capacity 
derived spatially though gSSURGO soil texture using established pedo-transfer functions 
(Saxton et al., 1986). The root zone soil moisture (θrz) is estimated using a methodology 
presented by Bastiaanssen et al. (2012), in which the saturation of the subsoil is derived through 
an empirical relationship between Leaf Area Index (LAI) and remotely-sensed surface soil 
moisture. In the original formulation proposed by Bastiaanssen et al. (2012), LAI is calculated 
using the Normalized Difference Vegetation Index (NDVI) and remotely-sensed surface 
moisture is obtained through estimates made by the AMSR-E satellite.  
In the current study, we directly substitute MODIS derived EVI for LAI as EVI has been 
found to be more responsive to canopy structural variations and is optimized to improve 
vegetation signal and reduce soil background influence (Huete et al., 1999). Moreover, EVI was 
found to better correlate with observed sub-surface soil moisture estimates taken at root zone 
over the current study region. We also substitute derived downscaled SMOS soil moisture 
estimates for AMSR-E soil moisture estimates given the improvement SMOS estimates have 
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shown over AMSR-2 estimates in the region (Knipper et al., 2016). Root zone soil moisture is 
then estimated as: 
 � =  . �� + − . �� [ − exp{� − . �� − }]       (4.18) 
where θrz represents the root zone soil moisture and θsfc is the downscaled SMOS soil moisture 
estimate described in Section 4.2.  
4.5 Results 
Derived surface and sub-surface soil moisture, PET, and ET (MOD-SMET) estimates are 
evaluated at Santa Rita – Mesquite (SRM), Lucky Hills (Whs), Charleston – Woodland Mesquite 
(CMW), and Kendall Grassland (Wkg) sites for the calendar year 2013. First, we compare soil 
moisture estimates derived from downscaled SMOS satellite data at both surface (0-5cm) and 
subsurface (10-15cm) soil layers. Second, PET estimates derived using the Priestley-Taylor 
formulation and inputs from the MODIS satellite are compared to flux tower PET values. MOD-
SMET estimates are then compared to ground-based values corrected using the Bowen ratio 
correction method (Twine et al., 2000) before comparing to empirically driven ET (E8-ET) and 
NLDAS-2 LSM model ET. Lastly, we evaluate spatial variability between annual total ET 
estimates derived from both NLDAS-2 and MOD-SMET over the study area. 
4.5.1 Soil Moisture Estimates 
Observed ground-based surface soil moisture estimates are reported at depths of 2.5 cm 
for SRM and 5 cm for sites Whs, Wkg, and CMW. Observed subsurface estimates are reported at 
10 cm for SRM and 15 cm for sites Whs, Wkg, and CMW. Most soil moisture dynamics and 
roughly 70% of the total root mass in the soil in the region is confined to depths shallower than 
15 cm (Cox et al., 1986; Scott et al., 2006). As such, observed subsurface depths between 10 and 
15 cm are defined as representative of root zone soil moisture during the study. One exception to 
this, however, are the trees at CMW that have been shown to access substantial quantities of 
groundwater at 11 m depth (Scott et al. 2004). 
Examination of the influence of soil water availability on ET indicates a positive 
correlation between root zone soil moisture and ET for Whs, SRM, and Wkg (0.50 on average 
between the sites) (Fig. 2). This positive correlation is lost at CMW (-0.08), which is likely 
attributed to the vegetation at the site and its ability to access groundwater at greater depths, as 
previously mentioned. These results are consistent with past studies, where positive correlations 
between soil moisture and ET are found when soil water availability is insufficient (Crow et al., 
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2002; Ronda et al., 2002; He et al., 2014). Positive correlations reported here reaffirm our 
approach that explicitly accounts for the influence of soil water availability on ET in water 
stressed conditions. 
 
Figure 4.2 Comparison between observed sub-surface soil moisture (m3/m3) and ET (W/m2) at 
sites Whs, SRM, Wkg, and CMW for year 2013. Sub-surface soil moisture denotes the daily 
average values of soil moisture measurements between 10-15 cm depth, and ET is the 
evapotranspiration of the daytime averages of the EC measurements. 
 
Downscaled soil moisture estimates at both the near surface [Eq. (4.13)] and subsurface 
[Eq. (4.18)] are compared to in situ ground-based observations for each site and are shown in 
Fig. (4.3A) and Fig. (4.3B), respectively. 
 
Figure 4.3 Comparison between observed surface soil moisture (m3/m3) and downscaled surface 
soil moisture (m3/m3) (A) and observed subsurface soil moisture (m3/m3) and downscaled sub-
surface soil moisture (m3/m3) (B) at all sites during the year 2013.  
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Table 4.2 Statistics comparing simulated surface soil moisture (m3/m3) and subsurface soil 
moisture (m3/m3) with observed daily average surface soil moisture (m3/m3) and sub-surface soil 
moisture (m3/m3). 
 














RMSE (m3/m3) 0.062 0.055 0.064 0.073 0.047 0.048 0.096 0.073 
R (-) 0.61 0.46 0.69 0.70 0.63 0.52 0.46 0.42 
Bias (m3/m3) 0.034 0.020 0.052 0.065 0.007 -0.013 0.040 0.030 
 
Downscaled near surface soil moisture provides reasonable estimates, with correlation 
coefficients ranging from 0.46 to 0.69 and root mean square errors (RMSE) of 0.047 to 0.096 
m3/m3 between all sites [Table (4.2)]. Despite a strong correlation (0.69), SRM shows a 
relatively high bias (0.052 m3/m3) and poor RMSE (0.052 m3/m3). The Wkg site shows the 
lowest RMSE (0.047 m3/m3) and bias (0.007 m3/m3), while having the second highest correlation 
(R=0.63). Subsurface soil moisture estimates are slightly worse than those at the near surface, 
with lower R (0.42 to 0.70) and higher RMSE errors (0.048 to 0.073 m3/m3). Bias values 
decrease at Whs and CMW, increase at SRM, and become slightly negative at Wkg when 
transitioning from surface to subsurface soil moisture estimates.  
Analysis of observed soil water content vertical distribution at each site reveals a more 
uniform distribution with depth at SRM. This trend is not present at Whs, Wkg, and CMW, where 
large variability in soil moisture is reported within the first 15 cm. Therefore, overestimation of 
surface and subsurface soil moisture at SRM may be attributed to site vegetation, which consists 
an over story of velvet mesquite which is leafed out throughout the growing season regardless of 
its water status (Prosopis velutina). In the sandy loam soils associated with SRM, mesquite has 
been found to form deeper and more extensive root systems, causing more evenly distributed soil 
water throughout subsurface soil layers (Scott et al., 2008). It is also important to note the difficulty 
in validating satellite-derived soil moisture estimates given the unresolved issues pertaining to the 
comparison of point-scale in-situ measurements and larger-scale satellite-based soil moisture. In 
light of the limitations, results demonstrate that the applied downscaling technique for both surface 
and sub-surface soil moisture generally captures trends and magnitudes of observed estimates and 
is therefore a reliable indicator of in situ soil moisture.    
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4.5.2 PET Estimates 
Observed PET estimates are derived using station air temperature (°C), ground heat flux 
(W/m2), and net radiation (W/m2) through the Priestley-Taylor equation (Priestley and Taylor, 
1972) due to simplicity and consistency with modeled PET estimates [Fig. (4.4)]. 
 
Figure 4.4 Comparison between modeled PET (W/m2) and ground-based PET (W/m2) for sites 
Whs (A), SRM (B), Wkg (C), and CMW (D) for the year 2013. 
 
Satellite-derived PET (W/m2) shows a strong correlation to the flux tower derived PET 
estimates, with values ranging between 0.81 and 0.91 between sites [Fig. (4.4)]. RMSE errors 
show slightly more variability, with the lowest RMSE error reported at Wkg (30 W/m2) and 
highest at CMW (76 W/m2) [Fig. (4.4)]. Sites SRM and CMW show negative bias (-18 W/m2 
and -68 W/m2, respectively). Negative bias reported at CMW is attributed to an underestimation 
of net radiation through pixel heterogeneity. Site CMW features predominant green leaves and 
dark woody stems with ample branching, leading to low albedo and subsequently high observed 
net radiation values. However, the limited extent of the mesquite woodland is considerably 
smaller than the 1km2 MODIS pixel, allowing inclusion of higher albedo land surfaces to skew 
net radiation towards lower values that are not representative of the riparian region. Sites Wkg 
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and Whs show slight positive bias during the driest portion of the year (between months May and 
July). This period of time coincides with overestimated air temperature values, where bias 
increases by 2.1°C and 3.3°C for Whs and Wkg, respectively, when compared to the entire year. 
Increased bias in air temperature leads to an increase in downward longwave radiation and 
subsequently net radiation in this case. Overestimated net radiation estimates are only present 
during this dry period and consequently cause an overestimation of PET during the same period. 
Modeled PET estimates are improved in terms of bias beginning and following the monsoon 
season, especially for SRM and Wkg. During this time period (between DOY 186 and DOY 365) 
SRM negative bias improves to -10 W/m2 (from -18 W/m2), while Wkg positive bias improves to 
+4 W/m2 (from +11 W/m2). Bias at Whs increases slightly to 23 W/m2 (from 17 W/m2), while 
CMW reports no change in bias. Correlations and RMSE errors show little change when 
compared during the same time period, with less than 0.005 and 1.75 W/m2 change in correlation 
and RMSE, respectively, on average between the sites.   
4.5.3 Actual ET Estimates 
Seasonal evolution of ET shows pre-monsoon conditions in May and June are 
characterized by low ET [Fig. (4.5)]. The onset of the monsoon season near the beginning of July 
causes vegetation greening and an increase in ET. Evapotranspiration remains elevated during 
the monsoon season, with peak values occurring around August before steadily declining 
following the monsoon. Although decreasing, post-monsoon ET rates remain larger at CMW 
[Fig. (4.5D)], where vegetation has access to groundwater supply, allowing transpiration to 
continue at higher rates after the monsoon season compared to upland sites Whs, SRM, and Wkg 
[Fig. (4.5A), Fig. (4.5B), Fig. (4.5C), respectively) where groundwater is not accessible. 
Overall, modeled ET estimates compare well against observed values, with correlations 
ranging from 0.72 to 0.79 and RMSE errors between 17 and 38 W/m2 (Table 3). The Whs, SRM, 
and Wkg sites all show a positive bias (+31.7 W/m2 on average between the three sites), with the 
most pronounced overestimate at site Whs (+47.0 W/m2). Overestimation of ET at Whs and Wkg 
is greatest between late April and the end of June, coinciding with overestimated PET values (see 




Figure 4.5 Comparison between modeled ET (W/m2) and observed ET (W/m2) for sites Whs 
(A), SRM (B), Wkg (C), and CMW (D) for the year 2013. 
 
As previously stated, a positive bias in net radiation during this time period led to a 
positive bias in PET, which likely attributed to the positive bias in ET reported here [Fig. (4.5)]. 
Moreover, both sites have a limited vegetation cover and are dominated by shallow rooted 
grasses and shrubs, which subsequently results in extremely low observed ET values, 
exacerbating the positive bias during this time period. Slight overestimation of ET reported at 
SRM is likely attributable to the precedent overestimation of surface and sub-surface soil 
moisture, which was determined to be the result of site specific soil and vegetation 
characteristics. Site CMW shows a negative bias (-19.0 W/m2) over the entire time period. 
However, it can be seen that bias does not remain consistent, with overestimation seen during the 
drier portion of the year and underestimation found just prior to, during, and shortly thereafter 
the monsoon season [Fig. (4.5D)]. Differences in bias reported at CMW is again likely related to 
the inclusion of ET and other surface processes from more dry, non-riparian portions of the 
satellite pixel.  In general, ET rates at CMW are consistently higher than those reported at the 
other sites, reflecting the influence of a more consistent source of soil water. The slope and 
intercept of the regression line between MOD-SMET and observed ET show positive intercepts 
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with slopes ranging between 0.42 and 0.92 (the smallest of the two, 0.42, occurring at CMW) 
[Table (4.3)].  
 
Table 4.3 Correlation coefficient (R), root mean square error (RMSE) (W/m2), bias (W/m2), 
slope (-) and intercept (W/m2) between observed ground-based ET estimates and MODIS ET, the 
8 – day empirical model, Noah, Mosaic, and VIC models. For perfect agreement, slope = 1, 
intercept = 0. 
Model SITE R (-) 
RMSE 
(W/m2) 





Whs 0.72 36.0 47.0 0.92 50.1 
SRM 0.77 17.0 13.0 0.55 34.1 
Wkg 0.79 27.0 35.0 0.85 42.1 
CMW 0.74 38.0 -19.0 0.42 50.0 
8 – Day 
Empirical 
Model 
Whs 0.85 11.8 -2.8 0.61 11.6 
SRM 0.86 13.2 -5.3 0.62 10.6 
Wkg 0.89 16.6 -10.7 0.45 2.0 
CMW 0.89 24.8 7.0 1.20 -0.9 
Noah 
Whs 0.86 17.0 -5.2 0.56 7.2 
SRM 0.86 30.0 -19.0 0.30 3.7 
Wkg 0.85 21.0 -8.7 0.48 8.5 
CMW 0.74 62.0 -41.9 0.25 7.7 
Mosaic 
Whs 0.83 17.0 -3.0 0.73 4.6 
SRM 0.67 32.0 -20.5 0.28 3.7 
Wkg 0.79 21.0 -7.7 0.64 4.4 
CMW 0.63 62.0 -41.1 0.30 4.6 
 
MOD-SMET and 8-day average E8-ET are compared against daily average observed and 
8-day average observed ET, respectively [Fig. (4.6)]. E8-ET shows stronger correlations between 
sites (0.87 on average), while also reporting improved RMSE errors (16.6 W/m2 on average) 
[Table (4.3)]. MOD-SMET bias estimates are much larger than those reported by E8-ET, with 
opposite trends (positive versus negative) for each site. Lower bias values reported by E8-ET 
may be accredited to the use of precipitation within the empirical models specified for upland 
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sites. ET is strongly coupled to moisture pulses at these sites (Kurc and Small, 2004; Scott et al., 
2006; Williams et al., 2006). However, rapid changes in soil moisture due to shallowness of 
infiltration, frequent dry antecedent conditions, and/or high evaporative demand, which is 
characteristic of the region, can cause rapid changes in soil moisture status between satellite 
overpass times. Slopes between the two models are very similar, with E8-ET reporting slopes of 
0.70 between the sites on average, compared to the average of 0.69 reported by MOD-SMET. 
Intercept values are positive for both; however MOD-SMET shows larger intercept values than 
those in E8-ET due to the overall larger ET estimates made by MOD-SMET. Nonetheless, 
differences in correlation and RMSE are relatively small [Table (4.3)]. Despite larger biases, 
MOD-SMET provides valuable spatially distributed ET information on an improved temporal 
scale (available daily when no clouds are present), while also requiring no site specific 
calibration. 
 
Figure 4.6 Comparison between daily average modeled ET and observed daily ET (inset) and 8-
day average empirical ET to observed 8-day average ET for sites Whs (A), SRM (B), Wkg (C) 
and CMW (D).  
 
Further comparison to NLDAS-2 modeled ET indicates negative bias by both NLDAS-2 
LSMs at all flux tower sites [Fig. (4.7)]. Similar bias is reported for Noah and Mosaic models, 
with average values of -18.7 W/m2 and -24.7 W/m2, respectively, between sites [Table (4.3)]. 
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Noah shows the best correlations (0.83 on average) while reporting a similar RMSE to Mosaic 
(32.5 W/m2 on average for Noah and 33.0 W/m2 for Mosaic). Slopes for both are much lower 
than those reported by MOD-SMET (0.40 and 0.49 for Noah and Mosaic, respectively), with 
small positive intercepts indicative of their negative bias and overall underestimation of ET. 
Mosaic consistently simulates higher ET values, followed by Noah modeled ET. This is likely 
attributed to a shallower root zone soil moisture depth defined by Mosaic, which better matches 
the true root zone soil moisture in the region. These findings are consistent with those reported 
by Xia et al. (2012a), who performed an analysis comparing ET climatologies for both LSMs 
over six different regions in the United States. 
 
Figure 4.7 Comparison between daily average ET estimates derived by NLDAS-2 Noah and 
Mosaic models, as well as MOD-SMET to observed daily average ET at sites Whs (A), SRM (B), 
Wkg (C), and CMW (D).  
 
4.6 Spatial Evaluation 
Spatial distribution of annual ET for the study region between MOD-SMET and NLDAS-
2 is presented in Figure (4.8). Computation of annual ET from MOD-SMET involves linear 
interpolation, where ET values for unavailable dates (due to error in the remote sensor or cloud-
contaminated images) are linearly interpolated between two image acquisition dates. This 
method is generally suitable when remotely sensed images are available at regular intervals and 
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each image captures the overall pattern of variation in ET (Singh et al. 2012). Time between 
cloud/error free images is 6 days on average (standard deviation of 5 days), with the largest gaps 
in data occurring during the monsoon season where cloudy days increase significantly. Daily ET 
values are then summed to an annual total ET estimate at a 1km2 spatial resolution. The NLDAS-
2 spatial map is created using the mean of both the Noah and Mosaic annual total modeled ET 
and is plotted as a ~12.5km2 product [Fig. (4.8), left].    
 
Figure 4.8 Spatial comparison between annual total ET (mm) from NLDAS-2 (left) and MOD-
SMET (right) for 2013. 
 
Table 4.4 Annual evapotranspiration (mm) from MOD-SMET during 2013 for top three 
National Land Cover Database (NLCD, 2011) land use/land cover within the study area.  
 
Land Use / Land Cover Mean Annual ET (mm) Standard Deviation (mm) 
Evergreen Forest 1584 309 
Shrub/Scrub 1114 230 
Grassland 1059 242 
 
Spatial distribution of MOD-SMET at a 1km2 spatial scale shows varying ET patterns 
within the region of interest [Fig. (4.8)]. As expected, regions of evergreen forest have the 
highest mean annual ET (1584 mm), followed by shrub/scrub land (1114 mm) and grassland 
(1059 mm) [Table (4.4)]. These three specific land use/land cover types were chosen as they 
make up 97% of the total land use/land cover of the study area. Values reported here are larger 
than those reported by Singh et al. (2010), where a similar analysis was performed on an ET map 
of the Colorado River Basin created using the operational Simplified Surface Energy Balance 
(SSEBop) model (Senay et al., 2013). The larger estimates are likely due to a combination of 
overall positive bias from MOD-SMET and the inclusion of land cover from a larger study 
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domain that include regions in more northern latitudes from Singh et al. (2010), which may 
result in lower values in their study.  
Large standard deviations (wide spatial variations) are also reported for each land cover 
class [Table (4.4)], with values ranging from 309mm for evergreen forest to 230mm for 
shrub/scrub land. As noted in Singh et al. (2010), this large range of mean annual ET may be 
attributed to the thematic accuracy of the NLCD map, where land cover classes may be 
misclassified, resulting in a wide range of annual ET. Moreover, issues may stem from land use 
changes between when the NLCD land cover classification map was produced (2011) to the 
current study year (2013). Given the relatively small region of interest, we do not believe wide 
spatial variations for each land cover class are due to climatic conditions. 
In contrast to MOD-SMET, the spatial distribution of NLDAS-2 modeled ET at 12.5km2 
spatial resolution does not show the high resolution ET patterns as it is incapable of deciphering 
the smaller scale variability in ET dynamics that are present at the MOD-SMET scale [Fig. (8), 
left]. Due to the coarse resolution of NLDAS-2, it is not feasible to assign ET estimates to certain 
land cover types because of inclusion of other vegetation types within the 12.5km2 pixel. 
4.7 Conclusions 
The current study develops a method to determine actual ET (MOD-SMET) using multi-
platform remote sensing products. Model results in southern Arizona indicate strong correlations 
and low RMSE errors between satellite-based near surface soil moisture, sub-surface soil 
moisture, and PET estimates when compared to flux tower observations. Derived MOD-SMET 
values are strongly correlated with observed values, while showing slight overestimation at 
upland sites (Whs, SRM, and Wkg) and overestimation or underestimation depending on the 
season at the riparian site (CMW). Discrepancies between the upland and riparian sites are likely 
attributed to site specific vegetation, access to groundwater, and inclusion of pixel heterogeneity.  
MOD-SMET estimates also compare well with the 8-day empirical ET model developed 
for this region, with small differences in correlation and RMSE. NLDAS-2 LSM simulated ET 
shows strong negative bias at all sites, with Mosaic estimates slightly less bias than those 
reported by Noah. This is likely attributed to a shallower root zone soil moisture depth defined 
by Mosaic, which better matches the true root zone soil moisture in the region. Spatial analysis 
of MOD-SMET and NLDAS-2 annual total ET reveal much improved spatial representation of 
surface ET when applying MOD-SMET. Clear distinctions are present between riparian, 
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forested, and shrub land/bare soil areas. These distinctions are absent when analyzing NLDAS-2 
spatial output. Overall, it is clear MOD-SMET provides improved estimates of ET to NLDAS-2 
LSM simulations, while also being produced at a higher spatial resolution, allowing spatial 
distributions of ET to be monitored at smaller watershed scales. 
The developed approach shows that a simple ET model based on PET with a downscaled 
soil moisture product proves to be an effective alternative to more complex surface-atmosphere 
models for estimating actual ET. Despite the limitation of only being available under clear sky 
conditions, the method described here can still prove beneficial in an operational setting. 
Specifically, the method has the ability to aid regional drought monitoring, improving water 
allocation and decision-making in a region where water conservation is crucial. The proposed 
methodology also requires no ancillary ground-based data, site specific calibration, or subjective 
specifications, allowing it to be transferable to ungauged basins located in water-limi t d regions. 
As such, the proposed method can help guide model validation and assimilation in data sparse 
























ET is a critical variable for assessing the availability of water resources for agriculture, 
large-scale atmospheric circulation and global climate change, and predicting and estimating 
regional-scale hydrologic processes. Accurate characterization across spatial and temporal scales 
is critical, especially in arid and semi-arid environments where water deficiency may cause 
economic, political and agricultural stress and disruption. Despite recent advances in satellite 
remote sensing and subsequently derived ET models, issues related to spatial/temporal 
resolution, as well as inclusion of ground-based observations, site specific calibration, and/or 
subjective specifications remain unresolved. This dissertation addresses the e issues by 
improving the spatial and temporal estimation and understanding of ET processes in western 
U.S. watersheds through the utilization of multi-platform remote sensing so as to guide accurate, 
efficient, and cost-effective water management decision support at relevant scales.  
Initial work (Chapter 1) includes the modification of a MODIS triangle-based method to 
estimate ET under all sky conditions in a sub-alpine environment located in northern California. 
Results of the study, which covered the period between the years 2010 and 2014, indicate a 
positive bias between three of the four sites (no bias present at the fourth site) when compared to 
ground-based observations. Although slightly improved, this positive bias is consistent with 
similar triangle method-based ET studies that took place in more arid regions. Further analysis 
indicates that the proposed method compares well with additional remotely-sensed ET estimates 
derived using SSEBop and MOD16, with estimated values from the proposed triangle method 
reporting much improved correlations and bias to that of MOD16 estimates. Bias trends in 
modeled ET indicate that estimating ET from the proposed methodology under water stressed 
conditions remains an unresolved issue. 
Issues related to water stressed conditions led to the second chapter of the dissertation, 
where soil moisture estimates derived through remote sensing-based technologies (AMSR2 and 
SMOS) are used to better understand water stressed conditions at the surface. Due to the 
microwave frequency used by both soil moisture satellite products, spatial resolutions are too 
coarse for any appropriate analysis to take place at the watershed scale. As such, Chapter 2 of the 
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dissertation also explores three variations of a second-order polynomial regression equation as a 
means to downscale coarse spatial resolution satellite soil moisture estimates. Both satellites and 
each downscaling method are validated at four different flux tower sites in southeastern Arizona, 
USA. Results indicate little difference between the three tested downscaling techniques, with the 
simplest of the downscaling techniques (requiring only EVI and LST as input) performing just as 
well if not better than the slightly more complicated methods. Results also indicate improved 
estimates of surface soil moisture when derived using SMOS rather than AMSR2. This is likely 
attributed to the difference in depth for which each is capable of penetrating (~2cm for AMSR2 
and ~5cm for SMOS). The deeper surface soil moisture estimate made by SMOS is more
representative of the observed surface soil moisture and better matches observation depths. 
Lastly, downscaled soil moisture estimates indicate much improved spatial representation of the 
physical heterogeneity found at the surface, which is non-existent at the original coarse 
resolution scale.  
The downscaled SMOS soil moisture estimates using MODIS EVI and LST datasets at 
1km resolution are then used to scale MODIS potential evapotranspiration (PET) values to 
develop an actual ET at a daily, 1km resolution (Chapter 3 of the dissertation). Derived ET 
estimates (MOD-SMET) are validated using four ground-based flux tower sites in southern 
Arizona USA, while also comparing to a calibrated empirical ET model created specifically for 
the region as well as output from Version 2 of the North American Land Data Assimilation 
System (NLDAS-2) (i.e., Mosaic and Noah model simulations). Validation against eddy 
covariance ET at the daily scales indicates high correlations (0.72 – 0.79), relatively low root 
mean square error (RMSE) (17 to 38 W/m2), and positive bias (+13 to +47 W/m2) at upland sites 
and negative bias at a riparian site (-19 W/m2). Discrepancies of ET estimates between sites is 
likely attributed to either site specific vegetation, access to groundwater, and/or inclusion of 
pixel heterogeneity. MOD-SMET estimates compare well to the calibrated empirical ET model, 
while outperforming both Noah and Mosaic model simulations. Spatial analysis of annual total 
ET estimates indicates MOD-SMET is capable of deciphering small scale heterogeneity and 
differences in vegetative characteristics. This capability is lost when analyzing NLDAS-2 
modeled annual total ET over the same region. The overall approach applied in Chapter 3 of the 
dissertation suggest that a simple ET model based on the scaling of PET with a soil moisture 
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function may prove to be an effective alternative to more complex surface-atmosphere models 
for estimating ET.   
The work presented in this dissertation provides improved spatial and temporal estimates 
of ET for better understanding hydrologic processes at the watershed scale in the arid west of the 
United States. However, some potential limiting factors related to the sole use of remote sensing-
based parameters should be noted. Due to the use of MODIS visible and near infrared datasets, 
most remotely-sensed parameters are only available during clear-sky days, causing gaps in data 
which can then only be determined through different interpolation methods. Although algorithms 
are available to infer various satellite-derived surface parameters during cloudy skies (used in 
Chapter 1), these algorithms continue to show error and are not formulated well enough to 
provide reliable estimates. Moreover, it is important to note the scale differences between 
satellite-based estimates and point-based flux tower observations. Although flux tower 
observations have shown to have relatively large footprints, most point based observations 
remain much smaller than the remotely-sensed 1km2 pixel. This is especially true for soil 
moisture estimates, where the footprint of in situ soil moisture estimates is on the order of 5cm2. 
Validating across scales such as these will inherently subject some degree of uncertainty in the 
estimation of ET or soil moisture from scaling differences.  
Future development of the ideas and methods presented in this dissertation include the 
addition of a satellite-merging algorithm (Spatial and Temporal Adaptive Reflectance Fusion 
Model – STARFM) capable of combining high temporal resolution MODIS with high spatial 
resolution Landsat. Incorporating a method such as this will greatly improve the spatial 
resolution of the final product while not hindering the temporal resolution, allowing for a better 
understanding of the heterogeneity of various parameters near the surface. Moreover, the 
development of additional remote sensing-based ET models will aid in the validation process, 
allowing for a larger range of products to be compared side-by-side to determine applicability in 
different regions of the country where ground-based observations are nonexistent. Future 
research should also expand and apply the methodologies of these studies to regions of the west 
undergoing acute land cover disturbance, such as regions experiencing wildfire, extreme drought 
and/or beetle infestation. Analysis of this sort will better equip local stakeholders with invaluable 
information related to the water resources of their respected basins following a land surface 
altering event.  
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 Again, the goal of this dissertation was to utilize multi-platform satellite remote sensing 
products to improve the spatial and temporal understanding of ET processes in western U.S. 
watersheds while minimizing the need for ground-based observations. Despite some limitations, 
the developed product provides detailed information about the daily and seasonal spatiotemporal 
ET and soil moisture patterns that are not available with other methodologies. Moreover, the 
proposed methodologies used in all sections of the dissertation require no ancillary ground-based 
data, site specific calibration, or subjective specifications, allowing them to be transferable to 
ungauged basins located in water limited regions. When applied operationally, these techniques 
have the ability to guide accurate, efficient, and cost-effective water management decisions, 
including more accurate modeling of hydrologic fluxes at regional scales. More specifically, 
techniques presented here can aid regional drought monitoring, improving water allocation and 
conservation decision-making in regions where protection of water resources is of great 
importance. In addition, the developed products can also help guide model validation and 
assimilation to improve predictions of land-atmosphere interactions and flood potential  in 
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