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Abstract--We consider a method based on projector-splines for the numerical solution of the 
Prandtl equation; the CPV integral appearing in the equation is approximated by a suitable quad- 
rature rule based on projector-splines. Necessary conditions are established for the approximate 
solution of the equation to converge to the exact solution. 
Keywords---Cauchy principal value integral, Prandtl integral equation, Projector-splines. 
1. INTRODUCTION 
In recent years, several methods [1-6] based on the use of polynomial splines have been proposed 
for the numerical solution of Cauchy singular integral equations (CSIES) 
f /: avo~(x)u(x) + _b 1 w~o(t)u(t) dt + w,~(z)K(x,t)u(t) dt = l(x) ,  Ixl < 1, (1.1) 1 ~'--~ 1 
and of the generalized Prandtl equation 
wa~(x)u(x) 1 /~ d (wa~(t)u(t)) 
g(x) 2~ 1 ~-7 d~ = g(~), I~f < z, (1.2) 
where wax~ is the Jacobi weight function wa~(x) = (1 - x)a(1 + x) ~, a,/~ > -1  in (1.1) and 
c~,/~ > 0 in (1.2), K(x,t) is a Fredholm kernel and H(x) is a function which does not vanish 
on A := [ -1,  1]. 
In most of these methods, the solution of the integral equation is approximated by a spline of 
the form 
n 
s.uCx) = ~_.a,N,k(x), 
i=1 
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where N~k are normalized B-splines of order k, forming a basis for a given spline space Sk,,,, and 
the a~ are chosen so that Snu interpolates u at some suitable set of points{zi}~=1. This leads to 
a system of equations for the unknown function values u(zi), which can be used for evaluating u
at any point of interest. But this method has some drawbacks; for one thing, the ai are given 
only implicitly by the u(z~) so that a certain effort is required to derive the equations for u(zi). 
Moreover, in order to achieve the convergence, restrictions both on the spline space Sku, and on 
the interpolation points z~ must be imposed. 
These disadvantages can be overcome by using quasi-interpolating (QI) splines of the form 
Qnu(X): Z :C~ij[Til,Ti2,...,Tij]U Nik(x), (1.3) 
i=l-k j=l 
that reproduce polynomials up to the order l, and converge under conditions much weaker than 
those required by interpolatory splines [7]. 
Choosing a suitable spline space Sk~, and the set of points {~'ij}, yields the NystrSm equations 
for (1.1) and (1.2) 
awa~(x)u(x) + b f l  wad(t)Qnu(t) dt +/ ;1 wa~(x)K(x, t)Qnu(t)dt = f(x), 
7r j _  1 $--X (1.4) 
and 
wao(x)u(x) 1 f l  ~(wa~($)Qn~(t)) 
~-1 -t--x dt = g(x). (1.5) H(x) 2~r 
(ti}/=l, p equal to the number of distinct unknown function Next, collocating at some points v 
values U(T~j) and inserting them into (1.4) or (1.5) one gets the values u(rij), by which an 
approximation to u(x) for any x e /~ can be obtained using (1.3). Replacing N~k(x) by N~k(X ) 
in (1.3), gives rise to the approximation of u'(x). 
However the approximation fl_tva3(t)(Qnu(t))/(t - x))dt does not converge uniformly to the 
CPV integral f~tva3(t)(u(t)/(t- x))dt, while in [8] uniform convergence is obtained approxi- 
mating the integral f ~ ~vafl( t )( u( t ) / ( t - x ) ) dt by 
Q"u(t) + u(x) /: _1 - Qnu(x) dt wad(t) dr. (1.6) 
See also [2] for another approach using certain modified quasi-interpolating splines. 
We propose here to employ a method based on projector-splines to approximate the CPV 
integral 
J(n(w~3u);x):/_lln(~a--_ ~u)(t) dr. (1.7) 
More generally in this paper, we introduce quadrature formulas based on projector-splines for 
integrals of the form 
f l  ,.,f(m)(t) 
J(wf(m);x) = j_ ~- w(~)'T--L-- dx' Ix[ < 1, (1.8) 
where w is a Jacobi weight function. In this regard, we observe that any integral 
dm /_t w*(t)f(t) 
dxm 1 t - -x  dr, ]x l< l ,  m= l , . . . , k -  2, 
Projector-Splines in the Numerical Solution 109 
where the weight function w*(t) is such that all its derivatives of order p = 0, 1 , . . . ,  m - 1 vanish 
at the endpoints, can be reduced to a linear combination of integrals of type (1.8) since an 
integration by parts leads to the identity 
d m 
d m 1 w*(t) f ( t )  dt = ~ dr. 
dxm 1 t--- x 1 t--- x 
(1.9) 
The use of projector-splines has been suggested in [3] for numerically solving equation (1.1). 
We consider the quadrature rule 
N-1 k 
i= l -k  j= l  
(1.10) 
where h (m) denotes the mth-derivative of the function h, 1 < m < k - 1, the nodes {T/j} j = 
1, 2 , . . . ,  k for any i = 1 - k , . . . ,  N -  1 are distinct points, chosen in one of the effective subintervals 
of [xi, xi+k] and the weights {v;'~} are such that (1.10) is exact whenever f is a spline of a 
given order k. After proving the uniform convergence of approximation (1.10) to J (wf (m) ;x ) ,  
1 < m < k - 1 and assuming m = 1, we can consider the NystrSm equation (1.5) and then 
collocate at a set of points P {tr}r=l in order to obtain the approximate solution for (1.2). 
This paper is organized as follows. In Section 2, we present some preliminaries and summarize 
the numerical techniques to be used; in Section 3, we prove the uniform convergence of the 
quadrature rules here proposed. In Section 4, these rules are applied to the Prandtl integro- 
differential equation and, in Section 5, some numerical results are provided and compared with 
those given by other methods. 
2. PRELIMINARIES 
Following [9,10], we recall here the spline spaces underlying to projector-splines. Let {An} be 
a sequence of partitions of A 
An={- - l=y0<yl  < ' "<yn=l} ;  (2.1) 
{An} is locally uniform (1.u.), if 
Y/+I -Y /  <B,  Vi, j= i+ l ,  B>I .  
yj+l - yj 
We call a sequence of spline spaces, 1.u. if they are based on a sequence of 1.u. partitions. The 
norm of An is given by 
A = max (Yi - Yi-1), (2.2) 
l<i<_n 
and we assume that 
A --, 0, as n --* c~. (2.3) 
{d~}/=x, d~ < k - m, k E N, k > 2, is the order of the Given a sequence of positive integers n-1 
spline space and m is a nonnegative integer with m < k - 1, we denote by ~rn the nondecreasing 
n n - -1  sequence {x/}~__ 0 obtained from {Y/}i=o by repeating y/exactly d/t imes (thus N = ~-~--/=1 d~ + 1), 
and by Sk~. the corresponding space of polynomial splines of order k, associated to ~rn. 
It is well known that the normalized B-splines {N~k} constitute a basis for Sk~. compactly 
supported in [xi, xi+k]; they are given by 
N/k(x) = (x/+k - x~) [x / , . . . , x /+k] ( t -  x)k+ -1, i = 1 -  k , . . . ,N -  1, 
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where the symbol [x l , . . . ,  xi+k] denotes the kth-order divided difference functional, and we denote 
by 7rn, the extended partition associated with An 
I x . IN - I+  k 
71"he = I. '~ J iml -k  ' 
with Xl -k  = xu-k  . . . . .  Xo and XN -~ XN+I . . . . .  XN- I+k .  
The projector-splines [10,11] approximating to a given f ,  are defined by 
N-1  k 
Pnf (x )  = Z Nik(x)  ~ v i j f  (Tij), (2.4) 
i= l -k  j= l  
where {7"ij} j = 1,2,. . .  ,k for any i = 1 - k , . . .  ,N  - 1, are distinct, arbitrary points chosen in 
one of the effective subintervals [xm, xm+l ] of the support [xi, xi+k] and the constants vii are 
given by 
k 
Zr=j  O~ir 
= r , (2 .5 )  
f l s= l  (Tij -- Tis) 
s#j 
with 
Otil = 1, 
r - -1  
(k -  r)! l-I(x , - r . ) ,  r : 2, k; a i r - -  (k 1)! " " '  
l=l 
the sum above is taken over all choices of distinct ul .. .  vr-1 from i + 1,. . .  ,i + k - 1 (this is a 
sum of (k - 1)!)/(k - j)! terms). 
The operator defined in (2.4) has the particularly meaningful feature of reproducing splines, 
i.e., 
Pns = s, Vs e Skin.  (2.6) 
A possible distribution for the nodes {Tij} which we are interested in throughout this paper, is 
as follows: 
"xm+l - xm if pi • N -  1, rij = x m + J k ' 
• X N  - -  XN-  1 if Pi = N - 1, rid =XN-1  +3 k+l  ' 
and the subinterval [xm, Xm+l ] C [xi, xi+k] can be selected following [9]. 
Projector-splines are endowed with many interesting approximation properties: local depen- 
dence on data, "good" approximation of smooth functions, great flexibility in the applications 
due to the large degree of freedom in choosing both the partitions and the set {ri j}. 
Since (2.6) holds if and only if 
k 
~-~C~ij[ril,... ,r i j]Nlk = 6a, i , l  = 1 -- k , . . .  ,N  - 1, 
j= l  
where 6a is the Kronecker symbol and 
PnNtk = Nlk, l = 1 -- k , . . . ,  N - 1, 
(see for instance [10]), the ruth-derivative of (2.8), m < k - 1, is given by 
Z a i j tT" i l , . . . , r , j ]N,k  N(~n)(x)=N[~n)(x) ,  
i= l -k  j= l  
(2 .8 )  
(2.9) 
so that we have the following proposition. 
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PROPOSITION 1. The mth-derivatJve of a projector-spline reproduces the mth-deriwative of a 
sp/ inesESk~. ,  O_<m<k-1 .  
We now turn to the numerical evaluation of CPV integrals of the form 
: - -  f l ( ) t -(t) dx, J (wf(m);x) lwt f(m) x m = 1 , . . . , k -  2, x E /~., (2.10) 
and analyze the behaviour of the quadrature rule obtained by substituting the approximation 
(2.4) to f in (2.10), 
( ) f l  . ,Dmpnf(t)  N-1 k 
Jn wf(m);x = , w(U 7----x dx= Z Zv~ (x)/(~'ij)' 
i= l -k  5--1 
(2.11) 
where 
f l  ,., N:f,)(t) 
. , j  (x) = ",5 k,wt ) t-V:  - at. (2.12) 
3. UNIFORM CONVERGENCE OF  CPV INTEGRALS 
Assume c~,/~ > 0 thus J(w; x) is finite Vx E A. For proving uniform convergence as n --* oo of 
Jn(wf(m);x) to J(wf(m); X) we need a general convergence r sult [10, Theorem 5.3]. 
THEOREM A. Let {Sk,r.} be a sequence of l.u. spline spaces uch that A --, 0 as n --* oo. Let 
0 <_ m <_ k - 1 and f E Cm(A). Then 
mm--7"  TY$ m 
I ID"(f-enf) l loo <KA w(D f ;A ;A) ,  (3.1) 
for O <_ r < k. I 
For later use we recall also the following results which are derived from [7] using [10, Theo- 
rem 5.12; 12]. 
T H EOREM S. Let { Sk~. } be a sequence of I. u. spline spaces and let Pn f be any projector-splines 
belonging to Sk,..  Let f 6 Cr(A), 0 <_ r < k - 1. Then, 
w(DrP, f;-&;A) <_ Cw(Dr f;&; A), (3.2) 
where 
w(g;A;I) := max ]g(x +h) -g (x ) l  
x,x+hEl 
0<h<A 
and C is a constant > O. I 
THEOREM C. Let {gn} be a sequence of functions atisfying 
(I) llgnlloo ~ 0 as n --* oo, 
(2) gn(-l) : 0 i f#  <__ O; gn(1) = 0 ira <_ O, and 
(3) gn E H~. 
Then J ( wgn; x) --* 0 as n --* oo uniformly Vx E A ira + 7 > O, where 7 := min(a, f~,0). I 
In the sequel, we shall denote by Hm(#) the space of functions g defined in I with all derivatives 
of order j -- 0 , . . . ,  m which axe continuous and such that g(,,0 satisfies a HSlder condition of 
order # with # E (0, 1], i.e., 
Ig(m)(y)-g(m)(x)]<_BiY-x] ", Vx, yE I ,  B>0.  
We are now in a position to prove the following theorem. 
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THEOREM 1. Let f E Hm(/~), with 1 < m < k - 1, for a given/z E (0, 1]. Consider any sequence 
of projector-splines {Pnf} belonging to the 1.u. spline spaces Sk~., and assume that (2.3) holds. 
Then, 
(3.3) 
\ / \ / 
PROOF. We assume r (m) := Dm(f - Pnf), and we can write 
( ) L 1 r(m)(t)- r(ra)(x) dt + r(m)(x)J(w;x). J wr(m);x = lw(t) t -x  (3.4) 
Using Theorem B, the Condition 3 of Theorem C, where gn = r (m), holds with a = #. 
By the hypothesis on a, /7, we do not need Condition 2 of Theorem C, then the claim follows 
from Theorem A. I 
THEOREM 2. For all f E Cr(A), with 2 <_ r < k, consider Pnf as in Theorem 1. The following 
relation 
holds for 1 <_ m < r. 
PROOF. The proof is the same of Theorem 5.2 in [13]. I 
We remark that in more general conditions for the weight w, to get uniform convergence, we 
can approximate J(wf(m);x) in the form 
so the quadrature rule has the form 
N-1  k 
m T 
i= l -k  j= l  
(3.6) 
where 
f ;  N(,2)(x) = v,j ,k ' t  - x at. 
1 
Taking into account hat [14] 
N~)(x)  = (k -  1)~ N}':-:Xx--) N}+l"kl!1(x-~) } ,  
l Xi+k_ -- X i Xi+k - -  X i+  1 
(3.8) 
we obtain that the integrals in (3.7) are linear combinations of terms of the type Wk~m(X) 
considered in [8] and there evaluated by suitable algorithms. 
The uniform convergence of J(wf(m);x) to J(wf(m);x) Vx E (-1, 1) can be derived with 
reasoning similar to that presented in [8] for the case m = 0. 
4. NUMERICAL  SOLUTION OF  PRANDTL EQUATION 
In [3], a method based on projector-splines to numerically solve the equation (1.1) was presented 
and some numerical examples were provided. Writing down equation (1.2) in the form 
If ] wa~(x)u(x) 1 ] wa~(t)u(t) dt + dt = g(x), (4.1) H(x)  27r 1 t - -  X 1 t -- X 
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where waa(x) = (1 - x)a(1 + x) ~, a,/3 > 0, u 6 Hi(#) on A, one obtains 
wa3(x)u(x ) l [  /_11 t)~_l t)~_lU(t ) 
H(x) 2"~r (/3 - ~) (1 - (1 + t'--x dt 
1 ~U(,) /_I ~ ]  
- (c, +/3) -/_ (i - 0o - ' ( i  + t) ~-1 dt + =°~(t) et = g(=), (4.2) 
J_ 1 I;--X 1 
and subsequently 
w~(x)u(x) l { /'_ 
g(x) 2-~r -- (/3 + O~) ' Wa_l,f}_l (t)U(t) dt 
)x 1 , 
+ [/3 - a - x(/3 + a)]- Wa-l,3-1(t) dt + = 
1 -- J - i  t--X, J 
We approximate the first integral by fl_ 1 Wa_l,3_l(t)Pnu(t) dr, then using for the first CPV inte- 
gral the approximation proposed in [3] and for the second one the approximation here proposed 
with m = 1, we get 
w~(x)u(x) l { /~  
g(x) ~ - (3+a)  I wa-1,3-1(t)Pnu(t)dt+[/3-a-x(/3+a)] (4.4) 
x w~-l'o-l(t)Pnu(t)t-P'~u(x,)x dt+u(x)J(w~_l,~_l;x) + f _ lw~ot~j~_x~=g(x , ) .  
Now, we take into account (2.4) and collocate (4.4) on a set ofp collocation points v {tr}r=l where p 
denotes the number of distinct unknown functions values u(Tij). We emphasize distinct values 
since Tij may coincide with Trj for any r ~ i. The following linear system arises 
[ Wc~,8(t.r) /3--O:--tr(~-~-O: ) J(Wa_l,~_l;tr) ] ~(tr) H(t~) 2v 
N- , ,  ~ /3+~ f_"2~ 
i=,-k j=l 1 
/3 - ~ - t~(/3 + a) f l  Nik(t) - Nik(t~) 
- • j _  Wa-l,3-1(t) dt 
271" 1 t - t~ (4.5) 
k -- i [ 1 ~1 waN~,k_l(t) dt 
27r xi+k- 1 - xi J_ ~ t - t~ 
1 f l  , , ,N i+ l ,k - l ( t ) ]}  
xi+~ - x,i+1 f-1 wa~t~ t :~  dt u(rij) 
= o(t~), r = 1 .... .  p. 
At this point, it is worth noting the following considerations. From 
gi~(x) : - (k  - 1)(xi+k - xi)[x,i, . . . , xi+~](.- x,)~_-2, 
and since [14] 
[x,i+l,...,x,i+k]9- [x,i . . . .  ,x,i+~-l]g, [x,, Xi+k]ff 
Xi-Fk -- x,i 
for i = 1 - k, we obtain 
Yl_k,k(x ) = -(k - 1)([Xr-k,... ,Xl] - [Xl-k,... ,x0D (. - x)~_ -2 
(k -- 1)Nr-k,k-l(x,) 
Zl -- Xr-k 
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s ince [X l _k , . . .  , x0] i- -- X) k -2  = 0. Therefore in (4.5), if i = 1 - k, the term 
l f l lwa~i t )N i ,k - l ( t )  xi+k-I - x i  t - - t r  dt 
disappears. 
In a similar way, for i = N - 1, one has 
~'N k /~Jl--l,k{X~ ~ k - I NN- I ,k - I (X ) ,  
XN+k-1  -- XN-1  
and thus in (4.5), the term 
1 
xi+ k -- x i+ 1 
vanishes. 
_1 W [ '~g i '} ' l ' k - l i~)  
For the other values of i, we have X~+k-1 -- x~ ~ 0 and xi+k - x~ ~ 0 taking into account hat 
for each interior knots, the multiplicity is less than k - 1. 
Furthermore, we note that the integrals 
: "" Nh(t) 
lWa~(t) t _--~rdt, h = i, i + 1 
can be evaluated by the algorithm proposed in [15], while for the integrals 
f :  Nik(t) - Nik(tr) w~_ i ,~ -  1 (t) dr, 
1 t -- tr  
an algorithm has been proposed in [8] using incomplete Beta functions. 
5. NUMERICAL RESULTS 
We give now some numerical results obtained by the method proposed in Section 4, using 
projector-splines of order 3 or 4. The points {vii) are chosen as in i2.7). 
In the following tables, we denote 
n = knots number E [-1, 1], 
k = order of projector-splines, 
R Ps = maxi lu(ti) -~( t i ) l ,  ~it~) being the approximating solution obtained by the present 
method; ti are collocation points, 
R s = max~ luiti) - ~it~)I, where the approximating solution is obtained using variation- 
diminishing splines with Schoenberg points [1]. 
In Tables 1-3, it is evident he better performance provided by the method here proposed com- 
pared with the use of the Schoenberg points. 
Table 1. 
I 
(i - x 2) 1/2 f i x )  _ ~ 1 t - x dt = x (I - , f i  t) = t 
n k 
3 3 
3 4 
4 4 
8 4 
RS RPS 
- 2 .1  • 10 - i s  
- 8 .4 .10  -14  
1.1 • 10  -4  7 .2 .10  -14 
4 .0 .10  -4  4 .8 .10  -14 
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e 
1 I [(1 -- t2)1/2 f ( t ) ]  3 
(1 - -X2)  I/2 f (X ) - -2"~ /__ 1 -~--'~'7 d~:~' -  (1 -x2)3 /2 -  2 (1 -x2)  ' 
f ( t )  = t 2 - 1 
n k 
3 3 
3 4 
4 4 
8 4 
Rs  R, Ps 
- 3 .3 .10  -15 
- 2.5 • 10 -14 
5.7.10 -2 2.5.10 -14 
1.0.10 -2 3.6.10 -14 
Table 3. 
1 f l  f ( t ) '  dt =x  3 3 ( x2 1-~x )
f (x ) -~ j_ l t _x  -~  2x+ log , f ( t )  = t 3 
n k R Ps 
3 4 1.6- 10 -13 
4 4 3.9.10 -15 
8 4 6.5.10 -14 
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