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that one would wish to serve at a faster rate when more customers are present, at least when there is no time preference regarding monetary expenditures (that is, no discounting of future benefits and costs). The intuition is simple: use of a given service rate produces larger potential benefits (savings in holding costs) when more customers are present, and it costs the same in both cases. So higher service rates should be reserved for times when the system is more congested. (Discounting can void this argument. We may then wish to postpone the expense of a higher service rate until the future, so that the present value of its cost will be less.) In the literature, however, most of the proofs of this type of result appear to make no use of this intuition. In addition, many proofs depend on what turn out to be superfluous assumptions, such as the convexity of the holding-cost function. Convexity is needed when there is discounting or more than one facility: see Weber and Stidham. Many monotonicity proofs approach the undiscounted problem via a sequence of discounted problems. Exceptions among the papers cited above are Sobel (1982) and Bengtsson.
The purpose of this paper is to provide a unified set of simple, rigorous arguments for the monotonicity of optimal policies, for service-rate control problems among others, in a setting where there is no discounting. The driving engine of our proofs is the intuition expressed above, transformed into a rigorous argument. We are able to provide proofs for many of the tions of those in Section 1. Section 2 discusses exponential models for combined control of service and arrival rates and for control of arrival rates alone. In Section 3, we present some control models for nonexponential systems. The first is an M/G/1 model with a controllable service rate and a last-come, firstserved, preemptive-resume discipline. We show that a continuous-time version of the analysis of Section 1 applies to this problem. In fact, the optimal policy is insensitive to the service-time distribution in this model. The other models considered are M/G/ 1 with selection of the service-time distribution at the start of each service and service-rate control in systems with phase-type service.
SERVICE-RATE CONTROL IN EXPONENTIAL QUEUES

The Model With No Arrivals
We begin with the problem of optimally controlling the service rate in a system with a single exponential server and no arrivals. That is, all jobs to be processed already are present at time zero. The problem may be formally stated as follows. At time t = 0, there are i jobs in the system, which are to be processed one at a time. The service mechanism is memoryless. That is, the probability of a service completion in the interval (t, t + dt), given that the service rate at time t is A, equals Adt + o(dt), independent of the current state or past history of the system. Our goal is to choose the service rate A at the start of each service in order to minimize the total expected cost to process all jobs (equivalently, the total expected cost until the system reaches state 0). We assume that A must be chosen from a compact set A c [0, oo). There is a cost of providing service, which is incurred at rate c(A) per unit time while the service rate in effect is A. We assume that c(A) is nonnegative, nondecreasing, and continuous on A. (These assumptions about c(z) and its domain are not essential. They are introduced here only for ease of exposition. See Remark 1 after Theorem 1.) There is also a holding cost that is incurred at rate h(j) while there are j jobs in the system, j = 0, 1, .... We assume that h(0) = 0 and h(j) >0 for allj 3 1.
The problem can be formulated as a finite-state semi-Markov decision process (Ross 1970 (1)
The assumptions about c(A) and h(i) guarantee that for each i 3 1 the minimum is finite and is attained by some A e A, which we shall denote ,(i). By convention, we shall resolve ties by choosing the largest minimizer. Let z(i, j) denote the minimum expected cost until the system first enters state j, starting from state i(j < i). Since services occur one at a time, starting in state i, the system must visit state i -1 on its way to state 0. Thus
In fact, this result holds for any Markovian decision process that is skip-free to the left (Keilson 1965, Wijngaard and Stidham 1986) . That is, an instantaneous transition from state i to state j is not possible ifj<i-1. It follows from (1) and (2) 
Remarks
1. The continuity/compactness assumptions about c(A) and A were used in the proof of Theorem 1 only to ensure the existence of a largest minimizer of g(i, A) for each i. Clearly, the conclusion of Theorem 1 applies as long as this latter condition is satisfied. In particular, the feasible region for A could be unbounded.
2. Submodularity. Our proof of Theorem 1 was based on showing that g(i, g2) -g(i, A1) is nonincreasing in i for M2 > p,. A function with this property is said to be submodular. Submodular functions play a central role in the theory of lattice programming (Topkis 1978) , where they provide a general framework for proving monotonicity of an optimal policy in a variety of control models.
3. Insensitivity. Our results clearly do not apply just to memoryless service mechanisms. Suppose that at the beginning of the processing of a job we must choose a service-time distribution from a class of distributions, the members of which are indexed by the reciprocals of their means:,u:= (E[service time])-'. Once a choice of distribution has been made for a particular job, it must remain in effect until the job finishes service. Whatever the choices of service-time distributions, the service times of successive jobs are assumed to be independent. Obviously the minimum total expected cost until all jobs have been served, starting with j jobs present at time t and the service of a job about to begin, does not depend on t nor on the history of states and actions up to time t. Denoting this minimum expected total cost by v(j), j = 1, 2, .. ., we see that the optimal value function v(.) again is determined uniquely by the recursive equations (1), with v(O) = 0. The total expected cost depends only on the means of the various service-time distributions chosen. Moreover, the optimal service rates for this model are insensitive to the distributions of service time. The phenomenon of insensitivity has been studied extensively in the context of descriptive models for queues but it has been rarely, if ever, encountered in control models.
4. Viewed in the context of the original problemstarting with i jobs present at time 0, choose service rates for each job so as to minimize the expected total cost incurred until all jobs have been processed-our result says that we should process at a faster rate at first, while more jobs are present, and at a slower rate later on, when fewer jobs are in the system. This property is qualitatively similar to the optimality of the shortest-processing-time (SPT) discipline for a sequence of jobs on a single processor (Conway, 
Maxwell and Miller 1967
The Model With Arrivals
Now we add arrivals to the previous model. Assume that new jobs arrive to the system according to a statedependent Poisson process with mean rate Xi, i -0. In all other respects,the model is assumed to be the same as already described in the previous subsection.
We formulate the problem of minimizing the total expected cost to go from state i to state 0 as an infinite horizon, semi-Markov decision process, with state 0 as an absorbing state. We observe the system and choose a service rate at each change of state (arrival or service-completion epoch). Let v(i) denote the minimal expected total cost to move the system from state i to state 0, i = 1, 2, . . . (v(0) = 0). Since the costs between observation points are nonnegative, the problem and its optimal cost function v are well defined (Strauch 1966 , Schal 1975 with v(0) = 0. Moreover, a stationary policy that uses a service rate A that minimizes the right-hand side of (4) whenever the system is in state i is optimal. Once again, we resolve ties by choosing the largest minimizer, denoted u(i).
We shall find it more convenient to work with a transformed optimality equation that has the same form as (1). Observe that v(i) satisfies (4) 
The left-skip-free property of state transitions again ensures that
where, as before, z(i, j) is defined as the minimum total expected cost to go from state i to state i < i.
Combining (5) and (6) we see that z(i, i -1) satisfies z(i, i-i) = min 4c(8) + h(i) + Xiz(i + 1, i) (
The following intuitive interpretation of (7) may be instructive. Consider the problem of minimizing the total expected cost to go from state i to state i -1. Because of the memoryless property of the exponential service-time distribution and the state-dependent Poisson arrival process, an optimal choice of the service rate it clearly depends only on the current state i and not on the current time t nor on the past history of the system. Whatever the choice of g,: an arrival may occur before a transition from i to i -1. When this happens, the system moves to state i + 1 and spends a certain amount of time in states j 3 i + 1 before returning to state i, at which point the service mechanism begins to serve again at rate ,u. Each excursion into states j 3 i + 1 may be regarded as a temporary interruption to the process of moving the system from state i to state i -1.
While the state is i and the service rate is it, the system incurs cost at rate c(,u) + h(i). The expected cost while in state i before a transition to i -1 is thus [c(y) + h(i)]/g. Excursions into states j 3 i + 1 occur at rate Xi. The expected number of excursions before a transition to i -1 is, therefore, X,/I. The expected total cost during each excursion is z(i + 1, i). Thus, the expected total cost of going from state i to i -1, with service rate A in effect, is [c(,) + h(i) + Xiz(i + 1, i)]/g, the minimand in (7).
It follows from (6) and (7) that the problem with external arrivals takes exactly the same form as the problem with no arrivals as embodied by (2) Hence, the minimum expected total cost to go from 1 to 0 is at least as large in the former case as in the latter, from which it follows that z(i + 1, i) > z(i, i -1).
The key idea in the proof is a generalization of the familiar insight that an M/M/1 queue exhibits probabilistically identical behavior in going from state i + 1 to state i as in going from state i to state i -1, and that in both cases the behavior is probabilistically identical to that over an ordinary busy period (going from state 1 to state 0). The generalization permits state-dependent service rates, provided that, while going from i to i -1, we use in each state j i i, the rate we would use in state j + 1 while going from i + 1 to i. It is clear that this idea breaks down when the arrival rates are allowed to be state dependent, in which case, a more intricate argument and additional conditions will be needed.
State-Dependent Arrival Rates
We give a set of sufficient conditions for the monotonicity of the optimal service rate in the general case of state-dependent arrival rates. The conditions are in the same spirit as those of Crabill for a special case of our problem. As in Section 1.1, we assume that A is a compact set, with ,_ = max{,u: A E A I < oo.
(Cl) X :=supXi<oo and E h(i) ) < oo. Note that Condition C4 is trivially satisfied with any nondecreasing h(.) when the arrival rates Xi are nondecreasing in i.
Average-Cost Criterion
We will consider a service system operating over an infinite horizon. The model is the same as in the previous subsection, but now the objective is to minimize the long-run average cost per unit time from each starting state i, i -0. Throughout this subsection we shall assume that Xi > 0 for all i -0. (This assumption can be relaxed. See Remark 8 below.)
We shall establish monotonicity of an optimal policy by showing that the average-cost problem is equivalent to a problem in which the objective is to minimize the total expected g-revised cost until the next visit to state 0, in the sense that an optimal policy for the latter problem is average-cost optimal as well, when g = g* := the minimal long-run average cost. Here g-revised cost means the cost incurred by a system in which a constant g is subtracted from the cost rate at each time point. This is equivalent to replacing the holding-cost rate h(i) by h(i) -g in each state i -0. We then can apply the results of Section 1.2 to conclude that a monotonic policy is optimal for the average-cost problem.
To prove the equivalence of the average-cost problem and the total g*-revised cost problem, we shall use an argument based on the renewal-reward theorem, which makes it possible to express the average cost of a stationary policy as the ratio of the expected total cost to the expected total time elapsed between two successive visits to state 0. But first, we must establish that we can restrict attention to stationary policies without loss of average-cost optimality. 
OTHER EXPONENTIAL CONTROL MODELS
In this section, we use the methods of Section 1, with minor modifications, to establish the monotonicity of optimal policies for combined control of arrival and service rates and control of arrival rates alone in exponential systems. We shall only study the problem of minimizing the expected cost until the system becomes empty. The extension to average-cost minimization proceeds along the same lines as in Section 1.
Combined Control of Arrival and Service Rates
In this model we are free to choose both X and ,u at each change of state. The feasible pairs (X, ,u) are indexed by a real number a which must belong to a compact set A. The corresponding arrival and service rates are denoted X(a) and ,i(a), respectively. We assume that ,u(a) is continuous and nondecreasing in a and that X(a)/,u(a) is continuous and nonincreasing in a. There is a cost per unit time c(a) which we assume is nonnegative, nondecreasing, and continuous in a. There is a positive holding cost that is incurred at rate h(i) per unit time while there are i customers in the system, i 3 1. We assume that h(.) is nondecreasing. A variant of this model is considered by Serfozo.
Control of the Arrival Rate
The model of the previous subsection includes control of the arrival rate alone as a special case. Suppose the service rate is fixed at ,u> 0, and we are free to select the arrival rate X at each change of state from a feasible set L c [0, oo). Whenever the arrival rate is X, we incur a cost at rate c(X), which is nonincreasing. As usual, there is a nondecreasing holding cost rate h(i). If we set a := -X, c(a):= c(-a), ,(a) := A, then the assumptions of the previous subsection are satisfied and we conclude that the optimal arrival rate is nonincreasing in i > 1. Note that because A > 0, we do not have to require that c(X) be nonnegative. Thus, the model includes the case where a reward is earned at rate r(X), where r(X) is a nondecreasing function. Most of the arrivalcontrol models in the literature can be put into this format, sometimes after an appropriate change in the decision variable. See Stidham (1985) for a further discussion.
