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includes also coalescence phenomena and captures a large variety of known LagrangeHermite interpolation problems and algorithms. Like in traditional Hermite-Lagrange interpolation, our model is based on the execution of arithmetic operations (including divisions) in the field where the datas (nodes and values) are interpreted and arithmetic operations are counted at unit costs. This led us to a new view of rational functions and maps defined on arbitrary constructible subsets of complex affine spaces. For this purpose we had to develop new tools in algebraic geometry which themselves are mainly based on Zariski's Main Theorem and the theory of places (or equivalently: valuations). We finish this paper by exhibiting two examples of Lagrange interpolation problems with non-linear classes of interpolants, which do not admit efficient interpolation algorithms (one of these interpolation problems requires even an exponential quantity of arithmetic operations in terms of the number of the given nodes in order to represent some of the interpolants).
In other words, classic Lagrange interpolation algorithms are asymptotically optimal for the solution of these selected interpolation problems and nothing is gained by allowing interpolation algorithms and interpolation classes to be non-linear. We show also that classic Lagrange interpolation algorithms are almost optimal for generic nodes and values. This generic data cannot be substantially compressed by using nonlinear techniques.
Introduction and informal presentation of main results
This paper discusses complexity issues of well known problems of (mainly multivariate) polynomial interpolation from a systematic point of view. Instead of analyzing the runtime behavior of concrete interpolation algorithms, we ask what are the best possible complexity bounds we can hope for when we have freedom to chose the data structures and types which represent the interpolants. This question leads in a natural way to the consideration of classes of interpolants which do not form linear spaces, but more general geometric structures, as e.g. algebraic varieties.
A universal framework for the mathematical aspects of interpolation is developed in [9, Section 2] . Here we are concerned with the algorithmic, and in particular with the computational complexity aspects of interpolation problems and procedures. Therefore we have to deal not only with structural concepts like functionals and interpolants, but also with the (possible) data structures and types which represent them. Although our algorithmic view may be combined with the general framework for interpolation of [9] , the outcome would be a rather clumsy formalism, difficult or impossible to decipher for the non-specialist, and hiding instead of unveiling the ideas behind our argumentation.
On the other hand, the main results we are going to present in this paper have all a negative flavour. One might hope that non-linear data structures and algorithmic techniques could help to improve the complexity of interpolation procedures. However, non-linearity is not a panacea for everything. In this spirit we shall exhibit in Section 5 two families of natural Hermite-Lagrange interpolation problems which under a suitable coalescence restriction (called "geometrical robustness") require for their algorithmic solution procedures of intrinsically high complexity, even if we admit non-linear interpolation techniques (see Proposition 17 for an incompressibility result and Theorem 18 for an exponential lower bound for the output size).
It is not very hard to prove, but worth to state, that non-linear techniques are not able to compress the output size when they are applied to the usual context of Lagrange interpolation of generic input data (see Proposition 16) . The rest of the paper is devoted to the discussion of the computational model in view of three paradigmatic examples of interpolation problems and to the modeling of the informal concept of coalescence by means of the notion of geometrical robustness.
Thus all our examples belong to the context of Hermite-Lagrange interpolation whose structural mathematical formulation turns out to be much simpler and better known to non-specialists than the general model of interpolation introduced in [9] .
For this purely expository reason we shall limit from now on our attention to the case of Hermite-Lagrange interpolation. A particular feature of this type of interpolation consists of the identity of input object and input representation (see [7] for a motivation and a mathematical discussion of the distinction of these concepts). In Hermite-Lagrange interpolation, input object and representation are always given by a finite list of nodes and the corresponding function values. This setting will be maintained through this paper. However we shall admit more freedom as usual in the the representation of the output objects, i.e. the interpolants, which always will be polynomials of bounded degree, that however may become exponential in the number of nodes.
Classical interpolation algorithms return the interpolants in dense or sparse representation and the (finite) dimension of the vector space where they live becomes then a lower bound for the complexity of these procedures.
In this paper we address the question of the intrinsic complexity of Hermite-Lagrange interpolation algorithms admitting more general representations of the interpolants, e.g. their straight-line program encoding.
In the next section we are going to describe the mathematical model which allows us to formulate and (partially) answer this question.
Basic definitions and notations
We use standard notions and notations of commutative algebra and algebraic geometry, which can be found in, e.g., [17] , [23] , [16] , [19] .
For any n ∈ N, we denote by A n := A n (C) the n-dimensional affine space C n , equipped with its respective Zariski and Euclidean topologies over C. In algebraic geometry, the Euclidean topology of A n is also called the strong topology. We shall use this terminology only exceptionally. In general it will be clear by the context to which one of these two topologies we are going to refer.
Let X 1 , . . . , X n be indeterminates over C and let X := (X 1 , . . . , X n ). We denote by C[X] the ring of polynomials in the variables X with complex coefficients.
Let V be a closed affine subvariety of A n , that is, the set of common zeros in A n of a finite set of polynomials belonging to C [X] . As usual, we write dim V for the dimension of the variety V . We denote by I(V ) := {f ∈ C[X]; f (x) = 0 for any x ∈ V } the ideal of definition of V in C[X] and by C[V ] := {ϕ : V → C; there exists f ∈ C[X] with ϕ(x) = f (x) for any x ∈ V } its coordinate ring. Observe that C[V ] is isomorphic to the quotient C-algebra C[V ] = C[X]/I(V ). If V is irreducible, then C[V ] is zero-divisor free and the rational functions of V with maximal domain form a field, denoted by C(V ), which is called the rational function field of V . Observe that C(V ) is isomorphic to the fraction field of the integral domain C[V ]. In the general situation, when V is an arbitrary closed affine subvariety of A n , the notion of a rational function of V has also a precise meaning. The only point to underline is that the domain, say U , of a rational function of V has to be a maximal Zariski open and dense subset of V (hence, in particular, U has a non-empty intersection with any of the irreducible components of V ). The rational functions of V form a C-algebra which we also denote by C(V ). In algebraic terms, C(V ) is the total quotient ring of C [V ] and is isomorphic to the direct product of the rational function fields of the irreducible components of V .
A partial map φ : V W , where W is a closed subvariety of some affine space A m and φ 1 , . . . , φ m are the components of φ, is called a morphism of affine varieties (or just polynomial map) if the complex valued functions φ 1 , . . . , φ m belong to C[V ] (thus, in particular, φ is a total map).
If the domain U of φ is a Zariski open and dense subset of V and φ 1 , . . . , φ m are the restrictions of suitable rational functions of V to U , we call φ a rational map of V to W . Observe that our definition of a rational map differs from the usual one in algebraic geometry, since we do not require that the domain U of φ is maximal. Hence, in the case m := 1, our concepts of rational function and rational map do not coincide.
For f 1 , . . . , f s , g ∈ C[X] we shall use the notation {f 1 = 0, . . . , f s = 0} and {f 1 = 0, . . . , f s = 0, g = 0} in order to denote the closed affine subvariety V of A n defined by f 1 , . . . , f s and the Zariski open subset V g of V defined by the intersection of V with the complement of {g = 0}. Observe that V g is a locally closed affine subvariety of A n whose coordinate ring is the localization
Let M be a subset of the affine space A n and, for a non-negative integer m, let φ : A n A m be a partial map. We call the set M constructible if M is definable by a Boolean combination of polynomial equations. In the same vein we call the partial map φ constructible if the graph of φ is constructible as a subset of the affine space A n × A m . We say that φ is polynomial if φ is the the restriction of a morphism of affine varieties A n → A m to a constructible subset M of A m and hence a total map from M to A m . Furthermore we call φ a rational map of M if the domain U of φ is contained in M and φ is the restriction to M of a rational map of the Zariski closure M of M. In this case U is a Zariski open and dense subset of M.
Since the elementary (i.e. first order) theory of algebraically closed fields with constants in C admits quantifier elimination, constructibility means just elementary definability. In particular, φ constructible implies that the domain and the image of φ are constructible subsets of A n and A m , respectively. It is not difficult to show that the map φ is constructible if and only if there exists a partition of its domain in finitely many constructible subsets, say M 1 , . . . , M s , such that for any 1 ≤ k ≤ s the restriction of φ to M k is a rational map of M k which is defined at any point x ∈ M k . In this sense we may consider φ as a piecewise rational map.
We are now going to introduce the notions of a strongly continuous, a topologically robust and a hereditary map of the constructible set M. These three notions will constitute a fundamental tool for the meaningful modeling of Hermite-Lagrange interpolation problems and algorithms in Sections 3 and 4.
Definition 1 Let M be a constructible subset of A n and let φ : M → A m be a (total) constructible map. We consider the following four conditions: (i) there exists a Zariski open and dense subset U of M such that the restriction φ| U of φ to U is a rational map of M and the graph of φ is contained in the Zariski closure of the graph of φ| U in M × A m ;
(ii) φ is continuous with respect to the Euclidean (i.e. strong) topologies of M and A m ;
(iii) for any sequence (x k ) k∈N of points x k ∈ U which converges in the Euclidean topology to a point x ∈ M, the sequence (φ(x k )) k∈N is bounded;
(iv) for any constructible subset N of M the restriction φ| N : N → A m is an extension of a rational map of N . The graph of φ| N is contained in the Zariski closure of this rational map in N × A m .
We call the map φ strongly continuous if φ satisfies conditions (i) and (ii), topologically robust if φ satisfies conditions (i) and (iii) and hereditary if φ satisfies condition (iv).
Let us now describe the existing interdependence of the notions of a strongly continuous, a topologically robust and a hereditary map. If φ : M → A m is strongly continuous, then φ is obviously topologically robust. However, we don't known whether the reverse is true. This is a geometrically relevant question we are unable to answer at this moment. If the constructible map φ : M → A m satisfies condition (i), then there is no guaranty that the restriction of φ to an arbitrary constructible subset of M satisfies also condition (i). Therefore restrictions of strongly continuous and topologically robust maps to constructible subsets of their domains may happen to be neither strongly continuous nor topologically robust. If the map φ : M → A m is polynomial, then φ is strongly continuous (and hence topologically robust) and hereditary.
The concept of hereditarity sounds rather abstract and axiomatic. We shall need it in the sequel for a mathematically correct and complete formulation of our algorithmic model. In Section 4 we shall establish an algorithmically meaningful condition which implies hereditarity of suitable topologically robust maps (see Definition 9, Proposition 11 and Theorem 12 below). Let φ : M → A m be a constructible map satisfying condition (i). From [20, Ch.VII, 2.1, Lemma 1] one deduces easily that the graph of φ is contained in the strong closure of the graph of φ| U in M × A m . Therefore there exists for any sequence (x k ) k∈N of points x k ∈ M which converges in the Euclidean topology to a point x ∈ M, a sequence (y k ) k∈N of points y k ∈ U such that ||(x k , φ(x k )) − (y k , φ(y k ))|| < 1/k holds for any k ∈ N (here || · || denotes the Euclidean distance). This implies that the sequence (y k ) k∈N converges to x and that ||φ(x k ) − φ(y k )|| < 1 holds for any k ∈ N. If φ satisfies condition (iii), then the sequence (φ(x k )) k∈N is bounded.
Thus the constructible map φ : M → A m is topologically robust if and only if φ satisfies condition (i) and the following condition:
(v) for any sequence (x k ) k∈N of points x k ∈ M which converges in the Euclidean topology to a point x ∈ M, the sequence (φ(x k )) k∈N is bounded.
In the same way one concludes that in Definition 1 items (i) and (ii) may be replaced by the following more succinct condition:
(vi) the graph of φ is the strong (and hence the Zariski) closure in M × A m of the graph of a rational function M A m that satisfies condition (iii).
Straight-line programs
Algorithms in computational algebraic geometry are usually described using the standard dense (or sparse) complexity model, i.e., encoding multivariate polynomials by means of the vector of all (or of all nonzero) coefficients. Taking into account that a generic nvariate polynomial of degree d ≥ 2 has d+n n = O(d n ) nonzero coefficients, we see that the dense representation of multivariate polynomials requires an exponential size, and their manipulation usually requires an exponential number of arithmetic operations with respect to the parameters d and n. In order to avoid this exponential behaviour, we are going to use alternative encodings of input and intermediate results of our computations, e.g. by means of straight-line programs (see [6] ). A straight-line program β in C(X) := C(X 1 , . . . , X n ) is a finite sequence of rational functions (f 1 , . . . , f k ) ∈ C(X) k such that for 1 ≤ i ≤ k, the function f i is an element of the set {X 1 , . . . , X n } (an input), or an element of C (a parameter), or there exist A natural measure of the complexity of β is its length, namely the total number of arithmetic operations performed during the evaluation process defined by β. Another relevant measure of complexity is the nonscalar length of β, which is defined as the number of operations
The (nonscalar) length of β models the (sequential) execution time of the program.
We say that the straight-line program β computes,represents or encodes a subset S of C(X) if S is contained in the list of intermediate results {f 1 , . . . , f k } of β. In this case we call the elements of S outputs of β.
A computational model for Hermite-Lagrange interpolation
Let n, D, K, L, M and N be six discrete parameters belonging to N. As before let X := (X 1 , . . . , X n ), where X 1 , . . . , X n are indeterminates over C, and denote by Π (or, more precisely, by Π (n) ) the polynomial ring
D ) the C-vector space of polynomials of Π of degree at most D.
In the present paper we shall be concerned with discrete families (depending on part or all of the parameters n, D, K, L, M and N ) of Hermite-Lagrange interpolation problems and algorithms. Before we introduce a general computation model that contains these two concepts we are going to discuss them in the more intuitive context of Lagrange interpolation.
Lagrange interpolation revisited

Lagrange interpolation problems
Informally, a Lagrange interpolation problem is determined by a class D of interpolation data and a class O of interpolants. In this paper we shall think that for fixed parameters n, D and K the classes D, O and the relationship between them become realized by the following mathematical structures:
• The class D is a constructible subset of the affine ambient space A (n+1)×K consisting of suitable K-tuples ((x 1 , y 1 ), . . . , (x K , y K )) of nodes x i ∈ A n and values y i ∈ C, 1 ≤ i ≤ K, such that x i = x j holds for any choice of indices 1 ≤ i < j ≤ K.
• The class O is a constructible subset of the finite dimensional vector space Π D , such that for any interpolation datum d := ((x 1 , y 1 ), . . . , (x K , y K )) belonging to D there exists exactly one interpolant f ∈ O which solves the Lagrange interpolation problem for d, i.e., which satisfies the condition f (x i ) = y i for any index 1 ≤ i ≤ K.
Thus there exists a constructible map Φ : D → Π D whose image is contained in O and which associates to each interpolation datum d ∈ D an interpolant Φ(d).
In the context of classic Lagrange interpolation, the class of interpolants O is always a finite dimensional subspace of the polynomial ring Π (and hence contained in Π D for some D) and D is usually a suitable constructible Zariski dense subset of A (n+1)×K . In the present paper the class O may have a non-linear geometric structure, e.g. O may be an algebraic subvariety of higher degree of the affine space Π D and the interpolation data may be interdependent, i.e. D may be contained in a proper algebraic subvariety of A (n+1)×K . In classical interpolation theory one would like that any convergent sequence of Lagrange interpolants converges to a Hermite interpolant. Unfortunately this is not true in general.
Therefore we shall require that the map Φ satisfies a more modest, however quite natural, coalescence condition which may be paraphrased as a weak kind of "continuity" of Φ with respect to the Euclidean topologies of D and O. The map Φ establishes a certain interdependence between the interpolation data from D and the interpolants from O. We shall also require that the essential (topological or geometrical) features of this interdependence become preserved when we restrict the class D to an arbitrary constructible subset. In more technical terms we may think Φ : D → Π D given as a constructible, topologically robust and hereditary map in the sense of Section 2. If this is the case, then Φ meets surely our (informal) requirements. Needless to say that in classic Lagrange interpolation theory the map which corresponds to Φ is always strongly continuous (and hence topologically robust) and hereditary.
This is now the way we are going to formalize the notion of a Lagrange interpolation problem, namely by a constructible subset D of the affine space A (n+1)×K , representing as above the interpolation data of the problem, and by a topologically robust and hereditary map Φ :
Lagrange interpolation algorithms
In order to develop our model for the informal concept of a family of Lagrange interpolation problems me made only reference to "objective" mathematical structures, like interpolation data, interpolants and the map Φ. Following the terminology of [7] the elements of D, interpreted as interpolation data, may be considered as input objects and the elements of O as output objects which become related by the (mathematical) map Φ. However this does not suffice, since for the modeling of the concept of a Lagrange interpolation algorithm, we need to deal with data structures and types which represent input and output objects.
As mentioned in Section 1, a particular feature of Lagrange (and also Hermite) interpolation consists of the identification of the concepts of input object and the code that represents it. Thus the constructible subset D of A (n+1)×K has not only to be considered as a set of (objective) interpolation data, but also, and simultaneously, as a data structure containing the input codes (or representations) which encode the interpolation data. This is nothing but a computer science interpretation of something what is already common sense in interpolation theory. Thus, in the context of this paper, interpolation datum and input code are notions which reflect distinct aspects of the same mathematical object.
However our point of view differs from the standard one with respect to the interpolants and their representations, since we do not fix in advance the output data structure, say D * , that encodes the output object class of interpolants O. In the context of classic Lagrange (and Hermite) interpolation, D * is always the dense (or suitable sparse) representation of the interpolants by their coefficients. In the present paper we wish to admit as D * more general data structures like e.g. the domain of parameter instances of a suitable straight-line program representation of the interpolants. In order to explain our view we are now going to analyze the relation between Lagrange interpolation and the straight-line program representation of polynomials in more detail. We model therefore the notion of a Lagrange interpolation algorithm using a (total) map map Φ : D → A m which has to satisfy certain conditions we are going to explain now.
Let be given a constructible subset D * of A M with ω * (D * ) = O. For the sake of notational simplicity we shall also write ω * : D * → Π D for the restriction of ω * : A M → Π D to D * . We consider D * as the output data structure and ω * as the encoding of output objects of the interpolation algorithm represented by the map Ψ. Consequently we require that Ψ maps D into D * .
Further we wish that Ψ is in some sense "computable" and that Ψ remains "computable" if we restrict it to an arbitrary constructible subset of D, according to the requirement made before on the interpolation problem Φ. Since a rational map may be considered as "computable only on generic inputs", we require that Ψ is hereditary. This condition is very weak, since it includes the case that the Lagrange interpolation algorithm behind the map Ψ is implemented by a computer program that contains branchings. A typical case of a branching-free algorithm would arise if Ψ could be a polynomial map. However, from Theorem 18 below we deduce that there exist no polynomial map Ψ : D → D * such that the following diagram commutes:
D
In fact, Theorem 18 makes the same assertion for a much larger class of topologically robust and hereditary maps Ψ, namely for the class of geometrically robust maps which will be introduced in Section 4.2.
The data D * , ω * and Ψ determine now an interpolation algorithm which solves the interpolation problem given by Φ.
Our interest for the straight-line program encoding of polynomials is motivated by the fact that there exist computationally relevant examples of high degree polynomials like (1 +T ) 2 L or 0≤j≤2 L T j which can be evaluated using only a few, namely O(L) arithmetical operations, whereas there exist other examples of high interest, like the Pochhammer-
whose complexity status is unknown (here T denotes a new indeterminate).
On the other hand, the (multivariate) polynomials which occur as by-or end products of elimination procedures in effective algebraic and semialgebraic geometry may be encoded by straight-line programs whose length is polynomial in the degree of these polynomials. This implies in typical cases an exponential improvement of the data structure with respect to the classical ones, namely the dense (or sparse) encoding of polynomials.
One may now raise the question whether such elimination polynomials admit also straight-line program encodings whose length is polylogarithmic in the degree of the given polynomial. The expected answer is no, since otherwise we would have P = N P in the BSS complexity model over the real or complex numbers (see e.g [5] , [3] , [4] and [13] for more details). If the concept of "elimination polynomial" is interpreted in a more comprehensive way, namely beyond the classical examples of resultants, then it can be even proved that general elimination procedures are not able to produce always polylogarithmic straight-line program representations for their output polynomials, unless they introduce arbitrary and uncontrolled branchings (see [10] and [7] ).
The general model
We are now ready to describe the announced computation model which includes also Hermite interpolation. Replacing in the previous discussion of Lagrange interpolation the quantity (n + 1)K (or just K) by the parameter N , we arrive to the following formulation:
Definition 2 Let n, D, M and N be fixed natural numbers. We say that a given HermiteLagrange interpolation problem is determined by a (suitable) constructible subset D of the affine space A N , acting as input data structure, and a (suitable) topologically robust and hereditary map Φ :
Furthermore we say that a Hermite-Lagrange interpolation algorithm (solving the given interpolation problem) is determined by a constructible subset D * of the affine space A M , acting as a output data structure, a polynomial encoding ω * : D * → Π Of course, this model captures much more general situations than just HermiteLagrange interpolation in the usual intuitive sense. Nevertheless, it represents all what we need for our mathematical discussion of the subject of this paper. In particular there will be no need to model exactly the informal meaning of Hermite-Lagrange interpolation.
Three critical examples
The purpose of this section is to illustrate the notions of the previous sections, which are discussed on three significant families of interpolation problems. These families of interpolation problems constitute our prototypic examples, and shall be further discussed in Sections 4.3 and 5.
The first two families, we consider, come from standard univariate Lagrange interpolation. Their input data structures are (non-empty) Zariski open subsets of suitable affine spaces and therefore smooth varieties. Then we consider a case of multivariate Lagrange interpolation on a singular curve. Our last example is that of a family of nonlinear interpolation problems, that is, the set of interpolants is not a linear subspace, but a constructible set of the corresponding affine ambient space.
Univariate Lagrange interpolation
In terms of the notations introduced before, let K ≥ 2 be a given natural number, n := 1,
D . Fix for the moment an arbitrary point γ := (γ 1 , . . . , γ K ) ∈ A K with γ i = γ j for 1 ≤ i < j ≤ K. The (generic) univariate Lagrange interpolation problem at fixed nodes γ 1 , . . . , γ K consists in finding, for any y := (y 1 , . . . , y K ) ∈ A K , the (unique) polynomial f γ,y ∈ Π D satisfying the condition
Let D γ be the constructible subset (2) . Since Φ γ is a polynomial map, we conclude that D γ and Φ γ determine a Lagrange interpolation problem in the sense of 
The C-linear space of interpolants E d represents the "least solution space" introduced in [9] (see also [8] ).
Finally we define g 0 as the unique polynomial of the C-linear subspace C + C · X 1 of Π (2) 1 which interpolates f and its partial derivative (∂f /∂X 1 ) at the point 0 ∈ A 2 , namely,
Thus we have g 0 (0) = f (0) and
One sees now easily that the map Φ : D → Π
1 , defined for d ∈ D by Φ(d) := g d , is constructible and hereditary and that Φ| D\{0} is rational.
We claim that Φ is also topologically robust. In order to see this, it suffices to show that Φ(d) remains bounded when d ∈ D approximates 0 ∈ D. This is an immediate consequence of the following identities:
In the same way we see: if f is strongly continuous with well-defined continuous partial derivative ∂f /∂X 1 in a neighbourhood of 0 ∈ A 2 , then Φ is strongly continuous.
Therefore Φ : D → Π
1 determines a Hermite-Lagrange interpolation problem in the sense of Definition 2.
Let now D * := A 3 and consider the canonical dense representation ω * of the bivariate polynomials over C of degree at most one as the output encoding. More precisely, we define
and for d = 0 by
Then Ψ is a hereditary (and even topologically robust) map which solves the HermiteLagrange problem determined by Φ.
A nonlinear example: identification sequences and interpolation
We retake here the example from Subsection 3.1.2. Let n, L ∈ N satisfy the condition 2 L/4 ≥ n, and let O be the subset of Π (n) = C[X] of the n-variate polynomials with complex coefficients that can be evaluated by a divisionfree straight-line program of nonscalar length at most L.
We remark that any polynomial f ∈ O has degree bounded by 2
Let O denote the closure of O with respect to the strong or Zariski topology of A n L . It turns out that O an irreducible variety that forms also a cone in A n L . The elements of O may be considered as the polynomials of Π Observe that the choice of γ = (γ 1 , . . . , γ K ) as an identification sequence for O implies that, for any y = (y 1 , . . . , y k ) ∈ A K with (γ, y) ∈ D, there exists a unique interpolant f ∈ O which solves Lagrange interpolation problem for the interpolation datum (γ, y). Therefore the constructible set O represents the output object class of a Lagrange interpolation problem determined by D and a well-defined constructible map Φ :
Observe also that this Lagrange interpolation problem is nonlinear in the sense that the space of interpolants O is nonlinear (it is not closed under additions).
Section 5.2 below will be devoted to the study of the algorithmic hardness of solving this particular interpolation problem, i.e, to the hardness of reconstructing the polynomials of O from their values in an identification sequence.
A complexity measure for Hermite-Lagrange interpolation algorithms and problems
Let n, D and N be fixed natural numbers, let D be a constructible subset of the affine space A N and let be given a topologically robust and hereditary map Φ :
D such that D and Φ determine a Hermite-Lagrange interpolation problem. We call N the input size of the given interpolation problem.
Let D * be a constructible subset of an affine space A M acting as an output data structure, ω * :
D a polynomial encoding of the output objects Φ(D) and Ψ : D → D * a hereditary map such that D * , ω * and Ψ represent a Hermite-Lagrange interpolation algorithm that solves the given interpolation problem. We measure the complexity of this interpolation algorithm by the size of the output data, namely M .
The complexity of the Hermite-Lagrange interpolation problem determined by D and Φ is the minimal non-negative integer M such that an interpolation algorithm solving the problem exists.
For instance, the complexity of the (generic) univariate Lagrange interpolation problem at K fixed nodes introduced in Section 3.3.1 is at least K = N (compare Proposition 16).
We observe that this notion of complexity is a suitable generalization of three common data size measures of complexity in effective elimination theory: the size of the dense or sparse representation and the (nonscalar) length of the straight-line program representation of multivariate polynomials. For instance, let O be the output object class of a given elimination problem and assume that the elements of O are of bounded degree. Then the polynomials contained in O generate an C-linear ambient space of finite dimension, say M .
Thus M is a lower bound for the dense representation of a "worst case" element of O. This implies that any algorithm that solves the underlying elimination problem and returns the output polynomials belonging to O in their dense representation, requires at least time M .
On the other hand, for a given polynomial F ∈ Π (n) we may consider the minimal nonscalar length L(F ) of a division-free straight-line program that evaluates F . Let
2 L , where (L + n + 1) 2 is the number of parameters required to represent the elements of W L as instances of a generic division-free straightline program of nonscalar size L with n inputs. Thus the dimension (L + n + 1) 2 of the parameter space A (L+n+1) 2 reflects the data size of the representation of the elements of W L by means of division-free straight-line programs. Since a generic element of W L requires such a representation of size at least (L + n + 1) 2 , we conclude that, in case that W L is contained in O, the quantity (L + n + 1) 2 is a lower bound for the complexity of any algorithm which solves the elimination problem considered before and returns the output polynomials belonging to O in a straight-line program representation.
Robust interpolation algorithms
This section is devoted to the geometric and algebraic modelling of coalescence phenomena (see e.g. [2] , [9] , [18] ) in the context of Hermite-Lagrange interpolation
The main issue is the notion of a geometrically robust map which captures simultaneously the concepts of topological robustness and hereditarity introduced in Section 2. This allows us to model geometrically and algebraically the intuitive meaning of limit interpolation problems and algorithms. The notion of topological robustness will serve us as an intermediate step for a better understanding of the rather technical concept of geometric robustness. To this end we shall begin with an algebraic characterization of the notion of a topologically robust map (Theorem 4 and Corollary 6). Then we shall introduce the notion of a geometrically robust map and show that such maps are always hereditary (Theorem 12). Using the concept of geometrical robustness of constructible maps we shall finally arrive to the notion of a geometrically robust interpolation problem and algorithm, which captures a certain meaning of coalescence. This notion will be discussed by means of concrete examples in Sections 4.3 and 5 under the aspects of interpolation and complexity theory.
We start by recalling some basic definitions and facts from the theory of valuations and places.
Basic notions and facts from the theory of places
We briefly state the definition of places and some basic algebraic facts concerning them (see cite [23] and [17] for more details and proofs). In order to avoid unnecessary generality, we limit our exposition to the context of C-algebras and fields.
Let K and Ω two (commutative) C-fields. A Ω-valued place (or simply place) of the C-field K is a ring homomorphism ϑ : R ϑ → Ω where R ϑ is a C-algebra contained in K such that R ϑ and ϑ satisfy the following condition:
x ∈ K − R ϑ implies 1/x ∈ R ϑ and ϑ(1/x) = 0. The C-algebra R ϑ is local and is called the valuation ring of the place ϑ. Associating to x ∈ K − R ϑ the value "infinity" we shall write ϑ(x) := ∞. Thus we may interpret the place ϑ as a (total) map ϑ : K → Ω ∪ {∞}.
We recall the following two basic and well-known results:
Theorem I (Extension of places) ([23, Ch.VI, §4, Theorem 5'] and [17, Ch. VII, §3, Corollary 3.3]) Let A be a C-algebra contained in the field K and let : A → Ω be a C-algebra homomorphism from A to the C-field Ω. Then can be extended to a place ϑ of K. If Ω is algebraically closed, the place ϑ can be chosen to be Ω−valued.
Theorem II (Places and integral closure) ([17, Ch. VII, §3, proof of Proposition 3.5]) Let A be a C-algebra contained in the field K. Then the intersection ϑ R ϑ , where ϑ runs over all places of K with A ⊂ R ϑ , is the integral closure of A in K.
If A is a local C-algebra with residue class field C and is essentially of finite type, then the integral closure of A in its fraction field is the intersection of the valuation rings of the C−valued places containing A.
We are now going to paraphrase geometrically the rather abstract notion of a C-valued place. Let V be an irreducible affine variety and let x be a fixed point of V . Observe that evaluating the coordinate functions of V , namely the elements of C[V ], at the point x yields a C-algebra homomorphism ev x : C[V ] → C which characterizes the point x ∈ V . Let A := C[V ], K := C(V ), Ω := C, := ev x and fix any C-valued place ϑ : K → C ∪ {∞} such that ϑ extends . Then ϑ associates to each rational function ϕ of V a value ϑ(ϕ) which may be finite or infinite. In the first case we consider the rational function welldefined and evaluable with value ϑ(ϕ) at the point x ∈ V . In the first case we consider the rational function well-defined and evaluable with value ϑ(ϕ) at the point x ∈ V . In the second case we consider the point x ∈ V as a pole of the rational function ϕ. In view of [22] 1.3.4, Corollaire 2, we may say that the place ϑ mimics the evaluation of rational functions on the normalization of a suitable curve germ at the point x of the variety V . Observe that Γ is a constructible subset of A n × A m that contains the graph of φ. Furthermore, let π : Γ → M be the first projection of Γ onto M which for (x, y) ∈ Γ is defined by π(x, y) := x. Observe that π is a polynomial map.
The notion of geometrical robustness
We recall from Section 2, condition (v), that the constructible map φ : M → A m is topologically robust if and only if it satisfies the following condition: ( * ) for any sequence (x k ) k∈N of points x k ∈ M which converges in the Euclidean topology to a point x ∈ M, the sequence (φ(x k )) k∈N is bounded. With these notations we are able to formulate the following statement which establishes the bridge to an algebraic understanding of the notion of topological robustness.
Theorem 4 Let notations and assumptions be as before. Assume that the constructible map φ : M → A m is topologically robust and let x be an arbitrary point of M. Then If we replace condition ( * ) above by a stronger condition, namely ( * * ) for any sequence (x k ) k∈N of points x k ∈ M which converges in the Euclidean topology to a point x ∈ M, the sequence (φ(x k )) k∈N remains bounded, the conclusion of Theorem 4 is easier to prove.
In this sense we shall give in Remark 5 below an elementary proof of Theorem 4 under the assumption that M is closed, i.e., in case M = M. We observe that all statements of this paper about topologically robust maps remain valid if we replace in the definition of the notion of topologically robust maps in Section 2 the condition (iii) by the requirement ( * * ).
In what follows, Theorem 4 will be only used as a motivation for the more technical notion of geometric robustness which we are going to define later in this section. Therefore, if we accept to restrict the notion of topological robustness to the cases where condition ( * * ) is satisfied, then Remark 5 allows us to keep the paper self-contained.
This difficulty illustrates that Theorem 4 is a non-trivial result of interpolation theory that requires sophisticated tools from algebraic geometry.
The following arguments retake techniques of the proofs of Under these conditions, Theorem 4 asserts that
Interpreted as a rational map, φ has a domain, say U , which is a non-empty Zariski open subset of M. Denote by r the dimension of M and suppose without loss of generality that X 1 , . . . , X n are in generic position with respect to M. Furthermore, let us write X := (X 1 , . . . , X r ) and ν : M → A r for the finite surjective morphism of affine varieties defined for an arbitrary point z := (z 1 , . . . , z n ) of M by ν(z) := (z 1 , . . . , z r ).
Suppose now that the conclusion of Theorem 4 is wrong. Then there exists a point x := (x 1 , . . . , x n ) of M and a component of φ, say the rational function φ 1 , such that φ 1 is not integral over
Write x := (x 1 , . . . , x r ) and let M x be the maximal ideal of C[X ] generated by
Let T be a new indeterminate and let α(X , T ) := A q T q + · · · + A 0 with A q , . . . , A 0 ∈ C[X ], q > 0 and deg A q ≥ 1, be the primitive irreducible polynomial of φ 1 over C[X ]. Since φ 1 is not integral over C[X ] M x , there exists an index 0 ≤ h < q such that A h /A q does not belong to C[X ] M x . Observe that the polynomial α(X , T ) describes the Zariski closure of the image of the map µ : U → A r+1 defined for z ∈ U by µ(z) := (ν(z), φ 1 (z)). Thus there exists a non-empty Zariski open subset G of A r such that any y ∈ G satisfies the condition A q (y) = 0 and such that for any t ∈ C with α(y, t) = 0 there exists an element z ∈ U with µ(z) = (ν(z), φ 1 (z)) = (y, t).
In order to simplify notations, we shall assume without of generality that the non-zero polynomials A h and A q contain no common prime divisors. From [11, Chapter V, Theorem 3.12] we deduce that there exists a sequence (s k ) k∈N of elements s k ∈ G such that (s k ) k∈N converges to x in the Euclidean topology of A r and such that the sequence ( A h Aq (s k )) k∈N converges to infinity.
Therefore there exists an unbounded sequence (t k ) k∈N of complex numbers which satisfies for any k ∈ N the condition α(s k , t k ) = 0. This implies the existence of a sequence (z k ) k∈N of elements z k ∈ U such that µ(z k ) = (ν(z k ), φ 1 (z k )) = (s k , t k ) holds for any k ∈ N. Hence the sequence (φ 1 (z k )) k∈N is unbounded, whereas the sequence ν(z k ) k∈N tends to x . Since ν : M → A r is a finite morphism of affine varieties, we conclude the the sequence (z k ) k∈N is bounded. Therefore we may assume without loss of generality that (z k ) k∈N converges to a point z ∈ A n .
Since by assumption M is closed and z k belongs to M for any k ∈ N, we infer that z is an element of M. We have therefore found a sequence of points of M, namely (z k ) k∈N , which converges to an element of M, namely z, such that the sequence (φ 1 (z k ))) k∈N is unbounded. This implies the unboundedness of the sequence (φ(z k )) k∈N , which contradicts by ( * ) the assumption that φ is topologically robust. We are now going to show the if part. Our argumentation is selfcontained and uses ideas of the proof of [7, Lemma 3] .
Let be given a sequence (x k ) k∈N of points x k ∈ U which converges to a point x ∈ M. We have to verify that the sequence (φ(x k )) k∈N is bounded.
There exist at most finitely many indices k ∈ N with g(x k ) = 0, since otherwise the continuity of g would imply g(x) = 0, a contradiction.
Therefore we may suppose without loss of generality that g(x k ) = 0 holds for any k ∈ N.
Let T be a new indeterminate. There exists a monic polynomial
with P 1 (φ 1 ) = 0. Observe that P 1 (T ) may be specialized for x and x k , k ∈ N, into welldefined polynomials P 1 (x)(T ), P 1 (x k )(T ) of C[T ] and complex numbers P 1 (x k )(φ(x k )). Moreover we have deg P 1 (x)(T ) = deg P 1 (x k )(T ) = deg P 1 (T ) and there exits an upper bound for the roots of the polynomials P 1 (x k )(T ) which does not depend on k ∈ N. From P 1 (φ 1 ) = 0 we infer therefore that P 1 (x k )(φ 1 (x k )) = 0 holds for any k ∈ N. This implies that the sequence (φ 1 (x k )) k∈N is bounded. Repeating the same argument for φ 2 , . . . , φ m we conclude that (φ(x k )) k∈N is also bounded. In case that the constructible set M is irreducible, we may characterize the topological robustness of the constructible map φ : M → A m in a very natural way by means of places. In Section 5 the use of the notion of topological robustness will be limited to this case. (ii) for any point x ∈ M and any C-valued place ϑ : C(M) → C ∪ {∞} that extends the C-algebra homomorphism ev x : C[M] → C, the values ϑ(φ 1 ), . . . , ϑ(φ m ) are finite and are uniquely determined by the point x (i.e. they do not depend on the particular extension of the C-algebra homomorphism ev x to a C-valued place ϑ of C(M)). Moreover, they satisfy the identities ϑ(φ 1 ) = φ 1 (x), . . . , ϑ(φ m ) = φ m (x).
Remark 10 Polynomial maps and compositions of geometrically robust maps with polynomial maps are geometrically robust.
Proposition 11
Let notations and assumptions be as in Definition 9 and suppose that the constructible map φ : M → A m is geometrically robust. Then φ is topologically robust.
Proof. By assumption M is an irreducible constructible subset of the affine space A n . Therefore M is an irreducible closed subvariety of A n . Let ξ 1 , . . . , ξ n be the coordinate functions of M induced by the indeterminates X 1 , . . . , X n . Let X := (X 1 , . . . , X n ) and ξ := (ξ 1 , . . . , ξ n ). In view of Observe that the irreducibility of M and the assumption made on Q imply the identity Q(ξ, φ) = Q(ξ, φ 1 , . . . , φ m ) = 0 where φ 1 , . . . , φ m are interpreted as elements of C(M).
Let x be an arbitrary point of M and let ϑ : C(M) → C ∪ {∞} be any C-valued place that extends the C-algebra homomorphism ev x : C[M] → C. Then Q(ξ, φ) = 0 implies Q(x, ϑ(φ 1 ), . . . , ϑ(φ m )) = 0. By assumption we have ϑ(φ 1 ) = φ 1 (x), . . . , ϑ(φ m ) = φ m (x) and hence Q(x, φ(x)) = Q(x, φ 1 (x), . . . , φ m (x)) = Q(x, ϑ(φ 1 ), . . . , ϑ(φ m )) = 0.
We are now going to show that a geometrically robust map φ : M → A m is always hereditary.
Theorem 12 Let notations and assumptions be as in Definition 9. Suppose that the constructible map φ : M → A m is geometrically robust. Then φ is hereditary.
Proof. By assumption M is an irreducible constructible subset of the affine space A n and hence M is a closed and irreducible affine variety of A n .
Let N be an arbitrary constructible subset of M. We have to show that φ| N : N → A m is an extension of a rational map of N such that the graph of φ| N is contained in the Zariski closure of the graph of this rational map in N × A m .
Without loss of generality we may assume that N is irreducible. Then, in view of Proposition 11, it suffices to prove that φ| N is geometrically robust.
Let We are now going to show that there exist rational functions ψ 1 , . . . , ψ m ∈ C(Z) such that for any point z ∈ Z ∩M and any C-valued place ϑ of C(Z) that extends the C-algebra homomorphism ev z (Z), the following holds: the values of ϑ at ψ 1 , . . . , ψ m are finite and satisfy the identities ϑ(ψ 1 ) = φ 1 (z), . . . , ϑ(ψ m ) = φ m (z).
We consider the canonical surjective C-algebra homomorphism π :
induced by the natural embedding of Z into M.
From Theorem I we deduce that there exists a field Ω containing C(Z) such that π can be extended to a Ω-valued place of C(M) that we also denote by π. Let R π be the valuation ring of the place π. Therefore the value ψ j := π(φ j ) is finite and integral over C[Z] M z 0 . In particular, ψ j ∈ Ω is algebraic over C(Z) and π(φ j ) = π(φ j )(T ) :
[T ] is an algebraic dependence relation for ψ j over C(Z) (which is not necessarily of minimal degree).
Let m ψ j ∈ C(Z)[T ] be the minimal (monic) polynomial of ψ j over C(Z) and let ∆ ψ j ∈ C(Z) be its discriminant. Since m ψ j is irreducible and C(Z) is of characteristic zero we have ∆ ψ j = 0. Therefore there exists a non-empty Zariski open subset U * of Z ∩ U such that for any z ∈ U * the coefficients of the polynomial m ψ j (and hence also ∆ ψ j ) are well-defined at z and such that ∆ ψ j (z) = 0 holds. Therefore m ψ j (z, T ) is square-free. 
(T ). Thus π(Q)(T ) is well-defined. From
is monic. This implies that π induces a surjective C-algebra homomorphism
Summarizing we have the following commutative diagram:
where the vertical arrows are injective and the horizontal arrows are surjective C-algebra homomorphisms and π is the restriction of the place π to C[M] Mz 0 . Let τ ∈ C be an arbitrary root of the monic polynomial
9 r r r r r r r r r r r r commutes and such that ϕ(φ j ), namely the class of
From Theorem I we deduce now that the C-algebra homomorphism ev τ •ϕ :
is contained in the valuation ring of ϑ τ and that ϑ τ (φ j ) = ev τ (ϕ(φ j )) = τ holds. Since by assumption φ : M → A m is geometrically robust, the value ϑ τ (φ j ) does not depend on the place ϑ τ . Therefore the univariate polynomial m ψ j (z 0 , T ) has a single zero in C, namely τ . From z 0 ∈ U j ⊂ U * we deduce that m ψ j (z 0 , T ) is a separable polynomial of C[T ]. Therefore we have deg m ψ j (T ) = deg m ψ j (z 0 , T ) = 1. This means that ψ j belongs to C[Z] M z 0 . Without loss of generality we may assume that ψ j is everywhere defined on U j .
In this way we obtain rational functions ψ 1 , . . . , ψ m and non-empty Zariski open subsets U 1 , . . . , U m of Z such that for any 1 ≤ j ≤ m the rational function ψ j is well-defined in U j and such that U j is contained in Z ∩ M.
Therefore U := U 1 ∩ · · · ∩ U m is a non-empty Zariski open subset of Z ∩ M where the rational functions ψ 1 , . . . , ψ m are well-defined. Moreover, for any point z ∈ U we have
Let ψ := (ψ 1 , . . . , ψ m ). Then ψ is a rational map from Z to A m with ψ| U = φ| U . With other words, ψ| N = φ| Z∩M satisfies condition (i) of Definition 9. We are going to show that φ| N satisfies also condition (ii).
Let z be an arbitrary point of Z ∩ M and let ϑ be an arbitrary C-valued place of C(Z) that extends the C-algebra homomorphism ev z (Z) : C[Z] → C. Lifting following Theorem I the place ϑ to a C-valued place of the field Ω and composing the result with the Ω-valued place π, we obtain a C-valued place ϑ of C(M) which extends the C-algebra homomorphism ev z (M). Since by assumption φ : M → A m is geometrically robust, we conclude that for any 1 ≤ j ≤ m the value ϑ (ψ j ) = ϑ (π(φ j )) = ϑ • π(φ j ) = ϑ(φ j ) is finite and independent of the choice of ϑ and hence also of the choice of ϑ .
Moreover we have ϑ (ψ j ) = ϑ(φ j ) = φ j (z). Since ϑ was an arbitrary C-valued place of C(Z) that extends ev z (Z) : C[Z] → C and z was an arbitrary point of Z ∩ M = N , we conclude that ψ| N satisfies condition (ii) of Definition 9.
Therefore φ| N is geometrically robust.
We draw the following explicit conclusion of the proof of Theorem 12: 
Examples of geometrically robust interpolation algorithms
In this section we analyze whether the algorithms introduced in Sections 3.3.1 and 3.3.2 for the generic Lagrange interpolation problem and the bivariate Lagrange interpolation problem are robust.
Univariate Lagrange-Hermite interpolation of a fixed polynomial
With a slightly different view we turn now back to the second example of Section 3.3.1, namely to the Lagrange interpolation of univariate polynomials in K ≥ 2 generic nodes. Thus let n := 1, For
) 1≤i,j≤N be the Vandermonde matrix associated to d and
are strongly continuous (hence topologically robust) and hereditary. Therefore D and Φ F , and D * , ω * and Ψ F determine a Lagrange interpolation problem and algorithm in the sense of Definition 2.
The rational map Ψ F is well-defined at any point of D but it is not a priori clear whether Ψ F has a rational (hence polynomial) extension to D = A N . However, we may deduce from the well-known Newton or divided difference interpolation method (see, for instance, [21] ) that Ψ F is a polynomial map.
In order to see this, let T 1 , . . . , T N be new indeterminates, T := (T 1 , . . . , T N ) and let Ψ (1)
appear as the coefficients of the polynomial For the sake of simplicity we shall assume We shall now assume that f is a polynomial of
1 be as in Section 3.3.2 the constructible map defined for d :
From Section 3.3.2 we deduce that Φ is topologically robust and hereditary. Hence D and Φ determine a Lagrange interpolation problem. Let as in Section 3.3.2 be D * := A 3 and ω * : D * → Π
1 the canonical dense encoding of bivariate polynomials of degree at most one over C. Furthermore, let Ψ :
Then Ψ is hereditary and D * , ω * and Ψ determine an algorithm that solves the HermiteLagrange interpolation problem given by D and Φ.
We are now going to show that Ψ is geometrically robust. From ξ 3 1 = ξ 2 2 and ξ 1 = 0 we deduce that
is an element of R ϑ contained in the maximal ideal of R ϑ . Therefore we have ϑ( ξ 2 ξ 1 ) = 0. Observe that ϑ(ξ 1 ) = ϑ(ξ 2 ) = 0 and ϑ(1+ξ 1 ) = 1 holds. From the Taylor development of the polynomial f (X 1 , X 2 ) at the point 0 we see that there exist polynomials
On the other hand we have ξ 2 1 + ξ 2 2 = ξ 2 1 (1 + ξ 1 ) and this implies
. Therefore the place ϑ has at Ψ 2 (ξ 1 , ξ 2 ) the finite value ϑ(
and deduces that ϑ has at Ψ 3 (ξ 1 , ξ 2 ) the finite value ϑ(Ψ 3 (ξ 1 , ξ 2 )) = 0 = Ψ 3 (0). Thus the constructible map is geometrically robust. This means that the Hermite-Lagrange interpolation algorithm determined by D * , ω * and Ψ is geometrically robust.
Lower complexity bounds for Hermite-Lagrange interpolation problems
This section is devoted to the presentation of the main results of this paper. We are going to exhibit lower complexity bounds (in the sense of Section 3.4) for (typically geometrically robust) algorithms which solve selected Lagrange interpolation problems. The lower complexity bounds are expressed in terms of the number K of the nodes involved in the Lagrange interpolation under consideration and may be linear in K (incompressibility results) or exponential in K.
Incompressibility results
In this section we shall exhibit two Lagrange interpolation problems involving K nodes which require algorithms of complexity at least K for their solution.
We first consider the complexity of generic Lagrange interpolation by n-variate polynomials of degree at most D.
Then we exhibit a Lagrange interpolation problem involving K nodes such that the interpolants may be evaluated (in principle) using O(log K) arithmetical operations. However, any geometrically robust algorithm solving this problem requires an output data structure of size at least K. In particular it is not possible to retrieve the existing size O(log K) arithmetic circuit representation of the interpolants by means of a topologically robust interpolation algorithm.
Generic n-variate Lagrange interpolation problems
Let n, D, K and M be natural numbers and let D be a constructible Zariski dense subset of A (n+1)×K which will serve as an input data structure for the interpolation problems we going to consider in this section. Observe that the size N of the input data structure D is (n + 1)K.
A generic n-variate Lagrange interpolation problem in Π 
Since D * , ω * and Ψ determine an algorithm which solves the Lagrange interpolation problem given by D and Φ, we have ω * • Ψ = Φ. This implies that for any y ∈ D γ the identity ϕ 2 • ϕ 1 (y) = ϕ 2 (Ψ(γ, y)) = ω * (Ψ(γ, y)) = (Φ(γ, y)(γ 1 ), . . . , Φ(γ, y)(γ K )) = y holds. Therefore we have ϕ 2 • ϕ 1 = id Dγ .
We obtain now the following estimates
which imply the conclusion of Proposition 16.
An incompressible Lagrange interpolation problem with interpolants which are "easy to compute"
The following example of a Lagrange interpolation problem is taken from [7] , where it is analyzed from a different point of view.
Let K and M be natural numbers with K ≥ 2, let N := 2K, D := K − 1, Π := Π (1) , let T and X be indeterminates over C and let
Our input datastructure is the constructible subset D of A N defined by
The constructible set D is irreducible. In order to see this, let U := {(x 1 , . . . , x K ) ∈ A K ; x i = x j for 1 ≤ i < j ≤ K} and let σ : U × A 1 → A N be the polynomial map defined for x = (x 1 , . . . , x K ) ∈ U and t ∈ A 1 by σ(x, t) := (x 1 , F (x 1 , t), . . . , x K , F (x K , t)). Then clearly D is the image of σ and hence irreducible. Moreover, for any d ∈ D the fiber σ −1 (d) is a non-empty finite set (i.e. a zerodimensional algebraic variety) and therefore the Theorem on the Dimension of Fibers of algebraic geometry (see, e.g., [19, §I.6.3, Theorem 7] 
Let Φ : D → Π D be the constructible map which associates to any interpolation datum d = (x 1 , y 1 , . . . , x K , y K ) of D the unique polynomial of Π D , namely Φ(d), which satisfies the condition Φ(d)(x j ) = y j for 1 ≤ j ≤ K. Taking into account the definition of D we see that there exists a (not necessarily unique) point t ∈ A 1 such that Φ(d) = F (X, t) holds. From the discussion in Section 4.3.1 one deduces easily that Φ is a polynomial map. Hence Φ is geometrically robust and therefore also topologically robust and hereditary. Therefore D and Φ determine a Lagrange interpolation problem in the sense of Definition 2.
Observe that the input data structure D of this interpolation problem is not dense in its ambient space A N , since dim D = K + 1 < 2K = N = dim A N holds. Thus our Lagrange interpolation problem is therefore not generic like the one of Section 5.1.1.
Let us denote by O := {F (X, t); t ∈ C} the class of interpolants of the Lagrange interpolation problem determined by D and Φ.
From the definition of F follows that any interpolant f ∈ O may be evaluated by a division-free arithmetic circuit of size O(log D) = O(log K). Hence f is a univariate polynomial which is "easy to compute" (see [6] for this notion and the context). This is another particular feature of our Lagrange interpolation problem. F (a 1 , t) , . . . , a K , F (a K , t)).
In particular there exists a complex number t 0 with F (a 1 , t 0 ) = b 1 , . . . , F (a K , t 0 ) = b K and therefore the image of ε and U have non-empty intersection. This implies that λ 1 := ψ 1 • ε, . . . , λ M := ψ M • ε are well defined rational functions which belong to C(T ). Moreover, for any ζ ∈ G D we have ε(ζ) = (a 1 , 0, . . . , a K , 0).
Claim:
The rational functions λ 1 , . . . , λ M are all well-defined at any point of ζ ∈ G D and the values λ 1 (ζ), . . . , λ M (ζ) are independent from the choice of ζ ∈ G D .
Proof 
This means that the rational function λ j is well defined at ζ. Since ζ ∈ G D was chosen arbitrarily we conclude that λ j is well-defined at any point ζ ∈ G D . This proves the first part of the claim for 1 ≤ j ≤ M . We are now going to show the second part. The morphism of irreducible varieties ε :
. From Theorem I we deduce that there exists a field Ω containing C(T ) such that ε * can be extended to a Ω-valued place of C(D) that we also denote by ε * . Let R ε * be the valuation ring of the place ε * . Observe that R ε * contains C[D] and its localization C[D] M at the maximal ideal M. Therefore identity (3) implies that ε * (ψ j ) is finite. Moreover, since ψ j is a rational function of C(D) and the composition ψ j • ε is well-defined, we have ε * (ψ j ) = ψ j • ε = λ j .
Let ζ and η be arbitrary elements of G D . Then ζ and η induce by evaluation two Calgebra homomorphisms µ ζ : C[T ] → C and µ η : C[T ] → C. From Theorem I we conclude that µ ζ and µ η can be extended to two C-valued places of C(T ) which we also denote by µ ζ and µ η . Let R µ ζ and R µη be the valuation rings of the places µ ζ and µ η . Then Since by assumption Ψ is geometrically robust we have ν ζ (ψ j ) = ν η (ψ j ). On the other hand, from λ j ∈ C[T ] N ζ we infer ν ζ (ψ j ) = µ ζ (ε * (ψ j )) = µ ζ (λ j ) = λ j (ζ) and similarly ν η (ψ j ) = λ j (η). This implies λ j (ζ) = λ j (η). Therefore the value of λ j (ζ) does not depend on ζ ∈ G D . Since 1 ≤ j ≤ M was chosen arbitrarily, the claim is proved.
We conclude now that λ := (λ 1 , . . . , λ M ) is a rational map of C(T ) M which is welldefined at any point ζ ∈ G D and whose value α * := λ(ζ) is independent from ζ.
Consider now the polynomial map ϕ : D * → A K which at any point h ∈ D * is defined by ϕ(h) := (ω * (h)(a 1 ), . . . , ω * (h)(a K )).
Observe that θ := ϕ • λ is a well defined rational map (with maximal domain) from A 1 to A K . For any point t ∈ A 1 , such that ψ j is well-defined at ε(t), we have θ(t) = ϕ(λ(t)) = ϕ(Ψ(ε(t))) = (ω * (Ψ(ε(t)))(a 1 ), . . . , ω * (Ψ(ε(t)))(a K )) = (Φ(ε(t))(a 1 ), . . . , Φ(ε(t))(a K )) = (F (a 1 , t) , . . . , F (a K , t)).
Thus θ is a polynomial map from A 1 to A K and is therefore well-defined at any point t of A 1 .
From
we deduce that for any ζ ∈ G D and any x ∈ A 1 the identity
The chain rule for the differential maps and the previous claim imply now that for any 1 ≤ ≤ D + 1 the identity
is meaningful and valid (here dθ denotes the total derivative of θ and (dθ)(ζ ) its value at the point ζ ).
) and let C be the complex (K ×M )-matrix C := (dϕ)(α * ), namely the Jacobian of ϕ at the point α * , which is independent of the index .
Observe that K = D + 1 holds. From (4) we deduce that v 1 , . . . , v K are C-linear combinations of the columns of C. We assert that v 1 , . . . , v K are C-linearly independent. In order to see this, let V the complex (K × K)-matrix whose columns vectors are
Since V K and W α are invertible Vandermonde matrices we conclude that V is of maximal rank K. This implies that the rank of the complex (K × M )-matrix C is at least K and therefore we have M ≥ K = N 2 . This proves Proposition 17.
Straight-line program encoded polynomials: Lagrange interpolation is hard
Let n, L, M be natural numbers with 2 L/4 ≥ n, K := (L + n + 1) 2 + 2 and N := K. In terms of the notions and notations introduced in Sections 3.1.2 and 3.3.3, we are now going to show that any geometrically robust interpolation algorithm, which reconstructs the n-variate polynomials that can be evaluated by a division-free straight-line program of length at most L from their values on an identification sequence of length K, has exponential complexity of order 2 Ω(Ln) = 2 Ω(
nodes is almost optimal for this very special and meager class of polynomials.
The following result, with a slightly coarser complexity bound, was exhibited in the context of constraint databases in [12] . 
Then we have
In other words, the complexity of the Lagrange interpolation algorithm determined by D * , ω * and Ψ is at least exponential in L and n or alternatively in
Proof. Let := L 2 + 1 and let Y be the subset of Π 2 L defined by
Taking into account that any polynomial h ∈ Y can be evaluated by a division-free arithmetic circuit of size at most 2( − 1), we conclude that Y is contained in the class of
Observe that Y is an irreducible affine subvariety of O, because Y is the Zariski closure of the image of a polynomial morphism which maps the irreducible affine variety A n+1 to A n L .
According to Section 3. Then we have G 0,u (X) = 0 and therefore g 0,U = 0. This implies P (g 0,u ) = P (0, . . . , 0) = 0. Hence any rational function of S −1 C[T, U ] is well-defined at the point (0, u) ∈ A n+1 . In particular the rational functions η j and p ij , 1 ≤ i ≤ s − 1, 1 ≤ j ≤ M , are well-defined at (0, u). Moreover, the value α ij := p ij (0, u) does not depend on u, since p ij belongs to C[g T,U ] M .
Therefore (6) implies that η j (0, u) s + α s−1,j η j (0, u) s−1 + · · · + α 0,j = 0 holds in C. Hence for η j (0, u), u ∈ A n there are only finitely many values possible. On the other hand, the map A n → A 1 which assigns to any point u ∈ A n the value η j (0, u) ∈ A 1 is a rational function which is everywhere regular on A n and therefore a polynomial map whose image consists of finitely many points. We conclude now that the values η 1 (0, u), . . . , η M (0, u) are independent from the point u ∈ A n . Let N 0 := {0} ∪ N and for α := (α 1 , . . . , α n ) ∈ N n 0 let |α| := α 1 + · · · + α n . For a given non-negative integer m let Σ m := {α ∈ N n 0 ; |α| ≤ m}.
Observe that Σ m consists of m+n n elements. Since every polynomial of O has degree at most 2 L , we may consider for any α ∈ Σ 2 L with α = (α 1 , . . . , α n ) the coordinate function θ α of C[O] which, applied to f ∈ O, yields the coefficient of the polynomial f ∈ Π (n) 2 L which corresponds to the monomial X α := X α 1 1 . . . X αn 1 . Moreover, for any t ∈ A 1 and any u = (u 1 , . . . , u n ) ∈ A n we have Observe that deg G t,u ≤ 2 −1 ≤ 2 L holds and that G t,u can be evaluated by a divisionfree arithmetic circuit of size 2( −1) ≤ L. Therefore G t,u belongs to Π (n) 2 L and in particular to O. Thus for α ∈ Σ 2 L the value θ α (G t,u ) is well defined and we have
For any ρ ∈ A 1 let ρ := (ρ, ρ 2 , ρ 2 2 . . . , ρ 2 (n−1) ) and let β ρ : A 1 → A n+1 be the (polynomial) map defined for t ∈ A 1 by β ρ (t) := (t, ρ, ρ 2 , ρ 2 2 . . . , ρ 2 (n−1) ).
From our previous argumentation, we infer that the composition
of the rational maps ω * , η := ( η 1 , . . . , η M ) and β ρ is well-defined and regular at the point t := 0. We chose now a small open polydisc ∆ of A 2 = C 2 around the origin such that for any (t, ρ) ∈ ∆ the rational map η is well-defined at β ρ (t). Let η := (η 1 , . . . , η M ). Then we have for (t, ρ) ∈ ∆ the identities η(β ρ (t)) = η(g t,ρ ) = Ψ(g t,ρ ) and therefore σ ρ (t) = ω * ( η(β ρ (t))) = ω * (η(g t,ρ )) = ω * (Ψ(g t,ρ )) = Φ(g t,ρ ) = G t,ρ .
This implies that for any α ∈ Σ 2 L with α := (α 1 , . . . , α n ) the following holds:
θ α (σ ρ (t)) = t |α|! α 1 ! . . . α n ! ρ α = t |α|! α 1 ! . . . α n ! ρ α 1 +α 2 2 +α 3 2 2 +···+αn2 (n−1)
if α ∈ Σ 2 −1 and θ α (σ ρ (t)) = 0 if α ∈ Σ 2 L \ Σ 2 −1 .
Observe that the elements of the sequence α 1 + α 2 2 + · · · + α n 2 (n−1) (α 1 ,...,αn)∈Σ 2 −1 are all distinct, since (α 1 , . . . , α n ) ∈ Σ 2 −1 implies that α 1 , . . . , α n are non-negative integers which are bounded by 2 − 1. From of our assumption 2 L/4 ≥ n we deduce ) and from N = K = (L + n + 1) 2 + 2 we conclude Ln = Ω(
Thus we obtain the lower bound M ≥ 2
In order to finish the proof of Theorem 18, we make use of the following result.
Lemma 19 Let be given m ∈ N, n 1 < n 2 < · · · < n m ∈ N 0 and nonzero elements a 1 , . . . , a m ∈ A 1 . Let Z 1 , . . . , Z m be indeterminates over C and let P := (P i,j ) 1≤i,j≤m ∈ C[Z 1 , . . . , Z m ] m×m be the (m × m)-matrix whose entries are the polynomials P i,j := a j Z n j i , 1 ≤ i, j ≤ m. Then we have det P = 0. In particular, there exist elements ρ 1 , . . . , ρ m ∈ C with arbitrarily small norm for which the matrix P (ρ 1 , . . . , ρ m ) = (a j ρ n j i ) 1≤i,j≤m is nonsingular. 
