Abstract-Networks with quality of service (QoS) provisioning rely on QoS routing schemes to select paths between end-to-end hosts that can satisfy the requested service requirements. In this paper, we focus on networks that use a new service paradigm as a nested DiffServ model, which has been described as service vectors in combination with the explicit end-point admission control (EEAC) scheme [1] . The main objectives of service vectors are to improve the QoS granularity and service routing flexibility. These improvements enhances both network utilization and user benefits. However, QoS routing schemes need to consider service vectors to achieve such improvements. In this paper, we discuss a new set of requirements that are added into QoS routing schemes to avoid false routing and low network utilization when using service vectors. The OSPF protocol, as the widely used protocol, guarantees feasible deployability of service vectors in existing networks. Furthermore, we introduce a network architecture that integrates security into the set of QoS parameters and show how security-enabled QoS (SQoS) can also use the OSPF protocol for SQoS routing.
I. INTRODUCTION
IntServ and DiffServ are well-known alternatives for QoS provisioning. These two paradigms differ in the level of accuracy on service provisioning and QoS granularity for a scalable implementation, and therefore neither one can satisfy a large number of service requirements. Whether IntServ over DiffServ model can fill this void remains an open issue in which case it is necessary to map each individual flow's endto-end QoS requirements from IntServ model to the DiffServ model. Hence, flows mapped to a single service class get similar end-to-end QoS guarantees, even in the case when the requirements of each individual flow differ. Therefore, the QoS granularity is decreased, thus depriving users' benefits and lowering network utilization.
One way to solve this problem is by using a nested DiffServ model, where each group of flows can have a subset of requirements. This model can be combined with the explicitly endpoint admission control (EEAC) scheme that represents the nested-DiffServ service levels as service vectors (SV) [1] .
Consider n service classes S = (SO, S,... ., Sn_1) provided by each link in a network. One flow, going from the source to the destination via m nodes or m 1 links, may choose service si (si e S) at router i. The service at si, may be different from service sj selected by router j. The service vector hereby is defined as s = (s0,s1,... ,smn ,sm). The aim of service vectors is to find the suitable service classes in a single path so as to maximize G = max(U -C) (1) This work is supported in part by National Science Foundation under Grant Awards 0435250 and 0423305.
The authors are with the Department of Electrical and Computer Engineering, New Jersey Institute of Technology, University Heights, Newark, NJ 07102. Email: {zq4, rrojas, ansari}@njit.edu where U is the utility function and C is the cost. This combination of service vectors decouples the provisioning of endto-end QoS at each router, thus resulting in an intermediate level of granularity and complexity between per-flow and pergroup levels. The EEAC scheme can be performed in two phases: the probing (or exploring) phase, to determine link state, and the data transmission phase, which is performed after the probing (and call acceptance) processes. In the probing phase, the end host sends probing packets to the destination host to collect the SV information, which includes the service states of the routers along the end-to-end path. After receiving feedback from the end server and retrieving the state from the probing packets, the end host compares all possible service class combinations for this specific path, and computes the utilization and cost to find the most suitable service classes to be used at each router per flow basis. The selected service vector is marked in the data packets during the data transmission phase. Each router checks the vector, and provides the cost of the corresponding QoS service in it. This EEAC-SV model improves the QoS granularity to O(pq), where p is the number of routers and q is the number of service classes in the network (or end-to-end path). The flexibility feature increases the probability of minimizing the cost for the user and network utilization for the service provider. However, this scheme, as other endpoint admission control (EAC) models, assumes that the path is pre-selected so that the probing path and data transmission path are always fixed. This assumption simplifies the analysis, but it may not be accurate in the case of considering a real network. The reason is that in routing mechanisms, the above QoS provisioning scheme may not be able to provide the flexibility achievable by EEAC if SVs are not considered in the path calculation.
Here, we consider the open shortest path first (OSPF) [2] as the widely used QoS routing model. In Section II, we present two examples to show that the combination of OSPF and EEAC may cause false routing, which results in low utilization of the network resources and in high cost. To solve this problem, we propose using OSPF to select SVs during the path selection phase. Because a link is the connection between two routers, the different service classes available of a link can be detected by the neighboring routers and disseminated by OSPF in a timely fashion. Furthermore, the concept of securityenabled QoS concept (SQoS) and a solution to achieve the optimal path selection are also presented in this paper.
The reminder of this paper is organized as follows. Section II describes some of the drawbacks of the EEAC approach for path selection. Section III describes our proposed OSPFprovisioning approach. Section IV discusses the consideration of security issues. Section V present the analysis of the path selection algorithm. Section VI presents our conclusions.
II. DRAWBACKS OF EEAC WITH PATH SELECTION Without loss of generality, OSPF can be used to select a path for the EEAC scheme. However, at the present, some vendors simply set the weight of links in OSPF to be inversely proportional to the capacity of the link. This configuration cannot reflect the accurate QoS state of the network. Some other setting methods reported in the literature [3] [4] are weights mapped to the combination of QoS parameters like delay, available bandwidth. However, currently there is no prominent definition of weight setting according to QoS as the multi-dimensional feature of QoS results in a complex weight setting. Figure 1 shows an example of a simple network with routers N = (N1, N2, N3, N4, N5, N6). Assume the delay of the path is determined by the QoS requirement. The service class S = (S1, S2, S3, S4) is thus categorized by the delay of the link as shown below. The cost C of the service is represented as:
(delay < 5ms) (5ms < delay < lOms) (lOms < delay < 20ms) (delay > 20ms) 6 (S As another example, we set the link weight as the function of delay, as shown in the brackets in Figure 1, or: Wi= f(delay) = delay].
Then P4 = (Ni, N3, N4, N6) is the shortest path found by OSPF, which makes EEAC select (Si, S2, S2) or (S2, Si, S2) as the solution (where the cost is 12). However, the optimal answer in this case is P2 = (N1, N5, N6) with service (S2, S2) in tandem (where cost is 6). The non optimal solution increases the cost and diminishes the network utilization. [5] . 
IV. COMBINATION OF SECURITY AND QoS
It is well known that the security level of a given communication depends on the individual user. Therefore, it is difficult to evaluate security uniformly and classify its service level. In order to shape the problem, we estimate the security protection capability of the router and linearly map it to the level of security satisfaction of users. The most widely considered security capabilities of the router can be listed as encryption, denial-of-service (DoS) detection, authentication, and virus filtering. Besides these, more security components can be extended in this framework. To the best of our knowledge, no quantitative benchmark of network security in the literature has been proposed. Thus, in this paper we create the following criterion to evaluate them, but other standards are equally applicable: * Encryption Ke: measured by the bit-length of the encryption key (e.g., 64 bits, 128 bits) and strength of cryptographic algorithm (e.g., RSA, DES). K, = ajK' + a2Kv + a3Kd + a4Ka (3) Let us assume there are n links in the path under study, and that the security level of the path is the link with minimum security: Kp = min (Kl,K2, K,K) (4) ai, i C (1, 2, 3, 4) Csecurity(Si) = Cp(S) + Cm(Si) + Cb(Si) + Cd(Si). (5) V. PATH SELECTION ALGORITHM ANALYSIS Generally data flows can specify their QoS requirements in terms of four parameters: the available bandwidth Breq, the maximum jitter request Jreq, the maximum delay request Dreq and the minimum security requirement Kreq. The path and SV selection problem thus can be described as the problem to maximize 1 as long as it is eligible for the selected path Pj, Bp(Pj) > Breq, Dp(Pj) < Dreq Jp(Pj) < Jreq, Kp(Pj) > Kreq From the user perspective, the utility function U reflects the degree of users' satisfaction to the QoS service. Users' QoS requirement can be elastic or inelastic. With elastic demand the user can tolerate some degree of service deterioration if QoS provisioning is lower than the user expected constraint; while inelastic ones means otherwise. In this paper, we focus on inelastic QoS requirements so U is either 1 or 0. Maximizing (1) is equivalent to minimize cost function C (i.e. the multiconstrained least cost routing with multi-service is selectable), which is an NP-complete problem [6] . Let us firstly consider the several service classes in each link. To convert their multiple-to-one relationship to one-to-one mapping, each service class is regarded as a virtual link, as Figure 2 shows.
To simplify the above problem, we categorize users' constraints into two different classes and analyze the algorithm with each type of constraints. The combination of those algorithms will give the solutions but that is beyond the scope of this paper. One class is called concave or bottleneck constrained, such as the cases for available bandwidth, and security. This can be solved by using an extension of the Dijkstra algorithm as in 3. Assume a directed graph G = (V, E), where V is the set of nodes and E is the set of links.
s and d are the source node and destination node, respectively. For the mth service class and El links in the graph G, the time complexity of the pre-process part is 0(m FE ); the time complexity of main-selection part is 0(n2). Thereby the total complexity of this algorithm is 0(n2), which has the same order of complexity as the original Dijkstra algorithm.
The We simulated the algorithm in Figure 4 in the 32-node bidirectional network in [8] by running 10,000 requests. Each link is replaced by three virtual links to represent the service classes. Without loss of generality, the delay of the virtual link is uniformly distributed from 1 to 500. The source and destination node is 1 and 30. Here, h is set to 0.5. The delay constraint set is from 150 to 1500 with 50 between intervals. Figure 5 shows the average number of iterations k, where k is found without setting the upper bound of k and considering that there are optimal feasible paths. The figure shows that the number of iterations is not large and has not unlimited increase when the delay constraint increases. In reality, as the service class is distributed uniformly among links, the variety of construction paths decreases. This means that the number of k is actually smaller than that shown in the figure. 
VI. CONCLUSIONS
In this paper we proposed an extended OSPF framework where SVs and path selection are integrated into one phase to provide the flexibility of QoS and high utilization of the network. An efficient algorithm as well as the combination of security and QoS into what is called SQoS are introduced. To overcome the complexity of deployability of new mechanisms, we considered the to embed SVs into OSPF routing to guarantee feasible deployability into existing networks. Our future work includes the development of the efficient routing algorithm with multi-additive constraints and other constraints, such as number of hops, the extension of our architecture to wireless network, and link-state update mechanisms for accurate and practical QoS routing.
