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ANALYSE SUR UN DEMI-ESPACE HYPERBOLIQUE ET
POLY-HOMOGÉNÉITÉ LOCALE
O. BIQUARD AND M. HERZLICH
Introduction
L’objectif de cet article est de donner une preuve de la polyhomogénéité
des métriques d’Einstein asymptotiquement hyperboliques réelles ou com-
plexes dans le cas local. Ces métriques, introduites par Fefferman et Graham
dans le cas réel au milieu des années 80 [7], se sont révélées être des instru-
ments essentiels d’étude de la géométrie conforme ou de la géométrie CR :
une métrique asymptotiquement hyperbolique induit en effet sur son bord
à l’infini une structure conforme ou CR. Réciproquement, des théorèmes
d’existence de métriques d’Einstein asymptotiquement hyperboliques avec
structure à l’infini fixée ont été donnés ces dernières années [1, 2, 11].
L’idée principale de la théorie est que l’équation d’Einstein rigidifie suffi-
samment la situation pour que les propriétés de la structure placée à l’infini
se reflète fidèlement dans la géométrie de la métrique asymptotiquement hy-
perbolique. Un outil essentiel de cette correspondance est l’existence d’un
développement en série de ces métriques d’Einstein au voisinage de l’infini
d’un type particulier, dit développement polyhomogène (voir la section 7
pour une définition précise). Les premiers termes de ce développement sont
en général formellement déterminés (c’est-à-dire calculables à partir d’un
jet d’ordre fini de la structure à l’infini) et servent de briques de base pour la
construction d’invariants conformes ou CR. Les termes suivants dépendent
de la géométrie globale de g et sont donc formellement indéterminés mais
les premiers d’entre eux jouent un rôle crucial dans nombre de questions
analytiques (voir plus bas).
Dans le cas hyperbolique réel, nos résultats étendent ceux de Chrus´ciel,
Delay, Lee et Skinner [6] qui ont prouvé la polyhomogénéité dans le cas
global, c’est-à-dire quand le bord à l’infini est une variété fermée (com-
pacte sans bord), et de Helliwell [12] qui a donné une preuve de la polyho-
mogénéité dans le cas local en dimension paire. Les résultats nouveaux sont
donc, d’une part le cas complexe, d’autre part le cas réel local en dimension
impaire.
Notre premier résultat peut s’énoncer comme suit (pour un énoncé plus
précis, le lecteur est invité à se référer au théorème 7.4).
Théorème 1. Soit Mn une variété difféomorphe à une demi-boule dont l’in-
térieur est muni d’une métrique d’Einstein g, asymptotiquement hyperbo-
lique et dont la métrique induite sur le bord à l’infini est lisse. Alors la
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métrique g possède un développement polyhomogène au voisinage de son
bord à l’infini.
Comme conséquence intéressante, toute métrique d’Einstein asymptoti-
quement hyperbolique complexe satisfait les hypothèses de [5] et peut donc
être choisie comme facteur d’un produit de variétés d’Einstein à déformer.
Une fois l’existence établie, la forme du développement polyhomogène
a été précisée par Fefferman et Graham [7, 10, 8] dans le cas réel, alors que
Seshadri [14] en a étudié les premiers termes dans le cas complexe. L’infor-
mation essentielle est l’existence de coordonnées privilégiées au voisinage
de l’infini, dans lesquelles le développement possède une structure particu-
lière : un voisinage de l’infini est écrit comme (A,+∞) × ∂M, et cette dé-
composition peut être faite de sorte que les coordonnées soient géodésiques,
c’est-à-dire de sorte que la métrique s’écrive comme un produit tordu
g = dr2 + gr,
où gr est une famille de métriques sur ∂M. Dans le cas réel, le développe-
ment s’écrit, quand r → +∞,
gr = e2r
(
γ + γ2e
−2r + · · · + γn−2e−(n−2)r + hre−(n−1)r + γn−1e−(n−1)r + · · ·
)
où γ est une métrique sur le bord à l’infini, et γ2, . . ., γn−2 et h sont des
champs de formes quadratiques sur l’espace tangent du bord à l’infini for-
mellement déterminés, c’est-à-dire calculables comme des polynômes en
un jet d’ordre fini de γ et de son inverse. Le premier terme formellement
indéterminé γn−1 est également un champ de formes quadratiques sur le
bord à l’infini, et il pilote la suite du développement au sens où sa valeur,
jointe à celle de γ, . . ., γn−2 et h, détermine celle de tous les termes suivants.
La métrique g est quasi-isométrique à son terme principal g0, donné par
g0 = dr2 + e2rγ.
Dans le cas complexe, des coordonnées similaires existent : le terme prin-
cipal est donné, quand r → +∞, par
g0 = dr2 +
1
4
e2rη2 +
1
4
erγ,
où η est une 1-forme de contact sur le bord et γ une métrique sur la distribu-
tion de contact, induite par une structure CR. Alors existe un développement
similaire en les puissances de e−r/2,
g = g0 + g1e−r/2 + g2e−r + · · · ,
dans lequel le premier terme indéterminé [2] arrive à l’ordre n = 2m (c’est-
à-dire au terme d’ordre e−mr). Seshadri [14] a mis en évidence deux termes
logarithmiques possibles dans le développement, dont le plus élevé, cor-
respondant au terme logarithmique de Lee-Melrose [13] pour une métrique
de Kähler-Einstein, apparaît à l’ordre n + 2 (c’est-à-dire au terme d’ordre
e−(m+1)r).
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Une application de ces résultats est un résultat de continuation unique
pour les métriques d’Einstein asymptotiquement hyperbolique réelles ou
complexes.
Théorème 2. Soit Mn une variété difféomorphe à une demi-boule dont
l’intérieur est muni de deux métriques d’Einstein asymptotiquement hy-
perboliques g1 et g2. Si on a |g1 − g2|g1 = o(e−(n−1)r) dans le cas réel, ou
|g1 − g2|g1 = o(e−(m+1)r) dans le cas complexe (n = 2m), alors il existe un
difféomorphisme Φ de la demi-boule préservant point par point le bord à
l’infini tel que g2 = Φ∗g1.
Dans le cas réel, l’hypothèse de coïncidence jusqu’à l’ordre n − 1 se ré-
sume à la coïncidence des structures conformes γ et du terme indéterminé
gn−1. Par polyhomogénéïté (théorème 1), on a alors une coïncidence à un
ordre infini en jauge géodésique : |g1 − g2| = O(e−∞r) . Les résultats de [3]
impliquent alors g1 = g2, toujours en jauge géodésique, donc le théorème 2
ne nécessite pas de démonstration dans ce cas.
Dans le cas complexe, le nombre et la nature des termes indéterminés
reste un peu mystérieuse, mais l’hypothèse de coïncidence jusqu’à l’ordre
n + 2 assure l’égalité de tous les termes indéterminés de g1 et g2, et donc
|g1 − g2| = O(e−∞r) dans une jauge géodésique. À partir de cette coïnci-
dence à un ordre infini est employée une méthode similaire à celle de [3],
mais compliquée en raison de la complexité de la géométrie hyperbolique
complexe d’une demi-boule.
L’article est organisé comme suit : dans un premier temps, nous met-
tons en place des éléments d’analyse dans un demi-espace hyperbolique. Le
cadre géométrique est clair dans le cas réel, mais certaines formules utiles
semblent être absentes de la littérature dans le cas complexe, la première
section de cet article leur est donc consacrée. Dans la deuxième section, on
introduit des espaces à double poids adaptés à la géométrie du demi-espace,
nécessaires à cause des coins du bord, et on les utilise pour démontrer des
théorèmes d’isomorphisme pour des opérateurs du type du laplacien. La
troisième section introduit les métriques asymptotiquement hyperboliques
(d’Einstein ou non) dans le cadre local que nous souhaitons considérer,
et les décrit dans un système de coordonnées adaptées à la géométrie au
voisinage de l’infini. La quatrième section place ces métriques dans une
jauge locale adaptée vis-à-vis des difféomorphismes ; c’est ici que l’analyse
développée précédemment s’introduit naturellement. La cinquième section
étend cette analyse à toutes les métriques asymptotiquement hyperboliques,
extension qui est immédiatement utilisée dans la sixième section pour dé-
montrer un lemme technique essentiel de décroissance des dérivées trans-
verses des éléments du noyau des opérateurs du type du laplacien. La sep-
tième section contient la preuve de la polyhomogénéité. La section 8, enfin,
contient la preuve de la continuation unique.
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1. Un mode`le du demi-espace hyperbolique complexe
Considérons tout d’abord, à titre d’exemple, un demi-espace hyperbo-
lique réel RHn+ ⊂ RHn, délimité par un hyperplan totalement géodésique
RHn−1 ⊂ RHn, espace fixe d’une inversion ι. Dans le modèle du demi-
espace supérieur {x1 > 0}, avec métrique dx
2
1+···+dx2n
x21
, on peut choisir l’inver-
sion ι : xn 7→ −xn, donc RHn+ = {xn > 0}, et la métrique de RHn s’écrit sous
la forme agréable
(1) gh = dr2 + cosh2(r)γ,
où r est la distance (avec signe) au bord RHn−1 = {xn = 0} et γ est la
métrique hyperbolique sur ce bord RHn−1. Dans ces coordonnées, l’inver-
sion ι est r 7→ −r.
La situation est considérablement plus compliquée dans le cas hyperbo-
lique complexe, car il n’y a pas d’hyperplan totalement géodésique. Classi-
quement, on choisit à la place un bisecteur, qui est un hyperplan minimal.
Plus précisément, l’espace hyperbolique complexe peut se décrire comme
(2) CHm = {[x] ∈ CPm, 〈x, x〉 < 0}
pour le produit hermitien lorentzien 〈x, x′〉 = 4 Re(x¯0x′m) +
∑m−1
1 x¯ jx
′
j. La
métrique hyperbolique complexe, à courbure sectionnelle comprise entre
−1 et −14 , est alors donnée au point x ∈ CHm par
(3) (gh)x(X, X) = 4〈x, x〉〈X, X〉 − |〈x, X〉|
2
−〈x, x〉2 .
Soit f : CHm → R+ définie par f (x) = − 〈x,x〉4|x0 |2 . Dans la carte affine z0 = −1,
on peut la voir comme la fonction f : Cm → R obtenue par f (z1, . . . , zm) =
Re(zm) − 14
∑m−1
1 |zi|2. Cela mène au modèle du demi-espace de Siegel, dans
lequel l’espace hyperbolique complexe est le domaine
(4) CHm = { f (z1, . . . , zm) > 0},
et sa métrique s’écrit
(5) g = d f
2 + η2
f 2 +
|dz1|2 + · · · + |dzm−1|2
f ,
où l’on a posé zm = f + 14
∑m−1
1 |zi|2 − iv et
(6) η = dv + 1
2
Im(z¯1dz1 + · · · + z¯m−1dzm−1).
On considère le demi-espace hyperbolique complexe,
(7) CHm+ = {Im(zm) < 0} = {v > 0},
dont le bord est le bisecteur
(8) B = {Im(zm) = 0}.
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Ce bisecteur est l’hypersurface équidistante des deux points (0,±zm), pour
un zm ∈ R. La géodésique
(9) {(0, izm), zm ∈ R}
engendre l’épine complexe du bisecteur, à savoir la géodésique complexe
(10) Σ = {(0, zm),Re(zm) > 0},
qui intersecte le bisecteur en son épine, la géodésique (réelle)
(11) σ = Σ ∩ B = {(0, zm), zm ∈ R∗+}.
Le but de cette section est de donner une expression de la métrique du
demi-espace hyperbolique complexe en termes de la distance et de la pro-
jection sur le bisecteur (nous n’avons pas trouvé cette formule dans la litté-
rature). Prenons sur le bisecteur des coordonnées (τ, ρ, y) ∈ R×R∗+ × S 2m−3,
telles que
(12) (((z1, . . . , zm−1), zm) = (2e τ2 tanh(ρ2 )y, eτ).
Soit θ = J dρ
ρ
la forme de contact standard sur la sphère S 2m−3, et γ′ la
restriction de la métrique standard de la sphère à la distribution de contact
ker θ.
Nous paramétrons donc un point de CHm+ par sa distance s au bisecteur
et sa projection (τ, ρ, y) sur celui-ci. Posons
ϑ1 = θ +
tanh s2
2 cosh ρ2
dτ,(13)
ϑ2 = (1 + tanh2 s2)dτ + 2
sinh2 ρ2
cosh ρ2
tanh( s2)θ.(14)
Lemme 1.1. La métrique hyperbolique complexe sur CHm+ s’écrit en fonc-
tion de la distance au bisecteur et de la projection sur celui-ci,
(15) g = ds2 + cosh4( s2) cosh2(ρ2 )ϑ22
+ cosh2( s2)
[
dρ2 + sinh2(ρ)ϑ21 + 4 sinh2(ρ2 )γ′
]
Si la variable s décrit R tout entier, alors les formules (13), (14) et (15)
restent valables et donnent un modèle de la métrique hyperbolique com-
plexe sur CHm entier. Il y a aussi une inversion holomorphe de CHm,
(16) ι : (s, τ) 7→ (−s,−τ),
qui échange les deux demi-espaces.
Sur le bisecteur lui-même (s = 0), on obtient la formule classique
(17) cosh2(ρ2 )dτ2 + dρ2 + sinh2(ρ)θ2 + 4 sinh2(ρ2 )γ′.
On retrouve l’épine σ du bisecteur en faisant ρ = 0, et les fibres de la pro-
jection sur l’épine — les niveaux de τ —, sont des hyperplans CHm−1 tota-
lement géodésiques dans CHm. L’hyperplan τ−1(0), qui coupe la géodésique
(9), est le lieu fixe de l’inversion ι.
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Donnons le changement de coordonnées sur CHm, prolongeant (12), et
permettant de passer à cette formule. On écrit
(18) ((z1, . . . , zm−1), zm) = (e τ+iα2 ty, eτ+iα),
où −π2 < α < π2 et 0 6 t < 2
√
cosα. Le changement de variables est alors
donné par
(19) tei α2 = 2 sinh
ρ
2
cosh ρ2 + i tanh
s
2
.
Enfin, la structure complexe de CHm est donnée par
(20) Jdr = cosh2( s2) cosh(ρ2 )ϑ2, Jdρ = sinh(ρ)ϑ1.
Finalement, observons que la formule (15) a un comportement un peu
curieux quand ρ → +∞, puisqu’alors ϑ1 → θ et ϑ2 ∼ 2 sinh(ρ2 )θ, donc la
base choisie pour écrire la métrique dégénère. En remplaçant ϑ1 par ϑ1 −
cosh ρ2
2 sinh2( ρ2 ) tanh( s2 )
ϑ2 ∼ dτ2 cosh ρ2 quand s et ρ tendent vers l’infini, on obtient
g = ds2 + cosh4( s2) cosh2(ρ2 )ϑ22
+ cosh2( s2)
[
dρ2 + sinh2(ρ2 )(dτ2 + 4γ′)
]
+ O( 1
cosh2 s2
).(21)
En particulier, cette formule nous dit que, quand ρ → +∞, les directions de
contact explosent en cosh s2 , contrairement à ce qu’une lecture trop rapide
de (15) eut indiqué.
Preuve du lemme 1.1. – Par simplicité, on se restreint au cas de la dimension
m = 2, l’extension en dimension supérieure étant évidente. Le point crucial
est de calculer les géodésiques orthogonales au bisecteur. Par rapport aux
notations précédentes, on posera y = eiβ puisque y est une variable circulaire
si m = 2. Considérons le bisecteur
(22) Bs = {(
√
steiβ+i
α
2 , seiα), |t| < 2√cosα}.
Ses méridiens Bs,β s’obtiennent en fixant β, et coupent B en
(23) γs,β := B ∩ Bs,β = {(
√
steiβ, s), |t| < 2}
qui est une géodésique orthogonale à l’épine σ au point (0, s).
Affirmation. Les géodésiques du plan méridien Bs,β qui sont orthogonales à
γ sont en réalité orthogonales à B tout entier.
En effet, d’après [9], si x est un point de l’espace hyperbolique, alors sa
projection p(x) = (√seiβt, r) sur B, sa projection π(x) sur l’épine complexe
Σ, et enfin la projection ξ = π(p(x)) = (0, r) de p(x) sur l’épineσ engendrent
un plan totalement réel. Ce plan, coupant le bisecteur B en la géodésique
γs,β, et l’épine complexe Σ en la géodésique orthogonale à σ en ξ, ne peut
être que le méridien Bs,β. Il contient donc la géodésique reliant x à p(x).
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Chaque plan méridien Bs,β est muni de coordonnées (t, α). Pour l’identi-
fier à un plan hyperbolique réel, on se ramène à B1,0 par l’isométrie
(z1, z2) → (
√
seiβz1, s).
Revenant aux coordonnées homogènes (2), on voit que
B1,0 = {[−e−i
α
2 : t : ei
α
2 ]} = {[−u : 1 : u¯]},
avec u = (tei α2 )−1, satisfaisant Re u2 > 14 . C’est un modèle de Klein du plan
hyperbolique réel, dans lequel les géodésiques orthogonales à γ1,0 = {u ∈ R}
sont des droites verticales, qu’on paramètre par
u =
cosh ρ2 + i tanh
s
2
2 sinh ρ2
.
Ici, ρ est l’abscisse curviligne sur la géodésique γ1,0, et s la distance à γ1,0.
Cela donne les coordonnées voulues. Le reste de la démonstration du lemme
consiste en le calcul de la métrique, que nous ne reproduisons pas ici. 
Un bisecteur est une hypersurface minimale. Le lemme suivant montre
que la seconde forme fondamentale de toutes les hypersurfaces équidis-
tantes d’un bisecteur est uniformément bornée.
Lemme 1.2. Les hypersurfaces s = cst, à distance constante du bisecteur,
ont une seconde forme fondamentale uniformément bornée indépendam-
ment de s. Il en est de même de chaque dérivée covariante de la seconde
forme fondamentale.
Preuve. – À partir du lemme 1.1, il s’agit d’un calcul direct. On écrit gh =
ds2 + gs, alors la seconde forme fondamentale est I = −12∂sgs. On obtient
pour g−1s I :
– sur ∂
∂ρ
et sur ker θ ⊂ TS 2m−3, une valeur propre −12 tanh s2 ;
– dans la base orthonormale (cosh2( s2) cosh(ρ2 )ϑ2, cosh( s2) sinh(ρ)ϑ1), une
matrice
−1
2(cosh2 ρ2 + tanh2 s2)
×

tanh( s2 )
(
4 + sinh2(ρ2 )(3 − tanh2 s2)
) sinh ρ
cosh3 s2
sinh ρ
cosh3 s2
tanh( s2)(1 + tanh2 s2 cosh2 ρ2 )

Le lemme se déduit de ces formules. 
Remarquons qu’on peut déduire du lemme la courbure moyenne des hy-
persurfaces, à savoir
(24) H = tr(g−1s I) = − tanh( s2)
(
m +
2
cosh2( s2)(cosh2 ρ2 + tanh2 s2)
)
.
On retrouve ainsi que le bisecteur s = 0 est minimal, mais les autres hy-
persurfaces équidistantes du bisecteur ne sont plus minimales ou à courbure
moyenne constante. Il serait intéressant de trouver le feuilletage de CHm+ par
des hypersurfaces à courbure moyenne constante.
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2. Analyse sur un demi-espace
Dans cette section, on va donner quelques outils simples d’analyse sur un
demi-espace hyperbolique réel ou complexe. Il y a deux bords sur le demi-
espace RHn+ ou CHm+ , quand la distance s au bord intérieur tend vers 0, ou
quand on va à l’infini sur chaque tranche s = cst. Cela motive l’introduction
d’espaces fonctionnels avec deux poids.
Dans le cas réel, le plus simple, chaque tranche est un espace hyperbo-
lique réel RHn−1, sur lequel on choisit des coordonnées polaires, de sorte
que la formule (1) devient
(25) gh = ds2 + cosh2(s)(dρ2 + sinh2(ρ)gS n−2).
Il est naturel de considérer la fonction poids
(26) w = cosh(s)δ1 cosh(ρ)δ2 ,
où δ1 et δ2 sont deux réels fixés, et de définir pour k ∈ N et α ∈]0, 1[ les
espaces fonctionnels
(27) Ckδ1,δ2(RHn) =
1
w
Ck(RHn), Ck,αδ1 ,δ2(RHn) =
1
w
Ck,α(RHn).
Dans le cas complexe, au vu de la formule (19), la fonction f = Re(zm)−
1
4
∑ |zi|2, qui définit le bord de CHm, s’écrit
(28) f = e
τ
2
cosh2( s2)(cosh2 ρ2 + tanh2 s2)
,
et il est ainsi naturel de choisir un poids
(29) w = cosh( s2)2δ1
(
cosh2(ρ2 ) cosh( τ2)
)δ2
pour définir, de la même manière, les espaces à poids
(30) Ckδ1,δ2(CHm) =
1
w
Ck(CHm), Ck,αδ1 ,δ2(CHm) =
1
w
Ck,α(CHm).
Une propriété importante des poids choisis, dans les deux cas, est leur
invariance par inversion,
(31) ι∗w = w.
Lemme 2.1. Supposons que
– dans le cas réel, 0 < δ1 < n − 1 et 0 6 δ2 6 n − 2 ;
– dans le cas complexe, 0 < δ1 < m et 0 6 δ2 6 m − 12 (et δ2 6 54 si
m = 2).
Alors il existe une constante c(δ1) > 0, dépendant de δ1 seulement, telle que
(32) − ∆ log w − |d log w|2 > c(δ1).
Dans ce lemme, l’intervalle sur δ1 est optimal, mais on n’a pas essayé
d’obtenir un intervalle optimal pour le poids δ2. La démonstration mon-
trera que, pour chaque valeur de δ1, on peut admettre des valeurs de δ2 qui
s’écartent de l’intervalle indiqué dans le lemme.
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Preuve. – Commençons par le cas réel. Écrivons w = eu, où
u = δ1 log cosh s + δ2 log cosh ρ =: u1 + u2.
Il faut calculer −∆u − |du|2. Puisque ds et dρ sont orthogonaux, on a
−∆u − |du|2 = −∆u1 − |du1|2 − ∆u2 − |du2|2,
et on calcule :
−∆u1 − |du1|2 = δ1
(
1 + (n − 2 − δ1) tanh2 s),
−∆u2 − |du2|2 =
δ2
cosh2 s
(
1 + (n − 3 − δ2) tanh2 ρ).
Le lemme s’en déduit immédiatement.
Le cas complexe est plus compliqué, mais heureusement ds, dρ et dτ
sont orthogonaux, et en outre ∆τ = 0. Cela simplifie les calculs : on pose
u1 = 2δ1 log cosh s2 , u2 = 2δ2 log cosh
ρ
2 et u3 = δ2 log cosh
τ
2 , alors, si on
pose p = tanh2 s2 et ̟ = tanh
2 ρ
2 , on obtient :
−∆u1 − |du1|2 = δ1
(
1
2 + (m − 12 − δ1)p +
p(1 − p)(1 −̟)
1 + p(1 −̟)
)
,
−∆u2 − |du2|2 = δ2
cosh2 s2
(
m − 1 + (12 − δ2)̟ −
p̟(1 −̟)
1 + p(1 −̟)
)
,
−∆u3 − |du3|2 = −
δ22
4 cosh2 s2
(1 −̟)(1 − p(1 −̟))
(1 + p(1 −̟))2 .
Puisque p et ̟ prennent leurs valeurs dans [0, 1[, la formule sur u1 donne
immédiatement la condition sur le poids δ1. De l’équation sur u3 nous dé-
duisons
−∆u3 − |du3|2 > −
δ22(1 −̟)
4 cosh2 r2
,
d’où résulte, posant v = u2 + u3,
−∆v − |dv|2 > δ2
cosh2 r2
(
m − 1 + (12 − δ2)̟ −̟(1 −̟) − 14δ2(1 −̟)
)
>
δ2
cosh2 r2
(
(m − 12 − δ2) − (1 −̟)(̟ + 12 − 34δ2)
)
Si m > 3 et 0 6 δ2 6 m − 12 , cette quantité est positive ; si m = 2, elle est
positive en se restreignant à δ2 6 54 (nous n’avons fait ici aucun effort pour
obtenir la meilleure borne). 
Remarque 2.2. Posons H = n − 1 dans le cas réel, H = m dans le cas
complexe, donc H est, au signe près, la limite de la courbure moyenne des
hypersurfaces de niveau de s quand s tend vers l’infini. On observera que
dans chaque cas, on a
(33) lim
r→∞
−∆ log w − |d log w|2 = δ1(H − δ1).
En revanche, la constante c(δ1) ne peut pas être prise égale à cette limite.
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L’existence d’un poids vérifiant l’inégalité différentielle (32) permet de
déduire immédiatement le comportement du laplacien dans les espaces à
poids Ck,αδ1,δ2 . En effet, observons que, pour toute fonction f , on a l’identité
(34) w∆ f = ∆(w f ) + (−∆ log w − |d log w|2)w f + 2〈d log w, d(w f )〉.
Nous noterons maintenant génériquement H l’espace hyperbolique tout en-
tier (qui est donc, selon le cas considéré, soit l’espace hyperbolique réel
RHn soit l’espace hyperbolique complexe CHm) et H+ le demi-espace avec
la métrique calculée dans la section précédente. Si une fonction f est globa-
lement définie sur H, ou bien si f est définie seulement sur un demi-espace
hyperbolique H+ et satisfait la condition de Dirichlet f = 0 sur le bord du
demi-espace, et si les poids δ1 et δ2 satisfont les conditions du lemme 2.1,
alors, par principe du maximum,
(35) sup |w f | 6 1
c(δ1) sup |w∆ f |.
Par régularité elliptique, on en déduit immédiatement le lemme suivant.
Lemme 2.3. Supposons que les poids δ1 et δ2 satisfassent les conditions du
lemme 2.1. Alors, si k > 2,
(1) le laplacien, avec condition de Dirichlet, est un isomorphisme
0Ck,αδ1,δ2(H+) → C
k−2,α
δ1 ,δ2
(H+),
où 0C dénote l’espace avec condition de Dirichlet sur le bord inté-
rieur ;
(2) le laplacien sur H entier est un isomorphisme
Ck,αδ1,δ2(H) → C
k−2,α
δ1,δ2
(H).
Pour λ > 0, les mêmes résultats restent vrais pour l’opérateur ∆ + λ, sous
la même condition sur δ2, et pourvu que
(36) δ1 ∈
]
H
2 −
√
H2
4 + λ,
H
2 +
√
H2
4 + λ
[
.
À nouveau, mentionnons que dans cet énoncé, aucun effort particulier
n’est fait pour obtenir un intervalle optimal pour le poids δ2.
Preuve. – Nous avons déjà montré la première partie du lemme. Reste à
démontrer l’énoncé concernant l’opérateur ∆ + λ. On voit immédiatement
que si λ > 0, alors la fonction −∆ log w−|d log w|2+λ reste minorée par une
constante strictement positive, pourvu que δ1 reste dans l’intervalle prescrit
par (36), et sous la même condition sur δ2. Le même principe de maximum
donne alors immédiatement le résultat. 
Remarque 2.4. Dans le cas λ < 0, il n’est plus toujours vrai que la fonction
−∆ log w − |d log w|2 + λ reste positive sous les conditions du lemme 2.1 :
elle ne l’est que pour r assez grand. Le même résultat d’isomorphisme reste
néanmoins vrai, avec une démonstration plus compliquée, passant par une
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première estimation globale plus faible, puis une seconde estimation à l’in-
fini en utilisant la positivité asymptotique de −∆ log w− |d log w|2+λ. Nous
ne donnons pas de détail car nous n’utiliserons pas ce résultat dans l’article.
Examinons maintenant des problèmes d’analyse sur des systèmes. Le
cadre général sera celui d’opérateurs géométriques du type L = ∇∗∇ + R0
sur un fibré tensoriel E, où R0 est un terme de courbure, donc à coefficients
constants dans toute base orthonormée. L’analyse de tels opérateurs sur l’es-
pace hyperbolique réel ou complexe est menée dans [2]. Son comportement
est gouverné par l’opérateur indiciel : si t est la distance à un point, alors
l’opérateur L « se comporte » quand t tend vers l’infini comme l’opérateur
(37) I = −∂2t − H∂t + ˜A + R0,
où ˜A consiste en les termes d’ordre zéro de ∇∗∇ (voir la section 5 pour des
détails). Si λ est la plus petite valeur propre de ˜A + R0, les premiers poids
critiques de (37), à savoir les µ tels que eµt soit annulé par
(38) − ∂2t −H∂t + λ
sont µ± = H2 ±
√
H2
4 + λ. A chaque valeur propre de ˜A + R0 est en réa-
lité associée une paire de poids critiques ; celle correspondant au i-ème es-
pace propre sera notée (µ(i)− , µ(i)+ ). L’expression poids critiques supérieurs
désignera la famille formée par tous les µ(i)+ (dénomination analogue pour
inférieurs) ; le poids critique supérieur (resp. inférieur) le plus petit (resp.
grand) est
µ+ = min
i
µ(i)+ (resp. µ− = maxi µ
(i)
− ).
Le poids critique supérieur (resp. inférieur) le plus grand (resp. petit) sera
dénoté µmax+ (resp µmin− ), de telle sorte que tous les poids critiques sont situés
dans l’intervalle [µmin− , µmax+ ].
Il est montré dans [2] que, si l’opérateur L est inversible dans L2, alors :
– L est un isomorphisme Ck,αδ → Ck−2,αδ pourvu que µ− < δ < µ+ (où
Ck,αδ =
1
coshδ tC
k,α) ;
– il existe une constante c > 0 telle que la fonction de Green G de L soit
contrôlée par la fonction de Green Gλ de l’opérateur scalaire ∆ + λ :
(39) |G| 6 cGλ.
Il en résulte qu’une solution u de l’équation Lu = v sur l’espace hyper-
bolique satisfait |u| 6 cu0, où u0 est la fonction solution de (∆ + λ)u0 = |v|.
Appliquant le lemme 2.3, on en déduit un contrôle de u0 dans l’espace C0δ1,δ2 ,
et donc de u. Le contrôle des autres dérivées vient par régularité elliptique,
et il en résulte :
Lemme 2.5. Soit L = ∇∗∇ + R0 inversible dans L2, et λ > 0 la plus petite
valeur propre de ˜A + R0. Si δ1 et δ2 satisfont les conditions du lemme 2.3,
alors L est un isomorphisme Ck,αδ1,δ2 → C
k−2,α
δ1 ,δ2
. 
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Remarque 2.6. Le lemme reste vrai pour λ < 0, mais comme nous n’avons
pas traité ce cas (voir la remarque 2.4), nous ne l’énonçons pas ici.
Remarque 2.7. Le lemme reste vrai si on regarde le problème sur un demi-
espace hyperbolique, avec condition de Dirichlet au bord. La démonstration
en étant plus compliquée, nous nous contenterons de la remarque plus faible
suivante : le lemme reste vrai dans ce cas, si λ > 0 est la plus petite valeur
propre de R0 (et non de ˜A + R0). En effet, on peut alors utiliser l’inégalité
de Kato pour obtenir
(40) 〈u,∇∗∇u〉 = |u|∆|u| + |∇u|2 − |d|u||2 > |u|∆|u|,
donc (∆ + λ)|u| 6 |∇∗∇u + λu|, ce qui permet d’appliquer le principe du
maximum, et donc la démonstration du lemme 2.3.
3. Me´triques asymptotiquement hyperboliques
Nous nous plaçons ici sur une variété M de dimension n difféomorphe à
une demi-boule B+ définie par
(41) B+ =
{x
2
1 + · · · + x2n < 1, x1 > 0} dans le cas réel,
{(x1 + x23+···+x2n2 )2 + x22 < 1, x1 > 0} dans le cas complexe.
En effet, pour la métrique hyperbolique dans le modèle du demi-espace,
le domaine B+ correspond exactement à un côté d’un hyperplan totalement
géodésique (dans le cas réel) ou d’un bisecteur (dans le cas complexe). Nous
distinguerons par la suite le bord à l’infini
∂∞M ≃
{x
2
2 + · · · + x2n < 1, x1 = 0} dans le cas réel,
{( x23+···+x2n2 )2 + x22 < 1, x1 = 0} dans le cas complexe
et le bord à l’intérieur
∂M =
{x
2
1 + · · · + x2n = 1, x1 > 0} dans le cas réel,
{(x1 + x23+···+x2n2 )2 + x22 = 1, x1 > 0} dans le cas complexe,
tous deux difféomorphes à une boule ouverte d’un espace euclidien de di-
mension n − 1, et de bord commun la sphère
S = ¯∂M ∩ ¯∂∞M.
Observons maintenant que nous disposons de la dilatation, pour t > 0,
(42) ht(x1, . . . , xn) =
(tx1, . . . , txn) dans le cas réel,(tx1, tx2, √tx3, . . . , √txn) dans le cas complexe.
Elle laisse invariante la métrique hyperbolique
(43) gh =

dx21+···+dx2n
x21
dans le cas réel,
dx21+η
2
x21
+
dx23+···+dx2n
x1
dans le cas complexe.
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Nous munissons maintenant M d’une métrique asymptotiquement hyperbo-
lique réelle ou hyperbolique complexe. Cela signifie que, près de x1 = 0, la
métrique g est asymptote à
(44) g0 = g0(γ) :=

(dx1)2+γ
x21
dans le cas réel,
(dx1)2+η2
x21
+
γ
x 1 dans le cas complexe.
Dans le cas réel, γ est une métrique sur ∂∞M ; dans le cas complexe, η est
une 1-forme de contact sur ∂∞M, on choisit une structure presque com-
plexe J sur la distribution de contact ker η, de sorte que γ(·, ·) = dη(·, J·)
soit une métrique sur ker η ; l’ensemble forme donc une structure (presque)
CR (Cauchy-Riemann). Comme notre but dans cet article est une étude
locale près de l’origine, on peut toujours se restreindre à une plus petite
demi-boule, ramenée à B+ par dilatation. Aussi peut-on supposer dans le
cas complexe que dans les coordonnées locales
(x1, x2, . . . , xn) la forme de contact a la forme standard (6) :
(45) η = dx2 + 12(x3dx4 − x4dx3 + x5dx6 − x6dx5 + · · · ).
Enfin, on peut aussi supposer, quitte à modifier à nouveau les coordonnées,
qu’à l’origine, la métrique γ est égale à celle du modèle hyperbolique, à
savoir γ(0) = dx22 + · · · + dx2n dans le cas réel, et γ(0) = dx23 + · · · + dx2n
dans le cas complexe. Dans ce cas, les dilatations ht ramènent g0 à gh quand
t tend vers 0 :
(46) h∗t g0 −→t→0 gh.
On notera M l’espace des métriques γ, toujours prises C∞. De manière
plus précise, nous dirons maintenant que g est asymptotiquement hyperbo-
lique s’il existe δ > 0 tel que g − g0 ∈ C1,αδ , où
(47) Ck,αδ = xδCk,α(g0)
(où nous noterons désormais x = x1). Les métriques g, g0, et la métrique hy-
perbolique gh sont quasi-isométriques. Aussi les espaces de Hölder à poids
(47) peuvent être définis indifféremment par rapport à g0 ou gh (mais pas
par rapport à g qui a priori n’est pas supposée lisse).
La donnée de la métrique γ sur le bord n’est pas un invariant de la mé-
trique asymptotiquement hyperbolique. En effet, un changement de coor-
données de la forme x¯ = xeω où ω est une fonction sur ∂∞M change γ en
e2ωγ ou eωγ suivant le cas. La seule donnée géométrique est donc la struc-
ture conforme [γ] dans le cas réel, ou la structure (presque) CR donnée par
[η] et J dans le cas complexe (par souci de simplicité, nous utiliserons le vo-
cable « classe conforme » dans les deux cas, la situation complexe pouvant
être vue comme une structure conforme sur une distribution de codimen-
sion 1).
Étant donnée une métrique asymptotiquement hyperbolique, il sera utile
de choisir un représentant de [γ] adapté à la géométrie de la demi-boule, et
des coordonnées nous rapprochant des modèles (1) et (15). Dans le cas réel,
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ce choix est fait dans [3, section 4] : sur ∂∞M et partant d’une métrique γ
régulière jusqu’au bord S inclus, on considère y la distance pour γ au bord
S , de sorte que près de S on a
(48) γ = dy2 + γ¯y,
où γy est une famille de métriques sur S . On pose alors
(49) x = 2u
1 + u2
v, y =
1 − u2
1 + u2
v,
pour obtenir
(50) g0 = 1
u2
(
du2 + (1 + u
2)2
4
dv2 + γ¯y
v2
)
.
Cette formule généralise l’écriture de la métrique hyperbolique comme
(51) gh = 1
u2
(
du2 + (1 + u
2)2
4
dv2 + dx23 + · · · + dx2n
v2
)
(c’est la formule (1) avec r = − log u). Par rapport à la coordonnée u, l’infini
conforme de g0 devient le représentant de [γ] donné par
(52) γ˜ = γ
4y2
=
dy2 + γ¯y
4y2
,
une métrique asymptotiquement hyperbolique sur ∂∞M.
Le cas complexe est plus délicat. Tous les points de la sphère de Heisen-
berg S ne sont pas équivalents, la structure de contact devient tangente à S
aux deux points p± = (x2 = ±1, x3 = · · · xn = 0). Nous commençons par
rendre la structure CR standard en ces deux points. Sans être absolument
nécessaire, cette normalisation permet de simplifier les calculs.
Lemme 3.1. Quitte à faire agir un contactomorphisme de ∂∞M, on peut
supposer que la structure CR J coïncide avec la structure CR standard J0
aux deux points p±.
Preuve. – C’est un fait classique, laissé au lecteur. Si J est assez proche
de J0, on peut s’arranger pour que le contactomorphisme ne modifie qu’un
petit voisinage de p+ et p−. 
Nous passons à une seconde normalisation, analogue au choix de la co-
ordonnée y dans le cas réel de sorte que (48) soit satisfaite. Prenons des
coordonnées Z = (zi) sur la sphère de Heisenberg épointée S −{p+} = Cm−1,
et une coordonnée transverse y, de sorte que la structure de contact s’écrive
sous la forme standard η = dy + η′, où η′ = 12 Im(z¯1dz1 + · · · + z¯m−1dzm−1).
Le point p− correspond donc à zi = 0. Considérons sur S la fonction
ϕ = |dHy|2,
où l’indice H signifie qu’on évalue la norme de la restriction de dy à la
distribution de contact. Pour le modèle hyperbolique complexe, on calcule
immédiatement ϕ = r24 ; en général, la fonction ϕ ne s’annule pas sur S −
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{p±}, et son comportement près de p±, par le lemme 3.1, est celui du modèle,
à savoir ϕ = r24 + O(( r1+r2 )3) près de p±.
Lemme 3.2. Quitte à faire agir un contactomorphisme de ∂∞M, préservant
globalement S , on peut supposer que la fonction ϕ est égale à sa valeur
pour le modèle, à savoir ϕ = r24 .
Preuve. – On fait agir l’exponentielle d’un champ de vecteurs préservant la
structure de contact, X f = f ∂y − ♯dH f , où ♯α est le vecteur horizontal défini
par ♯αydη = α, et on choisit la fonction réelle
f (s, y) = g(s)y.
Alors X f = y(g∂y − ♯dHg) + g2r∂r est tangent au bord S = {y = 0}, et y
coïncide avec le vecteur radial g2 r∂r. Il en résulte, le long de S ,
LX f dHy = −
g
2
r∂rydη = gdHy.
En ajustant g, on peut s’arranger pour que le flot (ψt) de contactomor-
phismes engendré par X f satisfasse |ψ∗1dHy| = r2 , ou, de manière équivalente,|dHy|(ψ1)∗J = r2 . 
Maintenant, on écrit explicitement le changement de variables qui permet
d’obtenir les formules du lemme 1.1. Étendons la fonction ϕ sur B+ par la
formule
̺ =
√
(x + ϕ)2 + y2.
Posons alors
(53) u = 2x
x − ϕ + ̺, v
2 =
x − ϕ + ̺
x + ϕ + ̺
.
Utilisant
(54) V = v
√
1 − u,
on en tire
(55) x = uv
2̺
1 + V2
, y =
2V̺
1 + V2
, ϕ = ̺
1 − V2
1 + V2
.
On observe facilement que u 6 1 et v 6 1. Le passage de (x, y) à (u, v)
présente une certaine analogie avec le cas réel. Finalement, on tordra les
coordonnées en les ramenant par l’application F définie par
(56) F(u, v, Z) = (x, y, e−i arctan VZ).
Lemme 3.3. Les coordonnées dans lesquelles la métrique hyperbolique
complexe a la forme du lemme 1.1 sont données par
1
u
= cosh2 s
2
,
1
v
= cosh ρ
2
, ̺ = e−2τ.
Preuve. – Le calcul se fait à partir des formules (18) et (19). 
Passons maintenant à la métrique asymptotiquement hyperbolique com-
plexe g0 = dx
2+η2
x2
+
γ
x
. On va maintenant montrer qu’elle a une forme conve-
nable dans les mêmes coordonnées que pour gh.
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La métrique γ le long de S s’écrit
(57) γ = |dHy|
2
ϕ
+ γ¯, γ¯ =
|JdHy|2 + 4γ¯′
ϕ
,
où 4γ¯′/ϕ est la métrique induite sur la distribution complexe maximale C ⊂
TS ∩ ker η.
Pour la métrique hyperbolique gh, on a γ = dϕ
2
ϕ
+ 4ϕγS 2m−3. En particulier,
γ¯′ = γ′, où, comme dans le lemme 1.1, γ′ est la métrique standard sur
la distribution de contact de la sphère S 2m−3. Vu le lemme 3.1, dans le cas
général, on a γ¯′ → γ′ aux points p±. On obtient alors les formules suivantes,
qui généralisent le lemme 1.1 :
Lemme 3.4. Posons
(58) η˜ = 1
v2̺
(
η′ +
2V
1 + V2
d̺).
Alors
(59) g0 = 11 − u
du2
u2
+
η˜2
u2
+
γ˜
u
+ O(√uv),
où γ˜ est une métrique sur le bord à l’infini {u = 0}, définie sur la distribution
de contact, et satisfaisant, quand v → 0,
(60) γ˜ = 4dv
2 + ̺−1γ¯
v2
+ O(v).
En outre, au voisinage de p± :
(61) ̺−1γ¯ ∼ d̺
2
̺2
+ 4γ′.
Les dérivées covariantes des termes O(√uv) sont aussi O(√uv).
Remarque 3.5. Il est clair dans cette formule (ou aussi bien dans celles
du lemme 3.3), qu’une équation lisse du bord intérieur {u = 1} est √1 − u
plutôt que 1 − u.
Preuve. – Le premier terme donne :
dx2
x2
=
(
du
u
+ 2
dv
v
+
d̺
̺
− 2dV
1 + V2
)2
=
du2
u2
+ 4du
u
dv
v
+ 4dv
2
v2
+ O(√uv).(62)
Le O(√uv) est évalué par rapport à la forme (59) que nous visons pour la
métrique.
Un calcul plus délicat, prenant en compte la rotation (56) sur la coordon-
née Z, est laissé au lecteur, qui arrivera à l’égalité sur les formes de contact :
η
x
=
η˜
u
.
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Il reste à examiner le terme γ
x
=
(1+V2)γ
uv2̺
. Remarquons que dHy = dy − η,
d’où résulte |dHy|
2
x
=
|dy|2
x
+ O(√x) = |dy|2
x
+ O(√uv̺). Ainsi dans le calcul,
peut-on remplacer dHy par dy sans modifier l’asymptotique de la métrique.
Or, après calcul,
|dy|2
ϕx
=
4
u(1 − V2)
(
(1 − u)
(1 − V2
1 + V2
dv
v
+
d̺
̺
)2
+
1 − V2
1 + V2
du2
4(1 − u) −
1 − V2
1 + V2
(1 − V2
1 + V2
dv
v
+
d̺
̺
))
.
Analysant chaque terme, il reste
(63) |dy|
2
ϕx
=
4(1 − u)
u
(dv2
v2
+ O(v)
)
− du
2
1 − u − 4
du
u
dv
v
+ O(√uv).
L’addition de (62) et (63) donne
dx2
x2
+
|dy|2
ϕx
=
1
1 − u
du2
u2
+
1
u
(dv2
v2
+ O(v)
)
+ O(√uv).
Le reste de la métrique se traite de manière similaire. 
4. Jauge locale
Nous continuons ici notre étude des métriques asymptotiquement hyper-
boliques. Nous disposons sur l’espace modèle des coordonnées adaptées
à un demi-espace définies dans les sections précédentes et des espaces à
double poids Ck,αδ1,δ2 de la section 2. Par rapport à cet espace à poids, la condi-
tion initiale g − g0 ∈ C1,αδ implique g − g0 ∈ C1,αδ,δ . Plus généralement, nous
avons
Lemme 4.1. Pour tous k ∈ N, α ∈]0, 1[, et tout δ > 0, l’espace Ck,αδ est
inclus dans Ck,αδ,δ . La même conclusion est valable sur un demi-espace hy-
perbolique.
Preuve. – C’est une conséquence immédiate des changements de variable
calculés dans la section précédente. D’une part, dans le cas réel, on a
x =
2uv
1 + u2
avec w = u−δ1v−δ2 .
D’autre part, dans le cas complexe, on a
x = uv2 ˜ψ avec w = u−δ1(v2ψ)−δ2 ,
ce qui conclut la preuve. 
La première étape de la démonstration de la régularité locale consiste à
trouver une jauge locale pour l’action des difféomorphismes pour la métri-
que h∗t g, si t est assez petit (c’est-à-dire en se restreignant à une plus petite
boule si nécessaire). Soit l’opérateur de Bianchi agissant sur les formes bi-
linéaires symétriques,
(64) Bg = δg + 12d trg .
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Définissons un groupe de difféomorphismes Dk,αδ1,δ2 de la demi-boule M, in-
duisant l’identité au bord à l’infini x1 = 0, en disant que Φ ∈ Dk,αδ1,δ2 si
Φ = expg0(X) pour un champ de vecteurs X ∈ Ck,αδ1,δ2 . Soit g0 est la métrique
définie par (44), et g¯ une autre métrique, fixée, avec le même comportement
asymptotique : g¯ − g0 ∈ C∞δ,δ. Alors on a :
Lemme 4.2. Pour tout t > 0 assez petit, il existe un difféomorphisme Φ ∈
D2,αδ,δ de M, induisant l’identité au bord intérieur ∂M, tel que
Bh∗t g¯(Φ∗h∗t g) = 0.
Preuve. – Observons que quand t → 0, alors h∗t γ → γh et h∗t g → gh, avec
plus précisément
(65) ‖h∗t (g − g¯)‖C1,αδ = O(t
δ), ‖h∗t g¯ − gh‖Ck,α0 = O(t).
La première inégalité est immédiate, la seconde est une conséquence des
raisonnements tenus dans le début de la preuve de la Proposition I.3.5 de
[2].
On écrit alors l’équation à résoudre comme BΦ∗h∗t g¯(h∗t g) = 0. On obtient
le résultat en appliquant le théorème des fonctions implicites à l’opérateur
B : D2,αδ,δ ×M × C∞δ,δ ×C1,αδ,δ −→ Cαδ,δ,
défini par B(Φ, γ, h0, h) = BΦ∗g¯(h). En effet, d’après [2], la différentielle ∂B∂Φ
au point (id, γh, 0, 0) est Bghδ∗gh = 12(∇∗∇ − Ric(gh)) où ∇ est la connexion
de Levi-Civita de gh. C’est un isomorphisme par le lemme 2.5, y compris
lorsqu’il est restreint aux champs de vecteurs nuls au bord intérieur par la
remarque 2.7. 
Remarque 4.3. On n’a pas vraiment utilisé dans cette démonstration les es-
paces fonctionnels à double poids Ck,αδ1,δ2 , puisque la résolution pouvait aussi
bien se faire dans Ck,αδ . Leur utilité apparaîtra plus loin, quand on augmen-
tera δ1 en laissant fixe δ2. Cette méthode permettra d’ignorer les problèmes
de comportement des solutions au coin formé par le bord commun au bord
intérieur et au bord à l’infini.
Le lemme suivant montre que si g satisfait en outre l’équation d’Einstein,
elle est nécessairement lisse dans la jauge précédente :
Lemme 4.4. Supposons que g−g0 ∈ C1,αδ,δ et que g soit Einstein. Alors, dans
la jauge construite par le lemme 4.2, pour t assez petit, on a h∗t (g− g¯) ∈ C∞δ,δ,
avec pour tout k une estimation ‖h∗t (g − g¯)‖Ckδ,δ 6 ck‖h∗t (g − g¯)‖C1δ,δ .
Preuve. – On se place pour t > 0 assez petit, après avoir appliqué la di-
latation ht, que l’on omettra dans la suite de la démonstration. La question
est locale, et on est donc ramené à la traiter dans une boule pour g¯, avec
‖g − g¯‖C1,αδ,δ petite (donc en particulier ‖g − g¯‖C0 est petite). Dans une boule
pour g¯ la variation des poids est bornée et l’estimation nécessaire se ramène
à estimer ‖g− g¯‖Ck,α par ‖g− g¯‖C1,α . C’est un énoncé entièrement analogue à
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la régularité des métriques d’Einstein dans des coordonnées harmoniques,
et on sera donc concis. La condition de jauge Bg¯g = 0 s’écrit
g¯il(∂lgi j − 12∂ jgil) = termes d’ordre 0 en g.
D’un autre côté,
Ricgjk =
1
2
gil(−∂2ilg jk + ∂2ikgl j + ∂2i jglk − ∂2jkgil) + termes d’ordre 6 1 en g.
L’équation d’Einstein implique donc, en différenciant la première équation,
−g¯il∂2ilg jk + (gil − g¯il)(∂2ikgl j + ∂2i jglk − ∂2jkgil) = termes d’ordre 6 1 en g.
C’est une équation de la forme
−habcdjk ∂2abgcd = termes d’ordre 6 1 en g,
avec
habcdjk = g¯
abδcdjk + termes d’ordre 0 en g − g¯.
Ce qui est important ici est que ‖g− g¯‖C0 est petit, donc l’équation est ellip-
tique. Il est alors standard d’en déduire la régularité de g. 
5. Analyse sur les varie´te´s asymptotiquement hyperboliques
Dans cette section, nous préparons l’analyse de la polyhomogénéité en
introduisant des espaces de sections polyhomogènes et en analysant l’opé-
rateur indiciel.
Soit g une métrique asymptotiquement hyperbolique définie sur une va-
riété M difféomorphe à une demi-boule. Les dilatations ht de la section
précédente fournissent une métrique hyperbolique de référence gh dans M,
induite par γh = limt→0 h∗t γ. Nous disposons alors des métriques gh, g0 et g
sur la demi-boule. Pour éviter de considérer l’analyse sur la demi-boule B+
(et donc d’avoir à introduire une condition au bord sur le bord intérieur),
nous recollerons g (ou g0) avec la métrique hyperbolique sur la demi-boule
opposée. Plus précisément, l’espace hyperbolique est la réunion B+ ∪ B−,
avec B+ = {s > 0} et B− = {s 6 0}. Nous définissons alors une famille de
métriques gt sur RHn ou CHm par
(66) gt = χ(s)h∗t g + (1 − χ(s))gh,
où χ est une fonction de coupure satisfaisant χ(s) = 1 pour s > 1 et χ(s) = 0
pour s 6 0 (la même construction peut être appliquée à la métrique g0, ou
encore à une métrique g¯ telle que dans la section précédente, conduisant
à une famille notée ci-dessous g¯t). Il est important de noter que les mé-
triques obtenues sont à courbure sectionnelle strictement négative si ces
recollements sont faits suffisamment près de l’infini, autrement dit si t est
suffisamment petit.
Nous pouvons alors choisir une demi-boule incluse dans la demi-boule
d’origine et y effectuer la construction d’un représentant asymptotiquement
hyperbolique dans la classe conforme du bord, comme à la fin de la section
3. C’est cette métrique que nous noterons désormais γ.
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Nous utiliserons à partir de maintenant, ici comme dans toute la suite, des
coordonnées de type exponentiel, comme dans les expressions (25) et (15)
des sections 1 et 2, plus adaptées pour la suite que celles de l’expression
(44) précédente. Ainsi M est-il identifié à un produit [0,+∞) × ∂∞M, et le
terme « dominant » g0 des gt est de la forme
(67) g0 = g0(γ) =
ds
2 + e2sγ dans le cas réel,
ds2 + e2sη2 + esγ dans le cas complexe,
avec γ = dη(·, J·) dans le second cas. Rappelons que γ est ici la métrique
sur ∂∞M, au sein de la classe conforme à l’infini, adaptée à la géométrie de
la demi-boule.
Les espaces fonctionnels utiles Ck,αδ1,δ2 sont les mêmes que précédemment,
les dérivées étant celles de l’espace hyperbolique modèle ou celles de la
connexion ∇˜ définie plus bas, et les normes étant prises relativement à g, g0
ou gh, ce qui revient au même de par le lemme 5.2 énoncé plus loin, et du
fait que ces trois métriques sont mutuellement bornées.
Nous notons ˙Aα,β l’espace des fonctions polyhomogènes finies de poids
au moins α > 0 dans la direction radiale, c’est-à-dire des sommes finies du
type
∑
σ,τ aσ,τ s
σe−τs, où
– les aσ,τ sont des sections lisses sur le bord à l’infini (autrement dit
constantes en s dans la trivialisation [s0,+∞[×∂M) et vivant le long
des tranches dans un espace à simple poids, dont la valeur est fixée
égale à β > 0 ;
– les σ et τ sont des réels ;
– tous les poids τ rencontrés dans la somme sont supérieurs ou égaux à
α.
Cette définition s’étend immédiatement à des sections de fibrés naturels à
condition de prendre les coefficients aσ,τ parallèles selon ∂s (en raison de
la croissance exponentielle de la métrique, la trivialisation par les sections
radialement parallèles diffère de la trivalisation en coordonnées d’une puis-
sance de es).
Nous introduisons également les sous-espaces Aα,β formé des éléments
sans puissances polynômiales (c’est-à-dire que l’on a nécessairement σ =
0) et ˙A[α]β formé des sommes ∑
σ
aτ s
σe−τs
dont le comportement en norme est exactement égal à e−αs (formellement,
il s’agit donc du quotient ˙Aα,β/ ∪α′>α ˙Aα′,β mais nous nous passerons de
cette subtilité ici). Si u ∈ ˙Aα,β, on notera [u]α sa composante de poids α,
c’est-à-dire dans ˙A[α]β.
Enfin, nous dirons qu’une fonction (ou une section) u est polyhomogène
s’il existe une série formelle
∑
σ,τ aσ,τ s
σe−τs telle que pour tout δ > 0, il
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existe une somme finie
∑
|τ|6N aσ,τ s
σe−τs telle que
u −
∑
|τ|6N
aσ,τ s
σe−τs ∈ C∞δ,β.
De façon équivalente, nous dirons que u appartient à ˙Aα,β modulo C∞∞,β.
Cette définition dépend de la valeur de β, mais dans la suite β sera fixé et il
n’y aura donc pas d’ambiguïté sur la définition.
Nous pouvons maintenant passer à l’analyse dans le cadre asymptotique-
ment hyperbolique. Notre point de départ est une étude précise du terme
dominant de la connexion de Levi-Civita de la métrique g0.
Définition 5.1. On peut étendre la connexion de Levi-Civita de γ dans le
cas réel, resp. de Tanaka-Webster dans le cas complexe, en une connexion
∇˜ à l’intérieur de M, unitaire pour g0, définie dans le cas réel par
∇˜∂s = 0, ∇˜∂s(e−sh) = 0
pour tout champ de vecteur γ-unitaire h sur le bord, et dans le cas complexe
par
∇˜∂s = 0, ∇˜∂s (e−sR) = 0, ∇˜∂s(e−
s
2 h) = 0
pour tout champ de vecteur γ-unitaire h dans le noyau de η sur le bord et où
R désigne le champ de Reeb de la forme de contact η.
Les faits suivants sont démontrés dans [4] en dimension 4 et dans le cas
complexe ; il s’obtiennent aisément dans le cas général en suivant les mêmes
idées (ils sont d’ailleurs immédiats dans le cas réel).
Lemme 5.2. Dans une base g0-orthonormée adaptée {∂s, e−shi} dans le cas
réel, resp. {∂s, e−sR, e−s/2hi, e−s/2Jhi} dans le cas complexe, la connexion de
Levi-Civita de g0 diffère de ∇˜ par une 1-forme à valeurs dans les endomor-
phismes de T M de la forme
a = a0 + a1,
où a0 est à coefficients constants (par rapport à ∇˜) et a1 est un élément de
A1,1 dans le cas réel, A1/2,1 dans le cas complexe. De même, la courbure
est
R = R0 + R1,
où R0 est à coefficients constants, égale à la courbure de l’espace hyperbo-
lique modèle, et R1 est un élément de A1,1 dans le cas réel, A1/2,1 dans le
cas complexe.
Nous considérons maintenant un opérateur différentiel L = ∇∗∇ + R où
R est un terme de courbure, agissant sur les sections d’un fibré tensoriel
naturel E. Bien sûr, nous avons en vue le cas où L est la différentielle en
une métrique g¯ de l’opérateur
g 7−→ Ricg +cg + (δg)∗Bg¯(g).
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Un premier résultat, élémentaire mais important dans ce contexte, est le
suivant :
Lemme 5.3. Supposons que, pour la métrique hyperbolique, l’opérateur
Lh soit inversible dans L2. Alors, pour t > 0 assez petit, l’opérateur Lt pour
la métrique g¯t est un isomorphisme Ck,αδ1,δ2 → C
k−2,α
δ1,δ2
, pour les poids (δ1, δ2)
satisfaisant les hypothèses du lemme 2.5.
Preuve. – Par la seconde estimation de (65), on a ‖g¯t − gh‖Ck,α = O(t).
Il en résulte que l’opérateur L − Lh est petit en norme d’opérateur Ck,αδ1,δ2 →
Ck−2,αδ1,δ2 . Puisque les hypothèses assurent l’inversibilité de Lh entre ces mêmes
espaces, l’opérateur L lui aussi est inversible pour t > 0 assez petit. 
Nous noterons désormais g, g¯ ou g0 les métriques construites avec un
choix de t suffisamment petit pour que le résultat du lemme précédent soit
valide pour l’opérateur L considéré.
Il nous faut maintenant analyser plus en détails l’opérateur Lg0 bâti à
partir de la métrique g0. Dans la décomposition M = [0,+∞[×∂∞M, on
peut trivialiser E le long de chaque rayon R+ × {y} en y choisissant une
base parallèle pour la connexion ∇˜. Dans cette trivialisation, la dérivée ˜∇∂s
devient la dérivation ordinaire ∂s (qu’on prendra garde de ne pas confondre
avec la dérivée de Lie L∂s).
La décomposition ∇g0 = ∇˜ + a0 + a1 implique alors que l’opérateur Lg0
est asymptote sur chaque sous fibré homogène à un opérateur de la forme
−∂2s − H∂s + ˜A + R0 + Ltrans,
où ici tous les termes sont indépendants de s : ˜A rassemble tous les termes
constants d’ordre 0 dans le laplacien (ce sont les mêmes que ceux de l’opé-
rateur de l’espace hyperbolique), de même R0 contient les termes constants
de la courbure (à nouveau, il s’agit simplement des termes de courbure de
l’espace hyperbolique), enfin Ltrans contient toutes les dérivées transverses
à ∂s (typiquement, par exemple dans le cas complexe, des termes comme
−(∇˜e−s/2h)2). L’opérateur indiciel de L est alors
−∂2s −H∂s + ˜A + R0.
Deux opérateurs intégraux, définis pour un couple de réels (α+, α−) avec
α+ > α−, jouent un rôle important dans ce qui suit. Ils sont définis sur les
fonctions par :
G∞(u)(s) = 1
α+ − α−
(
e−α− s
∫ s
+∞
eα−ς u(ς) dς − e−α+ s
∫ s
+∞
eα+ς u(ς) dς
)
et de
G0(u)(s) = 1
α+ − α−
(
e−α−s
∫ s
+∞
eα−ς u(ς) dς − e−α+s
∫ s
s0
eα+ς u(ς) dς
)
,
où s0 est un réel positif supposé très grand par la suite. Ils possèdent les
propriétés suivantes :
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(1) Si α > α+, l’opérateur G∞ envoie les espaces C∞α,β, Aα,β, ˙Aα,β et
˙A[α]β dans eux-mêmes ;
(2) Si α− < α 6 α+, l’opérateur G0 envoie ˙Aα,β dans lui-même, et C∞α,β
et Aα,β dans eux-mêmes seulement si α < α+ ; en revanche, il y a
apparition d’un terme polynômial si α = α+.
Ces opérateurs sont des inverses à droite de ∂2s+H∂s−λ si le couple (α−, α+)
est relié à la constante λ par
α± = H2 ±
√
H2
4 + λ .
Leur définition s’étend aux sections du fibré tensoriel E, en le trivialisant
comme ci-dessus radialement sur [0,+∞[×∂M. Alors ˜A + R0 est constant
pour ∇˜ le long des rayons, et ses valeurs propres décomposent E = ⊕λEλ en
la somme de ses sous-espaces propres.
Notre boîte à outils est complétée par une algèbre d’opérateurs adaptée,
définie dans le cas réel comme Q = Q0 + e−sQ1, où
– Q1 est l’algèbre engendrée par ∇˜∂s , les e−s∇˜H (la notation H en indice
désignant n’importe quelle dérivée dans une direction tangente au bord
à l’infini et indépendante de s) et ˙A0,0 ;
– Q0 est le sous-espace vectoriel de Q1 ne contenant que des dérivées
transverses à ∂s et des fonctions de ˙A1,0 ;
et dans le cas complexe comme Q = Q0 + e−s/2Q1, où
– Q1 est l’algèbre engendrée par ∇˜∂s , e−s∇˜R, les e−s/2∇˜h (h désignant ici
une direction dans H = Ker η toujours indépendante de s) et ˙A0,0 ;
– Q0 est le sous-espace vectoriel de Q1 ne contenant que des dérivées
transverses à ∂s et des fonctions de ˙A1/2,0.
L’utilité de ces algèbres réside dans deux lemmes :
Lemme 5.4. Soit un opérateur P ∈ Q. Alors P envoie Ck,αδ1,δ2 dans C
k,α
δ1−1,δ2
dans le cas réel, resp. Ck,αδ1−1/2,δ2 dans le cas complexe. 
Lemme 5.5. Dans le cas réel, [∇˜∂s , ∇˜H] = 0 et e−s[∇˜H , ∇˜H] ∈ Q ; en consé-
quence [Lg0 , ∇˜H] ∈ Q.
Dans le cas complexe, [∇˜∂s , ∇˜H] = [∇˜∂s , ∇˜R] = 0, [∇˜e−sR, ∇˜H] ∈ Q, et pour
des champs de vecteurs h1 et h2 γ-unitaires dans H,
[∇˜e−s/2h1 , ∇˜h2] = −dη(h1, h2) ∇˜e−s/2R mod. Q.
En conséquence, [Lg0 , ∇˜R] ∈ Q, et [Lg0 , ∇˜h] = −2∇˜e−s/2 Jh∇˜e−s/2R mod. Q.
Preuve. – Facile dans le cas réel, voir [4] dans le cas complexe en dimension
4, dont la preuve s’étend presque mot pour mot au cas général. 
Le lemme reste vrai si Lg0 est remplacé par tout autre opérateur dans Q
et sera appliqué plus loin à Lg pour les métriques g telles que g − g0 soit
polyhomogène (donc Lg − Lg0 sera essentiellement dans Q).
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6. De´croissance des de´rive´es transverses
Comme précédemment, nous considérons ici une métrique asymptoti-
quement hyperbolique g définie sur une demi-boule.
Convention. Toutes les fonctions et sections qui apparaissent dans la suite,
définies a priori sur un voisinage du bord à l’infini, seront étendues à l’es-
pace tout entier par le procédé de troncature suivant : choisissant une fois
pour toutes une fonction lisse χ d’une variable telle que χ(s) = 0 si s 6
s0/2 et χ(s) = 1 si s > s0 (s0 suffisamment grand), si u est une section
définie sur la demi-boule et appartenant à l’espace fonctionnel à double
poids Ck,αδ1 ,δ2 de cette demi-boule, ϕu est définie sur l’espace tout entier et
appartient à l’espace fonctionnel de mêmes poids défini sur l’espace tout
entier. Ce dernier fait est une conséquence du lemme 1.2.
Cette convention sera en vigueur dans toute cette section comme dans la
suivante, et nous ne distinguerons pas dans les notations les sections ini-
tialement définies au voisinage de l’infini de leurs versions tronquées et
étendues.
Nous considérons toujours un opérateur (issu de la métrique g) du type
L = ∇∗∇+R agissant sur les sections d’un fibré tensoriel naturel E, et nous
supposerons que l’opérateur hyperbolique modèle Lh est inversible. Après
recollement de la métrique g avec la métrique hyperbolique sur l’autre
demi-boule (voir le début de la section 5) et choix d’une valeur de t suffi-
samment petite, le Lemme 5.3 implique immédiatement le résultat suivant,
que nous appellerons lemme de régularité :
Lemme 6.1. Soit ℓ > k > 2, α ∈]0, 1[. Si une section u vérifie
u ∈ Ck,αδ′,β et L(u) ∈ Cℓ−2,αδ,β ,
où µ− 6 0 < δ′ 6 δ < µ+ et (δ, β) vérifient les conditions du lemme 2.5,
alors nécessairement u ∈ Cℓ,αδ,β .
L’objectif de ce paragraphe est de démontrer que le lemme de régularité
entraîne un résultat de décroissance des dérivées transverses. Afin d’énon-
cer plus facilement le résultat, nous appellerons opérateur polyhomogène
au moins quadratique (d’ordre 2) un opérateur q tel que
(1) il existe une série formelle∑
i>2
Pi
où chaque Pi est un polynôme de degré i en
Id, ∂s, e−s∇˜H, ∂2s , e−2s(∇˜H)2, e−s∇˜H∂s
dans le cas réel, et en
Id, ∂s, e−s/2∇˜H, e−s∇˜R, ∂2s , e−2s(∇˜R)2, e−s(∇˜H)2,
e−s∇˜R∂s, e−s/2∇˜H∂s, e−3s/2∇˜R∇˜H
dans le cas complexe, à coefficients polyhomogènes dans ˙A0,0 ;
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(2) pour tout δ > 0, il existe N > 2 tel que pour tout u dans Ck+2,αδ1,δ2 ,
q(u) −
∑
26i6N
Pi(u) ∈ Ck,αδ1+δ,δ2 .
Un exemple typique d’un tel opérateur est la différence entre l’opérateur
g 7−→ Ricg +(δg)∗Bg¯(g) − Ricg¯
agissant sur les métriques asymptotiquement hyperbolique et sa différen-
tielle en la métrique g¯ supposée polyhomogène et de même comportement
dominant que g. Ce fait se constate facilement par exemple sur les expres-
sions explicites de la courbure de Ricci et de l’opérateur de Bianchi données
dans la section 4. Par exemple, on peut écrire tout terme de la forme (matri-
cielle) g−1∂2g comme (en notant g = g¯ + r) :
(g¯ + r)−1∂2(g¯ + r) = g¯−1∂2g¯ +
(
g¯−1∂2r − g¯−1rg¯−1∂2g¯
)
+ g¯−1rg¯−1∂2r + g¯−1
∞∑
k=2
(−1)k(rg¯−1)k∂2(g¯ + r).
La différence avec la partie d’ordre inférieur ou égal à 1 (vue comme agis-
sant sur r) est donc
g¯−1rg¯−1∂2r + g¯−1
∞∑
k=2
(−1)k(rg¯−1)k∂2(g¯ + r)
et il est clair que cet opérateur vérifie toutes les hypothèses nécessaires pour
être qualifié d’opérateur polyhomogène au moins quadratique : pour tout
poids δ, il s’écrit bien comme la somme d’une partie polynômiale à coeffi-
cients polyhomogènes en le 2-jet de r et d’un terme vivant dans un espace
de poids δ en la direction radiale (tronquer la somme et le développement
de l’inverse de g¯ à un ordre suffisamment élevé). Les autres termes appa-
raissant dans l’opérateur se traitent évidemment de la même façon.
Proposition 6.2. Soit k > 2, α ∈]0, 1[ et (δ1, δ2) vérifiant les conditions du
lemme 2.5, et on suppose que le premier poids critique supérieur µ+ de L
est supérieur ou égal à 1. Si u ∈ Ck,αδ1,δ2 est solution de
Lu = ℓ(u) + q(u) + f
où
– ℓ est un opérateur différentiel linéaire à coefficients polyhomogènes
qui appartient à l’algèbre e−sQ1 dans le cas réel, e−s/2Q1 dans le cas
complexe ;
– q est un opérateur polyhomogène au moins quadratique ;
– et f est une section de ˙Aµ++η,δ2 (pour un η > 0) modulo C∞∞,δ2,
alors pour tout δ < 1 dans le cas réel et δ < 1/2 dans le cas complexe et
pour tout opérateur différentiel linéaire Q dans l’algèbre Q,
– Q(∇˜H)ku ∈ C0µ++δ,δ2 pour tout k ∈ N dans le cas réel ;
– Q(∇˜H)k(∇˜R)k′u ∈ C0µ++δ,δ2 pour tous (k, k′) ∈ N2 dans le cas complexe.
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Preuve. – Le raisonnement diverge légèrement selon le caractère réel ou
complexe de l’espace modèle, en raison de l’existence (ou non) d’une aniso-
tropie dans les dérivées transverses. Nous nous contentons ici de la preuve
dans le cas complexe, plus délicate, le cas réel s’en déduisant facilement.
On commence par remarquer qu’en vertu du lemme de régularité, une
section u vérifiant les hypothèses de l’énoncé est en réalité dans C∞µ+−ε,δ2
pour tout ε > 0, ce qui justifie de s’intéresser à l’ensemble de ses dérivées.
La suite de la preuve procède par récurrence, de manière analogue à ce qui
est fait par exemple dans [4] : le principe est de faire une récurrence sur
k + k′, à l’intérieur de laquelle s’insère une récurrence sur k.
Amorce (k + k′ = 0). Il suffit de calculer
L(∇˜Ru) = [L, ∇˜R]u + ∇˜R(Lu).
Comme [L, ∇˜R] ∈ Q, le premier terme du membre de droite est dans C∞µ+−ε,δ2
pour tout ε > 0. Le second se décompose en
∇˜R(Lu) = [∇˜R, ℓ]u + ℓ(∇˜Ru) + ∇˜R(q(u)) + ∇˜R f ;
on constate alors que
(1) comme f est somme d’un terme polyhomogène fini et d’un terme
décroissant très rapidement au voisinage de l’infini, ∇˜R f est néces-
sairement dans C∞µ+−ε,δ2 (on notera ici qu’une dérivée selon R ou H
d’un terme polyhomogène n’entraîne pas de perte de poids—ce fait
sera fréquemment utilisé dans la suite) ;
(2) q(u) est dans C∞µ+−ε+1,δ2 en raison de l’hypothèse sur le dévelop-
pement de Taylor de la fraction rationnelle q (on utilise ici que
µ+ > 1) ;
(3) [∇˜R, ℓ] est dans Q en vertu des résultats de la fin de la section précé-
dente, donc [∇˜R, ℓ]u est dans C∞µ+−ε,δ2 ;
(4) ∇˜Ru est dans C∞µ+−1−ε,δ2 donc ℓ(∇˜Ru) est dans C∞µ+−1/2−ε,δ2 .
Autrement dit, L(∇˜Ru) est dans C∞µ+−ε−1/2,δ2 , d’où l’on déduit par le lemme
de régularité que ∇˜Ru ∈ C∞µ+−ε−1/2,δ2 . Ce résultat peut être immédiatement
réintroduit dans le point (4) : ℓ(∇˜Ru) est alors dans C∞µ+−ε,δ2 et le lemme de
régularité fournit l’estimation souhaitée :
∇˜Ru ∈ C∞µ+−ε,δ2 .
En ce qui concerne la dérivée selon un vecteur h dans H, on a de nouveau
L(∇˜hu) = [L, ∇˜h]u + ∇˜h(Lu)
et le terme le plus à droite est traité comme précédemment (noter qu’une dé-
rivée selon H ne fait perdre qu’un poids égal à 1/2, ce qui évite l’argument
en deux temps utilisé plus haut pour la dérivée selon R). De plus,
[L, ∇˜h]u = −2∇˜e−s/2 Jh∇˜e−s/2Ru + Qu ;
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la décroissance du premier terme provient donc de l’estimation obtenue
quelques lignes plus haut sur ∇˜Ru et toutes ses dérivées, tandis que le second
terme ne pose pas de problèmes. En appliquant une fois de plus le lemme
de régularité, on obtient que e−s∇˜Ru et e−s/2∇˜Hu sont dans C∞µ++δ,δ2 et donc
que Qu ∈ C∞µ++δ,δ2 pour tout opérateur différentiel linéaire Q dans Q. Une
relecture attentive du raisonnement que nous venons de tenir montre que δ
peut être pris égal à n’importe quel réel plus petit que 1 dans le cas réel et
que 1/2 dans le cas complexe.
Récurrence. Donnons nous maintenant deux entiers k, k′ avec k + k′ > 0 et
supposons que le résultat souhaité est connu pour tout couple (k1, k′1) avec
k1 + k′1 < k + k′ ou avec k1 + k′1 = k + k′ et k1 < k. Prenons maintenant
k + k′ + 1 champs de vecteurs ξi sur le bord à l’infini, égaux ou bien à un
élément de H ou à R et notons K = k + k′. Comme précédemment
L(∇˜ξ1 · · · ∇˜ξK+1u) = [L, ∇˜ξ1 · · · ∇˜ξK+1]u + ∇˜ξ1 · · · ∇˜ξK+1(Lu)
=
K+1∑
p=0
∇˜ξ1 · · · ∇˜ξp−1 [L, ∇˜ξp] ∇˜ξp+1 · · · ∇˜ξK+1u
+ ∇˜ξ1 · · · ∇˜ξK+1(Lu).
Intéressons nous ici au premier terme du second membre : pour tout p,
(1) si ξp = R, [L, ∇˜ξp] ∈ Q et on en conclut que
∇˜ξ1 · · · ∇˜ξp−1 [L, ∇˜ξp] ∇˜ξp+1 · · · ∇˜ξK+1u ∈ C∞µ++δ,δ2
en utilisant conjointement l’hypothèse de récurrence avec k1 = k et
k′1 = k′1 − 1 et celle avec k1 + k′1 = k + k′ et k1 = k1 − 1 (noter ici
que les commutateurs entre dérivées transverses et éléments deQ ne
font apparaître modulo Q que des termes contenant une dérivée de
moins selon H et le même nombre global de dérivées transverses,
qui sont donc redevables de l’hypothèse de récurrence) ;
(2) si ξp ∈ H, le commutateur [L, ∇˜ξp] peut faire apparaître modulo Q
un terme en dérivées de R, qui est bien contrôlé d’après l’hypothèse
de récurrence avec k1 + k′1 = k + k′ et k1 = k1 − 1.
En conclusion, chacun des termes dans la somme est dans C∞µ++δ,δ2 , reste à
traiter le dernier terme du second membre. Celui se décompose à nouveau
en une somme de termes faisant intervenir successivement f , q(u) et ℓ(u).
Tous ces termes se traitent comme dans l’amorce (noter que l’hypothèse
µ+ > 1 joue de nouveau un rôle dans le contrôle du terme en q(u)), le terme
en ℓ(∇˜ξ1 · · · ∇˜ξK+1u) étant une fois encore le plus embarrassant si ξK+1 = R.
Le lemme de régularité (appliqué éventuellement deux fois comme dans
l’amorce) assure alors que ∇˜ξ1 · · · ∇˜ξK+1u est dans C∞µ+−ε,δ2 , et on en tire im-
médiatement que toute expression de la forme Q∇˜ξ1 · · · ∇˜ξK u est dans l’es-
pace C∞µ++δ,δ2 souhaité. 
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On notera que, dans la preuve, on aurait pu se contenter de prouver la
décroissance transverse pour les seules dérivées dans les directions de H,
celles dans les directions de R s’en déduisant par crochet. Cette remarque
n’évite pas la nécessité d’estimer au moins une dérivée selon R puisque le
commutateur de L et de ∇˜H en fait apparaître. Nous avons préféré donner la
preuve générale ci-dessus car elle n’est en réalité pas plus longue.
7. De´veloppement polyhomoge`ne des me´triques d’Einstein
asymptotiquement hyperboliques
Nous considérons maintenant une métrique d’Einstein lisse g et asymp-
totiquement hyperbolique sur une demi-boule
M =
{x
2
1 + · · · + x2n < 1, x1 > 0} dans le cas réel,
{(x1 + x23+···+x2n2 )2 + x22 < 1, x1 > 0} dans le cas complexe,
de terme dominant à l’infini g0 = g0(γ), avec γ lisse, au sens où
g − g0 ∈ C1,αβ
où α ∈]0, 1[ et β > 0. La valeur de β > 0 sera toujours la même dans toute la
suite, choisie de façon à satisfaire les inégalités du lemme 2.1. Par ailleurs,
nous noterons
ρ(x) =

√
x21 + · · · + x2n dans le cas réel,√(
x1 +
x23+···+x2n
2
)2
+ x22 dans le cas complexe.
Quitte à restreindre la demi-boule, nous pouvons alors tronquer et recoller g
comme précédemment à la métrique hyperbolique modèle (voir de nouveau
le début de la section 5), de telle sorte qu’elle s’étende en une métrique
de courbure sectionnelle strictement négative sur le demi-espace {x1 > 0}
tout entier, d’Einstein sauf sur un demi-anneau {x1 > 0, 12 < ρ(x) < 34}.
La section 3 produit alors une métrique conforme (que nous continuerons
à noter γ, aucune ambiguïté n’étant à craindre) sur le bord à l’infini de la
demi-boule N = {x1 > 0, ρ(x) < 12}.
Dans les coordonnées adaptées à cette nouvelle métrique, on a alors dans
la demi-boule
g − g0(γ) ∈ C1,αβ,β .
Il est alors connu que l’on peut construire dans cette demi-boule une métri-
que asymptotiquement hyperbolique polyhomogène qui est solution appro-
chée des équations d’Einstein à un ordre élevé et dont le terme dominant
est la métrique g0. Cette construction remonte à Fefferman et Graham dans
le cas réel [7, 10] et est due à Seshadri dans le cas complexe [14], voir
aussi [4]. La méthode repose sur la résolution d’équations différentielles
et s’applique donc tout aussi bien au cas où la métrique sur le bord γ est
la métrique complète obtenue à la suite des constructions de la section 3.
Dans ce dernier cas la solution approchée obtenue est polyhomogène dans
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les espaces à double poids définis dans la section 5. Plus précisément, en
notant ν0 = n − 1 dans le cas réel et ν0 = m dans le cas complexe :
Lemme 7.1. Il existe une métrique ¯φ sur la demi-boule vérifiant :
(1) ¯φ − g0 ∈ ˙A1,1 dans le cas réel, ˙A1/2,1 dans le cas complexe ;
(2) Ric ¯φ +c ¯φ ∈ ˙Aν,1 modulo C∞∞,1 pour un certain ν > ν0 ;
(3) les termes apparaissant dans le développement de ¯φ sont des termes
exponentiels d’exposants tous entiers dans le cas réel et demi-entiers
dans le cas complexe, sans termes polynômiaux à l’exception d’un
éventuel terme en seν0s.
Nous pouvons évidemment prolonger ¯φ sur la boule tout entière en la
recollant avec la métrique hyperbolique. D’après la section 4, il est alors
possible de trouver un difféomorphisme Φ de la boule induisant l’identité
au bord à l’infini de telle sorte que la métrique tirée en arrière, que nous
désignerons par φ = Φ∗g, soit solution de
B
¯φ(φ) = 0,
sur la demi-boule {x1 > 0, ρ(x) < 12 }. Par le lemme 4.4, on a alors sur la
demi-boule
φ − ¯φ ∈ C∞β,β
pour un certain β > 0. D’autre part, les équations impliquent immédiate-
ment
F(φ) = Ricφ +cφ + (δφ)∗B
¯φ(φ) = 0.
avec c = n − 1 dans le cas réel et c = m+12 dans le cas complexe.
Puisque φ − ¯φ ∈ C∞β,β, par le lemme 6.1, on obtient
φ − ¯φ ∈ Ck,αν0−ε,β
pour tout ε > 0, voir par exemple [4, section 4]. On notera ici que le premier
poids critique supérieur µ+ de l’opérateur obtenu comme la différentielle
de F (en n’importe quelle métrique asymptotiquement hyperbolique) n’est
autre que le nombre ν0 introduit plus haut [2], qui est toujours supérieur ou
égal à 1.
Le but de cette section est de prouver l’existence d’un développement
polyhomogène de φ. Pour des raisons techniques, il est commode d’intro-
duire une version précisée de la polyhomogénéité. Nous notons à partir de
maintenant L la différentielle de F en g0 :
Définition 7.2. Un développement L-polyhomogène est un développement
polyhomogène de la forme ∑
aσ,τ r
σ e−τr
dont toutes les puissances τ sont dans le monoïde (additif) NL engendré par
les poids critiques supérieurs de L et par 1 dans le cas réel ou par 12 dans le
cas complexe.
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L’intérêt de cette définition est que la suite des puissances τ qui appa-
raissent dans un tel développement, une fois ordonnée, tend nécessairement
vers l’infini. De manière un peu plus précise, on définit la suite de réels
positifs
a0 = 0, µ+ + ak+1 = min{λ ∈ NL , λ > µ+ + ak}
où µ+ est le premier poids critique supérieur de L = dFg0 (cf. plus haut).
Autrement dit, la suite (µ+ + ak) est exactement la suite des puissances de
er qui apparaissent dans un développement L-polyhomogène. Par construc-
tion, on a donc µ+ + ak ∈ NL, limk→∞ ak = +∞, et ak+1 6 ak + 1 dans le cas
réel, resp. ak+1 6 ak + 12 dans le cas complexe, tous faits utiles pour la suite.
Nous rappelons enfin que nous disposons d’une solution approchée et L-
polyhomogène ¯φ, telle que ¯φ − g0 ∈ ˙A1,β dans le cas réel, ¯φ − g0 ∈ ˙A1/2,β
dans le cas complexe et
F( ¯φ) ∈ Aν,β mod. C∞∞,β,
où ν > µ+ = µ+ + a0. Le principal résultat technique de cet article est alors
le suivant :
Théorème 7.3. Si φ satisfait toutes les hypothèses précédentes, il existe une
suite (φk) de solutions approchées L-polyhomogènes telle que
(1) φk = ¯φ + ψ0 + · · · + ψk, avec ψk ∈ ˙A[µ+ + ak]β pour tout k ∈ N ;
(2) pour tout k ∈ N, F(φk) ∈ ˙Aµ++ak+1 ,β modulo C∞∞,β ;
(3) en notant rk = φ−φk, pour tous k et p dans N, il existe δ > 0 tel que
(∇˜trans)prk ∈ C0µ++ak+δ,β
où ∇˜trans désigne toute dérivée dans une direction du bord à l’infini.
Ce résultat entraîne immédiatement le suivant, qui constitue la version
quantitative de notre théorème 1 de l’introduction.
Théorème 7.4. Soit une demi-boule
M =
{x
2
1 + · · · + x2n < 1, x1 > 0} dans le cas réel,
{x21 + x22 +
( x23+···+x2n
2
)2
< 1, x1 > 0} dans le cas complexe,
et γ une métrique lisse sur ∂∞M = {x1 = 0} ∩ ¯M, resp. η une structure de
contact lisse et J une structure presque complexe lisse dans H = Ker η sur
∂∞M telles que γ = dη(·, J·) soit définie positive.
Si g est une métrique d’Einstein asymptotiquement hyperbolique réelle,
resp. complexe, au sens où g − g0(γ) ∈ C1,αε pour α ∈]0, 1[ et ε > 0, alors
il existe une demi-boule N incluse dans M, un difféomorphisme Φ de ¯N
induisant l’identité sur ∂N∪∂∞N, une suite de métriques asymptotiquement
hyperboliques gk sur N, à développement polyhomogène fini, et un couple
(δ, η) de réels strictement positifs tels que
∀k ∈ N, Φ∗g − gk ∈ C∞µ++ak+δ,η(N).
De plus, la même estimation est valable pour toutes les dérivées trans-
verses.
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Preuve du théorème 7.3. – L’existence de la suite (φk) se démontre une
nouvelle fois par récurrence. Profitons en pour rappeler que la convention
énoncée au début de la section 6 est toujours en vigueur.
7.1. Amorce. Elle est immédiate car on commence la récurrence en k = −1
en ajoutant aux définitions de l’énoncé φ−1 = ¯φ (soit ψ−1 = 0) et a−1 = −1.
Le seul point à démontrer est l’estimation (3) sur les dérivées transverses
du reste, qui est une conséquence des résultats de la section précédente. De
fait, un développement au premier ordre de l’opérateur F au point g0 donne
0 = F(φ) = F( ¯φ) + dF
¯φ(r−1) + q−1(r−1).
Or
(1) F( ¯φ) ∈ Aµ++a0+δ,β (pour un certain δ > 0) modulo C∞∞,β, par construc-
tion ;
(2) dF
¯φ = L+ (dF ¯φ − L), où ℓ−1 := dF ¯φ − L est un opérateur différentiel
linéaire à coefficients polyhomogènes et qui appartient à e−sQ1 dans
le cas réel ou e−s/2Q dans le cas complexe ;
(3) le reste q−1 est un opérateur polyhomogène au moins quadratique
au sens de la section précédente.
On peut alors écrire
L(r−1) = −F( ¯φ) − ℓ−1(r−1) − q−1(r−1)
et l’opérateur L est redevable du résultat du lemme 5.3 avec nos choix de
métriques car ˜A + R0 est positif, voir par exemple [2]. Les résultats de la
section 6 fournissent alors l’existence d’un δ > 0 tel que
Q(∇˜trans)pr−1 ∈ C0µ++δ,β
pour tout p ∈ N et tout Q dans Q.
7.2. Récurrence. Supposons maintenant les φ j construits pour −1 6 j 6 k
de telle sorte qu’ils vérifient les propriétés (1–3) du théorème 7.3. Le calcul-
clé, que nous avons déjà utilisé, est le suivant :
0 = F(φ) = F(φk) + dFφk(rk) + qk(rk)
= F(φk) + L(rk) + (dFφk − L)(rk) + qk(rk)
où qk est l’opérateur obtenu à partir de F en lui ôtant son linéarisé en φk
et L est, comme précédemment, l’opérateur linéarisé en g0, terme dominant
de φk. Il s’agit donc d’un opérateur polyhomogène au moins quadratique au
sens de la section précédente. Ceci conduit à
I(rk) = − [F(φk)]µ++ak+1 −
(
F(φk) − [F(φk)]µ++ak+1
)
− Ltrans(rk) − (dFφk − L) (rk) − qk (rk).
Cette équation s’écrit de manière condensée sous la forme
I(rk) = − [F(φk)]µ++ak+1 − ek+1
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où l’on a regroupé tous les termes du membre de droite sauf le premier
dans ek+1. En utilisant les différentes hypothèses de la récurrence et le fait
que µ+ > 1, on voit de plus aisément que
ek+1 ∈ C0µ++ak+1+ε,β
pour un ε > 0 : l’assertion (3) de l’hypothèse de récurrence et Ltrans ∈ Q0
permettent de traiter le terme en Ltrans, les autres estimations sont immé-
diates ; remarquer néanmoins une fois encore qu’on utilise µ+ > 1 (hypo-
thèse dont nous avons déjà noté qu’elle est heureusement vérifiée dans les
deux situations qui nous intéressent). Pour définir ψk+1, il nous faut mainte-
nant considérer différents cas suivant la position de µ+ + ak et µ+ + ak+1 par
rapport aux poids critiques supérieurs.
Cas 1 : µ+ + ak > µmax+ . On a donc µ+ + ak + δ > µmax+ et le fait que rk soit
dans C0µ++ak+δ,β pour un δ > 0 entraîne immédiatement que
rk = G∞([F(φk)]µ++ak+1) + G∞(ek+1).
On pose alors
ψk+1 = G∞([F(φk)]µ++ak+1) ∈ ˙A[µ+ + ak+1]β
où nous avons noté ici G∞ l’opérateur qui est égal sur chaque espace propre
de A˜ +R0 à l’opérateur scalaire G∞ défini plus haut avec le couple de poids
(µ(i)− , µ(i)+ ) correspondant à l’espace propre considéré.
Comme µ++ak+1 > µmax+ , tout échange entre dérivations transverses et in-
tégrales entre r et +∞ est licite (convergence dominée évidente) donc ψk+1
est polyhomogène à coefficients lisses et les coefficients vivent dans l’es-
pace de poids β sur les tranches. On définit alors φk+1 = φk+ψk+1, et le reste
des notations à l’avenant. L’assertion (2) provient alors d’un développement
de Taylor à l’ordre 1 de F(φk+1), analogue à celui fait plus haut :
F(φk+1) = F(φk + ψk+1)
= F(φk) + (dFφk)(ψk+1) + qk(ψk+1)
= F(φk) + L(ψk+1) + (dFφk − L)(ψk+1) + qk(ψk+1),
où qk est l’opérateur (polyhomogène au moins quadratique au sens de la
section précédente) obtenu en ôtant à F sa valeur et son linéarisé en φk.
Ainsi,
F(φk+1) = [F(φk)]µ++ak+1 + I(ψk+1)
+ F(φk) − [F(φk)]µ++ak+1
+ Ltrans(ψk+1) + (dFφk − L)(ψk+1) + qk(ψk+1).
Dès lors,
(1) la première ligne dans le membre de droite est nulle par construction
de ψk+1 ;
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(2) comme F(φk) est L-polyhomogène, le terme apparaissant à la deuxième
ligne est dans ˙Aµ++ak+2 ,β : en effet, l’opérateur F est
φ 7−→ Ricφ +cφ + (δ ¯φ)∗B
¯φ(φ)
et le calcul explicite de F(φk) (expression déjà étudiée précédem-
ment) fait intervenir des dérivées radiales du terme polyhomogène
φk (qui conservent les poids), des dérivées transverses (qui pro-
duisent un gain d’un poids dans le cas réel ou d’un demi-poids dans
le cas complexe), et des produits de ces mêmes termes, le tout mo-
dulo C∞∞,β. Au final, il apparaît un terme dominant, nécessairement
de poids µ+ + ak+1 par hypothèse de récurrence, et des termes com-
plémentaires dont les poids sont obtenus par des sommes finies des
différents µ+ + ai pour i 6 k et d’entiers dans le cas réel, resp. de
demi-entiers dans le cas complexe. Par définition de la suite ak, tous
ces poids sont supérieurs ou égaux au plus petit élément du monoïde
strictement supérieur à µ+ + ak+1 soit µ+ + ak+2 ;
(3) enfin, ψk+1 étant L-polyhomogène et dans ˙A[µ+ + ak+1]β, tous les
autres termes sont dans ˙Aµ++ak+1+1 dans le cas réel et ˙Aµ++ak+1+1/2
dans le cas complexe car dFφk − L est dans e−sQ1 dans le cas réel ou
e−s/2Q1 dans le cas complexe, qk préserve les poids et µ+ > 1.
Dans tous les cas,
F(φk+1) ∈ ˙Aµ++ak+2,β mod. C∞∞,β.
Démontrons enfin l’assertion (3), en étudiant d’un peu plus près
ek+1 =
(
F(φk) − [F(φk)]µ++ak+1
)
+ Ltrans(rk) + (dFφk − L) (rk) + qk (rk).
On constate alors que
(1) par L-polyhomogénéité, toutes les ∇˜trans-dérivées du premier terme
de ek+1 sont dans ˙Aµ++ak+2,β modulo C∞∞,β ;
(2) par hypothèse de récurrence sur rk, plus précisément l’assertion (3),
toutes celles du deuxième terme sont dans C0µ++ak+1+η,β dans le cas
réel, resp. C0µ++ak+1/2+ε,β dans le cas complexe, pour un certain ε > 0
(se souvenir que Ltrans est dans Q0 d’où le gain d’un poids, resp.
demi-poids... –éventuellement avec une correction −η à cause de la
possible apparition de termes polynômiaux) ;
(3) l’assertion (3) sur rk entraîne que toutes les dérivées transverses de
(dFφk −L) (rk) sont dans le même espace C0µ++ak+1+ε,β dans le cas réel
ou C0µ++ak+1/2+ε,β dans le cas complexe car dFφk − L est à coefficients
polyhomogènes et vit donc dans e−sQ1 ou e−s/2Q1, d’où de même un
gain de presque un ou un demi poids ;
(4) enfin, les dérivées transverses de qk (rk, rk) sont toujours dans ce
même espace en utilisant encore une fois l’assertion (3) pour rk,
les hypothèses sur qk et que µ+ > 1.
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On en conclut donc que (∇˜trans)pek+1 ∈ C0µ++ak+1+δ,β, pour un δ > 0. En parti-
culier, G∞ commute aux dérivées transverses car µ++ak+1+δ est strictement
supérieur à µmax+ . Se souvenant que rk+1 = G∞(ek+1) ici, on a
∀p ∈ N, (∇˜trans)prk+1 ∈ C0µ++ak+1+δ,β ,
ce qui est le résultat voulu.
Cas 2 : µ+ + ak < µmax+ . Ce cas ne se rencontre qu’un nombre fini de fois
puisque les poids critiques supérieurs sont en nombre fini et que la suite
(ak) tend vers l’infini par construction (c’est ici que la L-polyhomogénéité
et l’ensemble NL jouent un rôle commode). Il se divise de plus en deux
sous-cas suivant que [µ++ak+δ, µ++ak+1] contient ou non un poids critique
(supérieur).
Sous-cas 2.1 : [µ+ + ak + δ, µ+ + ak+1] ne contient pas de µ(i)+ . On a alors
rk = G([F(φk)]µ++ak+1) + G(ek+1) + A(s)
où, sur le i-ème espace propre de A + R0,
G =
G0 si µ+ + ak+1 < µ
(i)
+
G∞ sinon
ces deux opérateurs étant définis avec le couple de poids (µ(i)− , µ(i)+ ) corres-
pondant à l’espace propre, et le terme A(s) est une somme finie de la forme∑
i
Ai e−µ
(i)
+ s
où les Ai sont des sections sur le bord à l’infini et i parcourt seulement les
espaces propres tels que µ+ + ak+1 < µ(i)+ . On peut alors définir
ψk+1 = G([F(φk)]µ++ak+1) ∈ ˙A[µ+ + ak+1]β,
puis φk+1, rk+1, etc. comme précédemment.
Vérifions d’abord que F(φk+1) est dans ˙Aµ++ak+2,β comme souhaité. On
commence par remarquer que ψk+1 est une somme de termes de deux types :
- des intégrales entre r et +∞ là où µ+ + ak+1 > µ(i)+ , donc où tous les
échanges entre intégrales et dérivations transverses sont licites ;
- des intégrales sur le segment [r0, r] où ces mêmes dérivations ne posent
évidemment pas de problèmes.
On écrit alors de nouveau
F(φk+1) = [F(φk)]µ++ak+1 + I(ψk+1)
+ F(φk) − [F(φk)]µ++ak+1
+ Ltrans(ψk+1) + (dFφk − L)(ψk+1) + qk(ψk+1)
et on constate que les mêmes arguments que ceux décrits dans le cas 1
fournissent que
F(φk+1) ∈ ˙Aµ++ak+2,β.
Une étude plus poussée du terme A(s) est nécessaire pour démontrer l’asser-
tion (3). Il s’agit d’un élément du noyau de l’opérateur indiciel, qui ne
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possède pour l’instant aucune régularité particulière en les directions trans-
verses, et la décroissance de ses éventuelles dérivées transverses (si elles
existent) n’est pas contrôlée. La méthode permettant d’obtenir cette régu-
larité est identique dans les deux sous-cas 2.1 et 2.2 ; elle entraîne immé-
diatement, comme nous le verrons, que l’assertion (3) de l’hypothèse de
récurrence est vérifiée au cran k + 1. Nous repoussons donc au paragraphe
7.3 ci-dessous la preuve de ces faits et nous nous intéressons d’abord au
second sous-cas.
Sous-cas 2.2 : [µ+ + ak + δ, µ+ + ak+1] contient un poids critique supérieur,
qui est nécessairement égal à µ+ + ak+1 par définition de la suite (ak). On
peut alors écrire comme précédemment
rk = G([F(φk)]µ++ak+1) + G(ek+1) + A0e−(µ++ak+1)s + A(s)
où A0 est une section sur le bord à l’infini (pour l’instant sans régularité) :
comme précédemment, on a sur le i-ème espace propre de A + R0
G =
G0 si µ+ + k + ε 6 µ
(i)
+
G∞ sinon
et le terme A(s) est défini comme dans le sous-cas 2.1. On pose alors
ψk+1 = G([F(φk)]µ++ak+1) + A0e−(µ++ak+1)s
(attention, ici le premier des deux termes de droite peut être nul), etc. L’étape
suivante est d’obtenir la régularité transverse de A0 et des termes interve-
nant dans A(s). Comme dans le sous-cas précédent, nous repoussons cette
preuve au paragraphe 7.3 ci-dessous ; l’assertion (3) s’en déduira immédia-
tement. Une fois cette étape réalisée, nous pouvons vérifier que F(φk+1) est
dans ˙Aµ++k+2,β, ce qui s’obtient en reprenant mot pour mot les raisonnement
déjà tenus dans le cas 1 et le sous-cas 2.1. On notera néanmoins que des dé-
rivées de ψk+1 interviennent dans les arguments menant à la décroissance de
F(φk+1) ; comme le terme en A0e−(µ++ak+1)s est partie prenante de ψk+1, il est
impératif d’avoir obtenu la régularité transverse auparavant pour conclure.
7.3. Régularité transverse et assertion (3) dans les sous-cas 2.1 et 2.2.
Comme plus haut, nous décomposons rk+1 et ψk+1 sur les espaces propres de
˜A+R0, de poids critiques associés (µ(i)− , µ(i)+ ). Les composantes d’une section
u seront alors notées u(i).
Sur les espaces propres où µ+ + ak > µ(i)+ ,
ψ(i)k+1 = G∞
(
[F(φk)](i)µ++ak+1
)
est donc polyhomogène à coefficients lisses,
r
(i)
k+1 = G∞(e(i)k+1)
et la régularité transverse et les contrôles des dérivées transverses sont donc
obtenus comme dans le cas 1.
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Sur les espaces propres où µ+ + ak+1 < µ(i)+ ,
ψ(i)k+1 = G0
(
[F(φk)](i)µ++ak+1
)
est polyhomogène à coefficients lisses (l’intégrale potentiellement problé-
matique est une fois encore une intégrale sur un segment). De plus,
r
(i)
k+1 = r
(i)
k − ψ(i)k+1 = G0(e(i)k+1) + Aie−µ
(i)
+ s
où Ai est un terme ne dépendant que des variables transverses et qui est
pour l’instant sans régularité particulière. Considérons cependant cette ex-
pression sur la tranche s = s0 : r(i)k est lisse en les variables transverses par
hypothèse de récurrence, ψ(i)k+1 l’est aussi comme on vient de le remarquer, le
terme en e−µ
(i)
− s dans G0(e(i)k+1) l’est également, et le second terme intégral est
nul puisque s = s0. Donc Ai est nécessairement lisse en les directions trans-
verses (un contrôle de la décroissance des dérivées transverses sera obtenu
un peu plus loin).
Il nous reste enfin à étudier dans le sous-cas 2.2 l’espace propre dont le
poids critique supérieur est égal à µ+ + ak+1. Nous notons ce poids critique
µ(0)+ par facilité, l’espace propre correspondant étant associé à l’indice i = 0.
On a alors
r
(0)
k+1 = G0(e(0)k+1)
et ce terme est donc lisse en les directions transverses (une fois encore,
l’intégrale potentiellement problématique est sur un segment). De plus,
ψ(0)k+1 = r
(0)
k+1 − r(i)k = G0
(
[F(φk)](0)µ++ak+1
)
+ A0e−µ
(0)
+ s
et on obtient la régularité de A0 comme dans le cas précédent en fixant
s = s0, car r
(0)
k est là encore lisse en les directions transverses par hypothèse
de récurrence.
Démontrons maintenant les estimées attendues sur les dérivées trans-
verses des r(i)k+1 dans les deux derniers cas. Elles sont immédiates pour les
termes en les Ai puisqu’ils sont polyhomogènes, vivent dans ˙Aµ(i)+ ,β avec
µ(i)+ > µ+ + ak+1, et sont lisses en les directions transverses : toute dérivée
transverse est donc de même poids. Il ne reste donc qu’à estimer les dérivées
transverses
(∇˜trans)p G0(e(i)k+1) = G0
(
(∇˜trans)p e(i)k+1
)
,
où i est éventuellement égal à 0. L’échange des dérivées et des intégrales
étant autorisé puisque le terme potentiellement problématique est en réalité
une fois encore une intégrale sur un segment, les estimations s’obtiennent
alors en remarquant que pour toute fonction f de l’espace à simple poids
C0α, ∣∣∣∣∣e−θs
∫ s
+∞
eθς f dς
∣∣∣∣∣ 6 Ce−αs
si θ , α, et ∣∣∣∣∣∣e−αs
∫ s
s0
eας f dς
∣∣∣∣∣∣ 6 Cseαs.
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8. Continuation unique dans le cas complexe
La démonstration de la continuation unique est analogue à celle dans
le cas réel [3], donc nous ne donnerons pas tous les détails. Il y a trois
ingrédients :
(1) l’existence d’une « équation spéciale » du bord, qui permet de mettre
les métriques dans une jauge géodésique ;
(2) la coïncidence à un ordre infini des deux métriques g1 et g2 dans
la jauge géodésique, qui résulte de la polyhomogénéïté et du calcul
des poids critiques supérieurs de la linéarisation L ;
(3) la coïncidence de g1 et g2 grâce aux estimations de Carleman, utili-
sées via la méthode de [3].
Commençons donc par (1). Une équation spéciale du bord est une fonc-
tion υ, s’annulant au bord {u = 0}, telle que |dυ|υ2g = 1, ce qui s’écrit encore
| dυ
υ
|g = 1. On cherche υ sous la forme υ = e2φu, d’où vient l’équation
(68) 〈 dφ√
u
,
du
u
〉
g +
|dφ|2g√
u
=
1
4
√
u
(
1 −
∣∣∣du
u
∣∣∣2
g
)
, φ|u=0 = 0.
Compte tenu du contrôle de la métrique obtenu au lemme 3.4, le second
membre est borné, en réalité O(v). D’un autre côté, le membre de gauche est
une équation aux dérivées partielles d’ordre 1 sur φ, se réduisant à ∂φ
∂
√
u
sur le
bord, donc l’hypersurface
√
u = 0 n’est pas caractéristique. (Le lecteur aura
remarqué que pour résoudre l’équation, il faut considérer
√
u plutôt que u
comme équation lisse du bord). Compte tenu de la forme de la métrique,
aucune singularité ne provient du bord {v = 0}, et on déduit qu’existe, au
voisinage du bord, une unique solution φ de l’équation (68), satisfaisant
φ = O(√uv).
(On peut borner aussi les dérivées de φ).
En utilisant les niveaux de la nouvelle fonction υ, la métrique est expri-
mée sous la forme
(69) g = dυ
2
υ2
+ gυ,
où gυ est une famille de métriques sur le bord à l’infini, satisfaisant les
mêmes conditions asymptotiques que dans le lemme 3.4. En outre, la se-
conde forme fondamentale I des tranches {υ = cst.} est uniformément bor-
née, ainsi que ses dérivées, et a asymptotiquement pour valeurs propres 1 et
1
4 :
(70) |∇kI| 6 ck, I −→

1
1
4
. . .
 .
Enfin, si deux métriques g1 et g2 coïncident à l’ordre o(e−(m+1)r) = o(xm+1),
alors après mise en jauge géodésique il est clair que la coïncidence persiste,
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avec
|g1 − g2| = o((υv2)m+1).
Passons à (2). L’existence d’un développement polyhomogène de la mé-
trique dans une jauge de Bianchi a pour conséquence que la métrique garde
un développement polyhomogène dans la jauge géodésique obtenue grâce
à une équation spéciale. En outre, les poids critiques pour ce développe-
ment sont nécessairement inclus dans ceux du développement en jauge de
Bianchi, c’est-à-dire sont des poids critiques supérieurs de la linéarisation
L. Un calcul facile basé sur les formules de théorie des représentations de
[2] donnne les valeurs m, 12 (m +
√
m2 + 8), 12(m +
√
m2 + 2m + 5) et m + 1,
donc le plus grand poids critique est m + 1. La coïncidence jusqu’à l’ordre
o(υm+1) implique donc la coïncidence jusqu’à l’ordre infini : O(υ∞). (Une
autre possibilité pour comprendre les poids critiques en jauge géodésique
consiste à utiliser le calcul par Seshadri [14, §4] de l’équation d’Einstein en
jauge géodésique).
Enfin, examinons la dernière étape (3) : une fois qu’on a la coïncidence
à un ordre infini en jauge géodésique, et les estimations de Carleman, la
démonstration de [3] s’applique verbatim, et nous ne la répéterons pas. Le
dernier pré-requis pour la preuve est donc l’estimation de Carleman : si ∆
est un opérateur elliptique géométrique du second ordre, agissant sur les
sections d’un fibré, de type ∇∗∇+termes d’ordre inférieur bornés, alors il
existe υ0 et C tel que, pour toute section f à support compact dans {0 < υ <
υ0}, qui est O(v) ainsi que ses dérivées, et pour tout λ ≫ 0, on ait
(71)∫
0<υ<υ0
|∆ f |2υ−λ volg > C
∫
0<υ<υ0
(
λ3| f |2 + λ|∇ f |2 + λ−1|∇2 f |2)υ−λ volg .
L’estimation de Carleman dans ce contexte est connue depuis longtemps,
on en trouvera une démonstration sous les hypothèses géométriques (69) et
(70) dans l’article [15]. La différence ici est que les tranches {υ = cst} sont
non compactes, mais comme elles sont complètes cela n’empêche pas les
intégrations par parties, possibles vu l’hypothèse sur f quand v → 0.
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