Absfract-A straightforward method is presented for the determination of the optimal sensor exploration in the localization of a polyhedral object, whose geometry is known. Optimality is intended in the sense of the a posteriori covariance matrix of the object position and orientation parameters. The method consists in decomposing the problem into simpler subproblems, eachone relative to a single planar face of the object. It requires reasonable processing time, i.e., comparable with the sensor activation time.
I. INTRODUCTION
The use of simple sensors (which provide, e.g., single scalar output measures) is attractive because of the simplicity of the processing. However, even for simple tasks, as the localization of a polyhedral object of known geometry, many sensor detections are needed to obtain a sufficiently accurate estimate of the object position and orientation. Infact the sensor measures are noise sensitive and they provide an uncertain estimate of the object position and orientation. Therefore, in order to expedite the object localization, it is desirable to restrict the number of the required sensor detections. To this end, "high quality" sensor detections must be selected, i.e., detections that highly reduce the residual ( a posteriori) positional uncertainty.
This correspondence illustrates a simple method to retrieve the sensor exploration, that minimizes a criterion based on the a posteriori uncertainty of the object position. It is supposed that a current estimate of the object position is given, e.g., derived from previous sensor observations, together with the covariance matrix of the position parameters. The criterion to be minimized is given by the determinant of the a posteriori (i.e., after the sensor detection) covariance matrix.
Some early work on optimal measurement appeared in the control literature (see, e.g., [9] , [lo] ). In [9] , some qualities of observability were defined for linear systems independent of the current information available on the system state: in the present work this information is taken into account in order to select the optimal sensor exploration for the specific situation. In [ 101 a general problem was considered, involving not only the measurement but also the control of a system under observation: this problem reduces to the optimization of a criterion different than ours.
The determination of optimal sensor explorations is not a new issue in the robotics literature ( [l] , [3] , [4] ). In [3] , the optimal exploration is determined for the characterization of an unknown object. In [I] , the optimal viewpoint is determined that allows a best recognition of the observed object among a given, finite set of possible ones. Hit-or-miss sensors are considered in [4], where recognition and localization tasks are considered. Most of the above methods require the examination of the whole set of the possible sensor explorations Manuscript received November I, lY91; revised August 19, 1993. This work is supported in part by C.N.R.: PFR 2 "Manuel", and "Urmad". Recommended for acceptance by Associate Editor T. Dean. in order to determine the optimal one, because of the generality of the considered problems. The specificity of the problem addressed in this paper makes it possible to derive a straightforward method to determine the optimal sensor exploration: in particular, it results that only the (visible) vertices of the planar faces of the object need to be considered for the determination of the optimal exploration by means of a range sensor.
In Section 11, the minimization problem is formulated for the threedimensional (six d.0.f.) case. Section 111 introduces a decomposition of the problem into simpler problems, each one relative to one of the planar faces constituting the object. In Section IV, the simpler (three d.0.f.) problems obtained in Section 111 are discussed. In Section V, the minimization method for the six d.0.f. problem is illustrated together with some experimental results and a discussion. Section VI concludes the correspondence.
PROBLEM FORMULATION
The position and orientation of a rigid object with six degrees of freedom can be described by three translation parameters (E, y, z ) , and by three roll-pitch-yaw rotation parameters (4.4, e). These rotational parameters indicate, respectively, the rotation about the E, the y, and the I' axis. We suppose that a current estimate of vector e= [.r y I' $1 4 e] of the position parameters, is given together with its covariance matrix:
We suppose that the sensor data are obtained by measuring the distance between the origin 0 of the base reference and the object surface L along a certain direction. This direction will be indicated as the "exploration" direction. This measure is taken by means of, e.g., an orientable range sensor whose output is the distance between sensor and surface along an established direction, or it is taken by means of a proximity sensor mounted on the robot arm gripper. In this case the sensor is moved along a certain direction until the sensorto-environment distance becomes lower than a certain threshold. In both cases, the exploration provides the position of a point which, in the absence of errors, would lie on the surface L . The point P of L which would be provided by an errorless exploration if the object were in its currently estimated position is called "exploration point".
The measurement result d is defined as the distance between the point provided by the exploration and the object surface L in its currently estimated position e (the a priori estimate of d is zero).
Since the measurements are affected by errors, then in general the distance between the point P' provided by the exploration and the surface L in its actual position e is not null. The "exploration" error s is given by the distance between the surface L and the point P', and it is characterized by its variance U' (see Fig. I ).
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where H is the 1 x 6 jacobian matrix of the partial derivatives of d with respect to the parameters of e calculated at 8. It is also supposed that both the parameter error e -B and the exploration error s are zero-mean normally distributed. In the case the measures are taken by means of a proximity sensor mounted on the robot arm gripper, the exploration error is given by a combination of i) the range measurement error of the proximity sensor and ii) the error in positioning the robot arm gripper. It is supposed that the variance o 2 of the exploration error . $ is constant (i.e., independent of the exploration point).
The problem can be formulated as the minimization of an uncertainty criterion J: given a current estimate 5 of the position parameters e and their covariance matrix ?1, determine the point P on L to be explored, in order to minimize the uncertainty criterion J . Letting A'( P) be the a posteriori covariance matrix of e after the exploration at a point P, the criterion to be minimized is given by:
If the random vector e is normally distributed, then this criterion is proportional to the square of the area of the uncertainty ellipsoid Given the 6 x 6 covariance matrix .1 of the position parameters, the covariance matrix AR" with respect to a transformed reference can be found in [6] . Its expression is reported:
where R indicates the rotation matrix of the transformation, while AIT indicates the matrix whose three columns are formed by the vector product between the translation vector t of the transformation and, respectively, the three column vectors of R.
The minimization problem will be decomposed into a set of minimization problems, each one associated to a single planar face i7 of the object surface L. Each of the component minimization problems is relative to only three out of the six degrees of freedom.
DECOMPOSITION OF THE MINIMIZATION PROBLEM
In the formulated problem, the exploration output is a scalar, noisy measure of the distance between the surface in its currently estimated position and the surface in its actual position, in the proximity of the exploration point. This measure observes only part of the parameter vector under estimation. As far as the determinant of the covariance matrix of the parameters is concemed, the following Lemma is useful in order to simplify the minimization of this uncertainty criterion.
Consider a partitioned parameter vector x to be estimated, and its current covariance matrix A. Suppose that only the first part x1 of x is observable by a measure vector z:
where v indicates a gaussian additive noise, with covariance matrix V , affecting the measure. This noise is supposed to be independent of x. Consider the partition of A according to the state vector partition, and its inverse E:
As a measure of z is taken, both the estimate of x and its covariance Rewriting this relation for the updated matrices Af and E', and noting that, since for the optimal (minimum error variance) estimator
coincides with Ez2. the Lemma is
When the object surface is constituted by planar faces, the Lemma makes it possible to decompose the six d.0.f. minimization problem into simpler (three d.0.f.) ones. In fact the exploration at a point on a planar face only produces information about three, out of six, spatial parameters; the exploration output is independent both of the translation components parallel to the plane, and of the rotation about the normal to the plane. This property, although intuitive, does not necessarily apply if alternative uncertainty criteria are adopted, such as, e.g., the trace of the covariance matrix [lo].
Once the partially optimum exploration points (i.e., those relative to the projected problems) have been determined, the globally optimum exploration point is selected as that one for which the determinant of the a posteriori complete covariance matrix 11' is minimum. In addition, the explicit calculation of the determinant of '1' for each partially optimum exploration point is not necessary. In fact, once the determinant of the a priori covariance matrix A is registered, the a posteriori determinant can be found (by the Lemma) simply by multiplying it by the ratio ~A l ' , l~/~A 1~~.
Then, the complete covariance matrix has only to be updated for the selected exploration point.
In each decomposition of the minimization problem, a planar face K is considered. Let n be the plane containing the face i7 in its nominal position. The current covariance matrix A of the spatial parameters must be rewritten with respect to a rotated reference. The minimization of the a posteriori covariance matrix A' reduces to the minimization of the a posteriori covariance matrix of the three projected parameters, i.e., those ones which affect the exploration result. The rotated reference is taken such that its x-axis, indicated by the waxis, is normal to the plane n: the y-axis and the z-axis We now analyze how the parameter description of an infinitesimal displacement varies as the plane reference translates along the plane. From Fig. 2a it is observed that the variation of the p parameter, associated to an infinitesimal displacement of II, described with respect to a reference whose origin is placed at coordinates (U, w), is given by h~. ,~. = 6 p S w S~-1 6 d . The jacobian matrix J3 associated to a translation of the reference then satisfies:
The result of an exploration at a point P : (0.0, U ] ) , which provides a point P' : ( u ' ,~' ,
Linearizing the exploration, we have (Fig\. 1 and 2):
IV. A THREE DEGREES OF FREEDOM MINIMIZATION PROBLEM
Let A,,9v be the a priori covariance matrix of the three plane parameters:
This matrix is independent ut the 1) coordinate of the origin 0 , but it depends both on the coordinates 71 and w, and on the rotation angle about 11. The covariance matrix relative to a reference, whose origin has coordinates ( I ] . io). is expressed by the relation found at the bottom o f the page.
and uLv are I 2 1 1 \ati>fying There IS a value ( c l " . u~~) of (il,w) for which both are ellipses. Therefore, within a polygonal face ZT which is entirely visible to the sensor, the minimum criterion value corresponds to one of the vertices of the convex hull of the polygon. Note that the first factor of (13) coincides with the determinant of the a priori covariance (sub)matrix of the plane parameters. Therefore, by the Lemma, the second factor is the ratio between the determinant of the a posteriori covariance matrix A' and that of the a priori matrix A. Thus, as mentioned in Section 111, only the evaluation of the following expression is needed for the minimization of the criterion (2):
In general, not all the points of the object surface L can be used as exploration points.
Definition: A point P on the object surface L is accessible to the sensor if there exists an exploration which (in the absence of exploration errors) can provide the point P when the object assumes its currently estimated position. A face 7r of the object surface is entirely accessible to the sensor if all its points are accessible.
Theorem: If the object surface L is constituted by polygonal faces, all of which are entirely accessible to the sensor, and the exploration error variance u z is independent on the exploration point, then the criterion (13) can be minimized by evaluating the criterion (14) only in correspondence to the vertices of the convex hulls of the faces of L.
In principle, this theorem allows to determine the optimal exploration point simply by considering, for each polygonal face F of I;, the vertices of the convex hull of F.
v. MINIMIZATION METHOD AND RESULTS

A. Minimization Method
According to the Theorem, a method to determine the optimal relative to IF minimize (14) 5 ) determine the face-vertex pair ( F , V ) which minimizes the Notice that since the object position is not known in advance, but only an estimate of it is known, one can not ensure that the point P' provided by an exploration at a vertex 1 . ' of face F is actually in front of F (i.e., the normal to F through P' intersects F). The actual goal of the method is to determine an exploration which provides a point in front of F, such that the expression (14) is minimum.
Given the uncertainty on the object position, one could determine for each face F the exploration point minimizing (14) subject to the constraint that the probability that the provided point is in front of F exceeds a certain threshold p (e.g.. p = 0.95). This calculation, however, is cumbersome. Relying on the small position uncertainties required to apply the linearized relations (I), the following simplified method can be applied to determine a nearly optimum exploration point.
expression (14).
Approximate Method:
1) determine the optimal face-vertex pair (F. I -) by the Rough method;
2) construct a reference Rv centered on V whose axes are parallel to those of RF 3) compute the covariance matrix referred to R v and extract o,.,, and uulw?; 4) consider the p-probability ellipse EF defined by with KF appropriate constant;
5) construct the four intersection points between the tangents to
ET parallel to the segments forming the vertex I,-; Fig. 3 . is at least p.
An exploration point P , whose probability to be in front of a face 6) retain the (unique) intersection point P intemal to the comer at 1'.
The coordinates (11.w) provided by this method are relative to the origin Tr of the reference R v (see Fig. 3 ). If P is extemal to the face F, then the procedure must be re-tried for other face-vertex pairs (possibly ordering them by the value of (13)): if no point P is obtained contained in any of the polygonal faces of L , then the procedure must be applied again with a lower probability threshold p.
Obsen*ation:
The above method relies on the complete accessibility of all the faces of L to the sensor. If the faces of L are only partially accessible, then the theorem statement can be modifed by observing that the optimum exploration point lies on the convex hull of the accessible part of one of the object faces. If a mobile probe is considered, which is mounted on an articulated robot, then the determination of the accessible points may involve the use of the configuration space [71, and it is beyond the scope of this paper. If the accessible points are those which are visible from an observation point 0 , then the method can easily be extended. In this case an aspect graph of the object [8] must be constructed off-line (i.e. when no estimate of the object position is available). By this construction the space surrounding the object is subdivided into regions. Each region is characterized by a parametric expression of the vertices of the visible part of the faces as a function of the position of the observation point 0. On-line (i.e., when a current estimate of the object position relative to 0 is known) the vertices of the visible part of the faces are determined, and the above minimization methods can be applied.
B. Results
The minimization method is illustrated by means of an example involving the localization of a polyhedral object by means of a proximity sensor mounted on the robot gripper. The geometric model of the object is reported in Fig. 4 . The a priori information about the object position and orientation has been derived from an observation by means of a monocular camera. The a priori covariance matrix A of the spatial parameters is given by:
The variance of the exploration error has been set to o2 = 1 mm'. A minimum error variance approach has been used for the estimate updating (3). Sequence 0 in Fig. 5 consists of three optimal explorations, sequences 1-5 are constituted by three explorations at random vertices, while sequences 6-10 are constituted by three explorations at random points on the object surface. Fig. 6 reports the (perspective) projections of ( a ) the initial estimate, and the estimates after (6) sequence 0, ( c ) sequence 7 (the best among sequences 1-10), and (d) sequence 5 (the second worst among sequences 1-10). Note that the exploration sequences at random vertices do not necessarily perform better than exploration sequences at random points internal to the faces. The optimum exploration is determined within a few milliseconds: this time is less than (or, at most, comparable with) the time due for the sensor activation.
C . Discussion I ) Optimal Exploration Batches:
We now consider the problem of planning optimal batches of (two or more) explorations. Two facts can be shown: i) all the exploration points constituting an optimal batch are vertices; and ii) an optimal batch, consisting in two explorations, does not necessarily contain the optimal single exploration. Therefore the problem of planning optimal batches, consisting in T explorations, can not be solved simply by solving a sequence of T optimization problems relative to single explorations. In stead, this problem can be solved by examining a number O( IVlr) of face-vertex pairs, where 
VI. CONCLUSION
A straightforward method has been presented for the determination of the sensor exploration, which minimizes the determinant of the a posteriori covariance matrix of the position and orientation parameters of a polyhedral object of given geometry. The minimization problem is decomposed into a set of simpler problems, each one relative to a single planar face. The method provides the optimal exploration within a time, which is comparable with the time due to the sensor activation. The estimates resulting from optimal explorations have favorably been compared with estimates resulting from random explorations.
Further work is in progress in this area concerning: 1) curved objects, 2) nonconstant exploration error variance 02, and 3) alternative uncertainty criteria. 
Robust Estimation for Range Image Segmentation and Reconstruction
Xinming Yu, T. D. Bui, and A. Krzyzak
A6stmct-This correspondence presents a segmentation and fitting method using a new robust estimation technique. We present a robust estimation method with high breakdown point which can tolerate more than 80% of outliers. The method randomly samples appropriate range image points in the current processing region and solves equations determined by these points for parameters of selected primitive type.
From K samples, we choose one set of sample points that determines a best-fit equation for the largest homogeneous surface patch in the region. This choice is made by measuring a RESidual Consensus (RESC), using a compressed histogram method which is effective at various noise levels. Aner we get the best-fit surface parameters, the surface patch can be segmented from the region and the process is repeated until no pixel left. The method segments the range image into planar and quadratic surfaces. The RESC method is a substantial improvement over the least median squares method by using histogram approach to inferring residual consensus. A genetic algorithm is also incorporated to accelerate the random search.
Index TemsSegmentation, surface fitting, robust estimation, random sampling, genetic algorithm, range image.
I. INTRODUCTION
The methods of segmentation and fitting for range image can be roughly divided into two categories: 1) methods using properties of the surface, and 2) methods based on extraction of primitives. Techniques of the first category explore the properties of each pixel and its neighbors. Normally they perform segmentation by extracting curvature and then finding edges [6] Canada.
1. Randomly sample K sets of p points (p = 3 or 9) from the current sample space S.
2.
For each set of points calculate the residuals of raw data using the primitive determined by these points, and make a histogram of the residuals.
3. From the K sets select the one whose histogram shows greatest power (explained below).
4.
Determine from the histogram the standard deviation o of the residuals, which is the noise level in the fitted surface region.
5.
Label the points of this primitive and remove them from S, so that this set of data will not be included in further processing.
6.
Remove outliers within the labeled region.
7.
Repeat steps 1-6 until S = 4. same sign of the surface curvature, or belonging to the same order of surfaces, or without discontinuity. It is difficult to use the first category to extract specific primitives. Methods in the second category extract required primitives directly from the unprocessed range image. The Hough transform (HT) is widely used for extraction of primitives and motion determination [l] , [5] , [l I]. The HT requires a very large space to store parameter voting in order to find primitives according to the maximum vote. To avoid the space requirement, Xu, Oja, and Kultanen [24] propose a new curve detection method, the randomized Hough transform (RHT). But all these methods need to discretize either the input data or the parameter space. They have problems with finely discretized z values of range image and with the nine parameters required to describe quadratic surfaces.
Recently, robust estimation techniques have gained importance for primitive extraction in computer vision applications [ 161. Robust estimation means that surface fitting is not influenced by outliers (gross errors) in the processing region. Fischler and Bolles [8] propose a random sample consensus (RANSAC) paradigm for model fitting to images. Rousseeuw and Leroy [ 191 propose a least-median-squares method (LMS) which can tolerate 50% outliers. Roth and Levine [17] use LMS for surface fitting. In [17] , segmentation is based on jump edge and roof edge extractions. This method cannot handle smoothly connected segments because it only detects jump and roof edges. Kamgar-Parsi and Netanyahu [ 141 fit a straight line to a noisy image using a median of the intercepts (MI) method. All these robust estimation methods provide a way to extract primitives from raw data 0162-8828/94$04.00 0 1994 IEEE
