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Stochastic Sleeping for Energy Conserving in Large Wireless Sensor Networks
Shi Gaotao and Liao M inghong
( School of Computer Science & Technology , Harbin Institute of T echnology , Harbin 150001)
Abstract Scheduling the nodes to w ork alternately can prolong the network lifetime eff icient ly The ex ist
ing solutions usually depend on the geographic information w hich may compromise the effect iveness as a
w hole In this paper, a stochast ic sleeping scheduling mechanism is studied and four stochast ic scheduling
schemes based on different informat ion are int roduced Furthermore, analysis and simulat ion are provided
in detail T he results show that stochast ic sleeping scheduling mechanism can reduce the w orking node
number and guarantee a high coverage rate in dif ferent level if the sleeping probability is set based on neigh
bors informat ion properly
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轮流工作[ 3, 4] ,这种方法是可行并且是合理的,因为






























盖 Wang[ 9]和 Huang[ 10]等人研究了传感器网络的
k 覆盖问题
另一类是节点随机睡眠 其基本思想是每个节
点以概率 p 睡眠,以 1- p 的概率保持工作状态 这
方面的研究集中在节点睡眠概率和节点感知半径、







定义 1 网络覆盖区域 如果物理位置点 m 距
离节点 i 不超过节点 i 的感知半径, 称 m 被节点 i
覆盖 节点 i 的覆盖区域是指以节点 i 为圆心, 以
Rs 为半径的圆环所覆盖区域, 记为 C i 网络的覆盖
区域 C 是指网络中所有节点覆盖区域的集合, 即
C=
i  S
C i , 其中 S 是网络所有节点的集合
如果在同一网络中, 调度算法 F 1和 F 2使得相
同的节点进入睡眠状态, 但是算法 F 1运行后的网
络覆盖区域比算法 F 2的网络覆盖区域大, 那么说
明在关闭了相同的节点数后算法 F 1依然维护了更




角度来说算法 A 性能更好 为此,给出定义 2和 3
定义 2 覆盖率 调度算法覆盖率是指调度算
法运行后网络的覆盖区域和调度算法运行前的网络
覆盖区域的比值, 记为 CR 若 C p 表示原始网络覆
盖区域, Ca表示算法运行后的网络覆盖区域, 那么
调度算法覆盖率可表示为 CR = | C a| | Cp| 记 CR
的期望值为E ( CR )
定义 3 睡眠率 调度算法的节点睡眠率是指
调度算法运行后的工作节点数和原始网络的工作节
点数的比值,记为 SR
定义 4 概率 P c和 P u| c
[ 13] 概率 Pc是指给定
一个点被传感器节点覆盖的概率,概率 P u| c是指原
来被网络覆盖的点因调度算法的影响而没有被覆盖
的概率
定理 1 节点分布在给定区域 S 内,则
E( CR ) = 1 - !
S
Pu| cdS | Cp | (1)
4 随机睡眠调度机制
本文假设每个节点的工作过程分为周期为 T
的轮( round) ,在每一轮的开始进行节点调度, 之后
根据调度结果, 工作的节点进行感知, 其他节点睡
眠,如图 1所示 这一假设并不需要每个节点具有
严格的时间同步, 我们将在第 5节解释其原因 基
于以上假设, 以下在讨论调度算法时只考虑在时间
同步的情况下每一轮中的情况




率 p = f mode1进行睡眠,其中,
f mode1 = (2)
这里 是一个在[ 0, 1]内的实常数 假设网络节
点个数为 N ,那么,最后的工作节点数为(1- )N






= e- A (1- ) - e- A ,
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其中 A = -  r 2, r= R s 因为 Cp= (1- e
- A
) S , 由
式(1)得算法运行后的覆盖率为
CR = 1 - e
- A ( 1- )
- e
- A





大 图 2也反映了在节点密度比较小时( A = 3) , 节
点睡眠概率的微量变化都会带来覆盖率的降低, 而
在密度比较高时变化不明显( A = 10)








同的概率 p = f mode2进行睡眠,其中,
f mode2 =
( n - k ) n , n ∃ k ,
0, n < k ,
( 4)
这里 k 是节点睡眠的效率参数, n 是节点感知区域
内的邻居个数, 可以在每轮开始时通过发送 Hello
消息获得 因此, 该调度算法的消息发送负载为
O( N ) , 接收消息负载为 O(  nN )
假设节点均匀分布, 根据式(1)可以得到其覆盖
率为
CR = 1- (1 - k n) n ( 5)




法的覆盖率低限是 1- e- k 图3给出了覆盖率变化
情况 其中的一个现象是当 k= 3时, 覆盖率的变化
非常小(从 1~ 0 97) , 也就是说此时节点的睡眠对
网络覆盖的影响很小 下面分析它的原因
如图 4所示, A 和B 互为邻居节点, 并且位于
彼此的感知区域内,根据几何知识, 节点 A 和 B 的
感知圆环所形成的圆心夹角 != 2arccos( d 2R s) , 因
为 0< d< R s,所以 2 3 % !<  ,因此,节点 A 的感
知区域若被其邻居节点瓜分至少需要 3 个 若考虑
感知区域之外的邻居节点,则所需最少的节点数还
会更加少 所以,当 k 设为 3时,所有邻居节点个数
小于等于 3的节点都将处于工作状态, 在这种情况
下,网络的覆盖率相对会非常高
F ig 3 Netw ork coverage ratio vs neighbor number ( a)
k= 1; ( b) k= 2; and ( c) k= 3
图 3 网络覆盖率随邻居节点数变化情况 ( a) k = 1;
( b) k= 2; ( c) k= 3












个节点的睡眠概率 p = f mode3, 其中,
f mode3 =
( n a- k ) na, n a ∃ k ,
0, n a < k ,
(6)








整个发送消息负载为 O ( N + S ) , 接收消息负载







如图 4所示,节点 A 和B 位于彼此的感知区域
内,它们之间的距离为 d ,则它们相交的区域面积为






















概率 p = f mode4睡眠,其中,
f mode4 =
I n - 1
I n
+ ∀ ( 7)
在这里, In ∃1 表示位于距节点 d 内的工作邻
居节点个数, 它可以按照第 4 3 节中的方法获得
0< ∀< 1是节点睡眠概率下限,这样当 In = 1 时节

















,所以有 ∀∃1 1 ∀ , 因此 In- 1
I n
+ ∀∃
1- 1 1 ∀ + 1 1 ∀ = 1,即这个节点应该以概率
1睡眠,因此,它不是工作节点,矛盾























首先, 每个节点孤立的可能性很小 对 mode2,
当节点的邻居个数小于 k 时, 该节点肯定处于工作
状态,也表明, 在网络均匀分布的情况下, 平均每个
节点最终至少会有 k 个工作邻居位于节点的感知
区域 对 mode3也相同 对 mode4, 节点的睡眠是根
据 d 内的邻居节点个数来定的 这从一方面减少网
络分离的可能性
此外, 一般节点的感知半径比通信半径小得
多[ 14] ,并且节点的通信半径可调 Zhang 等人[ 8]和
Wang 等人[ 9]已经证明, 当通信半径不小于感知半




















率的, 这类方式的性能在图 5 中给出 其他 3 种随
机调度算法的仿真结果分别如图 6~ 8 所示 其中
柱形图表示节点睡眠率, 曲线表示覆盖率
从图 5 可以看出, 基本上, 不管节点密度如何,
睡眠的节点率约等于 p , 这也符合最初的预料, 因
此,随着节点密度的增大,每次处于工作态的节点个
数增加,这样势必造成过多的节点冗余 比如, 当节
点数为 200和 300时,若节点以 50%的概率睡眠,
那么分别共约有 100和 150个节点处于工作状态,
而从图 5可以看出, 在节点数为 200时只需要 100
左右的节点足以达到较高的覆盖度
F ig 5 Constant Probability scheduling
图 5 固定概率调度性能




概率算法一样 图 6( b)给出了当 k 固定时网络覆盖
率随着网络密度的变化情况 可以看出, 当 k 值较
小时,节点的睡眠率很高,但是网络的覆盖率却非常




增加而增加 图 7( b)是相应的网络覆盖度随节点的
变化情况, 基本上可以看出, k 的设定对网络覆盖率
的影响很小, 惟一的异常点是当 k 值为 1 时网络覆
盖度基本上没有不超过 98 8% ,而且网络覆盖率不
稳定 然而, 即使这样, 在 k 值较小时, 网络的覆盖
率也比上一算法的覆盖率要高, 而且节点的睡眠率
也不低
F ig 6 Scheduling performance based on neighbor num
ber ( a) SR& CR vs k and ( b) SR& CR vs node num
ber
图 6 邻居信息指导概率调度性能 ( a) SR& CR 随参数
k 的变化情况; ( b) SR& CR 随节点数变化情况
Fig 7 Performance based on active neighbor number ( a)
SR vs node number and ( b) CR vs node number
图 7 动态邻居信息指导概率调度性能 ( a) 睡眠率变
化情况; ( b) 覆盖率变化情况
图 8是运行带距离的实时邻居信息指导的调度
算法结果 图 8( a)是算法产生的睡眠率随着网络内







的确定性睡眠调度算法 DT [ 3] 它使用节点位置信
息来关闭冗余节点 从图 9可以看出, 随机调度算
583石高涛等:大规模传感器网络随机睡眠调度节能机制
Fig 8 Scheduling per formance based on neighbor dis
tance ( a ) SR vs node number and ( b) CR vs node
number
图 8 邻居距离指导概率调度性能 ( a) 睡眠率变化情
况; ( b) 覆盖率变化情况
法比 DT 关闭了更多的节点 对于覆盖率, DT 算法
能够保证覆盖率为 1, 随机调度的覆盖率请参看图 7
和图 8 值得注意的是, DT 算法由于自身的设计和
边界效应并不能完全关闭冗余节点 综合图 7~ 9
可以看出随机睡眠调度能够在保证一定覆盖率的情
况下尽可能地让更多节点投入睡眠
Fig 9 P robability based vs position based
图 9 随机调度和基于位置信息调度比较
此外,实验比较了 mode3 和 mode4 的工作节点
之间的距离分布情况 将感知半径分成 5个等长的
区间,分别计算每一个区间内落入的邻居节点个数
如图 10所示, 可以看出, mode4 的大部分节点的邻
居都分布在远离圆心的区域,相比较, mode3在靠近
圆心的区域分布要高于 mode4
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