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Abstract
Schnabl recently constructed an analytic solution for tachyon condensation in Witten’s open string
field theory. The solution consists of two pieces. Only the first piece is involved in proving that the
solution satisfies the equation of motion when contracted with any state in the Fock space. On the
other hand, both pieces contribute in evaluating the kinetic term to reproduce the value predicted by
Sen’s conjecture. We therefore need to understand why the second piece is necessary. We evaluate the
cubic term of the string field theory action for Schnabl’s solution and use it to show that the second
piece is necessary for the equation of motion contracted with the solution itself to be satisfied. We
also present the solution in various forms including a pure-gauge configuration and provide simpler
proofs that it satisfies the equation of motion.
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1 Introduction
Witten’s cubic open string field theory [1] has been used to calculate the potential of the open string
tachyon in bosonic string theory, and convincing evidence has been accumulated for the existence
of a nontrivial critical point in the potential by an approximation scheme called level truncation
[2, 3, 4, 5, 6, 7, 8]. The depth of the potential at the critical point coincides with the D25-brane
tension with impressive precision [5, 6, 7, 8], providing strong support for Sen’s conjecture [9, 10]. The
equation of motion of Witten’s string field theory [1] is given by
QBΨ+Ψ ∗Ψ = 0 , (1.1)
where QB is the BRST operator, and the product in the second term is Witten’s star product. The
value of the potential at the critical point predicted by Sen’s conjecture is
1
α′3g2T
[
1
2
〈Ψ, QBΨ 〉+ 1
3
〈Ψ,Ψ ∗Ψ 〉
]
= − 1
2π2α′3g2T
, (1.2)
where gT is the on-shell three-tachyon coupling constant.
1 We only consider translationally invariant
string field configurations in this paper, and the inner product is defined to be the standard BPZ inner
product divided by the space-time volume factor. Combining this with the equation of motion, the
prediction from Sen’s conjecture therefore amounts to
〈Ψ, QBΨ 〉 = − 3
π2
, (1.3)
〈Ψ,Ψ ∗Ψ 〉 = 3
π2
. (1.4)
1See appendix A of [11] for a derivation of the relation between the D25-brane tension and gT from equations in
Polchinski’s book [12].
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Schnabl recently constructed an analytic solution for the tachyon vacuum in Witten’s string field
theory [13]. The solution Ψ consists of two pieces and is defined by a limit:
Ψ = lim
N→∞
[
N∑
n=0
d
dn
ψn − ψN
]
≡ lim
N→∞
[
N∑
n=0
ψ′n − ψN
]
, (1.5)
where the state ψn defined for any real n in the range n ≥ 0 is made of the wedge state [14, 15, 16]
with some operator insertions.2 It was shown that the string field Ψ in (1.5) satisfies the equation of
motion of Witten’s string field theory contracted with any state φ in the Fock space:
〈φ,QBΨ 〉+ 〈φ,Ψ ∗Ψ 〉 = 0 . (1.6)
The kinetic term of the Witten’s string field theory action was then evaluated for the solution Ψ, and
the value (1.3) predicted by Sen’s conjecture was analytically reproduced.
Actually, the ψN piece of the solution Ψ in (1.5) does not contribute to inner products with states
in the Fock space. Namely,
lim
N→∞
〈φ,ψN 〉 = 0 (1.7)
for any state φ in the Fock space. What was really shown in [13] is
∞∑
n=0
〈φ,QBψ′n 〉+
∞∑
n=0
∞∑
m=0
〈φ,ψ′n ∗ ψ′m 〉 = 0 (1.8)
for any state φ in the Fock space. In other words, the ψN piece is not required by (1.6). On the other
hand, the ψN piece does contribute in evaluating the kinetic term of the Witten’s string field theory
action. More explicitly, the following quantities were calculated in [13]:
K2 = lim
N→∞
N∑
n=0
N∑
m=0
〈ψ′n, QBψ′m 〉 =
1
2
− 1
π2
, (1.9)
K1 = lim
N→∞
N∑
m=0
〈ψN , QBψ′m 〉 =
1
2
+
2
π2
, (1.10)
K0 = lim
N→∞
〈ψN , QBψN 〉 = 1
2
+
2
π2
. (1.11)
The inner product 〈Ψ, QBΨ 〉 for the solution Ψ in (1.5) is then
〈Ψ, QBΨ 〉 = K2 − 2K1 +K0 = − 3
π2
. (1.12)
In order to reproduce the value (1.3) predicted by Sen’s conjecture, the ψN piece is really necessary.
In particular, the coefficient in front of ψN in (1.5) must be −1.
In fact, Schnabl first hypothesized the solution in the following form:
Ψ = −
∞∑
n=0
Bn
n!
dn
dmn
ψm
∣∣∣∣
m=0
, (1.13)
2Our notion is slightly different from Schnabl’s so that the solution (1.5) differs from that in [13] by an overall sign.
See the beginning of the next section for more details.
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where Bn’s are the Bernoulli numbers. It was then brought to the form (1.5) using the Euler-Maclaurin
formula. In this sense, it is natural to add the ψN piece with the coefficient −1. However, this is not
the requirement that the equation of motion be satisfied. If the ψN piece is irrelevant to the equation
of motion, solutions of the form
lim
N→∞
[
N∑
n=0
ψ′n − αψN
]
(1.14)
with any real α will be equally valid. The evaluation of the kinetic term is well defined for any α, and
it yields a value inconsistent with Sen’s conjecture unless α = 1. Let us state the puzzle as follows.
1. Why do we need the ψN piece? What determines the coefficient in front of ψN?
There is another question, which turns out to be related to the above puzzle. In evaluating the
Witten’s string field theory action in [13], it was implicitly assumed that the equation of motion is
satisfied when it is contracted with the solution itself:
〈Ψ, QBΨ 〉+ 〈Ψ,Ψ ∗Ψ 〉 = 0 . (1.15)
However, this is notoriously subtle in string field theory because the solution is usually outside the
Fock space. For example, the formal exact solution based on the identity state [17, 18] satisfies the
equation of motion when contracted with any state in the Fock space, but the calculations of the inner
products in (1.15) are not even well defined. Another example is the twisted butterfly state [19, 20, 21]
in vacuum string field theory [22, 23, 24]. It solves the equation of motion when contracted with any
state in the Fock space, but it does not satisfy the equation when contracted with the solution itself
[25], which indicates that the assumption of the matter-ghost factorization in vacuum string field
theory needs to be reconsidered [26]. While a systematic approach to accomplish the compatibility of
(1.6) and (1.15) has been developed in [27, 28, 26], it relies on a series expansion and the compatibility
is only approximate. It is therefore crucially important whether or not Schnabl’s solution satisfies
(1.15). Our question is as follows.
2. Does the solution satisfy the equation of motion even when it is contracted with the
solution itself?
In order to address this question, it is necessary to evaluate the cubic term of the string field
theory action for Schnabl’s solution to see if the value (1.4) is reproduced. We evaluate the following
quantities in this paper:
V3 = lim
N→∞
N∑
n=0
N∑
m=0
N∑
k=0
〈ψ′n, ψ′m ∗ ψ′k 〉 =
3
π2
− 3
√
3
2π
, (1.16)
V2 = lim
N→∞
N∑
m=0
N∑
k=0
〈ψN , ψ′m ∗ ψ′k 〉 = −
3
√
3
2π
, (1.17)
V1 = lim
N→∞
N∑
n=0
〈ψ′n, ψN ∗ ψN 〉 = −
3
√
3
2π
, (1.18)
V0 = lim
N→∞
〈ψN , ψN ∗ ψN 〉 = − 3
√
3
2π
. (1.19)
The inner product 〈Ψ,Ψ ∗Ψ 〉 for the solution Ψ in (1.5) is then given by
〈Ψ,Ψ ∗Ψ 〉 = V3 − 3V2 + 3V1 − V0 = 3
π2
. (1.20)
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The equation of motion (1.15) is not satisfied without the ψN piece because K2 + V3 6= 0, but it is
nontrivially satisfied when the ψN piece is included with the coefficient −1. This is the main result of
the paper. We believe that this dispels the questions raised earlier and provides nontrivial evidence
for Schnabl’s solution.
Schnabl’s solution will definitely play an important role in developing vacuum string field theory
further or in constructing different analytic solutions of Witten’s string field theory. It is not clear at
this point, however, what aspects of the solution will be crucial for future development. We therefore
present the solution in various forms including a pure-gauge configuration and provide simpler proofs
that it satisfies the equation of motion. We hope that this helps understand the solution better.
The organization of the paper is as follows. In section 2, we present the string states ψn and ψ
′
n in
the conformal field theory (CFT) formulation of string field theory [29, 30]. We show that Schnabl’s
solution satisfies the equation of motion first in the CFT formulation in subsection 3.1, and then we
present a purely algebraic proof in subsection 3.2. We also express Schnabl’s solution in the half-string
picture in subsection 3.3 and as a pure-gauge configuration in subsection 3.4. The evaluation of the
kinetic term of the string field theory action for Schnabl’s solution in [13] is reproduced in a different
way in section 4, and the cubic term of the string field theory action is evaluated for Schnabl’s solution
in section 5. Section 6 is devoted to conclusions.
2 Wedge state with operator insertions
Let us first explain the difference between Schnabl’s notation and ours. Schnabl’s left is our right and
Schnabl’s right is our left. When an operator O is defined by an integral along the unit circle,
O =
∮
dξ
2πi
ϕ(ξ) , (2.1)
where ϕ(ξ) can be a field or a field multiplied by a function of ξ, we define OR and OL by
OR =
∫
CR
dξ
2πi
ϕ(ξ) , OL =
∫
CL
dξ
2πi
ϕ(ξ) , (2.2)
where the contour CR runs along the right half of the unit circle from −i to i counterclockwise and
the contour CL runs along the left half of the unit circle from i to −i counterclockwise. Schnabl’s OL
is our OR, and Schnabl’s OR is our OL. In this paper, we use the following operators of these forms:
BR1 =
∫
CR
dξ
2πi
(ξ2 + 1) b(ξ) , BL1 =
∫
CL
dξ
2πi
(ξ2 + 1) b(ξ) , (2.3)
KR1 =
∫
CR
dξ
2πi
(ξ2 + 1)T (ξ) , KL1 =
∫
CL
dξ
2πi
(ξ2 + 1)T (ξ) , (2.4)
where b(ξ) is the b ghost and T (ξ) is the energy-momentum tensor.
This difference in the definition of left and right also affects the definition of the star product.
Schnabl’s A ∗ B is our (−1)ABB ∗ A .3 Here and in what follows a string field in the exponent of −1
denotes its Grassmann property: it is 0 mod 2 for a Grassmann-even string field and is 1 mod 2 for
3In our definition, the left string field A in A ∗ B is mapped to the left of the string field B in the complex plane for
the glued surface in the CFT formulation, and the operators associated with A are located to the left of those associated
with B in correlation functions used in the CFT formulation. See (3.8), for example. Schnabl adopted the definition
used in a series of papers by Rastelli, Sen and Zwiebach such as [15] or in a review [31].
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a Grassmann-odd string field. Schnabl solved the equation QBΨ + Ψ ∗ Ψ = 0 , which corresponds to
QBΨ−Ψ ∗Ψ = 0 in our notation. We solve QBΨ+Ψ ∗Ψ = 0 in our notation so that the solution in
this paper should differ from that in [13] by an overall minus sign.
The string state ψn introduced by Schnabl in [13] takes the form of the wedge state with some
operator insertions. Let us review the definition of the wedge state [14, 15, 16]. The wedge state |n〉
for any real n in the range n > 1 can be defined by its inner products with states in the Fock space.
For any state φ in the Fock space, the inner product 〈φ, n 〉 is given by
〈φ, n 〉 = 〈 fn ◦ φ(0) 〉UHP , (2.5)
where φ(0) is the operator corresponding to the state φ in the state-operator mapping. We use the
notation f ◦O(ξ) for the operator mapped from O(ξ) by a conformal transformation f(ξ). When the
operator O is primary with dimension h, f ◦ O(ξ) is as follows:
f ◦ O(ξ) =
(
df(ξ)
dξ
)h
O(f(ξ)) . (2.6)
The conformal transformation fn(ξ) in (2.5) is given by
fn(ξ) =
n
2
tan
(
2
n
arctan ξ
)
. (2.7)
The correlation function is evaluated on the upper-half plane as indicated by the subscript UHP. As
in the definition of the inner product, we divide correlation functions by the overall space-time volume
factor. Our normalization of correlation functions is given by
〈 c(w1) c(w2) c(w3) 〉UHP = (w1 − w2)(w1 − w3)(w2 − w3) , (2.8)
where c(w) is the c ghost. We use the doubling trick throughout the paper. The normalization of the
state-operator mapping is fixed by the condition that the SL(2, R)-invariant vacuum |0〉 corresponds
to the identity operator. The normalization of the inner product is also fixed by this together with
(2.8).
The inner product (2.5) can also be written in terms of a correlation function on a semi-infinite
cylinder. We denote the semi-infinite cylinder obtained from the upper-half plane of z with the
identification z + ℓ ≃ z by Cℓ. The inner product 〈φ, n 〉 in terms of a correlation function on Cpin
2
is
given by
〈φ, n 〉 = 〈 f∞ ◦ φ(0) 〉Cpin
2
, (2.9)
where
f∞(ξ) = arctan ξ . (2.10)
We in fact mostly use this expression of 〈φ, n 〉 in this paper. The expression (2.5) can be derived from
this in the following way. First map Cpin
2
to Cπ by the dilatation z
′ = 2n z, where z = arctan ξ is the
coordinate on Cpin
2
. Then the conformal transformation z′′ = tan z′ maps Cπ to the upper-half plane.
We can further perform the dilatation w = n2 z
′′ which maps the upper-half plane to itself so that the
combined transformation w = fn(ξ) has a limit as n → ∞. After these three transformations, the
inner product 〈φ, n 〉 is given by (2.5) in the w coordinate.
The z coordinate given by z = arctan ξ is very useful in dealing with the star product [14, 15, 13].
The upper half of the unit disk is mapped to a semi-infinite strip with a width of π/2 by the conformal
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transformation z = arctan ξ, and the left and right halves of the open string are mapped to semi-
infinite lines parallel to the imaginary axis. The right half of one string and the left half of the other
string are glued together in Witten’s star product so that star products of states in the Fock space can
be obtained simply by translation in the z coordinate. Inner products of states in the Fock space are
also simple in the z coordinate, and they are obtained by first taking the star product of the two states
and then by gluing together the left and right halves of the resulting string state. The vacuum state
|0〉 corresponds to a semi-infinite strip with a width of π/2, and no operators are inserted. The state
φ in the Fock space corresponds to a semi-infinite strip with a width of π/2 which has an insertion of
f∞ ◦ φ(0) at the origin. If we subtract the piece coming from the state φ in the expression of 〈φ, n 〉
in (2.9), the remaining surface is a semi-infinite strip with a width of π(n − 1)/2, and there are no
operator insertions. When n is an integer, the wedge state |n〉 therefore coincides with a product of
vacuum states:
|n〉 = |0〉 ∗ |0〉 ∗ . . . ∗ |0〉︸ ︷︷ ︸
n−1
. (2.11)
The string field ψn defined for any real n in the range n ≥ 0 is made of the wedge state |n+ 2〉
with some operator insertions. It can also be defined by its inner products with states in the Fock
space, and those inner products can be expressed by correlation functions on the semi-infinite cylinder
Cπ(n+2)/2. Let us start with the following expression of ψn for n > 1 given in footnote 16 of [13]:
ψn =
1
π
c1 |0〉 ∗ (BL1 −BR1 ) |n〉 ∗ c1 |0〉 . (2.12)
This takes the same form both in Schnabl’s notation and in ours.4 The mode expansion of the c ghost
is given by
cn =
∮
dξ
2πi
ξn−2 c(ξ) , (2.13)
where the contour encircles the origin counterclockwise. The state c1 |0〉 corresponds to the operator
c(0) in the state-operator mapping. Since f∞ ◦ c(0) = c(0), the state c1 |0〉 is represented by a semi-
infinite strip with a width of π/2 which has an insertion of c(0) at the midpoint of the finite edge of
the strip. The operator BL1 defined in (2.3) is mapped to
B =
∫ −i∞
i∞
dz
2πi
b(z) (2.14)
by the conformal transformation z = f∞(ξ) = arctan ξ. Note that the function ξ
2 + 1 in (2.3) is
precisely canceled by the conformal factor. The operator B is therefore invariant under translation
z → z + a for any real a. The state BL1 |φ〉 for any state |φ〉 in the Fock space is represented by a
semi-infinite strip with a width of π/2, where the operators B f∞ ◦ φ(0) are inserted. The contour of
the integral in B must be located to the left of f∞ ◦ φ(0). See figure 1. Similarly, the state BR1 |φ〉 for
any state |φ〉 in the Fock space is represented by a semi-infinite strip with a width of π/2, where the
operators − (−1)φf∞ ◦ φ(0)B are inserted. Note that the first minus sign comes from reversing the
contour of the integral in BR1 . The contour of the integral in B must be located to the right of f∞◦φ(0)
in this case. It is easy to see from this representation that BL1 |0〉 = −BR1 |0〉 because no operators
are inserted for the vacuum state |0〉 so that the contour of the integral in B can be freely deformed
inside the semi-infinite strip. This generalizes to the wedge state, and the relation BL1 |n〉 = −BR1 |n〉
4Schnabl’s BL1 −B
R
1 corresponds to our B
R
1 −B
L
1 , but the relative minus sign is compensated when the ordering of
the star product is reversed.
6
c c
Figure 1: Representations of the state BL
1
c1 |0〉. The left figure is the representation in the local coordinate
ξ. The state c1 |0〉 corresponds to the operator c(0), and the thick line represents the contour of the integral
for BL
1
defined in (2.3). The contour runs from i to −1 along the unit circle counterclockwise before using the
doubling trick. The right figure is the representation after the conformal transformation z = f∞(ξ) = arctan ξ.
The c ghost at the origin remains the same because f∞ ◦ c(0) = c(0). The operator BL1 is mapped to B defined
in (2.14), and the contour of the integral represented by the thick line is a semi-infinite line before using the
doubling trick.
holds for any n. Therefore, the factor (BL1 −BR1 ) |n〉 in (2.12) is equal to 2BL1 |n〉. We are now ready
to express the state ψn in the CFT formulation. For any state φ in the Fock space, the inner product
〈φ,ψn 〉 is given by
〈φ,ψn 〉 = 2
π
〈
f∞ ◦ φ(0) c
(
π
2
)
B c
(
π(n+ 1)
2
)〉
Cpi(n+2)
2
. (2.15)
The operator B is defined in (2.14), and if B is located between two operators, the contour of the
integral must run between the two operators. In the case of (2.15), the contour must run between the
two points π/2 and π(n + 1)/2. See figure 2. The semi-infinite cylinder Cπ(n+2)/2 can be represented
0
B
c c
Figure 2: A representation of the inner product 〈φ, ψn 〉. (The overall factor 2/π is ignored.) The two dashed
lines are identified. The shaded region corresponds to the state φ, and the operator f∞ ◦ φ(0) is inserted at the
origin. The string state ψn is represented by the rest of the region. It is made of the wedge state |n+ 2〉 with
two c-ghost insertions and one insertion of B defined in (2.14). The contour of the integral before using the
doubling trick is represented by the thick line.
by the region −π/4 ≤ Re z ≤ π(2n + 3)/4 of the upper-half complex z plane with the semi-infinite
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lines at both ends identified, where Re z is the real part of z. The region −π/4 ≤ Re z ≤ π/4 with the
insertion of f∞◦φ(0) corresponds to the state φ, the region π/4 ≤ Re z ≤ 3π/4 with a c-ghost insertion
corresponds to c1 |0〉, the region 3π/4 ≤ Re z ≤ π(2n + 1)/4 with the insertion of B corresponds to
BL1 |n〉, and the region π(2n + 1)/4 ≤ Re z ≤ π(2n + 3)/4 with a c-ghost insertion corresponds to
c1 |0〉. Since the contour of the integral in B can be deformed as long as it passes between π/2 and
π(n + 1)/2, the string field ψn with n > 1 can also be written as
ψn =
2
π
c1 |0〉 ∗ |n〉 ∗BL1 c1 |0〉 . (2.16)
The wedge state |n〉 becomes singular when n < 1, but the expression (2.15) is well defined in the
range n > 0. We define ψn for n > 0 by (2.15), and our definition coincides with that in [13]. The
string field ψ1 is given by
ψ1 =
2
π
c1 |0〉 ∗BL1 c1 |0〉 . (2.17)
The string field ψ0 can be defined by a limit:
ψ0 ≡ lim
n→0
ψn . (2.18)
Let us calculate ψ0 explicitly. The anticommutation relation of B and c(z) is given by
{B , c(z) } = 1 . (2.19)
Since
lim
ǫ→0
c(z)B c(z + ǫ) = c(z) − lim
ǫ→0
c(z) c(z + ǫ)B = c(z) , (2.20)
the inner product 〈φ,ψn 〉 in the limit n→ 0 is given by
lim
n→0
〈φ,ψn 〉 = 2
π
〈
f∞ ◦ φ(0) c
(
π
2
)〉
Cpi
. (2.21)
We therefore obtain
ψ0 =
2
π
c1 |0〉 . (2.22)
Let us next consider the derivative of ψn with respect to n. Since the wedge state can be written
as [13, 16]
|n〉 = epi(n−2)2 KL1 |0〉 , (2.23)
the derivative of |n〉 with respect of n is given by
d
dn
|n〉 = π
2
KL1 |n〉 . (2.24)
The derivative of ψn is then given by
ψ′n ≡
d
dn
ψn = c1 |0〉 ∗KL1 |n〉 ∗BL1 c1 |0〉 (2.25)
for n > 1. Just as the operator e−τL0 creates a piece of the open string world-sheet with a length
of τ in the strip coordinate, the operator e ℓK
L
1 creates a semi-infinite strip with a width of ℓ. The
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correspondence between the derivative with respect to n and an insertion of KL1 multiplied by π/2 is
therefore valid in the whole range n > 0. The operator KL1 defined in (2.4) is mapped to
K =
∫ −i∞
i∞
dz
2πi
T (z) (2.26)
by the conformal transformation z = f∞(ξ) = arctan ξ. Note that K and B commute. The inner
product of ψ′n with any state φ in the Fock space is given by
〈φ,ψ′n 〉 =
〈
f∞ ◦ φ(0) c
(
π
2
)
BK c
(
π(n+ 1)
2
)〉
Cpi(n+2)
2
(2.27)
for n > 0. See figure 3. As in the case of B, if K is located between two operators, the contour of the
0
B K
c c
Figure 3: A representation of the inner product 〈φ, ψ′
n
〉. The two dashed lines are identified. The shaded
region corresponds to the state φ, and the operator f∞ ◦ φ(0) is inserted at the origin. The string state ψ′n is
represented by the rest of the region. It is made of ψn with an additional insertion of K (2.26) multiplied by
π/2. The contour of the integral for K before using the doubling trick is represented by the thin line.
integral must run between the two operators. In the case of (2.27), the contour must pass between
the two points π/2 and π(n + 1)/2. Recall that K and B commute. The state KL1 |φ〉 for any state
|φ〉 in the Fock space is represented by a semi-infinite strip with a width of π/2, where the operators
K f∞ ◦ φ(0) are inserted. The contour of the integral in K must be located to the left of f∞ ◦ φ(0).
Similarly, the state KR1 |φ〉 for any state |φ〉 in the Fock space is represented by a semi-infinite strip
with a width of π/2, where the operators − f∞ ◦φ(0)K are inserted. Note that the minus sign comes
from reversing the contour of the integral in KR1 . The contour of the integral in K must be located
to the right of f∞ ◦ φ(0) in this case.
The string field ψ′n can also be written as
ψ′n = c1 |0〉 ∗ |n〉 ∗BL1KL1 c1 |0〉 (2.28)
for n > 1, and ψ′1 is
ψ′1 = c1 |0〉 ∗BL1KL1 c1 |0〉 . (2.29)
As in the case of ψ0, the string field ψ
′
0 can be defined by a limit:
ψ′0 = lim
n→0
ψ′n . (2.30)
Since
lim
ǫ→0
c(z)K c(z + ǫ) = lim
ǫ→0
[ c(z) ∂c(z + ǫ) + c(z) c(z + ǫ)K ] = c∂c(z) , (2.31)
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the product of operators c(z)BK c(z + ǫ) in the limit ǫ→ 0 can be written as
lim
ǫ→0
c(z)BK c(z + ǫ) = lim
ǫ→0
K c(z + ǫ)− lim
ǫ→0
B c(z)K c(z + ǫ) = K c(z) −B c∂c(z) (2.32)
or as
lim
ǫ→0
c(z)BK c(z + ǫ) = c(z)K − lim
ǫ→0
c(z)K c(z + ǫ)B = c(z)K − c∂c(z)B . (2.33)
Using these formulas, the inner product (2.27) in the limit n→ 0 is given by
〈φ,ψ′0 〉 = lim
n→0
〈φ,ψ′n 〉 =
〈
f∞ ◦ φ(0)K c
(
π
2
)〉
Cpi
−
〈
f∞ ◦ φ(0)B c∂c
(
π
2
)〉
Cpi
(2.34)
or by
〈φ,ψ′0 〉 = lim
n→0
〈φ,ψ′n 〉 =
〈
f∞ ◦ φ(0) c
(
π
2
)
K
〉
Cpi
−
〈
f∞ ◦ φ(0) c∂c
(
π
2
)
B
〉
Cpi
. (2.35)
The string field ψ′0 is therefore given by
ψ′0 = K
L
1 c1 |0〉+BL1 c0c1 |0〉 (2.36)
or by
ψ′0 = −KR1 c1 |0〉 −BR1 c0c1 |0〉 . (2.37)
Note that the operator c∂c(0) corresponds to the state − c0c1 |0〉.
3 Equation of motion
The BRST transformation of the string field ψ′n with integer n is given by
QBψ
′
0 = 0 , (3.1)
QBψ
′
n+1 = −
n∑
m=0
ψ′m ∗ ψ′n−m (3.2)
for n ≥ 0. Because of this remarkable property, the string field Ψλ given by
Ψλ =
∞∑
n=0
λn+1 ψ′n (3.3)
for any real λ formally satisfies the equation of motion of Witten’s string field theory:
QBΨλ +Ψλ ∗Ψλ = 0 . (3.4)
The first piece of Schnabl’s solution (1.5) is Ψλ with λ = 1. Recall that the second piece of (1.5) was
not involved in proving that (1.5) satisfies the equation of motion contracted with any state in the
Fock space in [13]. Solutions with other values of λ were referred to as pure-gauge solutions in [13]. It
is not clear for what range of λ the string field Ψλ is well defined. We derive (3.1) and (3.2) in various
ways in this section.
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3.1 Solution in the CFT formulation
Let us first prove (3.1) and (3.2) in the CFT formulation. The BRST transformations of the operators
c(z) and B are
QB · c(z) ≡
∮
dw
2πi
jB(w) c(z) = c∂c(z) , QB · B = K , (3.5)
where jB(w) is the BRST current, and the contour of the integral for QB · c(z) encircles z counter-
clockwise. The BRST transformations of the operators c∂c(z) and K vanish because Q2B = 0. It is
then easy to show (3.1) contracted with any state φ in the Fock space,
〈φ,QBψ′0 〉 = 0 , (3.6)
using the expression (2.34) or (2.35).
The inner product 〈φ,QBψ′n 〉 with n > 0 can be derived from (2.27) as follows:
〈φ,QBψ′n 〉 =
〈
f∞ ◦ φ(0) c∂c
(
π
2
)
BK c
(
π (n + 1)
2
)〉
Cpi(n+2)
2
−
〈
f∞ ◦ φ(0) c
(
π
2
)
K2 c
(
π (n+ 1)
2
)〉
Cpi(n+2)
2
+
〈
f∞ ◦ φ(0) c
(
π
2
)
BK c∂c
(
π (n+ 1)
2
)〉
Cpi(n+2)
2
. (3.7)
The inner product for the star product 〈φ,ψ′m ∗ ψ′n−m 〉 with m,n−m > 0 is given by
〈φ,ψ′m ∗ ψ′n−m 〉
=
〈
f∞ ◦ φ(0) c
(
π
2
)
KB c
(
π(m+ 1)
2
)
c
(
π(m+ 2)
2
)
BK c
(
π(n + 2)
2
)〉
Cpi(n+3)
2
. (3.8)
The first operator f∞ ◦ φ(0) is from the string field φ, the next four operators are from ψ′m, and the
last four operators are from ψ′n−m. Using (2.19) and B
2 = 0, we find
B c(z1) c(z2)B = B c(z1)−B c(z1)B c(z2) = B c(z1)−B c(z2) (3.9)
for z1 < z2. Then the inner product (3.8) can be written as
〈φ,ψ′m ∗ ψ′n−m 〉 =
〈
f∞ ◦ φ(0) c
(
π
2
)
KB c
(
π(m+ 1)
2
)
K c
(
π(n + 2)
2
)〉
Cpi(n+3)
2
−
〈
f∞ ◦ φ(0) c
(
π
2
)
KB c
(
π(m+ 2)
2
)
K c
(
π(n + 2)
2
)〉
Cpi(n+3)
2
. (3.10)
Note the simple dependence on m. We therefore find
n∑
m=0
〈φ,ψ′m ∗ ψ′n−m 〉
= lim
m→0
〈
f∞ ◦ φ(0) c
(
π
2
)
KB c
(
π(m+ 1)
2
)
K c
(
π(n+ 2)
2
)〉
Cpi(n+3)
2
− lim
m→n
〈
f∞ ◦ φ(0) c
(
π
2
)
KB c
(
π(m+ 2)
2
)
K c
(
π(n+ 2)
2
)〉
Cpi(n+3)
2
. (3.11)
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Using the formulas (2.31) and (2.33), the sum can be written as
n∑
m=0
〈φ,ψ′m ∗ ψ′n−m 〉 = −
〈
f∞ ◦ φ(0) c∂c
(
π
2
)
BK c
(
π(n+ 2)
2
)〉
Cpi(n+3)
2
+
〈
f∞ ◦ φ(0) c
(
π
2
)
K2 c
(
π(n+ 2)
2
)〉
Cpi(n+3)
2
−
〈
f∞ ◦ φ(0) c
(
π
2
)
BK c∂c
(
π(n+ 2)
2
)〉
Cpi(n+3)
2
. (3.12)
We have thus shown (3.2) contracted with any state φ in the Fock space:
〈φ,QBψ′n+1 〉 = −
n∑
m=0
〈φ,ψ′m ∗ ψ′n−m 〉 (3.13)
for any integer n with n ≥ 0.
Before concluding the subsection, let us mention a connection between the solution in the form
(1.5) and that in terms of the Bernoulli numbers (1.13). Using the formula
|n〉 ∗ |φ〉 = epi(n−1)2 KL1 |φ〉 (3.14)
for any string field φ [13, 16], ψ′n with n > 1 can be written as
ψ′n = c1 |0〉 ∗ |n〉 ∗KL1 BL1 c1 |0〉 = c1 |0〉 ∗ e
pi(n−1)
2
KL1 KL1 B
L
1 c1 |0〉
= c1 |0〉 ∗ e−
pi
4
KL1 e
pin
2
KL1 KL1 B
L
1 e
−pi
4
KL1 c1 |0〉
= e
pi
4
KR1 c1 |0〉 ∗ e
pin
2
KL1 KL1 B
L
1 e
−pi
4
KL1 c1 |0〉 . (3.15)
The expression in the third line is actually valid not only in the range n > 1 but also in the whole
range n > 0. The actions of the operators e
pi
4
KR1 and e−
pi
4
KL1 could be singular, but it is not difficult
to see from (2.27) that the expression in the third line is regular for the entire range n > 0, and the
limit n→ 0 is well defined. The solution Ψλ in (3.3) can be formally written as
Ψλ =
∞∑
n=0
λn+1 ψ′n =
2λ
π
e
pi
4
KR1 c1 |0〉 ∗
π
2K
L
1
1− λ epi2KL1
BL1 e
−pi
4
KL1 c1 |0〉 . (3.16)
When λ = 1, Ψλ takes the form
Ψλ=1 = − 2
π
e
pi
4
KR1 c1 |0〉 ∗ fB
(
π
2
KL1
)
BL1 e
−pi
4
KL1 c1 |0〉 , (3.17)
where
fB(x) =
x
ex − 1 =
∞∑
n=0
Bn x
n
n!
(3.18)
is the generating function of the Bernoulli numbers Bn. If we expand 1/(e
x − 1) in fB(x) in powers
of ex, the first piece of Schnabl’s solution (1.5) is reproduced. If we instead expand the function
fB(x) in powers of x, the solution in terms of the Bernoulli numbers (1.13) is obtained. Recall the
correspondence between taking a derivative of ψn with respect to n and inserting an operator K
L
1
multiplied by π/2 we mentioned below (2.24).
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3.2 Solution by an algebraic construction
It is also possible to prove (3.1) and (3.2) in a more algebraic way. We present such a proof in this
subsection.
In this subsection, we define
ψ′0 = K
L
1 c1 |0〉+BL1 c0c1 |0〉 , (3.19)
ψ′n = c1 |0〉 ∗ |n〉 ∗BL1KL1 c1 |0〉 (3.20)
for integer n in the range n ≥ 1, where
|n〉 = |0〉 ∗ |0〉 ∗ . . . ∗ |0〉︸ ︷︷ ︸
n−1
, (3.21)
with the understanding that
ψ′1 = c1 |0〉 ∗BL1KL1 c1 |0〉 . (3.22)
In general, the state |n〉 with n = 1 should be understood as
|1〉 ∗ |φ〉 = |φ〉 (3.23)
for any string field φ.
Let us first list the equations we use to prove (3.1) and (3.2):
QB (φ1 ∗ φ2) = (QB φ1) ∗ φ2 + (−1)φ1φ1 ∗ (QB φ2) , (3.24)
Q2B = 0 , (3.25)
QB |0〉 = 0 , (3.26)
QB c1 |0〉 = − c0c1 |0〉 , (3.27)
(BR1 φ1) ∗ φ2 = − (−1)φ1φ1 ∗ (BL1 φ2) , (3.28)
(BL1 )
2 = (BR1 )
2 = 0 , (3.29)
(BL1 +B
R
1 ) |0〉 = 0 , (3.30)
(BL1 +B
R
1 ) c1 |0〉 = |0〉 , (3.31)
{QB , BL1 } = KL1 , (3.32)
{QB , BR1 } = KR1 , (3.33)
for any string fields φ1 and φ2. We also use the associativity of the star product. It then follows from
these equations that for any string fields φ1 and φ2,
(KR1 φ1) ∗ φ2 = −φ1 ∗ (KL1 φ2) , (3.34)
[QB ,K
L
1 ] = 0 , (3.35)
[BL1 ,K
L
1 ] = 0 , (3.36)
(KL1 +K
R
1 ) |0〉 = 0 , (3.37)
BL1 |0〉 ∗ |0〉 = |0〉 ∗BL1 |0〉 , (3.38)
KL1 |0〉 ∗ |0〉 = |0〉 ∗KL1 |0〉 . (3.39)
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The string field ψ′n with n ≥ 1 can be written as
ψ′n = B
R
1 c1 |0〉 ∗ |n〉 ∗KL1 c1 |0〉 (3.40)
or as
ψ′n = −KR1 c1 |0〉 ∗ |n〉 ∗BL1 c1 |0〉 . (3.41)
The string field ψ′0 is BRST exact:
ψ′0 = K
L
1 c1 |0〉+BL1 c0c1 |0〉 = {QB , BL1 } c1 |0〉 −BL1QB |0〉 = QB BL1 c1 |0〉 . (3.42)
This proves (3.1). We also use the following expression of ψ′0:
ψ′0 = QB B
L
1 c1 |0〉 = QB |0〉 −QB BR1 c1 |0〉 = −QB BR1 c1 |0〉 = −KR1 c1 |0〉 −BR1 c0c1 |0〉 . (3.43)
The string field QB ψ
′
n with n ≥ 1 is given by
QB ψ
′
n = − c0c1 |0〉 ∗ |n〉 ∗BL1KL1 c1 |0〉 − c1 |0〉 ∗ |n〉 ∗ (KL1 )2c1 |0〉 − c1 |0〉 ∗ |n〉 ∗BL1KL1 c0c1 |0〉 . (3.44)
The star product ψ′m ∗ ψ′n−m with n, n−m ≥ 1 is given by
ψ′m ∗ ψ′n−m = −KR1 c1 |0〉 ∗ |m〉 ∗BL1 c1 |0〉 ∗BR1 c1 |0〉 ∗ |n−m〉 ∗KL1 c1 |0〉 . (3.45)
Since
BL1 c1 |0〉 ∗BR1 c1 |0〉 = BL1 c1 |0〉 ∗ |0〉 −BL1 c1 |0〉 ∗BL1 c1 |0〉
= BL1 c1 |0〉 ∗ |0〉+BR1 BL1 c1 |0〉 ∗ c1 |0〉
= BL1 c1 |0〉 ∗ |0〉+BR1 |0〉 ∗ c1 |0〉 − (BR1 )2c1 |0〉 ∗ c1 |0〉
= BL1 c1 |0〉 ∗ |0〉 − |0〉 ∗BL1 c1 |0〉 , (3.46)
the star product ψ′m ∗ ψ′n−m with m,n−m ≥ 1 is given by
ψ′m ∗ ψ′n−m = −KR1 c1 |0〉 ∗ |m〉 ∗BL1 c1 |0〉 ∗ |n−m+ 1〉 ∗KL1 c1 |0〉
+KR1 c1 |0〉 ∗ |m+ 1〉 ∗BL1 c1 |0〉 ∗ |n−m〉 ∗KL1 c1 |0〉 . (3.47)
Note the simple dependence on m. Therefore,
n−1∑
m=1
ψ′m ∗ ψ′n−m = −KR1 c1 |0〉 ∗BL1 c1 |0〉 ∗ |n〉 ∗KL1 c1 |0〉
+KR1 c1 |0〉 ∗ |n〉 ∗BL1 c1 |0〉 ∗KL1 c1 |0〉 (3.48)
for n ≥ 2. The string product ψ′0 ∗ ψ′n with n ≥ 1 is given by
ψ′0 ∗ ψ′n = −KR1 c1 |0〉 ∗BR1 c1 |0〉 ∗ |n〉 ∗KL1 c1 |0〉 −BR1 c0c1 |0〉 ∗BR1 c1 |0〉 ∗ |n〉 ∗KL1 c1 |0〉
= −KR1 c1 |0〉 ∗ |n+ 1〉 ∗KL1 c1 |0〉+KR1 c1 |0〉 ∗BL1 c1 |0〉 ∗ |n〉 ∗KL1 c1 |0〉
−BR1 c0c1 |0〉 ∗ |n+ 1〉 ∗KL1 c1 |0〉+BR1 c0c1 |0〉 ∗BL1 c1 |0〉 ∗ |n〉 ∗KL1 c1 |0〉
= c1 |0〉 ∗ |n+ 1〉 ∗ (KL1 )2c1 |0〉+KR1 c1 |0〉 ∗BL1 c1 |0〉 ∗ |n〉 ∗KL1 c1 |0〉
+ c0c1 |0〉 ∗ |n+ 1〉 ∗BL1KL1 c1 |0〉 − c0c1 |0〉 ∗ (BL1 )2c1 |0〉 ∗ |n〉 ∗KL1 c1 |0〉
= KR1 c1 |0〉 ∗BL1 c1 |0〉 ∗ |n〉 ∗KL1 c1 |0〉
+ c0c1 |0〉 ∗ |n+ 1〉 ∗BL1KL1 c1 |0〉+ c1 |0〉 ∗ |n+ 1〉 ∗ (KL1 )2c1 |0〉 . (3.49)
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The string field ψ′n ∗ ψ′0 with n ≥ 1 is given by
ψ′n ∗ ψ′0 = −KR1 c1 |0〉 ∗ |n〉 ∗BL1 c1 |0〉 ∗KL1 c1 |0〉 −KR1 c1 |0〉 ∗ |n〉 ∗BL1 c1 |0〉 ∗BL1 c0c1 |0〉
= −KR1 c1 |0〉 ∗ |n〉 ∗BL1 c1 |0〉 ∗KL1 c1 |0〉
−KR1 c1 |0〉 ∗ |n+ 1〉 ∗BL1 c0c1 |0〉+KR1 c1 |0〉 ∗ |n〉 ∗BR1 c1 |0〉 ∗BL1 c0c1 |0〉
= −KR1 c1 |0〉 ∗ |n〉 ∗BL1 c1 |0〉 ∗KL1 c1 |0〉
−KR1 c1 |0〉 ∗ |n+ 1〉 ∗BL1 c0c1 |0〉+KR1 c1 |0〉 ∗ |n〉 ∗ c1 |0〉 ∗ (BL1 )2c0c1 |0〉
= −KR1 c1 |0〉 ∗ |n〉 ∗BL1 c1 |0〉 ∗KL1 c1 |0〉+ c1 |0〉 ∗ |n+ 1〉 ∗BL1KL1 c0c1 |0〉 . (3.50)
Therefore, we find
n∑
m=0
ψ′m ∗ ψ′n−m = c0c1 |0〉 ∗ |n+ 1〉 ∗BL1KL1 c1 |0〉+ c1 |0〉 ∗ |n+ 1〉 ∗ (KL1 )2c1 |0〉
+ c1 |0〉 ∗ |n+ 1〉 ∗BL1KL1 c0c1 |0〉 (3.51)
for n ≥ 1. We have thus shown (3.2) for n ≥ 1 by combining this with (3.44). Finally, the string
product ψ′0 ∗ ψ′0 is given by
ψ′0 ∗ ψ′0 = −KR1 c1 |0〉 ∗KL1 c1 |0〉 −KR1 c1 |0〉 ∗BL1 c0c1 |0〉
−BR1 c0c1 |0〉 ∗KL1 c1 |0〉 −BR1 c0c1 |0〉 ∗BL1 c0c1 |0〉
= c1 |0〉 ∗ (KL1 )2c1 |0〉+ c1 |0〉 ∗BL1KL1 c0c1 |0〉
+ c0c1 |0〉 ∗BL1KL1 c1 |0〉+ c0c1 |0〉 ∗ (BL1 )2c0c1 |0〉
= c0c1 |0〉 ∗BL1KL1 c1 |0〉+ c1 |0〉 ∗ (KL1 )2c1 |0〉+ c1 |0〉 ∗BL1KL1 c0c1 |0〉 , (3.52)
and thus QB ψ
′
1 = −ψ′0 ∗ ψ′0. This completes the proof of (3.2) for the whole range n ≥ 0.
We have demonstrated that (3.1) and (3.2) can be shown from the set of the equations from (3.24)
to (3.33). The first two equations are general properties of the BRST operator and requisites for
string field theory to make sense. The operator c0 only appears in the fourth equation and can be
eliminated if we replace − c0c1 |0〉 by QB c1 |0〉. Similarly, KL1 and KR1 can also be eliminated if
we replace them by {QB , BL1 } and {QB , BR1 }, respectively. Now the solution and the proof can be
written in terms of |0〉, QB , BL1 , BR1 , and c1, and the equations we need are (3.26), (3.28), (3.29),
(3.30), and (3.31). We can construct a different solution if we find a different set of these ingredients
which also satisfy the reduced set of the equations shown above. A rather trivial class of replacements
is |0〉 → eA |0〉, BL1 → eABL1 e−A, BR1 → eABR1 e−A, and c1 → eAc1e−A, where A is a linear combination
of Kn = Ln − (−1)nL−n. Since A is a derivation of the star product and commutes with QB, the
solution Ψλ is replaced by e
AΨλ, which obviously satisfies the equation of motion. It also seems
possible to replace only BL1 and B
R
1 by different half integrals of the b ghost. There will be many other
ways to modify the solutions, while the reduced set of equations are satisfied. However, it is not clear
if we can obtain inequivalent solutions in this way.
3.3 Solution in the half-string picture
Schnabl’s solution can be naturally described in the half-string picture, where a string field is considered
as an operator acting on the Hilbert space of the half string [1, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42,
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43, 44, 45]. Witten’s star product then corresponds to the multiplication of the operators. There is a
subtle issue on how to deal with the open string midpoint in this formalism, but we do not attempt to
make it rigorous here. We would rather use the formalism to help gain more intuition in manipulating
the solution. It is always possible to translate the insight we get in this half-string picture into other
languages in previous subsections.
Let us denote the operator associated with the vacuum state |0〉 by epi2K :
|0〉 ∼ epi2K . (3.53)
This can be thought of as a definition of K. The wedge state |n〉 then corresponds to
|n〉 ∼ epi(n−1)2 K . (3.54)
The notation is motivated by the formula (3.14). In fact, the operator K here corresponds to an
insertion of K defined in (2.26). The state c1 |0〉 corresponds to c(0) in the state-operator mapping.
The upper half of the unit disk with the insertion c(0) at the origin in the coordinate ξ is mapped by
the conformal transformation z = f∞(ξ) = arctan ξ to a semi-infinite strip with a width of π/2 which
has an insertion of c(0) at the origin. Each of the right and left halves of the strip corresponds to e
pi
4
K .
The state c1 |0〉 can therefore be expressed as
c1 |0〉 ∼ e
pi
4
K c e
pi
4
K , (3.55)
where c corresponds to a c-ghost insertion at the end of the half string.
If we denote the operator corresponding to the string field |φ〉 by Φ, the actions of BL1 and BR1 can
be written using a Grassmann-odd operator B as
BL1 |φ〉 ∼ B Φ , BR1 |φ〉 ∼ − (−1)ΦΦB , (3.56)
where (−1)Φ = 1 when Φ is Grassmann even and (−1)Φ = −1 when Φ is Grassmann odd. The
operator B here corresponds to an insertion of B defined in (2.14). The relation (3.28) is nothing but
the associativity of the operator multiplication in the half-string picture. Similarly,
KL1 |φ〉 ∼ K Φ , KR1 |φ〉 ∼ −ΦK . (3.57)
Note that the operator K here coincides with the one appeared in the operator corresponding to |0〉.
We have introduced the operators K, B, and c without providing their detailed definitions. All we
need is the following set of commutation relations:
[K,B ] = 0 , {B, c } = 1 , c2 = 0 , B2 = 0 . (3.58)
Note that [K, c ] 6= 0.
The action of the BRST operator QB is a derivation with respect to the operator multiplication.
Let us denote it by d:
QB |φ〉 ∼ dΦ . (3.59)
The derivation property of the Grassmann-odd operation d can be expressed as
d (Φ1 Φ2 ) = ( dΦ1 )Φ2 + (−1)Φ1Φ1 ( dΦ2 ) (3.60)
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for any pair of operators Φ1 and Φ2, where (−1)Φ1 = 1 when Φ1 is Grassmann even and (−1)Φ1 = −1
when Φ1 is Grassmann odd. The actions of d on B, K, and c are given by
dB = K , dK = 0 , d c = cK c . (3.61)
The last equation follows from (2.31) and (3.5). It is easy to verify that d2 = 0 for any operator made
of K, B, and c.
The string field ψ′n corresponds to
ψ′n ∼ e
pi
4
K cB K e
pi n
2
K c e
pi
4
K . (3.62)
This can be easily seen from figure 3. The solution Ψλ in (3.3) can be formally written as
Ψλ ∼ λ e
pi
4
K c
B K
1− λ epi2K c e
pi
4
K = f(K) c
BK
1− f(K)2 c f(K) , (3.63)
where
f(K) =
√
λ e
pi
4
K . (3.64)
Let us prove that QBΨλ +Ψλ ∗Ψλ = 0 in the half-string picture. The string field QBΨλ corresponds
to
QBΨλ ∼ d
[
f(K) c
B K
1− f(K)2 c f(K)
]
= f(K) cK c
BK
1− f(K)2 c f(K)− f(K) c
K2
1− f(K)2 c f(K) + f(K) c
B K
1− f(K)2 cK c f(K) .
(3.65)
The string field Ψλ ∗Ψλ corresponds to
Ψλ ∗Ψλ ∼ f(K) c BK
1− f(K)2 c f(K)
2 c
BK
1− f(K)2 c f(K)
= f(K) cK
1
1− f(K)2 B cf(K)
2 cB
1
1− f(K)2 K cf(K) . (3.66)
Since
B cf(K)2 cB = B cf(K)2 (1−B c) = B cf(K)2 −B cB f(K)2 c
= B cf(K)2 −B f(K)2 c = B cf(K)2 − f(K)2B c = [B c , f(K)2 ] , (3.67)
Ψλ ∗Ψλ is given by
Ψλ ∗Ψλ ∼ f(K) cK 1
1− f(K)2 [B c , f(K)
2 ]
1
1− f(K)2 K cf(K)
= f(K) cK [B c ,
1
1− f(K)2 ]K cf(K)
= f(K) cK B c
1
1− f(K)2 K cf(K)− f(K) cK
1
1− f(K)2B cK c f(K)
= − f(K) cK c BK
1− f(K)2 c f(K) + f(K) c
K2
1− f(K)2 c f(K)
− f(K) c B K
1− f(K)2 cK c f(K) . (3.68)
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We have thus shown that QBΨλ + Ψλ ∗ Ψλ = 0. If we expand 1/(1 − f(K)2) in powers of e
pi
2
K , the
proof in subsection 3.1 is reproduced. If we instead expand K/(1−f(K)2) in powers of K when λ = 1,
it will formally give a proof that the solution written in terms of the Bernoulli numbers (1.13) satisfies
the equation of motion. However, the expansion in the form of (1.13) will not converge so it is not
clear whether the proof for this form is useful.
The proof can be further simplified and made more symmetric if we note
B cf(K)2 cB = −B c ( 1 − f(K)2 ) cB = − (1− cB) ( 1− f(K)2 ) (1−B c)
= − ( 1 − f(K)2 ) + ( 1− f(K)2 )B c+ cB ( 1 − f(K)2 )
= − ( 1 − f(K)2 ) + ( 1− f(K)2 ) (1− cB) + (1−B c) ( 1 − f(K)2 )
= ( 1− f(K)2 )− ( 1− f(K)2 ) cB −B c ( 1− f(K)2 ) . (3.69)
We then immediately obtain
Ψλ ∗Ψλ ∼ f(K) cK 1
1− f(K)2 B cf(K)
2 cB
1
1− f(K)2 K cf(K)
= f(K) c
K2
1− f(K)2 c f(K)− f(K) cK c
BK
1− f(K)2 c f(K)
− f(K) c BK
1− f(K)2 cK c f(K) . (3.70)
Note that we have never used the explicit form of f(K). Therefore, we can formally construct a
solution for any choice of the function f(K). It is an important open problem to understand when
solutions are well defined and when they become inequivalent.
3.4 Solution as a pure-gauge configuration
The first piece of Schnabl’s solution Ψ in (1.5) can be formally written as a pure-gauge configuration
e−Λ (QB e
Λ ) with some gauge parameter Λ. Here and in what follows in this subsection products of
string fields are defined using the star product even when the star symbol is omitted.
As we have seen in (3.42), the string field ψ′0 is BRST exact:
ψ′0 = QB Φ , (3.71)
where
Φ = BL1 c1 |0〉 . (3.72)
A crucial observation is that the string field ψ′n for integer n with n ≥ 1 can also be written in terms
of QB and Φ:
ψ′n = (QB Φ)Φ
n . (3.73)
It is easy to see in the CFT formulation that ψ′n = ψ
′
0 Φ
n by repeatedly using the relation B c(z)B = B.
It can also be shown in the following way. Using (3.31), (3.28), and (3.29), we find that
Φ2 = |0〉 ∗Φ . (3.74)
Therefore,
Φn = |0〉 ∗ |0〉 ∗ . . . ∗ |0〉︸ ︷︷ ︸
n−1
∗Φ = |n〉 ∗ Φ . (3.75)
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Since
QB Φ = ψ
′
0 = −KR1 c1 |0〉 −BR1 c0c1 |0〉 , (3.76)
we obtain
(QB Φ)Φ
n = −KR1 c1 |0〉 ∗ |n〉 ∗BL1 c1 |0〉 = c1 |0〉 ∗ |n〉 ∗BL1 KL1 c1 |0〉 = ψ′n . (3.77)
The solution Ψλ can be written as
Ψλ =
∞∑
n=0
λn+1 ψ′n =
∞∑
n=0
λn+1 (QB Φ)Φ
n = λ (QB Φ)
1
1− λΦ . (3.78)
Since e−Λ (QB e
Λ ) = −(QB e−Λ ) eΛ, the gauge parameter Λ can be written in terms of Φ as follows:
eΛ =
1
1− λΦ , (3.79)
or
Λ = − ln (1− λΦ) =
∞∑
n=1
λn
n
Φn . (3.80)
It is now straightforward to see that Ψλ satisfies the equation of motion. Since
QB
1
1− λΦ =
1
1− λΦ λ (QB Φ)
1
1− λΦ , (3.81)
QB Ψλ is given by
QB Ψλ = − λ (QB Φ)QB 1
1− λΦ = − λ (QB Φ)
1
1− λΦ λ (QB Φ)
1
1− λΦ = −Ψ
2
λ . (3.82)
Therefore,
QB Ψλ +Ψ
2
λ = 0 . (3.83)
It is also straightforward to calculate QB ψ
′
n using the expression (3.73):
QB ψ
′
n = QB [ (QB Φ)Φ
n ] = − (QB Φ) (QB Φn) = −
n−1∑
m=0
(QB Φ)Φ
m (QB Φ)Φ
n−m−1
= −
n−1∑
m=0
ψ′m ψ
′
n−m−1 (3.84)
for n ≥ 1. We have thus reproduced (3.2).
The string field ψ′0 can also be written as
ψ′0 = QB Φ˜ , (3.85)
where
Φ˜ = −BR1 c1 |0〉 . (3.86)
The string field ψ′n for integer n with n ≥ 1 can also be written in terms of QB and Φ˜:
ψ′n = (−1)n Φ˜n (QB Φ˜) . (3.87)
More generally, it can be written using both Φ and Φ˜ as
ψ′n = (−1)m Φ˜m (QB Φ)Φn−m = (−1)m Φ˜m (QB Φ˜)Φn−m , (3.88)
for any integer m with 0 ≤ m ≤ n.
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4 Kinetic term
The kinetic term of the Witten’s string field theory action was evaluated for Schnabl’s solution in [13]:
K2 = lim
N→∞
N∑
n=0
N∑
m=0
〈ψ′n, QBψ′m 〉 =
1
2
− 1
π2
, (4.1)
K1 = lim
N→∞
N∑
m=0
〈ψN , QBψ′m 〉 =
1
2
+
2
π2
, (4.2)
K0 = lim
N→∞
〈ψN , QBψN 〉 = 1
2
+
2
π2
. (4.3)
The subscript of K indicates the number of sums. We reproduce these results in a different way in this
section. Our way of calculating these quantities makes it clear how the ψN piece cancels the difference
between K2 and the value (1.3) predicted by Sen’s conjecture. Our method also has an advantage in
generalizing to the calculations for the cubic term in the next section.
The inner product 〈ψn, QBψm 〉 was calculated in [13]:
〈ψn, QBψm 〉
=
1
π2
(
1 + cos
π (m− n)
m+ n+ 2
)(
−1 + m+ n+ 2
π
sin
2π
m+ n+ 2
)
+ 2 sin2
π
m+ n+ 2
[
−m+ n+ 1
π2
+
mn
π2
cos
π (m− n)
m+ n+ 2
+
(m+ n+ 2)(m− n)
2π3
sin
π (m− n)
m+ n+ 2
]
.
(4.4)
Using this expression, it was shown in [13] that
n∑
m=0
〈ψ′m, QBψ′n−m 〉 = 0 . (4.5)
The double sum in K2 before taking the limit N →∞ can be decomposed in the following way:
N∑
n=0
N∑
m=0
〈ψ′n, QBψ′m 〉 =
N∑
m=0
N−m∑
n=0
〈ψ′n, QBψ′m 〉+
N∑
m=1
N∑
n=N−m+1
〈ψ′n, QBψ′m 〉
=
N∑
n=0
n∑
m=0
〈ψ′m, QBψ′n−m 〉+
N∑
m=1
N∑
n=N−m+1
〈ψ′n, QBψ′m 〉 . (4.6)
The first double sum in the last line vanishes because of (4.5). Therefore, K2 reduces to
K2 = lim
N→∞
N∑
m=1
N∑
n=N−m+1
〈ψ′n, QBψ′m 〉 . (4.7)
Now all of K2, K1, and K0 are written in terms of inner products of the form 〈ψn, QBψm 〉 with large
n+m and their derivatives. When n+m is large, the inner product 〈ψn, QBψm 〉 becomes
lim
n+m→∞
〈ψn, QBψm 〉
=
1
π2
(
1 + cos
π (m− n)
m+ n
)
+
2mn
(m+ n)2
cos
π (m− n)
m+ n
+
m− n
π(m+ n)
sin
π (m− n)
m+ n
. (4.8)
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Note that only the sum n+m needs to be large for this expression to be valid, and either n or m can
be small as long as the sum is large. Let us introduce the function
FK(x, y) = 1
π2
(
1 + cos
π (x− y)
x+ y
)
+
2xy
(x+ y)2
cos
π (x− y)
x+ y
+
x− y
π(x+ y)
sin
π (x− y)
x+ y
. (4.9)
Note that
FK(0, y) = FK(x, 0) = 0 , (4.10)
and
FK(ax, ay) = FK(x, y) (4.11)
for any nonvanishing a. The inner product (4.8) in the limit can be written as
lim
n+m→∞
〈ψn, QBψm 〉 = FK (an, am) (4.12)
for any nonvanishing a. In particular, we can choose a to be 1/N in taking the limit N →∞:
lim
n+m→∞
〈ψn, QBψm 〉 = FK
(
n
N
,
m
N
)
. (4.13)
The quantity K0 is simply given by
K0 = lim
N→∞
〈ψN , QBψN 〉 = FK(1, 1) = 2
π2
+
1
2
. (4.14)
The quantity K1 can be written as
K1 = lim
N→∞
N∑
n=0
〈ψ′n, QBψN 〉 = lim
N→∞
N∑
n=0
∂
∂n
FK
(
n
N
, 1
)
= lim
N→∞
1
N
N∑
n=0
∂
∂x
FK (x, 1)
∣∣∣∣
x= n
N
. (4.15)
Using the formula
lim
N→∞
1
N
N∑
n=0
f
(
n
N
)
=
∫ 1
0
dx f(x) , (4.16)
we obtain
K1 =
∫ 1
0
dx
∂
∂x
FK (x, 1) = FK(1, 1) −FK(0, 1) = FK(1, 1) = 2
π2
+
1
2
, (4.17)
where we used that FK(0, y) = 0. It is more or less obvious in this way of the calculation that K1 and
K0 coincide, while it was not the case in [13], where K1 was obtained from a nontrivial integral.
The expression of K2 in (4.7) can also be transformed into an integral:
K2 = lim
N→∞
N∑
m=1
N∑
n=N−m+1
∂
∂n
∂
∂m
FK
(
n
N
,
m
N
)
= lim
N→∞
1
N2
N∑
m=1
N∑
n=N−m+1
∂
∂x
∂
∂y
FK (x, y)
∣∣∣∣
x= n
N
, y=m
N
=
∫ 1
0
dy
∫ 1
1−y
dx
∂
∂x
∂
∂y
FK (x, y) . (4.18)
The integration over x is trivial:∫ 1
0
dy
∫ 1
1−y
dx
∂
∂x
∂
∂y
FK (x, y) =
∫ 1
0
dy
∂
∂y
FK (1, y)−
∫ 1
0
dy
∂
∂y
FK (x, y)
∣∣∣∣
x=1−y
. (4.19)
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The first term is ∫ 1
0
dy
∂
∂y
FK (1, y) = FK (1, 1) −FK (1, 0) = FK(1, 1) = 2
π2
+
1
2
. (4.20)
The second term can also be calculated directly:
−
∫ 1
0
dy
∂
∂y
FK (x, y)
∣∣∣∣
x=1−y
= − 4π
∫ 1
0
dy (1− y)2y sin 2πy = − 3
π2
. (4.21)
It can also be calculated in the following way. Let us first write
−
∫ 1
0
dy
∂
∂y
FK (x, y)
∣∣∣∣
x=1−y
= −
∫ 1
0
dt ∂yFK (x, y)
∣∣∣∣
x=1−t, y=t
. (4.22)
Using the relation
[x ∂x + y ∂y ]FK(x, y) = 0 , (4.23)
which follows from (4.11), and
∂tFK (1− t, t) = − ∂xFK (x, y)
∣∣∣∣
x=1−t, y=t
+ ∂yFK (x, y)
∣∣∣∣
x=1−t, y=t
, (4.24)
we find
∂yFK(x, y)
∣∣∣∣
x=1−t, y=t
= (1− t) ∂tFK(1− t, t) = [ ∂t (1− t) + 1 ]FK(1− t, t) . (4.25)
Since
−
∫ 1
0
dt ∂t
[
(1− t)FK (1− t, t)
]
= FK(1, 0) = 0 , (4.26)
we obtain
−
∫ 1
0
dy
∂
∂y
FK (x, y)
∣∣∣∣
x=1−y
= −
∫ 1
0
dtFK (1− t, t) . (4.27)
It is straightforward to carry out the integral:
−
∫ 1
0
dtFK (1− t, t)
= −
∫ 1
0
dt
[
1
π2
(
1 + cos(π − 2πt)
)
+ 2 (1− t) t cos(π − 2πt) + 1− 2 t
π
sin(π − 2πt)
]
= − 3
π2
.
(4.28)
The quantity K2 is therefore given by
K2 = FK(1, 1) − 3
π2
=
1
2
− 1
π2
. (4.29)
The difference between K2 and the value (1.3) predicted from Sen’s conjecture is written in terms of
FK(1, 1), and it is easy to see the way it is canceled in (1.12) from our method of the calculation.
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5 Cubic term
In order to evaluate the cubic term of the Witten’s string field theory action for Schnabl’s solution
(1.5), we need to calculate the following quantities:
V3 = lim
N→∞
N∑
n=0
N∑
m=0
N∑
k=0
〈ψ′n, ψ′m ∗ ψ′k 〉 , (5.1)
V2 = lim
N→∞
N∑
m=0
N∑
k=0
〈ψN , ψ′m ∗ ψ′k 〉 , (5.2)
V1 = lim
N→∞
N∑
n=0
〈ψ′n, ψN ∗ ψN 〉 , (5.3)
V0 = lim
N→∞
〈ψN , ψN ∗ ψN 〉 , (5.4)
where the subscript of V again indicates the number of sums. These quantities all consist of inner
products of the form 〈ψn, ψm∗ψk 〉 and their derivatives. We calculate the inner product 〈ψn, ψm∗ψk 〉
in the first subsection and then calculate the summations in the second subsection.
5.1 Correlation functions
The inner product 〈ψn, ψm ∗ ψk 〉 is given by
〈ψn, ψm ∗ ψk 〉
=
(
2
π
)3
〈B c(x− a) c(x)B c(x+ y − a) c(x+ y)B c(x+ y + z − a) c(x + y + z) 〉Cx+y+z
(5.5)
with
x =
πn
2
+
π
2
, y =
πm
2
+
π
2
, z =
πk
2
+
π
2
, a =
π
2
. (5.6)
See figure 4. The calculation of this correlation function can be reduced to that of the three-point
B B B
c c c c c c
Figure 4: A representation of the inner product 〈ψn, ψm ∗ ψk 〉. The two dashed lines are identified. Each of
the three states is represented by figure 2 with the shaded region deleted. The semi-infinite cylinder in this
figure is constructed by gluing together the resulting three surfaces. The c ghost near the left dashed line has
been brought to the right in (5.5) using the periodicity.
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function of c ghosts on the same semi-infinite cylinder, as we will demonstrate below. The three-point
function of c ghosts on the semi-infinite cylinder Cπ can be obtained from (2.8) by the conformal
transformation z = f∞(w) = arctanw and is given by
〈 c(z1) c(z2) c(z3) 〉Cpi = sin(z1 − z2) sin(z1 − z3) sin(z2 − z3) . (5.7)
The three-point function of c ghosts on a general semi-infinite cylinder Cn is
〈 c(z1) c(z2) c(z3) 〉Cn =
(
n
π
)3
sin
π(z1 − z2)
n
sin
π(z1 − z3)
n
sin
π(z2 − z3)
n
. (5.8)
Let us next calculate the correlation function 〈B c(z1) c(z2) c(z3) c(z4) 〉Cpi . One way of calculating
this is to carry out the integral of the b ghost in B explicitly, for example, on the upper-half plane. It
can also be obtained in the following indirect way. Since
〈B c(z1) c(z2) c(z3) c(z4) 〉Cpi =
1
2
〈B c(z1) c(z2) c(z3) c(z4) 〉Cpi +
1
2
〈 c(z1) c(z2) c(z3) c(z4)B 〉Cpi , (5.9)
the integral of the b ghost can be written after the conformal transformation ξ = tan z to the upper-half
plane with the coordinate ξ as
1
2
(
−BR1 +BL1
)
= − 1
2
∮
dξ
2πi
(ξ2 + 1) ε(Re ξ ) b(ξ) , (5.10)
where Re ξ is the real part of ξ, and the step function ε(x) is defined to be ε(x) = 1 for x > 0
and ε(x) = −1 for x < 0. The contour of the integral should encircle all of the four c ghosts
counterclockwise. Furthermore,
1
2
(
−BR1 +BL1
)
= − 1
π
∮
dξ
2πi
(ξ2 + 1) (arctan ξ + arccot ξ) b(ξ) = − 1
π
(
B0 + B†0
)
, (5.11)
where
B0 =
∮
dξ
2πi
(ξ2 + 1) arctan ξ b(ξ) , (5.12)
and B†0 is its BPZ conjugate. There is no contribution from the B†0 part because the integrand is
regular at infinity and there are no operator insertions outside the contour. The integrand of B0 is
regular at the origin, but there are four c-ghost insertions inside the contour. Since c(z) is mapped to
cos2 z c(tan z) in the ξ coordinate, the contribution from each c-ghost insertion is
cos2 z
(
− 1
π
)∮
dξ
2πi
(ξ2 + 1) arctan ξ b(ξ) c(tan z) = − z
π
. (5.13)
After mapping the upper-half plane back to Cπ and taking into account the signs from anticommuting
ghosts, the correlation function is given by
〈B c(z1) c(z2) c(z3) c(z4) 〉Cpi = −
z1
π
〈 c(z2) c(z3) c(z4) 〉Cpi +
z2
π
〈 c(z1) c(z3) c(z4) 〉Cpi
− z3
π
〈 c(z1) c(z2) c(z4) 〉Cpi +
z4
π
〈 c(z1) c(z2) c(z3) 〉Cpi . (5.14)
The correlation function 〈B c(z1) c(z2) c(z3) c(z4) 〉Cn on a general semi-infinite cylinder Cn is
〈B c(z1) c(z2) c(z3) c(z4) 〉Cn = −
z1
n
〈 c(z2) c(z3) c(z4) 〉Cn +
z2
n
〈 c(z1) c(z3) c(z4) 〉Cn
− z3
n
〈 c(z1) c(z2) c(z4) 〉Cn +
z4
n
〈 c(z1) c(z2) c(z3) 〉Cn . (5.15)
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Using the relation (3.9), the correlation function with three B insertions reduces to
〈B c(z1) c(z2)B c(z3) c(z4)B c(z5) c(z6) 〉Cpi
= 〈B c(z1) c(z2)B c(z3) c(z5) c(z6) 〉Cpi − 〈B c(z1) c(z2)B c(z4) c(z5) c(z6) 〉Cpi
= 〈B c(z1) c(z3) c(z5) c(z6) 〉Cpi − 〈B c(z2) c(z3) c(z5) c(z6) 〉Cpi
− 〈B c(z1) c(z4) c(z5) c(z6) 〉Cpi + 〈B c(z2) c(z4) c(z5) c(z6) 〉Cpi . (5.16)
The expression significantly simplifies in the following case which is of our interest:
〈B c(z1) c(z1 + a)B c(z2) c(z2 + a)B c(z3) c(z3 + a) 〉Cpi
=
4 a
π
sin2 a sin(z1 − z2) sin(z1 − z3) sin(z2 − z3) , (5.17)
where we have used the formulas
sin(x+ a) sin(y + a)− sinx sin y = sin a sin(x+ y + a) , (5.18)
sin(x+ a) sin y − sinx sin(y + a) = − sin a sin(x− y) , (5.19)
sin(2x− 2y) + sin(2y − 2z) + sin(2z − 2x) = 4 sin(x− y) sin(x− z) sin(y − z) . (5.20)
It is interesting to note that
〈B c(z1) c(z1 + a)B c(z2) c(z2 + a)B c(z3) c(z3 + a) 〉Cpi =
4 a
π
sin2 a 〈 c(z1) c(z2) c(z3) 〉Cpi . (5.21)
The correlation function on Cn is given by
〈B c(z1) c(z1 + a)B c(z2) c(z2 + a)B c(z3) c(z3 + a) 〉Cn
=
4 an2
π3
sin2
πa
n
sin
π(z1 − z2)
n
sin
π(z1 − z3)
n
sin
π(z2 − z3)
n
, (5.22)
and the inner product 〈ψn, ψm ∗ ψk 〉 is
〈ψn, ψm ∗ ψk 〉
= −
(
2
π
)3 4 a (x + y + z)2
π3
sin2
πa
x+ y + z
sin
πx
x+ y + z
sin
πy
x+ y + z
sin
πz
x+ y + z
(5.23)
with
x =
πn
2
+
π
2
, y =
πm
2
+
π
2
, z =
πk
2
+
π
2
, a =
π
2
. (5.24)
5.2 Summations
In the proofs of (3.1) and (3.2) in section 3, it was assumed that these equations are contracted with
a state in the Fock space. However, it is straightforward to see in the CFT formulation, for example,
that the proofs can be extended to the case where the equations are contracted with ψ′k for any k in
the range k ≥ 0:
〈ψ′k, QBψ′0 〉 = 0 , 〈ψ′k, QBψ′n+1 〉 = −
n∑
m=0
〈ψ′k, ψ′m ∗ ψ′n−m 〉 . (5.25)
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Combining these with (4.5), we obtain
n∑
m=0
n−m∑
k=0
〈ψ′m, ψ′k ∗ ψ′n−m−k 〉 = 0 (5.26)
for any nonnegative integer n. The triple sum in V3 before taking the limit N →∞ can be decomposed
in the following way:
N∑
n=0
N∑
m=0
N∑
k=0
〈ψ′n, ψ′m ∗ ψ′k 〉
=
N∑
k=0
N−k∑
m=0
N−k−m∑
n=0
〈ψ′n, ψ′m ∗ ψ′k 〉
+
N∑
k=0
N−k∑
m=0
N∑
n=N−k−m+1
〈ψ′n, ψ′m ∗ ψ′k 〉+
N∑
k=1
N∑
m=N−k+1
N∑
n=0
〈ψ′n, ψ′m ∗ ψ′k 〉
=
N∑
n=0
n∑
m=0
n−m∑
k=0
〈ψ′m, ψ′k ∗ ψ′n−m−k 〉
+
N∑
k=0
N−k∑
m=0
N∑
n=N−k−m+1
〈ψ′n, ψ′m ∗ ψ′k 〉+
N∑
k=1
N∑
m=N−k+1
N∑
n=0
〈ψ′n, ψ′m ∗ ψ′k 〉 (5.27)
with the understanding that there is no contribution to the second triple sum on the right-hand side
when k = m = 0. The first triple sum on the right-hand side of (5.27) vanishes because of (5.26). The
quantity V3 is thus given by
V3 = lim
N→∞
N∑
k=0
N−k∑
m=0
N∑
n=N−k−m+1
〈ψ′n, ψ′m ∗ ψ′k 〉+ lim
N→∞
N∑
k=1
N∑
m=N−k+1
N∑
n=0
〈ψ′n, ψ′m ∗ ψ′k 〉 . (5.28)
As in the case of the evaluation of the kinetic term in the previous section, all of V3, V2, V1, and V0
are now written in terms of inner products of the form 〈ψn, ψm ∗ ψk 〉 with n+m+ k large and their
derivatives. When n+m+ k is large, the inner product 〈ψn, ψm ∗ ψk 〉 is given by
lim
n+m+k→∞
〈ψn, ψm ∗ ψk 〉 = − 4
π
sin
πn
n+m+ k
sin
πm
n+m+ k
sin
πk
n+m+ k
. (5.29)
Let us introduce the function
FV (x, y, z) = − 4
π
sin
πx
x+ y + z
sin
πy
x+ y + z
sin
πz
x+ y + z
. (5.30)
Note that
FV (0, y, z) = FV (x, 0, z) = FV (x, y, 0) = 0 (5.31)
and
FV (ax, ay, az) = FV (x, y, z) (5.32)
for any nonvanishing a. Then the inner product 〈ψn, ψm ∗ ψk 〉 in the limit n +m + k → ∞ can be
written as
lim
n+m+k→∞
〈ψn, ψm ∗ ψk 〉 = FV (an, am, ak) (5.33)
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for any nonvanishing a. We can in particular choose a to be 1/N in taking the limit N →∞:
lim
n+m+k→∞
〈ψn, ψm ∗ ψk 〉 = FV
(
n
N
,
m
N
,
k
N
)
. (5.34)
The quantity V0 is readily given by
V0 = lim
N→∞
〈ψN , ψN ∗ ψN 〉 = FV (1, 1, 1) = − 3
√
3
2π
. (5.35)
The sums in V1 and V2 can be transformed into integrals. The quantity V1 is given by
V1 = lim
N→∞
N∑
n=0
∂
∂n
〈ψn, ψN ∗ ψN 〉 = lim
N→∞
N∑
n=0
∂
∂n
FV
(
n
N
, 1, 1
)
= lim
N→∞
1
N
N∑
n=0
∂
∂x
FV (x, 1, 1)
∣∣∣∣
x= n
N
=
∫ 1
0
dx
∂
∂x
FV (x, 1, 1) = FV (1, 1, 1) = − 3
√
3
2π
, (5.36)
and V2 is
V2 = lim
N→∞
N∑
m=0
N∑
k=0
∂
∂m
∂
∂k
〈ψN , ψm ∗ ψk 〉 = lim
N→∞
N∑
m=0
N∑
k=0
∂
∂m
∂
∂k
FV
(
1,
m
N
,
k
N
)
= lim
N→∞
1
N2
N∑
m=0
N∑
k=0
∂
∂y
∂
∂z
FV (1, y, z)
∣∣∣∣
y=m
N
, z= k
N
=
∫ 1
0
dy
∫ 1
0
dz
∂
∂y
∂
∂z
FV (1, y, z) =
∫ 1
0
dy
∂
∂y
FV (1, y, 1) = FV (1, 1, 1) = − 3
√
3
2π
. (5.37)
Finally, V3 in the form of (5.28) can be expressed as a sum of two integrals:
V3 =
∫ 1
0
dz
∫ 1−z
0
dy
∫ 1
1−z−y
dx
∂
∂x
∂
∂y
∂
∂z
FV (x, y, z) +
∫ 1
0
dz
∫ 1
1−z
dy
∫ 1
0
dx
∂
∂x
∂
∂y
∂
∂z
FV (x, y, z) .
(5.38)
The integration over x is trivial:
V3 =
∫ 1
0
dz
∫ 1−z
0
dy
∂
∂y
∂
∂z
FV (1, y, z)−
∫ 1
0
dz
∫ 1−z
0
dy
∂
∂y
∂
∂z
FV (x, y, z)
∣∣∣∣
x=1−z−y
+
∫ 1
0
dz
∫ 1
1−z
dy
∂
∂y
∂
∂z
FV (1, y, z)
=
∫ 1
0
dz
∫ 1
0
dy
∂
∂y
∂
∂z
FV (1, y, z) −
∫ 1
0
dz
∫ 1−z
0
dy
∂
∂y
∂
∂z
FV (x, y, z)
∣∣∣∣
x=1−z−y
. (5.39)
The first term is ∫ 1
0
dz
∫ 1
0
dy
∂
∂y
∂
∂z
FV (1, y, z) = FV (1, 1, 1) = − 3
√
3
2π
. (5.40)
While it is also possible to calculate the second term directly, we transform it in the following way:
−
∫ 1
0
dz
∫ 1−z
0
dy
∂
∂y
∂
∂z
FV (x, y, z)
∣∣∣∣
x=1−z−y
= −2
∫ 1
0
dv
∫ 1−v
0
duFV (1− v − u, u, v) . (5.41)
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A derivation of (5.41) is given in appendix A. Since
FV (1− v − u, u, v) = − 4
π
sin [π(1− v − u) ] sinπu sinπv
= − 1
π
[
sin [ 2π(1 − v − u) ] + sin 2πu+ sin 2πv
]
=
1
π
[
sin [ 2π(u+ v) ]− sin 2πu− sin 2πv
]
, (5.42)
it is straightforward to calculate the integral:
− 2
∫ 1
0
dv
∫ 1−v
0
duFV (1− v − u, u, v)
= − 2
π
∫ 1
0
dv
∫ 1−v
0
du
[
sin [ 2π(u+ v) ] − sin 2πu− sin 2πv
]
=
3
π2
. (5.43)
The quantity V3 is therefore given by
V3 = FV (1, 1, 1) + 3
π2
=
3
π2
− 3
√
3
2π
. (5.44)
6 Conclusions
We found that the equation of motion contracted with the solution itself (1.15) is not satisfied without
the ψN piece in (1.5) because
K2 = lim
N→∞
N∑
n=0
N∑
m=0
〈ψ′n, QBψ′m 〉 = −
3
π2
+ FK(1, 1) , (6.1)
V3 = lim
N→∞
N∑
n=0
N∑
m=0
N∑
k=0
〈ψ′n, ψ′m ∗ ψ′k 〉 =
3
π2
+ FV (1, 1, 1) , (6.2)
and FK(1, 1)+FV (1, 1, 1) 6= 0, but it is satisfied when the ψN piece is included. The term FK(1, 1) in
K2 and the term FV (1, 1, 1) in V3 are canceled when the ψN piece is added, and the values (1.3) and
(1.4) predicted by Sen’s conjecture are nontrivially reproduced by the following integrals:
〈Ψ, QBΨ 〉 = −
∫ 1
0
dtFK (1− t, t) = − 3
π2
, (6.3)
〈Ψ,Ψ ∗Ψ 〉 = −2
∫ 1
0
dv
∫ 1−v
0
duFV (1− v − u, u, v) = 3
π2
. (6.4)
We emphasize that the cancellation between (6.3) and (6.4) is not a consequence of (1.6). We in fact
do not have any deep understanding of why these apparently unrelated integrals should cancel, but
it is really necessary for Schnabl’s solution (1.5) to work out. It would be interesting, for example, if
we could understand Schnabl’s solution better in the context of noncommutative geometry underlying
Witten’s open cubic string field theory [1].
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A Integral
We derive (5.41) in this appendix. Let us first write
−
∫ 1
0
dz
∫ 1−z
0
dy
∂
∂y
∂
∂z
FV (x, y, z)
∣∣∣∣
x=1−z−y
= −
∫ 1
0
dv
∫ 1−v
0
du ∂y∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
.
(A.1)
Using the relation
[x ∂x + y ∂y + z ∂z + 1 ] ∂zFV (x, y, z) = 0 , (A.2)
which follows from (5.32), and
∂u∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
= (−∂x + ∂y) ∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
, (A.3)
∂v∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
= (−∂x + ∂z) ∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
, (A.4)
we obtain
∂y∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
= [ (1− u) ∂u − v ∂v − 1 ] ∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
= [ ∂u (1− u)− ∂v v + 1 ] ∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
. (A.5)
Note that
−
∫ 1
0
dv
∫ 1−v
0
du ∂u
[
(1− u) ∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
]
= 0 , (A.6)
and ∫ 1
0
dv
∫ 1−v
0
du ∂v
[
v ∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
]
=
∫ 1
0
du
∫ 1−u
0
dv ∂v
[
v ∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
]
= 0 , (A.7)
where we used that ∂zFV (0, y, z) = 0 and ∂zFV (x, 0, z) = 0. We therefore obtain
−
∫ 1
0
dv
∫ 1−v
0
du ∂y∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
= −
∫ 1
0
dv
∫ 1−v
0
du ∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
.
(A.8)
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Similarly, using the relation
[x ∂x + y ∂y + z ∂z ]FV (x, y, z) = 0 , (A.9)
which follows from (5.32), and
∂uFV (1− v − u, u, v) = (−∂x + ∂y)FV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
, (A.10)
∂vFV (1− v − u, u, v) = (−∂x + ∂z)FV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
, (A.11)
we obtain
∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
= [−u∂u + (1− v) ∂v ]FV (1− v − u, u, v)
= [ − ∂u u+ ∂v (1− v) + 2 ]FV (1− v − u, u, v) . (A.12)
Note that ∫ 1
0
dv
∫ 1−v
0
du ∂u
[
uFV (1− v − u, u, v)
]
= 0 , (A.13)
and
−
∫ 1
0
dv
∫ 1−v
0
du ∂v
[
(1− v)FV (1− v − u, u, v)
]
= −
∫ 1
0
du
∫ 1−u
0
dv ∂v
[
(1− v)FV (1− v − u, u, v)
]
= 0 , (A.14)
where we used that FV (0, y, z) = 0 and FV (x, y, 0) = 0. We have therefore derived that
−
∫ 1
0
dv
∫ 1−v
0
du ∂y∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
= −
∫ 1
0
dv
∫ 1−v
0
du ∂zFV (x, y, z)
∣∣∣∣
x=1−v−u, y=u, z=v
= −2
∫ 1
0
dv
∫ 1−v
0
duFV (1− v − u, u, v) . (A.15)
References
[1] E. Witten, “Noncommutative Geometry And String Field Theory,” Nucl. Phys. B 268, 253 (1986).
[2] V. A. Kostelecky and S. Samuel, “The Static Tachyon Potential In The Open Bosonic String Theory,”
Phys. Lett. B 207, 169 (1988).
[3] V. A. Kostelecky and S. Samuel, “On A Nonperturbative Vacuum For The Open Bosonic String,” Nucl.
Phys. B 336, 263 (1990).
[4] V. A. Kostelecky and R. Potting, “Expectation Values, Lorentz Invariance, and CPT in the Open Bosonic
String,” Phys. Lett. B 381, 89 (1996) [arXiv:hep-th/9605088].
[5] A. Sen and B. Zwiebach, “Tachyon condensation in string field theory,” JHEP 0003, 002 (2000)
[arXiv:hep-th/9912249].
30
[6] N. Moeller and W. Taylor, “Level truncation and the tachyon in open bosonic string field theory,” Nucl.
Phys. B 583, 105 (2000) [arXiv:hep-th/0002237].
[7] W. Taylor, “A perturbative analysis of tachyon condensation,” JHEP 0303, 029 (2003)
[arXiv:hep-th/0208149].
[8] D. Gaiotto and L. Rastelli, “Experimental string field theory,” JHEP 0308, 048 (2003)
[arXiv:hep-th/0211012].
[9] A. Sen, “Descent relations among bosonic D-branes,” Int. J. Mod. Phys. A 14, 4061 (1999)
[arXiv:hep-th/9902105].
[10] A. Sen, “Universality of the tachyon potential,” JHEP 9912, 027 (1999) [arXiv:hep-th/9911116].
[11] Y. Okawa, “Open string states and D-brane tension from vacuum string field theory,” JHEP 0207, 003
(2002) [arXiv:hep-th/0204012].
[12] J. Polchinski, “String theory. Vol. 1: An introduction to the bosonic string.”
[13] M. Schnabl, “Analytic solution for tachyon condensation in open string field theory,” arXiv:hep-th/0511286.
[14] L. Rastelli and B. Zwiebach, “Tachyon potentials, star products and universality,” JHEP 0109, 038 (2001)
[arXiv:hep-th/0006240].
[15] L. Rastelli, A. Sen and B. Zwiebach, “Boundary CFT construction of D-branes in vacuum string field
theory,” JHEP 0111, 045 (2001) [arXiv:hep-th/0105168].
[16] M. Schnabl, “Wedge states in string field theory,” JHEP 0301, 004 (2003) [arXiv:hep-th/0201095].
[17] T. Takahashi and S. Tanimoto, “Marginal and scalar solutions in cubic open string field theory,” JHEP
0203, 033 (2002) [arXiv:hep-th/0202133].
[18] I. Kishimoto and T. Takahashi, “Open string field theory around universal solutions,” Prog. Theor. Phys.
108, 591 (2002) [arXiv:hep-th/0205275].
[19] D. Gaiotto, L. Rastelli, A. Sen and B. Zwiebach, “Ghost structure and closed strings in vacuum string
field theory,” Adv. Theor. Math. Phys. 6, 403 (2003) [arXiv:hep-th/0111129].
[20] M. Schnabl, “Anomalous reparametrizations and butterfly states in string field theory,” Nucl. Phys. B
649, 101 (2003) [arXiv:hep-th/0202139].
[21] D. Gaiotto, L. Rastelli, A. Sen and B. Zwiebach, “Star algebra projectors,” JHEP 0204, 060 (2002)
[arXiv:hep-th/0202151].
[22] L. Rastelli, A. Sen and B. Zwiebach, “String field theory around the tachyon vacuum,” Adv. Theor. Math.
Phys. 5, 353 (2002) [arXiv:hep-th/0012251].
[23] L. Rastelli, A. Sen and B. Zwiebach, “Classical solutions in string field theory around the tachyon vacuum,”
Adv. Theor. Math. Phys. 5, 393 (2002) [arXiv:hep-th/0102112].
[24] L. Rastelli, A. Sen and B. Zwiebach, “Vacuum string field theory,” arXiv:hep-th/0106010.
[25] Y. Okawa, “Some exact computations on the twisted butterfly state in string field theory,” JHEP 0401,
066 (2004) [arXiv:hep-th/0310264].
[26] N. Drukker and Y. Okawa, “Vacuum string field theory without matter-ghost factorization,” JHEP 0506,
032 (2005) [arXiv:hep-th/0503068].
31
[27] Y. Okawa, “Solving Witten’s string field theory using the butterfly state,” Phys. Rev. D 69, 086001 (2004)
[arXiv:hep-th/0311115].
[28] H. Yang, “Solving Witten’s SFT by insertion of operators on projectors,” JHEP 0409, 002 (2004)
[arXiv:hep-th/0406023].
[29] A. LeClair, M. E. Peskin and C. R. Preitschopf, “String Field Theory On The Conformal Plane. 1. Kine-
matical Principles,” Nucl. Phys. B 317, 411 (1989).
[30] A. LeClair, M. E. Peskin and C. R. Preitschopf, “String Field Theory On The Conformal Plane. 2. Gen-
eralized Gluing,” Nucl. Phys. B 317, 464 (1989).
[31] W. Taylor and B. Zwiebach, “D-branes, tachyons, and string field theory,” arXiv:hep-th/0311017.
[32] H. M. Chan and S. T. Tsou, “String Theory Considered As A Local Gauge Theory Of An Extended
Object,” Phys. Rev. D 35, 2474 (1987).
[33] H. M. Chan and S. T. Tsou, “Yang-Mills Formulation Of Interacting Strings,” Phys. Rev. D 39, 555 (1989).
[34] J. Bordes, H. M. Chan, L. Nellen and S. T. Tsou, “Half String Oscillator Approach To String Field Theory,”
Nucl. Phys. B 351, 441 (1991).
[35] A. Abdurrahman, F. Anton and J. Bordes, “Half string approach to string field theory (Ghost sector 1),”
Nucl. Phys. B 397, 260 (1993).
[36] A. Abdurrahman, F. Anton and J. Bordes, “Half string oscillator approach to string field theory (ghost
sector 2),” Nucl. Phys. B 411, 693 (1994).
[37] A. Abdurrahman and J. Bordes, “The relationship between the comma theory and Witten’s string field
theory. I,” Phys. Rev. D 58, 086003 (1998).
[38] L. Rastelli, A. Sen and B. Zwiebach, “Half strings, projectors, and multiple D-branes in vacuum string
field theory,” JHEP 0111, 035 (2001) [arXiv:hep-th/0105058].
[39] D. J. Gross and W. Taylor, “Split string field theory. I,” JHEP 0108, 009 (2001) [arXiv:hep-th/0105059].
[40] T. Kawano and K. Okuyama, “Open string fields as matrices,” JHEP 0106, 061 (2001)
[arXiv:hep-th/0105129].
[41] D. J. Gross and W. Taylor, “Split string field theory. II,” JHEP 0108, 010 (2001) [arXiv:hep-th/0106036].
[42] K. Furuuchi and K. Okuyama, “Comma vertex and string field algebra,” JHEP 0109, 035 (2001)
[arXiv:hep-th/0107101].
[43] N. Moeller, “Some exact results on the matter star-product in the half-string formalism,” JHEP 0201, 019
(2002) [arXiv:hep-th/0110204].
[44] T. G. Erler, “A fresh look at midpoint singularities in the algebra of string fields,” JHEP 0503, 042 (2005)
[arXiv:hep-th/0304044].
[45] E. Fuchs, M. Kroyter and A. Marcus, “Continuous half-string representation of string field theory,” JHEP
0311, 039 (2003) [arXiv:hep-th/0307148].
32
