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Abstract
We use a method based on metadynamics to lo-
cate multiple low-energy Unrestricted Hartree–
Fock (UHF) self-consistent-field (SCF) so-
lutions of two model octahedral d1 and d2
transition-metal complexes, [MF6]3– (M =
Ti,V). By giving a group-theoretical definition
of symmetry breaking, we classify these solu-
tions in the framework of representation theory
and observe that a number of them break spin
or spatial symmetry, if not both. These solu-
tions seem unphysical at first, but we show that
they can be used as bases for Non-Orthogonal
Configuration Interaction (NOCI) to yield
multi-determinantal wavefunctions that have
the right symmetry to be assigned to electronic
terms. Furthermore, by examining the natural
orbitals and occupation numbers of these NOCI
wavefunctions, we gain insight into the amount
of static correlation that they incorporate. We
then investigate the behaviors of the most low-
lying UHF and NOCI wavefunctions when the
octahedral symmetry of the complexes is low-
ered and deduce that the symmetry-broken
UHF solutions must first have their symmetry
restored by NOCI before they can describe any
vibronic stabilization effects dictated by the
Jahn–Teller theorem.
1 Introduction
Strongly correlated systems such as mono- or
multi-nuclear transition-metal (TM) complexes
present an exciting, yet daunting, arena for
electronic structure theory and computation.
The interaction between electrons in the par-
tially filled d shells of the TM centers gives rise
to many low-energy states1 which exhibit var-
ious degrees of degeneracy when placed in a
symmetric or nearly symmetric molecular ge-
ometry.2–4 As the spacing between these states
ranges from ca. 200 cm−1 (2.48× 10−2 eV, ∼
kBT at room temperature) to ca. 50 000 cm−1
(6.20 eV, ∼ 200 nm, in the ultraviolet region),
they play a vital role in determining the spec-
troscopic and magnetic behaviors of these com-
plexes.1,5 Therefore, if we wish to predict or
understand such properties on an ab initio level
successfully, we must first develop methods that
are capable of describing these states reliably.
Most conventional electronic structure theo-
ries and methods such as Hartree–Fock (HF)
theory or Density Functional Theory (DFT)
were formulated with the aim of calculating the
electronic ground state of molecular systems to
great precision.6 Both of the aforementioned
methods are inherently variational: the HF
equations are derived by minimizing the energy
expression for a single Slater determinant,7–11
whereas DFT is based upon the two famous
theorems first proven by Hohenberg and Kohn,
the second of which asserts that the ground-
state energy and density can be found by min-
imizing the exact energy functional of the sys-
tem.12 Unfortunately, the variational principle
is not applicable to most excited states in gen-
eral because its formulation only allows for an
upper bound to the exact ground-state energy
to be determined.11,13,14 As a consequence, vari-
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ational techniques often struggle to ascertain
if their calculations of excited states and ex-
citation energies are sensible. Even though the
above-mentioned ground-state methods can be
exploited to give variationally optimized upper
bounds for certain electronic excited states by
imposing orthogonality to the ground state via
appropriate spin or spatial irreducible represen-
tation constraints,6,13 their applicability can be
rather limited if the irreducible representation
of the exact ground state is not known or if
the low-lying states span many repeated irre-
ducible representations due to, for example, the
low molecular symmetry of the system.
In the last few decades, several methods
have been developed to remove the need for
such a priori constraints in the calculation
of excited states. The conceptually simplest
wavefunction-based approach is Configuration
Interaction Singles (CIS) in which an ansatz for
excited states is written as a linear expansion
in terms of single-replacement Slater determi-
nants formed from a reference HF determinant,
and the expansion coefficients can be deter-
mined using Rayleigh–Ritz variational princi-
ple.6,15 As CIS excited-state wavefunctions are
simply linear combinations of Slater determi-
nants, they are well defined and can be in-
terpreted relatively easily: the expansion coef-
ficients give an indication of the contribution
of the constituting Slater determinants whose
spin-orbitals provide chemical understanding.
However, the construction of CIS is severely
rigid: the inclusion of only single-replacement
Slater determinants prevents it from describ-
ing any excited states that contain considerable
double or higher excitation character, which
can be abundant in strongly correlated systems.
Consequently, CIS commonly produces vertical
excitation energies with errors of the order of
1 eV.16
There exist more sophisticated methods still.
Most notable are a host of techniques that
attempt to calculate poles in the linear re-
sponse of a ground-state reference to a small
time-dependent external electric field pertur-
bation: the locations of these poles and the
corresponding residues in the frequency do-
main give vertical excitation energies and os-
cillator strengths, respectively. The single-
reference wavefunction implementation of this
idea is known as Time-Dependent Hartree–
Fock (TDHF)17 and the density functional ana-
logue is Time-Dependent Density Functional
Theory (TDDFT).18 Whereas TDHF has only
seen very limited applications in the quantum
chemistry community,6 TDDFT has enjoyed a
much more successful growth owing to its abil-
ity to produce vertical excitation energies and
excited-state properties for large systems at low
computational cost.19 Even though TDDFT is
formally an exact theory, approximations to
the time-varying exchange-correlation potential
must be made since its exact functional form
is not known, therefore many TDDFT results
are very sensitive to the choice of exchange-
correlation functional.6,20 Nevertheless, much
effort has been put into assessing and improv-
ing the validity and quality of the large number
of currently available ground-state exchange-
correlation functionals used in TDDFT under
the adiabatic approximation.20,21
Our main concern, however, lies with the
inherent dependence of these methods on the
ground-state reference. For if there are errors
in this reference such that it does not form
a good description of the ground state, any
excited-state calculation that relies on it can-
not be expected to give accurate results. This
property is wittily referred to by Burke et al.
as the sin of the ground state.19 In fact, Thom
and Head-Gordon demonstrate that the non-
linear self-consistent-field (SCF) HF equations
exhibit multiple solutions and also remark that
the same behavior can be expected for the SCF
Kohn–Sham (KS) equations.22 As such, choos-
ing a suitable HF or DFT reference becomes
non-trivial, especially if the SCF equations
yield multiple low-energy solutions that are de-
generate or nearly degenerate in strongly corre-
lated systems. Indeed, a number of prior stud-
ies on the electronic structures of systems rang-
ing from small radicals such as F2+ and O4+ 23,24
to several TM organometallic complexes such
as ferrocene,25 bis(η4-cyclobutadiene)nickel,26
Fe(CH)2,27 a triply bridged chromium dimer,28
and various iron–sulfur clusters29 show that
there exist several low-energy SCF HF or DFT
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solutions, some of which are not exact eigen-
functions of Sˆ2, or contain spin-orbitals that
do not respect the molecular symmetry of the
structure, or both. Therefore, it can be dif-
ficult to assign these solutions to actual elec-
tronic states or give them meaningful physical
interpretations.
In this work, we look for multiple low-energy
SCF HF solutions in two representative oc-
tahedral hexafluoridometallate(III) complexes,
[MF6]3– (M = Ti,V), using an approach in-
spired by metadynamics.22 We then carefully
analyze these solutions in terms of symmetry
and degeneracy so as to classify them system-
atically according to the irreducible representa-
tions of the underlying molecular point group.
This allows for a rigorous but straightforward
definition of symmetry breaking and symmetry
conserving in SCF HF solutions. Afterwards,
we carry out Non-Orthogonal Configuration In-
teraction (NOCI)30 between different, possi-
bly symmetry-broken, HF solutions to obtain
multi-determinantal wavefunctions that con-
serve symmetry. The choice of the model octa-
hedral complexes is thus deliberate: the group-
theoretical description of their low-energy elec-
tronic terms is well known3 while their high
molecular symmetry and the presence of one
or two unpaired d electrons result in various
symmetry-breaking effects that are illuminating
yet sufficiently uncomplicated for a tractable in-
depth examination. The purpose of this paper
is therefore twofold: firstly, to demonstrate that
symmetry-broken HF solutions are not unphys-
ical and should not be discarded as they can be
assigned definitively to actual electronic terms
after their symmetry has been restored; and
secondly, to show that NOCI using symmetry-
broken HF solutions yields wavefunction de-
scriptions of both ground and excited electronic
states that recover a decent amount of static
correlation missed out by HF single determi-
nants.31 We hope that the results presented
here shed some light on the nature and prop-
erties of multiple SCF solutions in TM com-
plexes and any other strongly correlated sys-
tems involving unpaired electrons, and that this
understanding can better inform the choice of
reference for excited-state calculations.
The present paper is organized as follows. In
Section 2, we formalize the notion of symmetry
breaking and symmetry conserving in the lan-
guage of group and representation theory and
present a concrete computational method for
this classification. We outline the computa-
tional details for the SCF calculations, symme-
try analysis and symmetry restoration of our
model systems [MF6]3– (M = Ti,V) in Sec-
tion 3. We then discuss the results of the sim-
pler d1 system [TiF6]3– first in Section 4 to
showcase some of the features of symmetry-
broken SCF solutions and set the scene for what
will follow. In Section 5, we aim to analyze
the results of the more complicated d2 system
[VF6]3– . However, as these can be rather con-
fusing, we start out in Section 5.1 with a toy
system that only contains two d electrons in
an octahedral electrostatic field without any
core or ligand electrons. Here, we compare
the expected electronic terms derived purely
from a symmetry perspective with those ob-
tained using a combination of HF and NOCI.
We then use this understanding to investigate
the SCF and NOCI wavefunctions in the full
[VF6]3– anion in Section 5.2, paying particular
attention to the nature of the correlation re-
covered via symmetry restoration. With a de-
cent insight into the nature of the various SCF
and NOCI wavefunctions obtained for [MF6]3–
(M = Ti,V), we study their behaviors as the
molecular symmetry descends from Oh to D4h
or D2h in Section 6 and see how the symme-
try restoration of SCF solutions is required to
correctly describe the stabilization effects ne-
cessitated by the Jahn–Teller theorem.
2 Theory
We briefly review the HF formulation and re-
visit a fundamental theorem relating group the-
ory to quantum mechanics to define symmetry
breaking and symmetry conserving for SCF HF
wavefunctions. We then give expressions for the
representation matrix of a symmetry operation
in the single-determinant basis and the corre-
sponding NOCI basis.
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2.1 The HF Approximation
For a polynuclear complex consisting of Ne
electrons and Nn nuclei arranged in a par-
ticular geometry, a typical electronic-structure
problem is to find approximate solutions of
the non-relativistic time-independent electronic
Schrödinger equation
Hˆ Ψ = EΨ (1)
where the spinless electronic Hamiltonian Hˆ
has the familiar form in the Born–Oppenheimer
approximation:1,11
Hˆ = −
Ne∑
i
1
2
∇2i −
Ne∑
i
Nn∑
A
ZA
|ri −RA|
+
Ne∑
i
Ne∑
j>i
1
|ri − rj| (2)
where atomic units have been used. The sim-
plest ansatz for solving Equation (1) takes
a Slater-determinantal form which automati-
cally satisfies antisymmetry in accordance with
Pauli’s principle:32
ΨHF = |χ1 . . . χi . . . χNe |
=
1√
Ne!
∑
σ
(−1)σPˆσ
[
Ne∏
i
χi(xi)
]
(3)
where Pˆσ is the electron-coordinate permuta-
tion operator, x denotes both spin and space
coordinates, and χ(x) is a one-electron spin-
orbital which can be written most generally as
χ(x) = ω·δ(s)ϕ·µ(r)Gδµ,· (4)
where ω and ϕ are the spin and spatial basis
functions, s and r indicate spin and spatial co-
ordinates, Gδµ,· a contravariant component of
the generalized spin-orbital coefficient vector la-
beled by the double index δµ in the covariant
direct-product basis,
{ω·δ, ω·, . . . } ⊗ {ϕ·µ, ϕ·ν , . . .}
and any twice-occurring Greek indices are im-
plicitly contracted over.33 The optimal spin-
orbitals must then satisfy the self-consistent,
non-linear HF equations:11
fˆχi = iχi (5)
where fˆ is the Fock operator corresponding to
the form of Hˆ given in (2),
fˆ(x1) = hˆ(r1)
+
Ne∑
j
∫
dx2 χ
∗
j(x2)
1− Pˆ12
|r1 − r2|χj(x2) (6)
with hˆ being the one-electron Hamiltonian op-
erator,
hˆ(r1) = −1
2
∇21 −
Nn∑
A
ZA
|r1 −RA| (7)
2.2 Symmetry Breaking in the
HF Approximation
The symmetry of the Hamiltonian in Equa-
tion (1) imposes strict constraints on the sym-
metry and degeneracy of its eigenfunctions.
This is formalized by the following theorem re-
lating group theory to quantum mechanics:34–36
Theorem 1. If a Hamiltonian is invariant un-
der a particular symmetry group G, that is, it
commutes with all symmetry operations in G,
then the eigenfunctions corresponding to one
energy level form a basis for an irreducible rep-
resentation of G.
We first consider the implications of this the-
orem for the spatial symmetry of SCF HF so-
lutions. If B is the largest spatial point group
under which the spinless Hamiltonian Hˆ de-
fined in (1) and (2) is invariant, then Theorem 1
dictates that any exact eigenfunction Ψ of Hˆ
together with all of its linearly independent de-
generate partners must transform according to
a single irreducible representation of B. How-
ever, the wavefunction ΨHF optimized under
the SCF HF approximation is not guaranteed to
be an exact eigenfunction of Hˆ and therefore
need not obey Theorem 1. In fact, this non-
restriction of spatial symmetry can be traced
back to the form of the Fock operator in (6).
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Here, the explicit dependence on the bare coor-
dinates of an electron via all the spin-orbitals χj
in the second term implies that fˆ is not neces-
sarily invariant under B because there are really
no a priori symmetry constraints placed on the
χj.37 Consequently, the overall SCF wavefunc-
tion ΨHF assembled from these spin-orbitals to-
gether with its linearly independent degenerate
partners, if any, does not have to transform as
any single irreducible representation of B but
may form a basis for a reducible representation
instead.
Theorem 1 is also applicable to groups con-
taining spin rotation and time reversal opera-
tions, the most general of which is the direct-
product group S⊗T where S is the full spin ro-
tation group and T the time reversal group. S
is identical to SU(2) (the two-dimensional spe-
cial unitary group) by definition38 whereas T
is isomorphic to C4 (the cyclic group of order
4) (Appendix A.1). The irreducible represen-
tations and characters of S ⊗ T can thus be
obtained from those of SU(2) and C4, which
are well known.39,40 The invariance of Hˆ un-
der S ⊗ T ensures that any eigenfunction Ψ
and its degenerate partners must also trans-
form as one of the irreducible representations of
S ⊗ T . However, once again the approximate
nature of the HF method does not guarantee
that the SCF wavefunctions ΨHF always sat-
isfy this condition. Nevertheless, with suitable
constraints imposed on the spin and reality of
the spin-orbitals, ΨHF and its degenerate part-
ners can be forced to transform as a single irre-
ducible representation of one of the subgroups
of S⊗T and thus be eigenfunctions of appropri-
ate operators constructed from the generators
of the subgroup (Appendix A.2). The hierar-
chy of these subgroups was originally deduced
by Fukutome38 but has since been presented
in connection with the various HF regimes us-
ing more modern electronic-structure nomen-
clatures.41–43 We will be particularly interested
in Θˆ (the time reversal operator), Sˆ2 (the opera-
tor representing the square of the magnitude of
the spin angular momentum), and Sˆ3 (the oper-
ator representing the projection of the spin an-
gular momentum onto the third Cartesian axis,
which is typically the z-axis). In atomic units,
the eigenvalues of Sˆ2 are well known13 to be
S(S+1) where S can take integer or half-integer
values, and the corresponding eigenvalues of Sˆ3
are MS = −S,−S + 1, . . . , S. Whenever neces-
sary, we will use upper-case notations for overall
many-electron electronic states and lower-case
equivalents for individual spin-orbitals.
In light of the above discussion, we propose
the following definition. If a set of degener-
ate wavefunctions is found to form a basis for
a single irreducible representation of a group
G, be it a spatial point group B or one of
the subgroups of S ⊗ T , they are symmetry-
conserved in G. On the other hand, if they
span a representation that can be reduced to
multiple irreducible representations of G, they
are symmetry-broken in G. Theorem 1 immedi-
ately rules out symmetry-broken wavefunctions
as eigenfunctions of Hˆ , whereas it places no
such restriction on symmetry-conserved wave-
functions.
2.3 Representation Matrices of
Symmetry Operations in SCF
and NOCI Bases
Consider a set of Ndet degenerate Slater deter-
minants that are possibly non-orthogonal and
not all linearly independent,
{wΨ | w = 1, 2, . . . , Ndet} (8)
The overlap matrix S in this basis is defined as
wxS = (S)wx = 〈wΨ | xΨ〉 (9)
which is a square matrix with dimensionsNdet×
Ndet and rank Nindept ≤ Ndet. It is possible
to construct an Ndet × Nindept matrix X that
transforms the above basis into a linearly inde-
pendent one (henceforth denoted by a tilde) in
which the overlap matrix
S˜ = X†SX (10)
is of full rank. By means of the non-orthogonal
projection operator defined by Soriano and
Palacios,44 we show in Appendix B that the
representation matrix of a symmetry operation
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Rˆ in the linearly independent basis takes the
form
D˜(Rˆ) = S˜−1X†T (Rˆ)X (11)
where the elements of T (Rˆ) are given by
Twx(Rˆ) = 〈wΨ|Rˆ xΨ〉 (12)
We now let
{mΦ | m = 1, 2, . . . , Nindept}
be the set of Nindept linearly independent NOCI
wavefunctions obtained from the above Ndet de-
generate Slater determinants as
mΦ =
Ndet∑
w
wΨAwm (13)
where Awm are elements of the Ndet × Nindept
matrix A that solves the secular equation30
HA = SAE (14)
with H given by
wxH = (H)wx = 〈wΨ|Hˆ | xΨ〉 (15)
and the eigenvalues collected in E =
diag
(
E1, . . . , ENindept
)
give the energies of the
NOCI wavefunctions. The representation ma-
trix of Rˆ in the NOCI basis can be shown
(Appendix B) to take the form
DNOCI(Rˆ) = D˜NOCI(Rˆ)
= (X†SA)−1X†T (Rˆ)A (16)
The matrix elements of H , S, and T (Rˆ) in-
volving non-orthogonal determinants can be
easily calculated using Löwdin’s paired or-
bitals.30,45–47
By solving the NOCI secular equation (14),
we effectively allow the different irreducible
representation components spanned by the
symmetry-broken set {wΨ} to interact via the
totally symmetric Hˆ and form linear com-
binations that transform as single irreducible
representations and hence conserve symmetry.
DNOCI(Rˆ) must therefore have a block-diagonal
structure in which each little block is an ir-
reducible matrix representation of Rˆ in the
basis of the corresponding NOCI wavefunc-
tions.48 Furthermore, we show in Appendix D
that, from each NOCI wavefunction mΦ, a
one-particle density matrix can be constructed
which can be diagonalized to give natural or-
bitals and the associated occupation numbers.
In addition to giving us a way to visualize the
NOCI wavefunctions, these provide further in-
sight into the correlation that they recover by
restoring broken symmetry.
3 Computational Details
Figure 1: Generic structure of octahedral
[MF6]3– (M = Ti,V) visualized with VMD.49
Fluoride ligands (green) lie on the Cartesian
axes equidistant to the metal center (ocher) at
the origin of the coordinate system.
In both model [MF6]3– (M = Ti,V) com-
plexes, the fluoride ligands lie on the Carte-
sian axes and are equidistant to the metal cen-
ter at the origin (Figure 1). The procedure
for obtaining and restoring the symmetry of
multiple SCF HF solutions in these complexes
is sketched in Figure 2. These solutions were
located within the Unrestricted Hartree–Fock
(UHF) space using the Direct Inversion in the
Iterative Subspace (DIIS) algorithm50 in con-
junction with SCF metadynamics22 inQ-Chem
5.1.51 Pople’s double-zeta split-valence 6-31G*
basis sets were employed for all atoms with
Cartesian forms for d functions and pure forms
for f functions. Each solution was considered to
have reached convergence when the DIIS error
fell below 1× 10−13 (unless stated otherwise).
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More detailed Q-Chem input parameters are
listed in the Supporting Information.
SCF metadynamics + DIIS
1ΨHF . . .
wΨHF w+1ΨHF . . .
Symmetry transformation
Rˆ1
wΨHF . . . Rˆi
wΨHF Rˆi+1
wΨHF . . .
Symmetry
analysis D˜
NOCI
1Φ . . . mΦ . . . NindeptΦ
Symmetry
analysis D˜
NOCI
Figure 2: Computational procedure for generat-
ing and running NOCI on symmetry-equivalent
SCF HF solutions. Boxes with solid red
boundaries denote calculations run inQ-Chem.
Boxes with solid blue boundaries denote rou-
tines run in our Python codes. Wavefunctions
enclosed in black boxes are passed between Q-
Chem and our Python codes.
Various spatial symmetry operations Rˆ of
the Oh point group were then applied to the
converged SCF HF solutions to generate their
symmetry-equivalent partners. The effect of Rˆ
on each single-determinantal solution defined in
(3) can be written as
RˆΨHF =
1√
Ne!
∑
σ
(−1)σPˆσ
{
Ne∏
i
[
Rˆχi(xi)
]}
(17)
We show in Appendix C that Rˆ transforms the
spin-orbitals χi(xi) into
Rˆχi(xi) =
ω·δ(si)
{
Rˆϕ˜·µ
[
Rˆ(ri −RA)
]}
Gδµ,·i (18)
where Rˆϕ˜·µ
[
Rˆ(ri −RA)
]
denotes a spatial
atomic orbital that is originally centered on nu-
cleus A but that has been moved to a possibly
different nucleus, say A′, before being trans-
formed by the same Rˆ in its new local coor-
dinate system centered on A′. Here, A′ is the
nucleus onto which A is mapped by the ac-
tion of Rˆ on the nuclear framework. The cal-
culation of Rˆϕ˜·µ in terms of unitary transfor-
mation matrices in spherical harmonic bases
is also formulated in Appendix C, which al-
lows for a simple implementation of all sym-
metry transformation routines within a set of
Python 2.7 codes using NumPy52 developed
in-house. Each RˆΨHF determinant generated
using symmetry was used as an initial guess
for an SCF calculation with the same conver-
gence criteria as described above. The con-
verged solution was then compared with RˆΨHF
using the square state distance metric, d2wx, de-
fined by Thom and Head-Gordon 22 to ensure
that they were identical within numerical er-
rors (d2wx ≤ 1× 10−13 electrons), thus confirm-
ing that RˆΨHF is indeed an SCF HF solution.
The volumetric data for the spatial form of
all spin-orbitals was generated in Q-Chem and
are represented by isosurfaces plotted using the
Tachyon ray-tracing library53 in VMD.49
The multiple SCF HF solutions generated by
symmetry were reread into Q-Chem 5.1 and
a NOCI calculation was performed on them.
The NOCI eigenvectors, as well as the asso-
ciated SCF HF solutions, were then fed back
into the Python codes so that the representa-
tion matrices in the NOCI basis, D˜NOCI, could
be computed using (16) and checked for block-
diagonality. The trace of each block in D˜NOCI
was obtained trivially and the irreducible repre-
sentation spanned by the corresponding NOCI
states deduced.
4 d1 Metal Ground Config-
uration
4.1 True d1 Octahedral System
For a single electron described by a set of spin-
orbitals with d spatial symmetry in an octahe-
dral field of point charges, group theory dictates
that the only possible terms of the exact elec-
tronic wavefunctions are 2T 2g and 2Eg whose
forms are shown in Table 1 using the notations
of Sugano et al. 3 Lower-case irreducible repre-
sentation symbols (t2g, eg) are used to denote
7
the spatial symmetry of a single spin-orbital,
whereas upper-case irreducible representation
symbols (T2g, Eg) are reserved for the over-
all spatial symmetry of the wavefunction. Un-
surprisingly, the two notations coincide for the
one-electron d1 system. If the spatial parts of
these wavefunctions are constructed from a sin-
gle set of five degenerate hydrogenic d orbitals
with principal quantum number n, then first-
order perturbation theory gives the following
real forms for the components of t2g and eg:3
ξ(r) = dyz(θ, φ)Rnd(r)
η(r) = dxz(θ, φ)Rnd(r)
ζ(r) = dxy(θ, φ)Rnd(r)
u(r) = dz2(θ, φ)Rnd(r)
v(r) = dx2−y2(θ, φ)Rnd(r)
(19)
where dyz, dxz dxy, dz2 , and dx2−y2 denote the
familiar (real) spherical harmonics of degree 2
and Rnd the hydrogenic radial wavefunction of
the nd subshell. The energy difference between
the 2T 2g and 2Eg terms is commonly denoted
as ∆oct = 10Dq.1,3,54
4.2 [TiF6]3–
The octahedral [TiF6]3– anion has a more com-
plicated electronic structure, however. If all six
ligands are considered to be closed-shell F– , the
metal center is then Ti3+ which has the con-
figuration [Ar]3d1. The unpaired 3d1 electron
still lies in an octahedral field of point charges
set up by the nuclei but now exhibits electron–
electron interaction with the Ar core and the
F– ligands, and the analytic results for a true d1
system presented above no longer rigorously ap-
plies. However, in most theoretical treatments,
the fully filled shells on both the metal cen-
ter and the ligands are ignored on the grounds
that they only contribute a totally symmetric
singlet component to the overall wavefunction
which shifts the energy of every term derived
for the true d1 system by a constant amount
(see Chapter 7 of Ref. 1). While this is often
a reasonable assumption to simplify the ana-
lytic descriptions and provide an excellent start-
ing point for the qualitative understanding of
the electronic terms present, it glosses over any
electron correlations between the valence d elec-
trons and the other electrons in the system.
Overview of UHF solutions. Figure 3
presents the energy, spatial symmetry, and la-
bels of the lowest-energyMS = 12 UHF solutions
located by SCF metadynamics in octahedral
[TiF6]3– at Ti–F bond length of 2.0274Å. The
representative Pipek–Mezey-localized55,56 spa-
tial forms of the highest-occupied ms = 12 spin-
orbitals in these solutions are shown in Table 2
and detailed solution energies can be found in
the Supporting Information. There are two
groups of solutions approximately 0.063Eh ≈
14 000 cm−1 apart, which is expected from the
two possible d1 terms in an octahedral field pre-
sented earlier and from the experimental values
for ∆oct in this anionic complex.57 However, in
order to assign these solutions to the expected
terms, their spin and spatial symmetry proper-
ties need to be examined.
We turn first to the lower group of solu-
tions. There are two degenerate sets within
this group, namely A 1
2
and A′1
2
, whose energies
differ by about 1.2× 10−5Eh. The A 1
2
set is
six-fold degenerate and forms a basis for the
T1g ⊕ T2g representation in Oh. It is therefore
symmetry-broken because it spans more than
one irreducible representation. A considera-
tion of the spatial forms of the highest-occupied
spin-orbitals of the A 1
2
solutions (one represen-
tative shown in Table 2) suggests why this is
the case: the valence 3d spin-orbital in each
solution has the familiar dxy/dyz/dxz form but
has been rotated by pi/4 out of the Cartesian
planes of the ligands. There are thus six equiv-
alent orientations of the valence 3d spin-orbital,
each of which corresponds to a linearly inde-
pendent but degenerate UHF solution. On the
other hand, the A′1
2
set only spans T2g and is
therefore symmetry-conserved: the valence 3d
spin-orbital in each A′1
2
solution lies properly in
one of the three Cartesian ligand planes. Conse-
quently, the valence 3d electron in the A′1
2
solu-
tions experiences a stronger repulsion from the
ligand electrons which raises the energy of the
A′1
2
set slightly above that of A 1
2
(Figure 3).
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Table 1: All possible d1 terms in an octahedral field. ξ, η, and ζ are the components of T2g while u
and v are the components of Eg. Each spin-orbital is also an eigenfunction of the sˆ3 operator with
eigenvalue ms = 12 (without bar) or −12 (with bar).
Config. Term Comp. MS = 12 MS = −12
t12g
2T 2g ξ ξ(x) ξ¯(x)
η η(x) η¯(x)
ζ ζ(x) ζ¯(x)
e1g
2Eg u u(x) u¯(x)
v v(x) v¯(x)
0 2 4 6
−1,444.94
−1,444.93
−1,444.92
−1,444.91
−1,444.90
−1,444.89
−1,444.88
−1,444.87
−1,444.86
B 1
2
2Eg ⊕ ∅A2g
Spatial degeneracy
En
er
gy
/
E
h
MS =
1
2
0 2 4 6
−1,444.93070
−1,444.93068
−1,444.93066
A′1
2
2T 2g
A 1
2
2T 2g ⊕ ∅T 1g
Figure 3: Energy and symmetry of low-lying UHF solutions (6-31G* basis) in octahedral [TiF6]3–
having Ti–F = 2.0274Å. All solutions have DIIS errors smaller than 1× 10−13. All solutions
have Nα − Nβ = 1 and are thus eigenfunctions of Sˆ3 with the same eigenvalue MS = 12 given as
subscripts. Solutions are considered degenerate when there energies are at most 10−9Eh apart and
are labeled alphabetically in increasing order of their energies. Nearly degenerate solutions share
the same letter but are distinguished by dashes. Solutions within one degenerate set are distinct
and linearly independent. Solutions that conserve spatial symmetry are enclosed in solid boxes
whereas solutions that break spatial symmetry are enclosed in dotted ones. See the main text for
a discussion on spin multiplicities.
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Table 2: Representative isosurface plots for the Pipek–Mezey-localized spatial parts of the highest-
occupiedms = 12 spin-orbitals, spatial symmetry, and 〈Sˆ2〉 of theMS = 12 UHF solutions in [TiF6]3– .
The spin-orbitals of all solutions within one set have similar forms and are related by the symmetry
operations of Oh. Spatial symmetry lists the irreducible representations of Oh spanned by the
degenerate sets. Axis triad: red–x; green–y; blue–z.
ΨUHF χ40
Spatial
symmetry 〈Sˆ
2〉
A 1
2
T1g ⊕ T2g 0.7522
A′1
2
T2g 0.7522
B 1
2
A2g ⊕ Eg 0.7527
We must now pause for a moment to con-
sider the significance of the existence of the
symmetry-broken A 1
2
solutions in [TiF6]3– . In
a true d1 system, there cannot exist any
symmetry-broken one-electron wavefunctions
comprising spin-orbitals similar to the valence
3d ones in the A 1
2
solutions. Firstly, any T1g
component is strictly forbidden by symmetry.
Secondly, the T2g space is fully spanned by the
degenerate ξ, η, and ζ components shown in
(19), so any linear combinations of these three
functions to give the valence 3d spin-orbitals of
A 1
2
necessarily live in the same space and have
the same energy. However, in [TiF6]3– , the Ar
core and the F– electrons can relax differently
in the presence of the different orientations of
the valence 3d spin-orbitals relative to the lig-
and exes to give A 1
2
and A′1
2
UHF solutions with
different energies and symmetries. Both A 1
2
and
A′1
2
solutions contain a T2g component and are
thus approximations to an exact wavefunction
with T2g spatial symmetry which we assume to
be the ground wavefunction,58 but the A 1
2
so-
lutions provide a tighter approximation in light
of the variational principle because they incor-
porate some correlation between the valence 3d
electron and the remaining electrons to result
in symmetry-brokenness and become lower in
energy.
We now shift our attention to the B 1
2
set.
This set spans A2g ⊕ Eg and is thus consid-
ered to be a symmetry-broken approximation
of an exact wavefunction with Eg spatial sym-
metry, but the dx2−y2-like form of the valence
3d spin-orbital (Table 2) seems to suggest that
this set conserves spatial symmetry, so what is
going on? It turns out that, for a true d1 sys-
tem, the spatial orbital dx2−y2(θ, φ)Rnd(r) and
its symmetry partners, dy2−z2(θ, φ)Rnd(r) and
dx2−z2(θ, φ)Rnd(r), are clearly not all linearly
independent and can be shown to indeed span
the same Eg space as u(r) and v(r) defined in
(19).3 In contrast, the presence of the core and
ligand electrons in [TiF6]3– removes this linear
dependence such that the three B 1
2
solutions
span a larger space that contains an additional
A2g component and become symmetry-broken,
effectively incorporating a similar kind of cor-
relation as discussed for the A 1
2
solutions.
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0 2 4 6
−1,444.94
−1,444.93
−1,444.92
−1,444.91
−1,444.90
−1,444.89
−1,444.88
−1,444.87
−1,444.86 B 1
2
2Eg ⊕ ∅A2g
2Eg[B 1
2
]
Spatial degeneracy
En
er
gy
/
E
h
MS =
1
2
0 2 4 6
−1,444.9330
−1,444.9325
−1,444.9320
−1,444.9315
−1,444.9310
−1,444.9305
A′1
2
2T 2g
A 1
2
2T 2g ⊕ ∅T 1g
2T 2g[A 1
2
]
2T 2g[A 1
2
⊕A′1
2
]
Figure 4: Low-lying NOCI wavefunctions (dark cyan) constructed from the low-lying MS = 12 UHF
solutions in octahedral [TiF6]3– (red, replotted from Figure 3 for comparison). NOCI wavefunctions
are considered degenerate when there energies are at most 10−7Eh apart. In generic notations,
Γ[A⊕ B] denotes a specific NOCI set of symmetry Γ constructed from both A and B solutions.
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Table 3: Isosurface plots for the Pipek–Mezey-localized spatial parts of the 3d natural orbitals and
〈Sˆ2〉 of the low-energy NOCI wavefunctions Φ in [TiF6]3– . Each 3d natural orbital shown in each
set corresponds to one of the NOCI wavefunctions within the set that transforms as the labeled
component. Shown in parentheses underneath are the occupation numbers of the natural orbitals.
The occupation numbers and natural orbitals shown are solely in the ms = 12 space. Axis triad:
red–x; green–y; blue–z.
Φ 3d natural orbitals 〈Sˆ2〉 Term
2T 2g[A 1
2
] 0.7512 2T 2g(t
1
2g)
ξ η ζ
(0.999) (0.999) (0.999)
2T 2g[A 1
2
⊕A′1
2
] 0.7512 2T 2g(t
1
2g)
ξ η ζ
(1.000) (1.000) (1.000)
2Eg[B 1
2
] 0.7517 2Eg(e
1
g)
u v
(1.000) (1.000)
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Symmetry restoration of individual
symmetry-broken UHF sets. Even
though the A 1
2
and B 1
2
solutions include ad-
ditional valence–core and valence–ligand elec-
tron correlation by breaking symmetry, their
symmetry-broken nature implies that they can-
not be taken as good approximations of the
T2g and Eg wavefunctions in [TiF6]3– owing
to Theorem 1. This has long been known
as the “symmetry dilemma” first pointed out
by Löwdin.59 NOCI can, however, be used to
form symmetry-conserved wavefunctions from
multiple symmetry-broken SCF solutions. Fig-
ure 4 shows the energy and spatial symmetry
of low-lying NOCI wavefunctions constructed
from the UHF solutions in octahedral [TiF6]3–
discussed so far and Table 3 gives the forms
of the corresponding 3d natural orbitals (see
Appendix D), also localized using the Pipek–
Mezey algorithm. Detailed NOCI results can be
found in the Supporting Information. Arising
from the six symmetry-broken A 1
2
solutions are
a set of triply degenerate multi-determinantal
wavefunctions that transform as T2g with the
expected 3dxy/3dyz/3dxz natural orbitals and
another set that transform as T1g. These two
sets are denoted 2T 2g[A 1
2
] and ∅T 1g[A 1
2
], re-
spectively. The spatial irreducible representa-
tion designation in these notations is obvious,
but we will come back to the designation of
spin multiplicity at the end of this section. The
2T 2g[A 1
2
] set is 1.96× 10−3Eh lower in energy
than the A 1
2
solutions whereas the ∅T 1g[A 1
2
]
set is more than 2Eh higher and is thus dis-
carded on the basis that it is too high in en-
ergy to be of any physical interest. Likewise,
from the symmetry-broken B 1
2
solutions, we
obtain a 2Eg[B 1
2
] set 1.56× 10−3Eh lower in
energy with 3dx2−y2 and 3dz2 natural orbitals
and an unphysical ∅A2g[B 1
2
] set approximately
2Eh higher in energy. These results are very
encouraging as they illustrate that NOCI has
the capability to purify the symmetry com-
ponent that a set of symmetry-broken SCF
wavefunctions are trying to approximate while
definitively picking out symmetry components
that have been mixed in only as a consequence
of symmetry breaking to incorporate electron
correlation.
NOCI between multiple degenerate UHF
sets. We can, however, take a step further.
Observing that the A 1
2
and A′1
2
sets both con-
tain a spatial T2g component, we expect them
to interact with each other via the common T2g
space. Indeed, when taking both the A 1
2
and
A′1
2
solutions as bases for NOCI, we obtain a
set denoted by 2T 2g[A 1
2
⊕ A′1
2
] that transforms
as T2g and two other high-energy sets denoted
by ∅T 2g[A 1
2
⊕ A′1
2
] and ∅T 1g[A 1
2
⊕ A′1
2
]. The
2T 2g[A 1
2
⊕A′1
2
] set has similar 3d natural orbitals
to 2T 2g[A 1
2
] but is 1.4× 10−4Eh lower in energy
and must therefore be a better approximation
of the true 2T 2g ground-state wavefunctions by
the variational principle.
Spin multiplicity assignments. We con-
clude this section with a few comments on the
spin properties of the UHF and NOCI wave-
functions of [TiF6]3– . All UHF solutions dis-
cussed so far have Nα − Nβ = 1 and are thus
eigenfunctions of Sˆz with eigenvalue MS =
1
2
, as expected from Fukutome’s classification
for UHF.38 The NOCI wavefunctions obtained
as linear combinations of these UHF solutions
must also be eigenfunctions of Sˆz with the same
eigenvalue MS = 12 . However, the 〈Sˆ2〉 val-
ues in Tables 2 and 3 show that none of these
wavefunctions is a strict eigenfunction of Sˆ2
because a true doublet must have 〈Sˆ2〉 equal
to 3
4
exactly, and the observed deviations on
the order of 1× 10−3 must be an indication of
spin contamination from the MS = 12 compo-
nents of higher spin states. Slight but con-
sistent reduction of 〈Sˆ2〉 in the NOCI wave-
functions compared to the basis UHF solutions
shows that, even by restoring spatial symme-
try, NOCI can improve spin purity as well, al-
though not by much. Nevertheless, we can
still regard the NOCI wavefunctions 2T 2g[A 1
2
],
2T 2g[A 1
2
⊕ A′1
2
], and 2Eg[B 1
2
] as reasonable ap-
proximations of true spin doublets and assign
them a spin multiplicity of two as denoted
by their pre-superscripts. On the other hand,
the high-lying NOCI sets that we discarded,
13
∅T 1g[A 1
2
], ∅T 2g[A 1
2
⊕ A′1
2
], ∅T 1g[A 1
2
⊕ A′1
2
], and
∅A2g[B 1
2
], have 〈Sˆ2〉 values that do not corre-
spond to any integral spin multiplicities (more
than 1× 10−2 away from any expected Sˆ2 eigen-
values, see Supporting Information). The sym-
bol “∅” is therefore used to denote these unde-
fined spin multiplicities.
5 d2 Metal Ground Config-
uration
5.1 True d2 Octahedral System
The main aim of this Section is to discuss the
low-energy UHF and NOCI wavefunctions of
the octahedral [VF6]3– anion. However, the
interaction between the two d electrons in the
presence of the core and ligand electrons com-
plicates the results significantly, so we will first
study a toy system where all core and ligand
electrons are stripped away. We will then see
that the results in this system help clarify the
correlation nature of the UHF and NOCI wave-
functions in [VF6]3– .
5.1.1 Symmetry-Conserved Wavefunc-
tions in the Strong-Field Coupling
Scheme
For a true d2 system in an octahedral field of
point charges, the strong-field coupling scheme1
describes each electron by an independent set of
ms = ±12 spin-orbitals with spatial symmetry of
either t2g or eg and then couples them together
using Clebsch–Gordan coefficients for the spa-
tial part and Wigner coefficients for the spin
part3 such that the resulted wavefunctions sat-
isfy Pauli’s antisymmetry, transform as single
irreducible representations inOh, and are eigen-
functions of Sˆ2. There are thus three possible
configurations split into 11 allowed terms whose
components are summarized in Table 4 from
Sugano et al. 3 Once again, only if each elec-
tron is described by a single set of five degen-
erate hydrogenic nd orbitals are the t2g and eg
components given by (19). In addition, unlike
the d1 case, there is now a clear distinction be-
tween the lower-case irreducible representation
symbols denoting the spatial symmetry of a sin-
gle electron in the strong-field coupling scheme
and the upper-case irreducible representation
symbols describing the overall spatial symmetry
of the wavefunction. Inspection of Table 4 re-
veals that each allowed MS = ±1 wavefunction
only needs a single determinant to satisfy spin
and spatial symmetry, whereas every MS = 0
wavefunction requires at least two determinants
to fulfill the same conditions and thus exhibits
strong correlation between the d electrons that
is due solely to spin and spatial symmetry de-
mands.
To further complicate matters, there are pairs
of terms arising from different strong-field con-
figurations which have identical spin and spa-
tial symmetry and can therefore interact with
each other in what is known as configura-
tion mixing .3 One example would be the in-
teraction between 3T 1g(t22g) and
3T 1g(t
1
2ge
1
g) to
give rise to two new terms labeled a 3T 1g and
b 3T 1g with the former having a lower en-
ergy than the latter (also defined in the cap-
tion of Table 4). When this happens, the
number of determinants required to describe
the mixed-configuration wavefunctions must in-
crease, thereby signifying even more correlation
effects. As a consequence, the true 3T 1g ground
term cannot be described by any single determi-
nants, even within the MS = ±1 spaces. This
behavior turns out to have important implica-
tions for the nature of the UHF solutions in
both the d2 octahedral toy system and the full
[VF6]3– anion.
5.1.2 UHF and NOCI Wavefunctions in
a d2 Octahedral Toy System
The strong-field coupling scheme enables wave-
functions that respect all symmetry require-
ments to be constructed from spin-orbitals.
However, this scheme quickly becomes tedious
when more interacting electrons are introduced
(see, for example, Chapters 3 and 4 of Ref. 3).
Furthermore, as the scheme relies on symme-
try alone, it cannot provide any functional de-
scriptions of the constituting spin-orbitals ab
initio. Fortunately, the HF method combined
with NOCI for symmetry restoration gives us
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Table 4: All possible d2 terms in an octahedral field. |χ1χ2| denotes a normalized Slater determinant
constructed from spin-orbitals χ1 and χ2. e1 is the only component of A1g; e2 the only component
of A2g; α, β, and γ the components of T1g; ξ, η, and ζ the components of T2g; and u and v the
components of Eg, with ux = −12u+
√
3
2
v, uy = −12u−
√
3
2
v, uz = u, vx = −
√
3
2
u− 1
2
v, vy =
√
3
2
u− 1
2
v,
and vz = v. Each spin-orbital is also an eigenfunction of the sˆ3 operator with eigenvalue ms = 12
(without bar) or −1
2
(with bar). Two terms of the same symmetry Γ but belonging to two different
configurations can interact further to give rise to two new terms aΓ and bΓ (not shown here) where
E(aΓ) < E(bΓ).3
Config. Term Comp. MS = 1 MS = 0 MS = −1
t22g
3T 1g α |ηζ| 1√2
(|ηζ¯| − |ζη¯|) |η¯ζ¯|
β |ζξ| 1√
2
(|ζξ¯| − |ξζ¯|) |ζ¯ ξ¯|
γ |ξη| 1√
2
(|ξη¯| − |ηξ¯|) |ξ¯η¯|
1T 2g ξ – 1√2
(|ηζ¯|+ |ζη¯|) –
η – 1√
2
(|ζξ¯|+ |ξζ¯|) –
ζ – 1√
2
(|ξη¯|+ |ηξ¯|) –
1Eg u – 1√6
(−|ξξ¯| − |ηη¯|+ 2|ζζ¯|) –
v – 1√
2
(|ξξ¯| − |ηη¯|) –
1A1g e1 – 1√3
(|ξξ¯|+ |ηη¯|+ |ζζ¯|) –
t12ge
1
g
3T 1g α |ξvx| 1√2
(|ξv¯x| − |vxξ¯|) |ξ¯v¯x|
β |ηvy| 1√2(|ηv¯y| − |vyη¯|) |η¯v¯y|
γ |ζvz| 1√2
(|ζv¯z| − |vz ζ¯|) |ζ¯ v¯z|
3T 2g ξ |ξux| 1√2
(|ξu¯x| − |uxξ¯|) |ξ¯u¯x|
η |ηuy| 1√2(|ηu¯y| − |uyη¯|) |η¯u¯y|
ζ |ζuz| 1√2
(|ζu¯z| − |uz ζ¯|) |ζ¯ u¯z|
1T 1g α – 1√2
(|ξv¯x|+ |vxξ¯|) –
β – 1√
2
(|ηv¯y|+ |vyη¯|) –
γ – 1√
2
(|ζv¯z|+ |vz ζ¯|) –
1T 2g ξ – 1√2
(|ξu¯x|+ |uxξ¯|) –
η – 1√
2
(|ηu¯y|+ |uyη¯|) –
ζ – 1√
2
(|ζu¯z|+ |uz ζ¯|) –
e2g
3A2g e2 |uv| 1√2(|uv¯| − |vu¯|) |u¯v¯|
1Eg u – 1√2(−|uu¯|+ |vv¯|) –
v – 1√
2
(|uv¯|+ |vu¯|) –
1A1g e1 – 1√2(|uu¯|+ |vv¯|) –
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a plausible way around this. To investigate
how this works for a true d2 octahedral system,
we carried out SCF metadynamics calculations
on a toy complex consisting of a B3+ center at
the origin surrounded by six −1 point charges
placed along the Cartesian axes at a distance of
1.9896Å from the origin. We denote this sys-
tem as [(B3+)(q– )6]. There are only two elec-
trons in this system, each of which is described
by a basis set composed only of five pure d func-
tions contracted from the three primitive Gaus-
sian functions in the first D shell of vanadium’s
6-31G*.60 The boron nucleus is chosen so that
the two electrons experience a nuclear charge of
+5, which is also the effective nuclear charge ex-
perienced by the 3d2 electrons in [VF6]3– if we
assume that the [Ar] core shields the vanadium
nucleus perfectly and that the F– ligands do not
shield the vanadium nucleus at all. As the sole
purpose of the toy system is to help us under-
stand the symmetry of the UHF solutions, we
are not too concerned with the accuracy of the
above assumptions, nor with the fact that all
solutions found have positive energy (Table 5).
MS = 1. Table 5a gives the energy and sym-
metry of the low-lying MS = 1 UHF solutions
in [(B3+)(q– )6], all having DIIS errors smaller
than 1× 10−13. As we will point out in Sec-
tion 5.2.1, they can all be correlated to the
MS = 1 solutions in [VF6]3– by the forms
of their spin-orbitals (shown in the Support-
ing Information) and overall symmetry. We
therefore pre-emptively denote these solutions
with lower-case letters that match the upper-
case labels of those in [VF6]3– . Expectedly, the
symmetry-conserved solutions b1, c1, e1, and f1
correspond exactly to the MS = 1 two-electron
single determinants of 3T 1g(t22g),
3T 2g(t
1
2ge
1
g),
3T 1g(t
1
2ge
1
g), and
3A2g(e
2
g), respectively. Since
there are no core or ligand electrons in this toy
system, the symmetry breaking observed in a1,
a′1, and d1 must come from the correlation be-
tween the two d electrons. To determine how
much of this correlation is already accounted
for by the strong-field coupling scheme in Ta-
ble 4, we first restored their spatial symmetry
by NOCI, the results of which are also shown
in Table 5a. The NOCI wavefunctions 3A2g[a1],
3T 2g[a
′
1],
3T 2g[d1], and 3T 1g[d1] have the same
energy as the UHF solutions f1, c1, c1, and e1,
respectively, and therefore do not recover any
more correlation energy than the correspond-
ing symmetry-conserved single determinants al-
ready do. On the other hand, the NOCI wave-
functions 3T 1g[a1] and 3T 1g[a′1] are significantly
lower in energy than b1 and not degenerate to
any other symmetry-conserved single determi-
nants we have found. Hence, they must incor-
porate some additional correlation missed out
by the strong-field coupling scheme of indepen-
dent particles occupying pure d orbitals prior
to configuration mixing. In fact, it turns out
that 3T 1g[a1] and 3T 1g[a′1] are both very close
in energy to a 3T 1g[b1 ⊕ e1] which is the NOCI
description of the lower 3T 1g term arising from
the configuration mixing between 3T 1g(t22g) and
3T 1g(t
1
2ge
1
g). We can thus reasonably deduce
that the symmetry breaking in a1 and a′1 is the
consequence of an attempt within the MS = 1
single-determinantal space to incorporate this
inherently multi-determinantal correlation ef-
fect between the two d electrons.
MS = 0. Table 5b gives the energy and
symmetry of the low-lying MS = 0 UHF so-
lutions in [(B3+)(q– )6], all having DIIS errors
smaller than 1× 10−13. These solutions are
also denoted with lower-case letters matching
the upper-case labels of the MS = 0 solutions
in [VF6]3– , their spin-orbitals are shown in the
Supporting Information, and the reason for the
asterisk in the a∗0 solutions will be explained in
Section 5.2.2. We note that the S = 1 NOCI
wavefunctions 3T 1g[a′′0],
3T 2g[b0], 3T 2g[c0], and
3T 1g[e0] are exactly degenerate with the spatial-
symmetry-conserved MS = 1 single determi-
nants b1, c1, c1, and e1, respectively. This
is not surprising at all: even though the a′′0,
c0, and e0 solutions are symmetry-broken over-
all, within the S = 1 spin space they conserve
spatial symmetry, so that when NOCI restores
time-reversal symmetry and subsequently spin
symmetry (exactly in this case as S = 0 and
S = 1 are the only possible spin states for
two electrons; further explanations will be de-
tailed in Section 5.2.2), it gives the spatial-
symmetry-conserved MS = 0 components in
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Table 5: UHF and NOCI wavefunctions in the toy system [(B3+)(q– )6]. All UHF wavefunctions
have DIIS errors smaller than 1× 10−13. The symmetry of each set of symmebry-broken solutions
lists terms in increasing order of NOCI energy. Each term symbol is immediately followed by the
predominant associated strong-field configuration in parentheses. If configuration mixing is found
to be present following an analysis of NOCI natural orbitals and occupation numbers, a second
pair of parentheses denotes the minor configuration introduced to the term by this interaction.
Repeated terms due to configuration mixing are distinguished based on their energy ordering using
the prefixes a and b where the a term is lower in energy than the b term. If the energy ordering is
not known or cannot be ascertained, a hollow diamond () is used instead.
(a) MS = 1
ΨUHF Symmetry Energy/Eh Term Φ(S = 1) Energy/Eh Term
a1
3T 1g ⊕ 3A2g 0.948 898 2 – 3T 1g[a1] 0.948 834 6 a 3T 1g(t22g)(t12ge1g)
3A2g[a1] 0.954 797 0
3A2g(e
2
g)
a′1
3T 1g ⊕ 3T 2g 0.948 990 8 – 3T 1g[a′1] 0.948 834 8 a 3T 1g(t22g)(t12ge1g)
3T 2g[a
′
1] 0.951 493 8
3T 2g(t
1
2ge
1
g)
b1
3T 1g 0.967 763 7
3T 1g(t
2
2g)
c1
3T 2g 0.951 493 8
3T 2g(t
1
2ge
1
g)
d1
3T 1g ⊕ 3T 2g 0.971 066 9 – 3T 2g[d1] 0.951 493 8 3T 2g(t12ge1g)
3T 1g[d1] 1.029 786 3
3T 1g(t
1
2ge
1
g)
e1
3T 1g 1.029 786 3
3T 1g(t
1
2ge
1
g)
f1
3A2g 0.954 797 0
3A2g(e
2
g)
a 3T 1g[b1 ⊕ e1] 0.948 833 7 a 3T 1g(t22g)(t12ge1g)
b 3T 1g[b1 ⊕ e1] 1.048 716 3 b 3T 1g(t12ge1g)(t22g)
(b) MS = 0
Γa∗0 =
3T 1g ⊕ 3A2g ⊕ 1T 2g ⊕ 1Eg ⊕ 1T 1g; Γa′0 = 3T 1g ⊕ 3T 2g ⊕ 1T 2g ⊕ 1T 1g; Γb0 = 3T 2g ⊕ 1Eg ⊕ 1A1g.
ΨUHF Symmetry Energy/Eh Φ(S = 1) Energy/Eh Term Φ(S = 0) Energy/Eh Term
a∗0 Γa∗0 1.000 420 2
3T 1g[a
∗
0] 0.948 844 9 a
3T 1g(t
2
2g)(t
1
2ge
1
g)
1T 2g[a
∗
0] 1.041 527 3 b
1T 2g(t
2
2g)(t
1
2ge
1
g)
3A2g[a
∗
0] 0.954 797 0
3A2g(e
2
g)
1Eg[a
∗
0] 1.066 148 3  1Eg(t22g)(e2g)
1T 1g[a
∗
0] 1.080 660 3
1T 1g(t
1
2ge
1
g)
a′0 Γa′0 1.000 512 9
3T 1g[a
′
0] 0.948 846 2 a
3T 1g(t
2
2g)(t
1
2ge
1
g)
1T 2g[a
′
0] 1.046 142 6 b
1T 2g(t
2
2g)(t
1
2ge
1
g)
3T 2g[a
′
0] 0.951 493 8
3T 2g(t
1
2ge
1
g)
1T 1g[a
′
0] 1.080 660 4
1T 1g(t
1
2ge
1
g)
a′′0
3T 1g ⊕ 1T 2g 1.012 773 8 3T 1g[a′′0 ] 0.967 763 7 3T 1g(t22g) 1T 2g[a′′0 ] 1.057 784 0
1T 2g(t
2
2g)
b0 Γb0 1.003 001 8
3T 2g[b0] 0.951 493 8
3T 2g(t
1
2ge
1
g)
1Eg[b0] 1.035 561 9  1Eg(t22g)(e2g)
1A1g[b0] 1.081 266 5 
1A1g(e
2
g)(t
2
2g)
c0
3T 2g ⊕ 1T 2g 1.003 028 3 3T 2g[c0] 0.951 493 8 3T 2g(t12ge1g) 1T 2g[c0] 1.054 562 8
1T 2g(t
1
2ge
1
g)
d0
1Eg ⊕ 1A1g 1.102 794 1 1Eg[d0] 1.057 784 0 1Eg(t22g)
1A1g[d0] 1.192 814 4
1A1g(t
2
2g)
e0
3T 1g ⊕ 1T 1g 1.055 223 3 3T 1g[e0] 1.029 786 3 3T 1g(t12ge1g) 1T 1g[e0] 1.080 660 3 1T 1g(t12ge1g)
a 3T 1g[a
′′
0 ⊕ e0] 0.948 833 7 a 3T 1g(t22g)(t12ge1g) a 1T 2g[a′′0 ⊕ c0] 1.033 515 0 a 1T 2g(t12ge1g)(t22g)
b 3T 1g[a
′′
0 ⊕ e0] 1.048 716 3 b 3T 1g(t12ge1g)(t22g) b 1T 2g[a′′0 ⊕ c0] 1.078 831 8 b 1T 2g(t22g)(t12ge1g)
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the triplets whose MS = 1 components are de-
scribed by the b1, c1, and e1 solutions. This
tells us that the symmetry breaking in a′′0, b0,
c0, and e0 indeed comes entirely from the cor-
relation between the two d electrons but does
not introduce any more correlation within the
S = 1 space beyond that already described by
the strong-field coupling scheme in Table 4. A
similar observation can also be made for the
3A2g[a
∗
0] and
3T 2g[a
′
0] NOCI wavefunctions, de-
spite the fact that the a∗0 and a′0 solutions break
spatial symmetry within the S = 1 space. Un-
fortunately, such comparisons are not possible
for the S = 0 space because none of the sin-
glets has any single-determinantal components,
as shown in Table 4.
5.2 [VF6]3–
We can now turn to the octahedral [VF6]3–
anion. The 3d2 electrons on the V3+ cen-
ter are expected to be strongly correlated on
grounds of symmetry as discussed in the pre-
vious Section. However, similar to [TiF6]3– ,
the Ar core and the F– ligands in [VF6]3– also
introduce additional correlation which further
complicates the electronic structure. Figure 5
presents the energy, spatial symmetry, and la-
bels of the lowest-energy UHF solutions located
by SCF metadynamics in octahedral [VF6]3– at
V–F bond length of 1.9896Å for both MS = 1
and MS = 0. Table 6 plots the representative
spatial forms of the highest-occupied 3d spin-
orbitals and shows the 〈Sˆ2〉 values of these so-
lutions. Detailed solution energies can be found
in the Supporting Information. Comparing to
Figure 3, we immediately see that there are
significantly more low-lying UHF solutions in
[VF6]3– than in [TiF6]3– as a consequence of the
increase in the number of possible terms due
to the strong correlation between the two va-
lence d electrons. Considering bothMS = 1 and
MS = 0, these solutions do not appear to seg-
regate into three distinct groups as one would
naively expect from the three possible strong-
field configurations (Table 4). It is therefore
important that we first understand the symme-
try of the UHF solutions, restoring any broken
symmetry whenever necessary, before we can
assign them to the expected d2 terms.
5.2.1 MS = 1
Overview of UHF solutions. We focus first
on the MS = 1 solutions (Figure 5a) be-
cause they are simpler to understand. Since
the true d2 wavefunctions with MS = 1 are
all single-determinantal (Table 4), it is with-
out surprise that we have located the spatial-
symmetry-conserved MS = 1 solutions B1, C1,
E1, and F1 that have the correct spatial symme-
try and reasonable 〈Sˆ2〉 values to describe the
MS = 1 components of 3T 1g(t22g),
3T 2g(t
1
2ge
1
g),
3T 1g(t
1
2ge
1
g), and
3A2g(e
2
g), respectively. The
distinction between B1 and E1, both of which
transform as T1g, is made by referring to the
Pipek–Mezey-localized forms of their χ40 and
χ41 (Table 6a). However, more interesting are
the spatial-symmetry-broken solutions A1, A′1,
and D1. The forms of χ40 and χ41 in these solu-
tions do not let them be assigned to any of the
terms listed in Table 4 immediately: although
χ40 and χ41 individually resemble a d orbital,
they have been distorted away from the canon-
ical shapes and orientations given in (19) such
that they can no longer be associated with the
components of t2g or eg.
Symmetry restoration of individual
symmetry-broken UHF sets. The results
of the toy system discussed in Section 5.1.2
make it clear that symmetry breaking is an in-
dication of electron correlation being incorpo-
rated into UHF single determinants and NOCI
allows for some of it to be recovered via sym-
metry restoration. Figure 6a shows the en-
ergy of the NOCI wavefunctions constructed
from single sets of symmetry-broken MS = 1
UHF solutions, and Table 7a gives some of
their Pipek–Mezey-localized 3d natural orbitals
which provide a very satisfying visual demon-
stration of the capability of NOCI to restore
spatial symmetry. Comparing, for example,
the 3d orbitals of the A1 UHF solutions in Ta-
ble 6a with some of the 3d natural orbitals of
the 3T 1g[A1] NOCI wavefunctions in Table 7a,
we see that, unlike the former, the latter are
properly symmetrized such that each of them
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−1,539.34
−1,539.32
−1,539.30
−1,539.28
−1,539.26
−1,539.24
−1,539.22
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3T1g ⊕ 1T2g ⊕ 1Eg
⊕∅T1g ⊕ ∅A1g ⊕ ∅T2g
⊕ 3A2g ⊕ 3T1g ⊕ 3T2g ⊕ 3Eg
A′0
3T1g ⊕ 1T2g ⊕ ∅T1g ⊕ 3T2g
A′′0
3T1g ⊕ 1T2g
B0
3T2g ⊕ 1Eg ⊕ 1A1g
C0
3T2g ⊕ 1T2g
D0
1Eg ⊕ 1A1g
E0
3T1g ⊕ 1T1g
Spatial & time-reversal degeneracy
MS = 0
(b)
Figure 5: Energy and symmetry of low-lying UHF solutions (6-31G* basis) in octahedral [VF6]3–
having V–F = 1.9896Å. (a) Solutions with Nα − Nβ = 2 (red). (b) Solutions with Nα = Nβ
(blue). All solutions have DIIS errors smaller than 1× 10−13 and are eigenfunctions of Sˆ3 whose
MS eigenvalues are given as subscripts. Solutions are considered degenerate when there energies are
at most 10−9Eh apart and are labeled alphabetically in increasing order of their energies. Nearly
degenerate solutions share the same letter but are distinguished by dashes. Solutions within one
degenerate set are distinct and linearly independent. Solutions that conserve spatial symmetry are
enclosed in solid boxes whereas solutions that break spatial symmetry are enclosed in dotted ones.
The time-reversal partners of the MS = 0 solutions are also eigenfunctions of Sˆ3 with MS = 0 and
are thus included in (b). See the main text for a discussion on spin multiplicities.
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Table 6: Representative isosurface plots for the Pipek–Mezey-localized spatial parts of the highest-
occupied spin-orbitals, spatial symmetry, and 〈Sˆ2〉 of the UHF solutions in [VF6]3– . In (a), both
spin-orbitals χ40 and χ41 have ms = 12 . In (b), χ40 has ms =
1
2
whereas χ¯80 has ms = −12 as
indicated by the bar. The spin-orbitals of all solutions within one set have similar forms and are
related by the symmetry operations of Oh. Spatial symmetry lists the irreducible representations
of Oh spanned by the degenerate sets. Axis triad: red–x; green–y; blue–z.
(a) MS = 1
ΨUHF χ40 χ41
Spatial
symmetry 〈Sˆ
2〉
A1 T1g ⊕A2g 2.0040
A′1 T1g ⊕ T2g 2.0040
B1 T1g 2.0045
C1 T2g 2.0035
D1 T1g ⊕ T2g 2.0039
E1 T1g 2.0049
F1 A2g 2.0044
(b) MS = 0
ΨUHF χ40 χ¯80
Spatial
symmetry 〈Sˆ
2〉
A0
A1g ⊕A2g
⊕ 2Eg ⊕
3T1g ⊕ 3T2g
1.0025
A′0 2T1g ⊕ 2T2g 1.0029
A′′0 T1g ⊕ T2g 1.0037
B0
A1g ⊕ Eg
⊕ T2g 0.8090
C0 2T2g 1.0034
D0 A1g ⊕ Eg 0.0000
E0 2T1g 1.0046
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Figure 6: Low-lying NOCI wavefunctions constructed from single sets of degenerate UHF solutions
in octahedral [VF6]3– (replotted from Figure 5 for comparison). The horizontal axis in (b) has been
broken at 6 and a more compact scale is used between 6 and 24 so that the degeneracy of most
states can be shown clearly. Green indicates NOCI wavefunctions with 〈Sˆ2〉 ≈ 2 while magenta
indicates those with 〈Sˆ2〉 ≈ 0. NOCI wavefunctions are considered degenerate when there energies
are at most 10−7Eh apart.
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3T 1g[A0,A
′
0,A
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3T 1g[E0 (A0,A
′
0,A
′′
0)]
1T 2g[A0,A
′
0,A
′′
0 (C0)]
1Eg[A0,B0,D0]
1T 2g[C0 (A0,A
′
0,A
′′
0)]
1T 1g[E0]
1A1g[B0 (D0)]
1A1g[D0]
Spatial & time-reversal degeneracy
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Figure 7: Low-lying NOCI wavefunctions constructed from all interacting low-lying UHF solutions
in octahedral [VF6]3– (replotted from Figure 5 for comparison). The horizontal axis in (b) has been
broken at 6 and a more compact scale is used between 6 and 24 so that the degeneracy of most
states can be shown clearly. Green indicates NOCI wavefunctions with 〈Sˆ2〉 ≈ 2 while magenta
indicates those with 〈Sˆ2〉 ≈ 0. NOCI wavefunctions are considered degenerate when there energies
are at most 10−7Eh apart. In generic notations, Γ[A,B (C,D)] denotes multiple NOCI sets of
symmetry Γ constructed from all non-trivial combinations of at least one of A and B, but of none,
some, or all of C and D.
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can be attributed to one of the ξ, η, and ζ
components of t2g.
However, to assign these NOCI wavefunctions
to terms, we need a careful understanding of
the correlation they recover. By drawing analo-
gies to the MS = 1 UHF and NOCI wavefunc-
tions of the toy model [(B3+)(q– )6] analyzed in
Section 5.1.2, we can infer the correlation na-
ture of the symmetry-broken solutions A1, A′1,
and D1 from the corresponding a1, a′1, and d1.
Firstly, their symmetry breaking is indeed a
consequence of the correlation between the two
3d electrons, but the symmetry-conserved sin-
gle determinants C1, E1, and F1 already capture
most of this for the corresponding electronic
terms. However, when the 3d electrons break
symmetry, they cause the now-present core and
ligand electrons to relax accordingly and incor-
porate correlation to these electrons as a result.
This is evident by the fact that the NOCI wave-
functions 3T 2g[D1] and 3T 1g[D1] no longer coin-
cide with the symmetry-conserved UHF solu-
tions C1 and E1 (Figure 6a), and that ∅A2g[A1]
and ∅T 2g[A′1] do not have well defined spin mul-
tiplicities and are so high in energy (well out-
side the range of Figure 6a) that they no longer
match with F1 and C1. On the other hand, the
symmetry breaking in A1 and A′1 arises from the
additional configuration-mixing correlation be-
tween the 3d electrons that is missed out by the
symmetry-conserved B1 solutions. This sym-
metry breaking incidentally also results in the
inclusion of some correlation with the core and
ligand electrons as previously mentioned.
Based on the above understanding together
with the forms and occupation numbers of the
natural orbitals (Table 7a), we can assign the
NOCI wavefunctions as follows. The predomi-
nantly occupied 3d natural orbitals of 3T 1g[A1]
(all having occupation numbers of 0.945) sug-
gest that they mainly describe the MS = 1
components of the 3T 1g(t22g) term, and the mi-
norly occupied 3d natural orbitals (all having
occupation numbers of 0.055) indicate that they
have some 3T 1g(t12ge1g) character mixed in. We
thus assign 3T 1g[A1] to the mixed-configuration
term a 3T 1g(t22g)(t12ge1g) (see the caption of Ta-
ble 5 for the explanation of this notation).
In a similar manner, we assign 3T 1g[A′1] to
a 3T 1g(t
2
2g)(t
1
2ge
1
g),
3T 2g[D1] to 3T 2g(t12ge1g), and
3T 1g[D1] to 3T 1g(t12ge1g), as also listed in Ta-
ble 7a. It cannot be emphasized enough that,
as the symmetry breaking in A1 and A′1 is
a consequence of configuration mixing, restor-
ing symmetry in these solutions automatically
gives symmetry-conserved wavefunctions that
also incorporate this effect without having to ex-
plicitly construct or obtain determinants belong-
ing to the various interacting configurations.
NOCI between multiple degenerate UHF
sets. The NOCI wavefunctions obtained
above can be improved if multiple degenerate
UHF sets that span one or more common spaces
are to be included in the basis. For instance,
A1, A′1, B1, D1, and E1 all span a common
3T 1g
space with MS = 1 and we therefore expect
them to interact with one another to give rise
to various 3T 1g NOCI wavefunctions. However,
while the 3T 1g space of A1 and A′1 has both t22g
and t12ge1g characters, the
3T 1g space of B1 only
has t22g character and that of D1 and E1 only has
t12ge
1
g character. Thus, by allowing some or all of
A1, A′1, and B1 to interact with none, some, or
all of D1 and E1, we obtain 3T 1g NOCI wave-
functions that have mainly t22g character but
with some t12ge1g mixed in. Their energies are
labeled collectively as 3T 1g[A1,A′1,B1 (D1,E1)]
in Figure 7a. This collection can be considered
to consist principally of NOCI wavefunctions
constructed from all possible non-trivial com-
binations of A1, A′1, and B1 and thus incorpo-
rating whatever correlation responsible for any
symmetry breaking in these UHF solutions.
These wavefunctions are then further improved
by interactions with D1 and E1. There are
27 non-trivial combinations in this collection:
(23 − 1) × 22 minus the trivial one that in-
cludes only the symmetry-conserved B1 set. It
is precisely because this trivial combination is
excluded that the NOCI wavefunctions in this
collection are all of a 3T 1g(t22g)(t12ge1g) charac-
ter and spread over a rather small range of
2.36× 10−3Eh, or approximately 517 cm−1 (see
Supporting Information for the detailed ener-
gies). By the variational principle, the best
approximation to a 3T 1g(t22g)(t12ge1g) must be as
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Table 7: Isosurface plots for the Pipek–Mezey-localized spatial parts of some 3d natural orbitals,
〈Sˆ2〉, and term assignment of selected NOCI wavefunctions Φ in [VF6]3– . Each group of 3d natural
orbitals shown in each set corresponds to one of the NOCI wavefunctions within the set that
transforms as the labeled component. From left to right within each group of natural orbitals, shown
in the first pair of parentheses are the occupation numbers of the natural orbitals corresponding to
the dominant configuration, and whenever applicable, shown in the second pair of parentheses are
the occupation numbers of the natural orbitals corresponding to the minor configuration. These
configurations are also indicated next to the term symbol in the same order. Axis triad: red–x;
green–y; blue–z.
(a) MS = 1. The occupation numbers and natural orbitals are solely in the ms = 12 space.
Φ 3d natural orbitals 〈Sˆ2〉 Term
3T 1g[A1] 2.0035 a
3T 1g(t
2
2g)(t
1
2ge
1
g)
α β γ
(0.945, 0.945), (0.055, 0.055) (0.945, 0.945), (0.055, 0.055) (0.945, 0.945), (0.055, 0.055)
3T 1g[A
′
1] 2.0033 a
3T 1g(t
2
2g)(t
1
2ge
1
g)
α β γ
(0.957, 0.957), (0.043, 0.043) (0.957, 0.957), (0.043, 0.043) (0.957, 0.957), (0.044, 0.043)
3T 2g[D1] 2.0025
3T 2g(t
1
2ge
1
g)
ξ η ζ
(0.999, 0.999) (0.999, 0.999) (0.999, 0.999)
3T 1g[D1] 2.0079
3T 1g(t
1
2ge
1
g)
α β γ
(0.983, 0.981) (0.990, 0.988) (0.998, 0.995)
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(b) MS = 0, S ≈ 1. The occupation numbers and natural orbitals are identical for both ms = ±12 .
Φ 3d natural orbitals 〈Sˆ2〉 Term
3T 1g[A0] 2.0000 a
3T 1g(t
2
2g)(t
1
2ge
1
g)
α β γ
(0.485, 0.485), (0.015, 0.015) (0.485, 0.485), (0.015, 0.015) (0.485, 0.485), (0.015, 0.015)
3T 1g[A
′
0] 2.0000 a
3T 1g(t
2
2g)(t
1
2ge
1
g)
α β γ
(0.489, 0.489), (0.011, 0.011) (0.489, 0.489), (0.011, 0.011) (0.489, 0.489), (0.011, 0.011)
3T 1g[A
′′
0 ] 2.0000
3T 1g(t
2
2g)
α β γ
(0.500, 0.500) (0.500, 0.500) (0.500, 0.500)
3T 2g[B0] 2.0000
3T 2g(t
1
2ge
1
g)
ξ η ζ
(0.500, 0.499) (0.497, 0.497) (0.500, 0.499)
3T 2g[C0] 2.0000
3T 2g(t
1
2ge
1
g)
ξ η ζ
(0.500, 0.500) (0.500, 0.500) (0.500, 0.500)
3T 1g[E0] 2.0000
3T 1g(t
1
2ge
1
g)
α β γ
(0.500, 0.500) (0.500, 0.500) (0.500, 0.500)
low in energy as possible and turns out to be
a 3T 1g[A1⊕A′1⊕B1⊕D1⊕E1]. However, from
a physical perspective, a 3T 1g[A1 ⊕ A′1 ⊕ B1 ⊕
D1 ⊕ E1] does not really recover much more
configuration-mixing correlation than 3T 1g[A1]
and 3T 1g[A′1] already do, so that even if one
were not able to locate the higher D1 and E1
UHF solutions, one could still get a reasonable
description of the ground mixed-configuration
a 3T 1g(t
2
2g)(t
1
2ge
1
g) term from either A1 or A′1,
as suggested by the small energy range of the
3T 1g[A1,A
′
1,B1 (D1,E1)] collection.
Similarly, there are 23 non-trivial NOCI wave-
functions in 3T 1g[D1,E1 (A1,A′1,B1)] that all
contain a major t12ge1g character, and those that
include at least one of A1, A′1, or B1 also have
some t22g character mixed in. However, since
all of these NOCI wavefunctions have the same
symmetry as the ground term, and since the
exact ground term is unknown, we cannot be
sure if any of them is indeed orthogonal to the
exact ground term in order for the variational
principle to apply.13 This is rather unfortunate
as the collection 3T 1g[D1,E1 (A1,A′1,B1)] spans
a rather large range in energy (about 0.0188Eh
or 4130 cm−1) which makes it difficult to give a
reasonable estimate for b 3T 1g(t12ge1g)(t22g).
Spin multiplicity assignments. Before
moving on, we briefly discuss the spin symme-
try of the MS = 1 solutions. In a very similar
manner to the [TiF6]3– case discussed earlier,
none of these solutions is an exact eigenfunc-
tion of Sˆ2 due to the slight deviation of their
〈Sˆ2〉 from the exact value of 2 expected for a
triplet. Nevertheless, we still assign them to
triplet states on grounds that a discrepancy
smaller than 1× 10−2 is negligible for our pur-
poses while acknowledging that there is still
some spin symmetry breaking due to contami-
nation from the MS = 1 components of higher
spin states. Spin purification can be achieved
somewhat by spatial symmetry restoration just
as noted for [TiF6]3– , but ultimately, to fully
restore spin symmetry, one needs to include
in the NOCI basis all spin symmetry partners
generated by the spin rotation operations in
SU(2).
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(c) MS = 0, S ≈ 0. The occupation numbers and natural orbitals are identical for both ms = ±12 .
Φ 3d natural orbitals 〈Sˆ2〉 Term
1T 2g[A0] 0.0038 a
1T 2g(t
2
2g)(t
1
2ge
1
g)
ξ η ζ
(0.491, 0.491), (0.009, 0.009) (0.496, 0.486), (0.010, 0.009) (0.492, 0.490), (0.009, 0.009)
1T 2g[A
′
0] 0.0042 a
1T 2g(t
2
2g)(t
1
2ge
1
g)
ξ η ζ
(0.496, 0.496), (0.004, 0.004) (0.496, 0.496), (0.004, 0.004) (0.496, 0.496), (0.004, 0.004)
1T 2g[A
′′
0 ] 0.0073
1T 2g(t
2
2g)
ξ η ζ
(0.500, 0.500) (0.500, 0.500) (0.500, 0.500)
1T 2g[C0] 0.0067
1T 2g(t
1
2ge
1
g)
ξ η ζ
(0.498, 0.498) (0.497, 0.497) (0.499, 0.499)
1T 1g[E0] 0.0092
1T 1g(t
1
2ge
1
g)
α β γ
(0.500, 0.500) (0.499, 0.499) (0.500, 0.500)
Φ 3d natural orbitals 〈Sˆ2〉 Term
1Eg[A0] 0.0032
1Eg(t
2
2g)
u v
(0.216, 0.122, 0.661) (0.433, 0.558)
1Eg[B0] 0.0029  1Eg(t22g)(e2g)
u v
(0.188, 0.115, 0.595), (0.052, 0.051) (0.400, 0.493), (0.052, 0.051)
1Eg[D0] 0.0000
1Eg(t
2
2g)
u v
(0.221, 0.118, 0.661) (0.446, 0.549)
1A1g[B0] 0.0027  1A1g(t22g)(e2g)
e1
(0.272, 0.272, 0.272), (0.093, 0.093)
1A1g[D0] 0.0000
1A1g(t
2
2g)
e1
(0.333, 0.333, 0.334)
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5.2.2 MS = 0
Unlike the MS = ±1 wavefunctions, the MS =
0 wavefunctions in a true d2 system are all re-
quired by symmetry to be multi-determinantal
(Table 4). It therefore comes as no surprise that
theMS = 0 single-determinantal UHF solutions
in [VF6]3– are all symmetry-broken, be it in Oh,
S ⊗ T , or both (Figure 5b and Table 6b). In
particular, apart from the D0 solutions which
are effectively RHF, have 〈Sˆ2〉 = 0.0000 and
can be considered true singlets, these MS = 0
solutions all have 〈Sˆ2〉 in the vicinity of unity
which indicates heavy spin mixing. The sym-
metry breaking in D0 is therefore purely spatial,
whereas the symmetry breaking in the other
solutions is much less straightforward to clas-
sify without symmetry restoration. This is be-
cause in the presence of significant spin con-
tamination, the different spin components can
break or conserve spatial symmetry indepen-
dently such that the overall spatial represen-
tation obtained from the analysis of symmetry
in Oh (Table 6b) only gives a direct sum of
all spatial irreducible representations but does
not segregate them into the different spin com-
ponents. Therefore, NOCI must first be car-
ried out so that the 〈Sˆ2〉 values of the spatial-
symmetry-conserved NOCI wavefunctions can
be worked out and that the spatial irreducible
representations can be assigned to definite spin
states. The symmetry labels of the UHF so-
lutions in Figure 5b reflect the outcomes of
this, and the energy of the resulted low-lying
NOCI wavefunctions constructed from single
sets of symmetry-broken solutions are plotted
in Figure 6b with some representative Pipek–
Mezey-localized natural orbitals shown in Ta-
bles 7b and 7c.
Time-reversal symmetry. The MS = 0
space is rather interesting. We show in Ap-
pendix A.3 that the time-reversal operator Θˆ
and the Sˆ3 operator, which have the following
effects on a spin-pure state |S,MS〉,61
Θˆ |S,MS〉 = (−1)S−MS |S,−MS〉 (20)
Sˆ3 |S,MS〉 = MS |S,MS〉 (21)
only commute when acting on wavefunctions
with MS = 0. As such, MS = 0 wavefunctions
can be made to be simultaneous eigenfunctions
of both Θˆ and Sˆ3. A given MS = 0 UHF de-
terminant, say Ψ0, is obviously an eigenfunc-
tion of Sˆ3 by construction, but there is no a
priori restriction that it must also be an eigen-
function of Θˆ. However, the commutativity be-
tween Θˆ and Sˆ3 and the finite cyclic structure of
the time-reversal group T (Section 2.2, also Ap-
pendix A.1) ensure that Ψ0 and all possible lin-
early independent UHF determinants (Θˆn)Ψ0
where n = 1, 2, 3 can be arranged into linear
combinations that have MS = 0 and are also
eigenfunctions of Θˆ. Since T is abelian, if the
set {(Θˆn)Ψ0 | n = 0, . . . , 3} contains more than
one linearly independent member, it is necessar-
ily symmetry-broken in T . But as Θˆ also com-
mutes with the spinless electronic Hamiltonian
defined in (2) and is antiunitary,39 all members
of the above set have the same energy which the
degeneracy depicted in Figures 5b, 6b, and 7b
must take into account.
The above discussion brings to attention the
fact that Θˆ is also a symmetry operator that
needs to be considered on top of the spatial
symmetry operations Rˆ in Oh in order to ob-
tain enough UHF determinants and complete
any symmetry-broken set within the MS = 0
space prior to running NOCI. However, there
is a fortuitous exception to this as demon-
strated by the A0, A′′0, B0, and D0 solu-
tions. Consider the set of all linearly inde-
pendent spatial-symmetry-equivalent UHF de-
terminants, {RˆΨ0 | Rˆ ∈ Oh}, where Ψ0 is a
determinant in any one of A0, A′′0, B0, or D0.
A character analysis shows that this set spans
multiple but complete irreducible representa-
tions in T , and that augmenting this set to
{(ΘˆnRˆ)Ψ0 | n = 0, . . . , 3; Rˆ ∈ Oh} and re-
taining only the linearly independent elements
does not change the representations spanned in
Oh or T . There thus exists a subset T in Oh
such that
ΘˆΨ0 =
∑
Rˆ∈T
cRˆRˆΨ0
Typically, T consists of only one element Rˆ′
with cRˆ′ = ±1. Consequently, A0, A′′0, B0, and
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D0 are said to exhibit time-reversal coincidence
and the origin of this effect can be somewhat
understood by noting from Table 6b that the
spatial forms of χ40 and χ¯80 in these solutions
can be interconverted (up to a phase factor of
±1) by a symmetry operation in Oh. The re-
maining solutions, however, do not benefit from
this coincidence as the set {RˆΨ0 | Rˆ ∈ Oh}
for these solutions does not span complete ir-
reducible representations in T and therefore Θˆ
must be involved to complete the set. This is
also obvious from Table 6b that their χ40 and
χ¯80 are not related by any symmetry operations
in Oh at all.
The use of NOCI on time-reversal symmetry
partners to restore spin symmetry of the heav-
ily spin-contaminated MS = 0 UHF solutions
needs a more careful explanation. The effect of
Θˆ on the spin-pure state |S, 0〉 can be deduced
from (20) as
Θˆ |S, 0〉 = (−1)S |S, 0〉
It is then obvious that an |S, 0〉 state with even
S is totally symmetric in T whereas an |S, 0〉
state with odd S spans the B irreducible rep-
resentation of T (Table 9). Thus, by allow-
ing all spin-contaminated MS = 0 determi-
nants and their time-reversal partners to inter-
act via the totally symmetric Hamiltonian, we
restore time-reversal symmetry and decouple
states with even and odd S as a consequence.
The MS = 0 NOCI wavefunctions in Figure 6b,
Figure 7b, Table 7b, and Table 7c are there-
fore all symmetry-conserved in T and contain
either odd or even S components, but not both:
those with 〈Sˆ2〉 ≈ 2 are mainly |1, 0〉 in charac-
ter but are contaminated by higher |S, 0〉 states
with odd S, while those with 〈Sˆ2〉 ≈ 0 contain
a main |0, 0〉 component together with smaller
contributions from higher |S, 0〉 with even S.
As such, by restoring time-reversal symmetry,
NOCI also restores spin-rotation symmetry but
not completely, unless S = 0 and S = 1 are
the only possible spin states as in the toy sys-
tem [(B3+)(q– )6]. The multiplicity labels for
these NOCI states therefore only reflect the
most dominant |S, 0〉 component, but this is
sufficiently accurate as deviations smaller than
1× 10−2 of 〈Sˆ2〉 from the exact values are neg-
ligible for our purposes, as stated before.
Correlation from symmetry restoration.
To understand the kind of correlation recov-
ered by NOCI, we once again make reference
to the MS = 0 UHF and NOCI wavefunctions
of the toy system [(B3+)(q– )6] (Section 5.1.2).
We were unfortunately not able to find any so-
lutions in [VF6]3– that can be correlated ex-
actly to the symmetry-broken a∗0 in [(B
3+)(q– )6]
based on their symmetry and degeneracy. How-
ever, we located a set of symmetry-broken solu-
tions labeled A0 whose spin-orbitals are similar
to those of a∗0 but that span more irreducible
representations than a∗0. This is the reason for
the asterisk in the label of a∗0. We posit that
the implication of this result is twofold. Firstly,
the symmetry breaking in a∗0 must be due to the
correlation between the two d electrons, so the
space that is common to both a∗0 and A0 must
contain descriptions of this strong correlation.62
Secondly, the additional symmetry breaking in
A0, which gives rise to the observed increase in
size of the linearly independent space spanned
by these solutions compared to that spanned
by a∗0, must be a consequence of the correla-
tion between the two d electrons with the core
and ligand electrons which are only present in
the full [VF6]3– system. The severe symmetry
breaking in A0 is therefore the result of both
types of correlation.
The symmetry breaking in A0, A′0, and B0
contains configuration mixing information for
various electronic terms. In fact, an inspection
of the 3d natural orbitals and occupation num-
bers of the NOCI wavefunctions constructed
from A0, A′0, and B0 (Tables 7b and 7c) re-
veals that the symmetry breaking of A0 and
A′0 accounts for some configuration mixing
in a 3T 1g(t22g)(t12ge1g) and a
1T 2g(t
2
2g)(t
1
2ge
1
g), and
that the symmetry breaking of B0 accounts for
some configuration mixing in  1Eg(t22g)(e2g) and
 1A1g(t22g)(e2g). This is further supported by the
NOCI results of the corresponding solutions a∗0,
a′0, and b0 in the toy system [(B
3+)(q– )6] as
shown in Table 5b where similar configuration
mixing effects are also observed.
For the remaining solutions A′′0, C0, and E0
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that can be corresponded to a′′0, c0, and e0 of
the toy system [(B3+)(q– )6], we expect from
the analysis in Section 5.1.2 that the most of
the correlation in their S ≈ 1 components is
already captured by the symmetry-conserved
MS = 1 solutions B1, C1, and E1. However, the
energies of 3T 1g[A′′0],
3T 2g[C0], and 3T 1g[E0] all
deviate from those of B1, C1, and E1 by slight
amounts (Figure 6, see also the Supporting
Information for precise energy values), which
must be the result of some correlation with the
core and ligand electrons. Unfortunately, the
NOCI 3d natural orbitals and occupation num-
bers in Tables 7b and 7c show that 3T 1g[A′′0],
1T 2g[A
′′
0],
1T 2g[C0] and 3T 1g[E0] miss out large
amounts of configuration mixing correlation
between the two d electrons. Fortunately, this
problem can be overcome by including multi-
ple degenerate sets of UHF solutions describing
different configurations of the same term in the
NOCI basis, the results of which are shown in
Figure 7b. Drastic improvements to the NOCI
wavefunctions can be most easily seen through
the energy distribution of the collections
3T 1g[A0,A
′
0,A
′′
0 (E0)],
3T 1g[E0 (A0,A
′
0,A
′′
0)],
and 1T 2g[C0 (A0,A′0,A′′0)]. Take the collec-
tion 3T 1g[A0,A′0,A′′0 (E0)] for example: there
is a very distinctive gap between the energy
of 3T 1g[A′′0] that have no configuration mix-
ing and the energy of the remaining NOCI
wavefunctions in the collection that all include
configuration mixing to some extent.
6 UHF and NOCI Wave-
functions upon Symmetry
Descent
The understanding of the symmetry of the
various low-lying UHF solutions in octahedral
[TiF6]3– and [VF6]3– obtained so far sheds light
on their behaviors when the molecular symme-
try of the system descends from the highly sym-
metric Oh. The ground terms for [TiF6]3– and
[VF6]3– are 2T 2g and 3T 1g, respectively. With
spin–orbit coupling ignored for the current pur-
poses, the Jahn–Teller theorem predicts that
both octahedral anions undergo stabilizing and
symmetry-lowering distortions via the eg or t2g
vibrational modes since both Eg and T2g are
contained in the symmetrized squares of both
T1g and T2g.3,63 We will distinguish between the
symmetry of vibrational modes and the symme-
try of electronic terms by the use of lower-case
and upper-case symbols, respectively. In this
work, we consider the egu and egv normal vi-
brational coordinates (Figure 8): the Oh sym-
metry of [TiF6]3– and [VF6]3– is lowered to D4h
along Qegu and to D2h along Qegv. We thus ex-
pect the octahedral 2T 2g and 3T 1g ground terms
to split as shown in Table 8.
S2
2S2
Qegu
S3
Qegv
Figure 8: Displacement components of the nor-
mal coordinates Qegu and Qegv of an octahedral
MF6 (M = Ti,V) nuclear framework. S2 and
S3 are magnitudes of displacement vectors as
derived by Sugano et al. 3
In Figures 9 and 10, we show the behav-
iors of the lowest-lying SCF solutions that we
have found for [VF6]3– and [TiF6]3– . Immedi-
ately obvious is that the symmetry-broken solu-
tions A1, A′1, and A 1
2
remain symmetry-broken
to various degrees upon symmetry descent.
Specifically, Figure 10 reveals that the A 1
2
so-
lutions which span T1g ⊕ T2g in Oh split into
a symmetry-conserved set Eg and a symmetry-
broken set A2g⊕B2g⊕Eg in D4h, and into three
symmetry-broken sets B1g ⊕ B2g, B1g ⊕ B3g,
and B2g ⊕ B3g in D2h. Clearly, the two com-
ponents T1g and T2g of the A 1
2
set are so entan-
gled together in Oh that they cannot split in-
dependently from each other when descending
in molecular symmetry. Figure 9 shows sim-
ilar behaviors for the A1 and A′1 solutions in
[VF6]3– , where we note in particular that the A1
set remains completely symmetry-broken and
quadruply degenerate throughout. This seems
to suggest that there is some hidden symmetry
in the UHF method that persists even when the
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Table 8: Splitting of 2T 2g and 3T 1g upon descending from Oh to D4h and D2h.
Oh D4h D2h
2T 2g
2B2g ⊕ 2Eg 2B1g ⊕ 2B2g ⊕ 2B3g
3T 1g
3A2g ⊕ 3Eg 3B1g ⊕ 3B2g ⊕ 3B3g
symmetry of the electronic Hamiltonian is low-
ered, but it is unfortunately beyond the scope
of the current paper and we will have to return
to it in a future publication.
In general, symmetry-broken SCF solutions,
although better variationally, do not exhibit the
correct splitting consistent with the physical
distortions required by the Jahn–Teller theo-
rem. This is most easily seen in Figure 9 for
[VF6]3– : along both Qegu and Qegv, neither A1
or A′1 show any appreciable minima that can be
attributed to the expected Jahn–Teller stabi-
lization effects. However, when symmetry is re-
stored using NOCI, these effects are recovered.
In particular, the 3T 1g(Oh)[A1 ⊕ A′1] NOCI
wavefunctions now exhibit the correct splitting
in D4h and D2h. In addition, the 3A2g[A1 ⊕A′1]
component in D4h has a deeper minimum than
3Eg[A1 ⊕A′1] which suggests that axial elonga-
tion is preferred along Qegu and which is con-
sistent with the fact that A2g has had all of the
degeneracy of T1g lifted while Eg still retains a
double degeneracy.
Unfortunately, similar observations for the
symmetry-broken A 1
2
solutions in [TiF6]3– can-
not be made. As seen in Figure 10, along
both Qegu and Qegv, the components arising
from A 1
2
quickly disappear upon coalescence
with those from A′1
2
that share one or more ir-
reducible representations. In particular, along
Qegu in D4h, the A2g ⊕ B2g ⊕ Eg components
of the A 1
2
solutions coalesce with both B2g and
Eg components of A′1
2
. Similarly, along Qegv
in D2h, the B1g ⊕ B2g components of A 1
2
can
cross the B3g component of A′1
2
easily but dis-
appear upon approaching the B1g and B2g com-
ponents. It is possible that the disappearing
wavefunctions have become holomorphic be-
yond the coalescence points,64,65 a behavior we
seek to investigate in a future study. However,
at the moment, the disappearance of these com-
ponents causes the set of SCF determinants
used for NOCI to have varying dimensional-
ity along Qegu and Qegv. As a consequence,
the NOCI energy curves exhibit discontinuities
and are therefore not physically meaningful.
We demonstrate this for the Qegu distortion in
Figure 10. When S2 lies within the open in-
terval (−0.5× 10−3Å, 0.5× 10−3Å), the A2g ⊕
B2g ⊕ Eg components of A 1
2
still exist and
are linearly independent of all the other com-
ponents from A 1
2
and A′1
2
. The NOCI space
[A 1
2
⊕ A′1
2
] therefore remains nine-dimensional
and the lowest 2Eg and 2B2g NOCI wave-
functions lie in the vicinity of −1444.9328Eh
(barely visible in Figure 10). However, when
S2 lies outside of (−0.5× 10−3Å, 0.5× 10−3Å),
the A2g⊕B2g⊕Eg components of A 1
2
no longer
exist and the NOCI space [A 1
2
⊕ A′1
2
] becomes
five-dimensional. The surviving Eg components
of A 1
2
can still interact with the Eg compo-
nents of A′1
2
to give the part of the 2Eg NOCI
curve outside of (−0.5× 10−3Å, 0.5× 10−3Å),
but the B2g component of A′1
2
has nothing to
interact with and is thus identical to the part
of the 2B2g NOCI curve on the same domain.
The unphysical jumps exhibited by the 2Eg and
2B2g NOCI curves as S2 crosses ±0.5× 10−3Å
are clearly an unphysical artifact of the non-
inclusion of the A2g ⊕ B2g ⊕ Eg wavefunctions
from the NOCI space.
7 Conclusion
In this paper, we demonstrate the existence and
analyze the properties of multiple low-energy
SCF HF solutions in two representative oc-
tahedral hexafluoridometallate(III) complexes,
[MF6]3– (M = Ti,V). The presence of d elec-
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Figure 9: A1 (dashed) and A′1 (dotted) solutions and the low-lying NOCI wavefunctions constructed
from all of them (solid) along the eg normal vibrational coordinates of octahedral [VF6]3– . The zero
values of S2 and S3 correspond to Oh while the non-zero values correspond to the lower symmetry
groups. All symmetry symbols are irreducible representations of the lower-symmetry group unless
indicated otherwise. Spin multiplicities are only shown for NOCI wavefunctions.
trons gives rise to many UHF solutions that
are degenerate or nearly degenerate, and that
can conserve or break symmetry without any
apparent predictable patterns. We therefore
focus particularly on the physical meaning of
symmetry-broken solutions and investigate how
a careful choice of basis for NOCI can yield
wavefunctions that restore symmetry, recover
a decent amount of static correlation, and give
reasonable descriptions of ground and excited
electronic states.
In [TiF6]3– where there is only a single d elec-
tron in the ground configuration, the only cor-
relation involving this electron is the correlation
with the [Ar] core electrons on Ti3+ and the lig-
and electrons on F– . This gives rise to one set
of symmetry-broken UHF solutions that we la-
bel A 1
2
, and by restoring the symmetry of these
solutions, we obtain NOCI wavefunctions that
incorporate this correlation and are thus a vari-
ationally better description of the 2T 2g ground
term.
In [VF6]3– where there are two d electrons in
the ground configuration, on top of the correla-
tion with the core and ligand electrons which is
likely to be weak, there are now strong correla-
tion effects between these two electrons. As a
consequence, the number of low-lying UHF so-
lutions that can be found increases significantly
and many of them turn out to break spin or
spatial symmetry, if not both. All symmetry
breaking due to correlation between the two d
electrons also causes the core and ligand elec-
trons to relax accordingly due to the self con-
sistency of the SCF method and thereby inad-
vertently incorporates some correlation to these
electrons. More importantly, however, in sev-
eral cases, symmetry breaking is a direct conse-
quence of the incorporation of inherently multi-
determinantal correlation effects due to config-
uration mixing into single-determinantal wave-
functions, and the restoration of such symmetry
allows for configuration mixing to be reasonably
described using a single set of degenerate single
determinants without having to explicitly con-
struct or obtain determinants belonging to the
various interacting configurations.
An investigation of the behaviors of the low-
est symmetry-broken UHF solutions in [VF6]3–
upon molecular distortions from theOh symme-
try to D4h and D2h shows that the symmetry of
these solutions must be restored using NOCI in
order to obtain wavefunctions that can describe
stabilization effects dictated by the Jahn–Teller
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Figure 10: A 1
2
(dashed) and A′1
2
(dotted) solutions and the low-lying NOCI wavefunctions con-
structed from all of them (solid) along the eg normal vibrational coordinates of octahedral [TiF6]3– .
The zero values of S2 and S3 correspond to Oh while the non-zero values correspond to the lower
symmetry groups. All symmetry symbols are irreducible representations of the lower symmetry
group unless indicated otherwise. Spin multiplicities are only shown for NOCI wavefunctions. The
2Eg and 2B2g NOCI curves in D4h lie in the vicinity of −1444.9328Eh (barely visible in the Qegu
graph) for S2 ∈ (−0.5× 10−3Å, 0.5× 10−3Å) but exhibit discontinuities at S2 = ±0.5× 10−3Å.
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theorem. However, a similar investigation for
[TiF6]3– runs into difficulties as some of the
UHF solutions disappear in D4h and D2h, ren-
dering the NOCI energy curves discontinuous
and unphysical. It is likely that these solutions
have become holomorphic, and if one can lo-
cate them beyond the coalescence points as re-
ported elsewhere for various simpler systems,65
one can obtain continuous and smooth NOCI
energy curves that are physically meaningful.
Even though this paper focuses solely on
two simple systems with high molecular sym-
metry, the insights learned from their re-
sults, in particular the use of NOCI to ob-
tain physically meaningful wavefunctions from
symmetry-broken SCF solutions and the analy-
sis of correlation using natural orbitals and oc-
cupation numbers, are general and can be ap-
plied to any system. And even though NOCI
wavefunctions are by no means the best approx-
imations to electronic states as they are likely
to still miss out dynamic correlation, the fact
that they have the right symmetry and exhibit
physically proper behaviors bolsters their appli-
cability as references for more involved correla-
tion methods.
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A Group-Theoretical As-
pects
A.1 Structure of the Time-
Reversal Group
Let T be the group generated by the time-
reversal operator Θˆ. The behavior of any spin-
pure state with respect to Θˆ has long been clas-
sified by its eigenvalue under Θˆ2 which is well
known39,61,66 to take on only two possible val-
ues, ±1. However, the possibility of Θˆ2 revers-
ing the sign of certain states means that Θˆ2 can-
not be considered to coincide with the identity
Eˆ but must be treated as a generally distinct
operation that satisfies
(Θˆ2)2 = Θˆ4 = Eˆ
T is therefore isomorphic to the cyclic group
of order 4 which is abelian and has four one-
dimensional irreducible representations. The
characters of the irreducible representations in
T are shown in Table 9 which is expectedly
identical to that of C4.3,38 The time-reversal
group T that we identify here is the same as
that deduced by Fukutome38 but we have ex-
plicitly written the square of the time-reversal
operator as Θˆ2 instead of −Eˆ so as to be com-
pletely general and also to reveal its cyclic na-
ture.
Table 9: Character table for T .
T Eˆ Θˆ Θˆ2 Θˆ3
A Γ1 1 1 1 1
B Γ2 1 −1 1 −1
E
{
Γ3 1 i −1 −i
Γ4 1 −i −1 i
A.2 Symmetry Breaking and the
Generators of S ⊗ T
The following results are well known in the the-
ories of Lie groups, Lie algebras, and repre-
sentations. However, we feel that it is in the
interest of rigor and completeness to recapitu-
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late these results in order to bridge the gap be-
tween our definition of symmetry breaking (a
group representation concept) and the struc-
ture of the generators of S ⊗ T (an algebra
representation concept). We focus first on the
full spin-rotation group S which is isomorphic
to the two-dimensional unitary group SU(2), a
matrix Lie group containing all complex 2 × 2
unitary matrices with determinant 1. Let Vn
denote the space of homogeneous polynomials
with total degree n (n ≥ 0) in two complex vari-
ables z1, z2 that define a column vector z ∈ C2,
f(z) = f(z1, z2) =
n∑
k=0
akz
n−k
1 z
k
2
where the ak’s are complex coefficients, then Vn
is a complex vector space of dimension n + 1.
There exists a Lie group representation Πn :
SU(2) → GL(Vn) which is a Lie group homo-
morphism acting on this space and given by
[Πn(U )f ](z) = f(U
−1z) (22)
that maps any element U of SU(2) to an
(n + 1) × (n + 1) invertible complex matrix in
GL(Vn). Πn is an irreducible representation of
SU(2).67 Thus, from our perspective, the func-
tions f(z1, z2) in Vn are symmetry-conserved in
SU(2) as they form a basis for a single irre-
ducible representation Πn in the group.
We now make the connection to angular mo-
mentum operators via the tangent space at the
identity of the group. Known as the Lie al-
gebra of the group and denoted by su(2), this
space contains all real-coefficient linear combi-
nations of the traceless skew-Hermitian matri-
ces {X1,X2,X3} satisfying68,69
[Xi,Xj] ≡XiXj −XjXi =
3∑
k=1
ijkXk (23)
where the Lie bracket [·, ·] : su(2) × su(2) →
su(2) is a map defined in this space as the
commutator of square matrices and obeys the
properties of a Lie algebra (see Section 3.1 of
Ref. 67) by virtue of the Levi-Civita symbol
ijk. Elements of su(2) are infinitesimal gener-
ators of SU(2). By Theorem 3.28 in Ref. 67,
every Lie group representation gives rise to a
unique Lie algebra representation. Therefore,
for each of the Πn acting on the space Vn, we
can find a corresponding Lie algebra represen-
tation pin : su(2) → gl(Vn) acting on the same
space. Physically illuminating forms for pin can
be obtained by choosing an appropriate basis
for su(2). One such basis is given in terms of
the Pauli spin matrices as
X1 = − i
2
(
0 1
1 0
)
X2 = − i
2
(
0 −i
i 0
)
X3 = − i
2
(
1 0
0 −1
)
The Lie algebra representations pin for these el-
ements are easily shown69 to be
pin(X1) =
i
2
(
z2
∂
∂z1
+ z1
∂
∂z2
)
pin(X2) =
1
2
(
z2
∂
∂z1
− z1 ∂
∂z2
)
pin(X3) =
i
2
(
z1
∂
∂z1
− z2 ∂
∂z2
)
It is trivial to see that any basis element zn−k1 zk2
of Vn is an eigenfunction of pin(X3) with eigen-
value (i/2)(n−2k). But asX1, X2, andX3 do
not commute with one another (Equation 23),
pin(X1), pin(X2), and pin(X3) do not commute
with one another either and therefore zn−k1 zk2
is not an eigenfunction of either pin(X1) or
pin(X2). However, we can construct the Casimir
operator in this representation, pin(C), as67
pin(C) = −
[
pin(X1)
2 + pin(X2)
2 + pi(X3)
2
]
=
3
4
(
z1
∂
∂z1
+ z2
∂
∂z2
)
+
1
2
z1z2
∂2
∂z1∂z2
+
1
4
(
z21
∂2
∂z21
+ z22
∂2
∂z22
)
which commutes with pin(X1), pin(X2), and
pin(X3). Therefore, zn−k1 zk2 is also an eigenfunc-
tion of pin(C) with eigenvalue (n/2)[(n/2) + 1],
independent of k.
As su(2) contains only skew-Hermitian ma-
trices, any linear combinations of Xi that in-
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volve complex coefficients must lie outside of
this space. However, these combinations are
needed to arrive at representations that can be
identified to the familiar angular momentum
operators. It is therefore necessary to consider
the complexification of su(2), namely sl(2;C),
the Lie algebra of the two-dimensional special
linear group over the complex numbers. Propo-
sition 4.6 in Ref. 67 allows each Lie algebra rep-
resentation pin of su(2) to be uniquely extended
to a Lie algebra representation of sl(2;C), also
denoted by pin. By considering the following
basis elements in sl(2;C):
J+ = iX1 −X2 =
(
0 1
0 0
)
J− = iX1 +X2 =
(
0 0
1 0
)
J3 = iX3 =
1
2
(
1 0
0 −1
)
we deduce the corresponding pin:67
pin(J+) = ipin(X1)− pin(X2)
= −z2 ∂
∂z1
pin(J−) = ipin(X1) + pin(X2)
= −z1 ∂
∂z2
pin(J3) = ipin(X3)
= −1
2
(
z1
∂
∂z1
− z2 ∂
∂z2
)
The basis element zn−k1 zk2 of Vn is now an eigen-
function of pin(J3) with eigenvalue (1/2)(2k−n)
but is transformed by pin(J+) and pin(J−) into
other basis elements within Vn that are also
eigenfunctions of pin(J3) but with eigenvalues
raised or lowered by 1, respectively.
We are now in a suitable position to make the
following comments. First, we identify pin(C)
with the Jˆ2 operator, pin(J3) with the Jˆ3 op-
erator, and pin(J±) with the ladder operators
Jˆ±. The irreducible representation enumerator
n can then be equated to 2J , and within each
Vn, the basis element label k can be equated to
J + MJ . We noted earlier that the functions
f(z1, z2) in Vn conserve symmetry in SU(2) as
they form a basis for a single irreducible Lie
group representation Πn. As a consequence,
they must also form a basis for the correspond-
ing Lie algebra representation pin that diagonal-
ize both pin(C) ≡ Jˆ2 and pin(J3) ≡ Jˆ3 simulta-
neously. Since SU(2) is simply connected, the
converse must also be true:67 a complete set of
simultaneous eigenfunctions of Jˆ2 and Jˆ3 must
conserve symmetry in SU(2).
The relationship between symmetry break-
ing and the generator Θˆ of the time-reversal
group T is much simpler. Since T is cyclic, the
character and also eigenvalue of Θˆ in each one-
dimensional irreducible representation is a dis-
tinct fourth root of unity (Table 9). Any state
that conserves symmetry in Θˆ must also be an
eigenfunction of Θˆ that corresponds to one of
these eigenvalues, and vice versa.
By recognizing that all elements of SU(2)
must take the form67
U =
(
U11 U12−U∗12 U∗11
)
where |U11|2 + |U12|2 = 1 and by using the def-
inition of Θˆ in (24) together with the prop-
erty that Θˆ is antilinear,61 we can easily show
that Θˆ commutes with the linear transforma-
tion Πn(U) in (22) for all n and U . The
group S ⊗T is indeed the direct product group
of SU(2) and T , and since there is a one-to-
one correspondence between SU(2) and su(2),
the above discussion of symmetry breaking and
group generators holds for all Fukutome sub-
groups of S ⊗ T .
A.3 Commutativity Between Θˆ
and Jˆ3 for MJ = 0
The effects of Θˆ and Jˆ3 on a state |J,MJ〉 that
conserves symmetry in SU(2) are given by61
Θˆ |J,MJ〉 = (−1)J−MJ |J,−MJ〉 (24)
Jˆ3 |J,MJ〉 = MJ |J,MJ〉 (25)
which are a generalized version of (20) and (21)
where J is now used in place of S to denote
a general form of angular momentum. The ef-
fect of the commutator [Θˆ, Jˆ3] on this state is
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therefore
[Θˆ, Jˆ3] |J,MJ〉 = (ΘˆJˆ3 − Jˆ3Θˆ) |J,MJ〉
= ΘˆMJ |J,MJ〉
− Jˆ3(−1)J−MJ |J,−MJ〉
= (−1)J−MJMJ |J,−MJ〉
+ (−1)J−MJMJ |J,−MJ〉
= 2× (−1)J−MJMJ |J,−MJ〉
(26)
Now, consider a non-vanishing wavefunction de-
noted by ΨMJ that has a well defined MJ but
that is symmetry-broken in SU(2). ΨMJ can be
written as a sum over the various contributing
symmetry-conserved states,
ΨMJ =
∑
J
cJ |J,MJ〉 (cJ ∈ C)
From (26), and noting that Θˆ is antilinear, the
effect of [Θˆ, Jˆ3] on this wavefunction is
[Θˆ, Jˆ3]ΨMJ =
∑
J
[Θˆ, Jˆ3]cJ |J,MJ〉
= 2MJ
∑
J
c∗J(−1)J−MJ |J,−MJ〉
(27)
which vanishes only when MJ = 0. The gen-
eral non-commutativity between Θˆ and Jˆ3 ver-
sus the commutativity between Θˆ and Πn(U )
pointed out in A.2 provides a clear example of
how Lie group and Lie algebra representations
can take on very different physical meanings
and behaviors despite their close mathematical
relationship.
B Symmetry Analysis
The matrix X in (10) that ensures that S˜ is of
full rank is defined as follows. If Nindept < Ndet,
i.e., the Ndet degenerate Slater determinants
are not all linearly independent, thenX is con-
structed based on Equation (3.172) of Ref. 11.
IfNindept = Ndet, i.e., theNdet degenerate Slater
determinants are already linearly independent,
then we set X = INdet so as to avoid unnec-
essary mixing of the degenerate Slater deter-
minants in the symmetry analysis that follows.
Because of this, S˜ is only guaranteed to be of
full rank but not necessarily equal to INindept .
This choice of X does not affect the physics of
the problem and still allows us to transform the
full NOCI secular equation (14) into an equiv-
alent one in the linearly independent space,
H˜A˜ = S˜A˜E (28)
where H˜ = X†HX and A = XA˜. The trans-
formed Slater determinants in the linearly in-
dependent space are thus{
m
Ψ˜ | m = 1, 2, . . . , Nindept
}
(29)
where
m
Ψ˜ =
Ndet∑
w
wΨXwm (30)
and
〈mΨ˜| nΨ˜〉 = S˜mn (31)
For a symmetry operation Rˆ, we seek the rep-
resentation matrix D˜(Rˆ) in the linearly inde-
pendent space such that
Rˆ
m
Ψ˜ =
Nindept∑
n
n
Ψ˜D˜nm(Rˆ) (32)
The non-orthogonal projection operator due to
Soriano and Palacios 44 in this basis takes the
form
Pˆm =
Nindept∑
n
|mΨ˜〉 S˜−1mn 〈
n
Ψ˜| (33)
where S˜−1mn are the matrix elements of S˜−1
which is guaranteed to exist since S˜ contains
no zero eigenvalues. Noting that the following
property always holds,44
Pˆm |nΨ˜〉 = δmn |mΨ˜〉 (34)
we apply the projection operator to both sides
of (32), relabeling the indices when necessary,
36
and obtain
Pˆm |Rˆm
′
Ψ˜〉 =
Nindept∑
n′
Pˆm |n
′
Ψ˜〉 D˜n′m′(Rˆ)
=
Nindept∑
n′
δmn′ |mΨ˜〉 D˜n′m′(Rˆ)
= |mΨ˜〉 D˜mm′(Rˆ) (35)
Multiplying both sides by 〈mΨ˜|, we get
〈mΨ˜|Pˆm|Rˆm
′
Ψ˜〉 = S˜mmD˜mm′(Rˆ) (36)
With the definition of Pˆm in (33), the above
equation becomes
D˜mm′(Rˆ)
=
1
S˜mm
Nindept∑
n
〈mΨ˜|mΨ˜〉 S˜−1mn 〈
n
Ψ˜|Rˆm
′
Ψ˜〉
=
Nindept∑
n
S˜−1mnT˜nm′(Rˆ) (37)
where we have let T˜nm′(Rˆ) = 〈nΨ˜|Rˆm
′
Ψ˜〉,
which, by (30), can also be written as
T˜nm′(Rˆ) =
Ndet∑
wx
〈wΨXwn|Rˆ xΨXxm′〉
=
Ndet∑
wx
X†nwTwx(Rˆ)Xxm′ (38)
with Twx(Rˆ) defined in (12). By substituting
(38) into (37) and rewriting the result in matrix
form, we complete the derivation for (11).
In order to obtain the representation matrix
of Rˆ in the basis of the NOCI wavefunctions
given by (13), we first consider the NOCI wave-
functions in the linearly independent space,
m
Φ˜ =
Nindept∑
n
n
Ψ˜A˜nm (39)
which satisfy
S˜NOCImn = 〈
m
Φ˜| nΦ˜〉
=
Nindept∑
m′n′
A˜†mm′ 〈
m′
Ψ˜| n
′
Ψ˜〉 A˜n′n
= (A˜†S˜A˜)mn (40)
We seek D˜NOCI(Rˆ) such that
Rˆ
m
Φ˜ =
Nindept∑
m′
m′
Φ˜D˜NOCIm′m (Rˆ) (41)
To this end, we use the projection operator
PˆNOCIn =
Nindept∑
n′
|nΦ˜〉 (S˜NOCI)−1nn′ 〈
n′
Φ˜| (42)
and proceed as above to arrive at
D˜NOCInm (Rˆ) =
Nindept∑
n′
(S˜NOCI)−1nn′ 〈
n′
Φ˜|RˆmΦ˜〉 (43)
which is equivalent to
D˜NOCI(Rˆ) = A˜−1D˜(Rˆ)A˜ (44)
by virtue of (39) and then (32).
To obtainDNOCI(Rˆ) in the basis of the NOCI
wavefunctions given by (13), we substitute (39)
into (41) to reintroduce the transformed Slater
determinants in the linearly independent space
and then use (30) to go back to the origi-
nal space of linearly dependent Slater determi-
nants. This yields
RˆmΦ =
Nindept∑
m′
m′ΦD˜NOCIm′m (Rˆ) (45)
which has to be equivalent to
RˆmΦ =
Nindept∑
m′
m′ΦDNOCIm′m (Rˆ) (46)
by definition. The linear independence of mΦ
requires that D˜NOCIm′m (Rˆ) and DNOCIm′m (Rˆ) be iden-
tical to each other. Thus, by substituting (11)
into (44), we arrive at (16) and complete the
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derivation.
C Symmetry Transforma-
tion
Let Rˆ be a spatial symmetry operation which
must be unitary (see Section 2.7 of Ref. 70).
Applying Rˆ on χi(xi) defined in (4) gives
Rˆχi(xi) = ω·δ(si)Rˆ[ϕ·µ(ri)]G
δµ,·
i (47)
since Rˆ can only affect the spatial basis func-
tions. As each spatial basis function is an
atomic orbital centred on a particular nucleus
in the system, say A, that is clamped fixed, we
can write ϕ·µ(ri) as
ϕ·µ(ri) = ϕ˜·µ(ri −RA) (48)
where RA is the position vector of nucleus A
in a space-fixed coordinate system and ϕ˜ de-
notes an atomic orbital. To make matters more
illuminating, we rewrite the above as a convo-
lution of an atomic orbital centred at the origin
with the three-dimensional Dirac delta function
shifted to the position of A:
ϕ·µ(ri) = ϕ˜·µ(ri) ∗ δ(ri −RA)
=
∫
ϕ˜·µ(r′)δ[r′ − (ri −RA)]dr′ (49)
so that
Rˆ[ϕ·µ(ri)]
=
∫
Rˆϕ˜·µ(r′)Rˆδ[r′ − (ri −RA)]Rˆ(dr′)
=
∫
Rˆϕ˜·µ(r′)δ
[
r′ − Rˆ(ri −RA)
]
|JRˆ|dr′
(50)
= Rˆϕ·µ
[
Rˆ(ri −RA)
]
(51)
which is the transformed atomic orbital cen-
tered at a possibly different nucleus onto which
A is mapped by the action of Rˆ on the nuclear
framework. From (50) to (51), we have used
the fact that Rˆ is a unitary transformation and
the modulus of the corresponding Jacobian JRˆ
must be 1. Substituting this result back into
(47) gives (18) and concludes the derivation.
To determine how each atomic orbital ϕ˜
transforms under Rˆ, we first need to convert
any Cartesian Gaussian functions into pure and
real spherical harmonics because the rotation-
inversion transformation matrices in these bases
can be generated with ease using the recursion
method of Ivanic and Ruedenberg.71 Let χ˜lc(x)
be a fragment of the overall spin-orbital that is
constructed from a single complete set of Carte-
sian Gaussian basis functions of degree lc lo-
cated on a single atom,
{
(ϕ˜lc)·µ
}
:
χ˜lc(x) = ω·δ(s)(ϕ˜lc)·µ(r)G
δµ,·
lc
(52)
We cannot simply identify lc with the angu-
lar momentum of an equivalent set of spher-
ical harmonics because the set
{
(ϕ˜lc)·µ
}
con-
tains 1
2
(lc + 1)(lc + 2) Cartesian Gaussians and
therefore spans a larger space than the set of
2lc + 1 spherical harmonics of angular momen-
tum lc does for all lc ≥ 2.72 In fact, since
1
2
(lc + 1)(lc + 2) =
∑
l≤lc
lP=lPc
(2l + 1) (53)
where lP and lPc denote the parities of l and lc,
we must allow (ϕ˜lc)·µ to be decomposed into all
spherical harmonics of the same parity having
angular momenta no greater than lc:
(ϕ˜lc)·µ = r
lc
∑
l≤lc
lP=lPc
∑
m
YlmW
(llc)
mµ (54)
where r is the radial distance, Ylm a real spher-
ical harmonic function of degree l and order m,
and W (llc) the corresponding transformation
matrix with (2l + 1) rows and 1
2
(lc + 1)(lc + 2)
columns. The elements ofW (llc) and its inverse
for any l and lc can be easily derived based on
earlier work by Schlegel and Frisch for the spe-
cific case l = lc.72 In real spherical harmonic
bases, (52) thus takes the form
χ˜lc = ω·δ(s) r
lc
∑
l≤lc
lP=lPc
∑
m
YlmW
(llc)
mµ G
δµ,·
lc
(55)
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Since
RˆYlm =
∑
m′
Ylm′D
(l)
m′m(Rˆ) (56)
where the representation matrices D(l)(Rˆ) of
any integral l for any rotation-inversion opera-
tion Rˆ can be determined recursively,71 apply-
ing Rˆ to both sides of (55) yields
Rˆχ˜lc =
ω·δ(s) rlc
∑
l≤lc
lP=lPc
∑
m
∑
m′
Ylm′D
(l)
m′m(Rˆ)W
(llc)
mµ G
δµ,·
lc
(57)
A knowledge of D(l)(Rˆ), W (llc) and its inverse
allows the coefficients of the transformed spin-
orbitals expressed in the original basis to be
worked out easily.
D NOCI Natural Orbitals
To determine the one-particle density matrices
of the NOCI wavefunctions in (13), we invoke
the one-particle density operator
ρˆ(x) =
Ne∑
i=1
δ(xi − x) (58)
where δ(xi−x) is the Dirac delta function. The
one-particle density of the NOCI wavefunction
mΦ is therefore
mρ(x) =
Ne∑
i=1
〈mΦ | δ(xi − x) |mΦ〉
=
Ndet∑
wx
AxmA
∗
wm
wxρ(x) (59)
where wxρ(x) is the transition density given by
wxρ(x) =
Ne∑
i=1
〈wΨ | δ(xi − x) | xΨ〉 (60)
Noting that wΨ and xΨ are single Slater deter-
minants, we can write
wxρ(x) =
Ne∑
i=1
〈
wΩ
∣∣∣∣∣ δ(xi − x)
∣∣∣∣∣∑
σ
(−1)σPˆσ(xΩ)
〉
(61)
using the trick in Appendix M of Ref. 14, where
wΩ =
Ne∏
j
wχj(xj),
xΩ =
Ne∏
k
xχk(xk)
are the corresponding Hartree products of the
two Slater determinants. Assuming that the
two sets of spin-orbitals have been Löwdin
paired30,73,74 to become bi-orthogonal, i.e.,
〈wχj| xχk〉 = wxsjδjk (no sum over j)
(62)
which allows (61) to be reduced to a simple
form,
wxρ(x) =
Ne∑
i=1
(
Ne∏
j 6=i
wxsj
)
xχi(x)
wχ∗i (x) (63)
(59) thus becomes
mρ(x) =
Ndet∑
wx
Ne∑
i=1
AxmA
∗
wm
(
Ne∏
j 6=i
wxsj
)
xχi(x)
wχ∗i (x)
(64)
which upon expansion of the spin-orbitals in
terms of the basis functions by (4) yields the
following expression for the one-particle density
in the covariant basis:
mρ(x) = mP δµ,ενω·δ(s)ϕ·µ(r)ω∗ε·(s)ϕ
∗
ν·(r)
where mP δµ,εν is an element of the one-particle
density matrix in the contravariant representa-
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tion for the NOCI wavefunction mΦ:
mP δµ,εν =
Ndet∑
wx
Ne∑
i=1
AxmA
∗
wm
(
Ne∏
j 6=i
wxsj
)
xGδµ,·i
(
wG†i
)·,εν
(65)
To obtain natural spin-orbital coefficients in
the representation consistent with that in (4),
the density matrix must first be converted to
the mixed representation before being diagonal-
ized,
mP δµ·,εν =
mP δµ,ζξSAOζξ,εν (66)
where SAOζξ,εν denotes the overlap of the under-
lying basis functions,
SAOζξ,εν = 〈ωζ·(s)|ω·ε(s)〉 〈ϕξ·(r)|ϕ·ν(r)〉 (67)
The coefficients for the ith natural spin-orbital
of mΦ then satisfy
mP δµ·,εν
mGενi =
mλi
mGδµi (68)
where mλi is the corresponding occupation
number.
By applying appropriate constraints, we can
simplify (65) and obtain expressions for the
one-particle density matrix in RHF and UHF.
Specifically, in UHF, we can write
mρ(x) =
(
mP µνα +
mP µνβ
)
ϕ·µ(r)ϕ∗ν·(r)
where
mP µνα =
Ndet∑
wx
Nα∑
i=1
AxmA
∗
wm
(
Ne∏
j 6=i
wxsj
)
xG1µ,·i
(
wG†i
)·,1ν
and
mP µνβ =
Ndet∑
wx
Nβ∑
i=Nα+1
AxmA
∗
wm
(
Ne∏
j 6=i
wxsj
)
xG2µ,·i
(
wG†i
)·,2ν
which can be diagonalized in a similar manner
to obtain the natural orbital coefficients and the
corresponding occupation numbers.
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1 Converging into Multiple Solutions
Listings 1–3 show the Q-Chem input files for preliminary low-convergence metadynamics
search of UHF solutions in [TiF6]3– and [VF6]3– . Each of the located solutions is then
reconverged into with SCF_CONVERGENCE set to 13 to ensure that its DIIS error is smaller
than 1× 10−13.
S2
Listing 1: Q-Chem input for preliminary low-convergence metadynamics search of MS = 12
UHF solutions in [TiF6]3– .
1 $molecule
2 -3 2
3 --
4 3 2
5 Ti 0.0000000 0.0000000 0.0000000
6 --
7 -1 1
8 F 0.0000000 0.0000000 2.0274000
9 --
10 -1 1
11 F 0.0000000 0.0000000 -2.0274000
12 --
13 -1 1
14 F 0.0000000 2.0274000 0.0000000
15 --
16 -1 1
17 F 0.0000000 -2.0274000 0.0000000
18 --
19 -1 1
20 F 2.0274000 0.0000000 0.0000000
21 --
22 -1 1
23 F -2.0274000 0.0000000 0.0000000
24 $end
25 $rem
26 BASIS 6-31G*
27 EXCHANGE hf
28 UNRESTRICTED true
29 SCF_ALGORITHM diis
30 SCF_GUESS fragmo
31 SCF_CONVERGENCE 7
32 MAX_SCF_CYCLES 1000
33 SYMMETRY off
34 DIIS_SEPARATE_ERRVEC true
35 SYM_IGNORE true
36 MOM_START 1
37 $end
38 $rem_frgm
39 SCF_CONVERGENCE 5
40 THRESH 8
41 $end
42 @@@
43 $molecule
44 read
45 $end
46 $rem
47 BASIS 6-31G*
48 EXCHANGE hf
49 UNRESTRICTED true
50 SCF_GUESS read
51 SCF_ALGORITHM diis
52 SCF_CONVERGENCE 7
53 SCF_SAVEMINIMA 100
54 SCF_MAX_CYCLES 1000000
55 MOM_START 1
56 PRINT_ORBITALS true
57 SCF_MINFIND_INITNORM 00010
58 SCF_MINFIND_INCREASEFACTOR 10800
59 SCF_MINFIND_WELLTHRESH 6
60 SCF_MINFIND_RANDOMMIXING -15708
61 SCF_MINFIND_NRANDOMMIXES 2
62 SCF_MINFIND_MIXMETHOD 1
63 SCF_MINFIND_MIXENERGY 00200
64 SCF_MINFIND_RESTARTSTEPS 1000
65 SYMMETRY off
66 DIIS_SEPARATE_ERRVEC true
67 SYM_IGNORE true
68 $end
S3
Listing 2: Q-Chem input for preliminary low-convergence metadynamics search of MS = 1
UHF solutions in [VF6]3– .
1 $molecule
2 -3 3
3 --
4 3 3
5 V 0.0000000 0.0000000 0.0000000
6 --
7 -1 1
8 F 0.0000000 0.0000000 1.9896000
9 --
10 -1 1
11 F 0.0000000 0.0000000 -1.9896000
12 --
13 -1 1
14 F 0.0000000 1.9896000 0.0000000
15 --
16 -1 1
17 F 0.0000000 -1.9896000 0.0000000
18 --
19 -1 1
20 F 1.9896000 0.0000000 0.0000000
21 --
22 -1 1
23 F -1.9896000 0.0000000 0.0000000
24 $end
25 $rem
26 BASIS 6-31G*
27 EXCHANGE hf
28 UNRESTRICTED true
29 SCF_ALGORITHM diis
30 SCF_GUESS fragmo
31 SCF_CONVERGENCE 7
32 MAX_SCF_CYCLES 1000
33 SYMMETRY off
34 DIIS_SEPARATE_ERRVEC true
35 SYM_IGNORE true
36 MOM_START 1
37 $end
38 $rem_frgm
39 SCF_CONVERGENCE 3
40 THRESH 6
41 $end
42 @@@
43 $molecule
44 read
45 $end
46 $rem
47 BASIS 6-31G*
48 EXCHANGE hf
49 UNRESTRICTED true
50 SCF_GUESS read
51 SCF_ALGORITHM diis
52 SCF_CONVERGENCE 7
53 SCF_SAVEMINIMA 700
54 SCF_MAX_CYCLES 10000000
55 MOM_START 1
56 PRINT_ORBITALS true
57 SCF_MINFIND_INITNORM 00010
58 SCF_MINFIND_INCREASEFACTOR 10800
59 SCF_MINFIND_WELLTHRESH 6
60 SCF_MINFIND_RANDOMMIXING -15708
61 SCF_MINFIND_NRANDOMMIXES 2
62 SCF_MINFIND_MIXMETHOD 1
63 SCF_MINFIND_MIXENERGY 00200
64 SCF_MINFIND_RESTARTSTEPS 1000
65 SYMMETRY off
66 DIIS_SEPARATE_ERRVEC true
67 SYM_IGNORE true
68 $end
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Listing 3: Q-Chem input for preliminary low-convergence metadynamics search of MS = 0
UHF solutions in [VF6]3– .
1 $molecule
2 -3 1
3 --
4 3 1
5 V 0.0000000 0.0000000 0.0000000
6 --
7 -1 1
8 F 0.0000000 0.0000000 1.9896000
9 --
10 -1 1
11 F 0.0000000 0.0000000 -1.9896000
12 --
13 -1 1
14 F 0.0000000 1.9896000 0.0000000
15 --
16 -1 1
17 F 0.0000000 -1.9896000 0.0000000
18 --
19 -1 1
20 F 1.9896000 0.0000000 0.0000000
21 --
22 -1 1
23 F -1.9896000 0.0000000 0.0000000
24 $end
25 $rem
26 BASIS 6-31G*
27 EXCHANGE hf
28 UNRESTRICTED true
29 SCF_ALGORITHM diis
30 SCF_GUESS fragmo
31 SCF_CONVERGENCE 7
32 MAX_SCF_CYCLES 100000
33 SCF_MINFIND_RESTARTSTEPS 10000
34 SYMMETRY off
35 DIIS_SEPARATE_ERRVEC true
36 SYM_IGNORE true
37 MOM_START 1
38 $end
39 $rem_frgm
40 SCF_CONVERGENCE 6
41 THRESH 9
42 $end
43 @@@
44 $molecule
45 read
46 $end
47 $rem
48 BASIS 6-31G*
49 EXCHANGE hf
50 UNRESTRICTED true
51 SCF_GUESS read
52 SCF_ALGORITHM diis
53 SCF_CONVERGENCE 7
54 SCF_SAVEMINIMA 500
55 SCF_MAX_CYCLES 100000000
56 MOM_START 1
57 PRINT_ORBITALS true
58 SCF_MINFIND_INITNORM 00010
59 SCF_MINFIND_INCREASEFACTOR 10800
60 SCF_MINFIND_WELLTHRESH 6
61 SCF_MINFIND_RANDOMMIXING -15708
62 SCF_MINFIND_NRANDOMMIXES 2
63 SCF_MINFIND_MIXMETHOD 1
64 SCF_MINFIND_MIXENERGY 00180
65 SCF_MINFIND_RESTARTSTEPS 3000
66 SYMMETRY off
67 DIIS_SEPARATE_ERRVEC true
68 SYM_IGNORE true
69 $end
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2 [TiF6]3– : Detailed Results
Table S1: Energies and 〈Sˆ2〉 values of MS = 12 UHF solutions in [TiF6]3– .
ΨUHF Energy/Eh 〈Sˆ2〉
A 1
2
−1444.930 682 2 0.7522
A′1
2
−1444.930 670 6 0.7522
B 1
2
−1444.866 682 6 0.7527
Table S2: Energies and 〈Sˆ2〉 values of MS = 12 NOCI wavefunctions in [TiF6]3– .
Φ Energy/Eh 〈Sˆ2〉
2T 2g[A 1
2
] −1444.932 637 2 0.7512
∅T 1g[A 1
2
] −1442.625 283 3 1.8403
2T 2g[A 1
2
⊕A′1
2
] −1444.932 776 5 0.7512
∅T 2g[A 1
2
⊕A′1
2
] −1442.693 102 2 1.5549
∅T 1g[A 1
2
⊕A′1
2
] −1442.625 283 3 1.8403
2Eg[B 1
2
] −1444.868 243 3 0.7517
∅A2g[B 1
2
] −1442.930 806 7 2.0321
S6
3 [(B3+)(q–)6]: Spin-Orbitals
Table S3: Representative isosurface plots for the Pipek–Mezey-localized spatial parts of the
occupied spin-orbitals of the UHF solutions in the toy system [(B3+)(q– )6]. The point charges
(not shown here) are located octahedrally on the Cartesian axes. In (a), both spin-orbitals
χ1 and χ2 have ms = 12 . In (b), χ1 has ms =
1
2
whereas χ¯2 has ms = −12 as indicated by the
bar. The spin-orbitals of all solutions within one set have similar forms and are related by
the symmetry operations of Oh. Axis triad: red–x; green–y; blue–z.
(a) MS = 1
ΨUHF χ1 χ2
a1
a′1
b1
c1
d1
e1
f1
(b) MS = 0
ΨUHF χ1 χ¯2
a∗0
a′0
a′′0
b0
c0
d0
e0
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4 [VF6]3– : Detailed Results
Table S4: Energies and 〈Sˆ2〉 values of UHF solutions in [VF6]3– .
(a) MS = 1
ΨUHF Energy/Eh 〈Sˆ2〉
A1 −1539.342 426 8 2.0040
A′1 −1539.341 634 5 2.0040
B1 −1539.336 034 6 2.0045
C1 −1539.288 311 1 2.0035
D1 −1539.275 057 2 2.0039
E1 −1539.235 493 9 2.0049
F1 −1539.227 738 3 2.0044
(b) MS = 0
ΨUHF Energy/Eh 〈Sˆ2〉
A0 −1539.308 615 5 1.0025
A′0 −1539.308 046 9 1.0029
A′′0 −1539.306 202 6 1.0037
B0 −1539.265 997 4 0.8090
C0 −1539.252 886 8 1.0034
D0 −1539.244 025 8 0.0000
E0 −1539.220 447 3 1.0046
S8
Table S5: Energies and 〈Sˆ2〉 values of NOCI wavefunctions constructed from single sets of
degenerate UHF solutions in [VF6]3– .
(a) MS = 1
Φ Energy/Eh 〈Sˆ2〉
3T 1g[A1] −1539.343 588 1 2.0035
∅A2g[A1] −1538.325 139 2 2.4185
3T 1g[A
′
1] −1539.344 221 4 2.0033
∅T 2g[A′1] −1539.170 472 0 2.0483
3T 2g[D1] −1539.291 289 5 2.0025
3T 1g[D1] −1539.226 578 2 2.0079
(b) MS = 0
Φ Energy/Eh 〈Sˆ2〉 Φ Energy/Eh 〈Sˆ2〉
3T 1g[A0] −1539.344 562 8 2.0000 1T 2g[A0] −1539.280 372 3 0.0038
3A2g[A0] −1537.822 202 5 2.0006 1Eg[A0] −1539.277 092 3 0.0032
3T 1g[A0] −1536.959 663 1 2.0016 ∅T 1g[A0] −1539.083 650 4 0.1003
3T 2g[A0] −1536.940 633 2 2.0008 ∅A1g[A0] −1539.054 571 1 0.0455
3Eg[A0] −1536.338 308 7 2.0011 ∅T 2g[A0] −1539.001 417 3 0.1574
3T 1g[A
′
0] −1539.343 374 0 2.0000 1T 2g[A′0] −1539.279 171 5 0.0042
3T 2g[A
′
0] −1539.018 782 0 2.0002 ∅T 1g[A′0] −1539.114 279 7 0.0750
3T 1g[A
′′
0 ] −1539.337 207 1 2.0000 1T 2g[A′′0 ] −1539.275 198 0 0.0073
3T 2g[B0] −1539.284 759 3 2.0000 1Eg[B0] −1539.273 565 6 0.0029
1A1g[B0] −1539.216 510 2 0.0027
3T 2g[C0] −1539.286 871 7 2.0000 1T 2g[C0] −1539.218 901 9 0.0067
1Eg[D0] −1539.274 205 4 0.0000
1A1g[D0] −1539.183 666 9 0.0000
3T 1g[E0] −1539.237 428 1 2.0000 1T 1g[E0] −1539.203 466 5 0.0092
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Table S6: Energies and 〈Sˆ2〉 values of MS = 1 NOCI wavefunctions constructed from all
interacting low-lying UHF solutions in [VF6]3– .
(a) 3T 1g[A1,A′1,B1 (D1,E1)]
Φ Energy/Eh 〈Sˆ2〉
3T 1g[A1] −1539.343 588 1 2.0035
3T 1g[A1 ⊕D1] −1539.343 637 3 2.0035
3T 1g[A1 ⊕D1 ⊕ E1] −1539.343 645 4 2.0035
3T 1g[A1 ⊕ E1] −1539.343 645 1 2.0035
3T 1g[A1 ⊕A′1] −1539.344 268 5 2.0033
3T 1g[A1 ⊕A′1 ⊕D1] −1539.344 550 5 2.0033
3T 1g[A1 ⊕A′1 ⊕D1 ⊕ E1] −1539.344 707 9 2.0033
3T 1g[A1 ⊕A′1 ⊕ E1] −1539.344 697 1 2.0033
3T 1g[A1 ⊕A′1 ⊕ B1] −1539.344 320 0 2.0033
3T 1g[A1 ⊕A′1 ⊕ B1 ⊕D1] −1539.344 691 3 2.0034
3T 1g[A1 ⊕A′1 ⊕ B1 ⊕D1 ⊕ E1] −1539.344 826 6 2.0034
3T 1g[A1 ⊕A′1 ⊕ B1 ⊕ E1] −1539.344 811 0 2.0034
3T 1g[A1 ⊕ B1] −1539.343 981 5 2.0034
3T 1g[A1 ⊕ B1 ⊕D1] −1539.344 690 8 2.0034
3T 1g[A1 ⊕ B1 ⊕D1 ⊕ E1] −1539.344 824 4 2.0034
3T 1g[A1 ⊕ B1 ⊕ E1] −1539.344 788 5 2.0034
3T 1g[A
′
1] −1539.344 221 4 2.0033
3T 1g[A
′
1 ⊕D1] −1539.344 399 4 2.0033
3T 1g[A
′
1 ⊕D1 ⊕ E1] −1539.344 466 4 2.0033
3T 1g[A
′
1 ⊕ E1] −1539.344 464 2 2.0033
3T 1g[A
′
1 ⊕ B1] −1539.344 224 9 2.0033
3T 1g[A
′
1 ⊕ B1 ⊕D1] −1539.344 663 1 2.0033
3T 1g[A
′
1 ⊕ B1 ⊕D1 ⊕ E1] −1539.344 818 9 2.0033
3T 1g[A
′
1 ⊕ B1 ⊕ E1] −1539.344 810 7 2.0034
3T 1g[B1 ⊕D1] −1539.342 471 5 2.0044
3T 1g[B1 ⊕D1 ⊕ E1] −1539.343 046 7 2.0044
3T 1g[B1 ⊕ E1] −1539.342 873 0 2.0046
(b) 3T 1g[D1,E1 (A1,A′1,B1)]
Φ Energy/Eh 〈Sˆ2〉
3T 1g[D1] −1539.226 578 2 2.0079
3T 1g[A1 ⊕D1] −1539.218 700 2 2.0086
3T 1g[A1 ⊕A′1 ⊕D1] −1539.220 884 6 2.0077
3T 1g[A1 ⊕A′1 ⊕ B1 ⊕D1] −1539.220 993 0 2.0076
3T 1g[A1 ⊕ B1 ⊕D1] −1539.220 955 1 2.0076
3T 1g[A
′
1 ⊕D1] −1539.219 102 0 2.0085
3T 1g[A
′
1 ⊕ B1 ⊕D1] −1539.220 914 2 2.0076
3T 1g[B1 ⊕D1] −1539.220 154 2 2.0080
3T 1g[D1 ⊕ E1] −1539.237 524 5 2.0033
3T 1g[A1 ⊕D1 ⊕ E1] −1539.230 200 7 2.0036
3T 1g[A1 ⊕A′1 ⊕D1 ⊕ E1] −1539.230 358 1 2.0035
3T 1g[A1 ⊕A′1 ⊕ B1 ⊕D1 ⊕ E1] −1539.230 661 9 2.0035
3T 1g[A1 ⊕ B1 ⊕D1 ⊕ E1] −1539.230 521 5 2.0034
3T 1g[A
′
1 ⊕D1 ⊕ E1] −1539.230 291 3 2.0035
3T 1g[A
′
1 ⊕ B1 ⊕D1 ⊕ E1] −1539.230 519 6 2.0034
3T 1g[B1 ⊕D1 ⊕ E1] −1539.230 519 5 2.0034
3T 1g[A1 ⊕ E1] −1539.228 054 8 2.0053
3T 1g[A1 ⊕A′1 ⊕ E1] −1539.228 104 4 2.0052
3T 1g[A1 ⊕A′1 ⊕ B1 ⊕ E1] −1539.229 932 3 2.0043
3T 1g[A1 ⊕ B1 ⊕ E1] −1539.228 689 2 2.0048
3T 1g[A
′
1 ⊕ E1] −1539.228 097 4 2.0052
3T 1g[A
′
1 ⊕ B1 ⊕ E1] −1539.228 756 2 2.0048
3T 1g[B1 ⊕ E1] −1539.228 655 4 2.0049
(c) 3T 2g[D1 (C1)]
Φ Energy/Eh 〈Sˆ2〉
3T 1g[C1 ⊕D1] −1539.291 471 1 2.0024
3T 2g[D1] −1539.291 289 5 2.0025
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Table S7: Energies and 〈Sˆ2〉 values of MS = 0 NOCI wavefunctions constructed from all
interacting low-lying UHF solutions in [VF6]3– .
(a) 3T 1g[A0,A′0,A′′0 (E0)]
Φ Energy/Eh 〈Sˆ2〉
3T 1g[A0] −1539.344 562 8 2.0000
3T 1g[A0 ⊕ E0] −1539.345 147 7 2.0000
3T 1g[A0 ⊕A′0] −1539.344 869 5 2.0000
3T 1g[A0 ⊕A′0 ⊕ E0] −1539.346 010 2 2.0000
3T 1g[A0 ⊕A′0 ⊕A′′0 ] −1539.344 880 8 2.0000
3T 1g[A0 ⊕A′0 ⊕A′′0 ⊕ E0] −1539.346 638 2 2.0000
3T 1g[A0 ⊕A′′0 ] −1539.344 758 9 2.0000
3T 1g[A0 ⊕A′′0 ⊕ E0] −1539.346 550 1 2.0000
3T 1g[A
′
0] −1539.343 374 0 2.0000
3T 1g[A
′
0 ⊕ E0] −1539.344 405 3 2.0000
3T 1g[A
′
0 ⊕A′′0 ] −1539.343 485 6 2.0000
3T 1g[A
′
0 ⊕A′′0 ⊕ E0] −1539.344 643 7 2.0000
3T 1g[A
′′
0 ] −1539.337 207 1 2.0000
3T 1g[A
′′
0 ⊕ E0] −1539.343 515 1 2.0000
(b) 3T 1g[E0 (A0,A′0,A′′0)]
Φ Energy/Eh 〈Sˆ2〉
3T 1g[E0] −1539.237 428 1 2.0000
3T 1g[A0 ⊕ E0] −1539.230 715 1 2.0000
3T 1g[A0 ⊕A′0 ⊕ E0] −1539.231 370 6 2.0000
3T 1g[A0 ⊕A′0 ⊕A′′0 ⊕ E0] −1539.231 557 6 2.0000
3T 1g[A0 ⊕A′′0 ⊕ E0] −1539.231 556 7 2.0000
3T 1g[A
′
0 ⊕ E0] −1539.230 735 2 2.0000
3T 1g[A
′
0 ⊕A′′0 ⊕ E0] −1539.231 229 3 2.0000
3T 1g[A
′′
0 ⊕ E0] −1539.231 120 1 2.0000
(c) 3T 2g[B0,C0]
Φ Energy/Eh 〈Sˆ2〉
3T 1g[B0] −1539.284 759 3 2.0000
3T 2g[B0 ⊕ C0] −1539.289 062 9 2.0000
3T 1g[C0] −1539.286 871 7 2.0000
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(d) 1T 2g[A0,A′0,A′′0 (C0)]
Φ Energy/Eh 〈Sˆ2〉
1T 2g[A0] −1539.280 372 3 0.0038
1T 2g[A0 ⊕ C0] −1539.281 663 9 0.0040
1T 2g[A0 ⊕A′0] −1539.280 372 4 0.0038
1T 2g[A0 ⊕A′0 ⊕ C0] −1539.281 664 3 0.0040
1T 2g[A0 ⊕A′0 ⊕A′′0 ] −1539.280 461 8 0.0038
1T 2g[A0 ⊕A′0 ⊕A′′0 ⊕ C0] −1539.281 851 9 0.0041
1T 2g[A0 ⊕A′′0 ] −1539.280 434 5 0.0038
1T 2g[A0 ⊕A′′0 ⊕ C0] −1539.281 795 8 0.0040
1T 2g[A
′
0] −1539.279 171 5 0.0042
1T 2g[A
′
0 ⊕ C0] −1539.281 014 8 0.0042
1T 2g[A
′
0 ⊕A′′0 ] −1539.279 288 9 0.0039
1T 2g[A
′
0 ⊕A′′0 ⊕ C0] −1539.281 082 4 0.0045
1T 2g[A
′′
0 ] −1539.275 198 0 0.0073
1T 2g[A
′′
0 ⊕ C0] −1539.279 609 9 0.0072
(e) 1T 2g[C0 (A0,A′0,A′′0)]
Φ Energy/Eh 〈Sˆ2〉
1T 2g[C0] −1539.218 901 9 0.0067
1T 2g[A0 ⊕ C0] −1539.214 604 1 0.0069
1T 2g[A0 ⊕A′0 ⊕ C0] −1539.214 723 9 0.0067
1T 2g[A0 ⊕A′0 ⊕A′′0 ⊕ C0] −1539.214 769 9 0.0068
1T 2g[A0 ⊕A′′0 ⊕ C0] −1539.214 604 9 0.0069
1T 2g[A
′
0 ⊕ C0] −1539.214 697 7 0.0068
1T 2g[A
′
0 ⊕A′′0 ⊕ C0] −1539.214 703 9 0.0068
1T 2g[A
′′
0 ⊕ C0] −1539.214 490 0 0.0067
(f) 1Eg[A0,B0,D0]
Φ Energy/Eh 〈Sˆ2〉
1Eg[A0] −1539.277 092 3 0.0032
1Eg[A0 ⊕ B0] −1539.281 683 7 0.0016
1Eg[A0 ⊕ B0 ⊕D0] −1539.281 683 7 0.0016
1Eg[A0 ⊕D0] −1539.278 520 2 0.0013
1Eg[B0] −1539.273 565 6 0.0029
1Eg[B0 ⊕D0] −1539.278 131 7 0.0070
1Eg[D0] −1539.274 205 4 0.0000
(g) 1A1g[B0 (D0)]
Φ Energy/Eh 〈Sˆ2〉
1A1g[B0] −1539.216 510 2 0.0027
1A1g[B0 ⊕D0] −1539.216 510 9 0.0027
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