Mixture models represent the superposition of statistical processes, and are natural in machine learning and statistics. Despite the prevalence and importance of mixture models, little is known in the realm of efficient algorithms with strong statistical guarantees. The Expectation-Minimization (EM) approach is perhaps the most popular, yet save for the Gaussian mixture clustering problem [27] , few guarantees exist. For mixed regression in the noiseless setting, in particular, only recently has an EM-like algorithm been able to provide near-tight guarantees. In the noisy setting, tensor approaches have recently succeeded in providing a tractable and statistically consistent approach, but require a sample complexity much higher than the information-theoretic limits.
Introduction
Mixture models carry much explanatory power, and are natural modeling tools: rather than asking for a single model to explain all observations, they treat observed data as a superposition of simple statistical processes. Due to the wide applicability and naturalness of this modeling approach, their popularity extends across many application areas and domains, including health-care [9] , object recognition [17] and natural language processing [14] (see also [15] and references therein). Yet the inherently combinatorial nature of the mixture -the assumption that one subset of data come from one model, and another subset from anotherpresents significant algorithmic challenges in learning. Essentially the core of the challenge is that clustering and fitting must be performed simultaneously.
This paper considers the problem of mixed linear regression, where the output variable we see comes from one of two unknown regressors. Thus we see data (x i , y i ) ∈ R p × R, where
, where the {q i } specify the proportion of samples generated by each β * i . Work in [1, 13] shows that given this mixture, it is possible to efficiently recover each β * i , and moreover, this approach has stability properties with respect to noise. A main advantage of these approaches, as well as the alternating minimization approach of [28] , is that they are not limited to the mixture of only two models. The key difference with respect to the work here, is that the tensor approach requires O(p 6 ) samples, which is several orders of magnitude more than the O(p · polylog(p)) that the results we present here require.
Main Results
In this section we present this paper's main results. In addition, we present the precise setup and assumptions, and introduce the basic notation we use.
Algorithm 1 Estimate β
* 's Input: (K,ĝ) ∈ R p×p × R p . Compute the matrixĴ =ĝĝ ⊤ −K, and its first eigenvalue-eigenvector pairλ 1 , β * 2 ). We consider two similar but different optimization formulations for the case of arbitrary and stochastic noise. In the stochastic noise setting, the independence of the noise makes it convenient to consider a sumof-squares loss objective (with respect to (K * , g * )). For the arbitrary noise case, while one can use the same quadratic objective, it turns out that the analysis is more complicated than considering a similar objective but without the square -an ℓ 1 objective. As the squared loss does not give better results in the arbitrary noise case, we present the latter formulation.
We now give the two formulations for arbitrary and stochastic noise, and we state the main results of the paper. In both settings, our optimization formulations are computationally efficient, and we show that they achieve near optimal sample complexity and error bounds. In the noiseless setting, our results immediately imply exact recovery, and in fact remove the additional log factors in the sample complexity requirements in [28] . In the arbitrary/adversarial noise setting, we obtain unimprovable bounds on the recovery error. In the stochastic noise setting, our results imply asymptotic consistency. Moreover, our rates essentially match the rates one would get with complete knowledge of the labels, and hence are nearly optimal, i.e., unimprovable.
Notation. We use the following notation throughout the paper. Lower case bold letters, e.g., x and β denote vectors, while capital bold face letters, e.g., K, denote matrices. We use standard notation for matrix and vector norms, e.g., · * to denote the nuclear norm (the sum of singular values), · F the Frobenius norm, and · the operator norm (the largest singular value), which in our case is also the largest absolute value of an eigenvalue, since all matrices are symmetric. We use · 2 to denote the vector ℓ 2 -norm, and · 1 to denote the ℓ 1 -norm. As in the setup above, we use p to denote the dimension of the problem, and n the number of observations. Also, we define a quantity we use repeatedly. Let
Note that α > 0 when β * 1 = β * 2 , and is always bounded by 2. Here α is allowed to depend on p. In fact, our results require only a lower bound on α. We say a number c is a numerical constant if c is independent of the dimension p, the number of measurements n and the quantity α. For ease of parsing, we typically use c to denote a large constant, and 1 c for a small constant.
Arbitrary Noise
We consider first the setting of arbitrary noise. The following specific problem setting is considered. We take {x i } to have i.i.d., zero-mean and sub-Gaussian entries with sub-Gaussian norm bounded by a numeric constant, E (x i ) 2 l = 1, and E (x i )
. We assume that µ is fixed and independent of p and α. If {x i } are standard Gaussian vectors, then these assumptions are satisfied with sub-Gaussian norm 1 and µ = 3. As mentioned above, the only assumption on the noise e = (e 1 , · · · e n ) ⊤ is that it is bounded in ℓ 2 norm. The noise e is otherwise arbitrary, possibly adversarial, and even possibly depending on {x i } and β * 1 , and β * 2 . We consider the following convex program:
The right hand side, η, of the constraint is formed using any upper bound on e 2 ; we give the precise condition in the theorems below. If one has knowledge of K * * , then one can reverse the formulation, exchanging the objective for the constraints; a Lagrangian formulation can also be considered. We find it more natural to assume we know an upper bound on e 2 rather than having precise knowledge of K * * , and so we use this formulation (though the results are equivalent).
The next two theorems summarize our results for arbitrary noise. Theorem 1 gives guarantees on how close the optimal solution (K,ĝ) is to (K * , g * ); then the companion result, Theorem 2, provides quality bounds on (β 1 ,β 2 ), produced by using Algorithm 1 on the output (K,ĝ). 
min {n
1 , n 2 } ≥ c 3 1 α p. 3. The parameter η satisfies η ≥ c 4 √ n e 2 β * 2 − β * 1 2 .
The noise satisfies
Then, with probability at least 1 − c 1 exp(−c 2 n), any optimal solution (K,ĝ) to the program (4)-(5) satisfies
Given the solution (K,ĝ) to the optimization problem (4)- (5), we use Algorithm 1. As mentioned above, the algorithm is stable: if (K,ĝ) is close to (K * , g * ), then we recover (
Theorem 2 (Estimating β * , arbitrary noise). Suppose conditions 1-4 in Theorem 1 hold, and η ≍ √ n e 2 β * 2 − β * 1 2 . Then with probability at least 1 − c 1 exp(−c 2 n), the output of Algorithm 1 satisfies (up to relabeling b)
Theorem 2 immediately implies exact recovery in the noiseless case.
Corollary 1 (Exact Recovery)
. Suppose e = 0, the conditions 1 and 2 in Theorem 1 hold, and η = 0. Then with probability at least 1 − c 1 exp(−c 2 n), the output of Algorithm 1 equals the true β * b 's.
Discussion of Assumptions. In Theorem 1, the condition µ > 1 is satisfied, for instance, if {x i } is Gaussian (with µ = 3). Moreover, this condition is in general necessary. To see this, suppose each (x i ) l is a Rademacher ±1 variable, which has µ = 1, and β *
The observations must take the form
Consider two possibilities:
In both cases, (x i , y i ) may take any one of the values in {±1} 2 × {±1} with equal probabilities. Thus, it is impossible to distinguish between these two possibilities.
The condition α > 0 holds if β * 1 and β * 2 are not equal. Suppose α is lower-bounded by a constant. The main assumption on the noise, namely, e 2 √ n ( β * 1 2 + β * 2 2 ) (condition 4 in Theorem 1) cannot be substantially relaxed if we want a bound on ĝ − g * 2 . Indeed, if |e i | ≍ β * b 2 for all i, then an adversary may choose e i such that
b + e i = 0, ∀i, in which case the convex program (4)-(5) becomes independent of g. That said, the case with condition 4 violated can be handled trivially. Suppose e 2 ≥ c 4 √ α √ n ( β * 1 2 + β * 2 2 ) for any constant c 4 . A standard argument for ordinal regression shows that the blind estimatorβ := min β i∈I1∪I2 x
and this bound is optimal (see discussion of optimality below). Therefore, the condition 4 in Theorem 1 is not really restrictive, i.e., the case when it holds is precisely the interesting setting. Finally, note that if n 1 /n 2 = o(1) or n 2 /n 1 = o(1), then a single β * explains 100% (asymptotically) of the observed data. Moreover, the standard least squares solution recovers this β * at the same rates as in standard (not mixed) regression.
Optimality. In Theorem 2, if we take α to be lower-bounded by a constant, then the error bound on the recovery of (β * 1 , β * 2 ) is order-wise optimal. To see this, consider an adversary who chooses e i = x ⊤ i ∆ for some non-zero ∆ ∈ R p , so ∆ 2 ≍ e 2 / √ n w.h.p. Then, no algorithm can decide whether the true solution is β * b or β * b + ∆, and thus the ℓ 2 recovery error would be at least ∆ 2 . The sample complexity requirements of Theorem 2 and Corollary 1 are also optimal. The results require the number of samples n 1 , n 2 to be Ω(p). Since we are estimating two p dimensional vectors without any further structure, this result cannot be improved.
Stochastic Noise and Consistency
We now consider the stochastic noise setting. A key difference here is that one can hope for consistency if we have enough samples: that is, the the error goes to zero as we obtain more samples, unlike the setting of arbitrary noise. In this section we show that for Gaussian design, in addition to asymptotic consistency, we have convergence scaling optimally with the key parameters, comparable to convergence rates for standard regression in a similar stochastic setting.
Our setup is as follows. We assume the covariates {x i } are Gaussian. The setting for the covariates is otherwise the same as before: {x i } have i.i.d. zero-mean entries with E[(x i ) 2 l ] = 1 for all i and l. The parameter α is defined as above in Eq. (3) . For the noise, we assume {e i } are i.i.d., zero-mean sub-Gaussian with E e 2 i = σ 2 and sub-Gaussian norm e i ψ2 cσ for some constant c, and are independent of {x i }. Previously for arbitrary noise we considered an ℓ 1 loss which we put in the constraints. For stochastic noise, because of the assumption of independence, much like in the standard regression formulation, the least-squares objective is most convenient. In particular, we consider a Lagrangian formulation, regularizing the squared loss objective with the nuclear norm of K. Thus, we solve the following:
We note that this formulation requires knowledge of the noise variance σ 2 . As with the arbitrary noise case, we present two theorems: a first theorem providing guarantees on the quality of our reconstruction of K * and g * using the optimization formulation above, and then a companion theorem that gives bounds on how close the pair (β 1 ,β 2 ) is to (β 
With probability at least 1 − c 1 n −c2 , any optimal solution (K,ĝ) to the regularized least squares program (6) satisfies
For the previous arbitrary noise setting, we noted that the requirement n 1 /n 2 = O(1) is natural. Our analysis here requires a more stringent condition, essentially demanding that |n 1 − n 2 | = o(n) in order to guarantee consistency. This is expressed in the residual term depending on |n 1 − n 2 |.
Nevertheless, when |n 1 − n 2 | is small, we have consistency with convergence rate 1 n , which is optimal.
Corollary 2 ( 1/n Rate). Suppose |n 1 − n 2 | = O( √ n log n), the conditions 1-3 in Theorem 3 hold, and
Then with probability at least 1 − c 1 n −c2 , the optimal solution (K,ĝ) to the least squares program (6) satisfies
We use Algorithm 1 to estimate the β * 's, for which we have the following guarantees.
Theorem 4 (Estimating β * , random noise). Suppose the conditions in Corollary 2 hold, and in addition n ≥ c 3 p log 8 n. Then with probability at least 1 − c 1 n −c2 , the output of Algorithm 1 satisfies (up to relabeling b)
Discussion of Assumptions. The theoretical results in this sub-section assume Gaussian covariate distribution in addition sub-Gaussianity. This assumption can be relaxed, but using our analysis, it comes at a cost in terms of convergence rate (and hence sample complexity required for consistency). As the analysis shows, under more general covariate assumptions, we require n =Õ(p √ p). We conjecture that this is an artifact of our analysis.
The requirement of small |n 1 − n 2 | seems unavoidable if one considers a sum-of-errors type objective as in the formulation (6) . In this case, if the majority of the observations are generated by one of the β * b , then the objective will produce a solution that biases toward this β * b since such a solution will fit more observations. Finally, we note that we assume α to be bounded away from zero (conditon 1 in Theorem 3) only for simplicity of the exposition. If we allow α to scale with p and n, the error bounds will have dependence on α in a way similar to the results in the last sub-section.
Optimality. If we know the labels of the individual data points, i.e., we know the variables z i , then the problem decouples into two standard regression problems, for which the minimax rate is β *
Clearly one cannot achieve a better rate for the harder mixed regression problem. Therefore, in the error bound in Theorem 4, the scaling with each of σ, p and n is optimal up to log factors when the other two parameters are held fixed. In particular:
3. When σ and n are fixed, we have
Implications for Phase Retrieval
As an illustration of the power of our results, we discuss an application to the Phase Retrieval problem, which has recently received much attention (e.g., [6, 3, 4, 8, 16, 2] ). Recall that in the real setting, the phase retrieval problem is essentially a regression problem without sign information. Most recent work has focused on the noiseless case. Here, the problem is as follows: we observe (x i , z i ) ∈ R p × R, i = 1, 2, . . . n, where
The stability of recovery algorithms has also been considered, where this has focused on the case of noisy measurements of phase-less and noise-less data. That is, most work on the robustness of phase retrieval has considered the setting
In the regression setting, however, it is also natural to consider the setting where the measurement noise is added before the phase is lost. This corresponds to the model:
We may call (7) the Noisy Phase Model, as opposed to the Noisy Magnitude Model considered by previous work on phase retrieval. This problem can be reduced to a mixed regression problem and solved by our algorithm. The reduction is as follows. We generate n independent Rademacher random variables ǫ i , i = 1, . . . , n. For each i, we set y i = ǫ i z i . Let s i := sign x ⊤ i β * + e i and e ′ i = ǫ i s i e i , where we use the convention that sign(0) = 1. Then we have
If we let β *
, then the model becomes
which is precisely the mixed regression model we consider. Note that with probability at least 1 − n −3 ,
Conditioned on {I b }, the distribution of {x i } is the same as its unconditional distribution. Therefore, applying our arbitrary-noise result from Theorem 2, we immediately get the following guarantees for phase retrieval under the Noisy Phase Model.
Corollary 3 (Phase retrieval, arbitrary noise). Consider the Noisy Phase Model in (7). Suppose the {x i } are i.i.d., zero-mean sub-Gaussian with bounded sub-Gaussian norm, unit variance and fourth moment
2 and the noise is arbitrary, but bounded in magnitude: e 2 √ n β *
. Then using the reduction described above, the output of the program (4)-(5) followed by Algorithm 1 satisfies
n with probability at least 1 − n −2 .
The error bound above is again order-wise optimal, as we cannot achieve a smaller error even if the phase is not lost. Similarly as before, the large noise case with e 2 ≥ c 4 √ n β * 2 can be handled trivially using the blind estimatorβ := min β i∈[n] x ⊤ i β − z i , which in this case satisfies the optimal error bound β − β * 2 e 2 / √ n. Next, consider the stochastic noise case where e i is i.i.d., zero-mean symmetric sub-Gaussian with variance σ 2 . Conditioned on {I b }, the conditional distributions of {e ′ i } and {x i } inherit the properties of e i and the unconditional x i , and are independent of each other. Applying Theorem 4, we have the following. 
Corollary 4 (Phase retrieval, stochastic noise). Consider the Noisy Phase Model in (7
log 4 n with probability at least 1 − n −2 .
Scalability
Finally, we make a comment on the scalability of the approach illustrated here. Both formulations (4)- (5) and (6) are Semidefinite Programs (SDP). In the arbitrary noise setting, the constraint in the convex program (4)- (5) can be rewritten as a collection of linear constraints through the standard transformation of convex ℓ 1 constraints. The Lagrangian formulation (6) in the setting of stochastic noise, involves minimizing the sum of a trace norm term and a smooth quadratic term. The complexity of solving this regularized quadratic in the matrix space has similar complexity to problems such as matrix completion and PhaseLift, and first order methods can easily be adapted, thus allowing solution of large scale instances of the mixed regression problem.
Proof Outline
In this section, we provide the outline and the key ideas in the proofs of Theorems 1 and 3. The complete proofs are given in Sections 6 and 7, respectively. Because the ℓ 1 and ℓ 2 error used in our formulation are convex, the main hurdle is proving strict curvature near the desired solution (K * , g * ) in the allowable directions. This is done by demonstrating that a linear operator related to the ℓ 1 /ℓ 2 errors satisfies a restricted-isometry-like condition, and that this in turn implies a strict convexity condition along the cone centered at (K * , g * ) of all directions defined by potential optimal solutions to our formulations.
Notation and Preliminaries
We now develop some basic notation common to the proofs of Theorems 1 and 3, and associated corollaries. We use β * −b to denote β *
Without loss of generality, we assume I 1 = {1, . . . , n 1 } and I 2 = {n 1 + 1, . . . , n}. For i = 1, . . . , n 1 , we define x 1,i := x i , y 1,i = y i and e 1,i = e i ; correspondingly, for i = 1, . . . , n 2 , we define x 2,i := x n1+i , y 2,i := y n1+i and e 2,n+i . For each b = 1, 2, let X b ∈ R n b ×p be the matrix with rows {x
For each b = 1, 2, we also define the matrices
The following notation and definitions are standard. Let the rank-2 SVD of K * be U ΣV ⊤ . Note that U and V have the same column space, which equals span(β * 1 , β * 2 ). Define the projection matrix
and the subspace
Let T ⊥ be the orthogonal subspace of T . The projections to T and T ⊥ are given by
Denote the optimal solution to the optimization problem of interest (either (4) or (6)
Arbitrary Noise: Proof Outline
The proof follows from three main steps.
(1) First, the ℓ 1 error term that in this formulation appears in the LHS of the constraint (5) in the optimization, is naturally related to the operators A b . Using the definitions above, for any feasible (K, g) = (K * + H, g * + h), the constraint (5) in the optimization program can be rewritten as
This inequality holds in particular for H = 0 and h = 0 under the conditions of the theorem, as well as forĤ andĥ associated with the optimal solution since it is feasible. Now, using directly the definitions for A b and B b , and a simple triangle inequality, we obtain that
From the last two display equations, and using now the assumptions on η and on e, we obtain an upper bound for B using the error bound η:
(2) Next, we obtain a lower-bound on the last LHS. To this end, we prove that the operator B satisfies an RIP-like property: for low-rank matrices, it is an approximate isometry. Note that we want to bound the · 2 norm ofĥ and the Frobenius norm ofĤ, though we currently have an ℓ 1 -norm bound on B in terms of η, above. Thus, the RIP-like condition we require needs to relate these two norms. We show that with high probability, for low-rank matrices,
Proving this RIP-like result is a main step in the proof, and is done using concentration and an ǫ-net argument. We then use this and the optimality of (K,ĝ) to obtain the desired lower-bounds
(3) The remainder of the proof involves combining the upper and lower bounds obtain in the last two steps. After some algebraic manipulations, and use of conditions in the assumptions of the theorem, we obtain the desired recovery error bounds
η, and Ĥ
Stochastic Noise: Proof Outline
The main conceptual flow of the proof for the stochastic setting is quite similar to the deterministic noise case, though some significant additional steps are required, in particular, the proof of a second RIP-like result.
(1) For the deterministic case, the starting point is the constraint, which allows us to bound A b and B b in terms of η using feasibility of (K * , g * ) and (K * +Ĥ, g * +ĥ). In the stochastic setup we have a Lagrangian (regularized) formulation, and hence we obtain the analogous result from of optimality. Thus, the first step here involves showing that as a consequence of optimality, the solution (K,ĝ) = (K * +Ĥ, g * +ĥ) satisfies:
where we have defined the parameter γ := β * 1 2 + β * 2 2 . The proof of this inequality involves carefully bounding several noise-related terms using concentration. A consequence of this inequality is thatĤ andĥ cannot be arbitrary, and must line in a certain cone.
(2) Conceptually, the second step is similar to the second step in the deterministic case: obtaining a lower bound on the last LHS by proving an RIP-like condition for the operators B b . Technically, however, as the details show, significantly more is involved. As main part of this step, we prove a second RIP-like condition for B b Z − D b z 1 , using the Frobenius norm of Z and the ℓ 2 -norm of Z:
The RIP-like condition proved is then used in a similar way: bounding A by terms involving B, and then invoking the RIP condition and the cone constraint, we obtain the following lower bound
(3) We now put together the upper and lower bounds in Step (1) and
Step (2) . This gives
from which it eventually follows that
Proofs of Theorems 2 and 4
In this section, we show that an error bound on the input (K,ĝ) of Algorithm 1 implies an error bound on its output (β 1 ,β 2 ). Recall the quantitiesĴ , J * ,λ, λ * ,v and v * defined in Section 3.1 and in Algorithm 1. A key component of the proof involves some perturbation bounds. We prove these in the first section below, and then use them to prove Theorems 2 and 4 in the two subsequent sections.
Perturbation Bounds
We require the following perturbation bounds.
Proof. By Wely's inequality, we have
By Wedin's inequality, we have
On the other hand, we have
where in the last inequality we use the fact that v * = v = 1. Elementary calculation shows that
where we use (8) and (9) in the second inequality.
We can now use this perturbation result to provide guarantees on recovering β * 1 and β * 2 given noisy versions of g * and K * . To this end, suppose we are givenK andĝ which satisfy
Then by triangle inequality we have
Therefore, up to relabeling b, we have
where the second inequality follows from Lemma 1 and
2 . We shall apply this result to the optimal solution (K,ĝ) obtained in the arbitrary noise setting, and in the stochastic noise setting, and thus prove Theorems 2 and 4.
Proof of Theorem 2 (Arbitrary Noise)
In the case of arbitrary noise, as set up above, Theorem 1 guarantees the following:
where we use the assumption
. Using (10), we get that up to relabeling b,
Proof of Theorem 4 (Stochastic Noise)
Next consider the setting with stochastic noise. Corollary 2 guarantees the following bounds:
If we let γ = β * 1 2 + β * 2 2 , then this means
where last inequality follows from the assumption that n ≥ p log 8 n for some c > 1. Combining these with (10), we obtain that up to relabeling of b,
where the last inequality follows from α being lower-bounded by a constant. Observe that the minimization in the last RHS is no larger than σ p n if γ ≥ σ, and equals min 
Proof of Theorem 1
We now fill in the details for the proof outline given in Section 4.2, and complete the proof of Theorem 1 for the arbitrary noise setting. Some of the more technical or tedious proofs are relegated to the appendix. As in the proof outline, we assume the optimal solution to the optimization is (K,ĝ) = (K * +Ĥ, g * +ĥ), and recall thatĤ T := P TĤ andĤ ⊥ T := P T ⊥Ĥ . Note thatĤ T has rank at most 4 andĤ ⊥ T has rank at most p − 4. We have
6.1
Step (1): Consequence of Feasibility
This step uses feasibility of the solution, to get a bound on B in terms of the error parameter η. For any (K, g) = (K * + H, g * + h), it is easy to check that
Therefore, the constraint (5) is equivalent to
Using the notation from Section 4.1, this can be rewritten as
where • denotes the element-wise product and e 2 b = e b • e b . First, note that K * and g * are feasible. By standard bounds on the spectral norm of random matrices [23] , we know that with probability at least 1 − 2 exp(−cn b ),
We thus have
where we use the assumptions on e and η in (a) and (b), respectively. This implies that (13) holds with H = 0 and h = 0, thus showing the feasibility of (K * , g * ).
Since K ,ĝ is feasible by assumption, combining the last two display equations and (13), we further have
Now from the definition of A b and B b , we have
It follows from (14) and n 1 ≍ n 2 ≍ n that
This concludes
Step (1) of the proof.
Step (2): RIP and Lower Bounds
The bound in (15) relates the ℓ 1 -norm of B and η. Since we want a bound on the ℓ 2 and Frobenius norms ofĥ andĤ respectively, a major step is the proof of an RIP-like property for B:
Lemma 2. The following holds for some numerical constants c, δ,δ. For b = 1, 2, if µ > 1 and n b ≥ cρp, then with probability 1 − exp(−n b ), we have the following:
We defer the proof of this lemma to the appendix, where in fact we show it is a special case of a similar result we use in Section 7.
We now turn to the implications of this lemma, in order to get lower bounds on the term
from the first term in (15) , in terms of ĥ 2 and Ĥ F .
Since we have proved that (K * , g * ) is feasible, we have K * ≤ K * * by optimality. It follows from (11) that
Let K = c T , such that rank(Ĥ i ) ≤ K and the smallest singular value ofĤ i is larger than the largest singular value ofĤ i+1 (cf. [18] ). By Lemma 2, we get that for each b = 1, 2,
where (a) follows from (16) and the rank ofĤ T . It follows that for b = 1, 2,
where (a) follows from the triangle inequality, (b) follows from Lemma 2 and (17), and (c) follows from the fact thatĤ T − β bĥ ⊤ ∈ T andĤ 1 ∈ T ⊥ . Summing the above inequality for b = 1, 2, we obtain
The first term in the RHS of (18) can be bounded using the following lemma, whose proof is deferred to the appendix.
Lemma 3. We have
Combining (18) and the lemma, we obtain
Recall that K = c 1 α . When c is sufficiently large, the above inequalities imply that for some numeric constant c ′ ,
where the inequality (d) follows from (16) and rank(Ĥ T ) ≤ 4. This concludes the proof of Step (2).
Step (3): Producing Error Bounds
We now combine the result of the three steps, in order to obtain bounds on ĥ 2 and Ĥ F in terms of η, and the other parameters of the problem, hence concluding the proof of Theorem 1. From
Step (1), we concluded the bound (15), which we reproduce:
Applying (20) to the LHS above, we get
Under the assumption e 2 ≤ 1 c5
2 ) for some c 5 sufficiently large, we obtain the following bound for ĥ 2 :
To obtain a bound on Ĥ F , we note that
where we use the assumption on e and (20) in the two inequalities, respectively. When c 5 is large, we combine the last display equation with (15) to obtain
where we use (19) in the last inequality. This implies
completing the proof of
Step (3) and thus Theorem 1.
Proof of Theorem 3
We follow the three steps from the proof outline in Section 4.3, to give the proof of Theorem 3 for the stochastic noise setting. We continue to use the notation given in Section 4. 
. We also define the shorthand
Since the {x i } are assumed to be Gaussian with i.i.d. entries, the statement of the theorem is invariant under rotation of the β * b 's. Therefore, it suffices to prove the theorem assuming β * 1 − β * 2 is supported on the first coordinate. The follow lemma shows that we can further assume {x i } and e have bounded entries, since we are interested in results that hold with high probability. This simplifies the subsequent analysis. 
then it also holds w.h.p. without this assumption.
We prove this lemma in the appendix. In the sequel, we therefore assume support (β * 1 − β * 2 ) = {1}, and the {x i } and {e i } satisfy the bounds in the above lemma.
Step (1): Consequence of Optimality
This step uses optimality of the solution (K,ĝ') = (K * +Ĥ, g * +ĥ), to get a bound on A. By optimality, we have
Using the expression (12), we have
Defining 
Expanding the squares and rearranging terms, we obtain
where A * b is the adjoint operator of A b and in (a) we have defined
and (b) follows from (11) . We need the following lemma, which bounds the noise terms P and Q. Its proof is a substantial part of the proof to the main result, but quite lengthy. We therefore defer it to Section 7.4.
Lemma 5.
Under the assumption of the theorem, we have λ ≥ 2P and λ ≥ 1 σ+γ Q with high probability. Applying the lemma, we get
Since the right hand side of (21) is non-negative, we obtain the following cone constraint for the optimal solution:
This concludes the proof of
Step (2): RIP and Lower Bounds
We can get a lower bound to the expression in the LHS of (21) using B, as follows. Similarly as before, let K be some numeric constant to be chosen later; we partitionĤ 
Here (a) follows from the definitions of A b and B b and the triangle inequality, (b) follows from u 2 ≥ 1 n b u 1 for all u ∈ R n b , (c) follows from n 1 ≈ n 2 , and (d) follows from the triangle inequality. We see that in order to obtain lower bounds on (23) in terms of ĥ 2 and Ĥ F , we need an extension of the previous RIP-like result from Lemma 2, in order to deal with the first term in (23) . The following lemma is proved in the appendix. 
Using this we can now bound the last inequality in (23) above. First, note that for each b = 1, 2,
where (a) follows from the upper bound in Lemma 6 with σ set to 0. Then, applying the lower-bound in Lemma 6 to the first term in the parentheses in (23) , and (24) to the second term, we obtain
Choosing K to be sufficiently large, and applying Lemma 3, we obtain
Using (22), we further get
This completes
Step (2), and we are ready to combine the results to obtain error bounds, as promised in Step (3) and by the theorem.
Step (3): Producing Error bounds
Combining (21) and (25), we get
where we use (22) in (a) and rank Ĥ T ≤ 4 in (b). This completes Step (3) and the proof of the theorem.
Proof of Lemma 5
We now move to the proof of Lemma 5, which bounds the noise terms P and Q. Note that
So the lemma is implied if we can show
n by assumption of Theorem 3. Therefore, the lemma follows if each of the following bounds holds w.h.p.
We now prove these bounds.
Term S 1 : Note that γ ≥ β * 1 − β * 2 2 , so the desired bound on S 1 follows from the lemma below, which is proved in the appendix. 
S 1 β
Term S 2 : By definition, we have
Here each e 2 b,i − σ 2 is zero-mean, bounded by σ 2 log n and has variance σ 4 . The quantity inside the spectral norm is the sum of independent zero-mean bounded matrices. An application of the Matrix Bernstein inequality [22] gives
for each b = 1, 2. The desired bound follows.
Term S 3 : We have
where X b,l is the l-th column of X b . WLOG, we assume
Let v i be the i-th standard basis vector in R n . The term S 3,1,l can be written as
where
in other words, G is the block-diagonal matrix with ±v l δ * ⊤ 1 on its diagonal. Note that ES 3,1,l = 0, and the entries of χ are i.i.d. sub-Gaussian with parameter bounded by σ √ log n. Using the Hanson-Wright inequality (e.g., [19] ), we obtain w.h.p. 
It follows that w.h.p.
Term S 4 : We have w.h.p.
where in (a) we use the independence between X and e b • w 2,b and the standard sub-Gaussian concentration inequality (e.g., [23] ), and (b) follows from the boundedness of e.
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Appendices A Proof of Lemma 3
Simple algebra shows that
and
where the inequality (a) follows from Ĥ T ≤ Ĥ T F . Combining the last two display equations with the simple inequality
B Proof of Lemmas 2 and 6
Setting σ = 0 in Lemma 6 recovers Lemma 2. So we only need to prove Lemma 6. The proofs for b = 1 and 2 are identical, so we omit the subscript b. WLOG we may assume σ = 1. Our proof generalizes the proof of an RIP-type result in [8] . Fix Z and z. Let ξ j := B j , Z and ν := Z F . We already know that ξ j is a sub-exponential random variable with ξ j ψ1 ≤ c 1 ν and
On the other hand, let γ j = d j , z and ω := z 2 . It is easy to check that γ j is sub-Gaussian with γ j ψ2 ≤ c 1 µ. It follows that ξ j − γ j ψ1 ≤ c 1 (ν + ω) .
Note that
Therefore, applying the Bernstein-type inequality for the sum of sub-exponential variables [23] , we obtain
Setting t = (ν + σω)/c 3 for any c 3 > 1, we get
But sub-exponentiality implies
On the other hand, note that
We bound the numerator and denominator. By sub-exponentiality, we have E (ξ j − γ j ) 4 ≤ c 5 (ν + ω) 4 . On the other hand, note that
where in the last equality we use the fact that {e i } are independent of {x i } and E [e i ] = 0 for all i. We already know It follows that
where the inequality holds when µ > 1. We therefore obtain
Substituting back to (26), we get
To complete the proof of the lemma, we use an ǫ-net argument. Define the set S r := (Z, z) ∈ R p×p × R p : rank(Z) ≤ r, Z We need the following lemma, which is proved in Appendix B.1. Note that for (Z ′ , z ′ ) ∈ S 2r , we can write Z ′ = Z 
