Introduction
Genome sequencing efforts have resulted in an explosion of organisms whose entire protein complements have been determined. Nevertheless, for many proteins, little is known beyond their sequences, and for the typical proteome, between one-third and one-half of its proteins remain uncharacterized. As a result, a major challenge in modern biology is to develop methods for determining protein function at the genomic scale.
Computational methods to assign protein function have traditionally relied on identifying sequence similarity to proteins of known function. In recent years, however, other computational methods for predicting protein function have been developed (review, [33] ). Many of these nonhomology based methods still utilize sequence information, but can predict that two proteins share a function even when they have no sequence similarity. For example, in gene fusion methods [29, 51] , two proteins are believed to be related functionally if they appear as parts of a single protein in some other organism. Phylogenetic profiles [32, 55] predict proteins to be functionally related if they have similar patterns of occurrences across multiple genomes. Genomic context methods [22, 54] predict functional coupling between proteins if they tend to be contiguous in several genomes.
Increasingly, computational techniques for predicting protein function have analyzed data resulting from new high-throughput technologies. While there is a fascinating array of new functional genomics technologies that have enabled prediction of protein function, in this chapter we examine a family of methods that are based on analyzing large-scale protein-protein interaction data. Currently, several types of protein interactions have been determined via high-throughput experimental technologies. These include interactions between proteins that interact physically, that participate in a synthetic lethal or epistatic relationship, that are coexpressed, or where one phosphorylates or regulates another (review, [77] ). Together, these interactions comprise the interactome and can be represented as networks or graphs, where interactions are undirected in the case of symmetric interactions, and directed otherwise.
Here, we focus primarily on predicting protein function via analysis of networks comprised of physical interactions. Most of these methods are based on the principle of guilt-by-association, where proteins are annotated by transferring the functions of the proteins with which they interact.
The methods differ in whether they use local or global properties of the interactome in annotating proteins, in which particular topological features of the interactome they utilize, in whether they rely on first identifying tight clusters of proteins within the interactome before transferring annotations, and in whether they use guilt-by-association explicitly or employ some other similarity measure.
While the focus of this chapter is on protein-protein physical interaction networks, it is often straightforward to apply the same methods to other types of networks. However, as the underlying topological features of these networks may differ, the methods may perform quite differently on them. We refer the reader to other reviews [2, 64] for alternative viewpoints that additionally consider function prediction methods that integrate physical interaction networks with network data derived from other experimental sources.
Further background
Physical interaction networks Large-scale physical interaction networks for several organisms have been obtained via two-hybrid experiments, where an interaction between a pair of proteins is determined via transcriptional activation in yeast [30] . An alternative high-throughput technology determines interactions of proteins via affinity purification of the target protein followed by mass spectrometry identification of the associated proteins (review, [9] ). These two types of experiments are the most commonly used approaches for large-scale determination of physical interactions and have uncovered tens of thousands of interactions. However, they do impose certain features on the data that may be less than ideal. The yeast two-hybrid method may discover interactions that do not take place under physiological conditions and may miss interactions that do. The pull-down methods do not specify if the interactions inferred for a target protein are direct or are instead mediated through other associated proteins. Moreover, as with all experiments, especially highthroughput ones, a certain amount of noise is present in the results; this amount may differ between different experiments and between subsets of interactions found by the same experiment. To some extent, this noise can be handled computationally by incorporating an assessment of interaction reliability into the computational approach (see Section 3) . It is worth noting as well that the interactomes determined to date are incomplete, and that comparisons between existing data sets for the same organism reveal only partial overlap; the latter is due both to noise in the data as well as different sets of proteins under consideration.
Protein function Protein function is a broad concept that has different meanings depending on context. In computational settings, protein function is typically described via terms from one of several controlled vocabularies. Because of the differing degrees of specificity with which protein function can be described, these controlled vocabularies are usually arranged as hierarchies or directed acyclic graphs that relate the different terms to each other. The Gene Ontology (GO) [5] is the most prevalent of such controlled vocabulary systems; it classifies protein function into three separate categories, each of which consists of a set of terms that may be related to each other via is-a or part-of relations; these relations can be represented as a directed acyclic graph.
Protein function in the usual sense is described by two of the categories, molecular function and biological process. The molecular function of a protein describes its biochemical activity, whereas its biological process specifies the role it plays in the cell, or the pathway in which it participates.
Additionally, GO has a cellular component category which describes the places where the protein is found. These views of protein function are largely orthogonal: for example, proteins with the same molecular function can play a role in different pathways, and a pathway is built of proteins of various molecular functions. This distinction affects which methods are the most applicable for computational prediction of protein function of each type. Because molecular function corresponds to the intrinsic features of the protein (e.g., its catalytic activity), it is often predicted based on sequence or structural similarity to proteins of known function. Biological processes, on the other hand, are fundamentally collaborative; therefore, it is natural to predict them based on a protein's interaction partners. In this chapter, when we refer to a protein's function, we will typically mean its biological process, though network analysis of interactomes can also be useful for predicting a protein's cellular component; for example, several of the clustering methods reviewed here focus as much on predicting membership within protein complexes (which are described by cellular component annotations) as on predicting biological processes.
Mathematical formulation It is natural to represent the collection of protein physical interactions discovered for an organism as an undirected graph or network, where the vertices represent proteins and the edges connect vertices whose corresponding proteins interact. Each vertex is then labeled with zero or more controlled vocabulary terms corresponding to the protein's function(s).
The terms used as labels may furthermore participate in a relation described by a system like the Gene Ontology. The function prediction problem then becomes the task of assigning labels to all vertices in a network. This labeled graph representation makes the function prediction problem amenable to the wealth of techniques developed in the graph theory and network analysis communities. For example, the idea of guilt-by-association, which is used by most approaches, turns the problem of function prediction into the problem of identifying (possibly overlapping) regions in the network that participate in the same biological process (i.e., should be assigned the same vertex label). Broadly speaking, most of the methods used for the network-based functional annotation utilize and extend well-understood concepts from graph theory, graphical models and/or clustering.
Notation More formally, a protein-protein interaction network is represented as a graph G = (V, E), where there is a vertex v ∈ V for each protein, and an edge (u, v) ∈ E between two vertices u and v if the corresponding proteins interact. Since we are considering physical interactions between proteins, these edges are undirected. Throughout the chapter, we ignore self-interactions.
Let N denote the number of proteins in the network. The network can also be represented by its N ×N adjacency matrix A, where A uv = 1 if (u, v) ∈ E and 0 otherwise. Let F be the set of possible protein functional annotations. Each protein may be annotated with one or more annotations from F. That is, each vertex v ∈ V may have a set of labels associated with it. The edges in the network may be weighted; typically the weight w u,v on the edge between u and v reflects how confident we are of the interaction between u and v. If each interaction given in the network is considered equally trustworthy, the network may be considered unweighted or with unit-weighted edges.
Many approaches discussed below utilize the "neighborhood" of a protein. Let N r (u) denote the neighborhood of protein u within radius r; that is, N r (u) is the set of proteins where each protein has some path in the network to u that is made up of at most r edges. Then N 0 (u) consists of protein u, N 1 (u) consists of protein u and all proteins that interact with u, N 2 (u) consists of the proteins in N 1 (u) along with all proteins that interact with any of the proteins in N 1 (u), and so on.
Note that the number of interactions of a protein u is given by |N 1 (u)| − 1, since self-interactions are not considered.
Incorporating interaction reliability
All methods for predicting protein function based on interaction networks face the issue of data quality, as it is well known that high-throughput physical interaction data are noisy, and that different experimental data sets have varying reliability, even if they are based on the same underlying technology (e.g., see [24, 66, 74] ). A common practice to address the issue of noise is to include edge weights that are chosen to reflect the reliability of interactions. Here, we review a simple scheme for assessing physical interaction reliability [53] , that is essentially the same as the ones used in several approaches for the more general problem of data integration [41, 73] .
For each experimental source i (e.g., each high-throughput experiment may be considered one source, and the collection of all small-scale experiments may be considered as a single different source), let r i denote the probability that an interaction observed in this experiment is a true physical interaction. Assuming that the observations and sources of error are independent for each experimental source, one can estimate the probability of a physical interaction between proteins u and v as:
where the product is taken over all experiments i which observe an interaction between u and v.
This estimate can then be used as the weight w u,v of the edge between u and v. If r i is chosen to be identical for all experimental sources, this approach simply gives higher reliability to physical interactions that have been observed multiple times. A more meaningful approach is to estimate r i for each experimental source i by, for example, computing the fraction of interactions coming from that source that connect proteins with a known shared function. It has been shown that a wide range of network analysis algorithms perform better in predicting protein function when utilizing this scheme for assessing interaction reliability than when considering all interactions as equally likely [18, 53] . There are other alternatives for estimating data set reliability. For example, it is common for high-throughput experimental publications to report, along with data, some measure of reliability for each reported interaction; this measure may be as simple as the number of times an interaction has been observed or may be based on more sophisticated schemes (e.g., [34] ).
Regardless of the specific method used to assess the reliability of an interaction, the importance of treating different data sources separately has been demonstrated [67] .
For well-studied organisms, the reliability of a physical interaction may also be estimated utilizing data integration schemes that attempt to combine many different types of data (e.g., ex-pression, localization and physical and genetic interaction) in order to functionally link proteins (e.g., [40, 48, 68, 73] ). Each link is associated with a weight that represents the probability, or some other confidence measure, that the two corresponding proteins are functionally related. Physical interaction reliabilities may be justifiably estimated using functional linkage scores since a higher functional similarity between two proteins suggests that the observed interaction is more likely to be true. More generally, weighted networks derived via data integration techniques can themselves be used for protein function prediction. Note however that though the problems are closely related, predicting functional linkages is not the same as predicting the function of a protein, as a protein can be linked with varying levels of confidence to several proteins with multiple biological process annotations; some method or rule, such as one of those reviewed here, is still necessary to decide which annotations are transferred.
Algorithms
A wide range of methods have been developed for analysing protein-protein interaction networks in order to predict protein function. In the discussion below, we review some of these and categorize them based upon their underlying algorithmic ideas as well as upon the extent to which they utilize network structure. The approaches are also briefly outlined in Table 1 .
Neighborhood approaches
The assumption of guilt-by-association naturally gives rise to a prediction method based on majority vote that assigns to each protein the biological process that is most frequent among its direct interactions [63] . In this case, the score for assigning to a protein u a particular annotation a could be the number of proteins that u interacts with that are annotated with a; alternatively, the score may be computed as the fraction of u's interactions that have annotation a. In the case of weighted interaction networks, a weighted sum can be used instead. This majority or neighborhood-counting method is limited in that it only uses local neighborhood information and takes no advantage of more global properties of the network; it also has limited efficiency for poorly annotated proteomes. Subsequent graph-theoretic approaches have attempted to generalize this principle to consider linkages beyond the immediate neighbors in the interaction graph, both to provide a systematic framework for analyzing the entire interactome as well as to make predictions for proteins with no annotated interaction partners.
A simple way to extend the majority approach is to look at all proteins within a neighborhood of specified radius and use the most over-represented functional annotation [38] as the prediction for the protein of interest. That is, for each protein u and a fixed radius r, this neighborhood approach considers all proteins in N r (u) and then for each function, computes a score based on the χ 2 test. In particular, the score is computed as
, where f is the number of proteins within the neighborhood having the function under consideration and e is the number of proteins expected to have that function within the neighborhood, given the frequency of the function in the entire network. The function with the highest χ 2 score is assigned to the protein. With radius one, this approach is similar to the simpler majority approach; note, however, that if two functions annotate the same number of a protein's direct neighbors, the neighborhood approach favors the one that annotates fewer proteins in the entire interactome. While this approach moves beyond direct neighbors, it does not consider the network topology within the local neighborhood. For example, Figure 1 shows an interaction network where proteins u and v have the same count for each annotation within radius two; thus the neighborhood approach treats these proteins equivalently when considering a radius of two, despite the fact the evidence for protein u having the annotation depicted by the color black is much stronger than it is for protein v. Perhaps because the method completely ignores network topology within neighborhoods, its biological process predictions are best when considering neighborhoods of radius one [38] . Moreover, even the radius-one predictions perform worse than majority vote [53] , suggesting that the decision to penalize more frequent candidate functions may not be optimal; in fact, some of the methods we consider later in the chapter, such as those based on Markov network techniques, use a function's a priori frequency in the opposite way. A recent extension of the neighborhood approach attempts to include proteins at radius two while additionally utilizing some information about network topology by assigning weights to each protein in the neighborhood by favoring the number of shared interactors it has with the protein being annotated, and then scoring each function based on its weighted frequency in the neighborhood [18] .
Graph cuts
One systematic approach to consider the entire network and its annotations in a way that uses information about network connectivity is to utilize the concept of graph cuts. A k-cut is defined as a partition of the vertices of a graph into k sets, and the cost of the cut is sum of the weights of the edges between vertices in different sets. This framework provides a natural appli-¡ Figure 1 : A protein interaction graph annotated with two functions, depicted using black and grey. White nodes correspond to proteins that do not have biological process annotations. When annotating proteins u and v, a neighborhood approach [38] with radius two would make the same prediction, even though the evidence in favor of predicting the function depicted by black is much stronger for protein u than for protein v, and vice versa for the function depicted by grey.
cation of the guilt-by-association assumption at the full-network scale, as the cut problem can be formulated so as to annotate proteins in a way that minimizes the weighted number of the edges that violate this assumption (i.e., connect proteins having different function). Several cut-based methods for function prediction have been developed [42, 53, 72] ; they can either consider functions simultaneously [53, 72] , or just one at a time [42] .
If all functions are considered at the same time, the function prediction problem is a generalization of the computationally difficult minimum multiway k-cut problem [21] , where the goal is to partition a graph in such a way that each of the k terminal nodes belongs to a different subset of the partition and such that the weighted number of edges that are "cut" in the process is minimized. In the more general version of the multiway-cut problem relevant to the protein functional annotation problem, the goal is to assign a function to all unannotated nodes so as to minimize the sum of the weights of the edges joining nodes that have no (assigned or previously known) function in common (i.e., these edges define the cuts). Formally, the problem in the case of function prediction can be stated as minimizing
where σ u is functional assignment to node u, δ(x, y) = 1 if x = y and 0 otherwise, J uv is the adjacency matrix for unlabeled vertices, and h u (σ u ) is the number of classified neighbors of vertex u labeled with σ u [72] . For the weighted version, J uv and h u can be easily modified to reflect edge weights.
In the case where one function is considered at a time, each protein that is known to have that function is labeled as a "positive" and each protein that is known to have some function but not the one being considered is labeled as a "negative." The optimization problem in that case can be stated as minimizing
where w u,v is the weight of edge (u, v), and s u is 1 if the vertex is labeled with the function being evaluated and −1 otherwise [42] . If the graph is unweighted, w u,v can be set uniformly to 1. It is straightforward to see that this is a basic minimum cut/maximum flow problem, and thus exact solutions are obtainable in polynomial time (e.g., see [19] ).
Several techniques have been applied to solve these cut problems for interactomes. In the case
where one function at a time is considered, a deterministic approximation algorithm has been applied to obtain a single solution per function [42] . In this application, a version is also considered where edges are assigned (positive) weights based on the correlation of the corresponding proteins' expression profiles. In subsequent work, this formulation has been solved exactly using a minimum cut algorithm [52] . In the case where multiple functions are considered at once, simulated annealing has been applied and solutions from several runs have been aggregated [72] . That is, the score of a function for a particular protein is given by the number of runs in which the simulated annealing solution annotates the protein with the function. The simulated annealing approach is a heuristic and thus does not guarantee an optimal solution to the underlying optimization problem. However, an integer linear programming (ILP) formulation for the generalized multiway-cut problem has also been proposed [53] . While ILP is computationally difficult from a theoretical point of view, in practice optimal solutions to this ILP, and thus the original optimization problem, can be readily obtained for existing physical interactomes using AMPL [31] and the commercial solver CPLEX [39] .
An important shortcoming of the basic cut formulation is that it ignores distance in the network.
For example, the network in Figure 2 has four minimum cuts of value one, and the cut criterion does not favor any one cut over the other. However, we expect proteins that are closer together in the network to have more similar biological process annotations than those that are further apart. Thus, in the network in Figure 2 , we would want the proteins closer to the black node to be annotated with its function, and the proteins closer to the grey node to be annotated with its function. As suggested by [53] , one may begin to address this problem in the cut-based framework by considering the multiplicity of optimal solutions. If we find all optimal cuts for the graph in Figure 2 , we observe that proteins closer to the black node are found more frequently in the same cut as the black node than in the same cut as the grey node. Thus, the set of all optimal solutions contains a sense of distance to annotated nodes. In the earlier simulated annealing approach proposed for this problem, information from multiple solutions is utilized [72] . If each run does indeed converge to an optimal solution, considering multiple runs amounts to sampling from the space of optimal solutions. The ILP can also be modified to find multiple solutions [53] . The score for a function for a protein is then the number of obtained solutions in which this function is assigned to the protein.
Flow-based methods
One attempt to overcome the cut-based methods' ignorance of distances in the network has been proposed based on another concept from computer science, namely, network flow [53] . Intuitively, network flow problems treat the graph as a collection of pipes having limited capacity (represented as weights), and pose the question of the maximum amount of liquid that can be sent from a specified source node to a specified sink node using those pipes. The network flow problem is dual to the notion of graph cut (e.g., see [19] ), as the size of the minimum cut between the source and the sink turns out to be the limiting factor to maximum flow, and vice versa.
Network flow has been used as the inspiration for a simulation method for function prediction [53] . Informally, each protein of known functional annotation is an infinite "source" of "functional flow" that can be propagated to unannotated nodes, using the edges in the interaction graph as a conduit. Each protein has a "reservoir" which represents the amount of flow that the node can pass on to its neighbors at the next iteration, and each edge has a capacity (its weight) limiting the amount of flow that can pass through the edge in one iteration. Each iteration of the algorithm updates the reservoirs using simple local rules, whereby flow only spreads from proteins with more filled reservoirs to those with less filled reservoirs, and a node pushes its flow to its neighbors pro- node from a source in order for the flow to propagate from the source to the recipient. For the protein interaction context, a relatively small number of iterations has worked well in practice (e.g., less than half the diameter of the network). The reader is referred to [53] for the exact formulation of the functional flow algorithm.
In subsequent work, a similar deterministic flow-based simulation approach has also been applied for finding clusters in protein interaction networks [17] .
Markov network-based methods
Cut-based methods for functional annotation have a more general probabilistic counterpart in methods based on Markov networks [23, 26, 49] , and these formulations can more fully address some of the weaknesses of the cut-based methods. A Markov network, also known as a Markov random field, is an undirected graphical model that represents the joint probability distribution of a set of random variables. It is specified by an undirected graph where each vertex represents a random variable and each edge represents a dependency between two random variables, such that the state of any random variable is independent of all others given the states of its neighbors. The joint distribution represented by a Markov random field is computed by considering a potential function over each of its cliques. For N random variables X i , the probability of an assignment of the states is given by:
where k enumerates all cliques, Φ k is the potential function associated with the k-th clique, X {k} gives the states of the k-th clique's random variables, and Z is a normalizing constant.
In applications to network-based function annotation, one function has been considered at a time [23, 26] . Each protein has a random variable associated with it, and its state corresponds to whether the function under consideration is assigned to the protein or not. It is assumed that the joint distribution can be expressed in terms only of cliques of size at most two (i.e., edges). This means that the potential function evaluating the network is a linear expression composed of terms over the vertices and edges. So,
where φ 1 computes the vertex "self-term" and the φ 2 computes the pairwise edge term. The self-term potential is chosen to correspond to the prior probability for annotating a protein with a particular function; it takes into account the frequency of the function in the network. Note that this is the opposite of what is done by the neighborhood method [38] , which prefers less frequent terms to those that are more frequent. The pairwise edge potential is chosen to have different values corresponding to the three cases where either the interacting proteins both have the function under consideration, or they both do not have that function, or one has that function and the other does not; these values are determined using a quasi-likelihood method. Note that these values are not necessarily the same for each function. As noted earlier [25] , this model is a generalization of the per-function cut-based method [42] , and is similar to that of the multiple function cut formulation [72] . In particular, the cut-based models assume the same fixed value for interactions between proteins of the same function (or for interactions between a protein of one function and any other), regardless of function; this may not be the best assumption, as the guilt-by-association assumption may be true to different degrees for different functions. To make a functional prediction for a protein, the posterior probability that a protein has the function of interest is computed using Gibbs sampling, and then if this value is above a chosen threshold, the function is predicted. Importantly, an exact computation of the posterior probability considers the probability of all assignments of the random variables, and thus implicitly incorporates a distance effect, where the impact of a protein's function on unannotated proteins decreases with distance.
An alternate Markov network approach for protein function annotation [49] assumes that the number of neighbors of a protein that have a particular functional annotation is binomially distributed according to a parameter that differs depending on whether the protein has that function or not. The posterior probabilities for each protein are computed via a heuristic modification of belief propagation (review, [76] ).
Clustering
Another broad family of methods begins by first identifying components in the interaction network that are likely to correspond to functional units, and then assigning functions to proteins based on their membership in the functional unit. The underlying philosophy for most of these methods is that cellular networks are organized in a modular fashion [37] , and that these modules correspond to sets of proteins that take part in the same cellular process or together comprise a protein complex. Identification of functional modules is thus a somewhat stronger goal than simple functional assignment. Most of the methods for identifying modules operate on the underlying assumption that proteins within modules are more tightly connected than proteins in different modules; one may think of this as the module-discovery problem's analog of the guilt-by-association assumption.
Once functional modules, or clusters, are identified, they can be used for annotating uncharacterized proteins, as the most common functional annotation within a cluster can be transferred to its uncharacterized proteins. Alternatively, one can look at overrepresentation instead of frequency and transfer the functions that are enriched in a cluster according to the hypergeometric distribution. Such an approach computes a p-value for a particular function in a cluster as:
where N is the number of proteins in the network, F is the number of proteins in the network annotated with the function under consideration, n is the size of the cluster, and f is the number of proteins within the cluster annotated with that function. Like the neighborhood overrepresentation method of [38] , if two functions annotate the same number of proteins within a cluster, this method favors the function that annotates fewer proteins in the interactome. We also note that one feature of cluster-based function prediction methods is that it is possible and indeed not uncommon for certain modules not to contain any annotated proteins, in which case functional assignment to such a cluster cannot be made in a straightforward fashion.
Cluster analysis is a rich area with applications in many diverse fields. A large number of clustering methods have been developed, both for the more familiar problem of clustering general data that comes with some natural measure of similarity, and, to a lesser extent, for the more specific problem of graph clustering. Many of these methods have been applied to interactome data. Broadly speaking, the clustering methods we consider are either specific to the network domain, or are based on standard distance-or similarity-based clustering techniques; in the latter case, the key issue is typically in deciding on a suitable measure of distance or similarity between two proteins in an interaction network. Additionally, the methods differ in the extent to which the network features they exploit are local. In this regard, we note that some methods use only local neighborhood information when clustering whereas others use more global features of the network;
nevertheless, even when using local features to cluster proteins, clustering can be performed on the entire interactome, and thus in some sense, such clustering approaches incorporate the global organization of the interactome as well.
Network-based clustering
Of the clustering approaches, those based on network clustering are perhaps the closest in spirit to the cut-or flow-based annotation schemes: they explicitly attempt to partition the network into contiguous components in such a way that there are more connections between proteins within a component than between proteins belonging to different components. However, unlike the former group of methods, cluster-based approaches typically do not begin with the prior information about the partial assignment of function to neighbors; moreover, several graph clustering-based methods focus on the more specific problem of identifying protein complexes.
Local clustering A number of local clustering approaches attempt to isolate highly connected or dense components within the larger protein interaction network. The density of a set of vertices may be defined in many ways. The density of a set of vertices V is sometimes computed as the total number of edges among the vertices in V divided by the total number of possible edges within V (i.e.,
|V |
2 ). Finding the densest subgraph of a particular size is a computationally hard problem, and thus a number of heuristic approaches have been developed. In one approach, a Monte Carlo procedure is developed that attempts to find a set of k nodes with maximum density [65] . A special case of the density measure that has also been exploited to uncover dense components is the clustering coefficient. It is computed for a vertex v as the density of the neighbors of v (i.e., N 1 (v) with v excluded). In [7] , each vertex is weighted using a measure similar to its clustering coefficient, but that instead tries to exclude the effects of low-degree vertices. Low degree vertices are frequent in protein interaction networks, and may artificially lower the clustering coefficients of highly connected vertices in dense regions of the network that are also connected to several vertices of low degree. The clustering coefficient is thus computed instead over a k-core of the neighbors of each vertex, where k-cores are maximal subgraphs of degree ≥ k. The vertex with the highest weight seeds the search process, and clusters are greedily expanded from it, with vertices being included in the cluster if their weights are above a given threshold. Once no more vertices can be added, this process is repeated for the next highest weighted unseen vertex in the network.
A greedy graph clustering approach is also taken by [3] . Here, a cluster is grown so as to maintain the density of the cluster above a particular threshold, and to ensure that each vertex that is added to the cluster is connected to a large enough number of vertices already in the cluster.
The process is initialized by finding the vertex that takes part in the largest number of triangles (i.e., has the largest number of common neighbors with its neighbors).
Dense substructures within protein networks have also been uncovered via spectral analysis [13] .
Here, eigenvalues and eigenvectors of the adjacency matrix of the network are computed. For each positive eigenvalue, its corresponding eigenvector is used to group together proteins. In particular, the proteins corresponding to the larger components of the eigenvector tend to form dense subgraphs. Groupings are further filtered to be of sufficient size and to have large enough interconnectivity.
Seeded module discovery Rather than finding clusters in protein-protein physical interaction networks without any functional annotations, a few approaches start with a set of proteins in the interaction network and attempt to identify modules around these "seed" proteins [6, 8] . In the context of protein function prediction, the seeds are proteins that are known to share some biological process or take part in the same complex. In [8] , each interaction is labeled with confidence or reliability value in the range of 0 and 1, and a protein is added to the cluster if there exists a path from any seed protein to it such that the product of the reliabilities of the edges in the path is greater than a preselected threshold; for each protein, this corresponds to computing its shortest path to any seed protein when mapping each edge reliability to its negative logarithm. This approach thus scores the membership of a protein to the initial seed set using the probability of its connection via the single-most probable path. In [6] , random networks are used to compute the probability that protein u is a member of the same group as the seed set of proteins. This probability is estimated as the fraction of random networks in which a path exists from u to any protein in the seed set.
Each random network is generated by taking every edge in the original network, and adding it into the network with probability proportional to its reliability in the original network. This approach thus attempts to compute the probability of a connection to the initial seed set using any path in the network.
Divisive hierarchical network clustering Girvan and Newman have proposed a divisive hierarchical clustering procedure that is based on edge betweenness [35] . For any edge, its betweenness is defined as the number of shortest paths between all pairs of vertices that run through that edge.
This technique, thus, uses global information about the protein network. Edges between modules are expected to have more shortest paths through them than those within modules, and therefore should have higher betweenness values. The overall hierarchical procedure partitions the network by successively deleting edges with highest betweenness values. It has been applied to yeast and human interaction data [27] . The Girvan-Newman algorithm has also been modified so that shortest paths are computed on weighted networks. In one approach, instead of counting the total number of shortest paths through an edge, the total number of "non-redundant" shortest paths through an edge are counted by considering paths that do not share an endpoint [16] . Edge weights are also considered by this method; in this case, weights correspond to dissimilarities between endpoints, rather than similarities or edge reliabilities.
The Girvan-Newman algorithm has also been modified so that the edge with lowest edge clustering coefficient is iteratively deleted [58] . The edge clustering coefficient is a generalization of the usual clustering coefficient, and measures the number of triangles to which a given edge belongs, normalized by the number of triangles that might potentially include it. To deal with the special case where the edge is found in no triangles, the edge clustering coefficient for edge (u, v) is actually defined as:
where z u,v gives the number of triangles that edge (u, v) participates in. Unlike the edge betweenness measure, the edge clustering coefficient is a local measure; however, in principle, this definition can be extended to handle higher-order cycles as well. The edge clustering coefficient has been used to uncover modules in yeast [75] . A related algorithm that combines both the global edge betweenness measure with a local measure similar to the edge clustering coefficient has also been proposed [75] .
This algorithm computes a local measure called the commonality index for each edge as
The edge evaluation measure is then based on the observation that an edge connecting different modules should have a low commonality and high edge betweenness. Therefore, the algorithm removes edges (u, v) in the order of decreasing B(u, v)/C(u, v) ratio, where B(u, v) is the GirvanNewman betweenness, and C(u, v) is the commonality index.
Divisive methods do not necessarily specify how to get modules or clusters from the hierarchical grouping process. One proposed approach is to consider a set of vertices V ⊂ V as a module if, for each of its vertices, the number of interactions it has within V (its indegree) is greater than the number of interactions it has with vertices in V − V (its outdegree) [58] . This condition can be weakened so that a module only requires that the sum of the indegrees for the all vertices in the module be greater than the sum of their outdegrees. The partitioning of the network can now be performed so that an edge with highest edge betweenness or lowest edge clustering coefficient is only removed if it results in two modules [58] . A modified definition considers a set V a module if the ratio of the number of edges within V to the number of edges from vertices in V to vertices outside of this set is greater than one [50] ; this is almost the same criterion as that for a weak module [58] , except that edges within V are not counted twice. This definition has been used to uncover modules in an agglomerative procedure, where singleton vertices are considered initially and edges are added back in, using the reverse Girvan-Newman ordering, only if the edge is not between two modules. Modules have also been defined in terms of the structure of the hierarchical cluster subtrees [75] . Here, a module consists of the nodes of a maximal subtree where all non-leaf nodes have at least one child being a leaf, and two modules that have the same parent are merged when the maximal commonality of edges between them is larger than a pre-defined cutoff.
Other network clustering approaches In [43] , an initial random partitioning of the network is modified by iteratively moving one protein from one cluster to another in order to improve the clustering's cost. For each protein, the cost measure considers the number of proteins within its assigned cluster with which it does not interact, as well as the number of interactions from it to proteins not assigned to its cluster; both should be small in ideal clusterings. In order to avoid local minima, the local search is modified so as to occasionally disperse the contents of a cluster at random. Additionally, a list of forbidden moves is kept to prevent cycling back to a previous partition. Resulting clusters are then filtered for size, density, and functional homogeneity.
Another approach for clustering is based on uncovering so-called k-clique percolation clusters [1] .
A k-clique is a complete subgraph over k nodes, and two k-cliques are considered adjacent if they share exactly k − 1 nodes. A k-clique percolation cluster consists of nodes that can be reached via chains of adjacent k-cliques from each other. An advantage of such an approach is that each protein can belong to several clusters. Since a protein can have different roles in the cell, membership in several clusters is biologically meaningful, and it may be useful to identify a strategy that can recover multiple functions.
A clustering approach based on (modified) random walks within a network has also been developed [28, 70] . The interaction network is transformed into a Markov process, where transition probabilities from u to v and v to u are associated with each edge (u, v); that is, the adjacency matrix is converted to a stochastic matrix. The stochastic-flow algorithm alternates between an expansion step, which causes flow to dissipate within clusters, and an inflation step, which eliminates flow between different clusters. In the expansion step, the probability transition matrix is squared; this corresponds to taking one more step in a random walk. In the inflation step, each entry in the stochastic matrix is raised to the r-th power and then normalized to ensure that the resulting matrix is stochastic again; for r ≥ 1, the inflation step tends to favor higher probability transitions, and thus tends to boost the probabilities of intra-cluster walks and demote those of inter-cluster walks. This process is repeated until convergence, at which point the connected directed components are evident. Note that in this algorithm, the inflation step distinguishes it from simply taking (traditional) random walks on a graph. This stochastic flow-based clustering procedure has been applied to a protein interaction network that has been transformed into a line graph [56] . 
General distance-based clustering
Rather than use the guilt-by-association assumption directly and explicitly attempt to keep connected nodes in the same cluster, many approaches to clustering interactomes rely instead on assumptions about the similarity of cluster co-members' patterns of connections to other vertices in the graph. This makes it possible to use standard distance-based clustering techniques, such as hierarchical clustering, on the resulting similarity or distance matrix. Various similarity measures have been proposed for clustering interaction networks. In one approach [62] , the similarity between two proteins is determined by considering each protein's interactions, and computing the significance of their number of shared interactions via the hypergeometric distribution. An alternate approach that also measures the overlap between the sets of interactions for each pair of proteins uses the Czekanowski-Dice distance [12] . For proteins u and v, this is given by:
where ∆ computes the symmetric difference between two sets. In addition to these two measures [12, 62] , there are a number of other ways of computing the similarity or distance between two proteins by considering only the overlap among their direct interactions [36, 46] . In contrast to these purely local measures, a more global measure can be used where the distance between two proteins is calculated as the shortest path distance between them in the network [4] . In a related earlier approach [59] , each protein is associated with a vector that contains its shortest path distance to all other proteins in the network. A similarity between two proteins is computed as the correlation coefficient between their corresponding shortest-path vectors. Since global and local similarity measures may be quite different, this global shortest-path based similarity measure has also been used in conjunction with a local connectivity coefficient based on the common interactors of two proteins [57] .
For any of these measures, agglomerative hierarchical clustering is then performed by progressively merging groups of proteins that are closest or most similar to each other. Neighbor-joining [61] has also been used in the context of clustering interactomes [12] ; it favors merging items that are close to each other but also considers distances from the remaining items. As discussed earlier, hierarchical clustering methods do not automatically give the final partitioning of the network. In [12] , the separation into clusters is performed using existing biological process annotations, whereby each cluster must have at least half of its proteins annotated by the same term. This function is then transferred to the other proteins in the cluster.
In some applications of distance-based hierarchical clustering, there can be a problem where distances among several items are identical. This is the case, for example, when setting the distance between two proteins as their shortest path distance in the network. One possible solution to this problem is a two phase approach [4] . In the first phase, hierarchical clustering is performed multiple times, and each time there is a "tie in proximity," a random pair is chosen for merging. Each clustering run is stopped according to a threshold that considers the distances between all proteins in a cluster. In the second phase, the fraction of solutions in which each protein pair is clustered together is then used as a similarity measure for a final round of clustering.
Kernel-based learning methods
Discriminative learning methods are another broad area in computer science that has been applied to the problem of predicting protein function using interaction networks. The methods discussed here use support vector machines (SVMs), machine learning methods which embed positive and negative examples in a feature space and then find a maximal separating hyperplane in this space between the positive and negative examples [14, 71] . In the context of function prediction via network analysis, SVMs have been applied by considering each function in turn and labeling each protein as either positive or negative based upon whether it is annotated with the function of interest [47, 69] . The key technical difficulty is how each protein u in the network is mapped to a point x u in the feature space. If proteins are "close" in the network, then they should also be close in the feature space. The mapping to the feature space can be given implicitly via a positive definite kernel matrix K specifying the inner product (i.e., K uv = x T u x v ); since the discriminant function for SVMs is specified via inner products, explicit representations of the points are not necessary.
In [47] , two kernels are considered. First, a linear kernel is created where each entry K uv is the dot product of the N -dimensional vectors representing the interactions of proteins u and v. The more similar the interaction patterns for the proteins, the larger this value is in the kernel matrix; this kernel is similar in spirit to local clustering methods based on the similarity of immediate interactors. It does not capture more global properties of the network. Second, a diffusion kernel [45] is created where the kernel value K uv can be interpreted as the probability that a random walk starting from u will be at v after infinite time steps; the transition probabilities between nodes are dependent on a parameter specifying the rate of diffusion. The diffusion kernel accounts for all possible paths connecting two proteins, and nodes that are connected with shorter paths or by several paths are considered more similar. Thus this kernel utilizes some of the same network features as the flow-based function prediction method and the stochastic-flow clustering approach.
It has been shown that the diffusion kernel captures the global constraint that the sum of the Euclidean distances between connected samples is bounded, but that this can lead to large variances in the pairwise distances [69] . This observation has led to the development of a locally constrained diffusion kernel, which captures additional local constraints requiring that the Euclidean distance between connected samples be more tightly bound. SVMs using the locally constrained diffusion kernel are found to better predict protein function than those using the original diffusion kernel.
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It is natural to ask how different network-based methods for the function prediction problem perform in comparison to each other. Unfortunately, a comprehensive comparative evaluation of these methods has not been done. Therefore, we briefly outline a couple of evaluation frameworks that have been proposed and showcase the performance of some of the reviewed methods in these frameworks. Overall, it is difficult to judge the comparative performance of different methods by surveying the literature. This is due in part to differences in the evaluation frameworks; such differences include the measures used to assess performance quality, the treatment of multiple annotations and predictions, the selection of a gold standard for functional annotation, the treatment of the functional hierarchy, and the precise (and always changing) interaction networks under consideration.
Some common features of evaluation frameworks are that most of the existing testing has been performed in the baker's yeast Saccharomyces cerevisiae, because of the quality and quantity of data available for that organism, and that all frameworks use cross-validation testing. In this type of testing, the annotations of one (or more) protein are considered as unknown, and the annotations of the remaining proteins, along with the network, are used to predict its annotations.
Evaluation frameworks One way to treat the issue of multiple predictions and multiple annotations is by using each prediction in the calculation of performance measurements. This is the approach taken by [26] , using annotations from YPD functional categories [20] and considering all predictions with score above a cutoff. In this work, for each annotated protein u with at least one annotated interaction partner, it is assumed to be unannotated and its function is predicted.
Then, performance measurements are computed in terms of: k u , the number of known functions for protein u; p u , the number of predicted functions for protein u; and o u , the amount of overlap between the set of known and predicted functions. The precision (or positive predictive value) is defined as:
The recall (or sensitivity) is defined as:
In follow up work [25] , 134 GO biological process terms are chosen for consideration if they annotate more than 50 proteins and if none of their child biological process terms annotate the same set of proteins. Since GO is a directed acyclic graph and functional terms can be related to each other via is-a or part-of relationships, the authors suggest modifications to this basic scheme to accommodate this hierarchical structure. A possible weakness in this per-prediction framework is that proteins that have more annotations will have a larger effect on performance measurements.
An alternative approach [53] is to treat each protein as a data point when measuring perfor- A number of clustering approaches are evaluated in [11] , based on how well they recapitulate known yeast protein complexes. While this is not the same as assessing the performance of function prediction, there is likely to be a relationship between the two; moreover, this study is likely to be useful in designing a similar evaluation of clustering approaches in the context of function prediction.
The clustering algorithms are run both on simulated networks where complexes are embedded into the graph, and edges are added and removed at various proportions, as well as on data sets obtained in high-throughput experiments. Performance is measured by computing recall values (i.e., for each complex, find the cluster which has the highest fraction of its proteins) and precision values (i.e., for each cluster, find the maximal fraction of its proteins found in the same annotated complex).
In theory at least, it is also possible to use either of the above approaches [26, 53] to evaluate how well the enriched biological processes in each cluster predict protein function. We expect the evaluation of clustering for prediction of complexes to give different results than clustering for function prediction, as, on the one hand, complex prediction may be a more specific problem than function prediction, but, on the other hand, the dense network components that are readily identified by clustering methods may be "easy cases" for function prediction, while more ambiguous proteins in sparse regions may be left out of the clusters identified by some of the methods.
Comparative performance Nabieva et al. [53] test the majority, neighborhood, multiway-cut and flow formulations in two-fold cross-validation on the yeast proteome using Receiver Operating
Characteristic (ROC) analysis. They find that the flow-based method generally outperforms other methods. They also find, perhaps surprisingly, that the next best method is majority, which outperforms neighborhood and multiway-cut formulations and performs as well as flow-based method for proteins with at least three neighbors annotated with the same function.
The multiway-cut formulation was previously found to outperform the majority method [72] .
However, the measure of success used to judge performance there was the fraction of times the top prediction for each protein is correct, and the score of the top prediction was not considered.
ROC analysis, as in [53] , with a varying threshold gives a more complete picture of performance, particularly with respect to high-confidence predictions, and shows that majority outperforms the cut-based method over a large false positive range, but the cut method is able to make predictions when majority cannot. A subsequent paper [52] also finds that a cut-based approach does not outperform a strictly local approach which predicts function based on the fraction (instead of number) of neighbors with a particular function. In their case, the cut-based approach considered is the pairwise min-cut problem of [42] .
In [26] , the authors find in leave-one-out testing that the Markov network approach [26] outperforms the majority [63] and neighborhood approaches [38] on the yeast interactome. The significant added generality of the Markov network approach over the cut-based approach and its implicit use of distance in the network may potentially explain why it performs better than majority whereas the related cut-based methods do not; however, a weakness with the testing as performed in [26] is that the a functional prediction for a protein is scored according to its rank when using the majority and neighborhood methods. This means that the strength of the evidence for a functional prediction from the protein's neighborhood is not considered; for example, for the majority method, it does not matter in this testing framework if the top-scoring function for a protein appears nine times or one time among its direct interactions-both are treated equivalently. It remains to be seen whether the Markov random field approach will outperform the local method when scores-not ranks-are considered.
Other findings revealed in cross-validation testing include the necessity of multiple solutions for the cut-based method in order to get higher confidence predictions, and a deteriorating performance of the neighborhood method with increasing radius, reflecting the peril of using more distant nodes without considering their distance or connectivity to the target node [53] . It is also observed that all methods, including majority, multiway-cut, and functional flow improve when incorporating interaction reliability [18, 53] .
These evaluations show that the strength of the functional signal from the local neighborhood is the best indicator of whether or not a high-confidence prediction can be made: if a protein is interacting with many proteins with known annotation, a majority scheme performs well, as do other methods. Also, the results suggest that the information from immediate neighbors can be used directly, and statistical information, such as that used in the χ 2 criterion, is not necessarily helpful. On the other hand, when a protein is known to interact with only unannotated proteins, local approaches such as majority cannot make any predictions, whereas the cut, flow, Markov network, and clustering methods can. More broadly, for proteins with few interactions or few interactions with annotated proteins, which is likely to be the case for more recently characterized proteomes, more global methods are necessary for functional predictions. Thus, global methods are likely to be an important tool in characterizing proteins in unusual or less-studied proteomes.
As mentioned earlier, clustering methods have largely not been evaluated with respect to function prediction. However, the study of [11] finds that the stochastic flow-based clustering procedure [70] is robust to alterations in the simulated data and clearly outperforms the other methods tested [7, 10, 43] in extracting complexes from high-throughput physical interaction datasets.
Conclusions
The emergence of high-throughput techniques for determining protein physical interactions at the genomic scale has provided large amounts of data that can be used for answering the challenge of predicting protein function. Here, we have reviewed a number of methods that have been developed for this problem. There are several promising directions for further research in this area.
First of all, it is clear that the area of function prediction via network analysis is in need of a comprehensive and systematic evaluation framework. Such an evaluation will ideally attempt to answer not only which methods perform better but also why. We expect different methods to perform well in different circumstances, and ideally an evaluation would bring to light which method should be used in which situation. In particular, it should be possible to relate topological features and annotation density of the network to performance. For example, local methods may be expected to perform well on dense or well-annotated networks. Since the experimentally determined interactomes of various organisms in their present state differ with respect to their coverage, network density, and known annotations, such an evaluation will be vital for guiding researchers towards an appropriate prediction method for their particular needs.
In terms of methodological directions, a potentially fruitful area that is in need of principled exploration is a closer study of protein annotations, and in particular, of the relationships between functions. One promising line of research involves developing techniques for exploiting the hierarchical nature of protein function classification. Currently, many methods address the issue only at the evaluation step, and often use a flat set of terms which are then treated as unrelated labels; the flat set may include the leaf terms of the functional hierarchy (i.e., the most specific descriptors) or a hand-picked set of terms. In the latter case, more specific functional annotations may be "upcast" to their ancestor term(s) in the flat set, and less specific annotations are ignored.
The development of methods that more directly exploit the functional hierarchy as part of the prediction algorithm is likely to be fruitful. A related research direction is to accommodate functional relationships between interacting proteins that go beyond guilt-by-association, which forms the basis of most methods currently used for network-based function prediction. Simply stated, if guilt-by-association were completely true, all proteins in an organism would be engaged in the same non-trivial biological process. This is clearly not the case; moreover, biological "cross-talk" is evident in interactomes [63] , as there are many pairs of different biological processes recurring as annotations for interacting proteins. Understanding and leveraging the interplay between biological processes should benefit future methods for predicting protein function. Promising research along both of these lines has been initiated [15, 44] . Lastly, an intriguing possibility is to relate modularity to the distance in the network along which functional connections hold. The assumption of modularity suggests that guilt-by-association may hold on mezoscale, along the size of a functional module, but at larger network distances understanding of the cross-talk between processes may become more relevant for function prediction.
The area of function prediction via network analysis is based on recently available data and is expect to see further methodological developments in this area, as well as the establishment of more uniform testing frameworks. Together with the growth of interaction data and the improvement of the accuracy of experimental techniques for interaction determination, these developments promise to give network analysis methods a position of increasing prominence in computational function prediction.
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This work has been supported by NSF CCF-0542187, NSF IIS-0612231, NIH GM076275, and the NIH Center of Excellence grant P50 GM071508. Weighted neighborhood: consider neighborhood of radius 2, and assign function based on weighted paths from the target protein to neighborhood proteins [18] .
Cut-based
Multiway cut: consider all functions simultaneously [72] (NP-hard). Solve approximately via Monte Carlo approach [72] or exactly via ILP [53] .
Mincut: consider one function at a time [42] . Solve approximately via heuristic [42] or exactly via flow [52] .
Flow-based Assign functions via simulation of "functional flow" from annotated nodes [53] .
Markov network Use pairwise potential over interacting proteins [26] or assume that the number of neighbors of a protein that have a particular function is binomially distributed according to whether the protein has the function in question or not [49] . One function is modeled at a time.
Local graph clustering
Find high-density subgraphs of specified size via Monte Carlo methods [65] .
Starting from a locally dense node as seed, greedily add vertices according to their local neighborhood density (k-core clustering coefficient) [7] , or according to their connectedness to the cluster while maintaining cluster density and vertex cluster property above a cutoff [3] .
Spectral analysis: build clusters consisting of nodes corresponding to the larger components of eigenvectors for positive eigenvalues of adjacency matrix [13] .
Seeded module discovery Add proteins to cluster that have sufficiently reliable paths to any seed protein [8] .
Add proteins to cluster that are grouped together with the seed proteins in sufficiently many random networks [6] .
Network-based hierarchical clustering Apply Girvan-Newman (GN) algorithm, building a hierarchical clustering by removing edges with highest edge-betweenness [27] ; extend the GN algorithm to weighted graphs and modify to consider non-redundant paths [16] ; extend the GN algorithm to additionally consider local measure (edge commonality) [75] ; perform agglomerative clustering in the reverse order of the GN edge removal [50] .
Distance-based hierarchical clustering Cluster proteins according to the overlap between their common interactors using hypergeometric distribution [62] ; or Czekanowski-Dice distance [12] .
Cluster proteins according to a distance based on their shortest path length and using randomization to break ties [4] .
Cluster proteins according to the similarity of their all-pairs shortest-path profiles [59] ; combine this global measure with local measure based on direct interactors [57] .
Other graph clustering Starting with a random initial clustering, apply moves to improve the clustering cost, which favors few missing edges within clusters and few present edges between clusters [43] .
Cluster proteins that belong to a path of adjacent k-cliques [1] .
Stochastic-flow clustering: alternate random-walk steps with steps that amplify the inter-cluster distance [70] . Has been applied to line graph transformation of network [56] .
Supervised learning
Train SVM utilizing an appropriate kernel that captures the distance between two proteins in the network.
Linear, diffusion, and locally-constrained diffusion kernels have been applied [47, 69] .
