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THE GENERALIZED RECURRENT SET AND STRONG CHAIN
RECURRENCE
JIM WISEMAN
Abstract. Fathi and Pageault have recently shown a connection between
Auslander’s generalized recurrent set GR(f) and Easton’s strong chain recur-
rent set. We study GR(f) by examining that connection in more detail, as well
as connections with other notions of recurrence. We give equivalent definitions
that do not refer to a metric. In particular, we show that GR(fk) = GR(f)
for any k > 0, and give a characterization of maps for which the generalized
recurrent set is different from the ordinary chain recurrent set.
1. Introduction
Auslander’s generalized recurrent set GR(f) (defined originally for flows (see
[5]), and extended to maps (see [2, 3])) is an important object of study in dynami-
cal systems. (See, for example, [6,12,14–16,18,19,24,25].) Fathi and Pageault have
recently shown ([10]) that GR(f) can be defined in terms of Easton’s strong chain
recurrent set ([9]) (although they did not use the strong chain recurrent terminol-
ogy). (See [1, 26] for more on the literature on the strong chain recurrent set.) In
this paper we study the generalized recurrent set by examining that connection in
more detail, as well as connections with other notions of recurrence. In particular,
we show that GR(fk) = GR(f) for any k > 0, and give a characterization of maps
for which the generalized recurrent set is different from the ordinary chain recurrent
set.
The strong chain recurrent set depends on the choice of metric, and thus Fathi
and Pageault’s description of GR(f) involves metrics. Since the generalized re-
current set itself is a topological invariant, it is useful to be able to describe it in
terms of strong chain recurrence without referring to a metric (especially in the
noncompact case, as in [3]). We give definitions with topological versions of strong
ε-chains that do not involve a metric.
The paper is organized as follows. We give definitions and examples in Section 2,
and discuss Fathi and Pageault’s Man˜e´ set in Section 3. In Section 4 we turn to the
generalized recurrent set, giving a topological definition and showing, in particular,
that there exists a metric for which the strong chain recurrent set equals GR(f).
In Section 5 we show that GR(fk) = GR(f) for any k > 0. Finally, in Section 6
we consider the relationship between the generalized recurrent set and the ordinary
chain recurrent set.
Thanks to Todd Fisher and David Richeson for useful conversations on these
topics, and to the anonymous referee for very prompt and helpful comments and
perspective. Among other things, the referee provided a greatly improved proof of
Theorem 3.3.
This work was supported by a grant from the Simons Foundation (282398, JW).
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Figure 1. f1 : X1 → X1
2. Definitions and examples
Throughout this paper, let (X, d) be a compact metric space and f : X → X a
continuous map. Recurrence on noncompact spaces is more complicated and will
be the subject of future work.
Definition 2.1. An (ε, f, d)-chain (or (ε, d)-chain, if it is clear what the map
is, or ε-chain, if the metric is also clear) of length n from x to y is a sequence
(x = x0, x1, . . . , xn = y) such that d(f(xi−1), xi) ≤ ε for i = 1, . . . , n. A point x is
chain recurrent if for every ε > 0, there is an ε-chain from x to itself. We denote
the set of chain recurrent points by CR(f). Two points x and y in CR(f) are chain
equivalent if there are ε-chains from x to y and from y to x for any ε > 0. The
map f is chain transitive on a subset N of X if for every x, y ∈ N and every ε > 0,
there is an ε-chain from x to y; the chain equivalence classes are called the chain
transitive components.
Remark 2.2. Chain recurrence depends only on the topology, not on the choice of
metric (see, for example, [11]).
The following definitions are due to Easton [9].
Definition 2.3. A strong (ε, f, d)-chain (or strong (ε, d)-chain or strong ε-chain)
from x to y is a sequence (x = x0, x1, . . . , xn = y) such that
∑n
i=1 d(f(xi−1), xi) ≤ ε.
A point x is d-strong chain recurrent (or strong chain recurrent) if for every ε > 0,
there is a strong (ε, d)-chain from x to itself. We denote the set of strong chain
recurrent points by SCRd(f). Two points x and y in SCRd(f) are d-strong chain
equivalent (or strong chain equivalent) if there are strong (ε, d)-chains from x to y
and from y to x for any ε > 0. A subset N of X is d-strong chain transitive (or
strong chain transitive) if every x and y in N are d-strong chain equivalent; the
strong chain equivalence classes are called the strong chain transitive components.
Example 2.4. Let X1 be the circle with the usual topology, and let f1 : X1 → X1
be a homeomorphism that fixes every point on the left semicircle C1 and moves
points on the right semicircle clockwise (see Figure 1). Then for any choice of
metric d, we have SCRd(f1) = C1, and each point in C1 is a strong chain transitive
component.
Remark 2.5. In general, strong chain recurrence does depend on the choice of
metric. See Example 3.1 in [26], or the following example from [10].
THE GENERALIZED RECURRENT SET AND STRONG CHAIN RECURRENCE 3
Figure 2. f2 : X2 → X2 and f3 : X3 → X3
Example 2.6 ([10]). Consider the circle with the usual topology, and a map that
fixes a Cantor set and moves all other points clockwise (see Figure 2). Choose
a metric d2 for which the Cantor set has Lebesgue measure 0; call the resulting
metric space X2, the map f2, and the Cantor set K2. Then SCRd2(f2) = X2. Or
we can choose a metric d3 for which the Cantor set has positive Lebesgue measure,
and call the resulting metric space X3, with map f3 and Cantor set K3. Then
SCRd3(f3) = K3.
Remark 2.7. Fathi and Pageault [10] define a function Ld : X × X → [0,∞],
which they call the d-Mather barrier, by Ld(x, y) = inf
∑n
i=1 d(f(xi−1), xi), where
the infimum is over all sequences (x = x0, x1, . . . , xn = y) from x to y. (Zheng
used a similar function in [27].) They then define the d-Aubry set to be {x ∈
X : Ld(x, x) = 0}. Thus their d-Aubry set is identical to Easton’s strong chain
recurrent set. Similarly, they define an equivalence relation on the d-Aubry set
by setting x and y equivalent if Ld(x, y) = Ld(y, x) = 0, and call the equivalence
classes d-Mather classes. Thus the d-Mather classes are exactly the d-strong chain
transitive components.
To eliminate the dependence on the metric in SCRd, we can take either the
intersection or the union over all metrics, giving us two different sets.
Definition 2.8 ([10]). The Man˜e´ set M(f) is
⋃
d′ SCRd′(f) and the generalized
recurrent set GR(f) is
⋂
d′ SCRd′(f), where the union and the intersection are
both over all metrics d′ compatible with the topology of X . (Fathi and Pageault
show ([10]) that this definition of the generalized recurrent set is equivalent to the
usual definitions; see Section 4.)
Thus we have GR(f) ⊂ SCRd(f) ⊂ M(f) ⊂ CR(f); all of the inclusions can be
strict, as the following example shows.
Example 2.9. Let X be the disjoint union of the spaces X1, X2, and X3 from
Examples 2.4 and 2.6, with the induced metric d. Define the map f : X → X
by f(x) = fi(x) for x ∈ Xi. Then we have GR(f) = C1 ∪ K2 ∪ K3, SCRd(f) =
C1 ∪X2 ∪K3, M(f) = C1 ∪X2 ∪X3, and CR(f) = X1 ∪X2 ∪X3.
3. The Man˜e´ set M(f)
We give an equivalent definition of the Man˜e´ set M(f) based on strong ε-chains,
but using a topological definition of chains that does not depend on the metric
(Corollary 3.5). We begin with some notation. Let X ×X be the product space,
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and let ∆X be the diagonal, ∆X = {(x, x) : x ∈ X}. To avoid confusion, we will
use calligraphic letters like N for other subsets of X ×X , and reserve italic letters
like N for subsets of X .
Let Bd(x; ε) (or B(x; ε) if the metric is clear) be the closed ε-ball around x,
Bd(x; ε) = {y ∈ X : d(x, y) ≤ ε}. Let Vd(ε) (or V(ε)) be the closed ε-neighborhood
of the diagonal ∆X in X × X , Vd(ε) = {(x1, x2) : d(x1, x2) ≤ ε}, and V◦d (ε) (or
V◦(ε)) the open ε-neighborhood, V◦d (ε) = {(x1, x2) : d(x1, x2) < ε}.
For N ⊂ X × X , we denote by Nn the n-fold composition of N with itself,
N ◦ N · · · ◦ N , that is,
Nn ={(x, y) : there exists z0 = z, z1, . . . , zn = y ∈ X
such that (zi−1, zi) ∈ N for i = 1, . . . , n}.
Definition 3.1. Let N be a neighborhood of ∆X . An (N , f)-chain (or simply N -
chain if the map is clear) from x to y is a sequence of points (x = x0, x1, . . . , xn = y)
in X such that (f(xi−1), xi) ∈ N for i = 1, . . . , n.
Thus (x, y) ∈ Nn exactly when there is an (N , Id)-chain of length n from x to
y, where Id is the identity map.
Definition 3.2. We now define three relations on X . We write y >d′ z if for
any ε > 0, there is a strong (ε, f, d′)-chain from y to z. We write y >M z if
y >d′ z for some compatible metric d
′; set M = {(y, z) ∈ X ×X : y >M z}. We
write y >W z if for any closed neighborhood D of the diagonal in X × X , there
exist a closed symmetric neighborhood N of the diagonal and an integer n > 0
such that N 3
n
⊂ D and there is an (N , f)-chain of length n from y to z; set
W = {(y, z) ∈ X ×X : y >W z}.
Theorem 3.3. The relations M and W are equal.
Proof. We will show that M ⊂ W ⊂ W ⊂ M (where W is the closure of W in
X ×X), and so they are all equal.
We first show that M ⊂ W . Let (y, z) be a point in M; then there is a metric
d′ such that for any ε > 0, there is a strong (ε, f, d′)-chain from y to z. Given D,
choose ε such that Vd′(ε) ⊂ D. (Such an ε exists since X × X is compact.) Let
(x0 = y, x1, . . . , xn = z) be a strong (ε/2, d
′)-chain from y to z. For 1 ≤ i ≤ n,
define εi = d
′(f(xi−1), xi), and let Bi = Bd′(xi; εi/2) (note that Bi is the single
point {xi} if εi = 0). Finally, define N by N = Vd′(
ε
2·3n )
⋃
(
⋃n
i=1Bi ×Bi).
Since (f(xi−1), xi) is in Bi × Bi, (x0 = y, x1, . . . , xn = z) is an (N , f)-chain.
To see that N 3
n
⊂ D, let z0, z1, . . . , z3n be a sequence with (zj−1, zj) ∈ N for
1 ≤ j ≤ 3n; we want to show that d′(z0, z3n) ≤ ε. Observe that if zj and zk are both
in Bi for some i and some j < k, then z0, z1, . . . , zj−1, zj, zk, zk+1, . . . , z3n is also an
(N , Id)-chain from z0 to z3n , possibly of shorter length. Thus we may assume that
for each Bi, the chain contains at most one pair of points in Bi and that any two
such points are adjacent in the chain; two adjacent points that are not in the same
Bi must be within
ε
2·3n of each other. Therefore d
′(z0, z3n) ≤ 3n·
ε
2·3n+
∑
εi ≤
ε
2+
ε
2 .
To show that W ⊂M, we need the following metrization lemma.
Lemma 3.4 ([13, Lemma 6.12]). Let {Un}∞n=0 be a sequence of symmetric subsets
of X ×X with U0 = X ×X and
⋂∞
n=0 Un = ∆X . If for every n ≥ 1, U
3
n ⊂ Un−1,
then there exists a metric d′ on X such that Un ⊂ V
◦
d′(2
−n) ⊂ Un−1.
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(The lemma actually says that there exists a pseudo-metric, but since X is
metrizable, any pseudo-metric is a metric.)
Let (y, z) be a point in W ; we will construct a metric d′, depending on (y, z),
such that y >d′ z (and so y >M z). We construct the sequence for the metrization
lemma by induction. Let A0 = X × X . Then assume that a closed, symmetric
neighborhood of the diagonal Ak has been constructed. Let A′k be a closed, sym-
metric neighborhood of the diagonal such that (A′k)
3 ⊂ Ak and (f × f)(A′k) ⊂ Ak
(this is possible by compactness and uniform continuity). We can choose A′k inside
Vd(1/n) to guarantee that the Ak’s will shrink to ∆X . Since (y, z) ∈ W , there
exists a point (yk, zk) ∈ W with (y, yk) ∈ A′k and (z, zk) ∈ A
′
k. Then there exist a
closed symmetric neighborhood Ak+1 of the diagonal and an integer nk such that
there is an Ak+1-chain of length nk from yk to zk and (Ak+1)3
nk ⊂ A′k. Then we
can apply the metrization lemma (after renumbering) to the sequence
A0, (A1)
3n0 , (A1)
3n0−1 , . . . , (A1)
32 , (A1)
3,A1, (A2)
3n1 , (A2)
3n1−1 , . . .
to obtain the compatible metric d′. For any ε > 0, choose k so that Ak ⊂ V◦d′(ε/3);
then Ak+1 ⊂ V◦d′(2
−nkε/3). If we take our Ak+1-chain of length nk from yk to zk,
(yk, x1, . . . , xnk−1, zk), and change the beginning and ending points to get a chain
(x0 = y, x1, . . . , xnk−1, xnk = z) from y to z, we have that
∑nk
i=1 d
′(f(xi−1), xi) ≤
nk · (2−nkε/3) + d′(f(y), f(yk)) + d′(z, zk) ≤ ε/3 + ε/3 + ε/3 = ε.

Corollary 3.5. A point x ∈ X is in M(f) if and only if for any closed neighborhood
D of the diagonal in X ×X, there exist a closed symmetric neighborhood N of the
diagonal and an integer n > 0 such that N 3
n
⊂ D and there is an (N , f)-chain of
length n from x to itself.
Proof. Clearly x ∈M(f) if and only if x >M x. 
In particular, M(f) is closed, since we saw that M is closed.
Proposition 3.6. In general, M(f |M(f)) 6= M(f).
Proof. See [26] (Example 3.1 and the examples constructed in Theorem 4.2), or the
following example. 
Example 3.7. Let X4 be the disk with the usual topology, and let f4 : X4 → X4
be a map that fixes the center point (0, 0) and the left outer semicircle C4, moves
points on the right outer semicircle clockwise, and moves interior points other than
the center in a clockwise spiral out toward the outer circle S4 (see Figure 3). Then
M(f4) = {(0, 0)} ∪ S4, but M(f4|M(f4)) = {(0, 0)} ∪C4.
Fathi and Pageault show ([10, Thm. 3.5]) that for homeomorphisms, M(f) =
Fix(f)∪CR(f |X\ Int(Fix(f))). Thus M(f) depends strongly on the set of fixed points,
but not on the other periodic points. This can lead to counterintuitive results, as
the following example shows.
Example 3.8. Let f1 : X1 → X1 be the homeomorphism from Example 2.4.
Define the space X = X1 × Z2 and the homeomorphism f : X → X by f(x, 0) =
(f1(x), 1) and f(x, 1) = (f1(x), 0). Then f has no fixed points, and so we have
M(f) = CR(f) = X , which is somewhat counterintuitive since f is just two copies
of f1 and M(f1) = C1, the left semicircle. By the definition of M(f), for every point
in X , there must be a metric d such that x ∈ SCRd(f). One can show that if we
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b
Figure 3. f4 : X4 → X4
give X1 × {0} the usual Euclidean metric, and X1 × {1} the usual metric on the
left semicircle and the metric induced by the Minkowski ? function ([17]) on the
right semicircle, we get SCRd(f) = X .
ThusM(f) occupies a middle ground between CR(f) and GR(f), and is perhaps
of less dynamical interest than either, so we now turn to GR(f).
4. The generalized recurrent set GR(f)
Part of the usefulness of the generalized recurrent set GR(f) stems from the fact
that it can be defined in terms of several different dynamical concepts. As we have
seen, Fathi and Pageault give a definition in terms of the strong chain recurrent
set, and we will give one using a topological version of strong ε-chains. We begin
by reviewing existing results.
Following the notation in [10], let θ : X → R be a Lyapunov function for f (that
is, θ(f(x)) ≤ θ(x) for all x), and let N(θ) be the set of neutral points, that is,
N(θ) = {x ∈ X : θ(f(x)) = θ(x)}. Denote by L(f) the set of continuous Lyapunov
functions for f , and by Ld′(f) the set of Lipschitz (with respect to the metric d
′)
Lyapunov functions for f .
Proposition 4.1 ([2,3,10]). The following definitions for the generalized recurrent
set GR(f) are equivalent.
(1) ([10])
⋂
d′ SCRd′(f), where the intersection is over all metrics d
′ compatible
with the topology of X.
(2) ([10])
⋂
d′
⋂
θ∈Ld′(f)
N(θ), where the outer intersection is over all metrics
d′ compatible with the topology of X.
(3) ([2, 3])
⋂
θ∈L(f)
N(θ).
(4) ([2, 3]) The set of points x such that (x, x) is an element of the smallest
closed, transitive relation containing the graph of f .
(5) ([2, 3]) The set of points x such that (x, x) is an element of Gf , where Gf
is as defined below.
Definition 4.2 ([2, 3]). Gf is defined using transfinite recursion. For any subset
R of X × X , define its orbit O(R) by O(R) =
⋃
i≥1R
i, and define NW(R) to
be O(R) (the closure, in X × X , of O(R)). Let NW0(f) be the graph of f ,
that is, NW0(f) = {(x, f(x)) : x ∈ X}, and define inductively NWα+1(f) =
NW(NWα(f)) for α an ordinal number and NWβ(f) =
⋃
α<β NWα(f) for β a
limit ordinal. This will stabilize at some countable ordinal γ, and we define Gf to
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be NWγ(f). Note that Gf is the smallest closed, transitive relation containing the
graph of f referred to in Proposition 4.1(4).
Again, we give a definition based on strong ε-chains, but using a topological
definition of chains that does not depend on the metric.
Definition 4.3. Let Σ = {Ni}∞i=1 be a sequence of neighborhoods of the di-
agonal ∆X . A (Σ, f)-chain (or simply Σ-chain) is a finite sequence of points
(x = x0, x1, . . . , xn = y) in X such that (f(xi−1), xi) ∈ Nσ(i) (i = 1, . . . , n) for
some injection σ : {1, . . . , n} → N. (The injection σ is the same for all i.) Note
that since σ is one-to-one, each neighborhood Ni can be used at most once in any
Σ-chain.
Theorem 4.4. A point x ∈ X is in GR(f) if and only if for any sequence Σ of
neighborhoods of the diagonal ∆X , there exists a (Σ, f)-chain from x to x.
Proof. We prove a slightly stronger result, in terms of relations. As in Definition 3.2,
we write y >d′ z if for any ε > 0, there is a strong (ε, f, d
′)-chain from y to z. We
write y >A z if y >d′ z for all compatible metrics d
′, and set A = {(y, z) ∈ X×X :
y >A z}. We write y >C z if there is a Σ-chain from y to z for any sequence Σ of
neighborhoods of ∆X , and set C = {(y, z) ∈ X ×X : y >C z}. We will show that
Gf = C = A, by proving that Gf ⊂ C ⊂ A ⊂ Gf . We begin with the following
lemma.
Lemma 4.5. The set C is closed in X ×X.
Proof of Lemma 4.5. Let {(yj, zj)}
∞
j=1 be a sequence of points in C with lim
j→∞
(yj , zj) =
(y, z); we must show that (y, z) ∈ C.
First, observe that if Σ′ is a subsequence of Σ, then any Σ′-chain is also a Σ-chain.
Similarly, if N ′i ⊂ Ni for all i, then any {N
′
i}
∞
i=1-chain is also a Σ-chain.
Let Σ = {Ni}∞i=1 be any sequence of neighborhoods of ∆X . For i = 1 and
2, choose N˜i to be a neighborhood of the diagonal small enough that N˜i
2
⊂ Ni.
Choose a K large enough that (f(y), f(yK)) ∈ N˜1 and (zK , z) ∈ N˜2. Define
a new sequence Σ′ = {Ni ∩ N˜1 ∩ N˜2}∞i=3. Since (yK , zK) ∈ C, there is a Σ
′-
chain (x0 = yK , x1, . . . , xn = zK) from yK to zK . Thus (f(y), f(yK)) ∈ N˜1 and
(f(yK), x1) ∈ N˜1, so (f(y), x1) ∈ N˜1
2
⊂ N1. Similarly, (f(xn−1), zK) ∈ N˜2 and
(zK , z) ∈ N˜2, so (f(xn−1), z) ∈ N˜2
2
⊂ N2. Therefore (y, x1, . . . , xn−1, z) is a
Σ-chain from y to z. Since Σ was arbitrary, we have (y, z) ∈ C.

The relation C clearly contains the graph of f and is transitive, so Gf ⊂ C by
Proposition 4.1(4).
Next we show that C ⊂ A. Take y >C z, and let d
′ be any compatible metric
and ε any positive number. Define the sequence Σ = {Ni}∞i=1 by Ni = Vd′(ε/2
i).
Then any Σ-chain is a strong (ε, d′)-chain. Since ε was arbitrary, we have y >d′ z;
since d′ was arbitrary, we have y >A z, as desired.
Finally, we show that A ⊂ Gf . Let (y, z) be a point in A. We first consider
(y, z) ∈ A with y 6= z, and let θ be a continuous Lyapunov function for f . Define a
metric d′ by d′(x1, x2) = d(x1, x2)+|θ(x2)−θ(x1)|; as in the proof of [10, Thm. 3.1],
θ is Lipschitz with respect to d′. Since (y, z) ∈ A, we have that y >d′ z, and so
θ(y) ≥ θ(z) by [10, Lemma 2.5]. Since θ was arbitrary, we have (y, z) ∈ Gf by
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[3, p. 51] (note that the opposite inequality convention is used in the definition
of Lyapunov function in [3], that is, θ(f(x)) ≥ θ(x)). For y = z, we show that
if (y, y) 6∈ Gf , then (y, y) 6∈ A. The fact that (y, y) 6∈ Gf means exactly that
y 6∈ GR(f), and so there exists a continuous Lyapunov function θ with θ(f(y)) <
θ(y) ([3, Theorem 5]). Then y 6∈ N(θ), and since θ is Lipschitz with respect to a
compatible metric, we have that y 6>A y by [10, Theorem 2.6].

The next theorem, which follows from results in [10], shows that we can obtain
the generalized recurrent set as the strong chain recurrent set for a particular metric,
which is much easier to work with than the intersection over all compatible metrics.
Theorem 4.6. There exists a metric d∗ compatible with the topology such that
GR(f) = SCRd∗(f).
Proof. By [10, Thm. 3.1], there exists a continuous Lyapunov function θ for f such
that N(θ) = GR(f). Define d∗ by d∗(x, y) = d(x, y) + |θ(y)− θ(x)|; as in the proof
of [10, Thm. 3.1], θ is Lipschitz with respect to this metric. Then, by [10, Thm. 2.6],
SCRd∗(f) ⊂ N(θ) = GR(f). Since GR(f) ⊂ SCRd∗(f) by Proposition 4.1(1), we
have GR(f) = SCRd∗(f). 
Proposition 4.7. In general, GR(f |GR(f)) ( GR(f).
Proof. See Example 3.7, or the examples in Theorem 4.2 of [26]. 
By analogy with Birkhoff’s center depth ([7]), which involves the nonwandering
set, or Yokoi’s ∗-depth ([26]), which involves the strong chain recurrent set, we can
define the generalized recurrence depth of f as follows.
Definition 4.8. Let GR0(f) = X and GR1(f) = GR(f). For any ordinal number
α+1, define GRα+1(f) = GR(f |GRα(f)), and for a limit ordinal β, define GR
β(f) =⋂
α<β GR
α(f). This will stabilize at some countable ordinal γ, and we define the
generalized recurrence depth of f to be γ.
The following result follows immediately from work in [26].
Proposition 4.9. For any countable ordinal γ, there exists a compact metric space
Xγ and a continuous map fγ : Xγ → Xγ such that the generalized recurrence depth
of fγ is γ.
Proof. Yokoi defines ∗-depth as the ordinal at which the sequence SCR0d(f) =
X , SCR1d(f) = SCRd(f |SCR0d(f)) = SCRd(f), SCR
2
d(f) = SCRd(f |SCR1d(f)), . . .
stabilizes, and constructs a series of examples to prove that any countable ordinal
is realizable as the ∗-depth of some map ([26, Thm. 4.2]). It is clear that in the
examples, GRα(f) = SCRαd (f) for all α, so these examples also give our result. 
We discuss maps for which the generalized recurrence depth is greater than one
(that is, GR(f |GR(f)) ( GR(f)) in Section 6.
5. Generalized recurrence for powers of f
It is well known that CR(fk) = CR(f) for any k > 0 (see, for example, [4,
Prop. 1.1]). The corresponding statement is not true in general for SCRd(f), M(f),
or the nonwandering set. (See [26, Ex. 3.4], or consider Example 3.8: M(f2) =
SCRd(f
2) = C1×Z2, while M(f) and SCRd(f) both equal the entire space X . See
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[8, 22] for examples for the nonwandering set.) We now show that it is true for the
generalized recurrent set:
Theorem 5.1. For any k ≥ 1, GR(fk) = GR(f).
Proof. It is clear that GR(fk) ⊂ GR(f), so we will prove the opposite inclusion.
We use Theorem 4.4. Given any x ∈ GR(f) and any sequence Σ = {Ni}∞i=1 of
neighborhoods of ∆X , we will find a (Σ, f
k)-chain from x to x. Without loss of
generality, we can assume that N1 ⊃ N2 ⊃ . . . (if not, replace each Ni by
⋂
j≤iNj).
Define the sets N ′i , i ≥ 1, by choosing eachN
′
i small enough that N
′
i ⊂ N
′
i−1 (i > 1)
and for any (N ′i , f)-chain (Defn. 3.1) of length k from a point y to a point z, we
have (fk(y), z) ∈ Ni. Define new sequences Σ′ and Σ′j , 0 ≤ j < k, by Σ
′ = {N ′i}
∞
i=1
and Σ′j = {N
′
ki−j}
∞
i=1, and note that any (Σ
′
0, f)-chain is also a (Σ
′
j , f)-chain for
0 < j < k, as well as a (Σ′, f)-chain. Since x ∈ GR(f), there is a (Σ′0, f)-chain
(x0 = x, x1, . . . , xn = x) from x to itself, with (f(xi−1), xi) ∈ N ′kσ(i) (i = 1, . . . , n)
for some injection σ : {1, . . . , n} → N. We may assume that the length n of this
chain is a multiple of k. (If not, concatenate it with itself k times, considering the
(j + 1)st copy (0 ≤ j < k) as a (Σ′j , f)-chain; this will be a (Σ
′, f)-chain.)
For i = 0, k, 2k, . . ., define mi = min{kσ(i + 1), kσ(i + 2), . . . , kσ(i + k)}. Then
(xi, xi+1, . . . , xi+k) is an (N ′mi , f)-chain, so (f
k(xi), xi+k) ∈ Nmi , and (x0 = x, xk,
x2k, . . . , xn = x) is a (Σ, f
k)-chain from x to x.

6. Relation to ordinary chain recurrence and chain transitivity
In many cases the generalized recurrent set equals the chain recurrent set. In
this section we give conditions for the two sets to be equal, and discuss what it
means for the dynamics if they are not equal.
Yokoi ([26]) defines a Lyapunov function θ to be pseudo-complete if
(1) θ(f(x)) = θ(x) if and only if x ∈ SCRd(f), and
(2) θ is constant on each d-strong chain transitive component.
Theorem 6.1 ([26, Thm. 5.3]). SCRd(f) = CR(f) if and only if there exists
a pseudo-complete Lyapunov function θ for f such that the image θ(SCRd(f)) is
totally disconnected.
We obtain a similar statement for GR(f) using results from [10].
Proposition 6.2. GR(f) = CR(f) if and only if there exists a Lyapunov function
θ for f such that
(1) θ(f(x)) = θ(x) if and only if x ∈ GR(f),
(2) the image θ(GR(f)) is totally disconnected.
Proof. The “only if” direction follows from the existence of a Lyapunov function
θ for f that is strictly decreasing off of CR(f) and such that θ(CR(f)) is nowhere
dense ([11]). We prove the “if” direction. By hypothesis, N(θ) = GR(f). So
θ(N(θ)) is totally disconnected, and Corollary 1.9 of [10] implies that CR(f) ⊂
N(θ) = GR(f). Since it is always true that GR(f) ⊂ CR(f), we have GR(f) =
CR(f).

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The following result shows that if the upper box dimension of CR(f) is small
enough, then SCRd(f) = CR(f). (See [20, §6] for the definition of upper box
dimension, which depends on the choice of metric.)
Theorem 6.3. If the upper box dimension of the space (CR(f), d) is less than one,
then two points x and y are chain equivalent if and only if they are d-strong chain
equivalent. In particular, SCRd(f) = CR(f).
Note that the theorem applies in the case that the space X itself has upper box
dimension less than one.
Proof. If x and y are d-strong chain equivalent, they are a fortiori chain equivalent,
so we will prove the opposite implication. Let Xx ⊂ CR(f) be the chain transitive
component containing x and y. Let D be the upper box dimension of (Xx, d).
Define tε(x, y) to be the smallest n such that there is an ε-chain of length n from x
to y. It follows from Proposition 22 of [21] (more precisely, from the discussion in
the proof of that result) that there exists a constant C > 0 (independent of x and
y) such that for small enough ε, tε(x, y) ≤ C/εD. Thus, if (x = x0, x1, . . . , xn = y)
is the shortest ε-chain from x to y, then
∑n
i=1 d(f(xi−1), xi) ≤ (C/ε
D)ε = Cε1−D,
which goes to zero as ε → 0, and so there is a strong ε′-chain from x to y for any
ε′.

Corollary 6.4. Let d∗ be the metric from Theorem 4.6 (so SCRd∗(f) = GR(f)).
If the upper box dimension of the space (CR(f), d∗) is less than one, then GR(f) =
CR(f).
We will use the following equivalence relation on GR(f) to help classify maps
for which GR(f) 6= CR(f).
Definition 6.5. Since the three relations >Gf , >A, and >C from Theorem 4.4 are
identical, they all induce the same equivalence relation on GR(f), which we will
denote by ∼f .
The quotient space GR(f)/ ∼f first appears, to the best of my knowledge, in
[2, Exercise 3.17]. In [10], the equivalence relation ∼A is referred to as “Mather
equivalence.”
Remark 6.6. While ∼f is an equivalence relation on GR(f), the chains in the defini-
tion(s) are not required to remain in GR(f). As we saw in Prop. 4.7, GR(f |GR(f)) is
not necessarily equal to GR(f). And even if the two sets are equal, the equivalence
relations ∼f and ∼f |GR(f) may be different, as the following example shows. .
Example 6.7. Let X5 be the disk with the usual topology, and f5 a map that
fixes the center point (0, 0) and the boundary circle S5 and moves other points in
a spiral toward the boundary (see Figure 4). Then GR(f5) = {(0, 0)} ∪ S5 and
GR(f5|GR(f5)) = GR(f5). There are two ∼f5 equivalence classes, {(0, 0)} and S5,
but each point is its own ∼f5|GR(f5) equivalence class.
However, we do have the following result from [3].
Theorem 6.8. The map f restricted to a ∼f equivalence class is chain transitive.
Proof. This follows from applying the second part of [3, Lemma 12] to the ∼f
equivalence class. 
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Figure 4. f5 : X5 → X5
Under what circumstances is ∼f equivalence different from chain equivalence?
We have a partial answer:
Proposition 6.9. Let f be chain transitive on an invariant subset N of GR(f),
and assume that x 6∼f y for some pair of points x and y in N . Then N/ ∼f is a
nontrivial connected set, and the factor map N/ ∼f→ N/ ∼f is the identity.
Proof. Let M be the quotient space N/ ∼f , and pi : N → M the projection. By
hypothesis, M contains more than one point. Since the ∼f equivalence classes are
f -invariant, f |N induces the identity map on M . Assume that M is not connected,
and let U , V be a separation of M . Then pi−1(U), pi−1(V ) is a separation of
N . Since f(pi−1(U)) ⊂ pi−1(U) and f(pi−1(V )) ⊂ pi−1(V ), there is no ε-chain
from any point in pi−1(U) to any point in pi−1(V ) for any ε < d(pi−1(U), pi−1(V )),
contradicting chain transitivity.

In the examples that we have seen where the chain recurrent set is strictly larger
than the generalized recurrent set, the difference was in some sense caused by the
presence of a large set of fixed points (either an interval or a Cantor set). However,
the two sets can be different even if there are no fixed points, as the following
example shows.
Example 6.10. Consider the map f = f1 × ρ on the torus S1 × S1, where f1 is
the map from Example 2.4 and ρ is an irrational rotation. Then CR(f) = S1×S1,
while GR(f) = C1 × S1.
However, the map in this example factors, by projection onto the first coordi-
nate, onto a map with many fixed points. This observation leads to the following
characterization of maps for which the generalized recurrent set is strictly contained
in the chain recurrent set.
Theorem 6.11. If GR(f) 6= CR(f), then f factors onto a map with uncountably
many fixed points.
Proof. Theorem 3.1 of [10] tells us that there is a Lyapunov function θ : X → R
for f such that θ(f(x)) = θ(x) if and only if x ∈ GR(f), so, by Proposition 6.2,
we must have that the image θ(GR(f)) contains an interval. Proposition 3.2 of
[10] says that θ is constant on each ∼f equivalence class, so θ induces a map θ¯ on
the quotient GR(f)/ ∼f . Since the image θ¯(GR(f)/ ∼f ) = θ(GR(f)) contains an
interval, we must have that GR(f)/ ∼f is uncountable. If, as in [3], we extend
the equivalence relation ∼f from GR(f) to an equivalence relation ∼ on all of X
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by setting ∼ = ∼f ∪∆X (that is, x ∼ y if x = y or x ∈ GR(f), y ∈ GR(f),
and x ∼f y), then f factors onto the map f¯ : X/ ∼→ X/ ∼, with fixed points
GR(f)/ ∼f= GR(f)/ ∼.

Corollary 6.12. If GR(f) 6= CR(f), then either
(1) GR(f)/ ∼f contains a nontrivial connected set, or
(2) GR(f)/ ∼f is homeomorphic to the disjoint union of a Cantor set and a
countable set.
Proof. The Cantor-Bendixson theorem ([23, Thm. 47]) says that GR(f)/ ∼f can
be written as the disjoint union of a perfect set P and a countable set. Since
GR(f)/ ∼f is uncountable, the set P must be nonempty. If GR(f)/ ∼f does not
contain a nontrivial connected set, then it is totally disconnected, and so P is a
nonempty, totally disconnected, compact, perfect set, that is, a Cantor set. 
Corollary 6.13. If the generalized recurrence depth of f is greater than one (that
is, if GR(f |GR(f)) ( GR(f)), then f factors onto a map with uncountably many
fixed points.
Proof. It follows from Theorem 6.8 that CR(f |GR(f)) = GR(f). So we can apply the
reasoning in Theorem 6.11 to the map f |GR(f) : GR(f) → GR(f). We extend the
equivalence relation ∼f |GR(f) from GR(f |GR(f)) to all of X by setting ∼=∼f |GR(f)
∪∆X ; the induced map on X/ ∼ will have the uncountable set GR(f |GR(f))/ ∼ as
the fixed point set.

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