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Resumo
A classiĄcação das issues ou questões nos repositórios de manutenção de software é
realizada atualmente pelos desenvolvedores de software. Entretanto, essa classiĄcação
manual não é livre de erros, os quais geram problemas na distribuição das issues para as
equipes de tratamento. Isso acontece porque os desenvolvedores, geralmente os proposi-
tores das issues, possuem o mal hábito de classiĄcá-las como bugs. Essas classiĄcações
errôneas produzem a distribuição de issues para uma equipe de tratamento de outro
tipo de issue, gerando retrabalho para as equipes entre outras desvantagens. Por isso,
o principal objetivo almejado com o estudo é a melhoria dessa classiĄcação, utilizando
de uma abordagem de classiĄcação das issues realizada de maneira automatizada. Essa
abordagem foi implementada com técnicas de Aprendizado de Máquina. Estas técnicas
mostram que as palavras-chave discriminantes dos tipos de issues podem ser utilizadas
como atributos de classiĄcadores automáticos para a predição dessas issues. A aborda-
gem foi avaliada sobre 5 projetos open source extraídos de 2 issue trackers conhecidos,
Jira e Bugzilla. Por se tratarem de issue trackers de longa data, os projetos escolhidos
forneceram boa quantidade de issues para este estudo. Essas issues, cerca de 7000, foram
classiĄcadas por especialistas humanos no trabalho [Herzig, Just e Zeller 2013], produ-
zindo um gabarito utilizado para a realização deste estudo. Este trabalho produziu um
classiĄcador automático de issues, com acurácia de 81%, capaz de discriminá-las nos tipos
bug, request for enhancement e improvement. O bom resultado de acurácia sugere que
o classiĄcador concebido possa ser utilizado em sistemas de encaminhamento de issues
para as equipes de tratamento, com a Ąnalidade de diminuir retrabalho dessas equipes
que ocorre em virtude da má classiĄcação.
Palavras-chave: classiĄcação automática de issues, repositórios de manutenção de soft-
ware, issue trackers, acurácia.
Abstract
The classiĄcation of issues in software maintenance repositories is currently done by
software developers. However, this classiĄcation is conducted manually and is not free of
errors, which cause problems in the distribution of issues to the maintenance teams. This
happen because the developers, which usually are the proponents of the issues, have the
bad habit of classifying them as bugs. This erroneous rating generates rework and other
disadvantages to the teams. Therefore, the main objective of this study is to improve this
classiĄcation, using an issue classiĄcation approach conducted in an automated manner.
In turn, this approach was implemented based on machine learning tecniques. These
tecniques show that keywords discriminant of issues types can be used as attributes of
automatic classiĄers for prediction of these issues. The approach was evaluated on Ąve
open source projects extracted from two widely used issue trackers, Jira and Bugzilla.
Because they are old issue trackers, the chosen projects provided good number of issues
for this study. These issues, about 7.000, were classiĄed by human experts at work [Herzig,
Just e Zeller 2013], producing a feedback which was used for this study. This present work
produced an automatic issues classiĄer, with 81% of accuracy, able to predict them in types
of bug, request for enhancement and improvement. The result of accuracy obtained by
this classiĄer suggests that it can be used in delivery systems to treatment teams with the
purpose of reducing rework that occurs in these teams because of the poor issues rating.
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Nos dias atuais, as tarefas de melhoramento de software têm sido abordadas com
ênfase nas grandes organizações. Trata-se da realização de melhorias que garantem a
estabilidade dos sistemas de software. Para que isso aconteça, a Engenharia de Software
cumpre papel importante fornecendo ferramentas que apoiam tais melhorias.
Nos ambientes de desenvolvimento de software, ocorre a especialização das tarefas de
melhoria. Existem equipes que cuidam das correções, equipes que cuidam das melhorias
de requisitos existentes e equipes que cuidam do desenvolvimento de novos requisitos.
Para que as tarefas ocorram com eĄciência, é importante que aconteça sua distribuição
entre as equipes, ou seja, a tarefa seja adequadamente direcionada a equipe adequada ao
seu tratamento.
Existem sistemas on-line chamados issue trackers, geralmente integrados ao repositó-
rio de software onde o software das organizações se encontra. Como apresentado em [Zim-
mermann et al. 2009], issue trackers são sistemas que servem como um repositório central
para o monitoramento das questões ou issues pertinentes ao desenvolvimento de software.
Nesses sistemas, pode-se solicitar informações adicionais aos desenvolvedores do software
e discutir as possíveis soluções.
Para apoiar a distribuição das questões(issues) aos desenvolvedores, a Engenharia de
Software possui um campo de estudo denominado Mineração de Repositórios de Soft-
ware. [Thomas, Hassan e Blostein 2014] aĄrmam que a mineração de repositórios de soft-
ware é o processo de análise de dados relacionada a boas práticas de desenvolvimento de
software, um campo emergente de pesquisa que destina-se a melhorar tarefas de evolução
de software.
Este trabalho de pesquisa teve como alicerce a Mineração de Repositórios de Software
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e foi realizado visando aprimorar os estudos de classiĄcação das issues nos repositórios
de software e issue tracker systems. No presente trabalho, as correções de software são
representadas pelo termo bug, as melhorias de requisitos existentes são representadas pelo
termo improvement e o desenvolvimento de novos requisitos é representado pelo termo
rfe ou request for enhancement.
1.1 Problema de Pesquisa
Atualmente, as issues são propostas nos issue tracker systems pelos usuários de soft-
ware. Em [Herzig, Just e Zeller 2013], observou-se que 39% das issues caracterizadas como
defeito de software(bug), na verdade não o são. Os autores realizaram um estudo sobre
milhares de issues e utilizaram sujeitos humanos especialistas em classiĄcação com o obje-
tivo de formar um gabarito decorrente da análise. As respostas do gabarito, classiĄcadas
por parte dos especialistas, foram comparadas com as respostas dadas pelos propositores
das issues. Foi observada acurácia de 57,4% para essa classiĄcação e notou-se que os
propositores possuem o mal hábito de classiĄcar as issues como bug.
No presente trabalho, foi construído um classiĄcador automático de issues visando
melhorar a classiĄcação destas issues nos repositórios de software e sistemas issue tracker
systems. Assim, a distribuição das tarefas para as equipes solucionadoras poderá ser
realizada com maior acurácia, reduzindo custos de retrabalho e o tempo de manutenção
do software, entre outros benefícios.
1.2 Objetivos da Pesquisa
1.2.1 Objetivo Geral
O objetivo geral planejado com esse estudo foi a construção de um classiĄcador auto-
mático de issues de repositórios de manutenção de software ou issue tracker systems.
Conforme apresentado em [Herzig, Just e Zeller 2013], os desenvolvedores erram em
média 42,6% de suas classiĄcações durante a proposição das issues nos repositórios. Com
esse resultado, obteve-se a acurácia dos desenvolvedores propositores de issues subtraindo
42,6% de 100%. Portanto, o objetivo geral para o presente estudo foi superar a acurácia
dos desenvolvedores, 57,4%.
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A superação desse valor pode revelar que a utilização de classiĄcadores automáticos de
issues nos issue tracker systems seja uma opção para direcioná-las com melhor acurácia
as equipes de tratamento. Assim, pode-se diminuir o tempo de entrega da solução das
issues e evitar retrabalho.
O classiĄcador concebido com este estudo foi criado com a capacidade de discriminar
as issues em bug ou correção de erros, improvement ou melhoria dos requisitos de software
pré-existentes e request for enhancement ou pedidos de novos requisitos de software.
1.2.2 Objetivos EspecíĄcos
Os objetivos especíĄcos planejados para esse estudo foram:
o Desenvolver um classiĄcador que seja independente do acesso ao código fonte dos
projetos de software, utilizando, para a classiĄcação, as mensagens das issues con-
tidas nos issue tracker systems;
o Desenvolver um classiĄcador que tenha acurácia média superior a 57,4%, percentual
atingido pelos propositores de issues nos issue tracker systems ao classiĄcá-las com
as classes bug, improvement, rfe e outras.
1.3 Desenvolvimento da Pesquisa
A construção do classiĄcador foi realizada por meio de pesquisa, capacitação sobre
o assunto Aprendizado de Máquina e realização de estudos experimentais baseados em
trabalhos de referência apresentados na revisão da literatura. As etapas determinantes
para a construção do classiĄcador automático de issues são descritas a seguir.
1.3.1 Revisão da Literatura
Nessa etapa, foram estudados artigos relacionados ao tema ŞMineração de Dados em
Repositórios de SoftwareŤ, dando ênfase aos estudos sobre classiĄcadores automáticos de
texto. As abordagens e os resultados produzidos através dos estudos realizados nesses
trabalhos foram analisados para contribuírem com o desenvolvimento desta pesquisa.
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1.3.2 Coleta de Dados
Para a realização do estudo necessitou-se escolher o repositório onde os projetos seriam
extraídos. Em primeiro momento, escolheu-se o repositório GitHub, pela quantidade de
projetos e variadas plataformas de programação existentes nele. Em segundo momento,
o trabalho foi aprofundado sobre os issue tracker systems Jira1 e Bugzilla2. Esses repo-
sitórios de issues possuem projetos de software open source que serviram de motivação
para sua utilização neste estudo. Como exemplo, pode-se citar: Lucene3, Httpclient4 e
Tomcat55.
1.3.3 Análise dos Dados
Por meio de testes de busca de palavras-chave na base de dados coletada para a reali-
zação dos estudos, detectou-se que informações das classes bug, request for enhancement
e improvement ocorreram nas mensagens de texto das issues.
1.3.4 Estudo Experimental
Foram planejadas e desenvolvidas as conversões dos dados disponibilizados em um
banco de dados relacional para os formatos de entrada dos toolkits de apoio à aplicação
dos estudos de Aprendizado de Máquina. Em seguida, foram realizados os primeiros
experimentos de construção do classiĄcador e aferição de sua acurácia. Em suma, as
etapas do Aprendizado de Máquina foram aplicadas de modo iterativo. Em cada iteração,
foram realizados ajustes para a melhoria do classiĄcador.
1.3.5 Análise dos Resultados
Foram analisados os resultados do estudo experimental, produzidos pelos algoritmos
de avaliação de classiĄcadores automáticos de texto. Comparou-se resultados gerais entre
os algoritmos e separadamente, comparou-se os resultados de acurácia individuais obtidos
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classiĄcador de issues concebido neste trabalho com a acurácia dos propositores de issues,
obtida do estudo referencial [Herzig, Just e Zeller 2013].
1.4 Organização da Dissertação
Os próximos capítulos desta dissertação estão organizados da seguinte forma:
No Capítulo 2, são apresentados os trabalhos correlatos e uma comparação deles com
o estudo realizado nesta pesquisa. Também são apresentados os fundamentos teóricos
sobre Aprendizado de Máquina, relevantes para a construção e avaliação do classiĄcador
automático de issues concebido nesta pesquisa.
O Capítulo 3 apresenta a categorização de issues em repositórios de software, dando
foco a metodologia utilizada para a concepção do classiĄcador.
O Capítulo 4 aborda o estudo experimental desenvolvido nesta pesquisa o qual pro-
duziu o classiĄcador automático de issues. Neste capítulo, apresentam-se dados das amos-
tras e outras informações dos experimentos como planejamento, realização e análise dos
resultados.
O Capítulo 5 apresenta as considerações Ąnais, os resultados alcançados, as limi-
tações da pesquisa e diĄculdades encontradas, sendo Ąnalizado com as possibilidades de
realização de outros trabalhos a partir deste trabalho de pesquisa.




Neste capítulo, são apresentados os trabalhos de referência e os conceitos de relevân-
cia para a construção do classiĄcador proposto neste estudo. O tema Aprendizado de
Máquina, que constitui a teoria para a construção do classiĄcador concebido, é descrito
utilizando um workflow. Na apresentação da próxima seção, cada tarefa corresponde a
uma etapa do processo de construção do classiĄcador. A seção de trabalhos correlatos,
que apresenta o resumo dos trabalhos de referência e uma comparação com o presente
trabalho, Ąnaliza o capítulo.
2.1 Fundamentação Teórica
O Aprendizado de Máquina é a parte do estudo sobre mineração de dados que fun-
damenta a construção de classiĄcadores automáticos de informações como pode ser visto
em [Bishop 2006]. Na Figura 1, as etapas desse processo de construção são apresentadas
por descrições textuais dentro de retângulos de cor preta. O desenho de nuvem mostra
a entrada e a saída do processo. A entrada do processo é constituída por documentos
de texto e a saída tem como item o classiĄcador automático desses documentos. Tarefas
intermediárias também possuem entradas e saídas, como é o caso da tarefa transformation
que recebe como entrada o Corpus, realiza seu processamento e retorna o Corpus trans-
formado como saída. As etapas do processo de construção do classiĄcador são descritas
após a Ągura.
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tação das mensagens de texto ao contexto de classiĄcação, contribuindo para obtenção de
melhores resultados de classiĄcação. Por exemplo, necessita-se remover a pontuação das
palavras, aplicar o padrão lower case, aplicar lemmatization (lematização), substituição
das palavras por suas formas canônicas como apresentado em [Korenius et al. 2004] e
stemming, substituição das palavras por seu radical tal como descrito em [Manning et al.
2008], ou remover números e palavras pouco signiĄcativos presentes nos textos fornecidos
como entrada para o processo.
Após a transformação do Corpus, são extraídas as features (características, atributos
ou termos) do classiĄcador, na etapa extract feature. O modelo de extração mais comum
é o bag-of-words conforme observado em [Wallach 2006]. Nesse modelo, cada documento
é representado como um vetor de features. Assim, os documentos que compreendem o
Corpus são representados como uma grande matriz. As features do classiĄcador podem
ser generalizadas como uni-gram, bi-gram, tri-gram ou n-gram.
O uni-gram signiĄca uma feature formada por uma única palavra de texto, enquanto o
bi-gram signiĄca uma feature composta por duas palavras e o mesmo raciocínio segue para
tri-gram e n-gram. Um exemplo de uni-gram é a feature “change”, exemplo de bi-gram,
a feature “change-name”.
O valor contido em cada célula da matriz é a frequência de cada feature no documento,
podendo ser apenas valores binários, sendo que 0 representa a ausência da feature no
documento e 1 representa a presença da feature.
Após a realização da extração de features, etapa extract feature, é realizada a etapa
reduce dimension. Na etapa extract features é produzida uma matriz de grande dimensão.
Esta grande dimensionalidade fornece duas razões para sua diminuição:
o melhorar a eĄciência de processamento do Corpus por meio de redução do gasto de
memória computacional;
o transformar o vetor do espaço terms para o espaço topics para situar as features de
ocorrência semelhante, próximas umas das outras.
Por exemplo, as palavras “pet” e “cat” são mapeadas para o mesmo topic baseando-
se na semelhança de ocorrência delas, ambas contextualizam animal de estimação. As
técnicas popularmente utilizadas nesta etapa são Singular Value Decomposition (SVD)
[Wall, Rechtsteiner e Rocha 2003] que reduz o vetor de features em vetor de conceitos
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utilizando Latent Semantic Indexing (LSI) [Dumais 2004] e topic modeling [Wang e Blei
2011], baseada em Latent Dirichlet Allocation (LDA) [Blei, Ng e Jordan 2003].
A última etapa standard data mining, compreende a aplicação de mecanismos resul-
tantes em Regressão Logística, Classificação e Clusterização. Para o presente trabalho,
essa etapa resultou na geração de um classiĄcador automático de issues.
Os estudos sobre Aprendizado de Máquina são apoiados por ferramentas especializa-
das. Para o presente trabalho, foram utilizadas as ferramentas Weka1 e Mallet2.
Para a medida de desempenho do classiĄcador foram utilizados algoritmos de mine-
ração de dados. Esses algoritmos buscam padrões em um conjunto de treinamento ou
training set aplicados em um conjunto de teste ou test set para avaliar a eĄciência do
classiĄcador. De acordo com erros e acertos de predição decorrentes do mecanismo de
reconhecimento de padrões característico de cada algoritmo, determina-se a acurácia do
classificador por meio da aplicação de cross validation ou validação cruzada. A cross
validation consiste na aplicação de critérios de comparação entre os resultados classiĄca-
tórios do gabarito e os resultados aferidos pelo classiĄcador automático. Esses critérios
são estabelecidos com a determinação do trainning set e do test set, conforme pode-se
observar em [Kohavi 1995].
Existem medidas (measures) de recuperação de informações que foram utilizadas neste
trabalho e nos trabalhos correlatos. Trata-se de recall, precision e f-measure.
Conforme apresentado em [Buckland e Gey 1994], recall é a medida da eĄcácia da
recuperação de informações representante do número de registros relevantes recuperados.
Neste trabalho, estes registros possuem relação com os registros classiĄcados.
Seja A o total de registros relevantes recuperados e B a quantidade de registros rele-




Em [Buckland e Gey 1994] deĄniu-se que precision é a quantidade de registros rele-
vantes, representado como uma proporção do total de registros recuperados.
SejaA o total de registros relevantes recuperados eC o número de registros irrelevantes
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A variável Ð representa um fator de peso, multiplicado pelos valores de precision e recall.
A fórmula de cálculo da medida f-measure, que de acordo com [Zhang e Zhang 2009]





+ (1− Ð) 1
R
(3)
sendo Ð ∈ [0, 1], P o valor de precision e R o valor de recall.
A média harmônica [Makhoul et al. 1999] é utilizada para realização de cálculos
envolvendo medidas inversamente proporcionais. Uma vez que recall e precision possuem
comportamento inverso, ou seja, a medida que o valor calculado de recall aumenta, o valor
calculado de precision diminui, utilizou-se a média harmônica para representar a acurácia
envolvendo essas duas grandezas.
Também, conforme mostrado em [Zhang e Zhang 2009], existe uma variação da medida
f-measure sendo que os pesos de recall e de precision são os mesmos, nesse caso, tem-se Ð =
1
2
. Essa variação é denominada F1. Considerando que R signiĄca o valor calculado para





Os cálculos anteriores foram apresentados devido sua utilização nos experimentos,
para as medições do classiĄcador para cada classe bug, rfe e improvement. Estes resul-
tados podem ser visualizados na Figura 8 (há outras semelhantes) desta pesquisa. Tais
resultados foram obtidos com o apoio de toolkits, que serão apresentados mais a frente.
O cálculo F1, que depende de precision e recall, também foi utilizado para as medições
do classiĄcador automático de issues concebido nessa pesquisa.
Outro termo utilizado nessa pesquisa foi a Acurácia [Makridakis 1993], que repre-
senta a proporção entre Şfalsos positivosŤ e Şfalsos negativosŤ, itens recuperados. Para
esse estudo, representa uma das medidas de desempenho da classiĄcação automática (dis-
criminação de classes) de issues, além das citadas anteriormente (recall, precision, F1 ),
realizada pelo classiĄcador automático concebido.
Para a aferição da acurácia, foram utilizados algoritmos de avaliação de classiĄcadores
de informações. Cada algoritmo possui uma estratégia (reconhecimento de padrão) dis-
criminante das classes (categorias) escolhidas para a classiĄcação. Esta estratégia utiliza
as features deĄnidas para o classiĄcador e estão relacionadas a estudos sobre o assunto
Aprendizado de Máquina.
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Para esta pesquisa, foram utilizados os seguintes algoritmos: Max Entropy, Decision
Tree, Naïve Bayes, Winnow e Balanced Winnow. A seguir é apresentado o funcionamento
destes algoritmos.
O modelo estatístico Max Entropy [McCallum, Freitag e Pereira 2000], nomeado nessa
pesquisa como Max Ent, executa o cálculo das somas de probabilidades de cada feature
ser igual a um, levando em consideração a construção de modelos estocásticos por meio de
uma função não linear. Em [Zhang 2015] são apresentadas ferramentas para um estudo
aprofundado sobre esse algoritmo.
O algoritmo Decision Tree [Landgrebe 1991] ou Árvore de Decisão, utilizado para
tarefas de classiĄcação, efetua a combinação das features utilizando modelos lineares e não
lineares. O modelo tradicional de geração da árvore utiliza estratégias top-down e divide
and conquer em sua abordagem. Os algoritmos evolutivos de árvores de decisão utilizam
abordagens alternativas que melhoram os componentes particulares para classiĄcadores
como apresentado em [Barros et al. 2012].
O algoritmo Naïve Bayes, baseado na hipótese Bayesiana [McCallum, Nigam et al.
1998], deĄne que, dado um documento de teste ou test set, a classiĄcação desse documento
é executada utilizando o cálculo da probabilidade para cada classe discriminada pelo
classiĄcador, considerando o maior valor desta probabilidade para as amostras de entrada.
O processo é aplicado iterativamente para as amostras do documento de teste. Ao Ąnal
desse processo, a classe predominante em cada amostra é utilizada para o cálculo de
acurácia.
O algoritmo Winnow [Golding e Roth 1999] é um modelo linear de classiĄcação base-
ado em uma função booleana de predição. Nesse ponto da escolha do tipo de função de
predição, existe similaridade com a abordagem de classiĄcação do algoritmo Perceptron, o
qual não foi aplicado a esse estudo. No processo de predição do algoritmo Winnow, existe
um limiar que divide o hiperplano na instância do espaço de classiĄcação. A função pre-
ditiva de classiĄcação, pode atribuir valores 0 e 1 às amostras ou contabilizar a frequência
das features nos documentos, sendo acompanhada por um conjunto de pesos para cada
feature. A diferença em relação ao algoritmo Balanced Winnow [Koster, Seutter e Beney
2003] é que esse algoritmo mantém dois conjuntos de pesos em dois hiperplanos distin-
tos, conforme apresentado em [Littlestone 1988], enquanto o algoritmo Winnow mantém
apenas um conjunto de pesos.
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2.2 Trabalhos Correlatos
Em [Tsukada, Washio e Motoda 2001], os autores aplicaram o Aprendizado de Máquina
para realizarem a classiĄcação automática de webpages. A técnica de classiĄcação utilizada
baseou-se no algoritmo Árvores de Decisão. O dataset utilizado foi as páginas do Yahoo!
JAPAN3. Aacurácia da classiĄcação foi detalhada utilizando recall e precision. Também,
foram deĄnidas 5 categorias de classiĄcação:
o ŞArts & HumanitiesŤ,
o ŞBusiness & EconomyŤ,
o ŞEducationŤ,ŞGovermentŤ,
o ŞHealthŤ.
Os autores utilizaram para a classiĄcação 200 webpages por categoria, totalizando 1000
páginas. Foram gerados diferentes conjuntos de features por categoria, e posteriormente,
os resultados foram comparados. O melhor resultado da medida precision foi obtido para
a categoria ŞArts & HumanitiesŤ. Para um conjunto de 19 features, alcançou-se o valor
95,3% para essa medida.
No presente trabalho, pode-se destacar a diferença do contexto de classiĄcação em
relação ao trabalho [Tsukada, Washio e Motoda 2001]: no Capítulo 4 deste trabalho,
classiĄcou-se os textos das issues localizadas nos repositórios de software e nos issue
tracker systems, enquanto naquele trabalho, classiĄcou-se os textos de webpages. Uma
semelhança entre os dois trabalhos é a utilização da medida precision (embutida na medida
F1 ) em conjunto com a aferição de acurácia do classiĄcador.
Em [Ugurel, Krovetz e Giles 2002], os autores realizaram a classiĄcação automática
de código fonte em relação a linguagem de programação e categorias de aplicação. Eles
mostraram uma técnica de classiĄcação aderente a avaliação de classiĄcação do algoritmo
Support Vetor Machine, utilizando extração de features de código fonte, comentários e
arquivos README. Para linguagens de programação, as features foram deĄnidas como
tokens do código fonte e palavras-chave dos comentários desses códigos fonte. Os autores
aplicaram a técnica nos repositórios de código Ibiblio Linux Archive, SourceForge, Planet
Source Code, Free Code e sobre páginas da Internet contendo fragmentos de código. Os
3 http://www.yahoo.co.jp/
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autores do estudo mediram a acurácia da técnica em cada um dos repositórios utilizando
diferentes conjuntos de features. A maior acurácia, obtida aplicando cross validation, foi
registrada no repositório Ibiblio Linux Archive; para um conjunto de features denominado
Top 100 features from single words and bigrams, a técnica atingiu o valor 72% de acurácia.
No presente estudo, as features foram extraídas dos textos das issues contidas nos
repositórios de software e issue trackers systems, não ocorrendo análise do código fonte
dos projetos avaliados. Uma semelhança deste estudo com [Ugurel, Krovetz e Giles 2002]
é a utilização de repositórios de software nos estudos classiĄcatórios e features constituídas
de unigram e bigram.
No trabalho [Li et al. 2006] foram investigados os impactos de novos fatores de erros
de software realizando-se estudos em dois projetos open source, Mozilla e Apache Web
Server. Os autores classiĄcaram os erros baseando-se em causa raiz, impactos e compo-
nentes de software e estudaram a correlação entre as categorias de erros deĄnidas. Além
disso, eles utilizaram técnicas de classiĄcação de texto e recuperação de informações para
classiĄcarem automaticamente milhares de erros e analisarem os resultados com o objetivo
de estabelecerem tendências dos bugs. Durante a etapa de treinamento do classiĄcador, os
autores do estudo rotularam os bugs manualmente e produziram o modelo de classiĄcação
para as categorias de bugs. Foram utilizados os algoritmos de classiĄcação Support Vector
Machine (SVM), Winnow, Perceptron e Naïve Bayes. Os autores mediram a acurácia do
classiĄcador com esses algoritmos e encontraram o de melhor desempenho. Os resultados
do estudo foram apresentados utilizando as medidas recall, precision e F1. Aplicando
seu modelo de classiĄcação, os autores conseguiram identiĄcar os bugs que ocorreram em
tempo de execução, chamados de runtime errors, com 89,6% para a medida precision.
Nesta pesquisa, as issues dos repositórios de software e issue trackers systems, de um
total de 5 projetos avaliados, foram discriminadas em bug, rfe e improvement. Como seme-
lhança entre os dois trabalhos pode-se citar que o desempenho do classiĄcador automático
de cada um dos trabalhos, medido utilizando múltiplos algoritmos, e a sua acurácia foi
provida em conjunto com as medidas recall e precision.
No trabalho [Antoniol et al. 2008], os autores investigaram se as mensagens de texto
postadas nos issue trackers systems eram suĄcientes para realizarem a classiĄcação da
manutenção corretiva de software (bugs) e outros tipos de atividades. Para isso, eles
construíram um classiĄcador e utilizaram os algoritmos de classiĄcação Decision Tree e
Naïve Bayes. Os autores também realizaram um estudo de Regressão Logística sobre o
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dataset da pesquisa. Esse dataset foi constituído dos projetos JBOSS, Mozilla e Eclipse.
A acurácia do classiĄcador foi obtida dentro do intervalo de 77% a 82%. A conclusão do
trabalho foi as mensagens de texto sendo suĄcientes para distinguir de forma automatizada
as manutenções corretivas de outras atividades. A principal Ąnalidade dessa distinção foi
a possibilidade de construção de sistemas de encaminhamento automático das atividades
para os times de manutenção, que corrigem bugs, e times de liderança, que tratam dos
melhoramentos e outros tipos de atividades propostas nos sistemas issue trackers.
O contexto de classiĄcação desta pesquisa e o do estudo [Antoniol et al. 2008] são
semelhantes, a classiĄcação de issues. Neste trabalho, como em [Antoniol et al. 2008],
foram escolhidos grandes projetos open source (Tomcat 5, Lucene, Jackrabbit, Httpclient
e Rhino). Outra semelhança entre os estudos é o propósito de classiĄcar as issues sem
acesso ao código fonte dos projetos de software. Também, ambos objetivam melhorar a
distribuição das issues as equipes de tratamento.
No trabalho [Antoniol et al. 2008], os autores realizaram a classiĄcação das issues
manualmente antes de utilizá-las para a construção do classiĄcador automático. Neste
trabalho, as issues utilizadas para a construção do classiĄcador automático foram clas-
siĄcadas manualmente no estudo da referência [Herzig, Just e Zeller 2013]. Também,
naquele trabalho as categorias discriminadas pelo classiĄcador automático foram duas,
bug e others. Neste trabalho, além da discriminação automática das issues entre bug e
others, foi realizado um estudo de classiĄcação automática dessas issues entre as categorias
bug, request for enhancement e improvement, além da categoria refactoring, substituída
durante os estudos.
Em [Katakis, Tsoumakas e Vlahavas 2008], os autores construíram um algoritmo de
classiĄcação de texto para um recomendador de tags de Bibsonomy4, um gerenciador de
publicações cientíĄcas. No estudo, foram utilizados 3 arquivos de treinamento contendo
os dados para a classiĄcação. Para cada arquivo, foi deĄnido um conjunto especíĄco de
features. Os autores utilizaram Weka como ferramenta de apoio para a construção do
classiĄcador. Ao Ąnal do estudo, os autores apresentaram os resultados alcançados utili-
zando cálculos da medida F1. O estudo classiĄcatório baseou-se no assunto topics, cuja
aplicação experimental produziu a agregação a posteriori em uma mesma categoria, das
features de signiĄcado semelhante. Os autores aĄrmaram que desejavam aplicar futura-
mente outros algoritmos de classiĄcação e realizar seleção de features para melhorar os
4 http://www.bibsonomy.org/
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resultados do estudo.
Neste trabalho, foram utilizados dois tipos de deĄnição das features do classiĄcador:
o a priori, utilizado inicialmente;
o a posteriori, utilizado nos estudos Ąnais.
Nos primeiros estudos, as features do classiĄcador foram deĄnidas por meio de testes de
busca de palavras-chave na base de dados. Nos estudos Ąnais, foi utilizada a técnica
LDA para a deĄnição automática de features. Uma distinção entre os trabalhos pode ser
apontada sobre a utilização da seleção de features. Nesta pesquisa, este mecanismo de
melhoramento do classiĄcador foi empregado enquanto no estudo [Katakis, Tsoumakas e
Vlahavas 2008] não.
Em [Herzig, Just e Zeller 2013], os autores realizaram um trabalho de predição de
bugs em 5 projetos de software open source. Os autores concluíram que o processo de
classiĄcação deve ser elaborado de modo a não gerar confusão entre bugs e improvements.
Segundo eles, os propositores de issues têm o hábito de confundir esses dois tipos de issues.
O trabalho mostra que, em média, 39% das issues classiĄcadas pelos desenvolvedores
(propositores), como bugs, não o são. Além disso, os autores aĄrmaram que o processo de
classiĄcação deve passar fortemente por inspeção humana, que compensará os resultados
do trabalho de predição. Os autores desejaram a longo prazo, melhores levantamentos de
dados levarem a melhores recomendações, que farão os desenvolvedores mais conscientes
de manter a qualidade das informações nos issue trackers systems.
O presente trabalho foi baseado fortemente sobre o estudo apresentado em [Herzig,
Just e Zeller 2013], utilizando mesmos dataset e propósito de aumentar a acurácia de clas-
siĄcação das issues nos issue trackers. Os autores do trabalho de referência coordenaram
a inspeção das issues por sujeitos humanos. O resultado dessa inspeção produziu um ga-
barito de correção da classiĄcação realizada pelos desenvolvedores. Essas informações das
issues, categorias aplicadas pelos humanos especialistas em classiĄcação baseando-se no
texto delas, foram utilizadas para a concepção do classiĄcador desta pesquisa. Também,
aquele trabalho se concentrou em estudos de classiĄcação manual de issues utilizando
as categorias bug, others, request for enhancement, documentation, improvement e refac-
toring. Para esta pesquisa foi realizado o estudo classiĄcatório de issues automatizado,
discriminado-as em categorias bug e others em um dos estudos, e bug, request for enhan-
cement e improvement no outro estudo. A principal diferença entre as pesquisas foi a
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classiĄcação manual das issues realizada em [Herzig, Just e Zeller 2013] e a classiĄcação
automatizada das issues realizada nesta pesquisa.
Os autores do trabalho [Ray et al. 2014] investigaram o efeito das linguagens de
programação sobre a qualidade de software. Como parte do trabalho, realizou-se a ca-
tegorização dos bugs baseando-se em sua causa e impacto. Os autores deĄniram um
conjunto de palavras-chave e aplicaram uma técnica automatizada sobre 10% do log de
mensagens bug-fix ou log de mensagens de erros e correções sobre projetos de software.
As mensagens foram coletadas de projetos localizados no repositório GitHub. A técnica
determinava a discriminação da categoria ŞErros de ConconcorrênciaŤ se, por exemplo, a
mensagem continha as palavras-chave dead lock e race condition. Após processar as men-
sagens por meio dessa técnica automatizada, utilizaram-nas como dados de treinamento
do classiĄcador que construíram. O algoritmo de classiĄcação utilizado para a avaliação
do estudo foi o SVM. Para medir a acurácia do classiĄcador produzido pelo estudo, os au-
tores classiĄcaram 180 mensagens, igualmente distribuídas entre as categorias deĄnidas.
Para essa classiĄcação, utilizaram a análise humana de especialistas no assunto classiĄca-
tório de categorias de bugs. No Ąnal do estudo, os resultados da classiĄcação humana e da
classiĄcação automatizada foram comparados por meio dos cálculos de precision e recall.
Após essa comparação, os autores observaram que as categorias Performance, Security,
Failure, Memory, Programming, Concurrency e Algorithm obtiveram valor 83,71% para
o melhor cálculo de recall e 84,34% para o melhor cálculo de precision.
Nesta pesquisa, foram utilizadas mais de 7000 issues classiĄcadas por inspeção hu-
mana, nesse aspecto, a quantidade de registros inspecionados por sujeitos humanos foi
superior ao de [Ray et al. 2014], o qual classiĄcou manualmente 180 mensagens de texto de
logs. Nesta pesquisa, foram deĄnidas 3 categorias de classiĄcação enquanto no estudo [Ray
et al. 2014] foram deĄnidas 7 categorias. Semelhantemente, os estudos classiĄcatórios das
duas pesquisas foram avaliados por múltiplos algoritmos e foram utilizadas as medidas
precision e recall em conjunto com a aferição de acurácia do classiĄcador automático
de cada trabalho. O estudo de [Ray et al. 2014] utilizou a classiĄcação automática de
bugs como parte de sua abordagem para veriĄcar os efeito das linguagens de programação
sobre a qualidade de software. Por outro lado, esta pesquisa teve como abordagem a
classiĄcação automática de issues nos issue trackers systems.
O estudo realizado em [Campos Eduardo Cunha e Maia 2014] apresenta a constru-
ção de um classiĄcador de Questões e Respostas para desenvolvedores de software. Foi
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estudado um conjunto de questões do StackOverĆow5, um site popular sobre o assunto.
As 120 questões selecionadas foram classiĄcadas manualmente em três classes. Foram
aplicados os algoritmos de classiĄcação presentes na ferramenta Weka e também a seleção
de features. O algoritmo que alcançou o maior resultado de classiĄcação foi o Naïve Bayes
que atingiu alta acurácia. Os autores pretenderam futuramente, melhorar a acurácia do
classiĄcador e descobrir como as categorias poderão ser usadas em novas aplicações.
Um aspecto de distinção entre esta pesquisa e o estudo realizado em [Campos Edu-
ardo Cunha e Maia 2014] foi a quantidade de registros de texto avaliados por inspeção
humana. Outra diferença entre os trabalhos foi o conteúdo de classiĄcação, issues versus
questions and answers. Uma semelhança observada é ambos deĄnirem três categorias de
classiĄcação de texto. Também, ambos mediram a acurácia do classiĄcador por meio de
múltiplos algoritmos.
Em [Linares-Vásquez et al. 2014], os autores propuseram uma abordagem para a
classiĄcação automática de software de repositórios. Nessa abordagem, as categorias estão
relacionadas com o domínio das aplicações. Os autores realizaram uma comparação com
o estado da arte que utiliza Aprendizado de Máquina para categorização de software. O
estudo foi realizado sobre dois repositórios, Şum aberto (open source)Ť e Şum particularŤ.
Foram empregados os algoritmos Support Vetor Machine, Naïve Bayes, Decision Tree,
JRIP e IBK para a avaliação do classiĄcador produzido. Nesse estudo, as chamadas
de API foram utilizadas como features do classiĄcador. Como resultado, foi obtida a
acurácia média de 60%. Com esse resultado, sugeriram aos desenvolvedores utilizarem do
trabalho para a obtenção de uma lista de possíveis categorias de domínio para os softwares,
mesmo quando o código fonte não estiver disponível. Os autores também aĄrmaram que
o conhecimento dessas categorias poderia ser utilizado para a antecipação de problemas
e obtenção de features de qualidade do software ou para a extração de bugs e features
relacionados.
No presente trabalho, o classiĄcador automático de issues foi concebido sem acesso
ao código fonte dos projetos, utilizou-se apenas as palavras-chave contidas nos textos das
issues. No estudo [Linares-Vásquez et al. 2014] o classiĄcador também foi concebido
sem acesso ao código fonte, porém foram utilizadas chamadas de API e não análise de
palavras-chave contidas nos textos das issues. Também, as categorias de classiĄcação de
cada estudo são distintas, apesar de ambos serem aplicados em repositórios de software.
5 http://stackoverflow.com/
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Uma semelhança da avaliação de acurácia dos classiĄcadores foi a utilização de múltiplos
algoritmos.
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Capítulo 3
Categorização de Issues em
Repositórios de Software
Nste capítulo é apresenta a metodologia qur foi utilizada para a concepção do clas-
siĄcador de issues proposto neste trabalho. É apresentada a evolução dos estudos para
a construção do classiĄcador que iniciam com a deĄnição das features do classiĄcador
e continua com a aplicação das etapas da pesquisa fundamentadas pelos estudos sobre
Aprendizado de Máquina. Os toolkits Weka e Mallet apoiaram a realização dessas etapas.
Ao Ąnal do capítulo, é apresentada uma conclusão sobre os dois estudos, justiĄcando a
escolha daquele que originou o classiĄcador concebido em estado Ąnal para este trabalho.
3.1 Construção do ClassiĄcador
A metodologia utilizada para a construção do classiĄcador foi baseada em procedi-
mentos existentes na literatura apresentados em [Linares-Vásquez et al. 2014] e [Ugurel,
Krovetz e Giles 2002]. Também, a metodologia desta pesquisa foi desenvolvida com base
em dois estudos piloto apresentados a seguir.
3.1.1 Estudo Piloto #1
Com base no trabalho [Ugurel, Krovetz e Giles 2002], no qual os autores apresentaram
que as palavras-chave que discriminam os bugs podem ser utilizadas para sua predição,
para o presente estudo foram deĄnidas 31 features, representantes de palavras-chave dis-
criminantes das classes refactoring, bug e improvement. Lista-se, a seguir, estas features:
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{refactor, add parameter, change name, rename, move, move method, extract, extract
class, extract interface, extract method, replace, hide, hide method, move field, pull up,
inline class, inline method, remove parameter, replace code, bug, fix, exception, defect,
fault, error, null pointer, crash, overflow, add funcionality, improve, upgrade}
Nota-se que no presente estudo a classe refactoring não havia sido substituída pela
classe rfe, substituição justiĄcada na Seção 5.3. Por isso as features listadas anteriormente
contêm palavras-chave ainda referentes a essa classe. Essas features foram deĄnidas com
base em testes de busca das palavras-chave que possuem a mesma nomenclatura dessas
features. As buscas foram realizadas nas mensagens de texto das issues armazenadas na
base de dados relacional que constituiu o dataset.
Com o avanço do estudo experimental, esse conjunto de features sofreu mudanças com
o objetivo de ser melhorado, para a produção de melhores resultados de acurácia, e pos-
sibilitar aumento da eĄciência de execução dos algoritmos de classiĄcação. Outro motivo
para a mudança desse conjunto foi a necessidade de substituição da classe refactoring pela
classe request for enhancement.
Em seguida, foi aplicado o algoritmo de aprendizado de máquina Naïve Bayes. Esse
algoritmo de avaliação da classiĄcação das issues foi a escolha inicial partindo da pre-
missa que ele é adequado para situações em que as features do classiĄcador possuem
grau de dependência, apesar de utilizar como premissa a independência entre as features
observando-se as categorias de classiĄcação, conforme apresentado em [Rish 2001]. Nesta
presente pesquisa assumiu-se que o primeiro conjunto de features deĄnido possuía grau
de dependência desconhecido, porém não era nulo ao se observar que existia features,
como é o caso de ŞrenameŤ, que estava presente em issues classiĄcadas pelos especialistas
em classes distintas como as classes improvement e refactoring. Em seguida, aplicou-se
seleção de features para a melhoria do conjunto de features.
Este primeiro estudo foi realizado com o apoio do toolkit Weka [Hall et al. 2009]. A
utilização dessa ferramenta trouxe a contribuição de poder trabalhar com o processo de
Aprendizado de Máquina, durante esse estudo, de modo transparente através das funcio-
nalidades que representaram a execução das tarefas do processo. Porém, foram necessários
muitos passos iterativos para se chegar aos resultados do estudo, o que estabeleceu a de-
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pendência da habilidade do pesquisador durante a realização dos experimentos, para não
ocorrer o manuseio inadequado da ferramenta.
Uma vez que o dataset utilizado no estudo experimental encontrava-se em uma base de
dados relacional, foi possível exportar o vetor de features, representado como uma tabela
da base de dados, para o formato csv, e depois, processá-lo no Weka. O idioma do texto
submetido ao Weka para os estudos de classiĄcação foi a língua inglesa.
A seguir, mostram-se os passos que descrevem a metodologia executada no primeiro
estudo:
1. Realização de download do dataset no qual foram aplicados os estudos.
2. Realização de testes de compreensão do dataset, a Ąm de entender sua estrutura.
Por exemplo, observou-se que cada esquema do banco de dados correspondia a um
projeto do repositório.
2.1 Extração de um conjunto de tabelas de banco de dados comuns aos projetos
para a realização dos estudos.
2.2 IdentiĄcação da tabela referente a issues e da tabela referente aos commits.
3. Execução de uma varredura inicial na base de dados para veriĄcar a existência de
palavras-chave nas mensagens de texto de issues e commits. Essas palavras-chave
representariam as features do classiĄcador, tendo em vista as classes refactoring,
bug e improvement.
4. Criação, em cada esquema de projeto, dentre os 5 eleitos, de uma tabela com as fea-
tures deĄnidas para o classiĄcador. Em seguida foi implementado um procedimento
do banco de dados que veriĄca cada mensagem de texto e atribui 1, se a feature que
representa a palavra chave está presente, ou 0 se não.
5. Exportação da tabela da base de dados representante do vetor de features para um
arquivo de formato csv.
6. Importação do arquivo de formato csv produzido no passo anterior para o arquivo
de entrada da ferramenta Weka, que possui extensão arff.
7. ReĄnamento do estudo experimental.
No passo 5, destaca-se que a ferramenta Weka possui um mecanismo que converte
o vetor de features no arquivo de formato csv para um arquivo base da ferramenta que
recebe o formato arff. Esse arquivo de extensão arff contém a deĄnição das features
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e os dados que podem ser carregados na ferramenta para a realização dos estudos de
classiĄcação. Assim, a tabela de features foi exportada para o arquivo de formato csv,
para a condução dos estudos.
No passo 6, por meio da importação dos dados no Weka, o desenvolvimento do clas-
siĄcador pôde ser conduzido. Existe a interface de usuário na ferramenta que permite
a escolha dos algoritmos de classiĄcação, K Nearest Neighbour (KNN), Naïve Bayes e
outros. Outros parâmetros podem ser alterados utilizando essa interface, como a quan-
tidade de folds para cross validation. Essa quantidade de folds representa as divisões do
conjunto de dados para sua utilização durante cross validation.
Nesse passo, aplicou-se divisão semelhante em quantidade de partes divididas, com a
divisão 5-fold tradicional, utilizada para realizar cross validation. Nesse tipo de divisão,
divide-se o conjunto de dados em 4 partes para o treinamento do classiĄcador e 1 parte
para o teste do classiĄcador. Conforme observado na conĄguração do experimento #1
apresentado na Seção 4.1, foi utilizada 1 parte para o treinamento do classiĄcador e
4 partes para o teste do classiĄcador, seguindo idéia inversa a da divisão 5-fold. As
conĄgurações de cross validation dos experimentos #1 e #2, também apresentados na
Seção 4.1, não foram utilizadas nessa parte do estudo por ele ter sido descontinuado
conforme justiĄcado na Subseção 3.1.3.
No passo 7, realizando uma sequência de execuções e de avaliações de resultados,
conduziu-se o reĄnamento do experimento aplicando seleção de features. Por meio desta
técnica de melhoria de classiĄcadores de dados baseados em Aprendizado de Máquina, as
features escolhidas podem ser ranqueadas e pode-se reduzir o tamanho do vetor de amos-
tras, possibilitando a diminuição do tempo de execução da classiĄcação e, possivelmente,
aumentar a acurácia do classiĄcador.
O gabarito utilizado no trabalho de referência [Herzig, Just e Zeller 2013] foi o mesmo
utilizado neste estudo. Esse gabarito foi produzido por especialistas em classiĄcação de
issues. Assim, devido as amostras estarem previamente classiĄcadas, esta parte do estudo
foi realizada de maneira supervisionada.
Este estudo piloto constituiu o primeiro estudo para a concepção do classiĄcador de
issues. Os resultados dele são apresentados na Seção 4.2.
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3.1.2 Estudo Piloto #2
Neste estudo, as etapas apresentadas na Seção 2.1 foram abordadas utilizando da
mesma deĄnição do primeiro estudo piloto, no qual as palavras-chave discriminantes de
bugs foram utilizadas para a sua predição, como foi descrito em [Linares-Vásquez et al.
2014].
Para o estudo, foi utilizado um dump de banco de dados com os textos das issues.
A estrutura de índice do banco foi utilizada para as pesquisas sequenciais no dataset e o
Corpus foi formado pelos campos das tabelas do banco de dados contendo as informações
descrição, resumo e comentários das issues.
Para este estudo, a etapa de transformação (transformation) consistiu em aplicar re-
dução das palavras ao radical (stemming), desconsiderar os textos dentro de tags html que
porventura foram armazenadas no banco de dados dos issue trackers e remover stopwords
ou palavras pouco signiĄcativas. O stemming foi aplicado aos arquivos de texto utili-
zando o algoritmo Porter [Porter 2006]. Podia ter sido aplicada a lematização, porém, foi
escolhido arbitrariamente aplicar stemming.
Este estudo também foi realizado de maneira supervisionada, ou seja, as amostras de
texto das issues utilizadas para o treinamento do classiĄcador estavam previamente clas-
siĄcadas. A tarefa de classiĄcação das issues foi realizada pelos especialistas do trabalho
de referência [Herzig, Just e Zeller 2013].
Neste segundo estudo foi utilizado outro toolkit de suporte a experimentos de Apren-
dizado de Máquina, o Mallet. A utilização dessa ferramenta trouxe como contribuição a
possibilidade de trabalhar com menor transparência em relação ao processo de Aprendi-
zado de Máquina, não exigindo tanta habilidade do pesquisador com o manuseio dessa
ferramenta em relação ao Weka. Foram necessárias iterações menores para se chegar aos
resultados do segundo estudo.
O Mallet possui como mecanismo de importação do dataset, arquivos texto em formato
pré-deĄnido bastante próximo à estrutura de um arquivo csv. Porém, estes arquivos de
entrada foram gerados por meio de um procedimento de banco de dados desenvolvido pelo
humano que realizou o estudo, de modo semelhante a importação feita no estudo piloto
#1.
Após os arquivos texto serem gerados, foram executados comandos da ferramenta
Mallet, executados a partir do shell sistema operacional onde a ferramenta foi instalada,
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que realizaram a importação dos arquivos texto para formato de arquivo especíĄco da
ferramenta. Este arquivo possui o vetor de features o qual foi especiĄcado na Seção 2.1,
populado automaticamente pela ferramenta nesta fase de importação.
Durante esta pesquisa as features do classiĄcador foram formadas por uni-gram e bi-
gram. Para deĄnição dessas features, foi instruído à ferramenta um parâmero apropriado
que possibilitou a remoção das stopwords, palavras pouco signiĄcativas.
As stopwords são palavras irrelevantes para a produção do classiĄcador. A ferramenta
Mallet possui uma lista própria destas palavras constituída por conjunções, preposições,
artigos, pronomes e outros tipos de palavras determinadas por regras gramaticais oriundas
do idioma dos textos que foram classiĄcados. O idioma inglês foi utilizado como idioma
padrão deste estudo.
Assim, palavras como ŞforŤ, ŞinŤ, ŞatŤ,ŞyesŤ, ŞyetŤ, ŞyouŤ e ŞyourŤ na maioria dos
estudos de classiĄcação de texto são consideradas pouco signiĄcativas e fazem parte da
lista padrão do Mallet. Além destas palavras, algumas outras foram indicadas nesta lista,
após a análise das mensagens das issues, com o objetivo de permitir que o classiĄcador
fosse formado por features genéricas, sem a inĆuência de termos especíĄcos dos textos
avaliados. São listadas a seguir, as palavras incluídas na lista de stopwords além daquelas
padronizadas pelo Mallet:
ŞtomcatŤ, ŞrhinoŤ, ŞapacheŤ, ŞjackrabbitŤ ŞhttpclientŤ, Ştomcat5Ť, ŞluceneŤ, Şclas-
sesŤ, ŞulŤ, ŞliŤ, ŞpackageŤ, ŞemoticonŤ, ŞblockquoteŤ, ŞapiŤ, ŞinterfaceŤ, ŞalignŤ,
ŞemoticonsŤ, ŞabsmiddleŤ, ŞiconsŤ, ŞimgŤ,ŞaltŤ, ŞgoodŤ, ŞimagesŤ, ŞheightŤ,
ŞsmileŤ, ŞthingsŤ, ŞideaŤ, ŞgifŤ, ŞwidthŤ, ŞborderŤ, ŞfastŤ, ŞslowerŤ, ŞjiraŤ, Şin-
terfacesŤ, ŞyeahŤ, ŞmodulesŤ, ŞlotŤ, ŞeasierŤ, ŞgreatŤ ŞhttpsŤ, ŞbenchmarkŤ, ŞuweŤ,
ŞusageŤ, ŞsenseŤ, ŞsquareŤ, ŞjavadocsŤ, ŞobjectsŤ, ŞfasterŤ, ŞlangŤ, ŞbackwardsŤ,
ŞcostŤ, ŞstufŤ, ŞlevelŤ, ŞjspŤ, ŞmethodsŤ, ŞpatchŤ, ŞbigŤ , ŞdirectlyŞ, ŞsmallŤ,
ŞhardŤ, ŞniceŤ, ŞpeopleŤ, ŞmemoryŤ, ŞbrowseŤ, ŞnumberŤ, ŞtitleŤ, ŞclassŤ
Em seguida, a ferramenta Mallet foi utilizada como apoio para a deĄnição das features
automaticamente, utilizando LDA [Blei, Ng e Jordan 2003]. As top 20 features, que são
mais signiĄcativas no processo classiĄcatório, foram listadas na Tabela 7.
Falando da conĄguração de cross validation planejada para este estudo piloto, foi
seguido o exemplo cross validation 10-fold do estudo [Antoniol et al. 2008]. Esta conĄ-
guração pode ser observada nos experimentos #2 e #3, que são apresentados na Seção
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4.1. Também, foi aplicada a conĄguração para cross validation do experimento #1, se-
melhante na quantidade de divisões do conjunto de dados de entrada a cross validation
5-fold tradicional.
Este estudo piloto constituiu o segundo estudo para a concepção do classiĄcador de
issues. Os resultados dele são apresentados na Seção 4.2.
3.1.3 Conclusão
Os resultados apresentados na Sebseção 4.2.2 mostram a acurácia do classiĄcador ob-
tida com a aplicação do algoritmo Naïve Bayes. Outros algoritmos foram aplicados, como
o KNN. Porém, esses algoritmos obtiveram valores baixos de acurácia em comparação ao
Naïve Bayes.
Para melhorar os resultados de acurácia entre os algoritmos do Şestudo piloto #1Ť,
que obteve acurácia média 66%, foram aplicados ajustes das features, como substituição,
inserção e remoção dessas features representadas pelas palavras-chave. Para realizar esses
ajustes, foram executadas pesquisas por novas palavras-chave sobre o dataset.
Porém, após os ajustes, não foi obtido um conjunto de features que produzisse o
aumento da acurácia média 66%. Assim, foi realizado o Şestudo piloto #2Ť, no qual
foram obtidos os resultados apresentados na Seção 4.2.3. Nesses resultados, pode-se notar
valores médios de acurácia superiores a 66%, alcançando o valor aproximado 81% no
experimento ŞValidação dos projetos separadosŤ realizado para a classiĄcação das issues
em duas categorias, durante o auge da realização dos experimentos executados no estudo.
Assim, o aumento da acurácia média do classiĄcador durante a realização dos experi-
mentos do Şestudo piloto #2Ť, determinaram a sua continuidade e a descontinuidade do
Şestudo piloto #1Ť.




Neste capítulo é apresentado o planejamento do estudo experimental, dando foco às
informações das amostras, como os projetos onde o classiĄcador foi testado e no modo
de avaliação do classiĄcador baseada na conĄguração da validação cruzada. O estudo
experimental foi dividido em três partes, cada uma delas refere-se a uma conĄguração.
Também, são apresentados os algoritmos utilizados em cada parte do estudo e o resultado
de comparação com aqueles obtidos nesta pesquisa.
4.1 Planejamento do Estudo Experimental
Inicialmente tentou-se produzir um dataset utilizando uma API codiĄcada com a lin-
guagem de programação Java, para o repositório de software GitHub. Foram realizados
estudos das classes da API representantes de entidades que seriam traduzidas para um
banco de dados representando odataset. Porém, houve restrições de downloads do repo-
sitório que diĄcultaram o trabalho. Essas restrições consistiram na disponibilidade de
acesso às informações dos commits e issues dos projetos armazenados no repositório de
software. As pesquisas com a API foram limitadas em quantidade e velocidade, tornando-
se inviável a recuperação das informações para a aplicação dos estudos desta pesquisa.
Assim, passou-se a buscar um dataset concebido.
Foi encontrado um dataset1 representado em uma base de dados relacional. Esse
dataset foi disponibilizado em um database dump constituído de 86 arquivos separados,
cada um de 1 gigabytes de tamanho, totalizando 86 gigabytes no total. O dataset foi
1 http://macbeth.cs.ucdavis.edu/jirdatadump/
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disponibilizado por Prem Devanbu2 e referenciado no trabalho [Ray et al. 2014], o qual
apresentou um estudo das linguagens de programação em repositórios de software utili-
zando a classiĄcação de bugs como parte do estudo experimental. Nesse dataset existiam
118 projetos de software, onde cada esquema de banco de dados representava um projeto.
Cada projeto continha pelo menos 8 tabelas de banco de dados em comum, provendo in-
formações de issues e commits. Alguns projetos possuíam os dados de issues armazenados
nos issue trackers systems Jira3 e bugzilla4. Esse dataset foi explorado durante o estudo
apresentado na Subseção 3.1.1 desta pesquisa.
A segunda parte do estudo experimental, apresentada na Subseção 3.1.2, foi realizada
sobre os cinco projetos de software open source listados na Tabela 1. Nessa tabela, são
mostrados o nome do projeto, o mantenedor que compreende a instituição responsável
pelo projeto, o tipo de issue tracker de onde foram coletadas as issues do projeto corres-
pondente e, na última coluna, é apresentada a quantidade de issues existentes no projeto
em questão.
Este estudo foi divido em três experimentos que deĄniram a aplicação do classiĄcador
sobre as issues. Esses experimentos foram conĄgurados baseando-se no processo de ava-
liação do classiĄcador, com a qual foi aplicada a validação cruzada ou cross validation.
Esse processo determina a divisão do dataset constituído dos projetos avaliados em duas
partes:
o training set, utilizado para o treinamento do classiĄcador,
o test set, onde o classiĄcador foi testado.
Essa divisão se faz necessária como parte do processo de Aprendizado de Máquina, sendo
utilizada para a aferição da acurácia da classiĄcação. Cada avaliação do classiĄcador,
também denominada validação do classiĄcador, refere-se a um experimento.
4.1.1 Experimento #1 - Validação Um para Restante
O primeiro experimento foi denominado ŞValidação Um para RestanteŤ. O nome foi
dado baseando-se que o training set foi formado por cada projeto isolado dos outros.
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# Issues Url Projeto
HttpClient APACHE Jira 746 http://hc.apache.org/httpclient-
3.x/
Jackrabbit APACHE Jira 2402 https://jackrabbit.apache.org/jcr/
Lucene-
Java
APACHE Jira 2443 https://jackrabbit.apache.org/jcr/
Rhino MOZILLA bugzilla 1226 https://developer.mozilla.org/en-
US/docs/Mozilla/Projects/Rhino
Tomcat5 APACHE bugzilla 584 https://tomcat.apache.org/tomcat-
5.5-doc/
foi conĄgurado de modo que cada projeto se comportou como conjunto de dados de
treino ou training set e os demais formaram o conjunto de dados de teste ou test set, em
uma validação. Como foram 5 projetos avaliados, no total foram realizadas 5 validações,
apresentadas na Tabela 2.
Tabela 2 Ű ConĄguração do Experimento 1






4.1.2 Experimento #2 - Validação dos Projetos Separados
O segundo experimento foi denominado ŞValidação dos Projetos SeparadosŤ. Essa
denominação foi dada pelo fato do trainnig set e do test set serem deĄnidos internamente
a cada projeto, gerando uma validação interna para cada projeto separado dos demais. A
conĄguração da validação cruzada para este experimento foi realizada com 10-fold. Isto
signiĄca que cada projeto foi dividido em 10 partes iguais, sobre as quais a validação
foi executada. A Tabela 4 mostra essa conĄguração. Visando facilitar a apresentação
dessas partes nas colunas test set e training set da tabela, foi dado um rótulo a elas que
varia da letra A até a letra J, seguindo sequencialmente a ordem alfabética da língua
portuguesa brasileira. É mostrada na Tabela 3 essa rotulagem em que [Projeto] pode ser
substituído por HttpClient, Jackrabbit, Lucene-Java, Rhino ou Tomcat5. A conĄguração
desse experimento é apresentada na Tabela 4.
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Tabela 4 Ű ConĄguração do Experimento 2











4.1.3 Experimento #3 - Validação Todos para Todos
O terceiro experimento foi denominado ŞValidação Todos para TodosŤ. Esse nome
foi dado ao experimento por ser caracterizado pela concatenação dos projetos para a
formação dos test set e training set a partir do ŞTodoŤ produzido por essa concatenação.
Esse experimento se assemelha ao segundo na representação das validações. A diferença
entre eles é, no experimento #3 serem somados os i-ésimos 10% de cada projeto em
cada validação, de um total de 10 validações. Apresenta-se na Tabela 5 a rotulagem que
expressa essa soma. Deve-se considerar a utilização dos rótulos da Tabela 3 na soma.
Também, deve-se observar que os rótulos representados pelo intervalo de letras de A até
J possuem o mesmo signiĄcado apresentado na Tabela 3, porém aparecem seguidos por
uma numeração que varia de 1 a 5. Considera-se que o número 1 representa o projeto
HttpClient, o número 2 representa o projeto Jackrabbit, o número 3 representa o projeto
Lucene-Java, o número 4 representa o projeto Rhino e o número 5 representa o projeto
Tomcat5. O processo de validação cruzada do experimento #3 é apresentado na Tabela 6.
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Tabela 5 Ű Tabela de rotulagem 2
Rótulo Soma Equivalente
AŠ AŠ= A1 + A2 + A3 + A4 + A5
BŠ BŠ= B1 + B2 + B3 + B4 + B5
CŠ CŠ= C1 + C2 + C3 + C4 + C5
DŠ DŠ= D1 + D2 + D3 + D4 + D5
EŠ EŠ= E1 + E2 + E3 + E4 + E5
FŠ FŠ= F1 + F2 + F3 + F4 + F5
GŠ GŠ= G1 + G2 + G3 + G4 + G5
HŠ HŠ= H1 + H2 + H3 + H4 + H5
IŠ IŠ= I1 + I2 + I3 + I4 + I5
JŠ JŠ= J1 + J2 + J3 + J4 + J5
Tabela 6 Ű ConĄguração do Experimento 3











4.1.4 Divisão dos Experimentos ClassiĄcatórios
Os experimentos classiĄcatórios foram aplicados em duas partes: classiĄcação das
issues em múltiplas categorias e classiĄcação em duas categorias. A primeira parte re-
presentou a classiĄcação das issues nas classes bug, rfe e improvement, constituindo o
objetivo Ąnal de classes discriminadas pelo classiĄcador concebido neste trabalho.
A segunda parte foi elaborada para enriquecer as conclusões sobre o classiĄcador de
issues concebido neste trabalho. O mesmo estudo foi realizado no trabalho [Herzig, Just e
Zeller 2013]. Este estudo consiste na classiĄcação das issues em bugs, classe que representa
os pedidos de correção de software e others que engloba qualquer outra classe que não
seja bug. Desse modo, o estudo pode ser visto como a classiĄcação binária entre bugs e
não bugs.
Na primeira parte, o experimento de classiĄcação em múltiplas categorias foi realizado
utilizando os dois toolkits, Weka e Mallet. Por isso, tornou-se conveniente subdividi-lo em
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duas partes sendo cada uma apresentando os resultados obtidos utilizando cada toolkits.
A segunda parte, que aborda a classiĄcação em duas categorias, não foi subdividida por
ter sido realizada inteiramente utilizando-se o Mallet.
O estudo apresentado na Seção 3.1.1 é equivalente a essa primeira parte. Para esse
estudo, foi executado apenas o algoritmo Naïve Bayes. Isto ocorreu devido a falta de
evolução dos resultados para esse algoritmo utilizado para medir o desempenho de classi-
Ącadores.
Para o outro estudo, equivalente à segunda parte e apresentado na Subseção 3.1.2,
foram utilizados os algoritmos Max Entropy, Decision Tree, Naïve Bayes, Winnow e Ba-
lanced Winnow para a avaliação do classiĄcador. Estes algoritmos foram escolhidos, por
serem os principais algoritmos disponíveis no Mallet, além de terem sido aplicados em
outros estudos [McCallum, Freitag e Pereira 2000], [Landgrebe 1991], [McCallum, Nigam
et al. 1998], [Golding e Roth 1999], [Koster, Seutter e Beney 2003].
4.1.5 Acurácias de Referência
Após a análise dos resultados obtidos pela avaliação dos algoritmos, é apresentada a
conclusão desses resultados por meio da comparação com acurácias de classiĄcação das
issues atingida pelos desenvolvedores que as propõe e as classiĄca nos issue trackers. Essas
acurácias foram obtidas do trabalho [Herzig, Just e Zeller 2013].
Os autores do estudo avaliaram cinco projetos, que são os mesmos avaliados neste
estudo, e encontraram que 42,6% das issues reportadas estavam classiĄcadas de forma
incorreta, considerando a classiĄcação delas em múltiplas categorias. Com base nessa
análise, concluímos que a taxa de acertos dos desenvolvedores foi de 57,4% sobre os
projetos avaliados.
Em relação a classiĄcação de issues em duas categorias, bug e others, o estudo de
[Herzig, Just e Zeller 2013] apresentou que 39% das issues classiĄcadas como bug pelos
desenvolvedores, não reĆetiam essa categoria.
Esses dois resultados foram utilizados para as comparações com os resultados dos
experimentos deste estudo, com a Ąnalidade de produzir uma boa experiência de classi-
Ącação automática de issues e justiĄcar a utilização de classiĄcadores automáticos nos
issue trackers systems.
Na próxima seção, são apresentados os resultados do estudo planejado para esta pes-
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quisa.
4.2 Análise dos Resultados
4.2.1 Introdução
Nesta subseção, são apresentados os resultados do classiĄcador de issues concebido
nesta pesquisa. Esses resultados são baseados no planejamento realizado na Seção 4.1 e
reĆetem a avaliação de desempenho do classiĄcador. São apresentados resultados medidos
pelos algoritmos com as conĄgurações apresentadas nas tabelas 2, 4 e 6. Na sequência, é
apresentada a conclusão sobre os resultados alcançados.
4.2.2 Resultados do Estudo Piloto #1
4.2.2.1 ClassiĄcação de Issues em múltiplas categorias
Os resultados a seguir apresentam a aplicação do experimento ŞValidação Um para
RestanteŤ, referentes à aplicação do algoritmo Naïve Bayes sobre os projetos avaliados.
Figura 2 Ű ŞValidação Um para RestanteŤ, acurácia medida para validação composta na
Tabela 2.
Pode-se observar na Figura 2 que o resultado médio de avaliação dos atributos classiĄ-
catórios do estudo piloto #1, os quais discriminaram os textos das issues nas classes bug,
improvement e refactoring, foi de aproximadamente 66% de acurácia. Também, pode-
se notar que as validações conĄguradas na Tabela 2 atingiram valores de acurácia no
intervalo de 61,84% a 68,75%.
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4.2.3 Resultados do Estudo Piloto #2
4.2.3.1 ClassiĄcação de Issues em Múltiplas categorias
Na Tabela 7, são listados os 20 atributos do classiĄcador ordenados pelo infogain, uma
medida da importância de cada atributo no processo classiĄcatório. Cada atributo em
uma coluna dessa tabela é apresentado separado por ŞvírgulaŤ em ordem crescente de
importância para o processo de classiĄcação, observando-se a tabela no sentido de cima
para baixo. A frequência desses atributos é o valor apresentado após os Şdois pontosŤ.
Pode ser observado que ter alta frequência não implica ter maior importância no processo
classiĄcatório, como é o caso do atributo fix que encontra-se na terceira posição, lendo
uma coluna no sentido de cima para baixo. Sua frequência nos projetos é superior a
frequência de atributos melhor ranqueados e de menores frequências como é o caso do
atributo improv que encontra-se na primeira posição.
Tabela 7 Ű Top 20 features nos sistemas, ordenadas por infogain.
Httpclient Jackrabbit Rhino Lucene Tomcat5
improv:92 improv:314 improv:24 improv:1180 improv:54
add:401 add:809 add:73 add:448 add:305
Ąx:886 Ąx:2033 Ąx:347 Ąx:4748 Ąx:1889
implem:282 implem:535 implem:85 implem:1801 implem:189
support:322 support:531 support:67 support:1368 support:190
make:583 make:878 make:105 make:5163 make:494
featur:102 featur:244 featur:47 featur:393 featur:105
implement:302 implement:887 implement:132 implement:1665 implement:173
reproduc:106 reproduc:179 reproduc:100 reproduc:371 reproduc:280
bug:503 bug:310 bug:373 bug:1886 bug:1486
id:107 id:368 id:34 id:1149 id:128
depend:135 depend:569 depend:26 depend:926 depend:84
option:198 option:274 option:27 option:922 option:298
onward:0 onward:1 onward:0 onward:5 onward:351
creat_attach:631 creat_attach:2 creat_attach:260 creat_attach:290 creat_attach:600
report:162 report:354 report:52 report:410 report;402
commit:468 commit:758 commit:170 commit:5541 commit:193
readi:31 readi:19 readi:3 readi:448 readi:21
separ:97 separ:239 separ:26 separ:1322 separ:86
move:212 move:447 move:19 move:1515 move:98
Na Figura 3 são apresentados os resultados de avaliação da acurácia do classiĄcador
para o experimento ŞValidação Um para RestanteŤ, obtidos em cada sistema através da
execução dos algoritmos escolhidos para a avaliação. Pode ser observado que o algoritmo
que obteve o melhor desempenho para o classiĄcador foi o Max Ent com acurácia média
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de 59%. Uma possível justiĄcativa para tal fato encontra-se na Seção 4.3. O algoritmo
que obteve a pior medida de desempenho foi o Winnow, com acurácia média de 35%.
Figura 3 Ű ŞValidação Um para RestanteŤ, acurácia medida para validação composta na
Tabela 2.
Na Figura 4, são apresentados os resultados de avaliação da acurácia do classiĄcador
para o experimento ŞValidação dos Projetos SeparadosŤ, obtidos em cada sistema, por
meio da execução dos algoritmos escolhidos para a avaliação. Pode ser observado que
o algoritmo que obteve o melhor desempenho para o classiĄcador foi o Max Ent, com
acurácia média de 79%. O algoritmo com pior medida de desempenho foi o Winnow com
acurácia média 69%.
Figura 4 Ű ŞValidação dos Projetos SeparadosŤ, acurácia medida para validação composta
na Tabela 4.
Na Figura 5, são apresentados os valores percentuais obtidos da medida F1 conside-
rando as classe bug, rfe e improvement, aferidos utilizando-se o algoritmo Max Ent no
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experimento #2, sobre o projeto Tomcat 5. Os resultados foram produzidos com o apoio
da ferramenta Mallet. Pode ser observado que a classe improvement obteve valor 100%,
seguida pela classe bug com 94% e em último lugar a classe rfe com 28%.
Figura 5 Ű Predição por classe aferida pelo algoritmoMaxEnt na ŞValidação dos Projetos
SeparadosŤ.
Na Figura 6, são apresentados os valores percentuais obtidos da medida F1 consi-
derando as classe bug, rfe e improvement, aferidos utilizando-se o algoritmo Balanced
Winnow no experimento #2, sobre o projeto Tomcat 5. Os resultados de F1 para as
classes improvement e bug foram os mesmos atingidos pelo algoritmo Max Ent, 100% e
94% respectivamente. Para a classe rfe foi medido o valor 31%.
Figura 6 Ű Predição por classe aferida pelo algoritmo Balanced Winnow na ŞValidação
dos Projetos SeparadosŤ.
Na Figura 7, são apresentados os resultados de avaliação da acurácia do classiĄcador
para o experimento ŞValidação Todos para TodosŤ, por meio da execução dos algoritmos
4.2. Análise dos Resultados 59
escolhidos para a avaliação. Pode ser observado o algoritmo o qual obteve o melhor
desempenho para o classiĄcador, Max Ent, com acurácia média 75%. O algoritmo com
pior medida de desempenho foi o Winnow com acurácia média 63%.
Figura 7 Ű ŞValidação Todos para TodosŤ, acurácia medida para validação composta na
Tabela 6.
Na Figura 8, são apresentados os valores percentuais obtidos da medida F1 conside-
rando as classe bug, rfe e improvement, aferidos utilizando-se o algoritmoMaxEnt durante
execução do experimento #3. Para a classe bug foi obtido o valor 83,79%, seguida pela
classe improvement com 67,15% e por último a classe rfe 28%.
Figura 8 Ű Predição por classe aferida pelo algoritmo MaxEnt na ŞValidação Todos para
TodosŤ.
Na Figura 9, são apresentados os valores percentuais obtidos da medida F1 consi-
derando as classe bug, rfe e improvement, aferidos utilizando-se o algoritmo Balanced
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Winnow no experimento #3. Para a classe bug foi obtido o valor 80%, seguida pela classe
improvement com 62% e, por último, a classe rfe com F1 17%.
Figura 9 Ű Predição por classe aferida pelo algoritmo Balanced Winnow na ŞValidação
Todos para TodosŤ.
Na Figura 10, são apresentados os resultados de predição obtidos pelo algoritmo Max
Ent no experimento #3, com podas de atributos. Pode ser notado que, para um conjunto
mínimo de 10 atributos ranqueados por infogain, a acurácia medida foi aproximadamente
67%. Para a avaliação com 900 atributos, a acurácia alcançada foi de 72%. Para a
quantidade máxima de atributos do classiĄcador, 786.688 atributos, a medida de acurácia
atinge o pico 75%.
Figura 10 Ű Acurácia aferida pelo algoritmo MaxEnt em análise da ŞValidação Todos
para TodosŤ com podas dos atributos.
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4.2.3.2 ClassiĄcação de Issues em bugs e Others
Os resultados apresentados a seguir reĆetem a avaliação do classiĄcador no estudo
piloto #2. Nesse estudo, foi produzido o classiĄcador em seu estado Ąnal. Para ele, foi
utilizada a ferramenta de apoio Mallet, apenas.
Na Figura 11, são apresentados os resultados de avaliação da acurácia do classiĄcador
para o experimento ŞValidação Um para RestanteŤ, obtidos em cada sistema. Pode ser
observado que o algoritmo com o melhor desempenho para o classiĄcador foi o Max Ent
com acurácia média de 66%. O algoritmo com pior medida de desempenho foi o Winnow
com acurácia média de 52%.
Figura 11 Ű ŞValidação Um para RestanteŤ, acurácia medida para validação composta
na Tabela 2.
Na Figura 12, são apresentados os resultados de avaliação da acurácia do classiĄcador
para o experimento ŞValidação dos Projetos SeparadosŤ, obtidos em cada sistema, por
meio da execução dos algoritmos escolhidos para a avaliação. Pode ser observado que
o algoritmo com o melhor desempenho para o classiĄcador foi o Max Ent com acurácia
média de 81%. O algoritmo com pior medida de desempenho foi o Winnow com acurácia
média 68%.
Na Figura 13, são mostrados os resultados de avaliação da acurácia do classiĄcador
para o experimento ŞValidação Todos para TodosŤ, por meio da execução dos algoritmos
escolhidos para a avaliação. Pode ser observado que o algoritmo que obteve o melhor
desempenho para o classiĄcador foi o Max Ent com acurácia média de 80%. O algoritmo
com pior medida de desempenho foi o Decision Tree com acurácia média de 66%.
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Figura 12 Ű ŞValidação dos Projetos SeparadosŤ, acurácia medida para validação com-
posta na Tabela 4.
Figura 13 Ű ŞValidação Todos para TodosŤ, acurácia medida para validação composta na
Tabela 6.
4.3 Conclusão
Analisando os resultados da Seção 4.2, observa-se que o estudo experimental utilizando
o toolkit Weka alcançou resultado de desempenho para o algoritmo Naïve Bayes com a
média aproximada de 66%. Conclui-se que pode signiĄcar bom resultado utilizando o
Weka com o conjunto de atributos do estudo piloto #1, em comparação com a acurácia
atingida pelos desenvolvedores apresentada no Seção 4.1, com valor 57,4%.
Os resultados apresentados com a utilização do toolkit Mallet no estudo experimental
principal desta pesquisa (Subseção 3.1.2), que produziu o classiĄcador de issues em seu
estado Ąnal, mostraram que, nos experimentos, o algoritmo que atingiu a melhor acurácia
foi o MaxEnt.
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O algoritmo Max Ent possui como mecanismo de funcionamento a procura por uma
distribuição que maximiza a entropia entre as features do modelo. Esse algoritmo busca
estabelecer uma distribuição mais uniforme possível. Para isto utiliza constraints (res-
trições) aplicadas a função exponencial de ajuste dos pesos. Essa função, possui regras
de otimização que são potencializadas em determinados cenários, como o desse estudo
em que são analisados documentos de texto. As regras estão ligadas ao fato dele não
assumir hipótese de independência entre features. No cenário de classiĄcação de texto,
considerando-se as features sendo as palavras-chave que discriminam os tipos de issues,
observa-se a existência de graú de dependência entre elas. Ainda favorecendo ao graú
de dependência entre as features, os textos analisados pertencem ao mesmo domínio, de
issues. Por existir graú de dependência entre as features sugestivamente alto (garantido
em documentos de texto), permitindo alcance de otimização potencializada do algoritmo
Max Ent, entende-se que por isso ele obteve destaque em relação aos demais, durante as
aferições de acurácia do classiĄcador.
Durante a classiĄcação das issues em múltiplas categorias esse algoritmo obteve 79%
de acurácia para o experimento #2. Isso signiĄca ótimo resultado em comparação aos
57,4% de acurácia dos desenvolvedores, houve aumento de 21.6% na acurácia . A partir
desse resultado, conclui-se que a classiĄcação das issues nos issue trackers systems pode
ser melhorada utilizando a classiĄcação automática.
Os algoritmos da famíliaWinnow, neste estudo representados peloWinnow e Balanced
Winnow, possuem uma função linear para o ajuste dos pesos que representa a frequência
das features nos documentos analisados. São algoritmos dirigidos a erros (mistake dri-
ven), o que signiĄca dizer que necessitam da ocorrência de boa quantidade de erros para
completar seu mecanismo de aprendizado, uma vez que a função de ajuste da predição é
sensibilizada quando ocorrem erros durante o treinamento do classiĄcador.
O algoritmo Winnow possui apenas um vetor de pesos associado as features. Esses
pesos podem ser valores negativos, quando a função preditiva contabiliza a ausência da
feature em um documento analisado, ou valores positivos, quando contabiliza a presença
da feature.
O algoritmo Balanced Winnow possui otimização representada pela utilização de dois
vetores de pesos, o positivo e o negativo. Durante sua execução a função preditiva computa
a diferença entre os valores de pesos armazenados nestes dois vetores. Esse ajuste o torna
mais robusto em relação aoWinnow, em situações onde o dataset possui tamanho elevado,
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como é o caso do dataset desse estudo. Devido a essa otimização entende-se que esse
algoritmo superou o Winnow durante as aferições de acurácia do classiĄcador.
A classiĄcação em duas categorias mostrou que o algoritmo MaxEnt obteve a melhor
medida de desempenho atingindo o maior valor de 80.85%. O estudo apresentado em
[Herzig, Just e Zeller 2013] revelou que em média 39% das issues classiĄcadas pelos
desenvolvedores como bug não o são. Logo a acurácia dos desenvolvedores é de 61%.
Comparando este resultado com aquele apresentado no estudo classiĄcatório de issues em
duas categorias, observamos o aumento de 19.85% da acurácia obtida pelo classiĄcador
automático em relação a classiĄcação realizada pelos desenvolvedores. Esse resultado
mostra que pode-se obter alta acurácia utilizando a classiĄcação automática das issues
para distingui-las entre bugs e others.
Uma importante conclusão sobre os resultados apresentados pode ser feita com a ob-
servação da variedade de projetos avaliados, de um total de cinco projetos, em diferentes
issues trackers systems, num total de dois. Os bons resultados apresentados para o clas-
siĄcador concebido, emparelhados com as validações (cross validation), sugerem que o
classiĄcador desse estudo pode ser utilizado com alta acurácia em outros projetos de
software para a classiĄcação automática de issues.
De modo geral, conclui-se que a classiĄcação automática de issues nos issue trackers
systems pode ser realizada por meio de classiĄcadores automáticos como o apresentado
neste estudo. Dessa forma as issues podem ser endereçadas aos seus solucionadores por
meio de sistemas de encaminhamento automático, com melhor qualidade de classiĄcação
do que aquela apresentada pelos desenvolvedores que as propõem. Isto contribuirá para
o aumento da eĄciência do tratamento das issues e diminuição do retrabalho das equipes





Os estudos realizados nesta pesquisa obtiveram como principal resultado a possibili-
dade de utilização de classiĄcação automática de issues nos repositórios de manutenção
de software. O estudo de classiĄcação realizado com mensagens de texto das issues,
obtidas dos issue trackers Jira e Bugzilla, apresentou resultados de acurácia superiores
aos resultados dos seus propositores (desenvolvedores de software). Assim, os sistemas
de encaminhamento automático de issues podem utilizar este estudo para obter melhor
distribuição das issues às equipes solucionadoras. Dessa maneira, pode-se economizar
o retrabalho das equipes de desenvolvimento de software das corporações e diminuir o
tempo de encontrar a solução das tarefas de manutenção de software.
Um outro resultado que se destaca é a possibilidade de classiĄcação automática das
issues com um elevado valor de predição, como foi apresentado nos experimentos deste
trabalho. O experimento ŤValidação dos projetos separadosŤ apresentado na Subseção
4.1.2 obteve acurácia média de 79% como apresentado na Figura 4, para o estudo de
classiĄcação em múltiplas categorias. O mesmo experimento apresentou acurácia média
de 81%, para o estudo de classiĄcação em duas categorias, como apresentado na Figura 12.
Outro resultado importante é a possibilidade de classiĄcação das issues quando o
código fonte dos sistemas de software não estiver disponível.
Também, sugere-se que o classiĄcador concebido nesta pesquisa possa ser utilizado
em estudos empíricos para separar automaticamente, com maior acurácia, os diferentes
tipos de issues e desta forma contribuir para a realização de análises sobre a qualidade e
evolução dos sistemas, através da mineração de repositórios de software.
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5.2 Limitações da Pesquisa
Esta pesquisa pode ser reproduzida em repositórios de software que possuem integra-
ção com issues trackers, como é o caso do GitHub, ou em sistemas issue trackers que
constituem um repositório de manutenção de software para projetos variados, por exem-
plo, os issue trackers Jira e Bugzilla. Tratam-se de repositórios open source. A falta da
avaliação de projetos em repositórios particulares pode representar uma ameaça ao classi-
Ącador desta pesquisa em relação a sua diversidade de aplicação, uma vez que os critérios
de documentação das issues nos repositórios particulares não foram representados neste
estudo.
Este estudo foi baseado na inspeção humana das issues por especialistas do trabalho
da principal referência [Herzig, Just e Zeller 2013]. Dessa forma, o classiĄcador produzido
reproduz os critérios de classiĄcação desses especialistas, que podem divergir dos critérios
de outros especialistas. Logo, a classiĄcação de issues por meio deste classiĄcador, ainda
que acurada pode ser refutada em algum momento, por outros especialistas.
Foi apresentado neste estudo, que o objeto de análise do classiĄcador automático
de issues desta pesquisa é a sua documentação. Dessa maneira, é necessário que os
replicadores deste estudo utilizem um dataset contendo as informações de issues bem
documentadas. As descrições e os comentários delas devem reĆetir com qualidade, o
conteúdo da abordagem da solução. Caso as issues sejam mal descritas e comentadas,
a aplicação do classiĄcador deste estudo será prejudicada com resultados de classiĄcação
ruins.
5.3 DiĄculdades Encontradas
Durante a coleta dos dados desta pesquisa, foi realizada a tentativa de formação de um
dataset fornecido por meio do consumo de serviços da API disponibilizada pelo repositório
de software GitHub. Porém, esse repositório limitou a quantidade de dados que podiam
ser coletados por minutos, somada a limitação de quantidade total diária de downloads
de informações. Esse fato inviabilizou a constituição deste dataset, considerando o tempo
que havia disponível para a realização dos estudos dessa pesquisa. Uma outra diĄculdade
encontrada a qual pode ser destacada foi que as classes consideradas pelos especialistas
do trabalho da referência principal sofreram adaptações, por exemplo, algumas classes
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com poucos registros de classiĄcação realizada pelos desenvolvedores, foram agregadas
em uma única classe denominada others. Diante disso, durante a etapa de importação
dos dados, foi necessário mitigar o reĆexo dessa adaptação na Ąltragem das issues uti-
lizadas no trainning set. Outro exemplo de adaptação realizada pelos especialistas foi
a desconsideração da classe refarctoring durante a experiência de classiĄcação humana,
pelo fato de um dos issues trackers não fornecer a possibilidade de classiĄcação das issues
pelos propositores, para essa classe. Portanto, a partir da Subseção 3.1.2, essa classe foi
substituída pela classe rfe ou request for enhancement.
5.4 Trabalhos Futuros
Para a realização de trabalhos futuros, deseja-se mesclar informações de issues de re-
positórios particulares com informações de issues de repositórios open source ou públicos,
para garantir maior diversidade de cenários de aplicação do estudo de classiĄcação.
Durante a etapa transformation descrita na Seção 2.1, correspondente a Ąltragem dos
dados, foi aplicado stemming. Futuramente pode-se aplicar lematização para observar
o comportamento do classiĄcador para este tipo de Ąltragem dos dados, uma vez que a
aplicação destas técnicas produz diferentes features. Por sua vez, essa diferença afeta os
resultados do experimento dos estudos classiĄcatórios.
A avaliação do classiĄcador foi realizada com conĄguração semelhante ao número de
divisões da cross validation 5-fold tradicional, no experimento #1, e com a conĄguração
cross validation 10-fold nos experimentos #2 e #3. Para estudos futuros sugere-se que
sejam testados outros número de folds durante a realização da cross validation.
Com o objetivo de observar o comportamento do classiĄcador desta pesquisa sendo
aplicado a issues não rotuladas, almeja-se realizar um estudo de aplicação neste tipo de
issue. Dessa forma, poderá ser observado o seu desempenho em um estudo de caso de
issue trackers systems ou repositórios de software com integração a issue trackers systems
que não disponham a classiĄcação das issues aos seus propositores ou, até mesmo, em
repositórios e issue trackers que disponham essa classiĄcação, mas que o estudo de caso
a desconsidere.
Para outro estudo futuro, deseja-se testar o classiĄcador desta pesquisa em um dataset
constituído por commits de repositórios de software, para ser observada sua capacidade
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