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FOR SECONDARY INDEX INVARIANTS
RUDOLF ZEIDLER
Abstract. We introduce partial secondary invariants associated to complete
Riemannian metrics which have uniformly positive scalar curvature outside a
prescribed subset on a spin manifold. These can be used to distinguish such
Riemannian metrics up to concordance relative to the prescribed subset. We
exhibit a general external product formula for partial secondary invariants,
from which we deduce product formulas for the higher ρ-invariant of a metric
with uniformly positive scalar curvature as well as for the higher relative index
of two metrics with uniformly positive scalar curvature.
Our methods yield a new conceptual proof of the secondary partitioned
manifold index theorem and a refined version of the delocalized APS-index
theorem of Piazza–Schick for the spinor Dirac operator in all dimensions.
We establish a partitioned manifold index theorem for the higher relative
index. We also show that secondary invariants are stable with respect to direct
products with aspherical manifolds that have fundamental groups of finite
asymptotic dimension. Moreover, we construct examples of complete metrics
with uniformly positive scalar curvature on non-compact spin manifolds which
can be distinguished up to concordance relative to subsets which are coarsely
negligible in a certain sense.
A technical novelty in this paper is that we use Yu’s localization algebras
in combination with the description of K-theory for graded C∗-algebras due to
Trout. This formalism allows direct definitions of all the invariants we consider
in terms of the functional calculus of the Dirac operator and enables us to give
concise proofs of the product formulas.
1. Introduction
Let X be an n-dimensional complete spin manifold equipped with a Riemannian
metric g of uniformly positive scalar curvature (henceforth abbreviated by “upsc”).
Moreover, let Γ be a countable discrete group that acts on X freely and properly
by spin structure preserving isometries. The (equivariant) coarse assembly map
of Higson and Roe µ : KΓ∗ (X)→ K∗(C∗(X)Γ), from (equivariant locally finite) K-
homology of X into the K-theory of the equivariant Roe algebra, fits into a long
exact sequence
· · · → Kn+1(C∗(X)Γ) ∂→ SΓn(X)→ KΓn(X) µ→ Kn(C∗(X)Γ)→ · · · ,
where SΓn(X) is the analytic structure group (which can also be realized as the
K-theory of a certain C∗-algebra). The spinor Dirac operator /D on X can be used
to construct the K-homological fundamental class [ /D] ∈ KΓn(X), and IndΓ( /D) =
µ
(
[ /D]
) ∈ Kn(C∗(X)Γ) is the (equivariant) coarse index of /D. It is a well-known
consequence of the Schrödinger–Lichnerowicz formula /D2 = ∇∗∇+ scalg4 that upsc
implies vanishing of the index. This statement can be refined by constructing a
secondary invariant ρΓ(g) ∈ SΓn(X), called the higher ρ-invariant of the metric g,
which is a lift of [ /D] ∈ KΓn(X) to the structure group. The ρ-invariant can be viewed
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as a K-theoretic embodiment of the geometric reason for the vanishing of the index
given by upsc. The ρ-invariant can be used to distinguish psc metrics up to bordism,
see [PS14, Corollary 1.16]. Moreover, if g0 and g1 are two Γ-invariant metrics of
upsc which are in the same uniform equivalence class,1 then there is a relative index
IndΓrel(g0, g1) ∈ Kn+1(C∗(X)Γ) such that ∂(IndΓrel(g0, g1)) = ρΓ(g0) − ρΓ(g1). The
relative index is zero if the two positive scalar curvature metrics are concordant.
These secondary invariants have been the focus of intensive study in the recent
past, see for instance [HR10; Sie12a; XY14a; PS14; WY13; XY14b; XY13]. However,
in standard applications, one takes X := M˜ to be the universal covering of a
closed spin manifold M and Γ = pi1(M). One thereby obtains higher secondary
invariants associated to psc metrics on M by lifting them to X. For instance,
Weinberger–Yu [WY13] and Xie–Yu [XY13] apply this approach to distinguish psc
metrics which are constructed using torsion elements of different orders in pi1(M).
The Γ-action on X = M˜ is cocompact and thus there is a canonical isomorphism
K∗(C∗(X)Γ) = K∗(C∗r Γ). In contrast, we wish to emphasize that secondary index
theory for positive scalar curvature also applies in non-(co)compact situations
and indeed leads to interesting applications there. Thus we always work in the
setup of coarse index theory and define all the invariants for the general (possibly
non-cocompact) case.
One central motivation for this paper is to give conceptual proofs in all dimensions
of the secondary partitioned manifold index theorem and the “delocalized APS-index
theorem” of Piazza–Schick [PS14]. Originally these results have been established
only in the even-dimensional case but Xie–Yu [XY14b] reproved the delocalized
APS-index theorem in all dimensions. The main ingredient will be a variant of the
product formula,
(1.1) ρΓ1(g1) [ /DX2 ] = ρΓ1×Γ2(g1 ⊕ g2),
where Xi is a spin manifold with Riemannian metric gi endowed with a free and
proper isometric Γi-action, i = 1, 2, such that both g1 on X1 as well as g1 ⊕ g2 on
X1 ×X2 have upsc. Here “” denotes a suitable external product,
SΓ1n (X1)⊗KΓ2m (X2) → SΓ1×Γ2n+m (X1 ×X2).
Another ingredient is the compatibility of the above product with Mayer–Vietoris
boundary maps (see Section 5).
In addition, we establish a product formula for the relative index,
(1.2) IndΓ1×Γ2rel (g1,0 ⊕ g2, g1,1 ⊕ g2) = IndΓ1rel(g1,0, g1,1) IndΓ2( /D2),
where g1,i for i = 0, 1 are two Γ-invariant metrics of uniform psc on X1 in the same
uniform equivalence class such that g1,i ⊕ g2 have upsc on X1 ×X2.
A product formula as in (1.1) was established in the thesis of Siegel [Sie12a],
where a construction of the structure group in terms of a customized notion of
Kasparov cycles is used. However, in Siegel’s construction the compatibility between
the exterior product and the Mayer–Vietoris boundary map appears to be not
straightforward. Recently, this approach has also been studied by Zenobi [Zen14]
with a focus on the signature operator and secondary invariants associated to
homotopy equivalences. Moreover, the product formula can be implemented using
the geometric picture of the structure group due to Deeley–Goffeng [DG13]. Another
discussion of (1.1) can be found implicitly in the work of Xie–Yu [XY14b, pp. 838–
839] using Yu’s localization algebras. In the present paper, we introduce a variant
of the latter approach which entails technical simplifications in the proof of the
product formula.
1This condition is automatically satisfied if the action is cocompact.
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The localization algebra C∗L(X) has been introduced by Yu to provide an al-
ternative model for K-homology and study the coarse assembly map [Yu97]. The
Γ-equivariant localization algebra C∗L(X)Γ is the C∗-algebra generated by uniformly
continuous 1-parameter families (Lt)t∈[1,∞) of operators Lt, each of which lies in the
Γ-equivariant Roe algebra C∗(X)Γ, such that the propagation of Lt tends to zero as
t→∞. There is a surjective evaluation homomorphism ev1 : C∗L(X)Γ → C∗(X)Γ.
The main feature is that there exists an isomorphism IndΓL : KΓ∗ (X)
∼=→ K∗(C∗L(X)Γ),
called the “local index map”, such that the Γ-equivariant coarse assembly map
factors as µ = (ev1)∗ ◦ IndΓL. We will refer to the image of [ /D] under the local index
map as the local index class IndΓL( /D) of the Dirac operator. Moreover, there is an
exact sequence
0→ C∗L,0(X)Γ → C∗L(X)Γ → C∗(X)Γ → 0,
where C∗L,0(X)Γ is the kernel of ev1, and the K-theory group K∗(C∗L,0(X)Γ) is a
suitable model for the structure group SΓ∗ (X). The long exact sequence in K-theory
associated to this short exact sequence yields the desired (equivariant) Higson–Roe
sequence after identifying K-homology with the K-theory of C∗L(X)Γ via the local
index map.
The main technical novelty of this paper is that we combine Yu’s localization
algebras with the description of K-theory for graded C∗-algebras due to Trout [Tro00].
That is, we view the K0-group of a Z2-graded C∗-algebra A as the set of homotopy
classes of graded ∗-homomorphisms S → A⊗̂K, where S is equal to C0(R) but
graded into even and odd functions. This formalism allows almost tautological
definitions of the local index class as well as of the secondary invariant in terms
of the functional calculus of the Dirac operator (see Sections 4.1 to 4.4). In order
to treat all dimensions at once, we consider a Cln-linear variant of the localization
algebras (see Section 3) and consistently work with the Cln-linear (or n-multigraded)
Dirac operator /D. Thus, our approach generalizes to the setting of real K-theory.
Using this setup we give a concise and self-contained proof of the product formulas
(see Section 4.5). Here we greatly benefit from the fact that this description of
K-theory is well adapted to products in the context of index theory.
To compare our construction to previous approaches, in Appendix A we describe
our secondary invariants explicitly as ordinary complex K-theory classes in terms of
projections and unitaries. As a consequence, we observe that our construction of the
local index classes and ρ-invariants is essentially equivalent to Xie–Yu’s [XY14b].
Note that the relative index IndΓrel(g0, g1) of two upsc metrics on X can be defined
as an index associated to a metric on R×X which interpolates between g0 and g1
(but does not necessarily have upsc along the way), see Section 4.4. Therefore, to
deal with both (1.1) and (1.2) in a unified way, we are led to consider metrics which
have upsc outside a prescribed Γ-invariant subset Z ⊂ X. In this situation Roe has
shown that the coarse index can be “localized” to the subset Z, [Roe96; Roe15]. In
Section 4.2, we observe that this implies that the local index class lifts to a particular
element IndΓL,Z( /D
g) ∈ Kn(C∗L,Z(X)Γ), where C∗L,Z(X)Γ is the closure of all elements
L ∈ C∗L(X)Γ such that the operator ev1(L) is supported in an R-neighborhood of
the subset Z for some R > 0. We view the class IndΓL,Z( /D
g) as a partial secondary
invariant associated to the fact that the underlying metric has partially upsc.
Although our initial motivation was to deal with the relative index, we wish to
point out that these partial secondary invariants are of intrinsic interest in the study
of certain positive scalar curvature phenomena on non-compact manifolds. Recall
that the “localized coarse index” of Roe [Roe15] gives obstructions against partial
uniform positive scalar curvature. Our partial secondary invariants can be viewed as
a secondary analogue of this, that is, they can be used to obtain obstructions against
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“partial concordance” of upsc metrics. Indeed, the class IndΓL,Z( /D
g) depends on g
only up to “concordance relative to Z” (see Definition 4.7 and Proposition 4.10).
Main results. A significant part of this paper is devoted to developing a theory of
partial secondary invariants. As a central principle, we have the following external
product formula.
Theorem 4.14. Let X = X1 × X2 be a product of two complete spin manifolds
and suppose that Xi is endowed with a free and proper Γi-action (i = 1, 2). Suppose
that the metric g1 on X1 has upsc outside a closed Γ1-invariant subset Z1 ⊂ X1,
and g = g1 ⊕ g2 has upsc outside Z = Z1 ×X2 ⊂ X1 ×X2. Then,
(4.2) IndΓ1×Γ2L,Z ( /D
g
X) = IndΓ1L,Z1( /D
g1
X1) Ind
Γ2
L ( /DX2).
Here we use an external product,
Kn1
(
C∗L,Z1(X1)
Γ1
)⊗Kn2 (C∗L(X2)Γ2) → Kn1+n2 (C∗L,Z1×X2(X1 ×X2)Γ1×Γ2) ,
that we construct in Section 3.3.
From this theorem we deduce (1.1) and (1.2) as well as the classical product
formula for the fundamental classes (that is, in our setup, local index classes),
see Corollaries 4.15 and 4.18. For example, setting Z = ∅ and taking ρΓ(g) to be
IndΓL,∅( /D
g), we obtain precisely (1.1).
It is crucial for applications that the external product is compatible with (Mayer–
Vietoris) boundary maps. In our construction this is the case because the external
product we use is induced by the external product in K-theory, where compatibility
with boundary maps can be checked abstractly. Together with the product formula
we obtain a partitioned manifold index theorem for partial secondary invariants as
follows:
Let W be a spin manifold endowed with a free and proper Γ-action and a Γ-
invariant Riemannian metric h. Suppose that X ⊂ W is a closed submanifold of
codimension one such that W \X has two connected components, each of which
is Γ-invariant individually, and the metric h has a product structure on a tubular
neighborhood of X. In this situation, we say that (W,h) is partitioned by (X, g),
where g denotes the restriction of h to X. Furthermore, if Z ⊆ W is a closed
Γ-invariant subset that satisfies a certain technical condition (see Definition 5.12),
then we have the following result:
Theorem 5.15. Let (W,h) be a complete Riemannian spin manifold endowed with
a free and proper Γ-action and suppose that it is partitioned by (X, g). Let Z ⊆W
be a closed Γ-invariant subset that is admissible with respect to W+ and suppose
that h has upsc outside Z. Then the Mayer–Vietoris boundary map
∂MV : Kn+1(C∗L,Z(W )Γ)→ Kn(C∗L,Z∩X(X)Γ)
associated to the cover W = W+ ∪W− satisfies
∂MV
(
IndΓL,Z( /D
h
W )
)
= IndΓL,Z∩X( /D
g
X).
Specializing to the case where Z = ∅ and X is Γ-cocompact, we obtain a new
proof of the secondary partitioned manifold index theorem of Piazza–Schick [PS14,
Theorem 1.22] for all dimensions. We also deduce a partitioned manifold index
theorem for the relative index of two upsc metrics (see Corollary 5.16).
Moreover, it turns out that the delocalized APS-index theorem of Piazza–Schick is
itself a consequence of the partitioned manifold index theorem for partial secondary
invariants. Indeed, consider a spin manifold W with boundary ∂W = X endowed
with a complete Riemannian metric h and a proper and free isometric action of Γ.
Suppose that h is a product metric g ⊕ dt2 on a collar neighborhood of X. We also
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assume that the inclusion X ↪→W is a coarse equivalence.2 This implies that the
index IndΓ( /DX) vanishes (this is a variant of coarse bordism invariance, see [Wul12]).
More precisely, we construct a “ρ-invariant of the null-bordism W ” which we denote
by ρΓ(W ) ∈ Kn(C∗L,0(X)Γ) and which lifts the local index class, see Definition 6.3.
In addition, if the metric g on X has upsc, then we can also construct a certain
relative index IndΓW ( /DW ) ∈ K∗(C∗(X)Γ) ∼= K∗(C∗(W )Γ), compare [PS14]. If we
attach a cylindrical end X × [0,∞) to W , we may apply the partitioned manifold
index theorem for partial secondary invariants to the resulting manifold. Together
with some additional formal arguments this yields:
Theorem 6.5. In the above setup, suppose that the metric gX has upsc on X = ∂W .
Then
∂(IndΓW ( /DW )) = ρΓ(gX)− ρΓ(W ) ∈ Kn(C∗L,0(X)Γ),
where ∂ : K∗+1(C∗(X)Γ)→ K∗(C∗L,0(X)Γ) is the boundary map in the Higson–Roe
exact sequence of X.
This theorem is a refined version of [PS14, Theorem 1.14] (respectively [XY14b,
Theorem 4.1]) because we have an equality in K∗(C∗L,0(X)Γ) instead of merely in
K∗(C∗L,0(W )Γ). In fact, the correction term ρΓ(W ) vanishes after pushing it forward
to K∗(C∗L,0(W )Γ) and thus it recovers the original result of Piazza–Schick.
We now turn to geometric consequences of our methods. The main application
of (partial) secondary invariants for positive scalar curvature is to distinguish upsc
metrics up to bordism or concordance. Product formulas allow to extend these
applications simply by taking direct products with certain manifolds. Before stating
the first corollary, we recall a geometric concept due to Gromov.
A complete Riemannian manifold Y is called hypereuclidean if it admits a proper
Lipschitz map Y → Rq of degree 1 into some Euclidean space Rq (if this is the case,
then q = dimY ). Furthermore, we say that Y is stably hypereuclidean if Y × Rk is
hypereuclidean for some k > 0.
Corollary 5.8. Let X be a proper metric space endowed with a proper and free
Γ-action, Z ⊂ X a closed Γ-invariant subset. Suppose that Y is a q-dimensional
complete spin manifold that is stably hypereuclidean and endowed with a proper and
free Λ-action. Then the map
K∗(C∗L,Z(X)Γ)→ K∗+q(C∗L,Z×Y (X × Y )Γ×Λ), x 7→ x IndΛL( /DY ),
is split-injective.
In particular, if we suppose that X is a spin manifold endowed with two complete
Γ-invariant metrics g0 and g1 which are in the same uniform equivalence class and
have upsc outside Z with IndΓL,Z( /D
g0
X ) 6= IndΓL,Z( /Dg1X ), then also IndΓ×ΛL,Z×Y( /D
g0⊕gY
X×Y ) 6=
IndΓ×ΛL,Z×Y( /D
g1⊕gY
X×Y ) provided that gi ⊕ gY for i = 0, 1 have upsc outside Z × Y .
In particular, with Z = ∅, this yields a stability result for ρ-invariants concerning
products with (stably) hypereuclidean manifolds.
If M is a closed n-dimensional spin manifold together with a reference map
u : M → BΓ (for instance, take Γ = pi1(M) and u to be the map classifying the
universal covering), then one can define a higher ρ-invariant ρu(g) ∈ SΓn for each psc
metric g on M , where SΓ∗ is the universal structure group associated to Γ, see [PS14]
and Definition 6.7. By a result of Dranishnikov [Dra06, Theorem 3.5], the universal
covering of an aspherical manifold is stably hypereuclidean if the fundamental group
has finite asymptotic dimension. Combining this with our corollary above, we obtain
the following stability result for higher ρ-invariants on closed manifolds:
2This is automatically satisfied for instance if W is a Γ-covering of a null-bordism of some
closed manifold.
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Corollary 6.10. Let Mi be closed spin, ui : Mi → BΓ and gi a psc metric on
Mi, i = 0, 1, such that ρu0(g0) 6= ρu1(g1). Let N be a closed aspherical spin
manifold such that Λ = pi1(N) has finite asymptotic dimension. Let gN be a
Riemannian metric such that gi ⊕ gN has psc on Mi × N for i = 0, 1. Then
ρu0×idN (g0 ⊕ gN ) 6= ρu1×idN (g1 ⊕ gN ).
In particular, this implies that (M0 ×N, u0 × idN , g0 ⊕ gN ) and (M1 ×N, u1 ×
idN , g1 ⊕ gN ) are not bordant as psc manifolds with reference map (see Section 6
for a more detailed discussion).
However, Corollary 6.10 would be false if we allowed N to admit psc (this is
excluded in a strong sense since N is assumed to be aspherical and finite asymptotic
dimension implies the analytic Novikov conjecture for Λ). Indeed, it is a simple
geometric fact that any two psc metrics hi on M × N that can be written as a
product hi = gM,i ⊕ gN,i are concordant if M and N both admit psc individually.
Thus, if M and N both admit psc and we have ρv(h0) 6= ρv(h1) on M × N for
some v : M ×N → BΓ, then h0 or h1 is not concordant to a metric of product form
(see Proposition 6.13).
Our methods also allow to produce examples of complete upsc metrics on non-
compact manifolds which are distinguished by certain partial secondary invariants.
As input for the constructions we will use psc metrics on closed spin manifolds which
are distinguished by the higher ρ-invariant (for instance from [WY13; XY13]). For
instance, we have a corollary of our partitioned manifold index theorem which can
be viewed as a secondary analogue of [Roe15, Proposition 3.2].
Corollary 6.14. Let M be a closed spin manifold together with a map u : M → BΓ
and two psc metrics g0 and g1 such that ρu(g0) 6= ρu(g1). Let W be a spin manifold
with two complete upsc metrics h0, h1 in the same uniform equivalence class such
that (W,hi) is partitioned by (M, gi), i = 0, 1. Suppose furthermore that u extends
to a map W → BΓ. Then h0 and h1 are not concordant relative to W− (or W+),
where W± are the connected components of W \M .
We can draw similar consequences from Corollary 5.8. We say that a subset
Z ⊆ X is coarsely negligible in X if the inclusion map coarsely factors through a
flasque space (see Definition 6.15). Examples of coarsely negligible subsets include
compact subsets of complete Riemannian manifolds and half spaces in Euclidean
spaces.
Theorem 6.19. Let M be a closed spin manifold together with a map u : M → BΓ
and two psc metrics g0 and g1. Moreover, let Y be a spin manifold with a complete
Riemannian metric gY and Z ⊆ Y some subset. Suppose that,
(i) ρu(g0) 6= ρu(g1),
(ii) gi ⊕ gY have upsc on M × Y for i = 0, 1,
(iii) (Y, gY ) is stably hypereuclidean,
(iv) Z is coarsely negligible in Y .
Then the metrics g0⊕gX and g1⊕gX are not concordant on M×Y relative to M×Z.
A simple example to which this theorem can be always applied is Y = Rq and
Z = [0,∞)× Rq−1.
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2. Prerequisites
2.1. Graded C∗-algebras and K-Theory. We use the approach to K-theory for
graded C∗-algebras due to Trout [Tro00] but we will mostly follow the exposition in
the lecture notes [HG04].
We work with Real C∗-algebras. The reader may “complexify” this section simply
by ignoring the Real structure. A Real C∗-algebra is a complex C∗-algebra A
together with an involutive conjugate-linear ∗-automorphism A→ A, a 7→ a¯. We
require ∗-homomorphisms ϕ : A→ B between Real C∗-algebras to preserve the Real
structure, that is, ϕ(a¯) = ϕ(a) for all a ∈ A.
A grading on a (Real) C∗-algebra A is a Real ∗-automorphism α : A→ A such
that α2 = id. A C∗-algebra together with a grading is called a graded C∗-algebra.
Alternatively, a grading may be viewed as a direct sum decomposition A = A(0)⊕A(1)
into selfadjoint subspaces such that A(i)A(j) ⊆ A(i+j), where A(i) is the (−1)i-
eigenspace of α, i ∈ Z2. All ∗-homomorphisms ϕ : A → B between graded C∗-
algebras will be assumed to preserve the grading in the sense that ϕ ◦ α = α ◦ ϕ.
Note that any C∗-algebra can be trivially graded by setting α = id.
The Real C∗-algebra of continuous functions on the real line which vanish at
infinity admits a grading defined by the reflection map f 7→ (x 7→ f(−x)). We will
denote this graded Real C∗-algebra by S.
Let H = H(0) ⊕H(1) be a fixed graded Real Hilbert space, where H(0) = H(1)
is countably infinite-dimensional. Let K denote the Real C∗-algebra of compact
operators on H, graded by the decomposition into diagonal and off-diagonal matrices.
Such a grading is known as a standard even grading.
Given two graded C∗-algebras A and B, we denote their maximal graded tensor
product by A⊗̂B. We will always use maximal tensor products unless specified
otherwise.
A central feature of this paper is the use of Clifford algebras. See [ABS64; LM89]
for general references. We use the following notation. The Clifford algebra Cln,m
is the Real C∗-algebra generated by real, odd generators {e1, . . . , en, ε1, . . . , εm}
subject to the relations eiej +ejei = −2δij , εkεl+εlεk = +2δkl, eiεk+εkei = 0, e∗i =
−ei, ε∗k = εk. As shorthands we denote Cln,0 by Cln and Cl0,n by Cl∗n. There is a
canonical isomorphism Cln,m⊗̂Cln′,m′ = Cln+n′,m+m′ . In cases where we do not
use the Real structure, we will denote the Clifford algebras by Cln. Moreover, Cln,n
is isomorphic to the matrix algebra M2n(C). Here “C” denotes the Real algebra C
endowed with the standard complex conjugation. For n > 0, the algebra Cln,n is
endowed with a standard even grading using an identification Cln,n ∼= M2n(C) =
M2(M2n−1(C)). In particular, we have an isomorphism Cln,n⊗̂K ∼= K for all n > 0.
Let A, B be graded Real C∗-algebras, then we denote by [A,B] the set of homotopy
classes of ∗-homomorphisms A → B (with respect to homotopies preserving the
given Real structure and grading). In other words, [A,B] = pi0(Hom(A,B)), where
Hom(A,B) denotes the space of ∗-homomorphisms A→ B endowed with the point-
norm topology. The homotopy class of a ∗-homomorphism ϕ : A → B will be
denoted by [ϕ].
Definition 2.1. Let A be a graded Real C∗-algebra. For n > 0, we define the group
K̂n(A) := pin(K(A)),
where K(A) := Hom(S, A⊗̂K) with the zero map as base-point.
If A is a trivially graded algebra, we use the symbol K∗(A) synonymously with
K̂∗(A). This is justified because for trivially graded algebras this agrees with ordinary
K-theory of C∗-algebras defined in terms of projections. Explicit isomorphisms in
the complex case are explained in Appendix A.1.
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One can verify that the n-fold loop space of K(A) is canonically homeomorphic to
K(ΣnA). Here ΣnA denotes the n-fold suspension of A, that is, ΣnA = C0(Rn)⊗̂A,
where C0(Rn) is endowed with the trivial grading. In particular, we have K̂n(A) =
pi0(K(ΣnA)) = K̂0(ΣnA) =
[S,ΣnA⊗̂K].
The direct sum induces a map K(A) × K(A) → K(A), taking a pair (φ, ψ) ∈
K(A) × K(A) to the composition S φ⊕ψ→ (A⊗̂K) ⊕ (A⊗̂K) = A⊗̂(K ⊕ K) ⊂ A⊗̂K,
where we use an embedding K ⊕ K ⊂ K coming from the diagonal embedding
K ⊕ K ⊂ M2(K) and an even unitary isomorphism H ⊕ H ∼= H. The choice of
such unitary does not matter up to homotopy. It can be shown that this defines a
commutative H-group structure on K(A), thereby turning K̂n(A) = pin(K(A)) into
an abelian group for all n > 0. By a general principle in homotopy theory, this
agrees with the homotopy group structure on pin for n > 1. It is possible to turn
K(A) into a spectrum so that its homotopy groups are precisely the K-theory groups
we have just defined, see [Del+11].
Remark 2.2. Any graded ∗-homomorphism ϕ : S → A defines an element [ϕ] :=
[ϕ⊗̂e11] ∈ K̂0(A), where e11 is an even rank 1 projection in K.
2.2. External Product. There is a comultiplication 4 : S → S⊗̂S, f 7→ f(x⊗̂1 +
1⊗̂x), given by the functional calculus of the unbounded multiplier x⊗̂1 + 1⊗̂x. The
comultiplication 4 is coassociative and counital (with counit η : S → C, η(f) =
f(0)).
On the generators {e−x2 , xe−x2} of S the comultiplication satisfies,
(2.1) 4(e−x2) = e−x2⊗̂e−x2 , 4(xe−x2) = xe−x2⊗̂e−x2 + e−x2⊗̂xe−x2 .
An alternative construction of 4 not depending on the theory of unbounded
multipliers is indicated in [HG04, Section 1.3].
Let ε > 0 and denote by S(−ε, ε) the graded ideal in S consisting of those functions
which vanish outside the interval (−ε, ε). It can be checked that the comultiplication
4 preserves S(−ε, ε) in the sense that 4 (S(−ε, ε)) ⊆ S(−ε, ε)⊗̂S(−ε, ε).
Before moving on to define the external product, we note the following elemen-
tary lemmas since they are essential to our discussion of secondary invariants in
Section 4.2.
Lemma 2.3. The inclusion maps S(−r, r) ↪→ S and S(−r, r)⊗̂S(−r, r) ↪→ S⊗̂S
are homotopy equivalences of graded C∗-algebras for all r > 0.
Lemma 2.4. Let ψ : S → S(−r, r) be a graded ∗-homomorphism that is a homotopy
inverse to the inclusion S(−r, r) ↪→ S. Then 4 ◦ ψ and ψ⊗̂ψ ◦ 4 are homotopic as
graded ∗-homomorphisms S → S(−r, r)⊗̂S(−r, r).
Definition 2.5 ([HG04, Section 1.7]). The external product K̂n(A)⊗ K̂m(B) ×→
K̂n+m(A⊗̂B) is induced by the map K(A)∧K(B)→ K(A⊗̂B), taking a pair (φ, ψ) ∈
K(A) × K(B) to the composition S 4→ S⊗̂S φ⊗̂ψ→ A⊗̂K⊗̂B⊗̂K ∼= A⊗̂B⊗̂(K⊗̂K) ∼=
A⊗̂B⊗̂K.
Here we implicitly use a fixed isomorphism K⊗̂K ∼= K coming from an even
unitary isomorphism H⊗̂H ∼= H. As in the case of the direct sum, the choice of
such an identification does not matter up to homotopy.
Remark 2.6. If x = [φ] ∈ K̂0(A) and y = [ψ] ∈ K̂0(B) are represented by homo-
morphisms φ : S → A and ψ : S → B as in Remark 2.2, then x× y is represented
by φ⊗̂ψ ◦ 4 : S → A⊗̂B (the rank 1 projections take care of themselves because
e11⊗̂e11 ∈ K⊗̂K ∼= K is again an even rank 1 projection).
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2.3. Bott periodicity. In this subsection, we briefly sketch a variant of the “Dirac–
dual-Dirac” approach to Bott periodicity using Clifford algebras. For more elabora-
tions and proofs we refer to [HG04, Section 1.10], [Dum05, Lemma 4.3].
The dual Dirac element or Bott element is the class bn ∈ K̂0
(C0(Rn)⊗̂Cl∗n)
defined by the graded ∗-homomorphism
βn : S → C0(Rn,Cl∗n), β(f) = (v 7→ f(v)) ,
where “f(v)” denotes the application of f on v ∈ Rn ⊆ Cl∗n via the functional
calculus in Cl∗n.
We will occasionally use asymptotic morphisms and ideas from E-theory. For
general references see [GHT00; HG04]. This first surfaces in the following, where
we use that an asymptotic morphism α : S⊗̂A 99K B induces a map on K-theory
α∗ : K̂∗(A)→ K̂∗(B), see [HG04, Remark 1.11]. There is an asymptotic morphism
α : S⊗̂C0(Rn) 99K K⊗̂Cln, called the Dirac element. Indeed, α is defined using the
Dirac operator /DRn =
∑n
i=1 ei · ∂∂xi on L2(Rn,Cln), αt(f⊗̂g) = f( 1t /DRn)g. It is
the inverse of the dual Dirac element in the sense that the induced homomorphism
α∗ : K̂0(C0(Rn)⊗̂Cl∗n) → K̂0(K) = K̂0(C) maps bn to the unit element 1 ∈ K̂0(C).
Employing a variant of Atiyah’s rotation trick, one can conclude that the Bott map,
K̂0(A)→ K̂0(A⊗̂C0(Rn)⊗̂Cl∗n), x 7→ x× bn,
is an isomorphism for any graded C∗-algebra A and all n ∈ N. In particular, there
is a natural isomorphism
(2.2) K̂0(A⊗̂Cln) ∼= K̂0
(
A⊗̂C0(Rn)⊗̂Cln⊗̂Cl∗n
) ∼= K̂0 (ΣnA) = K̂n (A) ,
where the second isomorphism follows from the fact that Cln⊗̂Cl∗n = Cln,n ∼= M2n(C)
with a standard even grading. Moreover, Cl8 ∼= M16(C) with a standard even grading,
which together with (2.2) implies 8-fold periodicity of real K-theory. Similarly, in
the complex case, we get 2-fold periodicity due to Cl2 ∼= M2(C).
2.4. Long exact sequences. Let 0 → I → A → A/I → 0 be a short exact
sequence of graded C∗-algebras. Then the induced map K (A)→ K(A/I) is a Serre
fibration with fiber K(I). Thus, there is a long exact sequence of homotopy groups
which yields the natural long exact sequence in K-theory,
· · · → K̂n+1(A/I) ∂→ K̂n(I)→ K̂n(A)→ K̂n(A/I)→ · · · → K̂0(A/I).
Using Bott periodicity one can also define K-theory for negative degrees and extend
the exact sequence to the right. In fact, it then becomes the 24 term (respectively 6
term in the complex case) cyclic exact sequence.
If B is another graded C∗-algebra, then the sequence 0 → I⊗̂B → A⊗̂B →
A/I⊗̂B → 0 is exact3 and it can be checked that the boundary map is compatible
with the external product, that is, ∂(x)× y = ∂(x× y) for x ∈ K̂∗(A/I), y ∈ K̂∗(B).
In addition, there is a Mayer–Vietoris sequence for the K-theory of graded C∗-
algebras. Here we consider a graded C∗-algebra A and two closed two-sided graded
ideals I1, I2EA such that I1 +I2 = A. Then the long exact Mayer–Vietoris sequence
reads as follows:
(2.3) · · · → K̂n+1(A) ∂MV−→ K̂n(I1 ∩ I2)→ K̂n(I1)⊕ K̂n(I2)→ K̂n(A)→ · · ·
To construct this sequence, consider the auxiliary C∗-algebra Ω(A; I1, I2) which
consists of paths f : [−∞,∞] → A such that f(−∞) ∈ I1 and f(+∞) ∈ I2. The
inclusion I1 ∩ I2 ↪→ Ω(A; I1, I2) sending b ∈ I1 ∩ I2 to the constant path at b is a
K-isomorphism, see for instance [Sie12b, Lemma 3.1]. Then there is a short exact
3Recall that we use the maximal tensor product.
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sequence, 0 → ΣA → Ω(A; I1, I2) ev∓∞−→ I1 ⊕ I2 → 0, which induces a long exact
sequence
· · · → K̂n(ΣA)→ K̂n(Ω(A; I1, I2))→ K̂n(I1 ⊕ I2)→ K̂n−1(ΣA)→ · · · ,
which becomes precisely of the form (2.3). Again, it can be verified that the Mayer–
Vietoris sequence is compatible with the external products. In particular, there is a
commutative diagram
K̂n+1(A)⊗ K̂m(B) K̂n(I1 ∩ I2)⊗ K̂m(B)
K̂n+m+1(A⊗̂B) K̂n+m((I1⊗̂B) ∩ (I2⊗̂B)).
∂MV ⊗ id
× ×
∂MV
Remark 2.7. There is an alternative description of the Mayer–Vietoris boundary
map in terms of the boundary map of some short exact sequence. Indeed, the
inclusion induces an isomorphism ι : I1/I1 ∩ I2 ∼= A/I2. Consider the boundary map
∂1 : K∗(I1/I1 ∩ I2)→ K∗−1(I1∩I2) associated to 0→ I1∩I2 → I1 → I1/I1 ∩ I2 → 0
and the canonical projection pi2 : A→ A/I2. Then we have
∂MV(x) = ∂1(ι−1 ◦ pi2)∗(x) ∈ K∗−1(I1 ∩ I2)
for all x ∈ K∗(A).
3. Yu’s localization algebras
Yu [Yu97] has introduced the localization algebra C∗L(X) to provide an alternative
model for the K-homology of a proper metric space X. In fact, there is an isomor-
phism Kn(X)
∼=→ Kn(C∗L(X)), called the “local index map”. This can be proved for
simplicial complexes using a Mayer–Vietoris argument [Yu97], or alternatively, the
general case can be reduced to Paschke duality [QR10].
In this section, we review the definition of the localization algebras and introduce
a Cln-linear version thereof.
3.1. Cln-linear localization algebras. Let X be a proper metric space endowed
with an isometric, free and proper action of a countable discrete group Γ.
A Γ-equivariant X-module, or simply (X,Γ)-module, is a Hilbert space H together
with a ∗-representation ρ : C0(X) → B(H) and a unitary representation U : Γ →
U (H) such that ρ(f)Uγ = Uγρ(γ∗f) for all γ ∈ Γ and f ∈ C0(X). If Γ is the trivial
group we refer to it just as an X-module.
A Cln-linear Γ-equivariant X-module, or simply (X,Γ,Cln)-module, is defined
analogously but we replace the Hilbert space H by a graded Hilbert Cln-module H
and require that the representations are by even bounded Cln-linear operators.4
An (X,Γ)-module H is called ample if the representation ρ is non-degenerate
and ρ(f) is not a compact operator for any f ∈ C0(X), f 6= 0. In the Cln-linear
setting, we say an (X,Γ,Cln)-module is ample if it is isomorphic to H⊗̂Cln, where
H is an ample (X,Γ)-module.
Let T ∈ B(HX ,HY ), where X and Y are proper metric spaces with corresponding
modules HX and HY . The support of T is the subset supp(T ) ⊆ Y ×X such that
(y, x) 6∈ supp(T ) if and only if there exists f ∈ C0(X) and g ∈ C0(Y ) such that
gTf = 0 but f(x) 6= 0 6= g(y). In the expression “gTf” we have suppressed the
representations of the function algebras to simplify the notation.
The propagation prop(T ) of an operator T ∈ B(HX) is the minimal R ∈ [0,+∞]
such that supp(T ) lies in the R-neighborhood of the diagonal in X ×X.
4In the case of Cln, an operator is bounded and Cln-linear iff it is an adjointable Hilbert-module
map.
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An operator T ∈ B(HX) is called locally compact if fT ∈ K(HX) 3 Tf for all
f ∈ C0(X), and pseudo-local if fT − Tf ∈ K(HX) for all f ∈ C0(X).
Let A ⊂ X be a subspace. We say that T ∈ B(HX) is supported near A if there
exists R > 0 such that supp(T ) ⊆ NR(A) × NR(A), where NR(A) denotes the
R-neighborhood of A in X.
Definition 3.1. Let H be a fixed ample (X,Γ,Cln)-module. Let A ⊂ X be a closed
Γ-invariant subset.
(1) Denote by C∗(X; Cln)Γ the Cln-linear Γ-equivariant Roe algebra, that is, the
C∗-algebra generated by all the Γ-equivariant, bounded, Cln-linear operators
on H which are locally compact and of finite propagation.
(2) The closure of the set of all operators supported near A with properties as
in (1) is denoted by C∗(A ⊂ X; Cln)Γ. Then C∗(A ⊂ X; Cln)Γ is an ideal in
C∗(X; Cln)Γ.
(3) Denote by C∗L(X; Cln)Γ the Cln-linear Γ-equivariant localization algebra, that is,
the C∗-subalgebra of C([1,∞),C∗(X; Cln)Γ) generated by the bounded and uni-
formly continuous functions L : [1,∞)→ C∗(X; Cln)Γ such that the propagation
of L(t) is finite for all t > 1 and tends to zero as t→∞.
(4) Denote by C∗L(A ⊂ X; Cln)Γ the closure of the ∗-subalgebra of C∗L(X; Cln)Γ con-
sisting of those L : [1,∞)→ C∗(X; Cln)Γ such that supp(L(t)) ⊆ Nc(t)(A×A)
for some function c : [1,∞) → R>0 with c(t) → 0 as t → ∞. Then
C∗L(A ⊂ X; Cln)Γ is an ideal of C∗L(X; Cln)Γ.
(5) Evaluation at 1 yields a surjective ∗-homomorphism ev1 : C∗L(X; Cln)Γ →
C∗(X; Cln)Γ, the kernel of which we denote by C∗L,0(X; Cln)Γ. More generally,
we define C∗L,A(X; Cln)Γ to be the preimage of C∗(A ⊂ X; Cln)Γ under ev1.
(6) If Z ⊆ A ⊆ X are two Γ-invariant closed subsets, then we define the ideal
C∗L,Z(A ⊂ X; Cln)Γ to consist of all the elements L ∈ C∗L(A ⊂ X; Cln)Γ such
that ev1(L) ∈ C∗(Z ⊂ X; Cln)Γ.
Remark 3.2 (Notation). If we wish to emphasize which (X,Γ,Cln)-module is used,
we write C∗L(X,H; Cln)Γ. However, since the K-theory of these algebras does not
depend on the choice of the ample module (see Section 3.2), we will usually not do
so. There are also the simpler versions of the Roe and localization algebras where
there is no group action or no Clifford algebra present (take Γ = 1 or n = 0). We
denote these variants by dropping the group or the Clifford algebra in our notation,
for instance C∗L(X; Cln), C∗L(X)Γ, C∗L(X), C∗L(X,H), . . .
The most important feature of the ideals such as C∗L(A ⊂ X) is that their K-
theory agrees with the K-theory of the corresponding algebra associated with the
subspace A, see Lemma 3.7 below.
In addition, we will occasionally need the structure algebra D∗(X)Γ, which is
defined to be the C∗-algebra generated by all Γ-equivariant, pseudo-local opera-
tors of finite propagation. We also have the corresponding localization algebra
version, D∗L(X)Γ.
3.2. Functoriality of localization algebras. The K-theory of the localization
algebra is functorial with respect to uniformly continuous and coarse maps. In the
context of Roe algebras (and similarly, in the Paschke duality picture of K-homology),
the induced map on the algebra level is given by conjugation with an isometry which
in a suitable sense “covers” the original map on space level. Detailed treatments of
these ideas can be found in [HR00, Chapters 5 and 6], [Roe96; Sie12b]. In the case
of localization algebras, functoriality is implemented by an appropriate family of
covering isometries [Yu97; QR10]. In this section, we review this construction in a
way that is adapted to the Γ-equivariant and Cln-linear setting.
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Let X and Y be proper metric spaces endowed with free and proper Γ-actions.
A proper map f : X → Y is uniformly continuous and coarse (“ucc”) if and only if
there exists a non-decreasing function S : R>0 → R>0 which is continuous at 0 with
S(0) = 0 such that dY (f(x1), f(x2)) < S(dX(x1, x2)) for all x1, x2 ∈ X.
Definition 3.3. Let f : X → Y be a Γ-equivariant ucc map and fix an (X,Γ,Cln)-
module HX and a (Y,Γ,Cln)-module HY . We say that a uniformly continuous family
of Γ-equivariant Cln-linear even isometries Vt : HX → HY , t ∈ [1,∞), covers f if
sup {d(y, f(x)) | (y, x) ∈ supp(Vt)} → 0 as t→∞.
We note that in [Yu97; QR10] functoriality is discussed only with respect to
proper Lipschitz maps but the construction generalizes directly to the case of ucc
maps. Indeed, extending the arguments from [Yu97, p. 313] to ucc maps and the
Γ-equivariant Cln-linear setup yields the following lemmas.
From now on we fix an ample (X,Γ,Cln)-module HX and an ample (Y,Γ,Cln)-
module HY .
Lemma 3.4. Let f : X → Y be a Γ-equivariant ucc map. Then there exists a family
of isometries Vt : HX → HY ⊕ HY , t ∈ [1,∞), that covers f as in Definition 3.3.
Lemma 3.5. Let f : X → Y be a Γ-equivariant ucc map and Vt : HX → HY ⊕ HY
be a family of isometries that covers f . Then conjugation by Vt induces a ∗-
homomorphism
AdVt : C∗L(X; Cln)Γ → M2(C∗L(Y ; Cln)Γ), L 7→ (t 7→ VtLtV ∗t ).
The induced map (AdVt)∗ : K̂∗(C∗L(X; Cln)Γ)→ K̂∗(C∗L(Y ; Cln)Γ) does not depend
on the choice of the family of isometries Vt covering f . In particular, the K-theory
of C∗L(X; Cln)Γ does not depend on the choice of the ample (X,Γ,Cln)-module up
to canonical isomorphism.
Hence the map f induces a well-defined map on the K-theory of the local-
ization algebras, and we will incorporate this fact in our notation by writing
f∗ = (AdVt)∗. Restricting AdVt to the ideal C∗L,0(X; Cln)Γ yields functoriality for
K̂∗(C∗L,0(X; Cln)Γ). If A ⊆ X and B ⊆ Y are closed Γ-invariant subsets such
that f(A) ⊆ B, we may employ the same procedure to obtain an induced map
f∗ : K̂∗(C∗L,A(X; Cln)Γ)→ K̂∗(C∗L,B(Y ; Cln)Γ). Moreover, for a family of isometries
Vt which covers f , the isometry V1 covers f in the coarse sense. Hence the induced
maps on K-theory of the localization algebras are compatible with the induced maps
on the K-theory of the Roe algebras.
Remark 3.6. Let H be an ample (X,Γ)-module. Using the ample (X,Γ,Cln)-module
H = H⊗̂Cln, one can directly verify that C∗L(X; Cln)Γ = C∗L(X)Γ⊗̂Cln. This means
that we have a canonical identification on the level of K-theory,
K̂0(C∗L(X; Cln)Γ) = K̂0(C∗L(X)Γ⊗̂Cln) = Kn(C∗L(X)Γ),
where the latter identification is due to the Bott map from Section 2.3.
Lemma 3.7. Let A ⊆ X be a closed Γ-invariant subspace. Let Vt : HA → HX be
a family of isometries which covers the inclusion A ↪→ X, where HY is an ample
(Y,Γ)-module for Y ∈ {X,A}. Then conjugation by Vt determines ∗-homomorphisms
as follows:
AdVt : C∗L,0(A)Γ → C∗L,0(A ⊂ X)Γ,
AdVt : C∗L(A)Γ → C∗L(A ⊂ X)Γ,
AdV1 : C∗(A)Γ → C∗(A ⊂ X)Γ.
All these ∗-homomorphisms induce isomorphisms on K-theory.
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Moreover, if Z ⊆ A is another Γ-invariant closed subset, then AdVt : C∗L,Z(A)Γ →
C∗L,Z(A ⊂ X)Γ induces an isomorphism on K-theory.
Proof. This has been proved for the Roe algebra in [HRY93]. For the localization
algebra C∗L(A), this has been directly established in [Yu97] in the special case of
metric simplicial complexes. However, one can reduce the general case for C∗L(A)Γ
to the corresponding statement in (equivariant) K-homology. Indeed, if we use very
ample modules, it is shown in [QR10] that we have isomorphisms,
K∗+1
(
D∗(A)Γ/C∗(A)Γ
) ∼=← K∗+1 (D∗L(A)Γ/C∗L(A)Γ) ∼=→ K∗ (C∗L(A)Γ) .
Similarly, we obtain isomorphisms,
K∗+1
(
D∗(A ⊂ X)Γ/C∗(A ⊂ X)Γ) ∼=← K∗+1 (D∗L(A ⊂ X)Γ/C∗L(A ⊂ X)Γ)
∼=→ K∗
(
C∗L(A ⊂ X)Γ
)
,
where the ideals D∗(A ⊂ X)Γ and D∗L(A ⊂ X)Γ are defined analogously as their
counterparts in the setting of Roe algebras, however, with the additional condition
that all operators should be locally compact on the complement of A. Furthermore,
we observe that AdVt intertwines these two sequences of isomorphisms, so it would
suffice if
AdV1 : D∗(A)Γ/C∗(A)Γ → D∗(A ⊂ X)Γ/C∗(A ⊂ X)Γ,
induced isomorphisms on K-theory. This, however, is just the corresponding state-
ment in the Paschke duality picture of K-homology, which is proved in [HR00,
Chapter 5], see also [Sie12b, Proposition 3.8].
Having established the isomorphisms for C∗(A)Γ and C∗L(A)Γ, one can deduce
from the Five Lemma that the map AdVt : C∗L,0(A)Γ → C∗L,0(A ⊂ X)Γ must also be
an isomorphism on K-theory. Finally, the last statement follows similarly from a
Five Lemma argument by considering the short exact sequence
0→ C∗L,0(A ⊂ X)Γ → C∗L,Z(A ⊂ X)Γ → C∗(Z ⊂ X)Γ → 0. 
3.3. External product. Let Xi be proper metric spaces endowed with proper and
free Γi-actions, i = 1, 2. Suppose that Hi is a Γi-equivariant Clni-linear ample Xi-
module, i = 1, 2. Then H := H1⊗̂H2 is an ample Γ-equivariant Cln-linear X-module
for Γ := Γ1 × Γ2 and n := n1 + n2. Then there is a canonical ∗-homomorphism
t : C∗L(X1; Cln1)Γ1⊗̂C∗L(X2; Cln2)Γ2 → C∗L(X1 ×X2; Cln)Γ1×Γ2 ,
t(L1⊗̂L2)(t) = L1(t)⊗̂L2(t), Li ∈ C∗L(Xi; Clni)Γi , t ∈ [1,∞].
If Z1 ⊂ X1 is a Γ1-invariant closed subset, then t restricts to a map
t : C∗L,Z1(X1; Cln1)
Γ1⊗̂C∗L(X2; Cln2)Γ2 → C∗L,Z1×X2(X1 ×X2; Cln)Γ1×Γ2 .
Combining this with the external product in K-theory, we obtain the following
external product for the K-theory of localization algebras,
Kn1
(
C∗L,Z1(X1)
Γ1
)⊗Kn2 (C∗L(X2)Γ2) → Kn1+n2 (C∗L,Z1×X2(X1 ×X2)Γ1×Γ2) ,
defined as xy := t∗(x×y) for x ∈ K̂0(C∗L,Z1(X1; Cln1)Γ1), y ∈ K̂0(C∗L(X2; Cln2)Γ2).
The external product is functorial, that is, (f1× f2)∗(x y) = (f1)∗(x) (f2)∗(y)
for ucc maps fi : Xi → Yi, i = 1, 2.
Restricting the construction to t = 1 yields t1 : C∗(X1; Cln1)Γ1⊗C∗(X2; Cln2)Γ2 →
C∗(X1 ×X2; Cln1+n2)Γ1×Γ2 and we obtain an external product for Roe algebras,
Kn1(C∗(X1)Γ1)⊗Kn2(C∗(X2)Γ2) → Kn1+n2(C∗(X1 ×X2)Γ1×Γ2).
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4. Local index classes, secondary invariants and product formulas
In this section, we combine the Cln-linear localization algebras with the picture
of K-theory from Section 2 in order to construct the (equivariant) local index classes
associated to the spinor Dirac operators on complete spin manifolds. Indeed, an
element of K̂0(C∗L(X; Cln)) may be defined by a ∗-homomorphism S → C∗L(X; Cln).
Our definition of the local index class is essentially the ∗-homomorphism given by
the functional calculus of the Cln-linear spinor Dirac operator, see (4.1) below. A
slight modification of this idea allows to define the (partial) secondary invariants in
almost the same fashion, see Section 4.2.
4.1. The local index class. Let X be a spin manifold together with a fixed
complete Riemannian metric g. Suppose that X is equipped with a free and
proper action of a discrete group Γ by spin structure preserving isometries. Let
/D the Cln-linear Dirac operator acting on the Cln-spinor bundle /S(X). That is,
/S(X) = PSpin(n)(X) ×l Cln, where PSpin(n)(X) is the principal Spin(n)-bundle
of X and l is the representation of Spin(n) by left multiplication on Cln. Right
multiplication induces an action of Cln on /S(X). This turns sections of /S(X) into a
right Cln-module and the space of L2-sections L2( /S(X)) into a Hilbert Cln-module.
Moreover, L2( /S(X)) is equipped with a unitary Γ-action such that it is a (X,Γ,Cln)-
module. Using a measurable trivialization of /S(X) one can show that L2( /S(X))
is isomorphic to L2(X)⊗̂Cln, hence it is ample. In the following, we consider the
localization algebra to be formed on L2( /S(X)).
Consider the ∗-homomorphism,
(4.1) ϕ /D : S → C∗L(X; Cln)Γ, ϕ /D(f)(t) = f
(
1
t
/D
)
By [HR00, Proposition 10.5.2], f( 1t /D) is locally compact for each t. Moreover, if
f is a function with compactly supported Fourier transform, then the support of
the Fourier transform of x 7→ f(t−1x) becomes more and more concentrated at 0
as t grows. Thus it follows from unit propagation speed of Dirac wave operators
and the Fourier inversion formula (see [HR00, Chapter 10.3]) that the propagation
of f( 1t /D) goes to zero as t → ∞. By an approximation argument all of this
implies that ϕ /D(f) ∈ C∗L(X; Cln)Γ for all f ∈ S. Since /D is odd, ϕ /D is a graded
∗-homomorphism.
Definition 4.1. The equivariant local index class of the Dirac operator /D is defined
to be the K-theory class represented by the ∗-homomorphism ϕ /D above,
IndΓL( /D) = [ϕ /D] ∈ K̂0
(
C∗L(X; Cln)Γ
)
= Kn
(
C∗L(X)Γ
)
.
Remark 4.2 ([QR10, Section 4], [Dum05, Section 3]). There is an asymptotic
morphism γ : C∗L(X)Γ⊗̂C0(X) 99K K, γt(L⊗̂f) = L(t)f . Using a suitable product
in E-theory, this induces a map γ∗ : K∗(C∗L(X)Γ) → K−∗Γ (C0(X)) = KΓ∗ (X). The
class γ∗(IndL( /D)) is explicitly represented by the following Γ-equivariant asymptotic
morphism α : S⊗̂C0(X) 99K K(L2( /S)) ∼= K⊗̂Cln, αt(f⊗̂g) = f( 1t /D)g. Specializing
to X = Rn, we observe that γ∗(IndL( /DRn)) is precisely the Dirac element from
Section 2.3.
4.2. Partial secondary invariants and localized indices. We now assume, in
addition to the previous setup, that the Riemannian metric g on X has uniformly
positive scalar curvature outside a Γ-invariant closed subset Z ⊂ X.
Definition 4.3. We say a Riemannian metric g on X has uniformly positive scalar
curvature (“upsc”) outside Z ⊂ X if there is ε > 0 such that scalg(x) > ε for all
x ∈ X \ Z.
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We will use the following lemma, proofs of which can be found in [Roe15; HPS14].
Lemma 4.4. Let ε > 0 such that the scalar curvature function scalg is uniformly
bounded below by 4ε2 on X \ Z. Then (ev1 ◦ϕ /D)(f) = f( /D) ∈ C∗(Z ⊂ X; Cln)Γ for
all f ∈ S(−ε, ε).
In other words, the restriction of ϕ /D to S(−ε, ε) takes values in C∗L,Z(X; Cln)Γ.
Since the inclusion of S(−ε, ε) into S is a homotopy equivalence, this means
that the local index class IndL( /D) ∈ Kn(C∗L(X)Γ) can be lifted to an element
of Kn(C∗L,Z(X)Γ). To make this precise, we fix a graded ∗-homomorphism ψ : S →
S(−ε, ε) which is homotopic to the identity when composed with the inclusion
S(−ε, ε) ↪→ S, see Lemma 2.3.
Definition 4.5. The partial secondary local index class of the Dirac operator /D is
defined as follows,
IndΓL,Z( /D
g) := [ϕ /D ◦ ψ] ∈ K̂0
(
C∗L,Z(X; Cln)Γ
)
= Kn
(
C∗L,Z(X)Γ
)
,
where ψ : S → S(−ε, ε) and ε > 0 are chosen as above.
Here we have included g in the notation of the partial secondary invariant to
emphasize that this class depends on the metric.
By Lemma 2.3, such a ψ exists and is unique up to homotopy (it is just a
homotopy inverse to the inclusion S(−ε, ε) ↪→ S, hence IndΓL,Z( /Dg) is well-defined
independently of the choice of appropriate ε and ψ.
The partial secondary local index IndΓL,Z( /D
g) maps to the local index IndΓL( /D)
under the map induced by the inclusion C∗L,Z(X)Γ ↪→ C∗L(X)Γ because ψ is homo-
topic to the identity on S. In particular, for Z = X, we recover the local index class
as defined in previous subsection.
The image of IndΓL,Z( /D
g) under (ev1)∗ : Kn(C∗L,Z(X)Γ) → Kn(C∗(Z ⊂ X)Γ),
denote it by IndΓZ( /D
g), is (an equivariant version of) the localized coarse index of
Roe, see [Roe96, Proposition 3.11] and [Roe15].
Remark 4.6. If the Γ-action on X is cocompact, then any non-empty Γ-invariant
subset Z is coarsely equivalent to X and so the algebras C∗L,Z(X)Γ are all the same
for non-empty Z. Moreover, note that it is a consequence of the Kazdan–Warner
theorem [KW75] that on a closed manifold (such as X/Γ if the action is cocompact)
of dimension > 3 there are no restrictions against positive scalar curvature outside
a subset of non-empty interior. We conclude that partial secondary local indices for
subsets other than Z = X or Z = ∅ are only interesting if X is not Γ-cocompact.
The partial secondary local index class can be used to distinguish metrics up to
concordance relative to Z in the following sense.
Given a Riemannian metric g on a smooth manifold X, we denote the induced
distance function on X by dg : X ×X → R>0. We say two Riemannian metrics g0
and g1 are uniformly equivalent if the identity maps id : (X, dg0) → (X, dg1) and
id : (X, dg1)→ (X, dg0) are uniformly continuous. Observe that uniformly equivalent
Riemannian metrics are also coarsely equivalent since the distance function is a
length metric.
Definition 4.7. Let g0, g1 be two Γ-invariant Riemannian metrics on X which
have upsc outside Z ⊂ X. Suppose that g0 and g1 are uniformly equivalent. We say
g0 and g1 are concordant relative to Z if there exists a metric h on R×X such that
(i) the identity map id : (R×X, dh)→ (R×X, ddt2⊕g0) is uniformly continuous,
(ii) h has upsc outside R× Z,
(iii) h restricts to dt2 ⊕ g1 on [1,∞)×X and to dt2 ⊕ g0 on (−∞, 0]×X.
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If Z = ∅, we just say that g0 and g1 are concordant.
Remark 4.8. Using a convex interpolation one can show that if g0 and g1 are equal
outside Z, then they are concordant relative to Z.
Remark 4.9. We restrict ourselves to comparing uniformly equivalent Riemannian
metrics so as to ensure that the Roe and localization algebras do not depend on
which metric we use to define them. Moreover, completeness is preserved under
passing to a uniformly equivalent metric. Note that two Riemannian metrics are
automatically uniformly equivalent if both are invariant with respect to a proper
and cocompact group action.
Proposition 4.10. Let g0, g1 be concordant relative to Z as in Definition 4.7.
Then their partial secondary local index classes agree, IndΓL,Z( /D
g0) = IndΓL,Z( /D
g1).
We defer the proof of Proposition 4.10 to Section 5.3, where it will be a consequence
of the partitioned manifold index theorem for partial secondary invariants.
4.3. The ρ-invariant of a positive scalar curvature metric. If the Riemannian
metric g has uniformly positive scalar curvature on all of X, then by the previous
subsection, we obtain a lift of the local index class to an element IndΓL,∅( /D
g) ∈
Kn(C∗L,∅(X)Γ). Of course, C∗L,∅(X)Γ = C∗L,0(X)Γ, and we take this element to be
the ρ-invariant associated to the metric g.
Definition 4.11. The equivariant ρ-invariant of the upsc metric g is
ρΓ(g) := IndΓL,∅( /D
g) = [ϕ /D ◦ ψ] ∈ K̂0
(
C∗L,0(X; Cln)Γ
)
= Kn
(
C∗L,0(X)Γ
)
for appropriate ψ : S → S(−ε, ε) and ε > 0 as in Definition 4.5.
All we need to define such a secondary invariant in Kn(C∗L,0(X)) is that the
spectrum of /D does not contain zero.
4.4. The relative index of two positive scalar curvature metrics. Let g0, g1
be two uniformly equivalent complete Γ-invariant metrics of upsc on X. Then one
can construct a higher relative index IndΓrel(g0, g1) ∈ Kn+1(C∗(X)Γ), see [XY14a].
By Remark 4.8, g0 and g1 are concordant relative to X. Let h be a metric on
W = R × X which witnesses this (see Definition 4.7). In particular, h restricts
to dt2 ⊕ g1 on [1,∞) × X and to dt2 ⊕ g0 on (−∞, 0] × X. Thus it has upsc
outside Z = [0, 1]×X. Consequently, by Section 4.2, we obtain a partial secondary
local index IndΓL,[0,1]×X( /D
h
W ) ∈ Kn+1(C∗L,[0,1]×X(W )Γ) and a localized coarse index
IndΓ[0,1]×X( /D
h
W ) ∈ Kn+1(C∗([0, 1]×X ⊂W )Γ). By Remark 4.8 and Proposition 4.10,
these classes are independent of the particular choice of h. Since the canonical
projection prX : [0, 1]×X → X is a coarse equivalence, there is an isomorphism
Kn+1
(
C∗([0, 1]×X ⊂W )Γ) ∼= Kn+1 (C∗([0, 1]×X)Γ) (prX)∗→ Kn+1 (C∗(X)Γ) .
After these preparations, we are ready to define the relative index.
Definition 4.12. The equivariant relative index associated to the pair of met-
rics g0, g1 is:
IndΓrel(g0, g1) := (prX)∗ IndΓ[0,1]×X( /D
h
W ) ∈ Kn+1(C∗(X)Γ).
If g0 and g1 are concordant, then by construction IndΓrel(g0, g1) = 0.
Remark 4.13. If g0 and g1 have upsc only outside some Z as in Section 4.2, then it
is possible to define a relative index IndΓrel,Z(g0, g1) ∈ Kn+1(C∗(X)Γ/C∗(Z ⊂ X)Γ)
but we will not pursue this in this paper.
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4.5. Product formulas. Suppose that Xi, i ∈ {1, 2}, are ni-dimensional spin
manifolds endowed with complete Riemannian metrics gi and free and proper Γi-
actions. Consider their product X = X1 ×X2 which is an n := n1 + n2-dimensional
spin manifold. A principal Spin(n)-bundle covering the SO(n)-frame bundle of
X may be obtained as the bundle associated to PSpin(n1)(X1) ×Z2 PSpin(n2)(X2)
via the inclusion Spin(n1) ×Z2 Spin(n2) ↪→ Spin(n). In view of the isomorphism
Cln1⊗̂Cln2 ∼= Cln, this implies that we may identify the Cl-spinor bundles as
follows: /S(X) = pr∗1 /S(X1)⊗̂pr∗2 /S(X2), where pri : X1×X2 → Xi are the canonical
projection maps. On the level of L2-sections, this means that we have an identification
L2( /S(X1))⊗̂L2( /S(X2)) = L2( /S(X)). Hence we can use the description of the
external product from Section 3.3 in this context. The Cl-linear Dirac operators
/DXi and /DX on /S(Xi) and /S(X), i ∈ {1, 2}, respectively, satisfy the relation
/DX = /DX1⊗̂ id + id ⊗̂ /DX2 .
Theorem 4.14. Let X = X1 × X2 be a product of two complete spin manifolds
and suppose that Xi is endowed with a free and proper Γi-action (i = 1, 2). Suppose
that the metric g1 on X1 has upsc outside a closed Γ1-invariant subset Z1 ⊂ X1,
and g = g1 ⊕ g2 has upsc outside Z = Z1 ×X2 ⊂ X1 ×X2. Then,
(4.2) IndΓ1×Γ2L,Z ( /D
g
X) = IndΓ1L,Z1( /D
g1
X1) Ind
Γ2
L ( /DX2).
Moreover, setting Z1 = X1 and Z1 = ∅, we immediately deduce:
Corollary 4.15. In particular,
(4.3) IndΓ1×Γ2L ( /DX) = Ind
Γ1
L ( /DX1) Ind
Γ2
L ( /DX2).
If both of the Riemannian metrics gX1 on X1 and gX = gX1 ⊕ gX2 on X1×X2 have
upsc, then
(4.4) ρΓ1×Γ2(gX) = ρΓ1(gX1) IndΓ2L ( /DX2).
The main part of the proof of Theorem 4.14 consists of some standard compu-
tations which we indicate in the following two lemmas for the convenience of the
reader.
Lemma 4.16 ([HKT98, Appendix A.4]). Let Di : Hi ⊇ dom(Di) → Hi be odd,
(unbounded) self-adjoint operators on graded Hilbert spaces Hi, i ∈ {1, 2}. Then we
have the equality (of bounded operators on H1⊗̂H2),
(4.5) exp(−(D1⊗̂ id + id ⊗̂D2)2) = exp(−D21)⊗̂ exp(−D22).
Proof. If both operators D1 and D2 are bounded, then the result follows immediately
by the functional equation for the exponential function. The general case can be
reduced to the bounded case using the spectral theorem and an approximation
argument. 
Below we work in the setup of Theorem 4.14 and abbreviate /DXi by /Di and /DX
by /D.
Lemma 4.17. The following diagram commutes:
S C∗L(X; Cln)Γ1×Γ2
S⊗̂S C∗L(X1; Cln1)Γ1⊗̂C∗L(X2; Cln2)Γ2 .
ϕ /D
4
ϕ /D1 ⊗̂ϕ /D2
t
Proof. The statement and proof are essentially the same as, for example, in the proof
of [Dum05, Theorem 4.1]. It suffices to check commutativity for the generators e−x2
and xe−x2 of S. Indeed, we have ϕ /D(e−x
2)(t) = e−
1
t2
/D2 = e−(t
−1 /D1⊗̂1+1⊗̂t−1 /D2)2 and
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t(ϕ /D1⊗̂ϕ /D2(4(e−x
2)))(t) = e−
1
t2
/D21⊗̂e− 1t2 /D22 . Thus, Lemma 4.16 with Di = 1t /Di
implies that ϕ /D(e−x
2) = t(ϕ /D1⊗̂ϕ /D2(4(e−x
2))), as required. A similar computation
shows commutativity on the generator xe−x2 . 
Proof of Theorem 4.14. By the assumptions we can find ε > 0 such that ϕ /D1 maps
S(−ε, ε) to C∗L,Z1(X1; Cln1) and ϕ /D maps S(−ε, ε) to C∗L,Z(X; Cln)Γ1×Γ2 . Choose
a graded ∗-homomorphism ψ : S → S(−ε, ε) homotopy inverse to the inclusion
ι : S(−ε, ε) ↪→ S (as in Definition 4.11).
We then have IndΓ1×Γ2L,Z ( /D
g) = [ϕ /D◦ψ] ∈ K0(C∗L,Z(X; Cln)Γ1×Γ2), IndΓ1L,Z1( /D
g1
1 ) =
[ϕ /D1 ◦ ψ] ∈ K0(C∗L,Z1(X1; Cln1)Γ1) and IndΓ2L ( /D2) = [ϕ /D2 ] = [ϕ /D2 ◦ ψ] ∈
K0(C∗L(X2; Cln2)Γ2). Thus, to prove the product formula, we need to show
that the following diagram commutes up to homotopy:
S S(−ε, ε) C∗L,Z(X; Cln)Γ1×Γ2
S⊗̂S S(−ε, ε)⊗̂S(−ε, ε) C∗L,Z1(X1; Cln1)Γ1⊗̂C∗L(X2; Cln2)Γ2 .
ψ
4
ϕ /D
4
ψ⊗̂ψ ϕ /D1 ⊗̂ϕ /D2
t
Indeed, the left square commutes up to homotopy by Lemma 2.4. The right square
strictly commutes as it is a restriction of the diagram from Lemma 4.17. 
Corollary 4.18. Let X = X1 ×X2 be as before. Now suppose that there are two
upsc metrics g1,0 and g1,1 on X1 which are in the same uniform equivalence class
and such that gi = g1,i ⊕ g2 has upsc on X for i = 0, 1. Then,
(4.6) IndΓ1×Γ2rel (g0, g1) = Ind
Γ1
rel(g1,0, g1,1) Ind
Γ2( /D2).
Proof. By Section 4.4,
IndΓ1rel(g1,0, g1,1) = (prX1)∗ Ind
Γ1
[0,1]×X1( /D
h
R×X1)
= (prX1)∗(ev1)∗ Ind
Γ1
L,[0,1]×X1
(
/D
h
R×X1
)
,
where, to define /DhR×X1 , we use an appropriate metric h on R×X1 interpolating
between g1,0 and g1,1 on [0, 1]×X1.
Consider the maps
t : C∗L,[0,1]×X1(R×X1)Γ1 ⊗ C∗L(X2)Γ2 → C∗L,[0,1]×X1×X2(R×X1 ×X2)Γ1×Γ2 ,
t′1 : C∗([0, 1]×X1)Γ1 ⊗ C∗(X2)Γ2 → C∗([0, 1]×X1 ×X2)Γ1×Γ2 ,
t1 : C∗(X1)Γ1 ⊗ C∗(X2)Γ2 → C∗(X1 ×X2)Γ1×Γ2 .
defined as in Section 3.3. Then
IndΓ1×Γ2rel (g0, g1) = (prX)∗(ev1)∗ Ind
Γ1
L,[0,1]×X
(
/D
h⊕g2
R×X
)
,
and using the product formula (4.2),
= (prX)∗(ev1)∗t∗
(
IndΓ1L,[0,1]×X1
(
/D
h
R×X1
)
× IndΓ2L ( /D2)
)
= (prX)∗(t′1)∗
(
IndΓ1[0,1]×X1
(
/D
h
R×X1
)
× IndΓ2( /D2)
)
= (t1)∗
((
(prX1)∗ Ind
Γ1
[0,1]×X1
(
/D
h
R×X1
))
× IndΓ2( /D2)
)
= (t1)∗
(
IndΓ1rel(g1,0, g1,1)× IndΓ2( /D2)
)
= IndΓ1rel(g1,0, g1,1) Ind
Γ2( /D2). 
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5. Compatibility with boundary maps
The goal of this section is to show that the (partial) secondary invariants behave
as expected with respect to Mayer–Vietoris boundary maps. This amounts to an
application of the principle “Boundary of Dirac is Dirac”.
5.1. Localization algebras and Mayer–Vietoris sequences. Let X = X1∪X2
be a cover of a proper metric space by two closed subspaces. We wish to construct
Mayer–Vietoris sequences relating the K-theory groups of the localization algebras
of the spaces X, X1, X2 and X1 ∩X2. To do this, the general principle is to employ
the ideals associated to subspaces from Definition 3.1 and then to try to apply the
abstract Mayer–Vietoris sequence we have discussed in Section 2.4. For the Roe
algebra this has been implemented in [HRY93], a recent treatment which also deals
with the structure algebra can be found in [Sie12b]. In this section, we sketch how to
carry out this program for localization algebras. In the context of metric simplicial
complexes, this has been done by Yu [Yu97].
Definition 5.1. We say a cover X = X1 ∪X2 by two closed Γ-invariant subsets
X1, X2 is (metrically) uniformly excisive if there exists a function C : R>0 → R>0
with C(r)→ 0 as r → 0 such that
Nr(X1) ∩Nr(X2) ⊆ NC(r)(X1 ∩X2) for all r > 0.
This is a slightly stronger requirement than coarse excisiveness (or ω-excisiveness
in the terminology of [Sie12b]), where one does not require C(r) → 0 as r → 0.
However, if the cover X = X1 ∪ X2 is coarsely excisive with X1, X2 closed and
X1 ∩X2 is Γ-cocompact, then a compactness argument shows that it is uniformly
excisive. Moreover, if X is a geodesic metric space, then any cover by two closed
subsets is automatically uniformly excisive.
Lemma 5.2 ([HRY93]). If X = X1 ∪ X2 is uniformly excisive, then we have
C∗L(X1 ⊂ X)Γ + C∗L(X2 ⊂ X)Γ = C∗L(X)Γ and C∗L(X1 ⊂ X)Γ ∩ C∗L(X2 ⊂ X)Γ =
C∗L(X1 ∩X2 ⊂ X)Γ. The analogous statements for C∗ and C∗L,0 are also true.
Proof. We only consider the statement for the localization algebra C∗L(X)Γ, since the
other cases are proven analogously. The first claim is true since for each T ∈ C∗L(X)Γ,
we have 1X1T ∈ C∗L(X1 ⊂ X)Γ and 1X\X1T ∈ C∗L(X2 ⊂ X)Γ, where 1A denotes
the characteristic function of a subset A ⊂ X. The second claim follows since
C∗L(X1 ⊂ X)Γ ∩ C∗L(X2 ⊂ X)Γ = C∗L(X1 ⊂ X)ΓC∗L(X2 ⊂ X)Γ = C∗L(X1 ∩ X2 ⊂
X)Γ, where the first equality is a general fact concerning ideals in C∗-algebras, and
the latter follows from uniform excisiveness by general properties of the support of
an operator, see [HR00, Lemma 6.3.6]. 
In view of Lemmas 5.2 and 3.7, the abstract Mayer–Vietoris sequence from
Section 2.4 gives functorially compatible Mayer–Vietoris sequences for the K-theory
of C∗, C∗L and C∗L,0 associated to a uniformly excisive decomposition. In addition,
we deduce the following more general version:
Corollary 5.3. Let X = X1 ∪ X2 be uniformly excisive and Z ⊂ X be closed
Γ-invariant subset. Suppose furthermore that Z = (Z ∩X1)∪ (Z ∩X2) is a coarsely
excisive cover. Then:
C∗L,Z∩X1(X1 ⊂ X)Γ + C∗L,Z∩X2(X2 ⊂ X)Γ = C∗L,Z(X)Γ,
C∗L,Z∩X1(X1 ⊂ X)Γ ∩ C∗L,Z∩X2(X2 ⊂ X)Γ = C∗L,Z∩X1∩X2(X1 ∩X2 ⊂ X)Γ.
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Consequently, there is a long exact Mayer–Vietoris sequence as follows:
· · · Kn+1
(
C∗L,Z(X)Γ
)
Kn
(
C∗L,Z∩X1∩X2(X1 ∩X2 ⊂ X)Γ
)
Kn(C∗L,Z∩X1 (X1⊂X)Γ)⊕
Kn
(
C∗
L,Z∩X2 (X2⊂X)Γ
) Kn (C∗L,Z(X)Γ) · · ·
∂MV
∂MV
5.2. “Boundary of Dirac is Dirac”. The following lemma is a standard fact.
However, we include a proof so as to demonstrate that it can be verified directly in
our present setup.
Lemma 5.4. The Mayer–Vietoris boundary map ∂MV : K1(C∗L(R))→ K0(C∗L({0}))
associated to the cover R = R>0 ∪ R60 maps IndL( /DR) ∈ K1(C∗L(R)) to the unit
element 1 ∈ K0(C) ∼= K0(C∗L({0})).
Proof. In our setup, we identify IndL( /DR) ∈ K1(C∗L(R)) with [ϕ /DR ]×b ∈ K̂0(C∗L(R)⊗
C0(R)), where b = b1 ∈ K̂0
(C0(R)⊗̂Cl∗1) is the dual Dirac element, see Section 2.3,
and ϕ /DR : S → C∗L(R)⊗̂Cl1 is defined as in Section 4.1. Now observe that the
following diagram commutes:
K̂∗
(C0(R)⊗̂Cl∗1) K̂∗ (C∗L(R)⊗ C0(R))
K̂∗(C).
[ϕ /DR ]× _
α∗
γ∗
Here α : S⊗̂C0(R) 99K K⊗̂Cl1 and γ : C∗L(R) ⊗ C0(R) 99K K are the asymptotic
morphisms mentioned in Section 2.3 and Remark 4.2. In particular, we obtain
γ∗(IndL( /DR)) = α∗(b) = 1.
The Mayer–Vietoris boundary map is induced by the inclusion
C∗L(R)⊗ C0(R) = C0(R,C∗L(R)) ↪→ Ω (C∗L(R); C∗L(R>0 ⊂ R),C∗L(R60 ⊂ R)) .
We will use the symbol Ω as a shorthand to denote the latter C∗-algebra. We
observe that it is equal to the following sum of ideals inside C∗L(R)⊗ C([−∞,∞]),
(5.1) Ω = C∗L(R>0 ⊂ R)⊗ C0([−∞,∞)) + C∗L(R60 ⊂ R)⊗ C0((−∞,∞]).
Moreover, γ extends to an asymptotic morphism
γ¯ : C∗L(R)⊗ C([−∞,∞]) 99K B(L2(R)), γ¯t(L⊗ f) = L(t)f,
which, by (5.1), restricts to an asymptotic morphism γ˜ : Ω 99K K(L2(R)). We obtain
the following commutative diagram of (asymptotic) morphisms:
C∗L(R)⊗ C0(R) Ω C∗L({0} ⊂ R)
K
(
L2(R))
)
,
γ
γ˜ ev
All asymptotic morphisms above induce isomorphisms on K-theory. By definition,
the Mayer–Vietoris boundary map is the the map ∂MV : K̂1(C∗L(R)) = K̂0(C∗L(R)⊗
C0(R))→ K̂0(C∗L({0} ⊂ R)) ∼= K̂0(C∗L({0}) ∼= K0(C) induced by the upper row of
the diagram composed with ev. This finishes the proof since we already know that
γ∗(IndL( /D)) = 1. 
Theorem 5.5 (Suspension isomorphism). Let X be a proper metric space endowed
with a free and proper Γ-action and Z ⊆ X some closed Γ-invariant subset. Then
the map
K∗(C∗L,Z(X)Γ)→ K∗+1(C∗L,Z×R(X × R)Γ), x 7→ x IndL( /DR),
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is an isomorphism. Its inverse is given by the Mayer–Vietoris boundary map
∂MV : K∗+1(C∗L,Z×R(X × R)Γ)→ K∗(C∗L,Z(X)Γ)
associated to the cover X × R = X × R>0 ∪X × R60.
In particular, if (X, g) is a complete Riemannian spin manifold with upsc out-
side Z, then
∂MV
(
IndΓL,Z×R( /D
g⊕dt2
X×R )
)
= IndΓL,Z( /D
g
X).
Proof. A standard Eilenberg swindle shows that K∗(C∗L,Z×R>0(X × R>0)Γ) and
K∗(C∗L,Z×R60(X × R60)Γ) vanish in all degrees. As a consequence, the Mayer–
Vietoris boundary map ∂MV from the statement of the theorem is an isomorphism.
Therefore, it suffices for the first statement to show that ∂MV(x IndL( /DR)) = x
for all x ∈ Kn(C∗L,Z(X)Γ). Let W := X ×R. From the discussion of Mayer–Vietoris
sequences in Section 2.4, we obtain a commutative diagram as follows.
Kn
(
C∗L,Z(X)Γ
)⊗K1 (C∗L(R)) Kn (C∗L,Z(X)Γ)⊗K0 (C∗L({0} ⊂ R)) Kn (C∗L,Z(X)Γ)⊗K0 (C∗L({0}))
Kn+1
(
C∗L,Z(X)Γ⊗̂C∗L(R)
)
Kn
(
C∗L,Z(X)Γ⊗̂C∗L({0} ⊂ R)
)
Kn
(
C∗L,Z(X)Γ⊗̂C∗L({0})
)
Kn+1
(
C∗L,Z×R(W )Γ
)
Kn
(
C∗L,Z×{0}(X × {0} ⊂W )Γ
)
Kn
(
C∗L,Z(X)Γ
)
id⊗∂MV× ×
∼=
×
∂MV
t∗ t∗
∼=
t∗
∂MV
∼=
In view of this diagram, it is enough that ∂MV(IndL( /DR)) ∈ K0 (C∗L({0} ⊂ R))
agrees with the unit element 1 ∈ K0(C) ∼= K0 (C∗L({0})) ∼= K0 (C∗L({0} ⊂ R)),
which is precisely the content of Lemma 5.4. Thus ∂MV and taking the external
product with IndL( /DR) are mutually inverse isomorphisms.
By Theorem 4.14, we have IndL,Z×R( /D
g⊕dt2
X×R ) = IndΓL,Z( /D
g
X) IndL( /DR). Hence
the second statement is a direct consequence of the first. 
In particular, we obtain the following statement for ρ-invariants, which was an
essential technical step in [PS14] needed for the proof of the secondary partitioned
manifold index theorem.
Corollary 5.6. Let X be a spin manifold endowed with a free and proper Γ-action
and g a complete Γ-invariant Riemannian metric of upsc on X. Then
∂MV(ρΓ(g ⊕ dt2)) = ρΓ(g),
where ∂MV : Kn+1(C∗L,0(X ×R)Γ)→ Kn(C∗L,0(X)Γ) is the Mayer–Vietoris boundary
map associated to the cover X × R = X × R>0 ∪X × R60.
There is an analogous result for the relative index.
Corollary 5.7. Let X be an n-dimensional spin manifold with a free and proper
Γ-action. Let g0, g1 be two complete Γ-invariant Riemannian metrics of upsc on X
which are in the same uniform equivalence class. Then
∂MV(IndΓrel(g0 ⊕ dt2, g1 ⊕ dt2)) = IndΓrel(g0, g1),
where ∂MV : Kn+2(C∗(X × R)Γ)→ Kn+1(C∗(X)Γ) is the Mayer–Vietoris boundary
map associated to the cover X × R = X × R>0 ∪X × R60.
Proof. We work withW = R×X×R and consider a metric h⊕dt2 onW such that h
on R×X restricts to ds2⊕g0 on (−∞, 0]×X and to ds2⊕g1 on [1,∞)×X. Thus we
obtain a localized index IndΓ[0,1]×X×R( /D
h⊕dt2
W ) = (ev1)∗ IndΓL,[0,1]×X×R( /D
h⊕dt2
W ) ∈
Kn+2(C∗([0, 1] × X × R ⊂ W )Γ), which is used to construct the relative index
IndΓrel(g0 ⊕ dt2, g1 ⊕ dt2) according to Section 4.4. Consequently, by exploiting
compatibility of the different Mayer–Vietoris sequences, it suffices to observe that
∂MV
(
IndΓL,[0,1]×X×R( /D
h⊕dt2
W )
)
= IndΓL,[0,1]×X( /D
h
R×X),
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which has been proved in Theorem 5.5. 
A complete Riemannian manifold Y is called hypereuclidean if it admits a proper
Lipschitz map Y → Rq of degree 1 into some Euclidean space Rq (if this is the case,
then of course q = dimY ). Furthermore, we say that Y is stably hypereuclidean if
Y × Rk is hypereuclidean for some k > 0.
Corollary 5.8. Let X be a proper metric space endowed with a proper and free
Γ-action, Z ⊂ X a closed Γ-invariant subset. Suppose that Y is a q-dimensional
complete spin manifold that is stably hypereuclidean and endowed with a proper and
free Λ-action. Then the map
K∗(C∗L,Z(X)Γ)→ K∗+q(C∗L,Z×Y (X × Y )Γ×Λ), x 7→ x IndΛL( /DY ),
is split-injective.
In particular, if we suppose that X is a spin manifold endowed with two complete
Γ-invariant metrics g0 and g1 which are in the same uniform equivalence class and
have upsc outside Z with IndΓL,Z( /D
g0
X ) 6= IndΓL,Z( /Dg1X ), then also IndΓ×ΛL,Z×Y( /D
g0⊕gY
X×Y ) 6=
IndΓ×ΛL,Z×Y( /D
g1⊕gY
X×Y ) provided that gi ⊕ gY for i = 0, 1 have upsc outside Z × Y .
Proof. It is enough to give a proof for the case that Y is hypereuclidean and Λ is
the trivial group. This is because for each k > 0 we have a canonical map,
K̂∗+q(C∗L,Z×Y (X × Y )Γ×Λ)→ K̂∗+q+k(C∗L,Z×Y×Rk(X × Y × Rk)Γ)
which is given by forgetting Λ-equivariance and taking the external product with
IndL( /DRk).
Now suppose that f : Y → Rq is a proper Lipschitz map of degree 1. Then the
induced map on K-homology takes the fundamental class of Y to the fundamental
class of Rq. On the level of localization algebras, this implies that f∗ IndL( /DY ) =
IndL( /DRq ). Thus the map (idX ×f)∗ : K̂∗+q(C∗L,Z×Y (X×Y ))→ K̂∗+q(C∗L,Z×Rq (X×
Rq)) takes elements of the form x IndL( /DY ) to x IndL( /DRq ). So, it even suffices
to prove the first claim for Y = Rq. However, for Y = Rq, the result follows from
(an iterated application of) Theorem 5.5.
The second claim is a consequence of the product formula from Theorem 4.14. 
5.3. Partitioned manifolds. In this subsection, we establish a new partitioned
manifold index theorem for partial secondary invariants which generalizes the
secondary partitioned manifold index theorem [PS14, Theorem 1.22].
Definition 5.9. Let W be a spin manifold endowed with a free and proper Γ-
action and a Γ-invariant Riemannian metric h. Suppose that X ⊂ W is a closed
submanifold of codimension 1 that itself is endowed with a Γ-invariant Riemannian
metric g. We say (W,h) is partitioned by (X, g) if W \ X has two connected
components, both of which are Γ-invariant individually, and the metric h restricts
to g ⊕ dt2 on a fixed tubular neighborhood X × (−r, r) ⊂W .
In this case, we denote the closures of the connected components of W \X by
W− and W+. Then W± are closed Γ-invariant submanifolds of W with common
boundary ∂W± = X.
For certain applications it is convenient to have the flexibility of working with
different distance functions on partitioned manifolds than the one induced by the
Riemannian metric. In particular, this will be important in Section 6.1 to deal with
manifolds with non-connected boundary. Thus we introduce the following technical
concept.
Definition 5.10. Let (W,h) be partitioned by (X, g). We say a (Γ-invariant)
distance function dW : W×W → R>0 is adapted to the partition if (W,dh)→ (W,dW )
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is uniformly continuous and coarse and the restriction of dW to X is uniformly and
coarsely equivalent to the restriction of dh.
Note that we do not require that dg and the restriction of dh are uniformly and
coarsely equivalent. However, under the above assumptions, the inclusion map
(X, dg) → (W,dh) is always uniformly continuous and thus also coarse (on each
connected component of X).
Remark 5.11 (Convention). When working with partitioned manifolds, we will
implicitly assume that a fixed distance function that is adapted to the partition has
been chosen. Moreover, all metric concepts such as balls or neighborhoods as well
as Roe and localization algebras are to be defined with respect to this fixed distance
function.
Definition 5.12. Let (W,h) be partitioned by (X, g). Let Z ⊂ W be a closed
Γ-invariant subset. We say Z is admissible with respect to W+ if
(i) the subset Z is of product structure5 on the tubular neighborhood of X,
(ii) for every R > 0 there exists S > 0 such that
(5.2) NR(Z ∩W+) ∩NR(X) ⊆ NS(Z ∩X).
Example 5.13. If W+ = X × [0,∞) and Z ∩ W+ = Z ∩ X × [0,∞), then Z is
admissible with respect to W+.
Remark 5.14. If Z is admissible with respect to W+, then the following is also true:
For all R > 0 there exists S > 0 such that
NR(Z) ∩NR(W−) ⊆ NS(Z ∩W−),(5.3)
NR(Z ∩W−) ∩NR(Z ∩W+) ⊆ NS(Z ∩X).(5.4)
To check this, one uses the fact that the cover of W by W+ and W− is coarsely
excicive. In fact, (5.4) says that the cover of Z by Z ∩W− and Z ∩W+ is also
coarsely excicive.
We have the following partitioned manifold index theorem for partial secondary
invariants.
Theorem 5.15. Let (W,h) be a complete Riemannian spin manifold endowed with
a free and proper Γ-action and suppose that it is partitioned by (X, g). Let Z ⊆W
be a closed Γ-invariant subset that is admissible with respect to W+ and suppose
that h has upsc outside Z. Then the Mayer–Vietoris boundary map
∂MV : Kn+1(C∗L,Z(W )Γ)→ Kn(C∗L,Z∩X(X)Γ)
associated to the cover W = W+ ∪W− satisfies
∂MV
(
IndΓL,Z( /D
h
W )
)
= IndΓL,Z∩X( /D
g
X).
Before turning to the proof of Theorem 5.15, we discuss a few consequences.
Firstly, taking Z = ∅, this recovers the secondary partitioned manifold index theorem
of Piazza–Schick [PS14, Theorem 1.22] in all dimensions. Moreover, we obtain a
partitioned manifold index theorem for the relative index as in the corollary below.
Corollary 5.16. For i = 0, 1, let (W,hi) be a complete Riemannian spin manifold
endowed with a free and proper Γ action and suppose that it is partitioned by
(X, gi). Assume that h0 and h1 are in the same uniform equivalence class. Then
the Mayer–Vietoris boundary map
∂MV : Kn+2(C∗(W )Γ)→ Kn+1(C∗(X)Γ),
5That is, Z ∩ (X × (−r, r)) = (Z ∩X)× (−r, r).
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associated to the cover W = W+ ∪W− satisfies
∂MV
(
IndΓrel(h0, h1)
)
= IndΓrel(g0, g1).
Proof. The corollary follows formally from Theorem 5.15 along the lines of the proof
of Corollary 5.7. 
Furthermore, granted Theorem 5.15, we are able to prove concordance invariance
of partial secondary invariants which is still open from Section 4.2.
Proof of Proposition 4.10. Suppose that g0, g1 are two uniformly equivalent Γ-
invariant metrics on X and let h be a metric onW := R×X such that the conditions
of Definition 4.7 are satisfied. We identify X with (say) {−1} ×X ⊆W and view
(W,h) to be partitioned by (X, g0) withW− = (−∞,−1]×X andW+ = [−1,∞)×X.
If we take dW to be the distance function induced by dt2 ⊕ g0, then it follows from
the assumptions on h that dW a metric on W adapted to the partition in the sense
of Definition 5.10. Thus, by Theorem 5.15, we have
∂MV IndΓL,R×Z( /D
h
W ) = IndΓL,Z( /D
g0
X )
Thus it follows from Theorem 5.5 that
IndΓL,R×Z( /D
h
W ) = IndL( /DR) IndΓL,Z( /D
g0
X ).
However, we can also identify X with {2} ×X ⊂W and apply the same argument
again to show that
IndΓL,R×Z( /D
h
W ) = IndL( /DR) IndΓL,Z( /D
g1
X ).
By Theorem 5.5 these two facts imply that IndΓL,Z( /D
g0
X ) = IndΓL,Z( /D
g1
X ). 
We now proceed with technical lemmas needed for the proof of Theorem 5.15.
If W is partitioned by X, then a (W,Γ,Cln+1)-module H can be restricted to a
(W+,Γ,Cln+1)-module H+ := ran(1W+) using the projection in H corresponding to
the characteristic function of W+. This will be used implicitly in the following.
Lemma 5.17. Let that Z ⊆ W be a closed Γ-invariant subset that is admissible
with respect to W+. Then for all p ∈ N:
(i) The inclusion H+ ⊂ H induces ∗-isomorphisms:
C∗L,Z∩W+(W+; Clp)
Γ
C∗L,Z∩X(X ⊂W+; Clp)Γ
i→∼=
C∗L,Z∩W+(W+ ⊂W ; Clp)Γ
C∗L,Z∩X(X ⊂W ; Clp)Γ
j→∼=
C∗L,Z(W ; Clp)Γ
C∗L,Z∩W−(W− ⊂W ; Clp)Γ
.
If Z is also admissible with respect to W−, then the inverse of these isomor-
phisms is induced by the expectation
Φ: C∗(W ; Clp)Γ → C∗(W+; Clp)Γ, T 7→ 1W+T1W+ .
(ii) The following ∗-homomorphism is injective:
C∗L,Z∩W+(W+; Clp)
Γ
C∗L,Z∩X(X ⊂W+; Clp)Γ
↪→ C
∗
L(W+; Clp)Γ
C∗L(X ⊂W+; Clp)Γ
.
Proof. To simplify the exposition, we drop the Clifford algebra and the group Γ
from the notation during this proof.
PSC AND PRODUCT FORMULAS FOR SECONDARY INDEX INVARIANTS 25
To show that the map i in (i) is an isomorphism, we need,
C∗(Z ∩W+ ⊂W+) ∩ C∗(Z ∩X ⊂W ) = C∗(Z ∩X ⊂W+)(5.5)
C∗L(W+) ∩ C∗L(X ⊂W ) = C∗L(X ⊂W+),(5.6)
C∗L,Z∩W+(W+) + C
∗
L,Z∩X(X ⊂W ) = C∗L,Z∩W+(W+ ⊂W ).(5.7)
Indeed, consider the expectation Φ: C∗(W ) → C∗(W+), T 7→ 1W+T1W+ . Note
that supp(Φ(T )) ⊆ supp(T ) ∩ W+ × W+ for all T ∈ C∗(W ). In particular, Φ
extends to an expectation C∗L(W )→ C∗L(W+) which we also denote by Φ. We have
Φ(C∗(Z ∩ X ⊂ W )) = C∗(Z ∩ X ⊂ W+) and Φ(C∗L(X ⊂ W )) = C∗L(X ⊂ W+)
which proves (5.5) and (5.6). To prove (5.7), let L ∈ C∗L,Z∩W+(W+ ⊂ W ). Then
one can verify that Φ(L) ∈ C∗L,Z∩W+(W+) and L− Φ(L) ∈ C∗L(X ⊂W ). Moreover,
we have ev1(L)− Φ(ev1(L)) ∈ C∗(Z ∩W+ ⊂W ) ∩ C∗(X ⊂W ). In addition, using
(5.2), we obtain the following equality for this intersection of Roe algebras:
(5.8) C∗(Z ∩W+ ⊂W ) ∩ C∗(X ⊂W ) = C∗(Z ∩X ⊂W ).
Thus the decomposition Φ(L) + (L− Φ(L)) = L proves (5.7) and shows that the
inverse of i is always induced by Φ (even if Z is not admissible with respect to W−).
Similarly, one can use (5.4) to verify that j is injective. To see that j is surjective,
fix R > 0 and let ξ : [1,∞)→ R be a continuous function such that ξ(1) = 3R and
ξ(t) = 0 for all t > 2. For each r > 0 set W>r := W+ \ Nr(W−) and for t > 1 set
χt := 1W>ξ(t) . Instead of using Φ as above, we define
Ψ: C∗L(W )→ C∗L(W ), L 7→ (t 7→ L(t)χt).
Now let L ∈ C∗L,Z(W ) and suppose prop(L(t))→ 0 and that T := ev1(L) has finite
propagation R as well as supp(T ) ⊆ NR(Z)×NR(Z). Then Ψ(L) ∈ C∗L(W+ ⊂W )
and L − Ψ(L) ∈ C∗L(W− ⊂ W ) since prop(L(t)) → 0 and χt = 1W+ for t > 2.
Moreover, we consider S := ev1(Ψ(L)) = T1W>3R and observe that
supp(S) ⊆ (NR(Z) ∩W>2R)× (NR(Z) ∩W>3R).
Since NR(Z) ∩W>2R ⊆ NR(Z ∩W+) it follows that S ∈ C∗(Z ∩W+ ⊂ W ) and
hence Ψ(L) ∈ C∗L,Z∩W+(W+ ⊂W ). Let S′ = ev1(L−Ψ(L)) = T1N3R(W−). Then
supp(S′) ⊆ (NR(Z) ∩N4R(W−))× (NR(Z) ∩N3R(W−)),
which due to (5.3) implies that S′ ∈ C∗(Z ∩W−). In summary, we have Ψ(L) −
L ∈ C∗L,Z∩W−(W− ⊂ W ) and Ψ(L) ∈ C∗L,Z∩W+(W+ ⊂ W ), and this proves that j
is surjective, hence an isomorphism.
In contrast, it is not true in general that Φ(C∗L,Z∩W−(W− ⊂W )) ⊆ C∗L,Z∩X(X ⊂
W ) and Φ(C∗L,Z(W )) ⊆ C∗L,Z∩W+(W+ ⊂W ). However, if Z is also admissible with
respect to W−, then these statements are in fact true and one can verify that Φ is
inverse to j (as follows from an argument using (5.2) to (5.4) with the roles of W+
and W− reversed).
Statement (ii) is a consequence of a version of (5.8) restricted to W+, which also
follows from (5.2). 
The main ingredient to prove Theorem 5.15 is the following “swapping lemma”
which implies that we can modify one half of a partitioned manifold without changing
the image of the Mayer–Vietoris boundary map. Hence it reduces the general
partitioned manifold index theorem to the product situation. This idea originated
in a proof of Roe’s partitioned manifold index theorem due to Higson [Hig91].
Lemma 5.18 (Compare [Hig91, Lemma 3.1]). Let (W,h) and (W˜ , h˜) both be
partitioned by (X, g) and dW and let dW˜ be metrics adapted to the partitions.
Suppose W˜+ = W+ and that the restrictions of h and h˜ as well as dW and dW˜ agree
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on W+, respectively. Let Z ⊆W , Z˜ ⊆ W˜ be admissible with respect to W+ = W˜+
with Z ∩W+ = Z˜ ∩ W˜+. Assume that h has upsc outside Z and h˜ has upsc outside
Z˜. Then
∂MV
(
IndΓL,Z( /D
h
W )
)
= ∂MV
(
IndΓL,Z˜( /D
h˜
W˜ )
)
.
Proof. By Lemma 5.17 (i) (applied to Z = W ), we have isomorphisms
(5.9)
C∗L(W ; Cln+1)Γ
C∗L(W− ⊂W ; Cln+1)Γ
Φ→ C
∗
L(W+; Cln+1)Γ
C∗L(X ⊂W+; Cln+1)Γ
Φ˜← C
∗
L(W˜ ; Cln+1)Γ
C∗L(W˜− ⊂ W˜ ; Cln+1)Γ
,
where the maps Φ and Φ˜ are induced by T 7→ 1W+T1W+ . Consider ϕ := ϕ /DhW : S →
C∗L(W ; Cln+1)Γ and ϕ˜ := ϕ /Dh˜
W˜
: S → C∗L(W˜ ; Cln+1)Γ which have been defined in
Section 4.1. Let pi : C∗L(W ; Cln+1)Γ → C∗L(W ; Cln+1)Γ/C∗L(W− ⊂ W ; Cln+1)Γ be
the canonical quotient map and define pi analogously. Since /DhW = /D
h˜
W˜ on W+, it
follows from propagation speed arguments (see [HR00, Corollary 10.3.4, Proposition
10.3.5], [PS14, p. 992]) that for all f ∈ S,
1W+f
(
1
t
/D
h
W
)
1W+ − 1W+f
(
1
t
/D
h˜
W˜
)
1W+ ∈ C∗L(X ⊂W+; Cln+1)Γ.
This implies that the following ∗-homomorphisms are equal:
Φ ◦ pi ◦ ϕ = Φ˜ ◦ pi ◦ ϕ˜ : S → C∗L(W+; Cln+1)Γ/C∗L(X ⊂W+; Cln+1)Γ.
By Lemma 5.17 we also obtain isomorphisms,
(5.10)
C∗L,Z(W ; Cln+1)Γ
C∗L,Z∩W−(W− ⊂W ; Cln+1)Γ
j← C
∗
L,Z∩W+(W+; Cln+1)
Γ
C∗L,Z∩X(X ⊂W+; Cln+1)Γ
j˜→
C∗
L,Z˜
(W˜ ; Cln+1)Γ
C∗
L,Z˜∩W˜−
(W˜− ⊂ W˜ ; Cln+1)Γ
,
and the map
k :
C∗L,Z∩W+(W+; Cln+1)
Γ
C∗L,Z∩X(X ⊂W+; Cln+1)Γ
↪→ C
∗
L(W+; Cln+1)Γ
C∗L(X ⊂W+; Cln+1)Γ
induced by inclusion is injective. Choose an appropriate homotopy equivalence
ψ : S → S(−ε, ε) such that ϕ ◦ ψ and ϕ˜ ◦ ψ take values in C∗L,Z(W ; Cln+1)Γ and
C∗
L,Z˜
(W˜ ; Cln+1)Γ, respectively. We also consider the quotient map
piZ : C∗L,Z(W ; Cln+1)Γ → C∗L,Z(W ; Cln+1)Γ/C∗L,Z∩W−(W− ⊂W ; Cln+1)Γ,
and define piZ analogously. We then have
k ◦ j−1 ◦ piZ ◦ ϕ ◦ ψ = Φ ◦ pi ◦ ϕ ◦ ψ = Φ˜ ◦ pi ◦ ϕ˜ ◦ ψ = k ◦ j˜−1 ◦ piZ ◦ ϕ˜ ◦ ψ
and thus by injectivity of k,
j−1 ◦ piZ ◦ ϕ ◦ ψ = j˜−1 ◦ piZ ◦ ϕ˜ ◦ ψ : S →
C∗L,Z∩W+(W+; Cln+1)
Γ
C∗L,Z∩X(X ⊂W+; Cln+1)Γ
.
This proves that
(j−1 ◦ piZ)∗ IndΓL,Z( /DhW )) = (j˜−1 ◦ piZ)∗ IndΓL,Z˜( /D
h˜
W˜ )
∈ Kn+1
(
C∗L,Z∩W+(W+)
Γ
C∗L,Z∩X(X ⊂W+)Γ
)
∂W+→ Kn(C∗L,Z∩X(X ⊂W+)Γ).
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This completes the proof of the lemma since the Mayer–Vietoris boundary maps can
be computed by composing (j−1 ◦piZ)∗ (respectively (j˜−1 ◦piZ)∗) with the boundary
map ∂W+ displayed above, see Remark 2.7. 
Proof of Theorem 5.15. Applying Lemma 5.18 twice reduces the theorem to the
product situation. Indeed, we may consider a new partitioned manifold W˜ with
W˜+ = W+, W˜− = X × (−∞, 0], Z˜ ∩W+ = Z ∩W+, Z˜ ∩W− = Z ∩X × (−∞, 0]
and h = g ⊕ dt2 on W−. We also need to construct a distance function dW˜ that
is adapted to the partition. To obtain that, we just glue the Euclidean product
distance function on X × (−∞, 0] to the metric on W+ (where we use the restriction
of the fixed adapted metric from W to W+), compare also Remark 6.1 below. Then,
by Lemma 5.18, we may work with W˜ instead of W . However, in this case Z˜ is
also admissible with respect to W˜−, so we can swap the roles of W+ and W− in
Lemma 5.18 to also replace W+ by X × [0,∞). Thus we only need to consider
W = X ×R, Z = Z ∩X ×R, h = g ⊕ dt2, and this special case of the theorem was
already proved in Theorem 5.5. 
6. Geometric applications
6.1. Delocalized APS-index theorem. In this subsection, we fix W to be an
n+ 1-dimensional spin manifold with boundary ∂W = X endowed with a complete
Riemannian metric h and a proper and free isometric action of a discrete group
Γ. Moreover, we assume that X ↪→ W is a coarse equivalence. Suppose that h is
a product metric gX ⊕ dt2 on a collar neighborhood of X. Let W∞ be the spin
manifold obtained from W by attaching an infinite cylinder C := X × [0,∞) to the
boundary ∂W = X. The Riemannian metric h extends by gX ⊕ dt2 to a complete
Riemannian metric h∞ on W∞.
Remark 6.1 (Adapted distance function on W∞). We also construct a distance
function dW∞ on W∞: We furnish X with the restriction of the distance function
dh from W to X and denote this distance by dX . Then we endow C with a distance
function dC defined by dC((x, t), (x′, t′)) =
√
dX(x, x′)2 + |t− t|2 for x, x′ ∈ X,
t, t′ ∈ R. We let dW∞ be the distance function on W∞ that is obtained from dh
and dC by gluing it along X.6 It follows that W∞ is partitioned by X and dW∞ is
a distance function that is adapted to the partition in the sense of Definition 5.10.
However, in general the distance function induced by h∞ will be coarser than dW∞
(in particular, if X has more than one connected component). In the following,
we will always use the distance function dW∞ to define the Roe and localization
algebras on W∞. This is crucial so as for Lemma 6.2 below to hold.
Lemma 6.2. We have K∗(C∗(W∞)Γ) = 0. In particular, there exists a unique ele-
ment ρΓ(W∞) ∈ Kn+1(C∗L,0(W∞)Γ) which maps to IndΓL( /DW∞) ∈ Kn+1(C∗L(W∞)Γ).
Proof. By assumption,W∞ is coarsely equivalent to the flasque space C = X×[0,∞)
and thus K∗(C∗(W∞)Γ) vanishes (see [HR00, Lemma 6.4.2] and the discussion in
Section 6.3). The second statement follows due to exactness. 
Definition 6.3. We define
ρΓ(W ) := ∂MV(ρΓ(W∞)) ∈ Kn(C∗L,0(X)Γ),
where ρΓ(W∞) is as in Lemma 6.2 and we use the Mayer–Vietoris boundary map
associated to the cover W∞ = C ∪W .
6More precisely, dW∞ restricts to dh on W , to dC on C and for z ∈ W , y ∈ C we set
dW∞ (z, y) = infx∈X (dh(z, x) + dC((x, 0), y)).
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Remark 6.4. Theorem 5.15 (applied to W∞ with Z = W∞) and naturality of the
Mayer–Vietoris sequence show that ρΓ(W ) maps to IndΓL( /DX) ∈ Kn(C∗L(X)Γ). Since
the K-homology fundamental class of a spin manifold does not vanish (see [HR00,
Lemma 12.2.4]), the local index class IndΓL( /DX) is always non-zero. Thus ρΓ(W ) ∈
Kn(C∗L,0(X)Γ) never vanishes either. However, Ind
Γ( /DX) = (ev1)∗ IndΓL( /DX) van-
ishes by exactness. This constitutes a variant of bordism invariance for the coarse
index, see [Wul12].
We may think of the element ρΓ(W ) as a secondary invariant which is associated
to W viewed as a null-bordism for X.
If we suppose that gX has upsc, then we also have a secondary invariant
ρΓ(gX) associated to gX . In the following, we will identify the difference be-
tween these two secondary invariants ρΓ(gX) and ρΓ(W ). Indeed, if gX has
upsc, then W∞ has upsc outside W . It follows that there is a localized index
IndΓW ( /DW∞) ∈ Kn+1(C∗(W ⊆ W∞)). We denote the image of this class under the
isomorphism K∗(C∗(W ⊆ W∞)Γ) ∼= K∗(C∗(X)Γ) by IndΓW ( /DW ) ∈ Kn+1(C∗(X)Γ),
compare [PS14].
Theorem 6.5. In the above setup, suppose that the metric gX has upsc on X = ∂W .
Then
∂(IndΓW ( /DW )) = ρΓ(gX)− ρΓ(W ) ∈ Kn(C∗L,0(X)Γ),
where ∂ : K∗+1(C∗(X)Γ)→ K∗(C∗L,0(X)Γ) is the boundary map in the Higson–Roe
exact sequence of X.
Proof. During this proof, we will consider W∞ as constructed above. However, for
technical reasons, we now identify X with X × {1} ⊂ C instead of X × {0} so that
X ∩W = ∅. Using Lemma 6.2, we obtain maps
r : Kn+1(C∗L,W (W∞)Γ)→ Kn+1(C∗L(W∞)Γ) ∼= Kn+1(C∗L,0(W∞)Γ),
s : Kn+1(C∗(W ⊂W∞)Γ) ∼= Kn+2
(
C∗(W∞)Γ
C∗(W ⊂W∞)
)
δ→ Kn+1(C∗L,W (W∞)Γ),
where δ is the boundary map associated to the extension 0 → C∗L,W (W∞)Γ →
C∗L(W∞)Γ → C∗(W∞)Γ/C∗(W ⊂ W∞)Γ → 0. By construction, we have
r(IndL,W( /DW∞)) = ρΓ(W∞) and (ev1)∗(IndL,W( /DW∞)) = Ind
Γ
W ( /DW∞). One
can verify that
r ◦ i = id, (ev1)∗ ◦ s = id, r ◦ s = 0.
Hence s (respectively r) determines a splitting of the long exact sequence in K-theory
associated to 0→ C∗L,0(W∞)Γ → C∗L,W (W∞)Γ → C∗(W ⊂W∞)Γ → 0.
Kn+1(C∗L(W∞)Γ) Kn+2(C∗(W∞)Γ/C∗(W ⊂W∞))
Kn+1(C∗L,0(W∞)Γ) Kn+1(C∗L,W (W∞)Γ) Kn+1(C∗(W ⊂W∞)Γ)
Kn(C∗L,0(X)Γ) Kn+1(C∗(X)Γ)
∼=
δ
i
∼=
∂′MV
∂MV
(ev1)∗
r s
k ∼=
∂
In particular, i ◦ r + s ◦ (ev1)∗ = id and thus
IndΓL,W( /DW∞) = i(ρ
Γ(W∞)) + s(IndΓW ( /DW∞)).
Moreover, via an additional diagram chase one can check that
∂MV ◦ i = ∂′MV, ∂MV ◦ s = ∂ ◦ k−1.
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From this we deduce
∂MV IndΓL,W( /DW∞) = ∂
′
MVρ
Γ(W∞)) + ∂ ◦ k−1(IndΓW ( /DW∞)
= ρΓ(W ) + ∂(IndΓW ( /DW )).
Finally, we apply Theorem 5.15 to W∞ partitioned by X × {1} and with Z = W to
obtain ∂MV IndΓL,W( /DW∞) = ρΓ(gX). This concludes the proof. 
Corollary 6.6 ([PS14; XY14b]). Let ι : X ↪→W denote the inclusion map.
ι∗∂(IndΓW ( /DW )) = ι∗ρΓ(gX).
Proof. By construction, ρΓ(W ) lies in the kernel of K∗(C∗L,0(X)Γ)
ι∗→ K∗(C∗L,0(W )).
Thus the corollary is an immediate consequence of Theorem 6.5. 
6.2. Stability of higher secondary invariants on closed manifolds. In this
subsection, we discuss applications to higher secondary invariants for psc metrics on
closed spin manifolds. We begin with some preliminary definitions.
Definition 6.7 ([PS14]). Let Γ be a countable discrete group. Define the universal
structure group for Γ by
SΓ∗ := colim
X⊂EΓ
K∗
(
C∗L,0(X)Γ
)
,
where the colimit ranges over Γ-invariant cocompact subsets of EΓ, a universal space
for free Γ-actions.
If X is a cocompact free Γ-space, then the K-theory of the equivariant Roe
algebra C∗(X)Γ is canonically isomorphic to the K-theory of the reduced group
C∗-algebra C∗r Γ, see [HR00, Lemma 12.5.3]. Thus from the short exact sequence
0→ C∗L,0(X)Γ → C∗L(X)Γ → C∗(X)Γ, we obtain a long exact sequence as follows:
(6.1) · · · → K∗+1(C∗r Γ) ∂→ SΓ∗ → K∗(BΓ)→ K∗(C∗r Γ)→ · · · .
Definition 6.8. Let M be a closed n-dimensional spin manifold together with a
continuous map u : M → BΓ (for instance, take Γ = pi1(M) and u classifying the
universal covering). Let g be a psc metric on M . Let Mˆ → M be the Γ-covering
classified by u and denote the lift of g to Mˆ by gˆ.
The higher ρ-invariant of g is defined as follows:
ρu(g) := uˆ∗ρΓ(gˆ) ∈ SΓn,
where ρΓ(gˆ) ∈ Kn(C∗L,0(Mˆ)Γ) is the equivariant ρ-class of gˆ.
Similarly, we obtain a higher relative index for two psc metrics g0, g1 on M ,
Indurel(g0, g1) := IndΓrel(gˆ0, gˆ1) ∈ Kn+1(C∗r Γ) ∼= Kn+1(C∗(Mˆ)Γ).
If Γ is torsion-free, then the Baum–Connes conjecture is equivalent to vanishing of
SΓ∗ . As currently there is no known counter example to the Baum–Connes conjecture,
we need to work with groups that have torsion in order to find non-zero higher
ρ-invariants in SΓ∗ .
Given two closed spin manifolds with maps ui : Mi → BΓ, endowed with psc
metrics gi, i = 0, 1, we say that (M0, u0, g0) and (M1, u1, g1) are bordant if there
exists a compact spin manifold with reference map v : W → BΓ and boundary
∂W = (−M0) unionsqM1 such that W is endowed with a psc metric h that is a product
metric on a collar neighborhood of the boundary and agrees with gi on Mi.
Recall that if g0, g1 are concordant, then Indurel(g0, g1) = 0. It follows from
Corollary 6.6 that ∂(Indurel(g0, g1)) = ρu(g0)− ρu(g1). Moreover, if (M0, u0, g0) and
(M1, u1, g1) are bordant, then ρu1(g1) = ρu2(g2). Bordism classes of spin manifolds
with positive scalar curvature metric as above form a group Posspin∗ (BΓ) which is
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part of Stolz’ positive scalar curvature sequence. In fact, in [PS14; XY14b] a map
from the Stolz sequence to the Higson–Roe sequence (6.1) is constructed and the
delocalized APS index theorem Corollary 6.6 is a central ingredient for that.
As an application of Corollary 5.8, we prove the following results which say that
if the higher ρ-invariant can distinguish two psc metrics, then it can still distinguish
them after taking the product with certain aspherical manifolds.
Proposition 6.9. Let N be a closed aspherical spin manifold such that Λ = pi1(N)
has finite asymptotic dimension. Let Γ be a countable discrete group. Then the
map SΓ∗ → SΓ×Λ∗+q given by external product with the local index class IndΛL( /DN˜ ) ∈
Kq(C∗L(N˜)Λ) is split-injective.
Corollary 6.10. Let Mi be closed spin, ui : Mi → BΓ and gi a psc metric on
Mi, i = 0, 1, such that ρu0(g0) 6= ρu1(g1). Let N be a closed aspherical spin
manifold such that Λ = pi1(N) has finite asymptotic dimension. Let gN be a
Riemannian metric such that gi ⊕ gN has psc on Mi × N for i = 0, 1. Then
ρu0×idN (g0 ⊕ gN ) 6= ρu1×idN (g1 ⊕ gN ).
In particular, these assumptions imply that (M0 × N, u0 × idN , g0 ⊕ gN ) and
(M1 ×N, u1 × idN , g1 ⊕ gN ) are not bordant.
Proof of Proposition 6.9. Since N is aspherical, we may choose E(Γ×Λ) = EΓ× N˜ ,
where N˜ is the universal covering of N . Then
SΓ×Λ∗ = colim
X⊂EΓ
K∗(C∗L,0(X × N˜)Γ×Λ).
Since pi1(N) has finite asymptotic dimension, N˜ is stably hypereuclidean by [Dra06,
Theorem 3.5]. For each X ⊂ EΓ Corollary 5.8 gives a map rX : K∗+n(C∗L,0(X ×
N˜))Γ×Λ → K∗(C∗L,0(X)Γ) left-inverse to taking the external product with IndΛL( /DN˜ ).
Moreover, it follows readily from the proof of Corollary 5.8 that these maps are
natural in X. This proves the proposition. 
Remark 6.11. Stability results concerning the higher relative index Indurel(g0, g1) anal-
ogous to Corollary 6.10 can be obtained in a similar fashion for instance by applying
Corollary 5.8 to the partial secondary invariant IndΓL,[0,1]×Mˆ( /D
h
R×Mˆ ) (see Defini-
tion 4.12).
The manifold N itself does not admit a psc metric because it is aspherical and
its fundamental group has finite asymptotic dimension. In fact, if we take N to be
a psc manifold, then the analogue of Corollary 6.10 is false:
Lemma 6.12. Let M and N be closed spin manifolds which both admit psc metrics
individually. Then any two product metrics which have psc onM×N are concordant.
Here we say that a Riemannian metric h on M ×N is a product metric if it can
be written as h = gM ⊕ gN for some metrics gM , gN on M , respectively N .
Proof. Let gM and gN be psc metrics on M , respectively N . Denote the product
metric by h = gM ⊕gN . Suppose that h˜ = g˜M ⊕ g˜N is another product metric which
has psc onM×N . We will now show that h and h˜ are actually isotopic as psc metrics
(it is a standard fact that isotopy implies concordance). By assumption, h˜ has psc,
so either g˜M or g˜N has psc and assume w.l.o.g. that it is g˜M . By compactness we
may find ε > 0 such that εg˜M ⊕ (tgN + (1− t)g˜N ) has psc for all t ∈ [0, 1]. By
inserting appropriate rescalings of g˜M , this implies that g˜M ⊕ g˜N and g˜M ⊕ gN are
isotopic psc metrics. Applying the same argument again, now gN playing the role
of g˜M , shows that g˜M ⊕ gN is isotopic to gM ⊕ gN . 
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In particular:
Proposition 6.13. Let M and N be closed spin manifolds which both admit psc
metrics individually. If h0, h1 are psc metrics on M×N such that Indvrel(h0, h1) 6= 0
for some v : M ×N → BΓ, then at least one of h0 and h1 is not concordant to a
product metric.
6.3. From closed manifolds to non-compact complete manifolds. In this
subsection, we demonstrate how the theory we have developed so far can be applied
to construct examples of complete upsc metrics on non-compact manifolds which
are distinguished by certain partial secondary invariants. As input for the following
constructions we will always start with psc metrics on closed manifolds which can
be distinguished by the higher ρ-invariant. Such examples can be obtained from the
methods of Weinberger–Yu [WY13] and Xie–Yu [XY13].
We start with a corollary of the secondary partitioned manifold index theorem,
Theorem 5.15.
Corollary 6.14. Let M be a closed spin manifold together with a map u : M → BΓ
and two psc metrics g0 and g1 such that ρu(g0) 6= ρu(g1). Let W be a spin manifold
with two complete upsc metrics h0, h1 in the same uniform equivalence class such
that (W,hi) is partitioned by (M, gi), i = 0, 1. Suppose furthermore that u extends
to a map W → BΓ. Then h0 and h1 are not concordant relative to W− (or W+),
where W± are the connected components of W \M .
Proof. Let Wˆ → W be the Γ-covering of W corresponding to the map W → BΓ.
Then (Wˆ , hˆi) is partitioned by (Mˆ, gˆi), where Mˆ is the restriction of Wˆ to M
and hˆi, gˆi are the corresponding lifts of the Riemannian metrics. Theorem 5.15
implies that IndΓL,Wˆ−( /D
h0
Wˆ ) 6= IndΓL,Wˆ−( /D
h1
Wˆ ), from which the corollary follows due
to Proposition 4.10. 
Of course, this applies in particular to W = M × R. However, using our
stability result about products with hypereuclidean manifolds (Corollary 5.8), we
can generalize the product situation to higher codimensions, as will be explained in
the following.
Recall that a proper metric space X endowed with a free and proper Γ-action is
called flasque if there exists a Γ-equivariant coarse map s : X → X such that
(i) s is coarsely equivalent to idX ,
(ii) for every compact subset K ⊆ X, there exists l0 ∈ N such that sl(X) ∩K = ∅
for all l > l0,
(iii) for all R > 0, there exists S > 0 such that dX(sl(x), sl(x′)) < S for all l > 0
and x, x′ ∈ X with dX(x, x′) < R.
A standard Eilenberg swindle argument shows that K∗(C∗(X)Γ) vanishes in all
degrees if X is flasque, see [Roe96, Proposition 9.4], [HR00, Lemma 6.4.2]. It follows
directly from the definition that X×Y is flasque if X is flasque and Y is an arbitrary
proper metric space.
Definition 6.15. Let X,Y be proper metric spaces, both of which are endowed
with a free and proper isometric Γ-action. We say that a Γ-equivariant coarse
map f : X → Y is coarsely negligible if there exist Γ-equivariant maps f ′ : X → X ′,
f ′′ : X ′ → Y such that X ′ is flasque and f is coarsely equivalent to f ′′ ◦ f ′.
We say a subset Z ⊆ Y is coarsely negligible in Y if the inclusion map Z ↪→ Y is
coarsely negligible.7
7Our notion of a coarsely negligible subset is less general and more geometric than the concept
of a “coarsely A-neglibible subset” from [HPS14, Definition 3.9].
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If f is coarsely negligible, then it follows from functoriality of the Roe algebra that
the map f∗ : K∗(C∗(X)Γ)→ K∗(C∗(Y )Γ) is zero. Moreover, if f : Z → Y is coarsely
negligible, then so is idX ×f : X × Z → X × Y for any proper metric space X.
Example 6.16. If Z ⊆ Y is a compact subset of a non-compact complete Riemannian
manifold Y , then Z is coarsely negligible in Y . To prove this, one uses that Z
is contained in a bounded neighborhood of some geodesic ray, compare [HPS14,
Proposition 3.10].
Example 6.17. If Y is an arbitrary proper metric space, then Y × [0,∞) is coarsely
negligible in Y × R (since Y × [0,∞) is itself flasque).
Lemma 6.18. Let Z ⊆ X be a Γ-invariant coarsely negligible subset. Then the
map K∗(C∗L,0(X)Γ)→ K∗(C∗L,Z(X)Γ) is injective.
Proof. Consider the boundary map ∂ : K∗+1(C∗(Z ⊂ X)Γ) → K∗(C∗L,0(X)Γ) as-
sociated to 0 → C∗L,0(X)Γ → C∗L,Z(X)Γ → C∗(Z ⊂ X)Γ → 0. By naturality, ∂
factors through K∗(C∗(Z ⊂ X)Γ) → K∗(C∗(X)Γ). However, since Z is coarsely
negligible, the latter map is zero and hence ∂ is zero. By exactness, we conclude
that K∗(C∗L,0(X)Γ)→ K∗(C∗L,Z(X)Γ) is injective. 
Theorem 6.19. Let M be a closed spin manifold together with a map u : M → BΓ
and two psc metrics g0 and g1. Moreover, let Y be a spin manifold with a complete
Riemannian metric gY and Z ⊆ Y some subset. Suppose that,
(i) ρu(g0) 6= ρu(g1),
(ii) gi ⊕ gY have upsc on M × Y for i = 0, 1,
(iii) (Y, gY ) is stably hypereuclidean,
(iv) Z is coarsely negligible in Y .
Then the metrics g0⊕gX and g1⊕gX are not concordant on M×Y relative to M×Z.
Example 6.20. The theorem applies to Y = Rq and Z = [0,∞)× Rq−1.
Proof. Let X = Mˆ , the covering of M classified by u. If g0 ⊕ gY and g1 ⊕ gY were
concordant onM×Y relative toM×Z, then the lifted metrics gˆ0⊕gY , gˆ1⊕gY would
be concordant on X×Y relative to X×Z. Thus, due to Proposition 4.10, it suffices
to show that IndΓL,X×Z( /D
gˆ0⊕gY
X×Y ) 6= IndΓL,X×Z( /Dgˆ1⊕gYX×Y ). Indeed, since Y is stably
hypereuclidean, Corollary 5.8 (applied with Z = ∅) shows that ρΓ(gˆ0⊕gY ) 6= ρΓ(gˆ1⊕
gY ). Moreover, since Z is coarsely negligible in Y , the Γ-invariant subset X × Z is
coarsely negligible in X × Y . By definition, ρΓ(gˆi ⊕ gY ) maps to IndΓL,X×Z( /Dgˆi⊕gYX×Y ),
i = 0, 1, under the map K∗(C∗L,0(X×Y )Γ)→ K∗(C∗L,X×Z(X×Y )Γ), which completes
the proof since Lemma 6.18 states that this map is injective. 
Appendix A. Explicit descriptions in terms of projections and
unitaries
In this appendix, we focus on the complex case. In contrast to previous sections,
we now reserve the notation Kj(A) for j ∈ Z/2Z to denote “ordinary” complex
K-theory of an ungraded C∗-algebra A defined in terms of projections and unitaries.
In particular, in the following we always use K̂∗(A) if we mean the K-groups as
discussed in Section 2.
We describe the partial secondary local index classes as elements in K0(C∗L,Z(X))
and K1(C∗L,Z(X)). This is done in essentially the same way as Xie–Yu [XY14b] define
the local index class and the ρ-invariant. We show that this agrees with the elements
defined in Section 4.2 up to a sign and a natural isomorphism K̂0(A⊗̂Cln) ∼= Kn(A)
for ungraded C∗-algebras A.
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We drop the group action to simplify the notation, but it would not entail any
additional technical difficulties to include it.
A.1. K-theory of trivially graded C∗-algebras. We need an explicit isomor-
phism between (the complex version of) the picture of K-theory explained in Section 2
and complex K-theory for trivially graded algebras defined in terms of projections
and unitaries.
Proposition A.1 ([HG04, p.149f]). For every trivially graded C∗-algebra A there are
natural isomorphisms Θ2k : K̂0(A⊗̂Cl2k) → K0(A) and Θ2k+1 : K̂0(A⊗̂Cl2k+1) →
K1(A) such that the following diagram of isomorphisms commutes,
K̂0(A⊗̂Cl2k+1) K̂0(C0(R)⊗A⊗̂Cl2k)
K1(A) K0(C0(R)⊗A),
×b
Θ2k+1 Θ2k
δ
where δ is the standard suspension isomorphism in K-theory and ×b is the Bott
isomorphism from Section 2.3.
Proof. Since by (formal) periodicity K̂0(A⊗̂Cl2k) = K̂0(A) and K̂0(A⊗̂Cl2k+1) =
K̂0(A⊗̂Cl1), we can restrict ourselves to the case k = 0. Let ϕ : S → A⊗̂K be given
and consider the unitary,
Uϕ := ϕ+
(
x − i
x + i
)
∈ (A⊗̂K)+ ,
where (A⊗̂K)+ denotes the unitization of A⊗̂K. Observe that Uϕ is equal to the
identity modulo A⊗̂K. Since A is trivially graded, the ungraded tensor product
A⊗K coincides with A⊗̂K when we neglect the grading. We will use the symbol
A ⊗ K if we wish to consider it as an ungraded algebra, and A⊗̂K if we want to
emphasize the grading. Using this convention, the graded C∗-algebra A⊗̂K can be
identified with the matrix algebra M2(A⊗K), where the grading automorphisms is
conjugation with the multiplier
 =
(
1 0
0 −1
)
.
Then we have
(A.1) Uϕ = U∗ϕ.
In particular, Uϕ is a self-adjoint unitary in M2 ((A⊗K)+) eqal to  modulo A⊗K.
As a consequence, Pϕ := 12 (1 + Uϕ) is a projection in M2 ((A⊗K)+) equal to
P := 12 (1 + ) modulo A⊗K. We define Θ0([ϕ]) := [Pϕ]−[P] ∈ K0(A⊗K) = K0(A).
Similarly, if we have a ∗-homomorphism ϕ : S → A⊗̂(Cl1⊗̂K), we again form the
unitary Uϕ = ϕ+(x−ix+i ) ∈ (A⊗̂Cl1⊗̂K)+. Using the explicit description of the Clifford
algebra Cl1 ∼= C⊕ C, we may consider Uϕ,1 = pr+1 (Uϕ), a unitary in (A⊗K)+. We
define Θ1([ϕ]) := [Uϕ,1] ∈ K1(A⊗K) = K1(A).
The maps Θi defined above are well-defined because if ϕ and ψ are homotopic,
then so are Uϕ and Uψ. Since the additive structure on K̂0 is essentially defined by
block sum inside A⊗̂K, it can be verified that the maps Θn are additive. Moreover,
it follows from [HG04, Lemma 1.4] that these maps are isomorphisms.
Finally, due to naturality, it suffices to consider the case A = C0(R) to show
that the diagram in the proposition commutes. The group K0(C0(R)⊗̂Cl1) is
generated by the Bott element b which is represented by the ∗-homomorphism
β : S → C0(R,Cl1) ∼= C0(R) ⊕ C0(R), f 7→ (x 7→ (f(x), f(−x))). Thus Θ1(b) is
represented by the unitary x−ix+i in C0(R)+ which has winding number +1 and thus
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represents the standard generator of K1(C0(R)). Thus δ(Θ1(b)) ∈ K0(C0(R2)) is
represented by the Bott projection. It can be checked that the element b × b ∈
K̂0(C0(R2)) is represented by the ∗-homomorphism
ϕ : S → C0(R2,M2(C)), f 7→ f
((
0 x + iy
x − iy 0
))
.
A direct computation shows that Pϕ is also the Bott projection, hence the diagram
commutes. 
A.2. Reduced spinor bundles. So far, we have worked with the Cln-linear (or
n-multi-graded in the terminology of [HR00]) spinor bundle and Dirac operator.
Here we review the equivalent viewpoint using irreducible Clifford modules. If n
is even, there is up to isomorphism only one irreducible Clifford module which we
denote by /S(n). It automatically carries a grading /S(n) = /S(0)(n) ⊕ /S(1)(n). If
n is odd, there are two irreducible Clifford modules /S+(n) and /S−(n) which are
ungraded. Let X be a Riemannian spin manifold, then the reduced spinor bundle is
the associated bundle /S(X) = PSpin(X)×Spin(n) /S(n). In the odd-dimensional case
the representations of Spin(n) coming from the two irreducible Clifford modules are
isomorphic, so it does not matter which we choose. We may realize /S(n) concretely
as a left ideal inside Cln so that /S(X) is a sub-bundle of /S(X) which is Cl(T∗X)-
invariant. In particular, the Cln-linear Dirac operator /D restricts to the spinor
Dirac operator /D on /S(X). Let H := L2(X, /S(X)) and H := L2(X, /S(X)). The
first is always a graded Hilbert Cln-module whereas the latter is a Hilbert space,
furnished with a grading iff n is even.
Suppose n = 2k > 0. Then EndC(/S(n)) = Cln and there is a one to one
correspondence between (possibly unbounded) Cln-linear operators on H and C-
linear operators on H. Indeed, every Cln-linear operator on H keeps H invariant
and is uniquely determined by its restiction to H. On the level of Roe algebras this
yields a canonical isomorphism (of graded C∗-algebras),
(A.2) C∗(X,H;Cl2k) = C∗(X,H).
In the odd-dimensional case n = 2k + 1, we have Cln = EndC(/S+(n)) ⊕
EndC(/S−(n)). A similar argument as above yields,
(A.3) C∗(X,H;Cl2k+1) = C∗(X,H)⊕ C∗(X,H).
The identifications (A.2) and (A.3) hold analogously for the structure algebra D∗
and the all localization algebras D∗L and C∗L,Z .
A.3. Local index classes in terms of projections and unitaries. A normal-
izing function is a continuous odd non-decreasing function χ : R→ [−1, 1] such that
limx→±∞ χ(x) = ±1. Let L /D : [1,∞)→ D∗(X,H), L /D(t) = χ
( 1
t
/D
)
, where χ is a
normalizing function. Let Z ⊆ X be a closed subset (possibly Z = ∅ or Z = X)
such that the scalar curvature function on X is uniformly positive outside of Z.
Then by Lemma 4.4, we have L2/D − 1 ∈ C∗L,Z(X,H) provided that we have chosen
χ such that χ2 = 1 outside (−ε, ε).
If n > 0 is even, then H is graded and L /D(t) is an odd operator for all t, that is,
with respect to the grading H = H(0) ⊕H(1), we have
L /D(t) =
(
0 L−/D(t)
L+/D(t) 0
)
.
Let v : H(0) → H(1) be a unitary which intertwines the C0(X)-representations (for
instance, take v to be Clifford multiplication with a measurable unit co-vector field).
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Then v∗L+/D ∈ D∗L(X,H(0)) is a unitary modulo C∗L,Z(X,H(0)) and hence defines a
class [v∗L+/D] ∈ K1(D∗L(X)/C∗L,Z(X)). We let
I˜ndL,Z( /D) := ∂[v∗L+/D] ∈ K0(C∗L,Z(X)).
If n is odd, then 12 (1 + L /D) is a projection modulo C∗L,Z(X,H) and we set
I˜ndL,Z( /D) := ∂
[
1
2(1 + L /D)
]
∈ K1(C∗L,Z(X)).
Remark A.2. For Z = X (respectively Z = ∅), the element I˜ndL,Z( /D) agrees
with the local index class (respectively the ρ-invariant) defined in [XY14b]. This
can be proved using that the map D∗L(X)/C∗L(X)→ D∗(X)/C∗(X) (respectively
D∗L(X)/C∗L,0(X) → D∗(X)) defined by evaluation at 1 ∈ [1,∞) is a K-theory
isomorphism, see [QR10].
Theorem A.3. The isomorphism Θn from Proposition A.1,
Θn : K̂0(C∗L,Z(X;Cln)) = K̂0(C∗L,Z(X)⊗̂Cln)→ Kn(C∗L,Z(X)),
takes IndL,Z( /D) as defined in Section 4.2 to −I˜ndL,Z( /D).
Proof. Let ε > 0 such that f( /D) and f( /D) lie in C∗(Z ⊂ X) for f ∈ C0((−ε, ε))
and choose a homotopy inverse ψ : S → S(−ε, ε) to the inclusion S(−ε, ε) ↪→ S.
Then IndL,Z( /D) = [ϕ /D ◦ ψ]. We can choose ψ in such a way that it extends to
a homotopy equivalence ψ¯ : C([−∞,∞])→ C([−ε, ε]), where we identify C([−ε, ε])
with the subspace of C([−∞,∞]) consisting of those functions which are constant
on [−∞,−ε] as well as on [ε,∞]. Let χ˜ be the normalizing function χ˜(x) := x√1+x2 .
We can assume that χ := ψ¯(χ˜) is still a normalizing function which by construction
satisfies χ2 = 1 outside (−ε, ε). Let τ˜(x) := x−i√1+x2 , then τ˜(x) = χ˜(x) − i√1+x2 ,
so χ˜ ≡ τ˜ modulo C0(R). Set τ := ψ¯(τ˜), then χ ≡ τ modulo C0((−ε, ε)). The
unitary U := Uϕ /D◦ψ from Proposition A.1
8 is given by ϕ+/D(τ
2) since τ˜2 = x−ix+i . In
particular, U = T 2, where T (t) := τ( 1t /D) is a unitary in D∗L(X,H; Cln). Furthermore,
T (t)− χ( 1t /D) = (τ − χ)( 1t /D), so T − L /D ∈ C∗L,Z(X,H;Cln), where L /D(t) = χ( 1t /D).
Suppose that n > 0 is even. By (A.2), we have C∗L,Z(X,H;Cln) = C∗L,Z(X,H)
and L /D = L /D ∈ D∗L(X,H; Cln) = D∗L(X,H). Let V :=
(
0 v∗
v 0
)
and W := V T ∈
D∗L(X,H). Then W is a unitary, which is equal to V L /D =
(
v∗L+
/D
0
0 vL−
/D
)
modulo
C∗L,Z(X,H). By the definition of the boundary map in K-theory ([Weg93, Chapter
8.1]), we have
(A.4) I˜ndL,Z( /D) = ∂[v∗L+/D] =
[
W
(
1 0
0 0
)
W ∗
]
−
[(
1 0
0 0
)]
∈ K0(C∗L,Z(X)).
Let  =
( 1 0
0 −1
)
be the grading operator onH = H(0)⊕H(1) and P = 12 (1+) = ( 1 00 0 ).
Since the complex conjugate of τ˜(x) is −τ˜(−x), we have T = −T ∗. A direct
computation using this fact together with U2 = T shows that 12 (1 + U) = 1 −
8Note that we have enough room to carry out the construction of Θn from the proof of
Proposition A.1 inside C∗L,Z(X,H;Cln) (without taking the tensor product with the compact
operators) and we shall do so here.
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TPT
∗. Then we have
Θn([ϕ /D ◦ ψ]) =
[
1
2 (1 + U)
]
− [P]
= [1− TPT ∗]− [P]
= [P]− [TPT ∗]
= [P]− [WPW ∗] (by conjugation with V )
= −∂[v∗L+/D] = −I˜ndL,Z( /D) (by (A.4)).
If n is odd, then by (A.3), we have C∗L,Z(X,H;Cln) = C∗L,Z(X,H)⊕ C∗L,Z(X,H)
and pr1(L /D) = L /D. Then
I˜ndL,Z( /D) = ∂
[
1
2
(
1 + L /D
)]
=
[
e−2pii 12 (1+pr1(L /D))
]
=
[
pr+1 ϕ+/D
(
e−pii(1+χ)
)]
.
Here we have used the explicit description of the boundary map in terms of the
exponential function (see [Weg93, Exercise 9.E]). The unitary e−pii(1+χ) = −e−piiψ¯(χ˜)
in C0((−ε, ε))+ ∼= C(S1) has winding number −1, whereas ψ¯
(
x−i
x+i
)
has winding
number +1. Consequently,
−I˜ndL,Z( /D) =
[
pr+1 ϕ+/D
(
ψ¯
(
x − i
x + i
))]
=
[
pr+1 (U)
]
= Θn
(
[ϕ /D ◦ ψ]
)
. 
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