ABSTRACT. Polynomial interpolation approximation has a considerably important role in the study of functions because the derivatives and indefinite integrals of polynomials can be easily determined. Also the polynomials are often used for approximating continuous functions. This presentation will derive polynomial interpolation approximations for a given set of discrete data using divided differences, Hermite interpolation, cubic spline interpolation, etc. which will be compared with polynomials obtained from statistical techniques based on least-square criterion in regression analysis. Analysis of errors is calculated to determine the better approximations among them.
Preliminaries
A method of constructing new data points within the range of a discrete set of known data points is called interpolation. Data obtained through samples and experiments will fall into this category. However, the following are some additional considerations:
-It is almost impossible to obtain data for every case or value, so it is necessary that we can at least approximate a value for any data point -The catch is: how precise and accurate our approximation is in general.
-What method seems to yield an adequate result for a particular case of study? -Relates from deriving a function from a smaller sample and applying it, in general, in order to test its accuracy and precision. As such, an error analysis is appropriate. Two commonly cited examples of interpolation are curve fitting and regression analysis. Naturally, this is not an exact science, but it does allow for the approximation of intermediate points. There are problems that can arise from interpolations as well. One of these possible complications is the over simplification of a function and another is determining its effectiveness with respect to accuracy, precision, etc.
Polynomial Interpolation
Polynomial interpolation is an approximate desired degree polynomial that satisfies the given sample points. In the case of generalization of linear interpolation is that the difference lies in the distinction between a linear function and a polynomial of any given degree. The problems that arise from polynomial interpolation are: it can be computationally expensive and result in oscillatory artifacts. Evaluation of the natural logarithm and trigonometric functions and providing the basis for logarithms are considered applications of polynomial interpolation [1] . Further, the following theorem guarantees an existence of unique polynomial of desired degree ≤ n. 
The p th -order polynomial regression model is
Obviously, the linear and quadratic models are special cases of this more general polynomial model. These models are used in the situation in which y changes according to a curve that displays more reversals in curvature [2] . The least squares point estimates of the parameters in these trend models may be obtained by using regression techniques. We also assume that the error term ε i satisfies the constant variance, independence, and normality assumptions for these models to work. Violations of the constant variance assumption may be detected by a fanning out or funneling in residual plotted versus time [3] . The normality assumption can be verified by constructing histograms, stem-and-leaf diagrams, and normal plots of the residuals. It is quite common for the time-ordered error terms to be autocorrelated. Autocorrelation (lagged correlation or serial correlation) is the correlation of a time series with its own past and future variables. Positive autocorrelation is the specific case of persistence, a tendency for a system to remain in the original state from one observation to another. Autocorrelation complicates the application of statistical tests by reducing the number of independent observations in the data; the identification of significant covariance; and it can also lead to errors in predictions [4] . However, this theme is not pursued in this paper.
Derivations and Calculations
Newton interpolation (or Newton's divided difference interpolation polynomial) is constructed for any given set of data points; there is only one polynomial (of least possible degree) that passes through all of them. It's more of a form of writing the same polynomial. Definitions for Newton polynomial and divided differences are presented next [5] . 
with the Newton basis polynomials defined as
for j > 0 and n 0 (x) ≡ 1. The coefficients are defined as
where
is the notation for divided differences. Thus, the Newton polynomial can be written as
(2) Divided Differences: First, let us assume that the function values are given at x 0 and x 1 as f (x 0 ) and f (x 1 ) . The first divided difference of f (x) relative to the points x 0 and x 1 is denoted
Similarly, the second divided difference of f (x) relative to the points x 0 and x 2 is denoted by
and is defined by
This is independent of x 0 , x 1 , and x 2 . We also define the k th divided difference recursively by the equation
We shall use a set of data provided in Table 3 .1, first to calculate the divided differences and then to obtain the Newton interpolation polynomials of required degrees [6] . Using the divided differences computed in Table 3 After simplification, the polynomials take the following standard form: Figure 1 is a plot that summarizes all five polynomials together to show that each acts differently due to limited use of data [7] . 
Regression Analysis
We will now discuss curvilinear regression from transformations and polynomials. These transformations are generally more interpretable in terms of a possible functional relationship for the purposes of extrapolation and interpretation of parameters. However, there can be cases where the functional relationship is a polynomial. There are many advantages of polynomial regression including flexibility and usefulness in a model that must be developed empirically fitting a wide range of curvature. When polynomial regression is applied in this context, they generally fit a quadratic, cubic, and other higher degree polynomials.
Simple linear regression is a method utilized to predict values for one variable through the use of given values of another variable. The principle of regression analysis is to derive an equation of a
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curve that best fits a cluster of points so that most of them are as close to the curve as possible. The distance between each point and the curve is called the deviation. Regression analysis is used when one wants to predict a continuous dependent variable (DV) from a number of independent variables (IV). There are two basic types of regressions: logistic and linear. The uses of either of these regressions are dependent on "the split between the two levels of the dependent variable [8] ". Regression analysis is used, for the most part, with "naturally-occurring variables," but it can also be applied to "experimentally manipulated variables." Regression analysis is a means of predicting an independent variable, but not what causes it to behave in a particular manner. If there is a curvilinear relationship between the DV and IV, one may want to dichotomize the IV because a dichotomous variable can only have a linear relationship with another variable [8] . If a curvilinear relationship exists between the variables, then one may need to include the square of the IV in the regression. Failure of fitting in a regression does not undermine the analysis but it will weaken it. If there are both linear and curvilinear relationships between the variables, then one can, at least, base him/herself on the linear relationship. Polynomial regression is carried out in the same token.
Ideally, when working with regression analysis, the ratio between cases and independent variables should be chosen between 20:1 and 5:1 to ensure more accurate estimates. However, special attentions need to be made as to the missing data, outliers, and normality assumption together with the assumption of homoscedasticity that guarantees the residuals are approximately equal for all predicted values will be briefly revisited below.
Missing data occurs when dealing with a larger set of data. There are cases in which one must look for missing data within the cases and determine whether the missing information is significant to the study. One must be diligent with regards to missing data and confirm whether or not there exist any patterns amongst the missing information. Depending on the amount of cases missing data and their significance (through the use of t-tests) is how one may determine whether those cases should be included or excluded from the analysis. Following the examination of the given data, one may also be inclined to substitute the missing values with another value (using variable mean or group mean). The final option that one must take under consideration is the exclusion of cases that are missing variables that are included in the regression. The down side of this approach is that it may lead to having a different number of cases for each variable [9] .
Another item that one needs to keep an eye on is the existence of outliers within the data. An outlier is often considered as any data that will not follow the overall pattern of the data set. Some operationally defined them as a value or values that are at least 3 times standard deviations above or below the mean [8] . There are certain modifications that can be made to the outliers, as a means of providing a more accurate representation of the data (this, of course, is to be determined by the data itself).
One must also ensure that the data is distributed normally through the construction and observation of histograms or normal probability plots based on the given data. One also has the option of discerning the normality of the data through the use of a plot of residuals. Residuals are the difference between obtained and predicted values, y −ŷ [10] . The data may be considered normally distributed if the residuals are distributed normally around the predicted DV scores.
The assumption of homoscedasticity on the other hand guarantees the residuals are approximately equal for all predicted DV scores. Homoscedasticity can be confirmed through the observation of residual plots (as already mentioned for linearity and normality). The data is considered homoscedastic if the residual plot is the same width for all values of the predicted DV [10] . At the same time, homoscedasticity could be confirmed by observing a scatterplot between each of the respective IV and DV. Similar to the residuals plot, the cluster of points should be distributed with the same approximate width all over. Failure to meet the assumption of homoscedasticity does not invalidate the regression just weakens it (as was the case with the assumption of linearity).
Methods and Analyses
For the data provided in Table 1 , polynomial interpolation approximations of degrees from 1 to 5 are obtained and presented in Figures 2-6 , respectively. R 2 is the coefficient of determination that measures the extent of the curve fitting for the respective polynomial approximations. A summary of polynomials derived using Newton interpolation techniques and that of regression analysis together with corresponding R 2 is listed in Table 2 for the purpose of comparison. It is easily observable that as the degree of the polynomials increases so does the R 2 as anticipated. This is done using the least-squares criterion. In the least-squares criterion, the sum of the squares of the vertical distances from the data points to the curve is kept at a minimum to provide polynomial interpolation approximations of required degree [11] . Finally, Table 5 .1 provides a summary of polynomials corresponding to Newton interpolation and that of regression analysis for comparison. 
Conclusions
In this paper, we have considered finding an interpolating polynomial of a chosen degree that satisfies a set of nodes to demonstrate the importance of polynomial interpolation. Newton's forms of the polynomials appear to be more appropriate for computation and are also used extensively for deriving formulas for solving differential equations etc. However, it is noted that the polynomial interpolation has its inherent weakness of being oscillatory when the number of nodes is large, as previously seen in the regression method discussion. The Hermite polynomials require more information about the function being approximated such as derivatives at the nodes and hence, is not pursued in this paper. On the other hand, the cubic splines methods need additional amount of data including derivatives at the endpoints between nodes. If the data is haphazard, smoothing techniques can be applied as the same is done in the least-squares criterion [5] .
In the case of regression analysis, an entire data set is utilized to derive the polynomials of the chosen degree whereas for Newton's interpolation polynomials, the portion of the data set that is sufficient to calculate enough divided differences is used in the polynomial construction. Hence, polynomials obtained using the least-squares criterion is a total reflection of the entire data set. Naturally, as the degree of the polynomials increases, the fitting polynomial was able to coincide with more points in the data set, thus leading to a higher value of R 2 as expected.
A possible question that concerns the error of the approximation is how large the degree of the approximating polynomial needs to be in order to achieve a desired accuracy. If f is (n + 1) times continuously differentiable on If we can find a bound for the (n + 1) st derivatives of f, then it gives us a way of guaranteeing the accuracy of the approximation and a bound for the true error. Accordingly, we say that the error bound is pessimistic or unrealistic. If a bound is close to the actual error it is called realistic. For many methods finding realistic error bounds is quite complicated. However, least squares polynomial approximations, are invariably very ill-conditioned and the method should be avoided except for very small n, (n ≤ 4) [6] .
