In this paper, a Multivariate Spatial Regression model with Endogenous Variables is proposed. In order to deal with endogeneity and spatial dependence, the instrumental variables (IV) methodology and an autoregressive spatial structure, frequently used in econometric applications, are implemented. A Bayesian inference procedure based on simulation schemes designed to obtain samples from the posterior distribution of model parameters is developed. Finally, the methodology is illustrated through an application to the impact of broadband access on the economic sectors.
Introduction
Simultaneous equation models (SEMs) and Instrumental Variables (IV) constitute powerful tools in statistics and econometrics. The IV regression model, in special, is a common method for calculating treatment effects for endogenous regressors and has been the focus of a variety of studies which explored a myriad of methods, listed in Lopes and Polson (2014) , including: Bayesian approach (Zellner, 1971 ), Bayes-Stein shrinkage (Zellner & Vandaele, 1975) , decision-theoretic methods (Chamberlain, 2007) , methods of the moments (Zellner, Tobias, & Ryu, 1997) , semiparametric Dirichlet mixtures (Conley, Hansen, McCulloch, & Rossi, 2008) and Monte Carlo simulation (Zellner, Bauwens, & van Dijk, 1988) , just to Submitted on 19 March 2018; Reviewed on 03 September 2018 mention a few. By the other hand, Lindley and El-Sayyad (1968) and Kleibergen and Zivot (2003) turned its attention to comparisons between Bayesian and classical approaches.
However, most of the developments in the area deal with the case in what the response variable and the instrumental variable are univariate. In this paper, a particular case of the multivariate spatial regression models suggested by Gamerman and Moreira (2004) is extended to the context of endogenous variables. To that end, based on extensions of the ideas applied by Rossi, Allenby, and McCulloch (2005) , Bayesian inference is performed in a multivariate setup for the response variable and the instrumental variable.
The remainder of the paper is organized as follows. Section 2 outlines the basic IV regression setup and introduces the multivariate spatial regression model (Gamerman & Moreira, 2004) . In section 3, the multivariate spatial IV regression is developed and the Bayesian inference procedure is described. In section 4, a study with synthetic data is realized and an application focused on measuring the impact of broadband expansion on Brazilian counties is executed.
Finally, in section 5, some concluding remarks are made.
Preliminaries

IV Regression Model
The follow basic considerations that will be introduced in this section are based on Lancaster (2004) . Let y i be a response variable and x i an endogenous covariate, i = 1, . . . , n, as stated in the system of equations
(1)
where z i is an instrument related to x i but independent on ε 1i . It is assumed that
where N m denotes a m-dimensional multivariate normal distribution. In this case, the covariance matrix has the main diagonal equals to σ 11 and σ 22 , the off-diagonal equals to σ 12 = ρ(σ 11 σ 22 ) 1/2 in which ρ is the correlation between
x i and y i .
The fundamental difference between the above system of equations to a standard bivariate regression is the possible correlation between the error terms Brazilian Review of Econometrics ( ) December ε 1i and ε 2i , therefore, between x i and ε 2i . It induces a well-known "endogeneity" bias when estimating β from equation (2), it means, the information of x i that is correlated with ε 2i should not be used when estimating about the regression parameter β.
The system of equations described by (1) and (2) is denominated the structural form because it defines how each variable is connected to the others according to the theory. However, usually, the inference process is realized through the reduced form written as follows:
in which α * = α + βγ, v 1i = ε 1i , and v 2i = ε 2i + βε 1i . Differently from the structural form, the equations (3) and (4) are linear regressions due to the independence between z i and the errors. In this case, parameter estimation is done through the conventional procedures applied to regression models and β is recovered as the ratio of βδ and δ. Gamerman and Moreira (2004) developed a Bayesian methodology to multivariate spatial regression models applied to areal data sets. Among these models, it will be underlined a class that imposes the spatial restriction directly through the observation equation, more specifically, those ones that include in the mean an autoregressive spatial component which considers a spatial localization. This autoregressive spatial component is frequently used in econometrics applications and can be implemented on the fixed part of the model (Anselin, 1988) , on the random part (Pace, Barry, Gilley, & Sirmans, 2000) , and on both ones (Anselin, 1988) .
Multivariate Spatial Regression
Let y i = (y i1 , . . . , y iq ) be a q-dimensional response variable vector and
, an r-dimensional exogenous variable vector. The multivariate regression can be generalized incorporating a spatial dependence via
in which y = (y 1 , . . . , y n ) and x * = (x * 1 , . . . , x * n ) . Additionally, A, Λ, φ, and ψ are q × q matrices but Λ is diagonal. N a×b ( · , · , · ) denote the matrix normal distribution. In particular, the matrices W 1 and W 2 are neighborhood matrices representing a neighborhood structure and may be equal to W. Hence, W = (w ij ), w ij representing the neighborhood between sites i and j, is a matrix in which w ij = 0 for neighbors sites and w ij = 0 otherwise. The standard value for w ij is 1/m i , m i is the number of neighbors of site i. Gamerman and Moreira (2004) describe a special case of the model expressed by equations (5) and (6) when φ and ψ is given by diagonal forms with respective entries φ kk and ψ kk , k = 1, . . . , q. The φ kk 's and ψ kk 's consist on the autoregressive coefficients of the observations and of the errors. Assuming A = I q and diagonal forms for φ and ψ, the equations (5) and (6) can written as follows
where y k = (y 11 , . . . , y n1 ) and the same structure is applied for the other vectors.
The above equations seem to indicate independence between the components of the response. Nevertheless, the response is correlated because the errors k 's are not independent.
Multivariate IV Spatial Regression Model
The Model
Supported by the methodology proposed by Gamerman and Moreira (2004) and by the ideas introduced by (Rossi et al., 2005) , in this section, a Bayesian framework for a multivariate spatial regression model with endogenous variables is developed. The structural form of the linear IV regression described by equations (1) and (2) is assumed and generalized, the assumptions made on equations (7) and (8) are considered with the restriction that the autoregressive spatial component is applied in the fixed part of the model. Thence,
in which is the i-th line of the Wy matrix product. In this case, it is assumed that ε i = (ε 1i , ε 2i ) are independent and identically distributed with ε i ∼ N (p+q) (0, Σ) and the covariance matrix has the main diagonal equals to the block diagonal Σ 11 and Σ 22 and the off-diagonal, by the block diagonal Σ 12 = Σ 21 . Thus, the joint density of y and the instrumental variable x is
where x = (x 1 , . . . , x n ) and z = (z 1 , . . . , z n ) .
Bayesian Inference
Performing a Bayesian analysis, the first step is to select the priors distributions.
Excepting the parameter φ, extensions of the conjugated priors specified by Rossi et al. (2005) were chosen, it means,
IW (·, ·) denote the inverse Wishart distribution. Considering φ, as argued by Gamerman and Moreira (2004) , there is no obvious option for the parameter prior distribution, however, as it is being adopted φ diagonal, the authors affirm being reasonable to assume an i.i.d. form, thus
Under the restriction of φ kk ∈ (0, 1), a natural option was the non-informative
The joint posterior density of the parameters can be written as
where θ = (γ, δ, β 1 , β 2 , Σ, φ) and
as prior independence is assumed for some particular parameters. Thus, the full 
Additional details about the full conditionals are available in Appendix A. In furtherance of making Bayesian analysis feasible for parameter estimation in the Multivariate Spatial IV Regression model, random samples from the posterior distributions of (γ, δ, β 1 , β 2 , Σ, φ) given y, x * , x, z are drawn through Monte
Chain Monte Carlo simulation methods. Algorithm 1 describes the sampling scheme from the full conditionals distributions of the parameters.
Algorithm 1: MCMC for Multivariate Spatial IV Regression models.
[1] Set t = 1 and get starting values for γ (0) ,
[6] Set t = t + 1 and repeat the steps 2-5 until convergence is achieved.
Application
Synthetic Data
The performance of the above algorithm is illustrated with a synthetic data set, samples from the multivariate spatial IV regression, introduced by equations (9) and (10), are artificially generated and it is verified if the proposed methodology is capable to recover the original parameters.
For the estimation process, the hyperparameters set is defined as: d 0 = 0 (3×2) , D 0 = I 3 10 3 , b 0 = 0 (5×3) , B 0 = I 5 10 3 , ν 0 = 6 e Σ 0 = I 5 , corresponding to Brazilian Review of Econometrics ( ) December non-informative priors specification. 50,000 iterations of the algorithm MCMC were executed, in which the first 20,000 were discarded like the warming period, and then the following 30,000 were saved. In order to reduce the autocorrelation within the successive values of the simulated chain, it was required a thin equals to 30. Finally, the estimations a posteriori were performed based on a sample size of 1,000.
Tables 4 and 5 in Appendix B summarize the results obtained. It consists of the true parameters values, the posterior mean, the 95% high posterior density credibility interval and the Z-scores for a test to the Markov chain convergence (Geweke, 1992) . It is possible to verify that the intervals contains the true values and, therefore, that the procedures developed generate trustworthy estimates for the model parameters. Once verified this capability, the next step is a real data application.
Broadband Access Data
The telecommunication sector is experiencing a deep changing regarding the introduction of new technologies. Whereas that context, it is highlighted the broadband diffusion, and therefore the possibility of transferring data in high speed. Academic researches point out that the advances on the availability of such services, the expansion to the access of communication and information technology cause consequences in the economic development in different ways:
growth, creation of job opportunities, productivity increase and innovation.
Czernich, Falck, Kretschmer, and Woessmann (2011) estimate the effects of broadband infrastructure in the economic growth by using a panel data with observations of 25 countries from OECD through the years of 1996 and 2007.
As a conclusion of the research, the authors have stated that the increase of 10%
in the broadband access implies in the increase of the domestic product between 0.9% and 1.5%. Koutroumpis (2009) , on the other hand, concluded that the same increase in the broadband access provides an affix of 0.25% in the product by observing a twenty-two-country database. Whereas a wider database with 66 countries of high income, Zhen-Wei Qiang, Rossoto, and Kimura (2009) outline that the increase in the same 10% of the reach implies in an increase of 1.21% in the product per capita.
However, Katz (2012) highlights that the consequences in economy do not occur uniformly within the distinct sectors and, in the way, within the different countries. That author establish that, in the case of fully productivity of the factors, the effect is perceived more strongly in intense industry of information technology. The growth in the efficiency is also noticed more relevantly in sectors with high expense in transaction, for instance the financial sector, or intensive labor, such as tourism. Thus, in economies with more intensive use of technology, the broadband expansion presents higher impacts in the economic growth.
In this paper, based on the structure described by Roller and Waverman (2001) , in which the product of an economy (y) is generated by a production function in which the broadband services (x) represent one more input besides the capital and the labor (x * ), the multivariate IV spatial regression model introduced in section 2 is applied to a base with observations of 5,564 Brazilian counties in the year of 2007. Thus, supported by the content previously described in this section, it is established: y = added values from the agricultural, industrial and service sectors;
x * = amount of employment relationship (β 1 ), Molsa Família program (β 2 ), municipal revenue (β 3 ), continuing provision benefits (β 4 ), social security with the exception of continuing provision benefits (β 5 );
x = density of access to broadband (β 6 ).
All variables are in logarithmic scale. Thence, the β coefficients are interpreted as elasticity coefficients, it means that they indicate the percentage change that will occur on y when the covariates changes one percent.
The methodology of instrumental variables is used, in this case, to model the density of access to broadband variable and treat the problem of reverse causality between itself and the added values. Therefore, the instrumental variables are specified as z = "density of access to the service of fixed telephony (δ 1 ), density of access to the internet between 512 kbps and 2 Mbps (δ 2 )". The idea of using those variables as instruments lies in the fact that there is no more relevant impact caused by them on the economy even though it was relevant in the past.
However, the fixed telephony and the speed band between 512 kbps and 2 Mbps infrastructures would currently serve as a mean for the expansion of broadband services.
Whereas the estimation process to the proposed model, the hyperparameters set mentioned above was defined as: d 0 = 0 (3×1) , D 0 = I 3 10 3 , b 0 = 0 (7×3) , Brazilian Review of Econometrics ( ) December B 0 = I 7 10 3 , ν 0 = 5 and Σ 0 = I 4 , which corresponds to non-informative priors specification. 50,000 iterations of the algorithm MCMC were executed, in which the first 20,000 were discarded like the warming period, and then the following 30,000 were saved. In order to reduce the autocorrelation within the successive values of the simulated chain, it was required a thin equals to 30. Finally, the estimations a posteriori were performed based on a sample size of 1,000.
Tables 1, 2, 3 summarize the results obtained on the estimation process and all of them contains the posterior mean estimates of the parameters in addition to their corresponding 95% high posterior density credibility interval and the Z-scores for a test to the Markov chain convergence (Geweke, 1992) .
Considering Table 1 and Figure 1 , focusing the attention to parameter φ, it is possible to state that the spatial component has different effects between the sectors and non zero effect for all variables. It is interesting to highlight that several agricultural properties are situated in more than one county and the relevance of the spatial influence on this sector is reflected by φ posterior mean 0.6658 as the highest one.
The instrumental variable coefficients (β 6 ) have non zero effect for all the three sectors under analysis, since the credibility interval is away from zero.
Additionally, the estimates are in accordance with the observations outlined by Katz (2012) , i.e., the broadband access has different effects on the different gross domestic product (GDP) sectors and it impacts more the ones in which the intensive use of technology is demanded. The result for the agricultural sector can be interpreted as, in the majority of the Brazilian counties, the production is concentrated in small properties, the broadband access is not reverted in economic growth.
Based on the credibility intervals presented on Table 2 , it is possible to affirm that both instruments are significant and that they are not weak instruments. Table 3 , on its turn, introduces covariance matrix estimation results and give some outcomes about the instrumental variable endogeneity degree (ρ). In this paper, the called "weak endogeneity in the frequentist sense" or conditional endogeneity is taken for granted, it means that the case that Σ is integrated out is not examined. Hence, it is not difficult to conclude that ρ = 28% for the agricultural sector variable, ρ = −6% for the industrial sector variable and ρ = −39% for the service sector variable. 
Conclusion
This paper discusses, from a Bayesian perspective, a class of potentially useful extensions of the instrumental variables regression. First a multivariate extension of the methodology presented by Rossi et al. (2005) is introduced. Then, a spatial variation is incorporated in the fixed part of the model. The main advantage of the Bayesian approach is the possibility to explore the posterior distribution of all model parameters. Instead, other approaches only a point estimation, typically obtained after asymptotic results.
The developed inferential procedures are illustrated in the context of an economic application. The impact of access to broadband in the different economic sectors was measured through a data base with observations of 5,564
Brazilian counties in the year of 2007. The methodology proposed in this work made feasible the analysis about how the broadband investment impacts the different economic sectors. An interesting task for future research would be to analyze the behavior of the multivariate spatial IV regression in the presence of many weak instruments. Another worthwhile task would be to verify the inclusion of different spatial structures.
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Hence,
For the parameters φ kk it was not possible to find closed form full conditional distributions. In this case, a Metropolis-Hastings step was required. As a proposal distribution it was adopted φ novo kk ∼ N (0,1) (φ kk , c φ kk ), N A truncated 
Appendix B Synthetic Data Estimates
