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ON THE DYNAMICS OF CHARGED PARTICLES IN AN INCOMPRESSIBLE FLOW:
FROM KINETIC-FLUID TO FLUID-FLUID MODELS
YOUNG-PIL CHOI AND JINWOOK JUNG
Abstract. In this paper, we are interested in the dynamics of charged particles interacting with the incom-
pressible viscous flow. More precisely, we consider the Vlasov–Poisson or Vlasov–Poisson–Fokker–Planck
equation coupled with the incompressible Navier–Stokes system through the drag force. For the proposed
kinetic-fluid model, we first establish the global-in-time existence of weak solutions. The proof relies on
the moment, entropy, and Lp-estimates combined with weak and strong compactness arguments based on
the velocity averaging and Aubin–Lions lemmas. We then study the asymptotic regime corresponding to
strong local alignment and diffusion forces. Under suitable well-prepared initial data, we rigorously derive
a coupled isothermal/pressureless Euler–Poisson system and incompressible Navier–Stokes system(in short,
EPNS system). For this hydrodynamic limit, we employ the modulated kinetic energy estimate together
with the relative entropy method and the bounded Lipschitz distance. We also construct a global-in-time
strong solvability for the isothermal/pressureless EPNS system. In particular, this global solvability gives
the estimates of hydrodynamic limit hold for all time. Finally, we provide the large-time behavior of the
isothermal/pressureless EPNS system under suitable assumptions on the regularity of solutions. This shows
the fluid velocities are aligned with each other and the fluid density converges to the background state
exponentially fast as time tends to infinity.
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1. Introduction
In this work, we are interested in the dynamics of charged particles immersed in an incompressible viscous
fluid. The motion of small solid charged particles (resp. affected by a white noise random force) can
be described by the Vlasov–Poisson system (resp. Vlasov–Poisson–Fokker–Planck) and the incompressible
viscous fluid can be modeled by the Navier–Stokes system [1, 2]. Specifically, let f = f(x, ξ, t) be the number
density of charged particles at position x ∈ Td with velocity ξ ∈ Rd at time t ∈ R+ and v = v(x, t) be the
bulk velocity of the incompressible viscous fluid, respectively. Then, the dynamics of a pair (f, v) is governed
by the following Vlasov–Poisson–Navier–Stokes (in short, VPNS) system1:
∂tf + ξ · ∇xf +∇ξ · (((v − ξ)−∇xU)f) = ∇ξ · (σ∇ξf − (u − ξ)f), (x, ξ) ∈ Td × Rd, t > 0,
−∆xU = ρ− c,
∂tv + (v · ∇x)v +∇xp−∆xv = −
∫
Rd
(v − ξ)f dξ,
∇x · v = 0
(1.1)
subject to initial data:
(f(x, ξ, 0), v(x, 0)) = (f0(x, ξ), v0(x)), (x, ξ) ∈ Td × Rd,
where ρ = ρ(x, t) and u = u(x, t) denote the local averaged particle density and velocity, respectively:
ρ(x, t) :=
∫
Rd
f(x, ξ, t) dξ and u(x, t) :=
1
ρ(x, t)
∫
Rd
ξf(x, ξ, t) dξ.
Here σ ≥ 0 represents the strength of the diffusive force and c > 0 denotes the background state which is
chosen as
c :=
∫
Td
ρ dx.
Throughout this paper, without loss of generality, we may assume that c = 1 due to the conservation of
mass.
The coupled kinetic-fluid models describe the motion of dispersed particles in an underlying gas. It has
received considerable attention due to its wide range of applications in the modeling of chemical engineering,
atmospheric pollution, aerosols, and sprays [5, 8, 41, 46]. We refer to [26, 41] for more physical backgrounds
and modeling issues for the interactions between particles and fluids. Our main system (1.1) consists of the
Vlasov–Poisson/Vlasov–Poisson–Fokker–Planck system and the incompressible Navier–Stokes system, and
these two systems are coupled through the drag force v − ξ, which is also often called the friction force.
If there is no coupling, i.e., without drag forces, the kinetic part in (1.1) becomes the nonlinear Vlasov–
Poisson–Fokker–Planck system, see [45] for general discussion on the Vlasov–Fokker–Planck-type equations.
In the current work, we study a global-in-time existence of weak solutions, an asymptotic analysis for the
VPNS system (1.1), and the global Cauchy problems for the isothermal/pressureless Euler–Poisson–Navier–
Stokes system which can be rigorously derived from (1.1) under strong local alignment and diffusive force
regimes. We present our main results in the following subsections.
1To be more precise, if there is no diffusion in the kinetic equation in (1.1), i.e., σ = 0, then the system (1.1) would be called
the Vlasov–Poisson–Navier–Stokes system. On the other hand, if σ > 0, then the system (1.1) can be called the Vlasov–Poisson–
Fokker–Planck–Navier–Stokes system. However, for simplicity, in the present work, we call (1.1) Vlasov–Poisson–Navier–Stokes
system.
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1.1. Global-in-time existence of weak solutions for the VPNS system. Our starting point is to
discuss the global-in-time weak solvability for the VPNS system (1.1). Before introducing a definition of a
weak solution to the system (1.1), we first define two function spaces:
H := {v ∈ L2(Td) | ∇x · v = 0} and V := {v ∈ H1(Td) | ∇x · v = 0}.
We also write V′ as the dual space of V.
Definition 1.1. For T ∈ (0,+∞), we say a pair (f, v) is a weak solution to the system (1.1) on the time
interval [0, T ] if it satisfies the following:
(i) f ∈ L∞(0, T ; (L1+ ∩ L∞)(Td × Rd))2, |ξ|2f ∈ L∞(0, T ;L1(Td × Rd)),
(ii) v ∈ L∞(0, T ;H) ∩ L2(0, T ;V), ∂tv ∈ C([0, T ];V′),
(iii) for every Φ ∈ C∞c (Td × Rd × [0, T ]) with Φ(·, ·, T ) = 0,∫ T
0
∫
Td×Rd
f∂tΦ dxdξdt+
∫
Td×Rd
f0Φ(·, ·, 0) dxdξ
+
∫ T
0
∫
Td×Rd
(ξf) · ∇xΦ+ ((v − ξ)f + (u− ξ)f − (∇xU)f − σ∇ξf) · ∇ξΦ dxdξdt = 0,
(iv) for every φ ∈ H1(Td) and a.e. t > 0,∫
Td
∇xU · ∇xφdx =
∫
Td
(ρ− 1)φdx,
(v) for every Ψ ∈ C∞c (Td × [0, T ]) with ∇x ·Ψ = 0 and a.e. t > 0,∫
Td
v(x, t) ·Ψ(x, t) dx−
∫
Td
v0(x) ·Ψ(x, 0) dx−
∫ t
0
∫
Td
(v · ∂tΨ+ (v · ∇x)Ψ · v −∇xv : ∇xΨ)dxds
=
∫ t
0
∫
Td
ρ(u − v)Ψ dxds.
We now state our first main result of the present work.
Theorem 1.1. For d = 2, 3, suppose that the initial data (f0, v0) satisfies the following conditions:
f0 ∈ (L1+ ∩ L∞)(Td × Rd) and v0 ∈ H.
Furthermore, we assume that the initial free energy is bounded:∫
Td×Rd
( |ξ|2
2
+ σ| log f0|
)
f0 dxdξ +
1
2
∫
Td
|∇xU0|2 dx+ 1
2
∫
Td
|v0|2 dx <∞.
Then for every T > 0, there exists at least one weak solution (f, v) to the system (1.1) on the time interval
[0, T ] satisfying∫
Td×Rd
( |ξ|2
2
+ σ log f
)
f dxdξ +
1
2
∫
Td
|∇xU |2 dx+ 1
2
∫
Td
|v|2 dx
+
∫ t
0
∫
Td×Rd
(
1
f
|σ∇ξf − (u − ξ)f |2 + |v − ξ|2f
)
dxdξds +
∫ t
0
∫
Td
|∇xv|2 dxds
≤
∫
Td×Rd
( |ξ|2
2
+ σ log f0
)
f0 dxdξ +
1
2
∫
Td
|∇xU0|2 dx + 1
2
∫
Td
|v0|2 dx+ σdt‖f0‖L1 .
(1.2)
The existence theories for weak solutions of Vlasov–Navier–Stokes system and Vlasov–Fokker–Planck–
Navier–Stokes system are well developed in [7, 48] and [11, 13, 22, 39], respectively. More recently, in [24, 47],
the global-in-time existence of weak solutions for Vlasov–Navier–Stokes-type system is also established when
the collisional interactions for the particles are also taken into account. The Coulomb interactions between
particles are dealt with in [1, 2], and the global-in-time weak solutions for Vlasov–Poisson(–Fokker–Planck)–
Navier–Stokes system are constructed. Compared to these works, we include the local alignment force u− ξ
in the kinetic equation, and this introduces new difficulties. In particular, due to the lack of regularity of
u =
∫
Rd
ξf dξ/
∫
Rd
f dξ, the method of characteristics can not be applied, nor is the weak compactness of the
2
L1+ denotes the set of non-negative L
1 functions.
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product uf obvious. This requires additional technical arguments, for instance, regularizations, weak/strong
compactness arguments, velocity averaging lemma, and some uniform entropy inequalities. We want to
emphasize that we also show that our weak solutions satisfy the entropy inequality (1.2), which is crucially
used in the asymptotic analysis for the VPNS system (1.1). The details on the existence theory for the
system (1.1) will be discussed in Section 2.
1.2. Hydrodynamic limit: from VPNS to EPNS equations. Next, we study the asymptotic analysis
for the system (1.1) under strong local alignment and diffusion regime. More precisely, for each ε > 0 we
consider
∂tf
ε + ξ · ∇xf ε +∇ξ · (((vε − ξ)−∇xUε)f ε)
=
1
ε
∇ξ · (σ∇ξf ε − (uε − ξ)f ε), (x, ξ) ∈ Td × Rd, t > 0,
−∆xUε = ρε − 1,
∂tv
ε + (vε · ∇x)vε +∇xpε −∆xvε = −
∫
Rd
(vε − ξ)f ε dξ,
∇x · vε = 0.
(1.3)
Formally, if we send the singular parameter ε→ 0, then the right hand side of the kinetic equation in (1.3)
becomes zero, and subsequently this yields
f ε(x, ξ, t) ≃


ρ(x, t)⊗ δu(x,t)(ξ) if σ = 0,
ρ(x,t)
(2πσ)d/2
e−
|u−ξ|2
2σ if σ > 0.
This formal observation together with estimating velocity moments of f ε gives that the system (1.3) can
be well approximated by the isothermal/pressureless Euler–Poisson system coupled with the incompressible
Navier–Stokes system (in short, EPNS system):
∂tρ+∇x · (ρu) = 0, x ∈ Td, t > 0,
∂t(ρu) +∇x · (ρu ⊗ u) + σ∇xρ = −ρ(u− v)− ρ∇xU,
−∆xU = ρ− 1,
∂tv + (v · ∇x)v +∇xp−∆xv = ρ(u− v),
∇x · v = 0.
(1.4)
Our second contribution is to make the above formal observation rigorous. More precisely, we will show
that the unique strong solution to the system (1.4) can be well approximated by weak solutions to the system
(1.1). Before stating the theorem precisely, let us introduce the notion of strong solutions to the system
(1.4).
Definition 1.2 (Isothermal EPNS system). Let d ≥ 2 and s > d/2 + 1. For a given T ∈ (0,+∞], we
call (ρ, u, v) a strong solution of (1.4) with σ > 0 on the time interval [0, T ) if (ρ, u, v) satisfy the following
conditions:
(i) (ρ, u) ∈ C([0, T );Hs(Td))× C([0, T );Hs(Td)),
(ii) v ∈ C([0, T );Hs(Td)) ∩ L2(0, T ;Hs+1(Td)),
(iii) (ρ, u, v) satisfies the system (1.4) with σ > 0 in the sense of distributions.
Definition 1.3 (Pressureless EPNS system). Let d ≥ 2 and s > d/2 + 1. For a given T ∈ (0,+∞], we
call (ρ, u, v) a strong solution of (1.4) with σ = 0 on the time interval [0, T ) if (ρ, u, v) satisfy the following
conditions:
(i) (ρ, u) ∈ C([0, T );Hs(Td))× C([0, T );Hs+1(Td)),
(ii) v ∈ C([0, T );Hs+1(Td)) ∩ L2(0, T ;Hs+2(Td)),
(iii) (ρ, u, v) satisfies the system (1.4) with σ = 0 in the sense of distributions.
Remark 1.1. As stated in Definition 1.3, compared to the case with pressure the different regularities for ρ
and u are taken due to the absence of pressure.
We also introduce our main assumptions for the hydrodynamic limit from the VPNS system (1.3) to the
EPNS system (1.4) below.
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(H1) The initial total energies of the systems (1.3) and (1.4) satisfy∫
Td×Rd
( |ξ|2
2
+ σ log f ε0
)
f ε0 dxdξ +
1
2
∫
Td
|vε0|2 dx
−
∫
Td
( |u0|2
2
+ σ log ρ0
)
ρ0 dx− 1
2
∫
Td
|v0|2 dx = O(
√
ε).
(H2) The initial modulated energies of the systems (1.3) and (1.4) satisfy∫
Td
ρε0|uε0 − u0|2 dx+
∫
Td
|vε0 − v0|2 dx+ σ
∫
Td
∫ ρε0
ρ0
ρε0 − z
z
dzdx+
∫
Td
|∇x(Uε0 − U0)|2 dx = O(
√
ε).
Theorem 1.2. For T > 0 and d ≥ 2, let (f ε, vε) be weak solutions to the system (1.3) on the time interval
[0, T ] corresponding to initial data (f ε0 , v
ε
0). Let (ρ, u, v) be the unique strong solution to the system (1.4)
on the time interval [0, T ] corresponding to initial data (ρ0, u0, v0). Assume that the initial data (f
ε, vε) are
well-prepared in the sense that (H1)-(H2) hold.
(i) (Isothermal pressure case) If σ > 0, we have the following convergences:
(ρε, ρεuε)→ (ρ, ρu), ρεuε ⊗ uε → ρu⊗ u a.e. and L∞(0, T ;L1(Td)),∫
Rd
f εξ ⊗ ξ dξ → ρu⊗ u+ ρ Id a.e. and Lp(0, T ;L1(Td)) for 1 ≤ p ≤ 2, and
vε → v a.e. and L∞(0, T ;L2(Td))
as ε→ 0, where Id is the d× d identity matrix. Furthermore if the relative entropy between f ε0 and
Mρ0,u0 is well-prepared in the following sense:∫
Td×Rd
∫ fε0
Mρ0,u0
f ε0 − z
z
dzdxdξ → 0
as ε→ 0, we have
f ε →Mρ,u := ρ
(2πσ)d/2
e−
|u−ξ|2
2σ a.e. and L∞(0, T ;L1(Td × Rd))
as ε→ 0.
(ii) (Pressureless case) If σ = 0, we have
(ρε, ρεuε)⇀ (ρ, ρu), ρεuε ⊗ uε ⇀ ρu⊗ u, weakly in L∞(0, T ;M(Td)),∫
Rd
f εξ ⊗ ξ dξ ⇀ ρu⊗ u weakly in L1(0, T ;M(Td)),
f ε ⇀ ρ⊗ δu(ξ) weakly in Lp(0, T ;M(Td × Rd)) for 1 ≤ p ≤ 2, and
vε → v a.e. and L∞(0, T ;L2(Td))
as ε→ 0, where M(Ω) denotes the space of nonnegative Radon measures on Ω.
Remark 1.2. The assumptions (H1)-(H2) for the well-prepared initial data can be replaced by
(H1)′ ∫
Td×Rd
( |ξ|2
2
+ σ log f ε0
)
f ε0 dxdξ −
∫
Td
( |u0|2
2
+ σ log ρ0
)
ρ0 dx = O(
√
ε).
(H2)′
‖ρε0 − ρ0‖L2(Td) = O(
√
ε), ‖uε0 − u0‖L∞(Td) = O(
√
ε), and ‖vε0 − v0‖L∞(Td) = O(
√
ε).
Indeed, we notice that
‖∇x(Uε − U)‖L2(Td) ≤ C‖ρε − ρ‖H−1(Td) ≤ C‖ρε − ρ‖L2(Td),
where C > 0 is independent of ε > 0. For the other replacements, we can use a similar argument as in [21,
Remark 1.5].
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Remark 1.3. In order to make all the computations rigorous, we may need slightly less regularity than
that in Definitions 1.2 and 1.3, see [18, 35] for instance. More precisely, we only need to have the solutions
(ρ, u, v) for the system (1.4) satisfying
(i) (ρ, u, v) ∈ C([0, T ];L1(Td))× C([0, T ];W 1,∞(Td))× C([0, T ];W 1,∞(Td)),
(ii) (ρ, u, v) satisfies the following free energy estimate in the sense of distributions:
d
dt
(
1
2
∫
Td
ρ|u|2 dx+ σ
∫
Td
ρ log ρ dx+
1
2
∫
Td
Uρ dx+
1
2
∫
Td
|v|2 dx
)
+
∫
Td
|∇xv|2 dx+
∫
Td
ρ|u− v|2 dx = 0,
(iii) (ρ, u, v) satisfies the system (1.4) in the sense of distributions.
In order to establish the hydrodynamic limit from (1.3) to (1.4) rigorously, as stated in Theorem 1.2 our
strategy requires the existence of weak solutions to the system (1.3) and the existence of a unique strong
solution to the limiting system (1.4). Since we already constructed the global-in-time weak solutions of (1.3)
in Theorem 1.1 for d = 2 and 3, we only need to have the existence and uniqueness of strong solutions of
(1.4) at least locally in time. The local and global well-posedness of the system (1.4) will be discussed in
Section 1.3 below. In particular, the global existence and uniqueness of strong solutions to the system (1.4)
imply that Theorem 1.2 holds for any T > 0.
Remark 1.4. It follows from the convergence ‖∇x(Uε − U)‖L∞(0,T ;L2(Td)) in Theorem 1.2 that
ρε → ρ in L∞(0, T ;H−1(Td))
as ε→ 0. Indeed, it can be easily checked that
‖ρε − ρ‖H−1(Td) ≤ ‖∇x(Uε − U)‖L2(Td).
Notice that ρε and ρ do not belong to H−1(Td) but ρε − 1 and ρ− 1 do.
Remark 1.5. Theorem 1.2 can be extended to the whole space case if we add additional assumption on the
bounded Lipschitz distance between the initial densities ρε0 and ρ0. See Remarks 3.2 and 3.3 for detailed
discussions on that.
There is little literature on the rigorous asymptotic analysis for kinetic-fluid models. In [40], the Vlasov–
Fokker–Planck equation coupled with the compressible Navier–Stokes system is considered, and the asymp-
totic analysis under the regime of strong diffusion and drag forces is investigated. In this limit, a two–phase
macroscopic model is rigorously derived. Later, in [11], the kinetic-fluid model consisting of the nonlinear
Vlasov–Fokker–Planck equation and the incompressible Navier–Stokes system, i.e., our main system (1.1)
with U ≡ 0, is taken into account, and the isothermal Euler coupled with incompressible Navier–Stokes
system is derived under the same asymptotic regime as ours. We also refer to [21, 22, 30, 31] for other types
of hydrodynamic limits of kinetic-fluid models. In those works, the presence of diffusion plays an important
role in analyzing the modulated total energy or relative entropy. One of the main difficulties arises from the
strong coupling between kinetic and fluid equations. In order to handle this strong interaction, the convexity
of the modulated total energy with respect to ρ is crucially used in the relative entropy method.
In the present work, we propose a unified approach for the hydrodynamic limit of the VPNS system (1.3);
our analyses do hold regardless of the presence of the diffusion force. We carefully analyze the Coulomb
interactions to control the strong coupling between kinetic and fluid equations. This remarkable observation
enables us to have the hydrodynamic limit even in the absence of the diffusion in the kinetic equation in
(1.3).
1.3. Global-in-time existence and uniqueness of strong solutions to EPNS system. Our third
result, investigated in Section 4, is concerned with the global-in-time existence and uniqueness of strong
solutions to the EPNS system (1.4). As mentioned before, the asymptotic analysis stated in the previous
section is based on the weak-strong uniqueness principle, thus we need a strong regularity of solutions to
the limiting system (1.4). Since the global-in-time existence of weak solutions to the VPNS system (1.1) is
established in Theorem 1.1, the estimate of the hydrodynamic limit in Theorem 1.2 holds as long as there
exists a strong solution to the system (1.4).
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The theorems below provide the global-in-time solvability of strong solutions to the system (1.4) under
suitable smoothness and smallness assumptions on the initial data. This together with Theorem 1.2 asserts
that the hydrodynamic limit from (1.3) to (1.4) holds for all time t ≥ 0.
Theorem 1.3. Let d ≥ 2 and s > d/2 + 1. Suppose that the initial data (ρ0, u0, v0) satisfy
(i) infx∈Td ρ0(x) > 0 and
(ii) (ρ0, u0, v0) ∈ Hs(Td)×Hs(Td)×Hs(Td).
If
‖ log ρ0‖2Hs(Td) + ‖u0‖2Hs(Td) + ‖v0‖2Hs(Td) < ε˜20,
for some ε˜0 > 0 sufficiently small, then the system (1.4) with σ > 0 admits a global-in-time unique strong
solution in the sense of Definition 1.2 with T = +∞ satisfying
sup
t≥0
(
‖ log ρ(·, t)‖2Hs(Td) + ‖u(·, t)‖2Hs(Td) + ‖v(·, t)‖2Hs(Td)
)
<∞.
Theorem 1.4. Let d ≥ 2 and s > d/2 + 1. Suppose that the initial data (ρ0, u0, v0) satisfy
(i) infx∈Td ρ0 > 0 and
(ii) (ρ0, u0, v0) ∈ Hs(Td)×Hs+1(Td)×Hs+1(Td).
If
‖ρ0 − 1‖2Hs(Td) + ‖u0‖2Hs+1(Td) + ‖v0‖2Hs+1(Td) < ε˜20,
for some ε˜0 > 0 sufficiently small, then the system (1.4) with σ = 0 admits a global-in-time unique strong
solution in the sense of Definition 1.3 with T = +∞ satisfying
sup
t≥0
(
‖(ρ− 1)(·, t)‖2Hs(Td) + ‖u(·, t)‖2Hs+1(Td) + ‖v(·, t)‖2Hs+1(Td)
)
<∞.
Note that the limiting system (1.4) consists of the isothermal/pressureless Euler–Poisson system and
the incompressible Navier–Stokes system, and it is well-known that the Euler–Poisson equations develop a
formation of singularities in finite time no matter how smooth the initial data are [12, 14, 27, 28, 36, 37,
38, 42]. For that reason, it is not obvious to expect the global-in-time smooth regularity of solutions to the
isothermal/pressureless EPNS system (1.4). On the other hand, it is worth noticing that the incompressible
Navier–Stokes system has a dissipative structure; it includes a smoothing effect of the viscous term. Thus it is
required to use that to prevent the formation of finite-time singularities. Motivated from [15, 16], we properly
use the drag forcing term to transfer the smoothing effect in the viscous fluid to the Euler–Poisson system.
More precisely, we consider the drag force in the Euler–Poisson system in (1.4) as the relative damping to
have a dissipation of the fluid velocity u. Then we use the viscous term in the incompressible Navier–Stokes
system in (1.4) through the drag force to control the growth of the incompressible fluid velocity v in the
Euler–Poisson system. Additionally, we carefully analyze the Poisson term to have some dissipative effect
for the fluid density ρ. We provide the details of proofs of Theorems 1.3 and 1.4 in Section 4.
1.4. Large-time behavior of the isothermal/pressureless EPNS systems. After establishing the
global-in-time solvability of strong solutions to the isothermal/pressureless EPNS systems (1.4), in Section
5, we analyze the large-time behavior of classical solutions for that equations, which is our final result.
For this, we first define averaged momentum and velocity:
mc = mc(t) :=
∫
Td
(ρu)(x, t) dx and vc = vc(t) :=
∫
Td
v(x, t) dx.
We then employ a modulated total energy measuring the fluctuation of momentum and mass from the
corresponding averages:
L (ρ, u, v) :=
∫
Td
ρ|u−mc|2 dx+
∫
Td
|v − vc|2 dx+ σ
∫
Td
(ρ− 1)2 dx +
∫
Td
|∇xU |2 dx+ |mc − vc|2.
We show the exponential convergence of the modulated energy L as time goes to infinity, which in particular
shows the velocity alignment between two fluid equations.
Theorem 1.5. Let d ≥ 2 and (ρ, u, v) be a global-in-time solution to (1.4) with sufficient regularity. Suppose
that the density ρ is bounded from above by some positive constant ρ¯, i.e., ρ(x, t) ∈ [0, ρ¯] for almost all x ∈ Td
and all t ≥ 0. Furthermore, depending on σ ≥ 0, we assume the followings:
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(i) (Isothermal pressure case) u ∈ L∞(Td × R+) for σ > 0,
(ii) (Pressureless case) ∇xρ ∈ L∞(Td × R+) and ρ(x, t) ≥ ρ > 0 for all (x, t) ∈ Td × R+ for σ = 0.
Then we have
L (ρ, u, v)(t) ≤ CL (ρ, u, v)(0)e−Ct, ∀ t > 0
for some positive constant C > 0 independent of t.
Remark 1.6. Any smallness assumptions are not required for Theorem 1.5. It is clear to check that the
solutions constructed in Theorems 1.3 and 1.4 satisfy the assumptions mentioned in Theorem 1.5.
Remark 1.7. If there is no pressure term in (1.4), i.e., σ = 0, the Lyapunov functional L does not contain
the L2-norm of ρ−1. Thus it is not clear to find the limit of the density ρ. However, similarly as in Theorem
1.2, see also Remark 1.4, we obtain that the convergence∫
Td
|(∇xU)(x, t)|2 dx→ 0 as t→∞
implies
‖ρ(·, t)− 1‖H−1(Td) → 0 as t→∞.
Furthermore, this implies the convergence of the bounded Lipschitz distance between ρ and 1, see Remark 3.3
for the relation between bounded Lipschitz distance and H−1(Td)-norm.
Remark 1.8. If we set
v∞ :=
1
2
(mc(0) + vc(0)),
then we can easily have
mc(t), vc(t)→ v∞ as t→∞
due to the conservation of the total momentum. This together with the assumptions in Theorem 1.5 yields
‖u(·, t)− v∞‖L2(Td) + ‖v(·, t)− v∞‖L2(Td) → 0 as t→∞
exponentially fast.
The method based on the modulated energy is first used in [3] to investigate the large-time behavior
of Vlasov-type equation coupled with the incompressible Navier–Stokes equations in the spatial periodic
domain, see also [32]. For the coupling with the compressible fluids, one of the important features is
to derive dissipative term for the compressible fluid density using the Bogovskii’s argument [4, 17]. For
Euler–Navier–Stokes-type systems, similar estimates for the large-time behavior of strong solutions can be
employed, see [15, 16, 23]. However, in our case, it is not clear whether the Bogovkii’s argument can be
applied or not, due to the presence of Coulomb interactions. Furthermore, this strategy can not be applied
to the case without pressure. To overcome that difficulty, we introduce a new perturbation of the modulated
total energy, which produces the dissipation terms for the fluid density ρ and the Coulomb interactions. We
emphasize that our strategy for analyzing the large-time behavior of solutions is also unified, thus it can be
applied for both isothermal/pressureless cases. See Section 5 for detailed discussions.
1.5. Notation. We introduce several notations used throughout the current work. For functions, f(x, v)
and g(x), ‖f‖Lp and ‖g‖Lp represent the usual Lp(Td×Rd)- and Lp(Td)-norms, respectively. We denote by C
a generic positive constant which may differ from line to line. C = C(α, β, · · · ) stands for a positive constant
depending on α, β, · · · . For simplicity, we often omit x-dependence of differential operators, i.e. ∇f := ∇xf
and ∆f := ∆xf . ∇k represents any partial derivative ∂α with multi-index α, |α| = k. C = C(α, β, · · · )
stands for a positive constant depending on α, β, · · · . Finally, we write f . g if there exists a constant C > 0
satisfying f ≤ Cg.
2. Existence of weak solutions to VPNS system
In this section, we discuss the global-in-time existence of weak solutions to the system (1.1). We first
notice that the potential U can be represented by using the interaction potential K which satisfies the
following conditions (see [6, 44]):
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(i) The potential K is an even function explicitly written as
K(x) =
{ −c0 log |x|+G0(x) if d = 2,
c1|x|−1 +G1(x) if d = 3,
where c0 > 0 and c1 > 0 are normalization constants and G0 and G1 are smooth functions over T
2
and T3, respectively.
(ii) For any h ∈ L2(Td) with ∫
Td
h dx = 0, U := K ⋆h ∈ H1(Td) is the unique function that satisfies the
following condition:∫
Td
U dx = 0 and
∫
Td
∇U · ∇ψ dx =
∫
Td
hψ dx ∀ψ ∈ H1(Td),
i.e., U is the unique weak solution to −∆U = h.
Thus, we rewrite the system (1.1) as
∂tf + ξ · ∇f +∇ξ · (((v − ξ)−∇K ⋆ (ρ− 1))f) = ∇ξ · (σ∇ξf − (u − ξ)f),
∂tv + (v · ∇)v +∇p−∆v = −
∫
Rd
(v − ξ)f dξ,
∇ · v = 0.
(2.1)
This reformulation is useful when we discuss the regularization of the interaction potential U , see (2.3) below.
In order to show the global-in-time existence of weak solutions to the system (2.1), we first regularize the
system by employing a cut-off function for the fluid and local particle velocities in the kinetic equation and the
drag force in the fluid equation. We also mollify the convection velocity of the fluid equation and remove the
singularity in the local particle velocity u. Next, we show the existence of weak solutions for the regularized
system by using a fixed point argument. We then use some weak and strong compactness arguments together
with the velocity averaging lemma to pass to the limit when the regularization parameters tend to zero or
infinity. Finally, we prove the limiting functions obtained from the previous step satisfy our VPNS system
in the sense of Definition 1.1.
2.1. Regularized system. We regularize the system (2.1) and investigate the existence of solutions and
associated entropy inequalities. For the regularization parameters λ and ε, we consider
∂tf
λ,ε + ξ · ∇fλ,ε +∇ξ · (((χλ(vλ,ε)− ξ)−∇Kε ⋆ (ρλ,ε − 1))fλ,ε)
= ∇ξ · (σ∇ξfλ,ε − (χλ(uλ,εε )− ξ)fλ,ε),
∂tv
λ,ε + ((θε ⋆ v
λ,ε) · ∇)vλ,ε +∇pλ,ε −∆vλ,ε = ρη(uλ,ε − vλ,ε)1{|vλ,ε|≤λ},
∇ · vλ,ε = 0
(2.2)
subject to initial data:
fλ,ε(x, ξ, 0) = fλ(x, ξ, 0) := f0(x, ξ)1{|ξ|≤λ}(ξ) and v
λ,ε(x, 0) = vε(x, 0) := (θε ⋆ v0)(x),
where χλ(v) is the truncation function given by
χλ(v) = v1{|v|≤λ}
and uλ,εε is defined by
uλ,εε :=
ρλ,εuλ,ε
ρλ,ε + ε
.
Here the fluid velocity field v is also regularized by using θε = (1/ε
d)θ(x/ε), where θ is a standard mollifier
satisfying
θ ∈ C∞0 (Td), θ ≥ 0,
∫
Td
θ(x) dx = 1, and supp θ ⊂ B1(0).
The regularized interaction potential Kε is given as
Kε(x) =
{
−c0
2
log(ε+ |x|2) +G0(x) if d = 2,
c1(ε+ |x|2)−1/2 +G1(x) if d = 3.
(2.3)
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We use η = (λ, ε) for notational simplicity whenever there is no confusion. Then, we partially linearize the
system (2.2) as follows:
∂tf
η + ξ · ∇fη +∇ξ · (((χλ(v˜)− ξ)−∇Kε ⋆ (ρη − 1))fη) = ∇ξ · (σ∇ξfη − (χλ(u˜)− ξ)fη),
∂tv
η + ((θε ⋆ v
η) · ∇)vη +∇pη −∆vη = ρη(uη − v˜)1{|v˜|≤λ},
∇ · vη = 0,
(2.4)
where (u˜, v˜) belong to S := L2(Td × (0, T ))×L2(Td × (0, T )). As mentioned before, our strategy is to apply
the fixed point theory argument to the system (2.4) to obtain the existence of weak solutions to system (2.2)
and associated entropy inequality. For this, we need to estimate Lp-norm and velocity-moments of solutions
fη to the kinetic equation in (2.4). On the other hand, since ∇Kε is bounded and Lipschitz continuous for
fixed ε > 0, the global-in-time existence of weak solutions to the kinetic equation in (2.4) can be found in
[25, 33]. Furthermore, we get
d
dt
∫
Td×Rd
(fη)p dxdξ = (p− 1)
∫
Td×Rd
(fη)p∇ξ · (2ξ +∇Kε ⋆ (ρη − 1)− χλ(u˜)− χλ(v˜)) dxdξ
− σp(p− 1)
∫
Td×Rd
(fη)p−2|∇ξfη|2 dxdξ
= 2d(p− 1)
∫
Td×Rd
(fη)p dxdξ − 4σ(p− 1)
p
∫
Td×Rd
|∇ξ(fη)p/2|2 dxdξ
for p ∈ [1,∞). We combine this with Gro¨nwall’s lemma to obtain
‖fη(·, ·, t)‖pLp +
4σ(p− 1)
p
∫ t
0
e2d(p−1)(t−s)‖∇ξ(fη)p/2(·, ·, s)‖2L2 ds ≤ ‖fη0 ‖pLpe2d(p−1)t.
In particular, we have
‖fη(·, ·, t)‖L1 ≤ ‖fη0 ‖L1 ≤ ‖f0‖L1 = 1 and ‖fη(·, ·, t)‖L∞ ≤ ‖fη0 ‖L∞e2dt (2.5)
for t ∈ [0, T ].
We next present the estimates for higher-order velocity moments and entropy inequality of solutions to
the system (2.4).
Lemma 2.1. For a weak solution fη to the kinetic equation in (2.4), its velocity moments satisfy the
following bound:
sup
t∈(0,T )
∫
Td×Rd
|ξ|kfη(x, ξ) dxdξ ≤ C(d, η, k, σ, T ) ∀ k ≥ 0.
Proof. First, we define a k-th moment of f in velocity by
mk(f) :=
∫
Td×Rd
|ξ|kf dxdξ.
Then, for k ≥ 2, we estimate
d
dt
mk(f
η) = −k
∫
Td×Rd
(ξ − χλ(v˜) +∇Kε ⋆ (ρη − 1)) · ξfη|ξ|k−2 dxdξ
− k
∫
Td×Rd
(ξ − χλ(u˜)) · ξfη|ξ|k−2 dxdξ − σk
∫
Td×Rd
∇ξfη · ξ|ξ|k−2 dxdξ
= −2kmk(fη)− k
∫
Td×Rd
∇Kε ⋆ (ρη − 1) · ξfη|ξ|k−2 dxdξ
+ k
∫
Td×Rd
(χλ(u˜) + χλ(v˜)) · ξfη|ξ|k−2 dxdξ + σk(k − 2 + d)mk−2(fη)
≤ −kmk(fη) + k
2
∫
Td×Rd
|∇Kε ⋆ (ρη − 1)|2fη|ξ|k−2 dxdξ
+
k
2
∫
Td×Rd
(χλ(u˜) + χλ(v˜))
2fη|ξ|k−2 dxdξ + σk(k − 2 + d)mk−2(fη)
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≤ k
2
∫
Td×Rd
|∇Kε ⋆ (ρη − 1)|2fη|ξ|k−2 dxdξ
+
k
2
∫
Td×Rd
(χλ(u˜) + χλ(v˜))
2fη|ξ|k−2 dxdξ + σk(k − 2 + d)mk−2(fη)
≤ Cmk−2(fη),
where C = C(d, η, k, σ, T ) is a positive constant and we used Young’s inequality and
‖∇Kε ⋆ (ρη − 1)‖L∞ ≤ ‖∇Kε‖L∞‖ρη − 1‖L1 ≤ C(ε).
Sincem0(f
η) is just ‖fη(·, ·, t)‖L1 = ‖fη0 ‖L1 for t ≥ 0, we combine Gro¨nwall’s lemma and induction argument
to yield
sup
t∈(0,T )
∫
Td×Rd
|ξ|kfη dxdξ ≤ C(d, η, k, σ, T ) ∀ k = 0, 2, 4, . . . .
Moreover, for k ∈ R+ \ {0, 2, 4, . . .}, we get∫
Td×Rd
|ξ|kfη dxdξ ≤
(∫
Td×Rd
|ξ|2⌊k⌋fη dxdξ
)1/2(∫
Td×Rd
|ξ|2(k−⌊k⌋)fη dxdξ
)1/2
,
where ⌊k⌋ denotes the greatest integer less than or equal to k. Furthermore, we have
∫
Td×Rd
|ξ|2(k−⌊k⌋)fη dxdξ ≤
(∫
Td×Rd
|ξ|2fη dxdξ
) 2(k−⌊k⌋)
2
(∫
Td×Rd
fη dxdξ
) 2−2(k−⌊k⌋)
2
≤ C(d, η, k, σ, T ).
This asserts our desired result. 
In the proposition below, we provide the estimate of entropy inequality.
Proposition 2.1. For a weak solution fη to the kinetic equation in (2.4), we have the following relation:∫
Td×Rd
( |ξ|2
2
+ σ log fη
)
fη dxdξ +
∫
Td
(ρη − 1)Kε ⋆ (ρη − 1) dx
+
∫ t
0
∫
Td×Rd
1
fη
|σ∇ξfη − (χλ(u˜)− ξ)fη|2 dxdξds
≤
∫
Td×Rd
( |ξ|2
2
+ σ log fλ0
)
fλ dxdξ +
∫
Td
(ρλ0 − 1)Kε ⋆ (ρλ0 − 1) dx
+
∫ t
0
∫
Td×Rd
(χλ(u˜)− ξ) · χλ(u˜)fη dxdξds +
∫ t
0
∫
Td×Rd
(χλ(v˜)− ξ) · ξfη dxdξds + σd‖fλ0 ‖L1t
for almost all t ∈ [0, T ].
Proof. First, it follows from Lemma 2.1 that
1
2
d
dt
(∫
Td×Rd
|ξ|2fη dxdξ
)
= −
∫
Td×Rd
(ξ − χλ(v˜) +∇Kε ⋆ (ρη − 1)) · ξfη dxdξ
−
∫
Td×Rd
(ξ − χλ(u˜)) · ξfη dxdξ − σ
∫
Td×Rd
ξ · ∇ξfη dxdξ
= −
∫
Td×Rd
(ξ − χλ(v˜) +∇Kε ⋆ (ρη − 1)) · ξfη dxdξ −
∫
Td×Rd
|ξ − χλ(u˜)|2fη dxdξ
−
∫
Td×Rd
(ξ − χλ(u˜)) · χλ(u˜)fη dxdξ − σ
∫
Td×Rd
(ξ − χλ(u˜)) · ∇ξfη dxdξ.
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On the other hand, we get
d
dt
(∫
Td
(ρη − 1)Kε ⋆ (ρη − 1) dx
)
= −
∫
Td×Td
Kε(x− y)∇ · (ρηuη)(x)(ρη(y)− 1) dxdy
=
∫
Td×Td
∇Kε(x− y)(ρη(y)− 1) · (ρηuη)(x) dxdy
=
∫
Td
(∇Kε ⋆ (ρη − 1)) · (ρηuη) dx
=
∫
Td×Rd
(∇Kε ⋆ (ρη − 1)) · ξfη dxdξ.
Moreover, we estimate the entropy as
d
dt
(∫
Td×Rd
σfη log fη dxdξ
)
=
∫
Td×Rd
σ(∂tf
η) log fη dxdξ
= −σ
∫
Td×Rd
(ξ − χλ(v˜) +∇Kε ⋆ (ρη − 1)) · ∇ξfη dxdξ
− σ
∫
Td×Rd
(ξ − χλ(u˜)) · ∇ξfη dxdξ − σ2
∫
Td×Rd
|∇ξfη|2
fη
dxdξ
= σd‖fη0 ‖L1 − σ
∫
Td×Rd
(ξ − χζ(u˜)) · ∇ξfη dxdξ − σ2
∫
Td×Rd
|∇ξfη|2
fη
dxdξ.
We then combine all the previous estimates to get the desired result. 
For the fluid part, the following estimate is obvious.
Proposition 2.2. For a weak solution vη to the Navier–Stokes system in (2.4), we have
1
2
∫
Td
|vη|2 dx +
∫ t
0
∫
Td
|∇vη|2 dxds ≤ 1
2
∫
Td
|vη0 |2 dx+
∫ t
0
∫
Td
ρη(uη − v˜)1{|v˜|≤λ} · vη dxds
for almost all t ∈ [0, T ].
2.2. Existence of weak solutions to the regularized system. Now, we proceed to the existence of
weak solutions to system (2.2). For this, we define a map T : S → S as
(u˜, v˜) 7→ T (u˜, v˜) =: (uηε , vη).
We first recall from [33, Lemma 2.4] or [39, Lemma 3.2] that the following lemma which provides some
Lp bound estimates for ρ and ρu.
Lemma 2.2. Assume that f satisfies
‖f‖L∞(Td×Rd×(0,T )) ≤M and sup
0≤t≤T
∫
Td×Rd
|ξ|kf(x, ξ, t) dxdξ ≤M ∀ k ∈ [0, k∗] (2.6)
for some k∗ > 1. Then there exists a constant C = C(M) > 0 such that
‖ρ(·, t)‖Lp1 ≤ C ∀ p1 ∈ [1, (k∗ + d)/d) and ‖(ρu)(·, t)‖Lp2 ≤ C ∀ p2 ∈ [1, (k∗ + d)/(d+ 1))
for all t ∈ [0, T ].
In the lemma below, we show that T is well-defined.
Lemma 2.3. There exists a constant C = C(d, η, σ, T ) such that
‖T (u˜, v˜)‖S ≤ C ∀ (u˜, v˜) ∈ S.
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Proof. For the kinetic part, we use (2.5) and Lemmas 2.1 and 2.2 to obtain
ρη ∈ Lp(Td × (0, T )), ρηuη ∈ Lp(Td × (0, T )) ∀ p ∈ [1,∞),
and thus
‖uηε‖L2 ≤
1
ε
‖ρηuη‖L2 ≤ C.
For the fluid part, we use Cauchy–Schwarz inequality and Young’s inequality to get∣∣∣∣
∫
Td
ρη(uη − v˜)1{|v˜|≤λ} · vη dx
∣∣∣∣ ≤ ‖ρηuη‖L2‖vη‖L2 + λ‖ρη‖L2‖vη‖L2
≤ ‖vη‖2L2 +
1
2
‖ρηuη‖2L2 +
λ2
2
‖ρη‖2L2 ≤ ‖vη‖2L2 + C.
We then combine the above inequality with Proposition 2.2 and Gro¨nwall’s lemma to conclude the proof. 
Next, we show that T is compact. Here, we consider the velocity averaging lemma from [11, Lemma 3.2]
(see also [43, Theorem 2] and [33, Lemma 2.7]) and state a modified version to be used in the following
proof.
Lemma 2.4. Let T > 0, r > 1, q ∈ [1, (d + r)/(d + 1)), and {Gm} be bounded in Lqloc(Td × Rd × (0, T )).
Assume that
fm is bounded in L∞(Td × Rd × (0, T ))
and
|ξ|rfm is bounded in L∞(0, T ;L1(Td × Rd)). (2.7)
If fm and Gm satisfy
∂tf
m + ξ · ∇fm = ∇αξGm, fm|t=0 = f0 ∈ L∞(Td × Rd)
for some multi-index, then for any ϕ(ξ), such that |ϕ(ξ)| ≤ c|ξ| as |ξ| → ∞, the sequence{∫
Rd
fmϕ(ξ) dξ
}
is relatively compact in Lq(Td × (0, T )).
Now, we are ready to prove the compactness of T .
Lemma 2.5. For a uniformly bounded sequence (u˜m, v˜m) in S, the sequence T (u˜m, v˜m) = ((uηε)m, (vη)m)
converges strongly in S, up to a subsequence.
Proof. Since the convergence of {(vη)m} follows from the same argument as [11, Lemma 4.2], it suffices to
show the convergence of {(uηε)m}. For the convergence of {(uηε)m}, we set
fm := (fη)m, Gm := (σ∇ξ(fη)m + (2ξ +∇Kε ⋆ ((ρη)m − 1)− χλ(v˜m)− χλ(u˜m))(fη)m) ,
then it is easy to see Gm ∈ L2loc(Td × Rd × (0, T )). Choose r appeared in (2.7) so that d+rd+1 > 2. Then, we
set ϕ(ξ) = 1 and ϕ(ξ) = ξ in Lemma 2.4, respectively, and obtain the following strong convergence up to a
subsequence:
(ρη)m → ρη in L2(Td × (0, T )) and a.e.,
(ρη)m(uη)m → ρηuη in L2(Td × (0, T )).
Consequently, it gives the convergence of {(uηε)m} up to a subsequence. 
In conclusion, from Lemma 2.3 and Lemma 2.5, the operator T is well-defined, continuous, and compact.
Thus, we can use Schauder’s fixed point theorem to attain the existence of a fixed point of T , which asserts
the existence of weak solutions to system (2.2). Then, we employ the fixed point argument with Propositions
2.1 and 2.2 to yield the following estimate.
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Corollary 2.1. Let T > 0 and (fη, vη) be a weak solution to the system (2.2) on the time interval [0, T ].
Then, it satisfies the following entropy inequality:∫
Td×Rd
( |ξ|2
2
+ σ log fη
)
fη dxdξ +
∫
Td
(ρη − 1)Kε ⋆ (ρη − 1) dx+ 1
2
∫
Td
|vη|2 dx
+
∫ t
0
∫
Td×Rd
(
1
fη
|σ∇ξfη − (χλ(uηε)− ξ)fη|2 + |χλ(vη)− ξ|2fη
)
dxdξds +
∫ t
0
∫
Td
|∇vη|2 dxds
≤
∫
Td×Rd
( |ξ|2
2
+ σ log fλ0
)
fλ0 dxdξ +
∫
Td
(ρλ0 − 1)Kε ⋆ (ρλ0 − 1) dx+
1
2
∫
Td
|vε0|2 dx+ σd‖fλ0 ‖L1t
for almost all t ∈ [0, T ].
Proof. From Propositions 2.1 and 2.2, we have∫
Td×Rd
( |ξ|2
2
+ σ log fη
)
fη dxdξ +
∫
Td
(ρη − 1)Kε ⋆ (ρη − 1) dx+ 1
2
∫
Td
|vη|2 dx
+
∫ t
0
∫
Td×Rd
(
1
fη
|σ∇ξfη − (χλ(uηε)− ξ)fη|2 + |χλ(vη)− ξ|2fη
)
dxdξds+
∫ t
0
∫
Td
|∇vη|2 dxds
≤
∫
Td×Rd
( |ξ|2
2
+ σ log fλ0
)
fλ0 dxdξ +
∫
Td
(ρλ0 − 1)Kε ⋆ (ρλ0 − 1) dx+
1
2
∫
Td
|vε0|2 dx
+ σd‖fλ0 ‖L1t+
∫ t
0
∫
Td×Rd
(χλ(u
η
ε)− ξ) · χλ(uηε)fη dxdξds.
Here we obtain∫
Td×Rd
(χλ(u
η
ε)− ξ) · χλ(uηε)fη dxdξ =
∫
Td
ρηχλ(u
η
ε) · (χλ(uηε)− uη) dx
=
∫
Td
ρη
ρηuη
ρη + ε
·
(
ρηuη
ρη + ε
− uη
)
1{|uηε |≤λ} dx
= −ε
∫
Td
|χλ(uηε )|2 dx ≤ 0,
which implies our desired result. 
Before we proceed to the proof of the existence of a weak solution to system (1.1), we need two technical
lemmas concerning the interaction potential energy whose proofs will be provided in Appendix A.
Lemma 2.6. For d = 2, 3, suppose that ̺ ∈ L∞(0, T ;L1(Td)). Then we have∫
Td
(Kε ⋆ ̺)̺ dx ≥ −C‖̺‖L∞(0,T ;L1(Td))
(
1 + ‖̺‖L∞(0,T ;L1(Td))
)
,
where C is a positive constant satisfying C = O(1) as ε→ 0.
Lemma 2.7. For d = 2, 3, suppose that a sequence {̺n} is uniformly bounded in L∞(0, T ;Lp(Td)) for each
p ∈ [1, (d+ 2)/d) and {̺n} converges to ̺ almost everywhere. Then we have
lim
n→∞
∫
Td
(Kε ⋆ ̺n)̺n dx =
∫
Td
(Kε ⋆ ̺)̺ dx.
Moreover, if ε→ 0 as n→∞, then we have
lim
n→∞
∫
Td
(Kε ⋆ ̺n)̺n dx =
∫
Td
(K ⋆ ̺)̺ dx.
2.3. Existence of a weak solution to VPNS. We are ready to present the existence of a weak solution
to the system (1.1).
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2.3.1. Convergence λ→∞. We will show the convergences of regularized solutions (fλ,ε, vλ,ε) as λ tends to
infinity.
• (Step A: Uniform bound estimates) First, we attain an upper bound estimate which is uniform in λ using
the entropy inequality from Corollary 2.1. Here, we recall that∫
Td×Rd
fλ,ε log− f
λ,ε dxdξ ≤ 1
4σ
∫
Td×Rd
fλ,ε
(
1 + |ξ|2) dxdξ + C(σ),
where log− g(x) := max{0,− log g(x)}. We apply the above inequality and Lemma 2.6 to Corollary 2.1 and
obtain ∫
Td×Rd
( |ξ|2
4
+ σ| log fλ,ε|
)
fλ,ε dxdξ +
1
2
∫
Td
|vλ,ε|2 dx+
∫ t
0
∫
Td
|∇vλ,ε|2 dxds
+
∫ t
0
∫
Td×Rd
(
1
fλ,ε
∣∣σ∇ξfλ,ε − (χλ(uλ,εε )− ξ)fλ,ε∣∣2 + |χλ(vλ,ε)− ξ|2fλ,ε
)
dxdξds
≤
∫
Td×Rd
( |ξ|2
2
+ σ| log fλ0 |
)
fλ0 dxdξ +
∫
Td×Td
∣∣(ρλ0 − 1)Kε ⋆ (ρλ0 − 1)∣∣ dx+ 12
∫
Td
|vε0|2 dx
+ σdt‖fλ0 ‖L1 + C,
where C = C(T, σ) is a positive constant independent of λ and ε, and it vanishes when σ = 0. Here, note
that ∫
Td
∣∣(ρλ0 − 1)Kε ⋆ (ρλ0 − 1)∣∣ dx ≤ ‖Kε‖Lq‖ρλ0 − 1‖2Lp ,
where p and q satisfies 2/p+ 1/q = 2 and we used Young’s convolution inequality:∫
Td
(f ⋆ g)h dx ≤ ‖f‖Lp‖g‖Lq‖h‖Lr , 1
p
+
1
q
+
1
r
= 2.
Since the initial data fλ0 satisfy (2.6) with k
∗ = 2 uniformly in η, we can get
‖ρλ0 − 1‖Lp ≤ C ∀ p ∈ [1, (d+ 2)/d)
uniformly in λ, and this requires ‖Kε‖Lq < ∞ uniformly in ε for some q > (d + 2)/4. Since d = 2 or 3, we
can choose such q and hence, we combine this argument with ‖fλ0 ‖L1 ≤ ‖f0‖L1 and Lemma 2.6 and apply
Gro¨nwall’s lemma to yield, for t ∈ [0, T ],∫
Td×Rd
|ξ|2fλ,ε dxdξ +
∫
Td
|vλ,ε|2 dx+
∫ t
0
∫
Td
|∇vλ,ε|2 dxds ≤ C. (2.8)
Here C = C(T, σ) is a positive constant independent of λ and ε. Once we recall that
‖fλ,ε(·, ·, t)‖pLp +
4σ(p− 1)
p
∫ t
0
e2d(p−1)(t−s)‖∇ξ(fλ,ε)p/2(·, ·, s)‖2L2 ds ≤ ‖fλ0 ‖pLpe2d(p−1)t
for every p ∈ [1,∞], we obtain the following uniform estimates:
‖fλ,ε‖L∞(0,T ;Lp(Td×Rd)) + ‖ρλ,ε‖L∞(0,T ;Lq1(Td)) + ‖ρλ,εuλ,ε‖L∞(0,T ;Lq2 (Td)) ≤ C(T ),
where p ∈ [1,∞], q1 ∈ [1, (d+2)/d), q2 ∈ [1, (d+2)/(d+1)) and C = C(T ) is a positive constant independent
of λ and ε. Consequently, we can obtain the following weak convergence as λ→∞ up to a subsequence:
fλ,ε ⇀ f ε in L∞(0, T ;Lp(Td × Rd)), p ∈ [1,∞],
ρλ,ε ⇀ ρε in L∞(0, T ;Lp(Td)), p ∈ [1, (d+ 2)/d),
ρλ,εuλ,ε ⇀ ρεuε in L∞(0, T ;Lp(Td)), p ∈ [1, (d+ 2)/(d+ 1)),
vλ,ε ⇀ vε in L∞(0, T ;L2(Td)) ∩ L2(0, T ;H1(Td)).
For the proof, we need to obtain the strong convergence of the averaged quantities and fluid velocity. Let
p ∈ (1, (d+ 2)/(d+ 1)) and write Gλ,ε as
Gλ,ε := σ∇ξfλ,ε + (2ξ +∇Kε ⋆ (ρλ,ε − 1)− χλ(uλ,εε )− χλ(vλ,ε))fλ,ε,
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then we can easily check that Gλ,ε ∈ Lploc(Td × Rd × (0, T )). Thus, we set Gλ,ε as above, r = 2 in Lemma
2.4 to get, for p ∈ (1, (d+ 2)/(d+ 1)),
ρλ,ε → ρε in Lp(Td × (0, T )) and a.e.,
ρλ,εuλ,ε → ρεuε in Lp(Td × (0, T ))
as λ→∞, up to a subsequence. For the fluid velocity, we first obtain from (2.8) that
‖vλ,ε‖L∞(0,T ;L2) + ‖∇vλ,ε‖L2(0,T ;L2) ≤ C, (2.9)
where C > 0 is independent of λ and ε.
We next show that ‖∂tvλ,ε‖Lq(0,T ;V′) ≤ C for some q ∈ (1,∞). For p ∈ (1, (d+ 2)/(d+ 1)) and ϕ ∈ V, we
get ∣∣∣∣∣
∫ T
0
∫
Td
∂tv
λ,ε · ϕdxds
∣∣∣∣∣
≤ ‖θε ⋆ vλ,ε‖L3(Td×(0,T ))‖∇vλ,ε‖L2(Td×(0,T ))‖ϕ‖L6(Td×(0,T )) + ‖∇vλ,ε‖L2(Td×(0,T ))‖∇ϕ‖L2(Td×(0,T ))
+ ‖ρλ,εuλ,ε‖L∞(0,T ;Lp(Td))‖ϕ‖L1(0,T ;Lp′(Td)) + ‖ρλ,εvλ,ε‖L2(0,T ;Lp(Td))‖ϕ‖L2(0,T ;Lp′(Td)),
where p′ is the Ho¨lder conjugate of p. Here, we use Gagliardo–Nirenberg interpolation inequality to get
‖vλ,ε‖L3(Td) ≤


C‖∇vλ,ε‖1/3L2 ‖vλ,ε‖
2/3
L2 if d = 2,
C‖∇vλ,ε‖1/2L2 ‖vλ,ε‖
1/2
L2 if d = 3,
where C only depends on d. Thus, if d = 2,
‖θε ⋆ vλ,ε‖L3(T2×(0,T )) ≤ ‖vλ,ε‖L3(T2×(0,T )) ≤ C‖vλ,ε‖2/3L4(0,T ;L2(T2))‖∇vλ,ε‖
1/3
L2(0,T ;L2(T2))
and if d = 3,
‖θε ⋆ vλ,ε‖L3(T3×(0,T )) ≤ ‖vλ,ε‖L3(T3×(0,T )) ≤ C‖vλ,ε‖1/2L6(0,T ;L2(T3))‖∇vλ,ε‖
1/2
L2(0,T ;L2(T3)),
where C only depends on d. On the other hand, the local moment can be estimated as
‖ρλ,εvλ,ε‖L2(0,T ;Lp(Td)) ≤ ‖ρλ,ε‖
L2(0,T ;L
(d+2)p
d+2−p (Td))
‖vλ,ε‖L2(0,T ;Ld+2(Td))
≤ ‖ρλ,ε‖
L2(0,T ;L
(d+2)p
d+2−p (Td))
‖vλ,ε‖L2(0,T ;H1(Td)),
which is finite since p ∈ (1, (d + 2)/(d + 1)) implies (d + 2)p/(d + 2 − p) < (d + 2)/d. Thus, taking
p = (d+ 3)/(d+ 2) gives us ‖ϕ‖Lp′ ≤ C‖ϕ‖H1 , and thus we obtain
∂tv
λ,ε ∈ L d+3d+2 (0, T ;V′), uniformly in λ and ε.
Combining this with (2.9), we can use Aubin–Lions lemma to get
vλ,ε → vε in L2(Td × (0, T )) and a.e.,
up to a subsequence.
• (Step B: Existence of weak solutions and entropy inequality) Now, we show that the limit (f ε, vε) satisfies
the following system in distributional sense:
∂tf
ε + v · ∇f ε −∇ξ · ((ξ − vε +∇Kε ⋆ (ρε − 1))f ε) = ∇ξ · (σ∇ξf ε − (uεε − ξ)f ε),
∂tv
ε + ((θε ⋆ v
ε) · ∇)vε +∇pε −∆vε = −ρε(vε − uε),
∇ · vε = 0,
(2.10)
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and the entropy inequality:∫
Td×Rd
( |ξ|2
2
+ σ log f ε
)
f ε dxdξ +
∫
Td
(ρε − 1)Kε ⋆ (ρε − 1) dx+ 1
2
∫
Td
|vε|2 dx
+
∫ t
0
∫
Td×Rd
(
1
f ε
|σ∇ξf ε − (uεε − ξ)f ε|2 + |vε − ξ|2f ε
)
dxdξds +
∫ t
0
∫
Td
|∇vε|2 dxds
≤
∫
Td×Rd
( |ξ|2
2
+ σ log f0
)
f0 dxdξ +
∫
Td
(ρ0 − 1)Kε ⋆ (ρ0 − 1) dx+ 1
2
∫
Td
|vε0|2 dx+ σdt.
(2.11)
For the weak solution (f ε, vε) to (2.10), it suffices to show the following convergence in distributional sense
since the others are linear: 

(i) (∇Kε ⋆ ρλ,ε)fλ,ε → (∇Kε ⋆ ρε)f ε,
(ii) χλ(u
λ,ε
ε )f
λ,ε → uεεf ε.
(2.12)
Although the proof is similar to that in [10], we present the detail for the completeness of our work. For the
proof, we arbitrarily choose Φ ∈ C∞c (Td × Rd × [0, T ]) with Φ(·, ·, T ) = 0.
⋄ (Step B-1: Convergence of (2.12) (i)) We write
ρλ,εΦ (x, t) :=
∫
Rd
fλ,ε(x, ξ, t)Φ(x, ξ, t) dξ.
Then, we estimate∫ T
0
∫
Td×Rd
[
(∇Kε ⋆ ρλ,ε)fλ,ε − (∇Kε ⋆ ρε)f ε]Φ dxdξdt
=
∫ T
0
∫
Td×Rd
∇Kε ⋆ (ρλ,ε − ρε)ρλ,εΦ dxdt +
∫ T
0
∫
Td×Rd
(∇Kε ⋆ ρε)(fλ,ε − f ε)Φ dxdξdt
=: Iλ,ε1 + Iλ,ε2 .
For Iλ,ε1 , we use the uniform bound of fλ,ε in L∞(Td × Rd × (0, T )) and the compact support of Φ to yield
ρλ,εΦ ∈ L∞(0, T ;Lp(Td)) for any p ∈ [1,∞]
uniformly in λ and ε. This gives
Iλ,ε1 ≤ ‖∇Kε‖L1(Td)‖ρλ,ε − ρε‖Lp(Td×(0,T ))‖ρλ,εΦ ‖Lp′(Td×(0,T )),
where p ∈ (1, (d+ 2)/(d+ 1)), p′ is the Ho¨lder conjugate of p, and we used Young’s convolution inequality.
Since |∇Kε(x)| ≤ C(1 + |x|−d+1), we use the strong convergence of ρλ,ε to get Iλ,ε1 → 0 as λ → ∞. For
Iλ,ε2 , we notice
(∇Kε ⋆ ρε)Φ ∈ L1(0, T ;Lp(Td)) for some p ∈ (1,∞).
Thus, the weak convergence of fλ,ε asserts that Iλ,ε2 → 0 as λ→∞.
⋄ (Step B-2: Convergence of (2.12) (ii)) We estimate∫ T
0
∫
Td×Rd
(χλ(u
λ,ε
ε )f
λ,ε − uεεf ε)Φ dxdξdt
=
∫ T
0
∫
Td
(uλ,εε − uεε)ρλ,εΦ dxds+
∫ T
0
∫
Td×Rd
uεε(f
λ,ε − f ε)Φ dxdξdt
+
∫ T
0
∫
Td×Rd
uλ,εε f
λ,ε
1{|uλ,εε |>λ}
Φ dxdξdt
=: J λ,ε1 + J λ,ε2 + J λ,ε3 .
For J λ,ε1 , we find
J λ,ε1 =
∫ T
0
∫
Td
((
1
ρλ,ε + ε
− 1
ρε + ε
)
(ρεuε) +
1
ρλ,ε + ε
(ρλ,εuλ,ε − ρεuε)
)
ρλ,εΦ dxdt.
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Since ρλ,ε → ρε a.e. and ρλ,εΦ ∈ L∞(Td × (0, T )) uniformly in λ and ε, we get(
1
ρλ,ε + ε
− 1
ρε + ε
)
(ρεuε)ρλ,εΨ → 0 a.e.
as λ→∞, and ∣∣∣∣
(
1
ρλ,ε + ε
− 1
ρε + ε
)
(ρεuε)ρλ,εΦ
∣∣∣∣ ≤ 2‖ρ
λ,ε
Φ ‖L∞
ε
|ρεuε| ≤ C(ε)|ρεuε|,
where C = C(ε) is a positive constant independent of λ. Then, we use the dominated convergence theorem
to get ∫ T
0
∫
Td
(
1
ρλ,ε + ε
− 1
ρε + ε
)
(ρεuε)ρλ,εΦ dxdt→ 0
as λ→∞. Moreover, we obtain
∫ T
0
∫
Td
1
ρλ,ε + ε
(ρλ,εuλ,ε − ρεuε)ρλ,εΦ dxdt ≤
1
ε
‖ρλ,εuλ,ε − ρεuε‖Lp‖ρλ,εΦ ‖Lp′ ,
where p ∈ (1, (d + 2)/(d + 1)), and this implies J λ,ε1 → 0 as λ → ∞. For J λ,ε2 , it is clear that uεεΦ ∈
L1(0, T ;Lp(Td × Rd)) for some p ∈ (1,∞). Thus, the weak convergence of fλ,ε gives J λ,ε2 → 0 as λ → ∞.
Finally for J λ,ε3 , we use
|uλ,ε| ≤
(∫
Rd
|ξ|2fλ,ε dξ
ρλ,ε
)1/2
to get
J λ,ε3 ≤
1
λ
∫ T
0
∫
Td×Rd
|uλ,εε |2fλ,εΦ dxdξdt ≤
‖Φ‖L∞
λ
∫ T
0
∫
Td×Rd
|ξ|2fλ,ε dxdξdt → 0
as λ→∞. This concludes that (f ε, vε) is a weak solution to the system (2.10).
⋄ (Step B-3: Entropy inequality) For the entropy inequality (2.11), we first take the liminf on the left hand
side of Corollary 2.1, convexity of the entropy and use ‖fλ0 ‖L1 ≤ ‖f0‖L1 = 1 and Lemma 2.7 to get∫
Td×Rd
( |ξ|2
2
+ σ log f ε
)
f ε dxdξ +
∫
Td
(ρε − 1)Kε ⋆ (ρε − 1) dx+ 1
2
∫
Td
|vε|2 dx
+
∫ t
0
∫
Td×Rd
(
1
f ε
|σ∇ξf ε − (uεε − ξ)|2 + |vε − ξ|2f ε
)
dxdξds+
∫ t
0
∫
Td
|∇vε|2 dxds
≤ lim inf
λ→∞
(∫
Td×Rd
( |ξ|2
2
+ σ log fλ0
)
fλ0 dxdξ +
∫
Td
(ρλ0 − 1)Kε ⋆ (ρλ0 − 1) dx+
1
2
∫
Td
|vε0|2 dx
)
+ σdt.
We employ the reverse Fatou’s lemma and almost everywhere convergences ρλ0 → ρ0 and fλ0 → f0 as λ→∞
to have
lim inf
λ→∞
(∫
Td×Rd
( |ξ|2
2
+ σ log fλ0
)
fλ0 dxdξ +
∫
Td
(ρλ0 − 1)Kε ⋆ (ρλ0 − 1) dx+
1
2
∫
Td
|vε0|2 dx
)
≤ lim sup
λ→∞
(∫
Td×Rd
( |ξ|2
2
+ σ log fλ0
)
fλ0 dxdξ +
∫
Td
(ρλ0 − 1)Kε ⋆ (ρλ0 − 1) dx+
1
2
∫
Td
|vε0|2 dx
)
≤
(∫
Td×Rd
( |ξ|2
2
+ σ log f0
)
f0 dxdξ +
∫
Td
(ρ0 − 1)Kε ⋆ (ρ0 − 1) dx+ 1
2
∫
Td
|vε0|2 dx
)
,
which implies the desired estimate.
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2.3.2. Convergence ε→ 0. Now, it remains to show the convergence as ε→ 0. First, the weak convergence
fη ⇀ f ε implies the following uniform upper bound estimate:
‖f ε‖p
L∞(0,T ;Lp(Td×Rd))
+
4σ(p− 1)
p
∫ T
0
‖∇ξ(f ε)p/2(·, ·, s)‖2L2 ds ≤ ‖f0‖pLpe2d(p−1)t (2.13)
for p ∈ [1,∞) and
‖f ε‖L∞(0,T ;L∞(Td×Rd)) ≤ C‖f0‖L∞ (2.14)
for some C > 0 independent of ε > 0. Hence, the inequalities (2.13) and (2.14) together with the entropy
inequality (2.11) yield the following weak convergence up to a subsequence as ε→ 0:
f ε ⇀ f in L∞(0, T ;Lp(Td × Rd)), p ∈ [1,∞],
ρε ⇀ ρ in L∞(0, T ;Lp(Td), p ∈ [1, (d+ 2)/d),
ρεuε ⇀ ρu in L∞(0, T ;Lp(Td)), p ∈ [1, (d+ 2)/(d+ 1)),
vε ⇀ v in L∞(0, T ;L2(Td)) ∩ L2(0, T ;H1(Td)).
Once again, we apply Lemma 2.4 to obtain the strong convergence up to a subsequence for p ∈ (1, (d +
2)/(d+ 1)):
ρε → ρ in Lp(Td × (0, T )) and a.e.,
ρεuε → ρu in Lp(Td × (0, T ))
as ε→ 0. In order to show that (f, v) is a weak solution of (1.1), it suffices to show the following convergences
in distribution sense, since the other convergences can be deduced from the previous argument [11]:

(i) (∇Kε ⋆ ρε)f ε → (∇K ⋆ ρ)f,
(ii) uεεf
ε → uf.
(2.15)
However, the convergence estimates for (2.15) can be found in [10], thus it remains to show that the weak
solution obtained up to now satisfies the entropy inequality:∫
Td×Rd
( |ξ|2
2
+ σ log f
)
f dxdξ +
∫
Td
(ρ− 1)K ⋆ (ρ− 1) dx+ 1
2
∫
Td
|v|2 dx
+
∫ t
0
∫
Td×Rd
(
1
f
|σ∇ξf − (u − ξ)f |2 + |v − ξ|2f
)
dxdξds +
∫ t
0
∫
Td
|∇v|2 dxds
≤
∫
Td×Rd
( |ξ|2
2
+ σ log f0
)
f0 dxdξ +
∫
Td
(ρ0 − 1)K ⋆ (ρ0 − 1) dx+ 1
2
∫
Td
|v0|2 dx+ σdt‖f0‖L1 .
With the entropy inequality (2.11), the strong convergences of ρε and ρεuε thanks to the velocity averaging
lemma, and Lemma 2.4, we employ a similar argument as in the previous step to conclude the desired result.
3. Hydrodynamic limit: from VPNS to EPNS
In this section, we present the rigorous derivation of the EPNS system (1.4) from the VPNS (1.1) with
σ ≥ 0. As mentioned before, our proof is based on the modulated kinetic energy estimate and the relative
entropy method. For this, we first provide the entropy inequality estimate. Set
F(f, v) :=
∫
Td×Rd
( |ξ|2
2
+ σ log f
)
f dxdξ +
1
2
∫
Td
|∇K ⋆ (ρ− 1)|2 dx+
∫
Td
1
2
|v|2 dx,
D1(f) :=
∫
Td×Rd
1
f
|σ∇ξf − (u− ξ)f |2 dxdξ, and
D2(f, v) :=
∫
Td×Rd
|v − ξ|2f dxdξ +
∫
Td
|∇v|2 dx.
Recall from the previous section that F(f ε, vε) satisfies
F(f ε, vε) + 1
ε
∫ t
0
D1(f ε) ds+
∫ t
0
D2(f ε, vε)ds ≤ F(f ε0 , vε0) + σdt‖f ε0‖L1 . (3.1)
Without loss of generality, we assume ‖f ε0‖L1 = 1. In the lemma below, we show the uniform bound for the
system (1.3).
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Lemma 3.1. For T > 0, let (f ε, vε) be a weak solution to the system (1.3) on the time interval [0, T )
corresponding to initial data (f ε0 , v
ε
0). Then we have∫
Td×Rd
( |x|2
4
+
|ξ|2
4
+ σ| log f ε|
)
f ε dxdξ +
1
2
∫
Td
|∇K ⋆ (ρε − 1)|2 dx+
∫
Td
1
2
|vε|2 dx
+
1
ε
∫ T
0
D1(f ε) ds+
∫ T
0
D2(f ε, vε) ds ≤ C(F(f ε0 , vε0) + 1)eCT ,
where C > 0 is a constant independent of ε.
Proof. First, we note that∫
Td×Rd
f ε log− f
ε dxdξ ≤ 1
4σ
∫
Td×Rd
f ε
(
1 + |ξ|2) dxdξ + C,
where C = C(σ) is independent of ε. Then, we combine the above estimate with (3.1) and Gro¨nwall’s lemma
to get the desired estimate. 
Next, we investigate a modified entropy inequality.
Lemma 3.2. For T > 0, let (f ε, vε) be a weak solution to (1.3) on the time interval [0, T ] corresponding to
initial data (f ε0 , v
ε
0). Then we have
F(f ε, vε) +
∫ t
0
∫
Td
|∇vε|2 dxds +
∫ t
0
∫
Td
ρε|uε − vε|2 dxds + 1
2ε
∫ t
0
D1(f ε) ds ≤ F(f ε0 , vε0) + Cε,
where C > 0 is a constant independent of ε.
Proof. From a direct computation, we get
1
2
∫
T2d×R2d
f ε(x, ξ)f ε(y, ξ∗)|ξ − ξ∗|2 dxdydξdξ∗ +
∫
Td
ρε|uε − vε|2 dx
=
1
2
∫
Td×Td
ρε(x)ρε(y)|uε(x)− uε(y)|2 dxdy +
∫
Td×Rd
|vε − ξ|2f ε dxdξ.
Then, we estimate the first term on the right hand side of the above equality in the same way as [34, Lemma
B.3]:
1
2
∫
Td×Td
ρε(x)ρε(y)|uε(x) − uε(y)|2 dxdy
=
∫
Td×Td
ρε(x)ρε(y)(uε(x) − uε(y)) · uε(x) dxdy
=
∫
T2d×R2d
f ε(x, ξ)f ε(y, ξ∗)(ξ − ξ∗) · uε(x) dxdydξdξ∗
=
∫
T2d×R2d
f ε(y, ξ∗)f
ε(x, ξ)(ξ − ξ∗) · ξ dxdydξdξ∗
+
∫
T2d×R2d
f ε(y, ξ∗)(ξ − ξ∗) · (f ε(x, ξ)(uε(x)− ξ)− σ∇ξf(x, ξ)) dxdydξdξ∗
+
∫
T2d×R2d
f ε(y, ξ∗)(ξ − ξ∗) · σ∇ξf(x, ξ) dxdydξdξ∗
=: I1 + I2 + I3.
(3.2)
For I1, we use the change of variables (x, ξ)↔ (y, ξ∗) to get
I1 = 1
2
∫
T2d×R2d
f ε(y, ξ∗)f
ε(x, ξ)|ξ − ξ∗|2 dxdydξdξ∗.
For the estimate of I2, similarly to [34], we set
V ε(x, ξ) :=
1√
f ε(x, ξ)
(f ε(x, ξ)(uε(x) − ξ)− σ∇ξf(x, ξ)).
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Then we obtain
I2 =
∫
Td×Td×Rd
√
f ε(x, ξ)ρε(y)(ξ − uε(y)) · V ε(x, ξ) dxdydξ
=
(∫
Td
ρε(y) dy
)∫
Td×Rd
ξ
√
f ε(x, ξ) · V ε(x, ξ) dxdξ
−
(∫
Td
(ρεuε)(y) dy
)∫
Td×Rd
√
f ε(x, ξ) · V ε(x, ξ) dxdξ
≤ 2‖f ε0‖L1
(∫
Td×Rd
|ξ|2f ε dxdξ
)1/2(∫
Td×Rd
(V ε(x, ξ))2 dxdξ
)1/2
≤ 1
2ε
D1(f
ε) + Cε,
where C > 0 is independent of ε, and we used Cauchy–Schwarz inequality and
ρε|uε|2 ≤
∫
Rd
|ξ|2f ε dξ.
For I3, we directly estimate
I3 = −σd
∫
T2d×R2d
f ε(y, ξ∗)f
ε(x, ξ) dxdydξdξ∗ = −dσ.
We combine the estimates for Ii, i = 1, 2, 3, and put it into (3.2) to complete the proof. 
3.1. Modulated energy estimates. In this subsection, we provide several estimates regarding the modu-
lated energy associated to the systems (1.3) and (1.4). For this purpose, we define
U :=

 ρm
v

 and A(U) :=

 m 0 0m⊗m
ρ σρId 0
0 0 v ⊗ v

 ,
where m = ρu. Then, the system (1.4) can be recast in the form of hyperbolic conservation law:
∂tU +∇ ·A(U) = F (U),
where F = F (U) is given by
F (U) :=

 0−ρ(u− v)− ρ∇K ⋆ (ρ− 1)
−∇p+∆v + ρ(u− v)

 .
Then, the associated total energy can be written as
E(U) :=
|m|2
2ρ
+
|v|2
2
+ σρ log ρ.
With these newly defined macroscopic variables, we define a modulated energy functional as follows:
E(U¯ |U) = E(U¯ )− E(U)−DE(U)(U¯ − U), U¯ :=

 ρ¯m¯
v¯

 ,
which can be rewritten as
E(U¯ |U) = ρ¯
2
|u¯− u|2 + 1
2
|v¯ − v|2 + σH(ρ¯|ρ),
where the relative entropy H(x|y) is given by
H(x|y) := x log x− y log y − (1 + log y)(x− y) ≥ 1
2
min
{
1
x
,
1
y
}
|x− y|2.
Note that if σ = 0, then the modulate energy E does not include the relative entropy H, and thus it is
not convex with respect to the fluid density ρ. As mentioned in Introduction, this makes a huge problem
with the estimate of a term that appears due to the drag force. Regarding this issue, we do not employ the
relative entropy H to handle that term but use the Coulomb interactions to overcome this difficulty. See
Remark 3.1 for more details.
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Now, we provide the estimate for the modulated energy functional.
Lemma 3.3. The modulated energy functional E satisfies the following differential equality:
d
dt
∫
Td
E(U¯ |U) dx+
∫
Td
|∇(v¯ − v)|2 dx +
∫
Td
ρ¯|(u¯ − v¯)− (u− v)|2 dx
=
∫
Td
∂tE(U¯) dx+
∫
Td
ρ¯|u¯− u|2 dx +
∫
Td
|∇v¯|2 dx+
∫
Td
ρ¯u¯ · ∇K ⋆ (ρ¯− 1) dx
−
∫
Td
∇DE(U) : A(U¯ |U) dx−
∫
Td
DE(U)(U¯ +∇ · A(U¯)− F (U¯)) dx
+
∫
Td
(ρ¯− ρ)(v¯ − v)(u − v) dx−
∫
Td
ρ¯(u¯− u) · ∇K ⋆ (ρ¯− ρ) dx,
where A(U¯ |U) := A(U¯)−A(U)−DA(U)(U¯ − U) is the modulated flux functional.
Proof. A straightforward computation yields
d
dt
∫
Td
E(U¯ |U) dx =
∫
Td
∂tE(U¯) dx−
∫
Td
DE(U)(U¯ +∇ · A(U¯)− F (U¯)) dx
+
∫
Td
D2E(U)∇ · A(U)(U¯ − U) +DE(U)∇ · A(U¯) dx
−
∫
Td
D2E(U)F (U)(U¯ − U) +DE(U)F (U¯) dx
=:
4∑
i=1
Ji.
For J3, we use the same estimate in [11, Appendix A] to get
J3 = −
∫
Td
∇DE(U) : A(U¯ |U) dx.
For J4, we note that
DE(U) =

 −m2/(2ρ2) + σ(log ρ+ 1)m/ρ
v

 and D2E(U) =

 ∗ −m/ρ2 0∗ 1/ρ 0
0 0 1

 .
Then we find
D2E(U)F (U)(U¯ − U) = (ρ¯− ρ)u · ∇K ⋆ (ρ− 1)− u · (v − u)(ρ¯− ρ)
− (m¯−m) · ∇K ⋆ (ρ− 1) + (m¯−m) · (v − u)
−∇p · (v¯ − v) + ∆v · (v¯ − v) + ρ(u − v) · (v¯ − v)
and
DE(U)F (U¯ ) = −ρ¯u · ∇K ⋆ (ρ¯− 1) + ρ¯u · (v¯ − u¯)−∇p¯ · v +∆v¯ · v + ρ¯v · (u¯− v¯).
Thus we obtain∫
Td
D2E(U)F (U)(U¯ − U) +DE(U)F (U¯ ) dx
=
∫
Td
ρ¯(u− u¯) · ∇K ⋆ (ρ¯− ρ)− ρ¯u¯ · ∇K ⋆ (ρ¯− 1) dx+
∫
Td
ρ¯(u2 − uv + 2u¯v − 2u¯u+ uv¯ − v¯v) dx
+
∫
Td
ρ(uv¯ − v¯v − uv + v2) dx+
∫
Td
∆v · (v¯ − v) + ∆v¯ · v dx.
This together with [11, Appendix A] yields
J4 = −
∫
Td
ρ¯(u¯ − u) · ∇K ⋆ (ρ¯− ρ)dx +
∫
Td
ρ¯u¯ · ∇K ⋆ (ρ¯− 1) dx
+
∫
Td
ρ¯|u¯− u|2 dx+
∫
Td
|∇v¯|2 dx−
∫
Td
ρ¯|(u¯− v¯)− (u− v)|2 dx
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−
∫
Td
|∇(v¯ − v)|2 dx+
∫
Td
(ρ¯− ρ)(v¯ − v)(u− v) dx.
This completes the proof. 
In the proposition below, we present the estimate of the modulated energy associated to the systems (1.3)
and (1.4).
Proposition 3.1. For T > 0 and d ≥ 2, let (f ε, vε) be weak solutions to the system (1.3) on the interval
[0, T ] corresponding to initial data (f ε0 , v
ε
0). Let (ρ, u, v) be the unique strong solution to the system (1.4) on
the interval [0, T ] corresponding to initial data (ρ0, u0, v0). Assume that the initial data (f
ε, vε) satisfy the
assumptions (H1)-(H2) in Theorem 1.2. Then we have∫
Td
ρε|uε − u|2dx+
∫
Td
|vε − v|2 dx+ σ
∫
Td
∫ ρε
ρ
ρε − z
z
dzdx+
∫
Td
|∇K ⋆ (ρε − ρ)|2 dx
+
∫ t
0
∫
Td
|∇(vε − v)|2 dxds +
∫ t
0
∫
Td
ρε|(uε − vε)− (u − v)|2 dxds
≤ C√ε
for almost every t ∈ [0, T ], where C is independent of ε.
Proof. First, we set
U :=

 ρρu
v

 and Uε :=

 ρερεuε
vε

 ,
where
ρε :=
∫
Rd
f ε dξ and ρεuε :=
∫
Rd
ξf ε dξ.
We replace U¯ with Uε in Lemma 3.3 to get∫
Td
E(Uε|U) dx+
∫ t
0
∫
Td
|∇(vε − v)|2 dxds+
∫ t
0
∫
Td
ρε|(uε − vε)− (u− v)|2 dxds
=
∫
Td
E(Uε0 |U0) dx+
∫ t
0
∫
Td
(
∂sE(U
ε) + ρε|uε − u|2 + |∇vε|2 + ρεuε · ∇K ⋆ (ρε − 1)) dxds
−
∫ t
0
∫
Td
∇DE(U) : A(Uε|U) dxds−
∫ t
0
∫
Td
DE(U)(Uε +∇ · A(Uε)− F (Uε)) dxds
+
∫ t
0
∫
Td
(ρε − ρ)(vε − v)(u − v) dxds−
∫ t
0
∫
Td
ρε(uε − u) · ∇K ⋆ (ρε − ρ) dxds
=:
6∑
i=1
Ki.
From now on, we separately estimate Ki, i = 2, . . . , 6 as follows:
⋄ (Estimates for K2): Note that
1
2
d
dt
∫
Td
|∇K ⋆ (ρε − 1)|2 dx =
∫
Td
ρεuε · ∇K ⋆ (ρε − 1) dx.
This observation entails
K2 = F(f ε, vε) +
∫ t
0
∫
Td
ρε|uε − u|2 dxds+
∫ t
0
∫
Td
|∇vε|2 dxds
−
∫
Td
(
E(Uε0 ) +
1
2
|∇K ⋆ (ρε0 − 1)|2
)
dx+
∫
Td
ρε
|uε|2
2
dx−
∫
Td
|ξ|2
2
f ε dxdξ
≤ Cε+ F(f ε0 , vε0)−
∫
Td
(
E(Uε0 ) +
1
2
|∇K ⋆ (ρε0 − 1)|2
)
dx
≤ O(√ε),
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where we used the fact ρε|uε|2 ≤ ∫
Rd
|ξ|2f ε dξ, (H1), and Lemma 3.2.
⋄ (Estimates for K3): By the definition of A(Uε|U), we get
A(Uε|U) =

 0 0 0ρε(uε − u)⊗ (uε − u) 0 0
0 0 (vε − v)⊗ (vε − v)

 .
This together with
DE(U) =

 ∗u
v


yields
K3 ≤ ‖∇(u, v)‖L∞
∫ t
0
∫
Td
ρε|uε − u|2 + |vε − v|2 dx ≤ C
∫ t
0
∫
Td
E(Uε|U) dxds,
where C > 0 is a positive constant independent of ε.
⋄ (Estimates for K4): We integrate the kinetic equation in (1.3) with respect to ξ to find
∂tρ
ε +∇ · (ρεuε) = 0,
∂t(ρ
εuε) +∇ · (ρεuε ⊗ uε) + σ∇ρε + ρε((uε − vε) +∇K ⋆ (ρε − 1))
= ∇ ·
(∫
Rd
(uε ⊗ uε − ξ ⊗ ξ + σId)f ε dξ
)
∂tv
ε + (vε · ∇)vε +∇pε −∆vε = ρε(uε − vε),
∇ · vε = 0
in the sense of distributions. Thus we use Cauchy–Schwarz inequality to get
K4 = −
∫ t
0
∫
Td
DE(U)(Uε +∇ · A(Uε)− F (Uε)) dxds
=
∫ t
0
∫
Td
∇u :
(∫
Rd
(uε ⊗ uε − ξ ⊗ ξ + σId)f ε dξ
)
dxds.
Then, by [34, Lemma 4.4], we estimate∫
Rd
(uε ⊗ uε − ξ ⊗ ξ + σId)f ε dξ
=
∫
Rd
(uε ⊗ (uε − ξ) + (uε − ξ)⊗ ξ + σId)f ε dξ
=
∫
Rd
[
(uε
√
f ε ⊗ ((uε − ξ)
√
f ε − 2σ∇ξ
√
f ε) + σuε ⊗∇ξf ε
+ ((uε − ξ)
√
f ε − 2σ∇ξ
√
f ε)⊗ ξ
√
f ε + σ∇ξf ε ⊗ ξ + σf εId
]
dξ
=
∫
Rd
[
(uε
√
f ε ⊗ ((uε − ξ)
√
f ε − 2σ∇ξ
√
f ε) + ((uε − ξ)
√
f ε − 2σ∇ξ
√
f ε)⊗ ξ
√
f ε
]
dξ
≤ 2
(∫
Rd
|ξ|2f ε dξ
)1/2(∫
Rd
1
f ε
|σ∇ξf ε − (uε − ξ)f ε|2 dξ
)
,
and this yields
K4 ≤ C
(∫ t
0
∫
Td×Rd
|ξ|2f ε dxdξds
)1/2 (∫ t
0
D1(f ε) ds
)1/2
≤ C√ε.
Here C = C(T, ‖∇u‖L∞) > 0 is a constant independent of ε and we used Lemma 3.1.
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⋄ (Estimates for K5): Since −∆K ⋆ (ρε − ρ) = ρε − ρ in the weak sense, by the integration by parts, we
obtain
K5 =
∫ t
0
∫
Td
−∆K ⋆ (ρε − ρ)(vε − v)(u − v) dxds
=
∫ t
0
∫
Td
∇K ⋆ (ρε − ρ) · ∇((vε − v)(u − v)) dxds
≤ C
∫ t
0
∫
Td
|∇K ⋆ (ρε − ρ)|(|vε − v|+ |∇(vε − v)|) dxds
≤ C
∫ t
0
∫
Td
E(Uε|U) dxds+ C
∫ t
0
∫
Td
|∇K ⋆ (ρε − ρ)|2 dxds+ 1
4
∫ t
0
∫
Td
|∇(vε − v)|2 dxds.
⋄ (Estimates for K6): A straightforward computation gives
1
2
d
dt
∫
Td
|∇K ⋆ (ρε − ρ)|2 dx =
∫
Td
(∇K ⋆ (ρε − ρ)) · (∇K ⋆ (∂tρε − ∂tρ)) dx
= −
∫
Td
(∆K ⋆ (ρε − ρ)) (K ⋆ (∂tρε − ∂tρ)) dx
=
∫
Td
(ρε − ρ) (K ⋆ (∂tρε − ∂tρ)) dx.
We then use the symmetry of K to get∫
Td
(ρε − ρ) (K ⋆ (∂tρε − ∂tρ)) dx
= −
∫
Td
(ρε − ρ)(x)K(x− y) (∇y · (ρεuε)(y)−∇y · (ρu)(y)) dxdy
=
∫
Td
(ρε − ρ)(x)∇y (K(x− y)) · ((ρεuε)(y)− (ρu)(y)) dxdy
= −
∫
Td
(ρε − ρ)(x)∇K(x − y) · ((ρεuε)(y)− (ρu)(y)) dxdy
=
∫
Td
(ρε − ρ)(y)∇K(x− y) · ((ρεuε)(x) − (ρu)(x)) dxdy
=
∫
Td
∇K ⋆ (ρε − ρ) · (ρεuε − ρu) dx.
Then, we obtain
K6 +
∫ t
0
∫
Td
∇K ⋆ (ρε − ρ) · (ρεuε − ρu)dxds
=
∫ t
0
∫
Td
∇K ⋆ (ρε − ρ) · u(ρε − ρ) dxds
= −
∫ t
0
∫
Td
∇K ⋆ (ρε − ρ) · u ∆K ⋆ (ρε − ρ) dxds
= −1
2
∫ t
0
∫
Td
|∇K ⋆ (ρε − ρ)|2∇ · u dxds+
∫ t
0
∫
Td
∇K ⋆ (ρε − ρ)⊗∇K ⋆ (ρε − ρ) : ∇u dxds
≤ C
∫ t
0
∫
Td
|∇K ⋆ (ρε − ρ)|2 dxds,
Now, we combine all the previous estimates to yield∫
Td
E(Uε|U) dx+ 1
2
∫
Td
|∇K ⋆ (ρε − ρ)|2 dx
+
∫ t
0
∫
Td
|∇(vε − v)|2 dxds+
∫ t
0
∫
Td
ρε|(uε − vε)− (u− v)|2 dxds
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≤ C√ε+
∫
Td
E(Uε0 |U0) dx+
1
2
∫
Td
|∇K ⋆ (ρε0 − ρ0)|2 dx+ C
∫ t
0
∫
Td
E(Uε|U) dxds
+ C
∫ t
0
∫
Td
|∇K ⋆ (ρε − ρ)|2 dxds,
and thus, we use (H2) and Gro¨nwall’s lemma to get∫
Td
E(Uε|U) dx+
∫
Td
|∇K ⋆ (ρε − ρ)|2 dx
+
∫ t
0
∫
Td
|∇(vε − v)|2 dxds+
∫ t
0
∫
Td
ρε|(uε − vε)− (u− v)|2 dxds
≤ C√ε,
where C > 0 is independent of ε. 
Remark 3.1. In the proof of Proposition 3.1, the most delicate term is K5 which appears due to the coupling,
drag force, between particles and fluid. In the case with diffusion, i.e., the modulated energy is convex with
respect to ρ, by using the same argument as in the proof of [11, Proposition 5.2], we can also estimate K5 as
K5 ≤ C
∫ t
0
∫
Td
E(Uε|U) dxds+ 1
2
∫ t
0
∫
Td
ρε|(uε − vε)− (u− v)|2 dxds,
where C > 0 is independent of ε. Here the relative entropy is used to control the difference between ρε and
ρ. This estimate also provides the same result as in Proposition 3.1. However, this strategy only works in
the presence of diffusion. As mentioned in Introduction, we find that the Coulomb interaction can be used
to control ρε − ρ, and this works regardless of the presence of diffusion.
Remark 3.2. Proposition 3.1 does not require the boundedness and periodicity of the domain. The estimates
in Proposition 3.1 hold in the whole space as long as there exist the weak solutions (f ε, vε) to the system
(1.3) and the strong solutions (ρ, u, v) to the system (1.4) in the whole space with desired regularities, at least
locally in time.
3.2. Proof of Theorem 1.2. In this subsection, we provide the details of the proof of Theorem 1.2 showing
the EPNS system (1.4) can be well approximated by the VPNS system (1.3) for ε > 0 small enough.
3.2.1. Isothermal pressure case. Let us first show the convergences in the isothermal pressure case. For this,
we only show the following convergence:
f ε →Mρ,u := ρ
(2πσ)d/2
e−
|u−ξ|2
2σ a.e. and L∞(0, T ;L1(Td × Rd)),
since the other convergences can be directly obtained by using the modulated energy estimated in Proposition
3.1, see [10, Corollary 2.1] or [21, Corollary 1.1]. For simplicity, we set σ = 1 and consider
H(f ε|Mρ,u) = f ε log f ε −Mρ,u logMρ,u + (f ε −Mρ,u)(1 + logMρ,u)
= f ε (log f ε − logMρ,u) + (f ε −Mρ,u).
Since
logMρ,u = log ρ− |u− ξ|
2
2
− d
2
log(2π),
we find∫
Td×Rd
H(f ε|Mρ,u) dxdξ =
∫
Td×Rd
f ε log f ε dxdξ −
∫
Td
ρε log ρ dx+
1
2
∫
Td×Rd
|u− ξ|2f ε dxdξ + d
2
log(2π).
Note that
‖f ε −Mρ,u‖2L1 ≤ 4
∫
Td×Rd
H(f ε|Mρ,u) dxdξ.
In the proposition below, we estimate the above integral. Although its proof is similar to [10] or [21], for the
completeness of our work we provide the details in Appendix B.
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Proposition 3.2. Let (f ε, vε) be a global weak solution to the system (1.3) and (ρ, u, v) be a strong solution
to the system (1.4) on the time interval [0, T ]. Then we have∫
Td×Rd
H(f ε|Mρ,u) dxdξ + 1
2
∫
Td
|∇K ⋆ (ρε − ρ)|2 dx+ 1
2ε
∫ t
0
∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξds
≤
∫
Td×Rd
H(f ε0 |Mρ0,u0) dxdξ +
1
2
∫
Td
|∇K ⋆ (ρε0 − ρ0)|2 dx
+ C
∫ t
0
(
min
{
1,
∫
Td
ρε|u− uε|2 dx
})1/2
ds+
1
ε1/4
∫ t
0
∫
Td
|uε − u|2ρε dxds
+ C
∫ t
0
∫
Td
|∇K ⋆ (ρε − ρ)|2 dxds+ Cε
∫ t
0
∫
Td×Rd
|ξ|2f ε dxdξds
+ Cε
∫ t
0
∫
Td×Rd
|vε − ξ|2f ε dxdξds + Cε1/4
∫ t
0
∫
Td
|vε − uε|2ρε dxds,
where C > 0 is independent of ε > 0.
As a direct consequence of Proposition 3.2, we obtain from the modulated energy estimates in Theorem
1.2 and the entropy estimate in Lemma 3.1 that∫
Td×Rd
H(f ε|Mρ,u) dxdξ ≤
∫
Td×Rd
H(f ε0 |Mρ0,u0) dxdξ + Cε1/4.
3.2.2. Pressureless case. For the pressureless case, the convergence of ρε towards ρ is not clear from Proposi-
tion 3.1. In order to get the desired convergence of ρε towards ρ, we can use the previous result [10, Lemma
4.1], see also [9, Lemma 2.2], [18, Proposition 3.1], and [29, Lemma 5.2], which asserts that the bounded
Lipschitz distance dBL between local densities can be bounded from above by the modulated kinetic en-
ergy. Let µ, ν ∈ M(Td) be two Radon measures, then the bounded Lipschitz distance, which is denoted by
dBL :M(Td)×M(Td)→ R+, between µ and ν is defined by
dBL(µ, ν) := sup
φ∈Ω
∣∣∣∣
∫
Td
φ(x)(µ(dx) − ν(dx))
∣∣∣∣ ,
where the admissible set Ω of test functions are given by
Ω :=
{
φ : Td → R : ‖φ‖L∞ ≤ 1, Lip(φ) := sup
x 6=y
|φ(x) − φ(y)|
|x− y| ≤ 1
}
.
Then by [10, Lemma 4.1] we have the following estimate which gives the convergence ρε ⇀ ρ weakly in
L∞(0, T ;M(Td)).
Lemma 3.4. Let (f ε, vε) be a global weak solution to the system (1.3) and (ρ, u, v) be a strong solution to
the system (1.4) on the time interval [0, T ]. Then we have
dBL(ρ(t), ρ
ε(t)) ≤ CdBL(ρ0, ρε0) + C
(∫ t
0
∫
Td
ρε|uε − u|2 dxds
)1/2
for 0 ≤ t ≤ T , where C > 0 is independent of ε > 0.
This together with Proposition 3.1 asserts
dBL(ρ(t), ρ
ε(t)) ≤ CdBL(ρ0, ρε0) + Cε1/4.
For the other convergence estimates, we refer to [10, Corollary 2.3]. This completes the proof of Theorem
1.2.
Remark 3.3. Lemma 3.4 holds in the whole space. This together with Remark 3.2 implies that the estimates
of hydrodynamic limit in Theorem 1.2 also hold when we add the assumption that dBL(ρ0, ρ
ε
0) = O(ε1/4) to
Theorem 1.2. On the other hand, in the spatial periodic domain Td, we can bound the bounded Lipschitz
between ρε and ρ by H−1(Td)-norm between them. Indeed, we find∫
Td
(ρε − ρ)φdx ≤ ‖ρε − ρ‖H−1‖φ‖H1 ≤ ‖ρε − ρ‖H−1‖φ‖W 1,∞ ≤ ‖ρε − ρ‖H−1
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for φ ∈W 1,∞(Td) with ‖φ‖W 1,∞ ≤ 1. This implies that we do not need to add additional assumption on the
initial densities ρε0 and ρ0 to get the convergence estimates in Theorem 1.2.
4. Global-in-time strong solvability for the isothermal/pressureless EPNS system
In this section, we study the global-in-time existence and uniqueness of strong solutions to the system
(1.4).
4.1. Local solvability. We discuss the local-in-time strong solvability for the isothermal and pressureless
cases separately.
4.1.1. Isothermal EPNS system. Consider the following isothermal Euler–Poisson system coupled with Navier–
Stokes system:
∂tρ+∇ · (ρu) = 0, (x, t) ∈ Td × R+,
∂t(ρu) +∇ · (ρu⊗ u) +∇ρ = −ρ(u− v +∇K ⋆ (ρ− 1)),
∂tv + (v · ∇)v +∇p−∆v = ρ(u− v),
∇ · v = 0.
(4.1)
Here we set σ = 1 without loss of generality. Then, we reformulate the system (4.1) by letting g := log ρ as
follows:
∂tg +∇g · u+∇ · u = 0, (x, t) ∈ Td × R+,
∂tu+ (u · ∇)u +∇g = −(u− v +∇K ⋆ (eg − 1)),
∂tv + (v · ∇)v +∇p−∆v = eg(u − v),
∇ · v = 0
(4.2)
subject to initial data:
(g(x, 0), u(x, 0), v(x, 0)) =: (g0(x), u0(x), v0(x)), x ∈ Td. (4.3)
Now, we state the result on the local well-posedness of the system (4.2).
Theorem 4.1. Let d ≥ 2 and s > d/2 + 1. Suppose that the initial data satisfies
(g0, u0, v0) ∈ Hs(Td)×Hs(Td)×Hs(Td) and eg0 > 0.
Then for any positive constants ǫ0 < M0, there exists a positive constant T
∗ such that if
‖g0‖2Hs + ‖u0‖2Hs + ‖v0‖2Hs < ǫ0,
then the system (4.2)-(4.3) admits a unique solution
(g, u, v) ∈ C([0, T ∗];Hs(Td))× C([0, T ∗];Hs(Td))× C([0, T ∗];Hs(Td))
satisfying
sup
0≤t≤T∗
(‖g(·, t)‖2Hs + ‖u(·, t)‖2Hs + ‖v(·, t)‖2Hs) ≤M0.
Proof. Since the proof is rather lengthy and technical, we leave it in Appendix C. 
4.1.2. Pressureless EPNS system. For the pressureless case σ = 0, we set h := ρ − 1 and reformulate the
system (4.1) as
∂th+∇ · ((1 + h)u) = 0, (x, t) ∈ Td × R+,
∂tu+ (u · ∇)u = −(u− v +∇K ⋆ h),
∂tv + (v · ∇)v +∇p−∆v = (1 + h)(u− v),
∇ · v = 0.
(4.4)
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For the local-in-time strong solvability of the above system, we use a similar strategy to that for Theorem
4.1, see Appendix C; we construct a sequence of approximate solutions to the reformulated system:
∂th
n+1 +∇ · ((1 + hn+1)un) = 0, (x, t) ∈ Td × R+,
∂tu
n+1 + (un · ∇)un+1 = −(un+1 − vn +∇K ⋆ hn),
∂tv
n+1 + (vn · ∇)vn+1 +∇p−∆vn+1 = (1 + hn)(un − vn+1),
∇ · vn+1 = 0,
In this case, we use the following estimate for the Coulomb interaction term:∫
Td
∇(∇K ⋆ hn) : ∇un+1 dx =
d∑
i,j=1
∫
Td
∂xj (∂xi(K ⋆ h
n))∂xju
n+1
i dx
=
d∑
i,j=1
∫
Td
∂xj∂xj (K ⋆ h
n))∂xiu
n+1
i dx
=
∫
Td
∆K ⋆ hn∇ · un+1 dx
= −
∫
Td
hn∇ · un+1 dx.
Thus, the above observation enables us to have Hs+1-estimates for u and thus for v, i.e., for any M > N , if
‖h0‖2Hs + ‖u0‖2Hs+1 + ‖v0‖2Hs+1 < N,
then there exists T ∗ > 0 such that
sup
0≤t≤T∗
(‖hn(·, t)‖2Hs + ‖un(·, t)‖Hs+1 + ‖vn(·, t)‖2Hs+1) < M ∀n ∈ N.
Thus, we can employ the similar argument to Theorem 4.1 to obtain the local-in-time well-posedness of
strong solutions to the system (4.1) with σ = 0.
Theorem 4.2. Let d ≥ 2 and s > d/2 + 1. Suppose that the initial data satisfies
(h0, u0, v0) ∈ Hs(Td)×Hs+1(Td)×Hs+1(Td) and 1 + h0 > 0.
Then for any positive constants ǫ0 < M0, there exists a positive constant T
∗ such that if
‖h0‖2Hs + ‖u0‖2Hs+1 + ‖v0‖2Hs+1 < ǫ0,
then the system (4.4) admits a unique solution
(h, u, v) ∈ C([0, T ∗];Hs(Td))× C([0, T ∗];Hs+1(Td))× C([0, T ∗];Hs+1(Td))
satisfying
sup
0≤t≤T∗
(‖h(·, t)‖2Hs + ‖u(·, t)‖2Hs+1 + ‖v(·, t)‖2Hs+1) ≤M0.
4.2. Proof of Theorem 1.3. In this subsection, we take further steps to obtain the global-in-time existence
of strong solutions to the system (4.2). First, we define
X(T ; k) := sup
0≤t≤T
(‖g(·, t)‖2Hk + ‖u(·, t)‖2Hk + ‖v(·, t)‖2Hk) and X0(k) = ‖g0‖2Hk + ‖u0‖2Hk + ‖v0‖2Hk .
We then temporarily move back to the original system (4.1) and provide the energy estimate.
Proposition 4.1. Let T > 0, and suppose that (ρ, u, v) is a strong solution to (4.1) on the time interval
[0, T ] corresponding to the initial data (ρ0, u0, v0). Then, we have
1
2
d
dt
(∫
Td
ρ|u|2 dx+
∫
Td
|∇K ⋆ (ρ− 1)|2 dx+
∫
Td
|v|2 dx+ 2σ
∫
Td
ρ log ρ dx
)
+
∫
Td
|∇v|2 dx+
∫
Td
ρ|u− v|2 dx = 0.
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Proof. We first easily find
1
2
d
dt
∫
Td
ρ|u|2 dx = −σ
∫
Td
∇ρ · u dx−
∫
Td
ρu · ∇K ⋆ (ρ− 1) dx−
∫
Td
ρ(u − v) · u dx.
On the other hand, the first two terms on the right hand side of the above can be estimated as
1
2
d
dt
∫
Td
|∇K ⋆ (ρ− 1)|2 dx =
∫
Td
ρu · ∇K ⋆ (ρ− 1) dx
and
d
dt
∫
Td
ρ log ρ dx =
∫
Td
u · ∇ρ dx.
For the incompressible Navier–Stokes equations, we get
1
2
d
dt
∫
Td
v2 dx = −
∫
Td
|∇v|2 dx−
∫
Td
ρ(v − u) · v dx.
Finally, we combine all the above estimates to have the desired result. 
Note that ∫
Td
ρ log ρ dx =
∫
Td
(ρ log ρ+ 1− ρ) dx =
∫
Td
((g − 1)eg + 1) dx,
and we use the second-order Taylor approximation for f(x) = (x− 1)ex at x = 0 to get
(1− ‖g‖L∞)e−‖g‖L∞
∫
Td
|g|2 dx ≤
∫
Td
ρ log ρ dx ≤ (1 + ‖g‖L∞)e‖g‖L∞
∫
Td
|g|2 dx
If we choose a sufficiently small ε1 > 0 satisfying
X(T ; s) ≤ ε21 ≪ 1 so that sup
0≤t≤T
‖g(·, t)‖L∞ ≤ log 2,
then by Proposition 4.1 with σ = 1 we have
X(T ; 0) ≤ C
(∫
Td
ρ|u|2 dx+
∫
Td
|∇K ⋆ (ρ− 1)|2 dx+
∫
Td
|v|2 dx+
∫
Td
ρ log ρ dx
)
≤ C
(∫
Td
ρ0|u0|2 dx+
∫
Td
|∇K ⋆ (ρ0 − 1)|2 dx+
∫
Td
|v0|2 dx+
∫
Td
ρ0 log ρ0 dx
)
≤ CX0(0),
where C is independent of T and we used
‖∇K ⋆ (ρ− 1)‖L2 ≤ ‖∇K‖L1‖ρ− 1‖L2 = ‖∇K‖L1‖eg − e0‖L2 ≤ ‖∇K‖L1e‖g‖L∞ ‖g‖L2.
In the sequel, we provide higher-order derivative estimates, and for this, the following Moser-type inequalities
will be significantly used.
Lemma 4.1. For any pair of functions f, g ∈ (Hk ∩ L∞)(Td), we obtain
‖∇k(fg)‖L2 ≤ C
(‖f‖L∞‖∇kg‖L2 + ‖∇kf‖L2‖g‖L∞) .
Furthermore, if ∇f ∈ L∞(Td), we have
‖∇k(fg)− f∇kg‖L2 ≤ C
(‖∇f‖L∞‖∇k−1g‖L2 + ‖g‖L∞‖∇kf‖L2) .
Here C > 0 only depends on k and d.
We begin by estimating the higher-order derivates of (g, u).
Lemma 4.2. Let s > d/2 + 1, T > 0 be given and suppose that X(T ; s) ≤ ε21 ≪ 1. Then we have
d
dt
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2)+ 32‖∇k(∇u)‖2L2
≤ Cε1
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2)+ C‖g‖2Hk + 4‖∇k(∇v)‖2L2
for 0 ≤ k ≤ s− 1, where C is a positive constant independent of T .
Proof. Since the proof is rather technical, we postpone it to Appendix D for the smooth flow of reading. 
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It is worth noticing that Lemma 4.2 does not provide the dissipation rate for ∇k(∇g). In order to have
it, inspired by [16], we estimate the mixing term in the lemma below.
Lemma 4.3. Let d ≥ 2, s > d/2 + 1, and T > 0 be given. Suppose that X(T ; s) ≤ ε21 ≪ 1. Then we have
d
dt
∫
Td
∇k(∇g) · ∇ku dx+ 1
2
‖∇k(∇g)‖2L2
≤ Cε1
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2)+ C (‖g‖2Hk + ‖∇ku‖2L2)+ ‖∇k(∇u)‖2L2
for 0 ≤ k ≤ s− 1, where C is a positive constant independent of T .
Proof. Direct computations and applying Lemma 4.1 yield
d
dt
∫
Td
∇k(∇g) · ∇ku dx
= − d
dt
∫
Td
(∇kg) ∇k(∇ · u) dx
=
∫
Td
∇k(∇g · u+∇ · u)∇k(∇ · u) dx+
∫
Td
∇k (∇ · (u · ∇u) + ∆g − (eg − 1) +∇ · u) (∇kg) dx
=
∫
Td
(∇k(∇g) · u)∇k(∇ · u) dx+
∫
Td
[∇k(∇g · u)−∇k(∇g) · u]∇k(∇ · u) dx
+ ‖∇k(∇ · u)‖2L2 −
∫
Td
(u · ∇k(∇u)) · ∇k(∇g)dx−
∫
Td
[∇k(u · ∇u)− u · ∇k(∇u)] · ∇k(∇g) dx
− ‖∇k(∇g)‖2L2 +
∫
Td
∇k(eg − 1)∇kg dx−
∫
Td
∇ku · ∇k(∇g) dx
≤ 2‖u‖L∞‖∇k(∇g)‖L2‖∇k(∇u)‖L2 + C‖∇k(∇u)‖L2
(‖∇u‖L∞‖∇kg‖L2 + ‖∇g‖L∞‖∇ku‖L2)
+ ‖∇k(∇ · u)‖2L2 + C‖∇u‖L∞‖∇k(∇g)‖L2‖∇ku‖L2 −
1
2
‖∇k(∇g)‖2L2 +
1
2
‖∇ku‖2L2 + C‖g‖2Hk
≤ Cε1
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2)+ C (‖g‖2Hk + ‖∇ku‖2L2)+ ‖∇k(∇u)‖2L2 − 12‖∇k(∇g)‖2L2 .
This completes the proof. 
Now, we provide the higher-order estimates for the incompressible Navier–Stokes equations.
Lemma 4.4. Let d ≥ 2, s > d/2 + 1, and T > 0 be given. Suppose that X(T ; s) ≤ ε21 ≪ 1 so that
sup
0≤t≤T
‖g(·, t)‖L∞ ≤ log 2.
Then we have
d
dt
‖∇kv‖2L2 +
1
2
‖∇kv‖2L2 + ‖∇k(∇v)‖2L2
≤ Cε1‖∇kv‖2L2 + C
(‖∇ku‖2L2 + (‖∇k−1v‖L2 + ‖∇k−1u‖2L2 + ‖g‖2Hk−1)(1 − δk,0))
for 0 ≤ k ≤ s− 1, where C is a positive constant independent of T . Here δk,0 denotes the Kronecker delta,
i.e., the terms with (k − 1)-th order do not appear when k = 0.
Proof. It follows from (4.4) that
1
2
d
dt
‖v‖L2 + ‖∇v‖2L2 = −
∫
Td
(v · ∇v) · v dx
∫
Td
eg(v − u) · v dx
≤ −1
2
∫
Td
eg|v|2 dx+ 1
2
∫
Td
eg|u|2 dx
≤ −1
4
‖v‖2L2 + ‖u‖2L2.
For k ≥ 1, we estimate
1
2
d
dt
‖∇kv‖2L2 + ‖∇k(∇v)‖2L2
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= −
∫
Td
∇k(v · ∇v) · ∇kv dx−
∫
Td
∇k(eg(v − u)) · ∇kv dx
= −
∫
Td
[∇k(v · ∇v)− v · ∇k(∇v)] · ∇kv dx
−
∫
Td
eg∇k(v − u) · ∇kv dx−
∫
Td
[∇k(eg(v − u))− eg∇k(v − u)] · ∇kv dx
≤ C‖∇v‖L∞‖∇kv‖2L2 − e−‖g‖L∞ ‖∇kv‖2L2 + e‖g‖L∞ ‖∇ku‖L2‖∇kv‖L2
+
∫
Td
[∇k−1(eg(v − u))− eg∇k−1(v − u)] · ∇k+1v dx− ∫
Td
eg∇g(∇k−1(v − u)) · ∇k+1v dx
≤ Cε1‖∇kv‖2L2 −
1
4
‖∇kv‖2L2 + 4‖∇ku‖2L2
+ C‖∇k+1v‖L2(e‖g‖L∞ ‖∇k−1(v − u)‖L2 + ‖∇k−1(eg)‖L2‖v − u‖L∞)
+ e‖g‖L∞ ‖∇g‖L∞‖∇k−1(v − u)‖L2‖∇k+1v‖L2
≤ Cε1‖∇kv‖2L2 −
1
4
‖∇kv‖2L2 + 4‖∇ku‖2L2 +
1
2
‖∇k(∇v)‖2L2
+ C
(‖∇k−1v‖L2 + ‖∇k−1u‖2L2 + ‖g‖2Hk−1) ,
where C is a positive constant independent of T . This concludes the desired result. 
Now, we can investigate the uniform energy estimates using Lemmas 4.2–4.4.
Corollary 4.1. Let s > d/2 + 1, T > 0 be given and suppose that X(T ; s) ≤ ε21 ≪ 1 so that
sup
0≤t≤T
‖g(·, t)‖L∞ ≤ log 2.
Then we have
X(T ; s) ≤ C1X0(s),
where C1 is independent of T .
Proof. The proof is based on the inductive argument. Since it suffices to show the induction step, we suppose
that there exists a positive constant C > 0 that is independent of T such that
X(T ;m) ≤ CX0(m) for 0 ≤ m ≤ k.
First, Lemmas 4.2 and 4.3 deduce
d
dt
(
‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2 +
∫
Td
∇k(∇g) · ∇ku dx
)
≤
(
−1
2
+ Cε1
)
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2) + CX(T ; k) + 4‖∇k(∇v)‖2L2 ,
where C is independent of T . Moreover, the estimates in Lemma 4.2 imply
1
2
d
dt
‖∇ku‖2L2 ≤ Cε1‖∇ku‖2L2 −
∫
Td
∇k(∇g) · ∇ku dx
+ 2‖∇K ⋆∇k(eg − 1)‖2L2 −
3
4
‖∇ku‖2L2 + 2‖∇kv‖2L2
≤ Cε1‖∇ku‖2L2 −
1
12
‖∇ku‖2L2 +
3
8
‖∇k(∇g)‖2L2 + CX(T ; k).
Here C is independent of T . Thus, we obtain
d
dt
(
‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2 +
∫
Td
∇k(∇g) · ∇ku dx+ 5
8
‖∇ku‖2L2
)
≤
(
− 1
32
+ Cε1
)
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇ku‖2L2) + CX(T ; k) + 4‖∇k(∇v)‖2L2 .
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Next, we combine the previous relation with Lemma 4.4 to get
d
dt
(
‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2 +
∫
Td
∇k(∇g) · ∇ku dx+ 5
8
‖∇ku‖2L2 + 4‖∇kv‖2L2
)
≤
(
− 1
32
+ Cε1
)
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇ku‖2L2 + ‖∇kv‖2L2) + CX(T ; k)
≤
(
− 1
32
+ Cε1
)
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇ku‖2L2 + ‖∇kv‖2L2) + CX0(k),
where C is independent of T . Since ε1 is sufficiently small, we have −1/32 + Cε1 < 0. Since Young’s
inequality gives
1
4
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇ku‖2L2 + ‖∇kv‖2L2)
≤ ‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2 +
∫
Td
∇k(∇g) · ∇ku dx+ 5
8
‖∇ku‖2L2 + 4‖∇kv‖2L2
≤ 4 (‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇ku‖2L2 + ‖∇kv‖2L2) ,
the previous relation combined with Gro¨nwall’s lemma yields
sup
0≤t≤T
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2) ≤ CX0(k + 1), (4.5)
where C is independent of T . Finally, we obtain from Lemma 4.4 that
d
dt
‖∇k+1v‖2L2 + ‖∇k+1(∇v)‖2L2
≤
(
−1
2
+ Cε1
)
‖∇k+1v‖2L2 + C
(‖∇k+1u‖2L2 + ‖∇kv‖L2 + ‖∇ku‖2L2 + ‖g‖2Hk)
≤
(
−1
2
+ Cε1
)
‖∇k+1v‖2L2 + CX0(k + 1).
Here we used (4.5) and C is independent of T . Thus, we again use Gro¨nwall’s lemma to get
sup
0≤t≤T
‖∇k+1v‖2L2 ≤ CX0(k + 1). (4.6)
Hence, we gather the estimates (4.5) and (4.6) to complete the proof. 
Based on the a priori estimates in Corollary 4.1, we can extend our local-in-time existence result in
Theorem 4.2 to the global-in-time estimate.
Proof of Theorem 1.3. First, we choose ε1 ≪ 1 sufficiently small so that the conditions in Corollary 4.1 hold.
Set
ε˜20 :=
ε21
2(1 + C1)
,
where C1 > 0 is appeared in Corollary 4.1, and assume that the initial data (g0, u0, v0) satisfy
‖g0‖2Hs + ‖u0‖2Hs + ‖v0‖2Hs < ε˜20.
Now, we define the lifespan of the solutions (g, u, v) to the system (4.2)-(4.3) as
T˜ := sup{t ≥ 0 | sup
0≤τ≤t
(‖g(·, τ)‖2Hs + ‖u(·, τ)‖2Hs + ‖v(·, τ)‖2Hs ) < ε21}.
Since ε˜0 < ε1, Theorem 4.2 implies T˜ > 0. Suppose T˜ < +∞. Then, by definition we have
sup
0≤t≤T˜
(‖g(·, t)‖2Hs + ‖u(·, t)‖2Hs + ‖v(·, t)‖2Hs) = ε21. (4.7)
However, Corollary 4.1 implies
sup
0≤t≤T˜
(‖g(·, t)‖2Hs + ‖u(·, t)‖2Hs + ‖v(·, t)‖2Hs) ≤ C1ε˜02 ≤
ε21
2
< ε21,
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which contradicts our assumption (4.7). Therefore, the lifespan T˜ = ∞, i.e., the strong solution exists
globally in time. 
4.3. Proof of Theorem 1.4. In this part, we investigate the global-in-time existence of strong solutions to
the system (4.4). Similarly to the isothermal pressure case, we define
Y(T ; k) := sup
0≤t≤T
(‖h‖2Hk−1 + ‖u‖2Hk + ‖v‖2Hk) and Y0(k) := ‖h0‖2Hk−1 + ‖u0‖2Hk + ‖v0‖2Hk .
Remark 4.1. Note that
‖h‖H−1 ≤ ‖∇K ⋆ (ρ− 1)‖L2 ≤ C‖h‖H−1 .
Thus, once we choose a sufficiently small ε1 > 0 such that
Y(T ; s+ 1) ≤ ε21 ≪ 1 so that sup
0≤t≤T1
‖h(·, t)‖L∞ ≤ 1
2
,
then by Proposition 4.1 with σ = 0 we have
Y(T, 0) ≤ 2
(∫
Td
ρ|u|2 dx+
∫
Td
|∇K ⋆ (ρ− 1)|2 dx+
∫
Td
|v|2 dx
)
≤ 2
(∫
Td
ρ0|u0|2 dx+
∫
Td
|∇K ⋆ (ρ0 − 1)|2 dx+
∫
Td
|v0|2 dx
)
≤ CY0(0).
We next present some relevant estimates similar to the isothermal pressure case.
Lemma 4.5. Let s > d/2 + 1, T > 0 be given and suppose that Y(T ; s+ 1) ≤ ε21 ≪ 1. Then we have
d
dt
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2)+ 32‖∇k(∇u)‖2L2
≤ Cε1
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇ku‖2L2)+ 2‖∇k(∇v)‖2L2
for 0 ≤ k ≤ s, where C = C(d, k) is independent of T .
Proof. Since zeroth-order estimates are analogous, we only consider higher-order estimates. For 1 ≤ k ≤ s,
it follows from (4.4) that
1
2
d
dt
‖∇kh‖2L2 = −
∫
Td
∇k(∇h · u)∇kh dx−
∫
Td
∇k((1 + h)∇ · u)∇kh dx
=
1
2
∫
Td
(∇ · u)|∇kh|2 dx−
∫
Td
[∇k(∇h · u)−∇k(∇h) · u]∇kh dx
−
∫
Td
h∇k(∇ · u)∇kh dx−
∫
Td
∇kh∇k(∇ · u) dx
−
∫
Td
[∇k(h∇ · u)− h∇k(∇ · u)]∇kh dx
≤ ‖∇ · u‖L∞
2
‖∇kh‖2L2 + C‖∇kh‖L2(‖∇u‖L∞‖∇kh‖L2 + ‖∇h‖L∞‖∇ku‖L2)
+ ‖h‖L∞‖∇k(∇ · u)‖L2‖∇kh‖L2 −
∫
Td
∇kh∇k(∇ · u) dx
+ C‖∇kh‖L2(‖∇h‖L∞‖∇k−1(∇ · u)‖L2 + ‖∇kh‖L2‖∇ · u‖L∞)
≤ Cε1(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2) + Cε1‖∇ku‖2L2 −
∫
Td
∇kh∇k(∇ · u) dx,
where C = C(d, k) is a positive constant independent of ε0, ε1 and T1 and we used Lemma 4.1.
Next, we estimate ∇k(∇u) as
1
2
d
dt
‖∇k(∇u)‖2L2 = −
∫
Td
∇k(∇(u · ∇u)) : ∇k(∇u) dx−
∫
Td
∇k(∇(∇K ⋆ h)) : ∇k(∇u) dx
−
∫
Td
∇k(∇(u − v)) : ∇k(∇u) dx
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= −
∫
Td
u · ∇(∇k(∇u)) : ∇k(∇u) dx−
∫
Td
[∇k((u · ∇2u))− u · ∇k(∇2u)] : ∇k(∇u) dx
−
∫
Td
∇k(∇u)2 : ∇k(∇u) dx+
∫
Td
∇kh∇k(∇ · u) dx
− ‖∇k(∇u)‖2L2 +
∫
Td
∇k(∇v) : ∇k(∇u) dx
≤ C‖∇u‖L∞‖∇k(∇u)‖2L2 +
∫
Td
∇kh∇k(∇ · u) dx− 3
4
‖∇k(∇u)‖2L2 + ‖∇k(∇v)‖2L2
≤ Cε1‖∇k(∇u)‖2L2 +
∫
Td
∇kh∇k(∇ · u) dx− 3
4
‖∇k(∇u)‖2L2 + ‖∇k(∇v)‖2L2 .
Here we used
−
∫
Td
∇k(∇(∇K ⋆ h)) : ∇k(∇u) dx = −
∫
Td
∇k(∆K ⋆ h) : ∇k(∇ · u) dx =
∫
Td
∇kh∇k(∇ · u) dx.
Thus, we combine the previous two estimates to get the desired result. 
Similarly as before, in the lemma below, we present the estimate which gives the dissipation rate for ∇kh.
Lemma 4.6. Let s > d/2 + 1, T > 0 be given and suppose that Y(T ; s+ 1) ≤ ε21 ≪ 1. Then we have
− d
dt
∫
Td
∇kh∇k(∇ · u) dx+ 1
4
‖∇kh‖2L2
≤ Cε1
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇k−1h‖2L2 + ‖∇ku‖2L2)+ 43‖∇k(∇u)‖2L2
for 0 ≤ k ≤ s, where C = C(d, k) is independent of T .
Proof. Direct computation yields
− d
dt
∫
Td
∇kh∇k(∇ · u) dx =
∫
Td
∇k(∇ · ((1 + h)u))∇k(∇ · u) dx
+
∫
Td
∇k(∇ · (u · ∇u)− h+∇ · u)∇kh dx
=: I1 + I2.
For I1, we use Lemma 4.1 to get
I1 = −
∫
Td
∇k((1 + h)u) · ∇(∇k(∇ · u)) dx
= −
∫
Td
(∇kh)u · ∇(∇k(∇ · u)) dx+
∫
Td
∇ · [∇k((1 + h)u)− u∇kh]∇k(∇ · u) dx
= −
∫
Td
(∇kh)u · ∇(∇k(∇ · u)) dx+
∫
Td
[∇k(∇h · u)−∇k(∇h) · u]∇k(∇ · u) dx
+
∫
Td
[∇k(h∇ · u)−∇kh∇ · u]∇k(∇ · u) dx+
∫
Td
|∇k(∇ · u)|2 dx
≤ −
∫
Td
(∇kh)u · ∇(∇k(∇ · u)) dx+ C‖∇k(∇ · u)‖L2(‖∇u‖L∞‖∇kh‖L2 + ‖∇h‖L∞‖∇ku‖L2)
+ C‖∇k(∇ · u)‖L2(‖∇2u‖L∞‖∇k−1h‖L2 + ‖h‖L∞‖∇k(∇ · u)‖L2) + ‖∇k(∇ · u)‖2L2
≤ −
∫
Td
(∇kh)u · ∇(∇k(∇ · u)) dx
+ Cε1
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇k−1h‖2L2 + ‖∇ku‖2L2)+ ‖∇k(∇u)‖2L2,
where C only depends on d and k. Here we used
‖∇u‖W 1,∞ ≤ C‖u‖Hs+1 and ‖h‖W 1,∞ ≤ C‖h‖Hs
due to s > d/2 + 1.
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Next, we estimate I2 as
I2 =
∫
Td
u · ∇(∇k(∇ · u))∇kh dx+
∫
Td
(∇k(u · ∇(∇ · u))− u · ∇k(∇(∇ · u)))∇kh dx
+
∫
Td
∇k (∇ · (u · ∇u)− u · ∇(∇ · u))∇kh dx− ‖∇kh‖2L2 +
∫
Td
∇kh∇k(∇ · u) dx
≤
∫
Td
u · ∇(∇k(∇ · u))∇kh dx+ C‖∇kh‖L2(‖∇u‖L∞‖∇k(∇u)‖L2 + ‖∇2u‖L∞‖∇ku‖L2)
− 1
4
‖∇kh‖2L2 +
1
3
‖∇k(∇u)‖2L2 ,
where we used Lemma 4.1 and C only depends on d and k. Finally, we combine the estimates for I1 and I2
to get the desired result. 
Remark 4.2. Since ∣∣∣∣
∫
Td
∇kh∇k(∇ · u) dx
∣∣∣∣ ≤ 12‖∇kh‖2L2 + 12‖∇k(∇u)‖2L2 ,
the following relation is direct:
1
2
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2) ≤ ‖∇kh‖2L2 + ‖∇k(∇u)‖2L2 −
∫
Td
∇kh∇k(∇ · u) dx
≤ 3
2
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2) .
Now, we consider the estimates for the Navier-Stokes part in (4.4).
Lemma 4.7. Let s > d/2 + 1, T > 0 be given and suppose that Y(T ; s+ 1) ≤ ε21 ≪ 1. Then we have
d
dt
‖∇kv‖2L2 +
3
2
‖∇kv‖2L2 + ‖∇k(∇v)‖2L2
≤ Cε1
(‖∇kv‖2L2 + (‖∇k−1v‖2L2 + ‖∇k−1u‖2L2 + ‖∇k−1h‖2L2) (1 − δk,0))+ 2‖∇ku‖2L2
for 0 ≤ k ≤ s+ 1, where C = C(d, k) is independent of T .
Proof. For k = 0, we estimate
1
2
d
dt
‖v‖L2 + ‖∇v‖2L2 = −
∫
Td
(v · ∇v) · v dx−
∫
Td
(1 + h)(v − u) · v dx
≤ −3
4
‖v‖L2 + ‖u‖L2 + ‖h‖L∞‖u‖L2‖v‖L2
≤ Cε1 (‖v‖L2 + ‖u‖L2)−
3
4
‖v‖L2 + ‖u‖L2,
where C is independent of T . For k ≥ 1, we deduce from (4.4) that
1
2
d
dt
‖∇kv‖2L2 + ‖∇k(∇v)‖2L2
= −
∫
Td
∇k(v · ∇v) · ∇kv dx−
∫
Td
∇k((1 + h)(v − u))∇kv dx
= −
∫
Td
[∇k(v · ∇v)− v · ∇(∇kv)] · ∇kv dx
+
∫
Td
∇k−1(h(v − u))∇k+1v dx−
∫
Td
∇k(v − u) · ∇kv dx
≤ C‖∇v‖L∞‖∇kv‖2L2 + ‖∇k−1(h(v − u))‖L2‖∇k(∇v)‖L2 −
3
4
‖∇kv‖2L2 + ‖∇ku‖2L2
≤ Cε1‖∇kv‖2L2 + C‖∇k(∇v)‖L2
(‖h‖L∞‖∇k−1(v − u)‖L2 + ‖∇k−1h‖L2‖u− v‖L∞)
− 3
4
‖∇kv‖2L2 + ‖∇ku‖2L2
≤ Cε1
(‖∇kv‖2L2 + ‖∇k−1v‖2L2 + ‖∇k−1u‖2L2 + ‖∇k−1h‖2L2)
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+
1
2
‖∇k(∇v)‖2L2 −
3
4
‖∇kv‖2L2 + ‖∇ku‖2L2 .
Here we used Lemma 4.1 and C only depends on d and k. This implies our desired estimate. 
Now, we are ready to present the uniform energy estimates based on Lemmas 4.5-4.7.
Corollary 4.2. Let s > d/2 + 1, T > 0 be given and suppose that Y(T ; s+ 1) ≤ ε21 ≪ 1. Then we have
Y(T ; s+ 1) ≤ C2Y0(s+ 1),
where C2 is independent of T .
Proof. The proof is similar to that of Corollary 4.1. By Remark 4.1, it suffices to show the induction step.
Suppose that there exists a positive constant C > 0 that is independent of T such that
Y(T ;m) ≤ CY0(m) for 0 ≤ m ≤ k.
First, we combine Lemmas 4.5 and 4.6 to obtain
d
dt
(
‖∇kh‖2L2 + ‖∇k(∇u)‖2L2 −
∫
Td
∇kh∇k(∇ · u) dx
)
≤
(
−1
6
+ Cε1
)
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2) + CY(T ; k) + 2‖∇k(∇v)‖2L2 ,
where C is independent of T . Next, we combine the previous relation with Lemma 4.7 to get
d
dt
(
‖∇kh‖2L2 + ‖∇k(∇u)‖2L2 −
∫
Td
∇kh∇k(∇ · u) dx+ 2‖∇kv‖2L2
)
≤
(
−1
6
+ Cε1
)
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇kv‖2L2) + CY(T ; k)
≤
(
−1
6
+ Cε1
)
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2 + ‖∇kv‖2L2) + CY0(k).
Here we used the induction hypothesis and C is independent of T . Since ε1 is sufficiently small, one knows
−1/6 + Cε1 < 0. Thus, we use the estimates in Remark 4.2 and Gro¨nwall’s lemma to have
sup
0≤t≤T1
(‖∇kh‖2L2 + ‖∇k(∇u)‖2L2) ≤ CY0(k + 1), (4.8)
where C is independent of T . Next, Lemma 4.7 implies
d
dt
‖∇k+1v‖2L2 + ‖∇k+1(∇v)‖2L2
≤
(
−3
2
+ Cε1
)
‖∇k+1v‖2L2 + C(‖∇kv‖2L2 + ‖∇ku‖2L2 + ‖∇kh‖2L2 + ‖∇k+1u‖2L2)
≤
(
−3
2
+ Cε1
)
‖∇k+1v‖2L2 + CY0(k + 1),
where we used the induction hypothesis and (4.8). Here C is independent of T . Thus, we again use Gro¨nwall’s
lemma to have
sup
0≤t≤T1
‖∇k+1v‖2L2 ≤ CY0(k + 1). (4.9)
Thus we combine (4.8) and (4.9) to prove the induction step and hence, we conclude the proof. 
Proof of Theorem 1.4. By using Corollary 4.2 and almost the same argument as in the proof of Theorem
1.3, we can extend the local-in-time strong solutions to the global-in-time ones. 
5. Large-time behavior of the isothermal/pressureless EPNS equations
In this section, we investigate a priori large-time behavior estimates of solutions to the system (1.4). Let
us first recall our Lyapunov functional L (ρ, u, v):
L (ρ, u, v) =
∫
Td
ρ|u−mc|2 dx+
∫
Td
|v − vc|2 dx+ σ
∫
Td
(ρ− 1)2 dx+
∫
Td
|∇K ⋆ (ρ− 1)|2 dx + |mc − vc|2.
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5.1. Variations of L . Before estimating the functional L directly, we estimate a variation functional E
defined as
E (ρ, u, v) :=
1
2
∫
Td
ρ|u−mc|2 dx+ 1
2
∫
Td
|v − vc|2 dx + σ
∫
Td
ρ
∫ ρ
1
s− 1
s2
dsdx
+
1
2
∫
Td
|∇K ⋆ (ρ− 1)|2 dx+ 1
4
|mc − vc|2.
We notice from [16, Lemma 2.2] that∫
Td
ρ
∫ ρ
1
s− 1
s2
dsdx =
∫
Td
ρ log ρ dx (5.1)
and there exists a C > 0 which depends only on ρ¯ such that
1
C
∫
Td
(ρ− 1)2 dx ≤
∫
Td
ρ
∫ ρ
1
s− 1
s2
dsdx ≤ C
∫
Td
(ρ− 1)2 dx.
This together with Proposition 4.1 gives
E˜(t) :=
∫
Td
ρ|u|2 dx+ σ
∫
Td
(ρ− 1)2 dx +
∫
Td
|v|2 dx+
∫
Td
|∇K ⋆ (ρ− 1)|2 dx ≤ CE˜(0) (5.2)
for some C > 0 independent of t. Moreover, we have that the functional E is equivalent to L in the following
sense
1
C
L (ρ, u, v) ≤ E (ρ, u, v) ≤ CL (ρ, u, v)
for some C > 0 independent of t. Thus the exponential decay of E implies the exponential decay of L . Let
us denote this equivalence relation by E ≈ L , and we also denote L := L (ρ, u, v) and E := E (ρ, u, v) for
notational simplicity.
In the lemma below, we show that the functional E is not increasing in time, and it also have the same
dissipation rate for the total energy, see Proposition 4.1.
Lemma 5.1. Let (ρ, u, v) be a global-in-time solution to the system (4.1) with sufficient regualrity. Then
we have
d
dt
E (t) + D(t) = 0,
where the dissipation D := D(ρ, u, v) is given by
D(t) :=
∫
Td
ρ|u− v|2 dx+
∫
Td
|∇v|2 dx.
Proof. By using similar arguments as in Proposition 4.1, we find
d
dt
(
1
2
∫
Td
ρ|u−mc|2 dx +
∫
Td
ρ log ρ dx
)
= −
∫
Td
ρ(u −mc) · ∇K ⋆ (ρ− 1) dx−
∫
Td
ρ(u−mc) · (u− v) dx
and
1
2
d
dt
∫
Td
|v − vc|2 dx +
∫
Td
|∇v|2 dx =
∫
Td
ρ(v − vc) · (u− v) dx.
Note that ∫
Td
ρ∇K ⋆ (ρ− 1) dx =
∫
Td
(ρ− 1)∇K ⋆ (ρ− 1) dx = 0
due to ∇K(−x) = −∇K(x). Since
1
2
d
dt
∫
Td
|∇K ⋆ (ρ− 1)|2 dx =
∫
Td
ρu · ∇K ⋆ (ρ− 1) dx,
we have
d
dt
(
1
2
∫
Td
ρ|u−mc|2 dx +
∫
Td
ρ log ρ dx+
1
2
∫
Td
|v − vc|2 dx+ 1
2
∫
Td
|∇K ⋆ (ρ− 1)|2 dx
)
= −
∫
Td
|∇v|2 dx−
∫
Td
ρ|u− v|2 dx+ (mc − vc) ·
∫
Td
ρ(u− v) dx.
(5.3)
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On the other hand, we easily get
d
dt
mc(t) = −
∫
Td
ρ(u− v) dx and d
dt
vc(t) =
∫
Td
ρ(u− v) dx,
and thus we obtain
1
4
d
dt
|mc(t)− vc(t)|2 = 1
2
(mc(t)− vc(t)) · d
dt
(mc(t)− vc(t)) = −(mc − vc) ·
∫
Td
ρ(u− v) dx.
This combined with (5.3) and (5.1) asserts the desired result. 
We next present an auxiliary lemma concerning the averages mc and vc.
Lemma 5.2. The averages mc and vc satisfy the followings:
|mc(t)|2 + |vc(t)|2 ≤ CE˜(0) and |m′c(t)|2 + |v′c(t)|2 ≤ C
∫
Td
ρ|u− v|2 dx
for all t ≥ 0, where C > 0 is independent of t.
Proof. Using the Ho¨lder’s inequality, we easily get
|mc|2 ≤
∫
Td
ρ|u|2 dx ≤ CE˜(0)
due to (5.2). The other estimates can also be obtained similarly. 
In order to show the exponential decay of L , or equivalently E , we need to show that the functional L
can be bounded from above by the dissipation rate D . For this, as an intermediate step, in the lemma below,
we provide that some terms can be controlled by D .
Lemma 5.3. There exists a constant C > 0 independent of t such that
L
−(t) ≤ CD(t),
where
L
−(t) := L (t)− σ
∫
Td
(ρ− 1)2 dx−
∫
Td
|∇K ⋆ (ρ− 1)|2 dx.
Proof. First, we have∫
Td
ρ|u− v|2 dx =
∫
Td
ρ|u−mc +mc − vc + vc − v|2 dx
=
∫
Td
ρ|u−mc|2 dx+
∫
Td
ρ|vc − v|2 dx+ |mc − vc|2 + 2
∫
Td
ρ(u− vc) · (vc − v) dx.
Here, we use Young’s inequality to get
−4
∫
Td
ρ(u− vc) · (vc − v) dx ≤ 4
∫
Td
ρ|v − vc|2 dx+
∫
Td
ρ|u− vc|2 dx
= 4
∫
Td
ρ|v − vc|2 dx+
∫
Td
ρ|u−mc|2 dx+ |mc − vc|2,
and this results in
1
2
|mc − vc|2 + 1
2
∫
Td
ρ|u−mc|2 dx ≤
∫
Td
ρ|v − vc|2 dx+
∫
Td
ρ|u− v|2 dx.
Thus, we obtain
L
−(t) ≤ 2
∫
Td
ρ|v − vc|2 dx+ 2
∫
Td
|v − vc|2 dx+ 2
∫
Td
ρ|u− v|2 dx
≤ 2(‖ρ‖L∞ + 1)
∫
Td
|v − vc|2 dx+ 2
∫
Td
ρ|u− v|2 dx
≤ C
(∫
Td
|∇v|2 dx+
∫
Td
ρ|u− v|2 dx
)
,
where we used Poincare´ inequality and hence, the proof completes. 
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As we observed in the previous lemma, we still need to control the other terms in L by the dissipation D.
Similar issue appears in [15, 16, 19, 20] where the large-time behavior of isothermal Euler-type equations are
studied. In those works, as mentioned before, the Bogovskii’s estimate is used to have a proper dissipation
term. Since we also take into account the pressureless Euler equations and Poisson’s equation, it is not clear
how to apply those previous arguments to our case. Instead of that, we consider a perturbation E λ of the
energy functional E defined by
E
λ := E (t) + λ
∫
Td
ρ(u−mc) · ∇K ⋆ (ρ− 1) dx,
where λ > 0 will be determined later. Using Young’s inequality and bounded assumption of ρ, we easily
show that
E
λ(t) ≈ E (t) ≈ L (t) (5.4)
for λ > 0 small enough.
We next show that the perturbation E λ produces proper dissipations for L −L−.
Lemma 5.4. The perturbed energy functional E λ satisfies the following relation:
d
dt
E
λ(t) + Dλ(t) = 0,
where Dλ(t) is given by
D
λ(t) := D + λ
[
−
∫
Td
ρu⊗ u : ∇2(K ⋆ (ρ− 1)) dx+
∫
Td
ρ|∇K ⋆ (ρ− 1)|2 dx
+ σ
∫
Td
(ρ− 1)2 dx+
∫
Td
ρ(u− v) · ∇K ⋆ (ρ− 1) dx
−
∫
Td
ρ(u−mc) · ∇K ⋆ (∂tρ) dx+
∫
Td
∂t(ρmc) · ∇K ⋆ (ρ− 1) dx
]
.
Proof. It suffices to estimate
d
dt
∫
Td
ρ(u−mc) · ∇K ⋆ (ρ− 1) dx
=
∫
Td
∂t(ρu) · ∇K ⋆ (ρ− 1) dx+
∫
Td
ρ(u−mc) · ∇K ⋆ (∂tρ) dx−
∫
Td
∂t(ρmc) · ∇K ⋆ (ρ− 1) dx
=: I1 + I2 + I3.
For I1, we have
I1 = −
∫
Td
(
∇ · (ρu⊗ u) + σ∇ρ+ ρ∇K ⋆ (ρ− 1) + ρ(u− v)
)
· ∇K ⋆ (ρ− 1) dx
=
∫
Td
ρu⊗ u : ∇2(K ⋆ (ρ− 1)) dx− σ
∫
Td
(ρ− 1)2 dx−
∫
Td
ρ|∇K ⋆ (ρ− 1)|2 dx
−
∫
Td
ρ(u − v) · ∇K ⋆ (ρ− 1) dx,
and this implies the desired relation. 
5.2. Proof of Theorem 1.5. For sufficiently small λ > 0, we claim
L (t) ≤ CDλ(t),
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where C > 0 is independent of t. Let us estimate Dλ term by term as follows:
D
λ(t) =
∫
Td
|∇v|2 dx+
∫
Td
ρ|u− v|2 dx− λ
∫
Td
ρu⊗ u : ∇2(K ⋆ (ρ− 1)) dx
+ λ
∫
Td
ρ|∇K ⋆ (ρ− 1)|2 dx+ λσ
∫
Td
(ρ− 1)2 dx+ λ
∫
Td
ρ(u − v) · ∇K ⋆ (ρ− 1) dx
+ λ
∫
Td
ρ(u −mc) · ∇K ⋆ (∇ · (ρu)) dx+ λ
∫
Td
∂t(ρmc) · ∇K ⋆ (ρ− 1) dx
=:
8∑
i=1
Ji.
• (Estimate for J6): We use Young’s inequality to get
J6 ≥ −λ1/2
∫
Td
ρ|u− v|2 dx− λ3/2
∫
Td
ρ|∇K ⋆ (ρ− 1)|2 dx.
• (Estimate for J7): We split J7 into two terms:
J7 = λ
∫
Td
ρ(u−mc) · ∇K ⋆ (∇ · (ρ(u −mc)) dx+ λ
∫
Td
ρ(u−mc) · ∇K ⋆ (∇ · ((ρ− 1)mc)) dx.
Note that the second term on the right hand side of the above can be rewritten as∫
Td
ρ(u−mc) · ∇K ⋆ (∇ · ((ρ− 1)mc)) dx
= −
∫
Td
∇ · (ρ(u −mc))(x)
(∫
Td
K(x− y)∇y · ((ρ− 1)(y)mc) dy
)
dx
=
∫
Td
∇ · (ρ(u−mc))(x)
(∫
Td
∇y(K(x− y)) · ((ρ− 1)(y)mc) dy
)
dx
= −
∫
Td
∇ · (ρ(u −mc))(x)mc ·
(∫
Td
(∇K)(x− y) · (ρ− 1)(y) dy
)
dx
= −
∫
Td
∇ · (ρ(u −mc)⊗mc) · ∇K ⋆ (ρ− 1) dx
=
∫
Td
ρ(u−mc)⊗mc : ∇2K ⋆ (ρ− 1) dx.
Together with this, we estimate
J7 ≥ −λ‖ρ(u−mc)‖L2‖∇K ⋆ (∇ · (ρ(u −mc))‖L2 + λ
∫
Td
ρ(u−mc)⊗mc : ∇2K ⋆ (ρ− 1) dx
≥ −Cλ‖ρ(u−mc)‖L2‖∇ · (ρ(u −mc))‖H−1 + λ
∫
Td
ρ(u −mc)⊗mc : ∇2K ⋆ (ρ− 1) dx
≥ −Cλ‖ρ(u−mc)‖2L2 + λ
∫
Td
ρ(u−mc)⊗mc : ∇2K ⋆ (ρ− 1) dx
≥ −Cλ‖ρ‖L∞
∫
Td
ρ|u−mc|2 dx+ λ
∫
Td
ρ(u−mc)⊗mc : ∇2K ⋆ (ρ− 1) dx,
where we used
‖∇K ⋆ h‖L2 ≤ C‖h‖H−1 ∀h ∈ L2(Td) with
∫
Td
h dx = 0.
• (Estimate for J8): With the following inequality in mind
∂t(ρmc) = −∇ · (ρu)mc + ρm′c,
we obtain
J8 = −λ
∫
Td
∇ · (ρu)mc · ∇K ⋆ (ρ− 1) dx+ λ
∫
Td
ρm′c · ∇K ⋆ (ρ− 1) dx
= −λ
∫
Td
∇ · (ρu⊗mc) · ∇K ⋆ (ρ− 1) dx+ λ
∫
Td
ρm′c · ∇K ⋆ (ρ− 1) dx
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= λ
∫
Td
ρu⊗mc : ∇2K ⋆ (ρ− 1) dx+ λ
∫
Td
ρm′c · ∇K ⋆ (ρ− 1) dx
≥ λ
∫
Td
ρu⊗mc : ∇2K ⋆ (ρ− 1) dx− λ‖ρ‖1/2L∞ |m′c|
(∫
Td
ρ|∇K ⋆ (ρ− 1)|2 dx
)1/2
≥ λ
∫
Td
ρu⊗mc : ∇2K ⋆ (ρ− 1) dx− Cλ1/2
∫
Td
ρ|u− v|2 dx− Cλ3/2
∫
Td
ρ|∇K ⋆ (ρ− 1)|2 dx
due to Lemma 5.2, where C = C(‖ρ‖L∞) is a constant independent of t and λ.
We now combine the estimates for J7 and J8 to yield
J3 + J7 + J8
≥ λ
∫
Td
ρu⊗ (mc − u) : ∇2K ⋆ (ρ− 1) dx+ λ
∫
Td
ρ(u−mc)⊗mc : ∇2K ⋆ (ρ− 1) dx
− Cλ
∫
Td
ρ|u−mc|2 dx− Cλ1/2
∫
Td
ρ|u− v|2 dx− Cλ3/2
∫
Td
ρ|∇K ⋆ (ρ− 1)|2 dx
= −λ
∫
Td
ρ(u −mc)⊗ (u−mc) : ∇2K ⋆ (ρ− 1) dx− Cλ
∫
Td
ρ|u−mc|2 dx
− Cλ1/2
∫
Td
ρ|u− v|2 dx− Cλ3/2
∫
Td
ρ|∇K ⋆ (ρ− 1)|2 dx,
(5.5)
where C = C(‖ρ‖L∞) > 0 is independent of t and λ and we used the symmetry of ∇2K ⋆ (ρ− 1) to get
(u−mc)⊗mc : ∇2K ⋆ (ρ− 1) = mc ⊗ (u−mc) : ∇2K ⋆ (ρ− 1).
We then estimate the first term on the right hand side of (5.5) by dividing two cases: pressureless σ = 0 and
isothermal pressure law σ > 0. When σ = 0, we estimate
−λ
∫
Td
ρ(u−mc)⊗ (u−mc) : ∇2K ⋆ (ρ− 1) dx ≥ −λ‖∇2K ⋆ (ρ− 1)‖L∞
∫
Td
ρ|u−mc|2 dx
≥ −λ‖∇K‖L1‖∇ρ‖L∞
∫
Td
ρ|u−mc|2 dx
≥ −Cλ
∫
Td
ρ|u−mc|2 dx,
where C = C(‖∇K‖L1 , ‖∇ρ‖L∞) is a positive constant independent of t and λ. On the other hand, when
σ > 0, we have
−λ
∫
Td
ρ(u−mc)⊗ (u −mc) : ∇2K ⋆ (ρ− 1) dx ≥ −λ(‖u‖L∞ + |mc|)‖ρ(u−mc)‖L2‖∇2K ⋆ (ρ− 1)‖L2
≥ −Cλ1/2
∫
Td
ρ|u−mc|2 dx− λ3/2
∫
Td
(ρ− 1)2 dx.
Here C = C(‖ρ‖L∞ , ‖u‖L∞, E˜0) is a positive constant independent of t and λ and we used
‖∇2(K ⋆ (ρ− 1))‖L2 = ‖∆(K ⋆ (ρ− 1))‖L2 = ‖ρ− 1‖L2 .
Thus, we choose λ > 0 sufficiently small, use Lemma 5.3 and ρ ≥ ρ > 0 when σ = 0 , and combine all the
above estimates to get
D
λ ≥
∫
Td
|∇v|2 dx+ (1− Cλ1/2)
∫
Td
ρ|u− v|2 dx+ Cσ
∫
Td
(ρ− 1)2 dx
+ λ(1 − Cλ1/2)
∫
Td
ρ|∇K ⋆ (ρ− 1)|2 dx− Cλ1/2(1 + λ1/2)
∫
Td
ρ|u−mc|2 dx
≥ C1
(∫
Td
|∇v|2 dx +
∫
Td
ρ|u− v|2 dx
)
+ C2σ
∫
Td
(ρ− 1)2 dx+ C3
∫
Td
|∇K ⋆ (ρ− 1)|2 dx
≥ C4L −(t) + C2σ
∫
Td
(ρ− 1)2 dx+ C3
∫
Td
|∇K ⋆ (ρ− 1)|2 dx
≥ min{C2, C3, C4}L (t),
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where we used the fact that∫
Td
(ρ− 1)2 dx ≥ ‖ρ− 1‖H−1 ≥ C‖∇K ⋆ (ρ− 1)‖L2,
and thus the dissipation term
∫
Td
ρ|∇K ⋆ (ρ − 1)|2 dx is not needed when σ > 0. This is why the strictly
positive lower bound assumption on ρ is not required for the case σ > 0. Here C2, C3, and C4 are positive
constants which depend on {
‖ρ‖W 1,∞ and ‖∇K‖L1 when σ = 0,
‖ρ‖L∞ , ‖u‖L∞, and E˜0 when σ > 0.
This together with (5.4) and Lemma 5.4 implies
d
dt
E
λ(t) + CE λ(t) ≤ 0 ∀ t ≥ 0
for some C > 0 independent of t. Applying Gro¨nwall’s lemma to the above concludes the proof of Theorem
1.5.
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Appendix A. Proofs for Lemmas 2.6 and 2.7
In this appendix, we present the proofs for Lemmas 2.6 and 2.7.
A.1. Proof of Lemma 2.6. When d = 3, it is obvious since∫
T3×T3
Kε(x− y)̺(x)̺(y) dxdy ≥
∫
T3×T3
G0(x − y)̺(x)̺(y) dxdy.
Thus, it suffices to show the case d = 2. First, we use the following inequality:
ε+ |x− y|2 ≤ (1 + ε)(1 + |x− y|2) ≤ (1 + ε)(1 + 2|x|2 + 2|y|2) ≤ 2(1 + ε)(1 + |x|2)(1 + |y|2),
which subsequently gives
log(ε+ |x− y|2) ≤ log (2(1 + ε)) + log(1 + |x|2) + log(1 + |y|2).
We combine the previous inequality with log(1 + x) ≤ x on x ≥ 0 to get∫
T2×T2
Kε(x − y)̺(x)̺(y) dxdy
= −c1
2
∫
T2×T2
(log(ε+ |x− y|2) +G1(x − y))̺(x)̺(y) dxdy
≥ −c1
2
∫
T2×T2
[
log (2(1 + ε)) + log(1 + |x|2) + log(1 + |y|2) +G1(x − y)
]
̺(x)̺(y) dxdy
≥ −c1
2
(log 2(1 + ε) + ‖G1‖L∞)‖̺‖2L∞(0,T ;L1)
− c1
2
∫
T2×T2
(
log(1 + |x|2) + log(1 + |y|2)) ̺(x)̺(y) dxdy
≥ −c1
2
(log (2(1 + ε)) + ‖G1‖L∞)‖̺‖2L∞(0,T ;L1) − c1‖̺‖L∞(0,T ;L1)
∫
T2
̺ log(1 + |x|2) dx
≥ −c1
2
(log (2(1 + ε)) + ‖G1‖L∞)‖̺‖2L∞(0,T ;L1) − c1‖̺‖L∞(0,T ;L1)
∫
T2
|x|2̺ dx.
This completes the proof.
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A.2. Proof of Lemma 2.7. Since the proof for d = 3 is analogous, we only consider the case d = 2. First,
we recall a partial result from [10, Theorem 5.2].
Lemma A.1. A sequence {hn} in L1(Td) converges to h ∈ L1(Td) in L1(Td) if the following three conditions
hold:
(i) hn converges to h almost everywhere.
(ii) for every ε > 0, there exists δ = δ(ε) > 0 such that whenever m(E) < δ,
sup
n∈N
∫
E
|hn| dx < ε.
Without loss of generality, we may assume
sup
n∈N
‖̺n‖L∞(0,T ;L1(T2)) ≤ 1.
First, we show the pointwise convergence ofKε⋆̺n toKε⋆̺. Since ̺n converges to ̺ pointwise,Kε(x−·)̺n(·)
also pointwisely converges to Kε(x− ·)̺(·) for each x. When d = 2, we use the fact
| log x| ≤ max{x, x−1} ∀x > 0,
and choose a measurable set E and p ∈ (1, 2) to obtain∫
E
Kε(x− y)̺n(y) dy
≤ 2c1
∫
E
max
{
(ε+ |x− y|2)1/4, (ε+ |x− y|2)−1/4
}
̺n(y) dy +
∫
E
G1(x − y)̺n(y) dy
≤ C
∫
E∩{y∈T2 : |x−y|≥1−ε}
√
ε+ |x− y|2̺n(y) dy + C
∫
E∩{y∈T2 : |x−y|<1−ε}
(ε+ |x− y|2)−1/4̺n(y) dy
+ ‖G1‖L∞‖̺n‖Lpm(E)1/p
′
≤ C (|x|+√ε)m(E)1/(2p′) + ‖| · |−1/21{|·|≤1}‖L7/2‖̺n‖L7/4m(E)1/7 + ‖G1‖L∞‖̺n‖Lpm(E)1/p′ ,
where p′ is the Ho¨lder conjugate of p. This guarantees the condition (ii) in Lemma A.1. Thus, Lemma A.1
gives the pointwise convergence of Kε ⋆ ̺n to Kε ⋆ ̺, and subsequently this asserts (Kε ⋆ ̺n)̺n converges to
(Kε ⋆̺)̺ almost everywhere. To prove the desired L1-convergence, we notice from the uniform boundedness
of ̺n in L∞(0, T ;Lp(T2)) for p ∈ [1, 2) that
|Kε ⋆ ̺n| ≤ C(1 + |x|),
where C is a constant independent of n and C = O(1) as ε→ 0. Indeed, we have∫
T2
Kε(x− y)̺n(y) dy
≤ 2c1
∫
T2
max
{
(ε+ |x− y|2)1/4, (ε+ |x− y|2)−1/4
}
̺n(y) dy +
∫
T2
G1(x − y)̺n(y) dy
≤ C
∫
{y∈T2 : |x−y|≥1−ε}
√
ε+ |x− y|2̺n(y) dy + C
∫
{y∈T2 : |x−y|<1−ε}
(ε+ |x− y|2)−1/4̺n(y) dy
+ ‖G1‖L∞
≤ C(1 +√ε+ |x|) +
∫
{y∈T2 : |x−y|<1}
|x− y|−1/2̺n(y) dy
≤ C(1 + |x|) + ‖| · |−1/21{|·|<1}‖L7/2‖̺n‖L7/5
≤ C(1 + |x|).
Thus, for a measurable set E ⊂ T2 we use the above estimate to show∫
E
(Kε ⋆ ̺n)̺n dx ≤ C
∫
E
(1 + |x|)̺n dx ≤ C‖̺n‖Lpm(E)1/p
′
,
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where p ∈ (1, 2). This together with Lemma A.1 yields
lim
n→∞
∫
E
(Kε ⋆ ̺n)̺n dx =
∫
E
(Kε ⋆ ̺)̺ dx.
Since the estimates can be made independently of ε, the similar analysis also gives
lim
n→∞
∫
E
(Kε ⋆ ̺n)̺n dx =
∫
E
(K ⋆ ̺)̺ dx,
if ε→ 0 as n→ 0. This concludes the proof of Lemma 2.7.
Appendix B. Convergence of f ε towards Mρ,u in L
∞(0, T ;L1(Td × Rd))
In this appendix, we provide the details of proof for Proposition 3.2. Let us first recall the relative entropy:
H(f ε|Mρ,u) = f ε (log f ε − logMρ,u) + (f ε −Mρ,u).
In the rest, we separately estimate the terms on the right hand side of the above equality.
A direct computation gives
d
dt
∫
Td×Rd
f ε log f ε dxdξ
=
∫
Td×Rd
∇ξf ε · (vε − ξ −∇K ⋆ (ρε − 1)) dxdξ − 1
ε
∫
Td×Rd
∇ξf ε
f ε
· (∇ξf ε − (uε − ξ)f ε) dxdξ
=
∫
Td×Rd
∇ξf ε · (vε − ξ) dxdξ − 1
ε
∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξ
− 1
ε
∫
Td×Rd
(u− ξ) · (∇ξf ε − (uε − ξ)f ε) dxdξ,
(B.1)
where we used ∫
Td×Rd
(uε − u) · (∇ξf ε − (uε − ξ)f ε) dxdξ = 0
for the estimate of the last term on the right hand side of the above. We next use the continuity equations
of ρε and ρ to obtain
− d
dt
∫
Td
ρε log ρ = −
∫
Td
ρε(uε − u) · ∇ρ
ρ
dx−
∫
Td
u · ∇ρε dx. (B.2)
We next estimate
1
2
d
dt
∫
Td×Rd
|u− ξ|2f ε dxdξ =
∫
Td×Rd
(u − ξ)f ε · ∂tu dxdξ + 1
2
∫
Td×Rd
|u− ξ|2∂tf ε dxdξ
=: L1 + L2,
where we use the momentum equation in (1.4) to get
L1 =
∫
Td
(u − uε)ρε · ∂tu dx
= −
∫
Td
(u− uε)ρε · (u · ∇u+ (u− v)) dx −
∫
Td
∇ρ
ρ
· (u− uε)ρε dx−
∫
Td
∇K ⋆ (ρ− 1) · (u− uε)ρε dx
≤ C
(∫
Td
ρε|u− uε|2 dx
)1/2
−
∫
Td
∇ρ
ρ
· (u− uε)ρε dx −
∫
Td
∇K ⋆ (ρ− 1) · (u− uε)ρε dx.
Here C > 0 is independent of ε > 0. For the estimate of L2, we use the kinetic equation in (1.3) to find
L2 =
∫
Td×Rd
ξf ε ⊗ (u− ξ) : ∇u dxdξ −
∫
Td×Rd
(vε − ξ) · (u− ξ)f ε dxdξ
+
∫
Td
∇K ⋆ (ρε − 1) · (u− uε)ρε dx + 1
ε
∫
Td×Rd
(u − ξ) · (∇ξf ε − (uε − ξ)f ε) dxdξ.
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On the other hand, the first term on the right hand side can be estimated as∫
Td×Rd
ξf ε ⊗ (u − ξ) : ∇u dxdξ
= −
∫
Td×Rd
(u− ξ)f ε ⊗ (u − ξ) : ∇u dxdξ +
∫
Td×Rd
u⊗ (u− ξ)f ε : ∇u dxdξ
= −
∫
Td×Rd
((u− uε)⊗ (u − uε) + (uε − ξ)⊗ (uε − ξ)) f ε : ∇u dxdξ
+
∫
Td×Rd
u⊗ (u − ξ)f ε : ∇u dxdξ
≤ ‖∇u‖L∞
∫
Td
ρε|u− uε|2 dx + ‖u‖L∞‖∇u‖L∞
∫
Td
ρε|u− uε| dx
−
∫
Td×Rd
(
(uε − ξ)
√
f ε − 2∇ξ
√
f ε
)
⊗ (uε − ξ)
√
f ε : ∇u dxdξ
− 2
∫
Td×Rd
∇ξ
√
f ε ⊗ (uε − ξ)
√
f ε : ∇u dxdξ
≤ C
∫
Td
ρε|u− uε|2 dx+ C
∫
Td
ρε|u− uε| dx−
∫
Td×Rd
∇ξf ε ⊗ (uε − ξ) : ∇u dxdξ
+ C
(∫
Td×Rd
|uε − ξ|2f ε dxdξ
)1/2(∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξ
)1/2
≤ C
∫
Td
ρε|u− uε|2 dx+ C
(∫
Td
ρε|u− uε|2 dx
)1/2
+
∫
Td
∇ρε · u dx+ Cε
∫
Td×Rd
|ξ|2f ε dxdξ
+
1
4ε
∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξ,
where we used∫
Td×Rd
|uε − ξ|2f ε dxdξ ≤
∫
Td×Rd
|ξ|2f ε dxdξ −
∫
Td
ρε|uε|2 dx ≤
∫
Td×Rd
|ξ|2f ε dxdξ.
Combining these estimates implies
1
2
d
dt
∫
Td×Rd
|u− ξ|2f ε dxdξ
≤ C
(
min
{
1,
∫
Td
ρε|u− uε|2 dx
})1/2
−
∫
Td
∇ρ
ρ
· (u− uε)ρε dx+
∫
Td
∇K ⋆ (ρε − ρ) · (u− uε)ρε dx
−
∫
Td×Rd
(vε − ξ) · (u− ξ)f ε dxdξ + 1
ε
∫
Td×Rd
(u− ξ) · (∇ξf ε − (uε − ξ)f ε) dxdξ
+ Cε
∫
Td×Rd
|ξ|2f ε dxdξ + 1
4ε
∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξ.
We now combine this with (B.1) and (B.2) to have
d
dt
∫
Td×Rd
H(f ε|Mρ,u) dxdξ + 1
ε
∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξ
≤ C
(
min
{
1,
∫
Td
ρε|u− uε|2 dx
})1/2
+
∫
Td
∇K ⋆ (ρε − ρ) · (u − uε)ρε dx
+ Cε
∫
Td×Rd
|ξ|2f ε dxdξ + 1
4ε
∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξ
+
∫
Td×Rd
∇ξf ε · (vε − ξ) dxdξ −
∫
Td×Rd
(vε − ξ) · (u − ξ)f ε dxdξ.
(B.3)
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We further estimate the last two terms on the right hand side as∫
Td×Rd
∇ξf ε · (vε − ξ) dxdξ −
∫
Td×Rd
(vε − ξ) · (u− ξ)f ε dxdξ
=
∫
Td×Rd
(∇ξf ε − (uε − ξ)f ε) · (vε − ξ) dxdξ +
∫
Td×Rd
(vε − ξ) · (uε − u)f ε dxdξ
≤
(∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξ
)1/2(∫
Td×Rd
|vε − ξ|2f ε dxdξ
)1/2
+
(∫
Td
|vε − uε|2ρε dx
)1/2(∫
Td
|uε − u|2ρε dx
)1/2
≤ Cε
∫
Td×Rd
|vε − ξ|2f ε dxdξ + 1
4ε
∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξ
+ Cε1/4
∫
Td×Rd
|vε − ξ|2f ε dxdξ + 1
ε1/4
∫
Td
|uε − u|2ρε dx.
Here we used ∫
Td
|vε − uε|2ρε dx ≤
∫
Td×Rd
|vε − ξ|2f ε dxdξ.
For the second term on the right hand side of (B.3), we recall the estimates in the proof of Proposition 3.1:
1
2
d
dt
∫
Td
|∇K ⋆ (ρε − ρ)|2 dx =
∫
Td
∇K ⋆ (ρε − ρ) · (ρεuε − ρu) dx
=
∫
Td
∇K ⋆ (ρε − ρ) · (uε − u)ρε dx+
∫
Td
∇K ⋆ (ρε − ρ) · u(ρε − ρ) dx
and ∫
Td
∇K ⋆ (ρε − ρ) · u(ρε − ρ) dx
= −1
2
∫
Td
|∇K ⋆ (ρε − ρ)|2∇ · u dx+
∫
Td
∇K ⋆ (ρε − ρ)⊗∇K ⋆ (ρε − ρ) : ∇u dx
≤ C
∫
Td
|∇K ⋆ (ρε − ρ)|2 dx,
where C > 0 is independent of ε > 0. Hence we have
d
dt
(∫
Td×Rd
H(f ε|Mρ,u) dxdξ + 1
2
∫
Td
|∇K ⋆ (ρε − ρ)|2 dx
)
+
1
2ε
∫
Td×Rd
1
f ε
|∇ξf ε − (uε − ξ)f ε|2 dxdξ
≤ C
(
min
{
1,
∫
Td
ρε|u− uε|2 dx
})1/2
+
1
ε1/4
∫
Td
|uε − u|2ρε dx+ C
∫
Td
|∇K ⋆ (ρε − ρ)|2 dx
+ Cε
∫
Td×Rd
|ξ|2f ε dxdξ + Cε
∫
Td×Rd
|vε − ξ|2f ε dxdξ + Cε1/4
∫
Td×Rd
|vε − ξ|2f ε dxdξ.
This completes the proof.
Appendix C. Local solvability for the EPNS system
In this appendix, we present the details of the proof for Theorem 4.1.
C.1. Solvability for the linearized system. First, we linearize the system (4.2) and investigate its local-
in-time estimates. To be specific, for a given triplet
(g˜, u˜, v˜) ∈ C([0, T ];Hs(Td))× C([0, T ];Hs(Td))× C([0, T ];Hs(Td)) with ∇ · v˜ = 0,
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we consider the following linearized system:
∂tg + u˜ · ∇g +∇ · u = 0, (x, t) ∈ Td × R+,
∂tu+ (u˜ · ∇)u +∇g = −(u− v˜ +∇K ⋆ (eg˜ − 1)),
∂tv + (v˜ · ∇)v +∇p−∆v = eg˜(u˜ − v),
∇ · v = 0,
(C.1)
subject to the initial data (g0, u0, v0) ∈ Hs(Td)×Hs(Td)×Hs(Td).
Lemma C.1. Let T > 0 and s > d/2 + 1. For any positive constants N < M , if
‖g0‖2Hs + ‖u0‖2Hs + ‖v0‖2Hs < N, (C.2)
and
sup
0≤t≤T
(‖g˜(·, t)‖2Hs + ‖u˜(·, t)‖2Hs + ‖v˜(·, t)‖2Hs) < M,
then the system (C.1) admits a unique classical solution
(g, u, v) ∈ C([0, T ];Hs(Td))× C([0, T ];Hs(Td))× C([0, T ];Hs(Td))
satisfying
sup
0≤t≤T∗
(‖g(·, t)‖2Hs + ‖u(·, t)‖2Hs + ‖v(·, t)‖2Hs) < M
for some T ∗ ≤ T .
Proof. A standard theory of linear PDEs would assure the existence and uniqueness of solutions to the
system (C.1). Thus, it suffices to provide bound estimates for g, u, and v. A straightforward computation
gives
1
2
d
dt
‖g‖2L2 ≤
‖∇ · u˜‖L∞
2
‖g‖2L2 −
∫
Td
g∇ · u dx
and
1
2
d
dt
‖u‖2L2 ≤
‖∇ · u˜‖L∞
2
‖u‖2L2 −
∫
Td
∇g · u dx+ ‖∇K ⋆ (eg˜ − 1)‖L2‖u‖L2 + ‖u‖L2‖v˜‖L2
≤ ‖∇ · u˜‖L∞
2
‖u‖2L2 −
∫
Td
∇g · u dx+ ‖∇K‖L1e‖g˜‖L∞ ‖g˜‖L2‖u‖L2 + ‖u‖L2‖v˜‖L2 .
For v, we have
1
2
d
dt
‖v‖2L2 + ‖∇v‖2L2 ≤ e‖g˜‖L∞‖u˜‖L2‖v‖L2.
Then we use Sobolev inequality and Young’s inequality to get
d
dt
(‖g‖2L2 + ‖u‖2L2 + ‖v‖2L2) ≤ CeCM (1 +M) (‖g‖2L2 + ‖u‖2L2 + ‖v‖2L2)+ CeCM (1 +M), (C.3)
where C > 0 only depends on s, d, and ‖∇K‖L1.
For 1 ≤ k ≤ s, we first estimate ∇kg as follows:
1
2
d
dt
‖∇kg‖2L2 = −
∫
Td
∇(∇kg) · u˜∇kg dx−
∫
Td
(∇k(∇g · u˜)−∇(∇kg) · u˜)∇kg dx
−
∫
Td
(∇ · (∇ku))∇kg dx
≤ ‖∇ · u˜‖L∞
2
‖∇kg‖2L2 + C‖∇kg‖L2
(
‖∇u˜‖L∞‖∇(∇k−1g)‖L2 + ‖∇g‖L∞‖∇ku˜‖L2
)
−
∫
Td
(∇ · (∇ku))∇kg dx
≤ CM‖∇kg‖L2 + CM‖∇kg‖L2‖g‖Hs −
∫
Td
(∇ · (∇ku))∇kg dx,
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where C > 0 only depends on s and d. Similarly, ∇ku can be estimated as
1
2
d
dt
‖∇ku‖2L2 = −
∫
Td
(u˜ · ∇(∇ku)) · ∇ku dx−
∫
Td
(∇k(u˜ · ∇u)− u˜ · ∇(∇ku)) · ∇ku dx
−
∫
Td
∇(∇kg) · ∇ku dx−
∫
Td
∇k(∇K ⋆ (eg˜ − 1)) · ∇ku dx−
∫
Td
∇k(u − v˜) · ∇ku dx
≤ ‖∇ · u˜‖L∞
2
‖∇ku‖L2 + C‖∇ku‖L2
(
‖∇u˜‖L∞‖∇(∇k−1u)‖L2 + ‖∇u‖L∞‖∇ku˜‖L2
)
+ ‖∇K ⋆ (∇keg˜)‖L2‖∇ku‖L2 −
∫
Td
∇(∇kg) · ∇ku dx+ ‖∇ku‖L2‖∇kv‖L2
≤ CM‖∇ku‖2L2 + CM‖∇ku‖L2‖u‖Hs + CeCM (1 +M)‖∇ku‖L2
+ C‖∇k(eg˜)‖L2‖∇ku‖L2 −
∫
Td
∇(∇kg) · ∇ku dx.
Here C > 0 only depends on d, s, and ‖∇K‖L1. For the estimate of the Poisson interaction term, we follow
the same argument in [10] as follows: we let ak := ‖∇k(eg˜)‖L2. Obviously, we have a0 ≤ e‖g˜‖L∞ ≤ CeCM .
Then, the usage of Lemma 4.1 and Sobolev inequality yields
ak = ‖∇k−1(eg˜∇g˜)‖L2
≤ ‖eg˜∇kg˜‖L2 + ‖∇k−1(eg˜∇g˜)− eg˜∇kg˜‖L2
≤MeCM + C(‖∇eg˜‖L∞‖∇k−1g˜‖L2 + ‖∇k−1(eg˜)‖L2‖∇g˜‖L∞)
≤ CMak−1 + CMeCM (1 +M),
where C > 0 only depends on d and k, and inductively, we get
ak ≤ CMka0 + CMk−1eCM (1 +M) ≤ CeCM .
Here C > 0 only depends on d and k and this gives
d
dt
‖∇ku‖2L2 ≤ CM‖∇ku‖2L2 + CM‖∇ku‖L2‖u‖Hs + CeCM (1 +M)‖∇ku‖L2 −
∫
Td
∇(∇kg) · ∇ku dx.
Finally, we estimate ∇kv as
1
2
d
dt
‖∇kv‖2L2 = −
∫
Td
(v˜ · ∇(∇kv)) · ∇kv dx−
∫
Td
(∇k(v˜ · ∇v)− v˜ · ∇(∇kv)) · ∇kv
−
∫
Td
|∇(∇kv)|2 dx−
∫
Td
eg˜∇k(v − u˜) · ∇kv dx
−
∫
Td
(∇k(eg˜(v − u˜))− eg˜∇k(v − u˜)) · ∇kv dx
≤ C‖∇kv‖L2(‖∇v˜‖L∞‖∇(∇k−1v)‖L2 + ‖∇v‖L∞‖∇kv˜‖L2) + e‖g˜‖L∞‖∇kv‖L2‖∇ku˜‖L2
+ C‖∇kv‖L2
(‖eg˜∇g˜‖L∞‖∇k−1(v − u˜)‖L2 + ‖∇k(eg˜)‖L2‖u˜− v‖L∞)
≤ CM‖∇kv‖2L2 + CeCM (1 +M)‖∇kv‖L2(1 + ‖v‖Hs).
Thus, we combine the estimates for ∇kg, ∇ku and ∇kv to obtain
d
dt
(‖∇kg‖2L2 + ‖∇ku‖2L2 + ‖∇kv‖2L2)
≤ CM (‖∇kg‖2L2 + ‖∇ku‖2L2 + ‖∇kv‖2L2)
+ CeCM
(
‖∇kg‖L2‖g‖Hs + ‖∇ku‖L2‖u‖Hs + ‖∇kv‖L2‖v‖Hs
)
+ CeCM (1 +M)(‖∇ku‖L2 + ‖∇kv‖L2).
(C.4)
Now we sum the relation (C.4) over 1 ≤ k ≤ s and combine this with zeroth-order estimate (C.3) to yield
d
dt
(‖g‖2Hs + ‖u‖2Hs + ‖v‖2Hs) ≤ CeCM (1 +M)(‖g‖2Hs + ‖u‖2Hs + ‖v‖2Hs)+ CeCM (1 +M).
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We set b(M) := CeCM (1 +M) and use Gro¨nwall’s lemma to obtain
‖g‖2Hs + ‖u‖2Hs + ‖v‖2Hs ≤ (‖g0‖2Hs + ‖u0‖2Hs + ‖v0‖2Hs)eb(M)t + eb(M)t
(
1− e−b(M)t
)
≤ Neb(M)t + eb(M)t
(
1− e−b(M)t
)
= N + (N + 1)
(
eb(M)t − 1
)
.
Since N < M and eb(M)t − 1 can be arbitrary small if t≪ 1, we can find T ∗ > 0 satisfying
N + (N + 1)
(
eb(M)T
∗ − 1
)
< M.
This asserts the desired result. 
C.2. Construction of approximate solutions. Based on the estimates for the linearized system (C.1),
we construct a sequence of approximate solutions to (4.2) and present the uniform estimates for the sequence.
Specifically, we consider a sequence (gn, un, vn) which uniquely solves the following system:
∂tg
n+1 +∇gn+1 · un +∇ · un+1 = 0, (x, t) ∈ Td × R+,
∂tu
n+1 + (un · ∇)un+1 +∇gn+1 = −(un+1 − vn +∇K ⋆ (egn − 1)),
∂tv
n+1 + (vn · ∇)vn+1 +∇pn+1 −∆vn+1 = egn(un − vn+1),
∇ · vn+1 = 0,
(C.5)
with the initial step and initial data given by
(g0(x, t), u0(x, t), v0(x, t)) = (g0(x), u0(x), v0(x)), (x, t) ∈ Td × R+
and
(gn(x, 0), un(x, 0), vn(x, 0)) = (g0(x), u0(x), v0(x)) ∀n ∈ N, x ∈ Td,
respectively. Here, Lemma C.1 assures that the sequence (gn, un, vn) is well-defined. Furthermore, Lemma
C.1 gives the following uniform-in-n bound estimates to the approximation sequence.
Corollary C.1. Let s > d/2+1. For any M > N , there exists T ∗ > 0 such that if the initial data (g0, u0, v0)
satisfy (C.2), then for each n ∈ N
(gn, un, vn) ∈ C([0, T ∗];Hs(Td))× C([0, T ∗];Hs(Td))× C([0, T ∗];Hs(Td)),
and
sup
0≤t≤T∗
(‖gn(·, t)‖2Hs + ‖un(·, t)‖2Hs + ‖vn(·, t)‖2Hs) < M ∀n ∈ N ∪ {0}.
Proof. The proof employs the inductive argument. Since the initial step (n = 0) is trivial, it suffices to check
the induction step. First, Lemma C.1 asserts that
Neb(M)T
∗
+ eb(M)T
∗
(1− e−b(M)T∗) < M
for some T ∗ > 0. Then, by the induction hypothesis, we get
sup
0≤t≤T∗
(‖gn(·, t)‖2Hs + ‖un(·, t)‖2Hs + ‖vn(·, t)‖2Hs) < M.
This combined with the same estimates in Lemma C.1 deduces
‖gn+1‖2Hs + ‖un+1‖2Hs + ‖vn+1‖2Hs ≤
(‖g0‖2Hs + ‖u0‖2Hs + ‖v0‖2Hs) eb(M)t + eb(M)t (1− e−b(M)t)
≤ Neb(M)t + eb(M)t
(
1− e−b(M)t
)
< M
for 0 ≤ t ≤ T ∗. This concludes the proof. 
Next, we show that the sequence (gn, un, vn) is a Cauchy sequence in C([0, T ∗];L2(Td))×C([0, T ∗];L2(Td))×
C([0, T ∗];L2(Td)).
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Lemma C.2. Let (gn, un, vn) be a sequence of the approximate solutions with the initial data (g0, u0, v0)
satisfying (C.2). Then we have
‖(gn+1 − gn)(·, t)‖2L2 + ‖(un+1 − un)(·, t)‖2L2 + ‖(vn+1 − vn)(·, t)‖2L2
≤ C
∫ t
0
(‖(gn − gn−1)(·, s)‖2L2 + ‖(un − un−1)(·, s)‖2L2 + ‖(vn − vn−1)(·, s)‖2L2) ds
for 0 ≤ t ≤ T ∗ and n ∈ N, where C > 0 is independent of n.
Proof. First, we deduce from (C.5) that
1
2
d
dt
‖gn+1 − gn‖2L2
= −
∫
Td
un · ∇(gn+1 − gn)(gn+1 − gn) dx−
∫
Td
(un − un−1) · ∇gn(gn+1 − gn) dx
−
∫
Td
∇ · (un+1 − un)(gn+1 − gn) dx
≤ ‖∇ · u
n‖L∞
2
‖gn+1 − gn‖2L2 + ‖∇gn‖L∞‖un − un−1‖L2‖gn+1 − gn‖L2
−
∫
Td
∇ · (un+1 − un)(gn+1 − gn) dx
≤ C (‖gn+1 − gn‖2L2 + ‖un − un−1‖2L2)−
∫
Td
∇ · (un+1 − un)(gn+1 − gn) dx.
Next, we estimate (un+1 − un) as
1
2
d
dt
‖un+1 − un‖2L2
= −
∫
Td
un · ∇(un+1 − un) · (un+1 − un) dx−
∫
Td
(un − un−1) · ∇un · (un+1 − un) dx
−
∫
Td
∇(gn+1 − gn) · (un+1 − un) dx − ‖un+1 − un‖2L2
−
∫
Td
∇K ⋆ (egn − egn−1) · (un+1 − un) dx+
∫
Td
(vn − vn−1) · (un+1 − un) dx
≤ ‖∇ · u
n‖L∞
2
‖un+1 − un‖2L2 + ‖∇un‖L∞‖un+1 − un‖L2‖un − un−1‖L2
−
∫
Td
∇(gn+1 − gn) · (un+1 − un) dx + ‖∇K‖L1‖eg
n − egn−1‖L2‖un+1 − un‖L2
+ ‖vn − vn−1‖L2‖un+1 − un‖L2
≤ C (‖un+1 − un‖2L2 + ‖un − un−1‖2L2 + ‖gn − gn−1‖2L2 + ‖vn − vn−1‖2L2)
−
∫
Td
∇(gn+1 − gn) · (un+1 − un) dx,
where we used the mean value theorem to obtain
∥∥∥egn − egn−1∥∥∥
L2
≤ exp (max{‖gn‖L∞ , ‖gn−1‖L∞}) ‖gn − gn−1‖L2 ≤ C‖gn − gn−1‖L2 .
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Finally, for (vn+1 − vn), we have
1
2
d
dt
‖vn+1 − vn‖2L2
= −
∫
Td
vn · ∇(vn+1 − vn) · (vn+1 − vn) dx−
∫
Td
(vn − vn−1) · ∇vn · (vn+1 − vn) dx
+
∫
Td
∆(vn+1 − vn) · (vn+1 − vn) dx−
∫
Td
(eg
n − egn−1)(vn+1 − un) · (vn+1 − vn) dx
−
∫
Td
eg
n−1 |vn+1 − vn|2 dx+
∫
Td
eg
n−1
(un − un−1) · (vn+1 − vn) dx
≤ ‖∇vn‖L∞‖vn − vn−1‖L2‖vn+1 − vn‖L2 + ‖eg
n − egn−1‖L2(‖vn+1‖L2 + ‖un‖L2)‖vn+1 − vn‖L2
+ e‖g
n−1‖L∞ ‖un − un−1‖L2‖vn+1 − vn‖L2
≤ C (‖vn+1 − vn‖2L2 + ‖un − un−1‖2L2 + ‖gn − gn−1‖2L2 + ‖vn − vn−1‖2L2) .
We combine all of the above estimates to obtain
d
dt
(‖(gn+1 − gn)(·, t)‖2L2 + ‖(un+1 − un)(·, t)‖2L2 + ‖(vn+1 − vn)(·, t)‖2L2)
≤ C (‖(gn+1 − gn)(·, t)‖2L2 + ‖(un+1 − un)(·, t)‖2L2 + +‖(vn+1 − vn)(·, t)‖2L2)
+ C
(‖(gn − gn−1)(·, t)‖2L2 + ‖(un − un−1)(·, t)‖2L2 + ‖(vn − vn−1)(·, t)‖2L2)
for 0 ≤ t ≤ T ∗, where C > 0 is independent of n. Therefore, we can apply Gro¨nwall’s lemma to get the
desired result. 
C.3. Proof of Lemma 4.1. Now, we prove the well-posedness of strong solutions to (4.2). First, Lemma
C.2 implies
gn → g, un → u, and vn → v in C([0, T ];L2(Td))
as n → ∞. Moreover, we can extend the convergence in C([0, T ];L2(Td)) to that in C([0, T ];Hs−1(Td)) by
interpolating this with the uniform bound in C([0, T ];Hs(Td)) from Corollary C.1:
gn → g in C([0, T ];Hs−1(Td)) and un → u. vn → v in C([0, T ];Hs−1(Td))
as n → ∞. Concerning the Hs-regularity of (g, u, v), we can use a standard argument from functional
analysis. We refer to [12] for details.
For the uniqueness, let (g, u, v) and (gˆ, uˆ, vˆ) be two solutions with the same initial data (g0, u0, v0). Then,
the Cauchy estimate in Lemma C.2 implies
‖(g − gˆ)(·, t)‖2L2 + ‖(u− uˆ)(·, t)‖2L2 + ‖(v − vˆ)(·, t)‖2L2
≤ C
∫ t
0
(‖(g − gˆ)(·, s)‖2L2 + ‖(u− uˆ)(·, s)‖2L2 + ‖(v − vˆ)(·, s)‖2L2) ds
for t ≤ T ∗. Thus, we apply Gro¨nwall’s lemma to the above to conclude the uniqueness of solutions.
Appendix D. Proof of Lemma 4.2
We separately estimate the case k = 0 and k > 0 as follows:
• (Step A: First-order estimate) For ∇g, we have
1
2
d
dt
‖∇g‖2L2 = −
∫
Td
∇(∇g · u) · ∇g dx−
∫
Td
∇g · ∇(∇ · u) dx
=
1
2
∫
Td
(∇ · u)|∇g|2 dx−
∫
Td
(∇g · ∇)u · ∇g dx−
∫
Td
∇g · ∇(∇ · u) dx
≤ 3
2
‖∇u‖L∞‖∇g‖2L2 −
∫
Td
∇g · ∇(∇ · u) dx
≤ Cε1‖∇g‖2L2 −
∫
Td
∇g · ∇(∇ · u) dx
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Then, for ∇u, we obtain
1
2
d
dt
‖∇u‖2L2 = −
∫
Td
∇(u · ∇u) : ∇u dx−
∫
Td
∇2g : ∇u dx
−
∫
Td
∇(∇K ⋆ (eg − 1)) : ∇u dx−
∫
Td
∇(u− v) : ∇u dx
≤ C‖∇u‖L∞‖∇u‖2L2 −
∫
Td
∇2g : ∇u dx+
∫
Td
(eg − 1)(∇ · u) dx− 7
8
‖∇u‖2L2 + 2‖∇v‖2L2
≤ Cε1‖∇u‖2L2 −
∫
Td
∇2g : ∇u dx+ C‖g‖2L2 −
3
4
‖∇u‖L2 + 2‖∇v‖2L2,
where C depends on k and d and we used the smallness of ε1 to get
‖eg − 1‖L2 ≤ e‖g‖L∞‖g‖L2 ≤ eCε1‖g‖L2 ≤ C‖g‖L2.
So we combine two estimates to yield the desired result when k = 0.
• (Step B: Higher-order estimate) For 1 ≤ k ≤ s− 1, we estimate ∇k(∇g) as
1
2
d
dt
‖∇k(∇g)‖2L2
= −
∫
Td
∇k(u · ∇(∇g)) · ∇k(∇g) dx−
∫
Td
[
∇k(∇(∇g · u))− u · ∇(∇k(∇g))
]
∇k(∇g) dx
−
∫
Td
∇k(∇(∇ · u)) · ∇k(∇g) dx
≤ ‖∇ · u‖L∞
2
‖∇k(∇g)‖2L2 + C‖∇k(∇g)‖L2
(
‖∇u‖L∞‖∇k(∇g)‖L2 + ‖∇g‖L∞‖∇k(∇u)‖L2
)
−
∫
Td
∇k(∇(∇ · u)) · ∇k(∇g) dx
≤ Cε1
(‖∇k(∇g)‖2L2 + ‖∇k(∇u)‖2L2)−
∫
Td
∇k(∇(∇ · u)) · ∇k(∇g) dx,
where C only depends on k and d. For ∇k(∇u), we get
1
2
d
dt
‖∇k(∇u)‖2L2
= −
∫
Td
u · ∇(∇k(∇u)) : ∇k(∇u) dx−
∫
Td
[
∇k(∇(u · ∇u))− u · ∇(∇k(∇u))
]
: ∇k(∇u) dx
−
∫
Td
∇k((∇u)2) : ∇k(∇u) dx−
∫
Td
∇k(∇2g) : ∇k(∇u) dx
−
∫
Td
∇k(∇2K ⋆ (eg − 1)) : ∇k(∇u) dx −
∫
Td
∇k(∇(u − v)) : ∇k(∇u) dx
≤ C‖∇u‖L∞‖∇k(∇u)‖2L2 −
∫
Td
∇k(∇2g) : ∇k(∇u) dx
+
∫
Td
∇k(eg − 1)∇k(∇ · u) dx− 7
8
‖∇k(∇u)‖2L2 + 2‖∇k(∇v)‖2L2
≤ Cε1‖∇k(∇u)‖2L2 −
∫
Td
∇k(∇2g) : ∇k(∇u) dx+ 2‖∇k(eg − 1)‖2L2 −
3
4
‖∇k(∇u)‖2L2 + 2‖∇k(∇v)‖2L2 .
Here, for the estimate of ‖∇k(eg)‖L2 , we use the same argument in Lemma C.1; let ak := ‖∇k(eg − 1)‖L2.
First, one obtains
a0 ≤ e‖g‖L∞‖g‖L2 ≤ CeCε1‖g‖L2.
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Then, we use Lemma 4.1 to have
ak ≤ ‖∇k−1(eg∇g)‖L2
≤ C(e‖g‖L∞ ‖∇kg‖L2 + ak−1‖∇g‖L∞)
≤ C(eCε1‖∇kg‖L2 + ε1ak−1)
≤ C(eCε1‖∇kg‖L2 + Cε1(eCε1‖∇k−1g‖L2 + ε1ak−2))
≤ CeCε1
k∑
ℓ=0
εℓ1‖∇k−ℓg‖L2 ,
where C only depends on k and d. Since ε1 is sufficiently small, we obtain
ak ≤ C‖g‖Hk .
Combining all of the above estimates, we complete the proof.
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