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 Korean culture began to spread widely throughout the world, ranging from 
lifestyle, music, food, and drinks, and there are still many exciting things 
from this Korean culture. One of the interesting things to learn is to know 
Korean letters (Hangul), which are non-Latin characters. If the Hangul letters 
have been learned, the next thing that lay people must learn is the Korean 
syllables, which are different from the Indonesian syllables. Because of the 
difficulty of learning Korean syllables, understanding a sentence needed a 
system to recognize Korean syllables. Therefore, in this study designing a 
system to acknowledge Korean syllables, the method used is Convolutional 
Neural Network with VGG architecture. The system performs the process of 
detecting Korean syllables based on models that have been trained using 72 
syllable classes. The tests on 72 Korean syllable classes obtain an average 
accuracy of 96%, an average precision value of 96%, an average recall value 
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Korean culture, commonly known as Hallyu, began to spread in East Asian countries, Southeast Asia, 
and even worldwide. One of the Southeast Asian countries affected by this Korean cultural phenomenon in 
Indonesia. Korean culture itself is known in Indonesia, such as dramas, boy bands (male music groups), girl 
groups (female music groups), traditional clothes and clothing styles, food and drinks, which are the favorites 
of Indonesian people today [1]. 
The Korean language also has its characteristics. The distinctive feature of Korean writing is in the 
language writing system, also known as Hangul. Hangul does not have Latin writing like Indonesian and only 
in characters (such as 응 which reads yes or eung). Based on the shape of the characters and the way of writing, 
the Hangul vowel is divided into two groups, namely the standing vowel (vertical) and the sitting vowel 
(horizontal). The writing method in one syllable is written to the right side (vertical) ㄴ + ㅏ = 나 and the writing 
method in one syllable is written downward (horizontally) ㅁ + ㅗ = 모. And for beginners who want to learn 
Korean, after learning vowels and consonants, the next thing that must be learned is Korean syllables. 
This study designed a system to recognize syllables in Korean using deep learning technology using 
a Convolutional Neural Network (CNN). Deep Learning is one of the areas of Machine Learning that utilizes 
artificial neural networks to implement problems with large datasets. Deep Learning has two of the most 
popular methods used, specifically Convolutional Neural Network (CNN) and Recurrent Neural Network 
(RNN). CNN is commonly used in image-related processes. CNN has several types of layers that can be used, 
namely subsampling layer, convolutional layer, loss layer, and fully connected layer. CNN also has several 
architectures, including AlexNet, GoogleNet, VGG, and others. [2] 
ImageNet Large Scale Visual Recognition Challenge (ILSVRC) is an annual competition held by the 
ImageNet organization that competes for classifications based on image data available on ImageNet. Every 
year, various types of CNN architectures become state-of-the-art for classification problems with 1000 classes. 
With AlexNet as the winner in 2012, ZF Net in 2013, GoogleNet as the first winner,VGG as the second winner 
 





in 2014, and ResNet in 2015 [3]. Based on previous research conducted [4], monitoring of Hangul letters using 
Convolutional Neural Network by comparing the performance of AlexNet architecture and GoogleNet 
architecture. The success rate obtained in classifying Hangul letters is 90.12% using the AlexNet architecture 
and 89.14% using the GoogleNet architecture. 
Another study has compared the prediction process of the internal work mechanisms of the AlexNet 
and VGG architectures through analysis of visual information stored in various layers. This research was 
conducted by [5], that the VGG architecture has better representation capabilities and can remove unnecessary 
background information than the AlexNet architecture, which stores unrelated background information that 
interferes with the final prediction on the last layer. 
From the two previous studies, the Visual Geometry Group (VGG) architecture was taken based on 
the research conducted [5], whether the VGG architecture still produces good performance with different 
parameters and subjects, bringing the subject of research [4] in the form of Hangul letters. 
Therefore, based on the literature review and the background of the problem, in this study, the CNN 
architecture used to recognize Korean syllables is the VGG architecture. This study aims to measure 
architectural performance by calculating the value of accuracy, precision, recall, and F1 score to detect Korean 
syllables based on image text. 
 
2. METHOD  
This system development stage implements the agile system development method [6]. This method 
was chosen to make the system creation process more orderly and controlled according to the schedule. The 
stage carried out in this development is analysis, system development, system testing stage, and program 
maintenance stage. 
 
2.1.  General Design 
The system built in this study is described in Figure 1, and shows how the whole system works simply. 
 
Figure 1. General System Block Diagram 
 
The system built is a syllable identification system in Korean consisting of several steps, specifically 
the training process and testing process. In the training process, a new model was created with better 
recognition capabilities based on the VGG architecture of the Hangul image file dataset that has been 
augmented. 
In the syllable identification process, the initial stage is pre-processing by resizing the input image to 
224x224. Several architectures carry out the image resolution used to classify ImageNet, especially for the 
VGG architecture. Graph files and labels generated from the training data process will be entered into the 
system to recognize syllables properly. If the syllable recognition process is successful, the resulting output 
will be the detection result of Korean syllables. 
 
2.2. Training Data Collection Process 
The training data obtained is a syllable image obtained from the Naver website. From the Naver 
website, training data is received in image text types for Korean syllables. 
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Table 1. Table 72 Classes of Korean Syllables 
No Class No Class No Class No Class No Class No Class No Class No Class 




28 Hi (히) 37 Ji (지) 46 Li (리) 55 Mo 
(모) 








































































































This study uses 30 fonts that have been downloaded on the Naver website. The overall training image 
used is 2160, with the total number of classes used are 72 classes. 
 
2.3.  Pre-processing 
There is a pre-processing process in the training and testing process, along with a pre-processing 
flowchart shown in Figure 2. 
 
Figure 2. Pre-processing Flowchart 
 
Furthermore, it is explained how the system that has been made on the flowchart works as follows: 
 





1. RGB Image Detection. 
2. Grayscaling. This stage is the initial process in the image pre-processing process. At this stage the input 
image is converted into a grayscale image using Equation 1 [7] so that the image has an intensity of gray pixel 
values (0 -255). 
𝐺𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 =  0.21 ∗ 𝑅 +  0.72 ∗ 𝐺 +  0.07 ∗ 𝐵     (1) 
Where R is the intensity of the pixel is red, G is the intensity of the pixel in green, and B is the intensity 
of the pixel in blue. In order to perform the grayscale calculation phase, an input image is required. Assume 
that the input image is class Ba which can be seen in Figure 3, and is given a calculation case study by sampling 
an image size 10x10 from its original size, as in Table 2. 
 
Figure 3. Image of the Ba Syllable [8] 
 














































































































































































































































































































In Table 2 the coordinates (0,0) have a pixel value of R = 184, G = 184, B = 184. By using Equation 
1, the results of the grayscale image calculation are as follows: 
Pixel count (0.0) : 
Grayscale = 0,21 * 184 + 0,72 * 184 + 0.07 * 184  
Grayscale = 38,64 + 132,48 + 12,88 
Grayscale = 184 
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The calculation process is carried out up to coordinates (10,10), resulting in a grayscale image with 
grayscale pixel values, as shown in Figure 4. 
 
Figure 4. Grayscale Image Matrix 
 
3. Resizing. This stage is done by changing the size of the test image according to the training data, which is 
96x96 pixels. 
 
2.4.  VGG Process 
The results of the pre-processing process are then processed in the VGG architecture. VGG Network 
is a CNN architecture designed by [9]. This architecture was created to participate in the 2014 ImageNet 
Challenge competition and successfully achieved top localization and classification rankings. The input used 
is an RGB image measuring 224 × 224 pixels. There are two types of Convolutional layers used in this 
architecture, specifically the Convolutional Layer with a filter size of 3x3 (conv3) and a filter size of 1x1 
(conv1). There are various sizes of Convolutional Layer used, specifically 64x64, 128x128, 256x256, and 
512x512. 
VGG-16 consists of 13 Convolution Layer, 5 Maxpooling Layer, and 3 Dense Layers, which produces 
21 but only 16 weight layers [9]. Figure 5 shows a flowchart of the VGG-16 architecture. The training process 
was carried out with three different epochs, which are 10, 50, and 100. 
 
Figure 5. VGG-16 Architecture Flowchart 
 
 





Furthermore, it is explained how the system that has been made on the flowchart works as follows: 
1. Enter the image of Korean syllables that have gone through the pre-processing process. 
2. The convolution process is carried out on the image of the Korean syllable against the kernel to get features 
or filters on the image. The first group starts with 64 filters. As in the case of grayscale in the Preprocessing 
chapter, the results of the class Ba matrix with a 10x10 matrix are taken and shown in Figure 4. A zero padding 
process is carried out from the matrix by adding a value of 0 on each side of the matrix. In Figure 6, the matrix 
of the results of the zero padding is shown. 
 
Figure 6. Zero Padding Result Matrix 
 
The convolution process is carried out using the 3x3 kernel, as shown in Figure 7. 
 
Figure 7. 3x3 Matrix 
 
To find out the results of the convolution operation, here are the steps to multiply the convolution 
process between the 10x10 matrix in Figure 6 with the 3x3 filter in Figure 7 : 
a) To get the value in row 1 column 1 in Figure 11, add (0 * 0) + (0 * -1) + (0 * 0) + (0 * -1) + (184 * 4) + (250 
* -1 ) + (0 * 0) + (215 * -1) + (255 * 0) = 271. This process is shown in Figure 8. The red box in Figure 8 is 
multiplied against the 3x3 filter next to it. 
 
Figure 8. Illustration of Convolution Process Step 1 
 
b) To get the value in row 1 column 2 in Figure 11, add (0 * 0) + (0 * -1) + (0 * 0) + (250 * -1) + (247 * 4) + 
(255 * -1) + (255 * 0) + (255 * -1) + (240 * 0) = 336. This calculation process is shown in Figure 9. The red 
square in Figure 9 is multiplied by the 3x3 matrix next to it. When compared with Figure 8, it can be seen that 
a red box shift of 2 strides or 2 columns on the 10x10 matrix. [10] 
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Figure 9. Illustration of Convolution Process Step 2 
 
c) To get the values in row 1 of column 3, 4, 5 and 6, do the same with step 2 with a shift of 2 strides. 
d) To get the matrix value on row 2 column 1 in Figure 11, add (0 * 0) + (215 * -1) + (255 * 0) + (0 * -1) + 
(247 * 4) + (255 * -1) + (0 * 0) + (255 * -1) + (250 * 0) = 371. This calculation process is shown in Figure 10. 
The red square in Figure 10 is multiplied by the adjacent 3x3 matrix. If it is compared with Figure 9, it can be 
seen that 2 strides of the red box are shifting down on the 10x10 matrix. 
 
Figure 10. Illustration of Convolution Process Step 3 
 
e) To get the value in row 2, columns 2, 3, 4, 5, and 6, shift two strides to the last position of the red box in 
Figure 12, as done in step 2. 
f) To get the values in rows 3 and 4, do as in steps 4 and 5. 
g) The result of the 10x10 matrix convolution process against a 3x3 filter of 2 strides produces a 6x6 matrix 
output as in Figure 11. 
 
Figure 11. Matrix of Convolution Operation Results with a 3x3 Filter of 2 strides 
 
3. The activation function uses ReLU or Rectified Linear Unit, which is the activation layer on CNN by 
applying the function f (x) = max (0, x), if x ≤ 0 then x = 0 and if x> 0 then x = x. This process is carried out 
for thresholding with a zero value against the pixel value in the image input [11]. The ReLU activation process 
is carried out on each matrix element from the results of the 10x10 matrix convolution process shown in Figure 
11 to produce the matrix in Figure 12. 
 
Figure 12. ReLu Operation Result Matrix 
 





4. Reducing the size of the matrix that has been obtained during convolution by using max pooling [12] by 
taking a maximum value of 2x2 2 strides is carried out on the matrix of Figure 12, which is shown in Figure 
13 by taking the largest value in each red box. 
 
Figure 13. Max Pooling Operation 
 
The results of the max pooling operation are shown in Figure 14. 
 
Figure 14. Result of Max Pooling Operation 
 
5. The convolution process in the second group starts with 128 filters using a 3x3 size. This process is carried 
out twice. The calculation process is the same as in point 2. b. 
6. The activation function uses ReLU. The calculation process is the same as point 2.c. 
7. Reducing the size of the matrix by using max-pooling of 2x2. The calculation process is the same as in point 
2.d. 
8. The convolution process in the third group begins with the number of filters 256 using a size of 3x3. This 
process is carried out twice. The calculation process is the same as in point 2.b. 
9. The activation function uses ReLU. The calculation process is the same as in point 2.c. 
10. Reducing the size of the matrix by using max-pooling of 2x2. The calculation process is the same as in 
point 2.d. 
11. The convolution process in the fourth and fifth groups begins with the number of filters 512 using a size of 
3x3. This process was carried out twice in the fourth and fifth groups. The calculation process is the same as 
in point 2.b. 
12. The activation function uses ReLU. The calculation process is the same as in point 2.c. 
13. Reducing the size of the matrix by using max-pooling of 2x2. The calculation process is the same as in 
point 2.d. 
14. After the Korean syllable image passes feature extraction, the fully connected layer [13] process is carried 
out. The reduced image at max pooling is converted into one dimension resulting in a map feature. The process 
of matching test data to training data is carried out so that the data can be classified linearly with the 
classification process that occurs. The image is converted into a vector measuring 4096 × 1. This process is 
carried out again after activating ReLu again. 
15. After the fully connected 4096 processes and the second ReLu activation, the final fully connected layer 
process is carried out by converting the image into 1000 × 1 vector. 
16. Activate Softmax [14] to handle multiclass classification cases because usually the output layer has more 
than one neuron. In this softmax section, an image classification process is carried out on the label of the 
Korean syllable, where the probability calculation of the similarity of the test image and the training image is 
carried out. The Softmax function is able to convert log [2.0, 1.0, 0.1] into probability [0.7, 0.2, 0.1], and the 
probability is 1. 
17. Identified Korean syllables. 
 
3. RESULTS AND DISCUSSION  
3.1.  Testing Training Set 
Training set testing is done by separating the dataset with a ratio of 80:20, where 80% is for the train 
image and 20% is for the validation image. Validation Set or Validation Image is a set of data used to train 
artificial intelligence (AI) to find and optimize the best model to solve a given problem. The training process 
is carried out with epoch, learning rate, batch size, image dimensions, and different optimizers. What is 
measured for this study is the shape of the Hangul letter, epoch, learning rate, batch size, image dimensions, 
and the optimizer.  
For case (I), the training process is carried out as many as 100 epochs with a period of about 1382s 
every epoch, and in one epoch, it reaches 720 steps, so that it takes three days for the training process. With 
Adam's optimizer, the batch size is 32, the learning rate is 1e-3 (0.001) and the dimensions of Figure (96, 96, 
3). From the training results obtained using VGG, the loss and accuracy values are obtained. The loss value is 
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used to compare and measure the prediction results and estimate errors. The accuracy percentage the case 1 is 
97%, val accuracy 98%, loss as much as 8%, val loss is 3%, and a span of 2 seconds to perform each step. 
For case (II), the training process is carried out as many as ten epochs with a period of about 184s 
every epoch, and in one epoch, it reaches 360 steps. With the RMSProp optimizer, the batch size is 64. The 
learning rate is 1e-1 (0.1) and the dimensions of Images (32, 32, 3). The accuracy percentage for case II is 68%, 
val accuracy 79%, loss 1.11, val loss 2.57 and a period of 511 ms to perform each step. 
For case (III), the training process was carried out as many as 50 epochs with a period of about 323s 
every epoch, and in one epoch it reached 180 steps. With the Adagrad optimizer, the batch size is 128, learning 
rate 1e-2 (0.01) and Image dimensions (64, 64, 3). The accuracy percentage for case III is 91%, Val accuracy 
as much as 96%, loss as much as 29%, val loss as much as 13%, and a period of 2 seconds to perform each 
step. 
For the case study (IV) the training process is carried out as many as 10 epochs with a period of about 
154s every epoch and in one epoch it reaches 360 steps. With the SGD optimizer, the batch size is 64, the 
learning rate is 1e-4 (0.0001), and the dimensions of Images (32, 32, 3). The percentage for case IV is the 
accuracy of 0.02, val accuracy of 0.03, loss of 5.67, val loss of 4.30, and a span of 428ms to perform each step. 
 
3.2.  System Performance Testing 
Measure the system's work and test by calculating the value of accuracy, precision, recall,nd F1 score 
[15]. The system can recognize the syllables obtained using the equation for the accuracy, precision, recall, 
and F1 score. 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑦 =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁








𝑥 100%                            (4) 
𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 
(𝑃𝑟𝑒𝑠𝑖𝑠𝑖 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)
(𝑃𝑟𝑒𝑠𝑖𝑠𝑖+𝑅𝑒𝑐𝑎𝑙𝑙)
                           (5) 
Where : 
TP (True Positive), namely the number of positive data classified correctly by the system. 
TN (True Negative), which is the amount of negative data that is classified correctly by the system. 
FN (False Negative), which is the amount of negative data but is classified incorrectly by the system. 
FP (False Positive), which is the number of positive data but is classified incorrectly by the system. 
 
After getting the accuracy, precision, recall, and F1 score, what needs to be done is to calculate the 




                           (6) 
Where : 
?̅? ̅ is the calculated average. 
𝑥1, 𝑥2 … 𝑥𝑛 is the amount of data. 
n is total of data. 
 
3.2.  Testing Analysis 
In the testing process, tested 72 classes shown in table 1, where the tests were carried out to produce 
accuracy, precision, recall, and F1 score. From the 4 cases, the total mean value for accuracy using Equation 
2, precision using Equation 3, recall using Equation 4, and F1 score using Equation 5 was sought using 
Equation 6. From this equation, for the case, I obtained an average value of total accuracy of 96%, an average 
value of total precision of 96%, an average value of total recall of 100%, and a total value of an F1 score of 
98%. For case II, it was obtained an average total accuracy value of 84%, an average total precision value of 
84%, an average total recall value of 100%, and a total value of an F1 score of 91%. For case III, the mean 
value of total accuracy is 93%, the average value of total precision is 93%, the average value of total recall is 
100%, and the total value of the F1 score is 96. For case IV, the mean value is obtained. The average total 










Table 3. System Performance Testing Table 
No Testing 
Result 
Case I     Case II Case III Case IV 
1 Accuracy 96% 84% 93% 4% 
2 Precision 96% 84% 93% 4% 
3 Recall 100% 100% 100% 44% 
4 F1 Score 98% 91% 96% 7% 
Based on the four cases, the case (I) with Adam's optimizer, a batch size of 32, a learning rate of 1e-
3 (0.001) and the dimensions of Image (96, 96, 3) resulted in a greater average value than the 3 cases. The 
remaining percentage of failure is obtained because some syllables cannot be converted according to their 
respective labels because the type and size of the syllables used as input are different from the template. On 
the other hand, the lack of training data representing the same syllables causes some syllables to be converted 
into the wrong label. 
 
4. CONCLUSION 
The conclusion that can be drawn from this research is based on testing on four cases, implementing 
the Convolutional Neural Network method using the VGG-16 architecture with Adam's optimizer, batch size 
of 32, learning rate 1e-3, and image dimensions (96, 96, 3). The percentage is quite good, with an average 
value of total accuracy of 96%, an average value of total precision of 96%, an average value of total recall of 
100%, and a total value of an F1 score of 98%. Of the 72 classes, almost all have a match with the existing 
data. There is no underfitting or overfitting due to the balanced condition between testing data tests and training 
testing. 
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