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1. Introduction
Let R be a one-dimensional Noetherian reduced commutative ring whose normalization
R is a finitely generated R-module. In [10] and [11], R. Wiegand and S. Wiegand studied
the question whether
M ⊕L ∼= N ⊕L ⇒ M ∼= N, (1)
where M , N and L are finitely generated torsion-free R-modules. Their key idea was
to associate a certain invariant—the so-called delta group—to a given finitely generated
torsion-free R-module M . From this group one can easily read off whether or not (1) holds
for all finitely generated torsion-free R-modules N and L. Only recently the concept of
delta groups was successfully extended to arbitrary finitely generated R-modules, see [3].
The crucial idea was to represent a given finitely generated R-module M as pullback:
M R ⊗R M
S−1R ⊗R M S−1R ⊗R M
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are the natural ones. The advantage of this approach is that one can mostly work with
the module S−1R ⊗R M over the one-dimensional semilocal ring S−1R. Indeed, the delta
group of M is defined as the set of determinants of all S−1R-automorphisms of S−1R ⊗R
M (for the precise definition of determinants in this context see Section 2). The delta group
of M forms a subgroup of the group of units of S−1R, and we denote it by ∆S−1R(S−1M).
If R is a domain and M is not a torsion module, then [3, Corollary 4.4] reduces to the
following statement: (1) holds for all finitely generated R-modules N and L if and only if
∆S−1R
(
S−1M
) ·R× = (S−1R)×.
(We denote by Λ× the group of units of a ring Λ.)
A major problem that motivated the investigations in [3] was the following question:
Does torsion-free cancellation (i.e., (1) holds for all finitely generated torsion-free R-mo-
dules M , N and L) imply mixed cancellation (i.e., (1) holds for all finitely generated
R-modules M , N and L)? It turned out that there exist rings R for which this question has
a negative answer, e.g., the real quadratic order Z[17(1 + √17)/2] (cf. [3, Example 6.20]).
So far, only for a very small class of commutative rings besides Dedekind domains and
local Noetherian rings is it known that mixed cancellation holds. Among these rings are
certain Dedekind-like rings (cf. Definitions 5.2 and 5.3). Suppose that R is Dedekind-like
and that the residue class field of every singular maximal ideals of R is finite. Then R has
mixed cancellation if and only if R has torsion-free cancellation. The proof of this fact in
[3, Corollary 6.11] heavily depends on results of L. Klingler and L.S. Levy who classified
in a remarkable series of papers [4,5] and [6] all finitely generated modules over Dedekind-
like rings. If R is semilocal but not Dedekind-like, the difficulties of understanding the
structure of delta groups of finitely generated R-modules arise mainly from the fact that
only very little is known about indecomposable R-modules and their endomorphism rings.
In particular, one does not know how “small” delta groups may become. In this note we
provide a partial solution for the problem of the “size” of delta groups. Let f denote the
conductor of R. To simplify notation assume that R is a domain and let M be a finitely
generated R-module which is not a torsion module. We prove (cf. Theorem 3.4) that 1 +
(S−1f)2 is contained in the delta group of M . If all ideals of R are generated by at most
two elements, then even 1 + S−1f is contained in the delta group of M . Assume again that
R is just reduced. As an immediate consequence of our result it follows that the set
{
∆S−1R
(
S−1M
) ∣∣M is a finitely generated R-module}
of delta groups is finite whenever the residue class fields of all singular maximal ideals of
R are finite (e.g., if R is an order in an algebraic number field). Furthermore, we show that
if all ideals of R are 2-generated and the natural map R× → (R/f)× is surjective, then R
has mixed cancellation. As an application of these results we prove in Section 5 that for
orders in negative quadratic number fields torsion-free cancellation and mixed cancellation
are equivalent (in contrast to the case of real quadratic orders, see the above example).
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We denote the total quotient ring of a commutative ring T byQ(T ). The integral closure
of T inQ(T ) is denoted by T . For a T -module M we denote by M tor the kernel of the nat-
ural homomorphism M →Q(T ) ⊗T M . We call M a torsion-free module (respectively a
torsion module) if M tor = 0 (respectively M tor = M).
Let R be a commutative one-dimensional reduced Noetherian semilocal ring with finite
normalization R and conductor f = (R : R) = {f ∈ R | fR ⊆ R}. Suppose furthermore that
f is contained in every maximal ideal of R. If p1, . . . ,ps are the minimal prime ideals of R,
thenQ(R) = K1 ×· · ·×Ks , where Ki =Q(R/pi ), and R = D1 ×· · ·×Ds , where Di is the
integral closure of R/pi in Ki . Let M be a finitely generated R-module. Then V = R⊗RM
has a canonical decomposition V = V1 × · · · × Vs , where each Vi is a finitely generated
module over the principal ideal domain Di . Let J be the set of indices j (1  j  s) for
which Vj is not a torsion module. Given an element ε = (ε1, . . . , εs) ∈ R×, we define a
new element ε|M ∈ R× by letting the j th coordinate of ε|M be εj if j ∈ J and 1 if j /∈ J .
For a subset E ⊆ R× we set E|M = {ε|M | ε ∈ E}.
Let φ be an R-endomorphism of M . Since Vi/V tori is a torsion-free Di -module and Di
is a principal ideal domain, Vi/V tori is a free Di -module. Let υi denote the Di -endomor-
phism of Vi/V tori induced by idR ⊗ φ. Then the determinant of φ is defined as the tuple
(det(υ1), . . . ,det(υs)) ∈ R×, where “det” in this expression denotes the ordinary determi-
nant of an endomorphism of a free module. By convention, detυi = 1 if Vi/V tori = 0.
We now recall the definition of the delta group of M (see [3, Definition 4.1 and Eq. (9)]).
It is defined as the set
∆(M) = ∆R(M) =
{
det(φ)
∣∣ φ ∈ AutR(M)}⊆ R×|M.
For further use we recall [3, Proposition 4.6]:
Proposition 2.1. There exists some positive integer n (which may depend on M) such that
(1 + fn)|M ⊆ ∆(M).
3. Proof of the main theorem
Throughout this section we assume that R is a one-dimensional reduced commutative
Noetherian ring with finite normalization R and conductor f = (R : R). If p1, . . . ,ps are
the minimal prime ideals of R and M is a finitely generated R-module, then the s-tuple
(dimRp1 (Mp1), . . . ,dimRps (Mps )) of non-negative integers is called the torsion-free rank
of M . We say that M has constant rank r if r = dimRp1 (Mp1) = · · · = dimRps (Mps ).
We start with the following Lemma, which is adapted from [1, Theorem 29.4].
Lemma 3.1. Suppose L is a finitely generated torsion-free R-module. Then f annihilates
Ext1 (L,N) for every finitely generated R-module N .R
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0 → X i→ P → L → 0
with P = R(k) be a presentation of L, where i :X → P is the inclusion map. Since
Ext1R(L,N) =
HomR(X,N)
i∗(HomR(P,N))
,
it suffices to show that fφ lies in the image of i∗ for all φ ∈ HomR(X,N) and f ∈ f.
Thus let φ ∈ HomR(X,N) and f ∈ f. Put P ′ = RP = R(k) ⊆ K(k) and let X′ = KX ∩ P ′.
An easy computation shows that P ′/X′ is a torsion-free, whence projective R-module.
Therefore the sequence
0 → X′ ⊆−→ P ′ → P ′/X′ → 0
is split exact, and there exists some j ∈ HomR(P ′,X′) whose restriction to X′ is the iden-
tity. Since L = P/X is torsion-free (by assumption), we have X = KX ∩ P . Thus we
obtain
fX′ ⊆ f (KX ∩ P ′)⊆ KX ∩ fP ′ ⊆ KX ∩ P = X,
and we can define a homomorphism φ′ ∈ HomR(X′,N) by setting φ′(x ′) = φ(f x ′) for all
x ′ ∈ X′. Put g = φ′j |P ∈ HomR(P,N). Then gi = fφ and the proof is complete. 
The next step is to prove our main result in the case where R is complete. Then we show
that the result carries over from the completion of R to R.
Proposition 3.2. Suppose that R is semilocal and complete and that f is contained in every
maximal ideal of R. Then
(
1 + f2)|M ⊆ ∆(M)
for every finitely generated R-module M .
Supplement: Suppose that M is a finitely generated R-module such that M/M tor has an
R-ideal I as a direct summand. Then we have
(1 + f)|I ⊆ ∆(M).
Proof. Since R is complete, it is isomorphic to the direct product of all localizations at
maximal ideals. To prove the main statement as well as the supplement we may therefore
assume without loss of generality that R is local. Let K denote the total quotient ring of R.
Then K = K1 × · · · × Ks with fields Ki , and R = D1 × · · · × Ds , where each Di ⊆ Ki
is a discrete valuation domain with quotient field Ki . Let M be a finitely generated R-
module with torsion-free rank (r1, . . . , rs) ∈ Ns . Our next goal is to reduce the proof of0
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immediately from [3, Proposition 4.8] that it is enough to prove it for indecomposable
modules. To see this for the supplement suppose that M = M1 ⊕ · · · ⊕Mn with indecom-
posable modules Mi . Assume M/M tor ∼= I ⊕Q with an ideal I and an R-module Q. Since
R is complete it has the Krull–Schmidt property, that is, every finitely generated R-module
is a unique direct sum of indecomposable R-modules. Hence there exist decompositions
Mi/M
tor
i
∼= Ii ⊕ Qi such that I1 ⊕ · · · ⊕ In ∼= I and Q1 ⊕ · · · ⊕ Qn ∼= Q. Assume now
that the assertion of the supplement holds for each Mi . Using [3, Proposition 4.8], we then
obtain ∆(M) = ∆(M1) · · ·∆(Mn) ⊇ (1 + f)|I1 · · · (1 + f)|In = (1 + f)|I . For the rest of
the proof we may hence suppose that M is indecomposable. Furthermore, it is harmless to
assume that M is not a torsion module (otherwise R×|M is trivial and M/M tor = 0). With
these assumptions the ring Λ = EndR(M) is local in the non-commutative sense (see for
instance [9, Lemma 13]), and Λ is not an R-torsion module.
To make notation simpler set M# = M/M tor. Put Φ = EndR(M#) and let ψ :Λ → Φ
be the natural homomorphism (reduction modulo torsion). Clearly, ker(ψ) is the R-torsion
submodule of Λ. Since Λ is local and ker(ψ) is a proper two-sided ideal of Λ, ker(ψ)
is contained in the Jacobson radical of Λ. Put Ω = Λ/ker(ψ) and suppose that ϕ ∈ Λ.
By the definition of the determinant, we see that it is still well defined on the residue class
ϕ+ker(ψ) ∈ Ω . Furthermore, since ker(ψ) is contained in the unique maximal ideal of Λ,
every unit of Ω lifts to a unit of Λ. Hence we have
∆(M) = {det(ω) | ω ∈ Ω×}⊆ R×.
Put Γ = EndR(RM#), where M# is regarded as a submodule of K ⊗R M . We clearly
have natural embeddings Ω ⊆ Φ ⊆ Γ ⊆ EndK(K ⊗R M). Since the ith component of
RM# is a free Di -module, we may assume that
Γ = Mr1(D1)× · · · ×Mrs (Ds) ⊆ EndK(K ⊗R M) = Mr1(K1) × · · · × Mrs (Ks),
where (r1, . . . , rs) is the rank of M . Our next goal is to show that f2Γ ⊆ Ω . To this end,
we use an argument similar to that in the proof of [2, Proposition 4.2]. From Lemma 3.1
it follows that fExt1R(M
#,M tor) = 0. The long Hom-Ext sequence in the second variable
yields
0 → HomR
(
M#,M tor
)→ HomR(M#,M) α→ HomR(M#,M#)→ Ext1R(M#,M tor),
and we see that im(α) ⊇ fΦ . Since fR ⊆ R, we have fΓ ⊆ Φ . If we put these things
together, we obtain
Ω = im(ψ) ⊇ im(α) ⊇ fΦ ⊇ f2Γ. (2)
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contained in Di . Define ω = ω1 × · · · ×ωs ∈ Γ by
ωi =


1 0 . . . 0
0 0
. . .
...
...
. . .
. . . 0
0 · · · 0 0

 ∈ Mri (Di)
if ri > 0, and ωi = 0 if ri = 0. From (2) we see that idΩ + fω ∈ Ω×. Thus 1 + f =
det(idΩ + fω) ∈ ∆(M).
To prove the supplement assume that M# = M/M tor ∼= I ⊕ Q with an ideal I and
an R-module Q. Let (l1, . . . , lr ) ∈ {0,1}s be the torsion-free rank of I , and let χ be the
R-endomorphism of M# which is the identity on I and zero on Q. Clearly, idR ⊗ χ =
χ1 × · · · × χs , where
χi =


1 0 . . . 0
0 0
. . .
...
...
. . .
. . . 0
0 · · · 0 0

 ∈ Mri (Di)
if li = 1, and χi = 0 if li = 0. Let f ∈ f with (1 + f )|I = (1 + f ). From the inclusion
fΦ ⊆ Ω in (2) we see that idΩ + fχ ∈ Ω×. Hence 1 + f = det(idΩ + f χ) ∈ ∆(M). 
Suppose now that R is semilocal and not complete. Then its completion R̂ is reduced
with finite normalization (see for instance [7, Theorem 10.2]). Furthermore, the integral
closure of R̂ naturally coincides with the completion of R. We can see this as follows: Since
every non-zerodivisor of R is a non-zerodivisor of R̂, we have a natural injectionQ(R) →
Q(R̂). Thus we obtain a natural embedding R → R̂. Since R is a finitely generated R-mo-
dule, we can identify R̂ with the R̂-submodule of R̂ generated by R. Therefore we have an
embedding R̂ → R̂. It is now enough to prove that R is analytically normal, that is, R̂ is
integrally closed. But this holds since R̂ is a finite product of discrete valuation domains.
It now follows from [8, Theorem 18.1] that R̂f = fˆ = (R̂ : R̂), the conductor of R̂.
Lemma 3.3. Suppose that R is semilocal and that f is contained in every maximal ideal
of R. Let M be a finitely generated R-module. Then
(
1 + fˆk)|N̂ ⊆ ∆R̂(M̂) ⇒ (1 + fk)|N ⊆ ∆R(M)
for all finitely generated R-modules N and k  1.
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fˆk)|N̂ ⊆ ∆R̂(M̂). Let ε ∈ (1 + fk)|N . Since (1 + fk)|N ⊆ (1 + fˆk)|N̂ , there exists φˆ ∈
AutR̂(M̂) with det(φˆ) = ε. Note that the determinant function
det : EndR̂
(
M̂
)→ (R̂)×
is a continuous map. Choose, using Proposition 2.1, an integer l such that (1 + fl )|M ⊆
∆R(M). Since AutR(M) is dense in AutR̂(M̂), there exists φ ∈ AutR(M) with det(φˆ) −
det(φ) ∈ fˆl . Then ε = det(φ)− f , where f ∈ fˆl ∩R = fl (cf. [8, 18.4]). Now we write ε in
the form
ε = (det(φ))(1 − (det(φ))−1f ).
Note that ε|M = ε|M̂ = ε since ε is contained in the delta group of M̂ . Since det(φ)|M =
det(φ), we infer that (1 − (det(φ))−1f ) = (1 − (det(φ))−1f )|M . We hence see that (1 −
(det(φ))−1f ) ∈ (1 + fl )|M ⊆ ∆R(M). Thus ε is contained in the delta group of M . 
Theorem 3.4. Suppose that R is semilocal and that its conductor f is contained in every
maximal ideal of R. Then the following holds:
(i) If M is a finitely generated R-module, then
(
1 + f2)|M ⊆ ∆(M).
(ii) Suppose that M is a finitely generated R-module such that M/M tor has an R-ideal I
as a direct summand. Then
(1 + f)|I ⊆ ∆(M).
(iii) Suppose that every ideal of R is 2-generated. Then
(1 + f)|M ⊆ ∆(M)
for every finitely generated R-module M .
Proof. Assertions (i) and (ii) are immediate consequences of Proposition 3.2 and
Lemma 3.3. To prove (iii) it suffices to show that every finitely generated torsion-free
R-module L has an ideal I as a direct summand whose annihilator is equal to the annihi-
lator of L. But this follows from [10, Proposition 2.6]. 
Corollary 3.5. Suppose that R is semilocal and that f is contained in every maximal ideal
of R. Suppose furthermore that every residue class field of R is finite. Then the set
{
∆(M) | M is a finitely generated R-module}
is finite.
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Di , and f = f1 ×· · ·× fs , where each fi is a proper ideal of Di . If J is a subset of {1, . . . , s}
and x = (x1, . . . , xs) ∈ D1 × · · · × Ds , we write x|J for the element of R whose j th
component is xj if j ∈ J and 1 if j /∈ J . Note that we have natural isomorphisms
R
×/((1 + fl)|J )→ ∏
j∈{1,...,s}−J
D×j ×
∏
j∈J
(
Dj/f
l
j
)×
for all l  1. From the assumptions it follows that every Di/fli is finite. Thus, for fixed l
and J , there are only finitely many subgroups ∆ ⊆ R× with ∆|J = ∆ and (1 + fl )|J ⊆ ∆.
The corollary now follows from the theorem. 
4. A sufficient criterion for mixed cancellation
Throughout this section R denotes a commutative one-dimensional reduced Noetherian
ring with finite normalization R and conductor f = (R : R). We set S = R −⋃ M, where
M is the set of maximal ideals of R that contain f. The Picard group of R is denoted by
Pic(R).
We say that we can cancel from a finitely generated R-module M if M ⊕ L ∼= N ⊕ L
implies M ∼= N for all finitely generated R-modules N and L.
From [3, Corollary 4.4] we know that we can cancel from a finitely generated R-module
M if and only if
(
S−1R
)×|S−1M ⊆ ∆S−1R(S−1M) · im(R× → (S−1R)×). (3)
Proposition 4.1. If the natural map R× → (R/f2)× is surjective, then R has mixed can-
cellation. If every ideal of R is generated by two elements, then even the surjectivity of
R
× → (R/f)× implies mixed cancellation for R.
Proof. We have natural isomorphisms
(
R/f2
)× → (S−1R/S−1f2)× → (S−1R)×/(1 + S−1f2).
Hence the assumption yields
(
1 + S−1f2) · im(R× → (S−1R)×)= (S−1R)×.
Let M be a finitely generated R-module. By Theorem 3.4 we have ∆S−1R(S−1M) ⊇ (1 +
S−1f2)|S−1M . If we put these things together, we see that condition (3) is fulfilled. Hence
we can cancel from M . The second assertion of the proposition is proved the same way. 
Using the results of Section 3, we can prove the following theorem:
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ideal of R. Assume that the canonical homomorphism Pic(R) → Pic(R) is injective, and
let M be a finitely generated R-module with constant rank r > 0. If r and the exponent of
(R/f2)× are coprime, then we can cancel from M .
Proof. For an Abelian group G and d ∈ N we put G∧d = {gd | g ∈ G}. If G is finite and
d is coprime to the exponent of G, then an easy argument shows that G∧d = G.
Let R be as in the assumptions. Since the canonical map on the Picard groups is injec-
tive, we infer from the Mayer–Vietoris sequence
0 → R×/R× → (S−1R)×/(S−1R)× → Pic(R) → Pic(R)→ 0
that (S−1R)× · im(R× → (S−1R)×) = (S−1R)×. Let M be a finitely generated R-module
with constant rank r  1. Then ((S−1R)×)∧r is contained in ∆S−1R(S−1M). To see this,
let ε ∈ (S−1R)×. If φ ∈ AutS−1R(S−1M) is scalar multiplication with ε, then det(φ) = εr .
From Theorem 3.4 we know that 1 + S−1f2 ⊆ ∆S−1R(S−1M). Suppose now that r and
the exponent of (R/f2)× are coprime. Since (S−1R)×/(1 + S−1f2) ∼= (S−1R/S−1f2)× ∼=
(R/f2)×, we see that ∆S−1R(S−1M) ⊇ ((S−1R)×)∧r · (1 + S−1f2) = (S−1R)×. Thus
∆S−1R
(
S−1M
) · im(R× → (S−1R)×)= (S−1R)×,
whence we can cancel from M . 
Remark 4.3. Note that it is necessary to assume in Theorem 4.2 that Pic(R) → Pic(R)
is injective. If this condition on the Picard groups is not satisfied, then [10, Corollary 2.4]
implies that we cannot even cancel from R.
5. Mixed cancellation for negative quadratic orders
In this section our goal is to prove Theorem 5.1. In [10, Theorems 2.7 and 4.5] it was
shown that (2), (3) and (4) of Theorem 5.1 are equivalent.
Theorem 5.1. Let d < 0 be a square free integer and let R be a Z-order in Q(√d). Then
the following conditions are equivalent:
(1) R has mixed cancellation.
(2) R has torsion-free cancellation.
(3) The canonical homomorphism Pic(R) → Pic(R) is an isomorphism.
(4) Either R = R or R is one of the following rings:
(a) R = Z[√d], where d ≡ 1 mod 8.
(b) R = Z[2√−1].
(c) R = Z[√−3].
(d) R = Z[3(1 + √−3)/2].
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gler’s and Levy’s work (cf. [4,5] and [6]).
Definition 5.2 (Dedekind-like, local case). Let (T ,m, k) be a commutative Noetherian one-
dimensional reduced local ring. Then T is called Dedekind-like if the following conditions
are fulfilled:
(1) Either T is integrally closed or m is the conductor (T : T ).
(2) T is generated by at most two elements as a T -module, and either T /m ∼= k (in which
case T is integrally closed) or T /m ∼= k × k (in which case T is called split Dedekind-
like) or T /m is a field, separable of degree two over k (in which case T is called unsplit
Dedekind-like).
Definition 5.3 (Dedekind-like, global case). Suppose R is a ring which satisfies the condi-
tions at the beginning of Section 4. Then R is said to be Dedekind-like if Rm is Dedekind-
like for every maximal ideal m of R. The ring R is said to be split, respectively unsplit
Dedekind-like provided Rm is split, respectively unsplit Dedekind-like for every singular
maximal ideal of R.
Remark 5.4. Our definition of local Dedekind-like rings is consistent with that in [4, Defi-
nition 10.1], provided [4, Additional Hypothesis 10.2] is satisfied. In [4, Corollary 10.7] the
authors prove that a Noetherian ring is Dedekind-like if and only if it is locally Dedekind-
like. Thus, in contrast to Definition 5.3, global Dedekind-like rings in [4] do not necessarily
have finite normalization. Note that in the earlier paper [6] “Dedekind-like” means “split
Dedekind-like.”
In [3, Corollary 6.11] it was proved that a Dedekind-like order in an algebraic number
field has mixed cancellation if and only if it has torsion-free cancellation. It is easy to check
that the only non-Dedekind-like rings in (4) of Theorem 5.1 are Z[2√−1] and Z[3(1 +√−3)/2]. In order to prove Theorem 5.1, we hence must show that these two rings have
mixed cancellation. But this follows from Proposition 4.1 and the next easy lemma.
Lemma 5.5. Let R be the ring Z[2√−1] or Z[3(1 +√−3)/2]. Denote by f the conductor
of R. Then the natural homomorphism R× → (R/f)× is surjective.
Proof. Suppose first that R = Z[2√−1]. Then R = Z[√−1] and the conductor f of
R is generated by 2 as an R-ideal. The unit group of Z[√−1] is {±1,±√−1} and
R/f ∼= (Z/2Z)[τ ]/(τ 2 + 1), where √−1 is mapped to the residue class of τ by the nat-
ural homomorphism R → R/f. Hence we see immediately that the assertion is true for this
ring.
Suppose now that R = Z[3ω], where ω = (1 + √−3)/2. Then R = Z[ω], and the con-
ductor f of R is generated by 3 as an R-ideal. The unit group of R equals {±1,±ω,
±(1 − ω)} and R/f ∼= (Z/3Z)[τ ]/(τ 2 − τ + 1), where ω is mapped to the residue class of
τ by the natural homomorphism R → R/f. An easy computation completes the proof. 
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