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ABSTRACT
In this paper, we describe our submission to the predictive
web analytics Discovery Challenge at ECML/PKDD 2014.
The main goal of the challenge was to predict the number of
visitors of a web page 48 hours in the future after observing
this web page for an hour. An additional goal was to pre-
dict the number of times the URL appeared in a tweet on
Twitter and the number of times a Facebook message con-
taining the URL was liked. We present an analysis of the
time series data generated by the Chartbeat web analytics
engine, which was made available for this competition, and
the approach we used to predict page visits. Our model is
based on random forest regression and learned on a set of
features derived from the given time series data to capture
the expected amount of visits, rate of change and temporal
effect. Our approach won second place for predicting the
number of visitors and the number of Facebook likes, and
first place for predicting the number of tweets.
1. INTRODUCTION
Along with the increasing importance of visibility and im-
pact on the Internet, prediction of the popularity of online
content has become an important research topic. Interest
in this topic is fueled by prospects of better catering to
the user’s interests, and of increasing revenue by allowing
for more focused advertising. Besides predicting the popu-
larity of the actual content (e.g., news articles, blog posts,
YouTube videos), the problem can be broadened to predict-
ing the popularity on social media sites. Nowadays, content
is linked and discussed on sites such as Facebook and Twit-
ter, increasing its exposure and therefore in turn its popu-
larity. Understanding these interactions and also predicting
the popularity of an article on social media sites contributes
to the appeal of this research topic.
In the literature, a number of different approaches can be
found to tackle the problem. The most popular prediction
model is a linear regression model that predicts the logarith-
mically transformed future popularity from the popularity
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after an initial period of time [4, 11, 15, 19, 20]. These mod-
els also often incorporate features expressing the popularity
of the content on social media sites [14]. Alternatively, Lee
et al. use a model from survival analysis, not predicting the
exact visitor count, but instead the likelihood that a site
receives at least a certain number of visitors [13]. One can
also use a nearest neighbors like approach, where the predic-
tion happens based on matching similarly shaped time series
shaped time series [7]. Finally, besides time series data, the
content of a web page can also be used to predict its popu-
larity [12, 2]. Some authors do not focus on the exact visitor
count. For instance, Ahmed et al. use a dynamic cluster-
ing approach to predict the evolution of popularity of a web
page over time, and Kim et al. categorize articles into four
categories expressing their popularity [1, 11].
This paper takes the approach of learning a model to pre-
dict the popularity of a web page based on the evolution
of the number of page views. Additionally, we learn mod-
els for predicting the article’s popularity on Facebook and
Twitter. Our approach is based on random forest regression
and learned on a set of features derived from the given time
series data to capture the expected amount of visits, rate of
change and temporal effect. Specifically, we generate new
features by applying the Fourier transform on the time se-
ries data. While this transformation is best known for being
able to extract periodic trends from signals, our approach is
an illustration of how it is also able to capture meaningful
properties of non periodic signals.
2. DATASET AND TASK DESCRIPTION
The data consists of a collection of time series that was col-
lected by the real-time analytics engine Chartbeat. For each
of a set of hundred websites, a collection of 600 URLs was
monitored during 48 hours. Every five minutes, information
is collected about the number of visitors in that interval, the
number of times the URL appeared in a tweet on Twitter,
the number of times a Facebook message that contained the
URL was liked, and the average time a visitor was active on
the page. Additionally, the website’s ID, and the weekday
and hour the URL was posted is available.1 The prediction
task is defined as follows: Based on the time series data
from the first hour, predict for each URL the total number
of visitors, tweets, and likes after 48 hours. It was ensured
that each URL had at least ten visits.
1The time recorded is presumed to be server side time but
this was not explicitely stated in the original data descrip-
tion.
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Figure 1: The first three scatter plots show log1p(x1h)
versus log1p(x48h) with respectively x equal to visits,
twitter , and facebook . The last three scatter plots
show the log1p(visits48h) versus log1p(x1h).
For each of the hundred websites that were monitored, the
data from 300 URLs were fully disclosed to the participants.
This data was to be used for training and evaluation pur-
poses. The other 300 URLs were part of the secret test set;
only the data from the first hour was available. For these
URLs, three targets had to be predicted 48 hours in the fu-
ture: Total number of visitors, tweets, and likes. The error
of a solution is measured by the mean squared error (MSE)
of log1p(x) = log(x + 1), with x one of the three targets.
The participants are first ranked in terms of the MSE for
the number of visitors, so priority is given to this target.
3. EXPLORATORY DATA ANALYSIS
This section discusses the structure of the data as a motiva-
tion for the design choices made during the development of
the predictive model.
3.1 Transformation to log space
It has been demonstrated before that for online content,
a linear relationship exists between the log visitor counts
at two different moments in time [4, 19]. We investigate
whether this also holds for our problem. Note that in-
stead of the log transform, we use the log1p transform to
avoid the problem of zero counts. Figure 1a plots the log1p
(a) Website 31 (b) Website 49
(c) Website 69 (d) Website 76
Figure 2: The cumulative visitor count time series
for 30 random URLs from four different websites.
transform of the total number of visitors after one hour,
log1p(visits1h), versus the total number of visitors after
48 hours, log1p(visits48h). Similar scatter plots are con-
structed for the number of tweets and likes, shown in Fig-
ures 1b and 1c. For each target, we also computed the
Spearman rank correlation (shown below each plot). This
correlation coefficient can take values from -1 to 1, with val-
ues close to |1| indicating a strong correlation. We see that
indeed, for each of these variables, there is a linear rela-
tionship between the count after one hour and that after 48
hours. The correlation is highest (0.82) for the number of
tweets. This may explain why our random forest model has
the highest accuracy for predicting the number of tweets (see
Section 4.3). Finally, we observe that for log1p(visits48h)
with respectively log1p(twitter1h), log1p(facebook1h), and
log1p(time1h), the correlation is much lower.
3.2 Cumulative visitor count
Figure 2 shows the 48-hour cumulative time series for the
number of visits for 30 random URLs from four different
websites. The first hour after the URL was posted is indi-
cated by a vertical red line.
While these figures show just a small sample of URLs, the
plots nevertheless hint that the characteristics of the curves
may be different for each website. For instance, we observe
a difference in minimum and maximum number of visitors,
and in the spread of the final total visitor count. Addition-
ally, we observe a difference in the shapes of the curves. For
instance, in these samples, for websites 31, 49 and 76, many
curves saturate fairly quickly, after which the number of vis-
itors stagnates. Whereas for website 69, we observe ‘bumps’
in some of the growth curves. Such a bump can be caused for
instance by the website using a model were popular stories
are promoted to a front page, thus suddenly experiencing a
(a) (b)
Figure 3: (a) Scatter plot of log1p(visits48h) versus
posted hour and weekday, together with the mean
visitor count plotted in red. (b) Smoothed time se-
ries of the mean number of posted URLs.
surge in visitors because the URL gets more exposure [14].
Notice that, as these bumps occur after the 12th datapoint
(the boundary of the input data), the final visitor count will
probably be difficult to predict accurately for such cases.
3.3 Time dependence
Because the day and hour a URL was posted is known, we
investigate whether the time series for the visitor count ex-
hibits periodicity. Figure 3a shows a scatter plot of the log1p
of the total visitor count after 48 hours in function of the
day and time the URL was posted, together with the mean
number of visitors, indicated in red. A new day starts at
midnight and is indicated by a red vertical line; noon is indi-
cated by a black dotted line. We expected to find a trend in
the popularity of the URLs, with for instance URLs posted
at noon being much more popular than URLs posted at 4am
[19]. However, no significant periodicity was detected in this
signal that would indicate such a daily trend.
Another aspect is the number of URLs posted at each point
in time, shown in Figure 3b. In this case, a trend is observed,
which can be visualized using an exponential moving average
with a window size of 6 hours. We see that regardless of the
day, most URLs are posted somewhere during the evening,
and few URLs are posted before noon. Furthermore, we see
that most URLs are posted on Monday, and after that there
is a decreasing trend with the least number of URLs posted
on Friday.
These results suggest that most content providers are from
the same region, whereas the readers are from various re-
gions. However, when constructing the same plots for smaller,
random subsets of websites, we noticed periodicity in the
visitor count in some of the subsets. This indicates that
readers of a single website are in fact often from the same
region. Nevertheless, when the data from the different sites
is merged, the trends are obfuscated due to the presence
of time zones. As time could be an important predictive
feature, an easy solution to still incorporate it as a feature
could be to learn a separate model for each website.
3.4 Website statistics
The websites present in the data set exhibit a large variety in
the absolute number of visitors. This is shown in Figure 4 by
means of a box plots for log1p(visits48h) for a random sam-
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Figure 4: Box plots of log1p(visits48h) for a random
selection of 30 websites, ordered by increasing aver-
age visitor count.
ple of 30 websites, ordered according to the mean number of
visitors. The mean is indicated by a blue dot and the median
by a red line. The upper and lower limits of the box repre-
sent respectively the first and third quartile. The length of
the whiskers corresponds to 1.5 times the interquartile range
(IQR), and outliers are indicated individually by ‘+’.
Figure 4 shows some interesting differences between the web-
sites. First, we see that for websites with a small mean num-
ber of visitors, the median number of visitors is typically
smaller than the mean. This could suggest a left skewed
distribution where most URLs receive few visitors, and a
few URLs receive a large number of visitors. Oppositely, for
websites with a large mean number of visitors, the median is
typically larger than the mean. This could suggesting a right
skewed distribution. In fact, this is confirmed by Figure 5
showing the histograms of log1p(visits48h) of respectively
the website with (a) the smallest mean visitor count, and
(b) the largest mean visitor count. Second, we also notice a
difference in the spread of the visitor counts. For websites
with a small mean number of visitors, the spread is smaller
than for websites with a large mean number of visitors. This
is especially true for the visitor counts in the first quartile.
These observations show that the distributional properties
of the visitor count are different for each website, so that it
could be useful to learn a model for each website separately.
4. PREDICTION METHODOLOGY
4.1 Feature generation
Our model was trained on a dataset that consisted of four
types of features. First, for each of the four original time
series (visits, tweets, likes, and active time), we computed
the log1p of the sum of the counts for the first hour of data.
Second, we extracted information about the time the URL
was posted. Although our initial data analysis showed that
no periodic trend existed in the data for the 100 websites
overall, we also found that this is not necessarily true for the
individual websites. We therefore included the hour a URL
was posted as a feature. We divided the 24 hour interval into
four intervals: [0h,6h), [6h,12h), [12h,18h), and [18h,24h).
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Figure 5: Histograms of log1p(visits48h) of respec-
tively the website with (a) the smallest mean visitor
count, and with (b) the largest mean visitor count.
These intervals represent respectively night, morning, after-
noon, and evening. We did not discriminate on weekday, as
often, for a given website, there was no data available for
each weekday.
A third type of feature is derived from the Fourier transform
of the cumulative time series for visits. As an example, Fig-
ure 6 shows three cumulative visitor count curves (black),
together with their Fourier approximation based on the DC
component, the harmonic with the lowest frequency, and
its complex conjugate. The Fourier spectrum for the posi-
tive frequencies is shown below. These figures illustrate the
reason for choosing to model the cumulative visitor counts,
and not the original time series as is typically used to obtain
a periodogram [17]. Namely, we are not interested in brief
fluctuations of the visitor count, but in the growth character-
istics of the total visitor count, for instance, its slope. This
information is implicit in the Fourier spectrum. Compare
for instance, the Fourier spectrum of the second and the
third curve: the second curve has a large DC component,
with the other coefficients being small. The third curve, on
the contrary, has a ‘bump’, causing the coefficients of the
harmonic components to be larger than those of the second
curve.
Based on the Fourier transform, we generate three features
as follows. For each cumulative time series, we first compute
the moduli of the complex coefficients of the discrete Fourier
transform. Next, we keep the DC component of the Fourier
transform, the mean of the second to fourth coefficient, and
that of the fifth to the seventh coefficient.
Finally, in an effort to boost performance, we also included
the sum of two previously defined features, namely:
log1p(
∑
visits) + log1p(
∑
active time).
This feature has a high Spearman rank correlation coefficient
with respect to the visitor count (0.72), although we expect
it to be highly correlated with both log1p(
∑
visits) and
log1p(
∑
active time).
4.2 Conditional random forest
We considered three different approaches for learning a pre-
dictive model, based on different ways of splitting the data.
(1) Learning a single predictive model on the data from all
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Figure 6: Top: Cumulative 1 hour visitor count
(black), DC component of the Fourier transform
(red), Fourier series consisting of the DC, the 1st
harmonic, and its complex conjugate (blue). Bot-
tom: Frequency spectrum of the Fourier transform
of the the time series above.
the websites. (2) Learning a separate model for each web-
site. This is possible because the data in the secret test set
originates from the same websites as those in the training
set. (3) Combining the previous two approaches by first
learning a model on all of the data, after which the residu-
als of the predictions can be fitted for each site separately.
Experiments showed that the second approach was the most
successful, therefore, we focus on this strategy.
As a classifier we decided to use a random forest, which we
have extensive experience with. This model has shown to be
successful in various applications in the past [5, 6]. Further-
more, in several Kaggle competitions the top contribution
was based on random forests [3, 8, 16]. This model has the
advantages that good performance can be obtained without
much parameter tuning, and that results are interpretable
by investigating the trees or computing the variable impor-
tances [18].
Specifically, we chose the random forest based on conditional
inference trees from the R package ‘party’ [9, 10]. Tradi-
tional decision trees are first fully grown based on metrics
such as the Gini coefficient or information gain, after which
the tree is pruned to avoid overfitting. Conditional inference
trees instead use a statistical test for independence between
the predictors and the target to do variable selection, af-
ter which they again use statistical testing to decide on the
split. Furthermore, instead of pruning, a stopping criteria
is used. The advantage of this approach is that it avoids
overfitting and selection bias towards predictors with many
possible splits.
4.3 Results
To obtain the optimal model, we evaluated a range of con-
figurations on the fully disclosed training data set. Table 1
presents the results in terms of MSE(log1p(x48h)) for ap-
proach (2) discussed in Section 4.2. The performance of the
target RHO test set
MSE MSE
visits 0.76 0.99 (2nd place)
tweets 0.35 0.65 (1st place)
likes 1.5 1.38 (2nd place)
Table 1: Performance evaluation results for the
model
model was first evaluated with three times repeated hold-out
with random resampling (RHO), using respectively 2/3 and
1/3 of the data for the training and test sets. This process is
repeated for each of the 100 classifiers, after which the mean
squared errors are averaged. We also evaluated the model
on the secret test data, of which the score was eventually
used to rank the participants.
The results for repeated hold-out should be interpreted with
caution. We found that adding new features to the data
sometimes decreased the repeated hold-out error, but in-
creased the test set error. Especially, for the modeling of
each site separately, we suspect that the model was over-
fitting because of the small size of the training sets (200
instances). This means that the performance estimated by
repeated hold-out was not always a good indicator for the
performance of the model on the secret test data.
To interpret our model, we randomly selected one train/test
split to compute variable importances of the features [18].
Because we learned a classifier for each website separately,
this results in 100 variable importances. We therefore present
the results as histograms. Figure 7 shows the results for the
features which have the largest mean variable importance
when predicting the visitor count: The visitor count, sum of
visitor count and active time, posted hour interval, and the
mean of the second to fourth Fourier coefficient (the first
non-DC term). Interestingly, tweets, likes, and active time
were found not to have much predictive value for estimat-
ing visitor count. The results for predicting the number of
tweets and likes are similar: The one hour data of the pre-
dicted feature always has the largest variable importances.
5. CONCLUSION AND FUTUREWORK
This paper describes our solution to the ECML/PKDD 2014
Discovery Challenge, predicting the popularity of a web page
based on time series data from the Chartbeat web analyt-
ics engine. Our approach consisted of learning a random
forest on a set of features derived from the original time se-
ries, capturing information about the initial visitor count,
the growth rate, and temporal effect. Our results showed
that this approach worked well and scored among the top
contenders.
In future work, we envision this work to be extended in three
potential directions. First, our data analysis suggests that
some groups of websites do show similar behavior, but when
merging all of them together, specificities are averaged out.
A solution to this problem is to learn a single model per
website. However, this significantly decreases the size of the
training set. An alternative could be to cluster websites that
show similar behavior.
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Figure 7: Histograms of the variable importances
of the most important predictors for predicting the
visitor count, with ‘Fourier’ the mean of the 2d to
4th Fourier coefficient.
Second, we generated new features by computing the dis-
crete Fourier transform of the cumulative visitor count se-
ries. The Fourier transform provides information about the
frequency content of this time series. Alternatively, one
could also use a wavelet transform. This could provide in-
formation about the shape of the curve both in the time and
frequency domain.
Third, since the goal of this challenge was to predict three
correlated targets, it might be interesting to look into mul-
tivariate prediction.
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