The Northern Hemisphere annular mode (NAM) accounts for a significant fraction of the extratropical wintertime atmospheric variability. The dynamics of NAM events have been studied on monthly timescales but little is known about the physical mechanisms that give rise to NAM variability on shorter timescales. We perform composite diagnostic analyses based on daily NAM indices with a goal of identifying the dominant processes responsible for the growth and decay of large amplitude positive and negative NAM events on short intraseasonal time scales. 
Introduction
Zonally-symmetric (annular) modes account for a large fraction of the extratropical tropospheric atmospheric variability in the northern hemisphere circulation (Thompson and Wallace 1998 , Baldwin and Dunkerton 1999 , Hartmann et al. 2000 . In particular, the northern hemisphere annular mode (NAM) has been the subject of considerable recent observational McDaniel 2004, Polvani and Waugh 2004) and modeling Kushner 2002, Song and Robinson 2004) research. The near surface manifestation of the NAM, known as the Arctic Oscillation (AO), impacts climate variability on timescales ranging from weeks to decades Wallace 1998, Baldwin and Dunkerton 1999) . During winter the NAM signature extends from the surface upward into the stratosphere where it represents a modulation in the strength and structure of the polar vortex (Black 2002) . The statistical relation between the stratosphere and tropospheric circulation anomaly patterns associated with the NAM on intraseasonal time scales has been studied Dunkerton 1999, Baldwin et al. 2003 ) but detailed diagnoses of the dynamical processes leading to daily variability in the NAM are needed to fully understand the mechanisms governing stratosphere-troposphere interaction. To this end, we provide an observational study of the zonal wind tendency budget for both the growth and decay stages of robust positive and negative NAM events.
Several mechanisms have been proposed to explain stratosphere-troposphere coupling observed during the NAM. In one mechanism the stratosphere provides an indirect influence upon the troposphere. Specifically, changes in the vertical wind shear near the tropopause alter the index of refraction which in turn alters the propagation of tropospheric Rossby waves (Chen and Robinson. 1992, Hartman et al. 2000) . During the positive (negative) phase of the NAM, strong A more direct mechanism is the action-at-a-distance mechanism in which non-local adjustments in the wind field accompany local changes to the potential vorticity (PV - Hoskins et al. 1985) field. Changes in the lower stratospheric zonal wind field, often occurring as a result of variations in tropospheric wave activity, can nudge the atmosphere out of thermal wind balance.
This imbalance induces a vertical secondary circulation that acts to restore the thermal wind balance (e.g., Haynes et al 1991) . The resulting non-local changes in the zonal wind field can span the entire domain extending from the stratosphere to the surface (Hartley et al. 1998 , Black 2002 .
Thus changes in the stratospheric PV field can lead directly to changes in the tropospheric winds.
As will be discussed further in the next section, however, alterations in the stratospheric PV field are often brought about by the latitudinal PV fluxes associated with upward propagating planetary 4 tropospheric waves. This raises the possibility of stratospheric feedbacks upon the tropospheric circulation may have roots in the troposphere. Finally, we note a new theory that considers vertical reflection (within the stratosphere) of Rossby wave activity propagating upwards from the troposphere (Perlwitz and Harnik 2003) . In principle, this could alter the net wave driving of the zonal-mean flow in the troposphere (analogous to the ultimate tropospheric manifestation of the indirect mechanism discussed above).
The aim of this study is to diagnose the main dynamical forcings for the growth and decay of both positive and negative NAM events. The study relies on composite analyses that are based on short-term variations in the daily NAM index within different NAM amplitude categories.
Section 2 of the paper details the case selection criteria, composite methodology and diagnostic methods used in the analysis. Transformed Eulerian mean (TEM), potential vorticity inversions, and wave activity flux measures are employed as diagnostic tools. Zonal-mean diagnostic results for positive and negative phases of the NAM are presented in sections 3a and 3b, respectively, while section 3c overviews diagnoses of spectral decomposition and regional wave forcing.
Section 4 summarizes the results and discusses future research efforts.
Methodology
The general approach used is to perform diagnostic analyses of robust NAM events during periods of strong NAM intensification/weakening with a goal of identifying the primary dynamical forcings leading to these changes. We first define two index time series: one is the NAM index, itself, and the second is its time rate of change (referred to as the "index slope"). The standard deviation of the NAM index time series and its time rate of change are denoted by σ and σ s , respectively. Composites are then identified based upon a joint consideration of both time series.
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Our procedure first identifies periods during which the time rate of change (slope) of the NAM index at a specific vertical level is greater (less) than two standard deviations, 2σ s (-2σ s ), per 12 hour time interval (The same analyses were also performed for 1σ s providing results that are qualitatively and quantitatively similar, but somewhat more noisy). These cases are then classified based on the initial sign and magnitude of the NAM index. In this case, the index time series for each level is first normalized to unit standard deviation, σ, of the NAM index. Index values greater (less) than 1 (-1) represent robust positive (negative) NAM events. For positive NAM events we focus on maturing (slope > 2σ s , index > 1σ) and declining (slope < -2σ s , index > 1σ) events while negative NAM events are binned using the same procedure but with oppositely signed derivatives and indices. The individually categorized cases are then composited together, resulting in a three-dimensional depiction of the atmosphere during times when the index is changing within a respective NAM phase. This approach leads to 4 individual composites based upon the index at each vertical level. Here we present composite diagnostic analyses based on the 150mb index which effectively provides synthesized information on the joint tropospheric and stratospheric evolution. Events are considered to be independent if they are separated by 10 days or more. The composite of maturing (declining) positive NAM events is constructed from 47 (48) time samples derived from 37 (39) independent cases. For negative NAM events, the maturing (declining) composite comes from 73 (42) samples taken from 59 (35) independent cases.
We can ascertain the typical evolutionary nature of strong NAM events by compositing the NAM index time series with respect to peak magnitude values for all events exceeding one standard deviation. Fig. 1 shows that NAM events typically experience prolonged periods of strong monotonic growth and decay, each lasting about 10-12 days. Events are also characterized 6 by duration time scales (period exceeding 1 standard deviation) close to 12 days. The primary distinction between positive and negative NAM events is that negative events grow and decay somewhat more slowly and reach weaker peak amplitudes (Fig. 1) . Of course, individual NAM evolutions may differ from the canonical composite average presented in Fig. 1 .
The basic data used for this study are the National Center for Environmental Prediction/ National Center for Atmospheric Research (NCEP/NCAR) daily averaged reanalyses (Kalnay et al. 1996) archived on 17 pressure levels spanning from 1000mb to 10mb. Anomaly fields are defined as the deviations from the long-term seasonal trend. The seasonal trend is constructed by applying a 91-point Parzen filter (Press et al. 1992 ) to a daily seasonal cycle constructed from 40 years of daily data . The multilevel NAM index used was provided by Baldwin and Dunkerton (for details as to how the NAM index was calculated, see Baldwin and Dunkerton 1999) which was constructed from a multilevel empirical orthogonal function (EOF) analysis using the same 40 years of NCEP/NCAR reanalysis data. The result is a separate daily NAM index for each of the 17 pressure levels spanning the 40 years of interest. The index was normalized and detrended for the winter months December through February (DJF) and smoothed using a 10-day running average operator (The results are insensitive to the specific response function of the running mean filter applied). The time-derivative of the index and the standard deviation of its slope (σ s ) for DJF were calculated at each level. The index slope and its standard deviation were used to identify cases as outlined above.
To investigate the role of eddies on different timescales, the input data were decomposed into frequency bins using a 151-point Lanczos filter (Duchon, 1979) . Bandpass (BP) eddies are defined as having periods of 2-10 days (synoptic time scales), lowpass (LP) eddies have periods of 10 days -1 year (intraseasonal low frequency variability, including atmospheric blocking and teleconnection patterns), and interannual eddies having timescales greater than 1 year (noting that interannual eddies play little or no role in the dynamics described here). To further explore the role of different eddy forcings, the input data were also spatially decomposed into respective zonal wavenumbers using fast Fourier transform filters (Press et al. 1992) . Specifically, for each day we partition the eddy field into planetary scale waves (wavenumbers 1, 2, and 3; spatial scales usually linked to LP time scales) and shorter waves (wavenumbers 4 and higher), the latter encompassing synoptic eddy activity. This spatial partitioning provides a means for direct comparisons with the sudden stratospheric warming study of Limpasuvan et al (2004) . We emphasize that the temporal and spatial decompositions are applied prior to calculating the eddy flux fields. Thus the time and space scales of the eddy flux fields may be distinct from those of the input eddy fields (e.g., see Nakamura and Wallace, 1993 , for a relevant discussion of this topic in relation to storm track variability). We also note that, except for the Plumb flux analyses (see below), anomalies in the daily eddy flux fields are assessed prior to compositing. This is required for a consistent quantitative application of (1) below. The statistical significance of the composite anomalies were assessed by applying the Student t-test (e.g., Wilks 1995) to both the linear field variables as well as the composite eddy flux fields (e.g., see Figs 2 and 4). The effective sample size is taken to be the number of independent cases comprising the respective composite (see above discussion). Only features significant at the 95% confidence level are discussed in the text.
The transformed Eulerian mean (TEM) equations provide a fundamental dynamical framework to examine the net wave driving of the zonal mean flow. The quasi-geostrophic (QG) form of the TEM zonal mean momentum equations in log-p coordinates is given by:
where is the zonally-averaged zonal wind, f is the Coriolis parameter, is the residual mean u r v meridional velocity, z is a log-pressure coordinate with scale height H, φ is latitude, r is the radius of the Earth, is a frictional drag, and is the Eliassen-Palm (EP) flux (Palmer 1981) . The 
cos ,
where primes denote deviations (the waves or eddies) from zonal mean values, overbars represent the zonal averaging operator, θ is potential temperature, and the subscript z represents the partial derivative with respect to log-pressure. The residual meridional velocity is defined as:
and the residual vertical velocity is defined as:
Eliassen-Palm fluxes provide a direct measure of Rossby-wave propagation in the meridional plane (Edmon et al. 1980) . The EP flux divergence is directly related to both (i) the meridional eddy flux of potential vorticity and (ii) the net eddy-forcing (wave driving) of the zonal-mean zonal wind (Andrews et al. 1987) . The wave driving can be partitioned according to eddies of different frequencies, allowing for a better understanding of which eddies impart the 9 strongest wave driving of the zonal mean flow. For nonzero tendencies, equation 1 includes an important interplay between the mechanical wave driving and the Coriolis torque. Wave driving locally accelerates/decelerates the zonal wind field leading to an induced residual vertical secondary circulation as the atmosphere adjusts to restore thermal wind balance. Equation (1) is applied in the following manner: Composite zonal wind tendency anomalies (LHS) are studied in relation to composite anomalies in the various dynamical forcing terms (RHS).
To assess potential regional sources and sinks of quasi-stationary Rossby wave activity, we employ the 3-D wave activity flux (Plumb 1985 , hereafter referred to as the Plumb flux):
is a static stability measure (the caret indicating the areal average over the region north of N)
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Φ is geopotential, λ is longitude, and κ = R/C p . .286. The Plumb flux provides direct information on wave activity propagation as the flux is parallel to the group velocity of quasi-stationary waves.
Also, local sources (sinks) of wave activity are related to the local divergence (convergence) of the Plumb flux. Thus, this diagnostic is ideal for diagnosing local forcing and propagation characteristics of large-scale quasi-stationary Rossby waves. Furthermore, upon zonal averaging, the meridional and vertical components of the Plumb flux reduce to the EP flux associated with the waves in question (Plumb 1985) . This allows a direct assessment of the contribution of a particular quasi-stationary wave field to the zonal mean wave driving appearing in (1) above.
We use the Plumb flux to study the nature of the large-scale quasi-stationary eddies contained within the NAM composite anomaly field (such "coherent" planetary scale eddies are distinguished from incoherent eddy contributions related to case-to-case variability). Specifically, the Plumb flux is used to assess (a) regional wave sources and 3-D wave propagation and (b) the net contribution of the coherent eddy field to the zonal mean wave driving of the TEM budget in
(1). The latter addresses the fundamental scientific question of the extent to which the composite eddy field is itself able to account for aspects of the zonal mean tendency dynamics outlined in (1).
Since Equation (5) is nonlinear with respect to the quasi-stationary eddy field one must take care in constructing the most relevant flux anomaly field (noting the climatological-mean stationary waves are also associated with a substantial Plumb flux signature). To correctly diagnose the net impact of the composite waves upon the total Plumb flux field one must take the difference between the Plumb flux calculated from (a) the total quasi-stationary wave field (composite anomalies plus climatological values) and (b) the climatological stationary wave field,
itself. This approach is distinguished from a calculation based upon the composite quasi-stationary wave anomalies alone. The former approach will be most relevant in assessing the net impact upon the zonal mean tendency dynamics.
To complement the TEM framework, piecewise potential vorticity (PV) inversions are also performed to ascertain the extent to which each domain (troposphere or stratosphere) acts to modify the zonal flow. In this approach, the 3-D distribution of PV is calculated. Individual PV "pieces" are then inverted to assess the remote circulations associated with localized PV structures (Davis 1992) . Using the piecewise inversion approach, one can determine the role of stratospheric PV anomalies in the formation of tropospheric zonal wind anomalies. The piecewise inversion procedure follows Black and McDaniel (2004) to relate the PV and geopotential anomalies:
. (7) ( )
Here, q is the potential vorticity, Φ is the geopotential, and σ a static stability parameter, with asterisks denoting deviations from climatology. It should be noted that the horizontal wind field is subsequently determined geostrophically from the Φ distribution. For reference, positive (negative) PV anomalies within the near-polar lower stratosphere will tend to induce westerly (easterly) zonal wind anomalies within the midlatitude troposphere (Black 2002) Our specific application of equation 7 is to perform piecewise PV-tendency inversions. In this case the time derivative of the zonal-mean PV field is assessed and then specific features in the PV-tendency field are inverted. This yields the zonal-wind tendency distribution induced by the specific zonal-mean PV-tendency feature under consideration. We can then attribute changes in the zonal wind separately to tropospheric and stratospheric forcing.
The piecewise PV inversions provide a diagnostic means for assessing the net contribution of the direct downward stratospheric forcing mechanism toward tropospheric zonal wind tendencies. Since any residual zonal wind tendencies must arise via tropospheric PV changes, the residual will include indirect mechanisms in which the stratosphere acts to alter the forcing and propagation of Rossby waves within the troposphere. We note, however, that tropospheric waves 12 normally play a fundamental role in enacting the stratospheric PV changes (e.g., Polvani and Waugh 2004) . As an example, consider an anomalous upward EP flux emanating from the troposphere. At stratospheric altitudes, the local vertical convergence of the anomalously strong upward EP flux will provide (a) direct local decelerations of the zonal mean wind and (b) southward eddy transports of potential vorticity, the latter of which promotes local PV decreases (increases) at higher (lower) latitudes. The stratospheric PV tendencies will induce easterly accelerations that may extend downward into the troposphere. This raises the possibility of a potential stratospheric feedback mechanism in which upward propagating tropospheric Rossby wave activity provides a latitudinal redistribution of the stratospheric PV field creating stratospheric PV anomalies which in turn induce tropospheric wind anomalies (Black and McDaniel 2004) . A combined consideration of the above diagnostic tools provides useful insight into the likely forcing mechanisms of the NAM tendencies identified in our study.
Results

a) Positive Phase of NAM
We first examine the positive phase of the NAM. Figure 2 shows the zonally-averaged zonal wind anomalies and zonally-averaged zonal wind tendencies for the maturing and declining stages of the positive phase of the NAM 1 . The canonical NAM structure (e.g., Fig. 1a of Black 2002) is apparent in both the maturing and declining zonal wind anomaly fields with weak easterlies at low latitudes and stronger westerlies at mid to high latitudes, the latter of which (a) increases in amplitude into the stratosphere and (b) tilts northward with increasing altitude. In 13 both cases, statistically significant wind anomalies are observed to extend through the troposphere reaching all the way to the surface. One notable difference in the zonal wind field between the maturing and declining stage is the apparent "horseshoe" shaped pattern found in the troposphere in fig. 2c . The associated weakening of surface wind anomalies near 65 O N may prove to be important and will be discussed later in the paper. The zonal wind tendency fields project cleanly upon the canonical NAM structure at mid to high latitudes providing local enhancements (Fig. 2b) or weakenings (Fig. 2d ) of the composite NAM event.
Recent work on NAM case studies (Black and McDaniel 2004) illustrates that a dynamical analysis of the sources for zonal-wind tendencies is critical in obtaining a complete understanding of the short-timescale behavior of the NAM. Comparing figs. 2b and 2d we observe a clear sign reversal in the wind tendency field switching from positive during the maturing stage to negative during the declining stage as the stratospheric and tropospheric jet streams simultaneously decelerate back toward climatological conditions. Deducing the factors that lead to this reversal is a key component in understanding and predicting the NAM. It is important to notice that between the corresponding maturing and declining stages there is relatively little change in the stratospheric zonal-wind anomalies while the zonal-wind tendencies completely change sign. Figure 3 illustrates a quantitative application of the dynamical balance described in equation (1) and the time tendency application of (7). We note an excellent agreement between the observed zonally-averaged zonal wind tendency and the sum of the wave driving and Coriolis torque in the free atmosphere (Figs. 3a and 3b, respectively). The primary differences are the relative noisiness and strong positive surface feature observed in the summed dynamical terms (Fig. 3b) . The latter feature is likely largely countered by surface drag and thus is not realized in 2 EP flux vectors are scaled to point in the proper direction (the meridional component is divided by 225 to account for the plot aspect ratio) while enhancing magnitudes at successively higher altitudes (both components are multiplied by e Z/H ). Although the local EP flux divergence is not preserved in this scaling, the flux divergence can be directly inferred from the wave driving field. This issue is discussed further in Baldwin et al. (1985) .
14 the net wind tendency. Figure 3c shows the geostrophic wind tendency calculated by inverting the entire zonal-mean PV-tendency field. The good agreement between figs. 3a and 3c illustrates the quantitative usefulness of the quasigeostrophic framework employed. Because PV-inversions can be performed for subsets of the domain of interest, the relative contributions of stratospheric and tropospheric PV-tendency features can then be determined by first grouping together PV tendencies lying above and below the tropopause, respectively. Fig. 3d shows the result of inverting only the stratospheric PV-tendencies for this case, showing that the stratospheric zonalwind tendencies ( fig. 3a) are primarily linked to stratospheric PV-tendencies. Of particular interest is the contribution of stratospheric PV-tendencies to the tropospheric zonal-wind tendency field.
In this case the stratospheric contribution is small implying that the tropospheric wind tendency is attributable to PV tendencies within the troposphere. As discussed in Section 2, the wave driving field is directly proportional to the meridional eddy flux of potential vorticity. As such, the positive wave driving observed at stratospheric altitudes corresponds to a northward flux of potential vorticity providing PV increases (decreases)
to the north (south) of 65 O N. This is precisely the type of stratospheric PV redistribution that is necessary to induce the tropospheric westerly anomalies observed in Fig. 4a . Consequently, we regard the direct downward stratospheric influence diagnosed in Fig. 4a as a stratospheric feedback with roots in the tropospheric wave field (see Black and McDaniel 2004) . However, it is evident from Fig. 4 that this downward stratospheric influence is considerably weaker in magnitude than the co-located positive wave driving observed in the upper troposphere near 60N.
Figures 4e and 4f show the respective associated meridional and vertical residual circulations. A clear secondary circulation is evident in the troposphere that is consistent with the wave driving pattern. In physical terms, the mechanical acceleration due to Rossby wave driving seen in the upper troposphere leads to a thermal wind imbalance. A nonlocal adjustment of the underlying temperature field is necessary to restore the balance. This is achieved via the induction of a secondary circulation in which adiabatic cooling occurs at high latitudes with corresponding warming at lower latitudes. Near the surface the impact of the Coriolis torque upon the secondary circulation will provide a zonal wind acceleration leading to an effective vertical redistribution of the initially localized zonal wind acceleration due to wave driving.
To better understand the evolving dynamics of positive NAM events we perform the same diagnostic analyses but for the declining stage (Fig. 5 ). Looking at figures 2c and 2d we see that during this stage the polar vortex remains anomalously strong but the wind tendency changes sign, with zonal-wind decelerations comparable in magnitude to the maturing stage accelerations. As illustrated in fig. 3 , the stratospheric component of the wind-tendency is recovered by inverting the stratospheric PV-tendency (figure 5a) while in this case tropospheric tendencies are, by inference, determined almost solely by tropospheric PV changes. This indicates a weaker role for the direct downward stratospheric influence during the declining stage versus the maturing stage.
In the EP-flux plot (figure 5b) we now see enhanced upward wave propagation in both the troposphere and stratosphere at mid-latitudes. Interestingly, at tropospheric altitudes the enhanced upward flux occurs within a latitudinal minimum in the zonal-wind anomaly field (~65-70N) ( fig.   2c ). The associated EP-flux convergence acts to slow the zonal flow in both the upper troposphere and stratosphere as is evident in the wave driving (Fig. 5b ). An important result arises in comparing figs. 4c and 4d to figs. 5c and 5d. The central features are (a) the change in sign of the tropospheric heat flux (figs. 4d, 5d) and (b) the effective disappearance of the strong southward (northward) EP (zonal momentum) flux observed during the maturing stage ( fig. 4c ). If, in the declining phase, we were to assume that the vortex is simply relaxing back to climatological conditions, we would expect the anomalous heat and momentum fluxes to be small. However, this
is not the case as robust northward heat flux anomalies (upward EP flux anomalies) are observed during the declining stage. The reversal of sign in the heat flux is also accompanied by a northward shift in the latitudinal location of the heat flux extremum. Figs. 5e and 5f indicate that a clear secondary residual circulation is less evident than for the maturing phase. This is due to relatively weak upper tropospheric wave driving requiring less Coriolis torque to balance it.
b) Negative Phase of the NAM
We next perform parallel diagnoses for the negative NAM phase. One goal in examining the dynamics of the negative phase is to assess the similarities and differences that exist between positive and negative NAM events. It is also of interest to contrast our results with the recent observational study of sudden stratospheric warming (SSW) events by Limpasuvan et al (2004) . Figure 6 displays the zonal-wind anomalies and the zonal-wind tendency for the maturing and declining stages of negative NAM events. Both stages are characterized by a weakened stratospheric polar vortex with significant easterly anomalies extending down to the surface. As for positive events, both maturing and declining stages exhibit the canonical NAM structure of an extratropical zonal wind anomaly pattern that increases in strength and tilts northward with height (from a surface minimum located near 55N). We note that this northward tilting anomaly structure is actually absent in the SSW composites of Limpasuvan et al (2004 - Fig. 3 ). The easterly zonal wind anomaly structures they identify in association with SSW events are, in fact, characterized by a southward tilt with respect to height since in the mid to lower troposphere the strongest easterly anomalies are located near 75N. This difference indicates, at the very least, a lack of a one-to-one correspondence between the tropospheric NAM events studied here and the corresponding tropospheric manifestation of SSW events. On the other hand, the maturing stage composite ( Fig.   6a ) does show a weaker lobe of tropospheric easterly anomalies extending to 80N, leading to another "horseshoe" shape anomaly pattern in the tropospheric zonal wind anomaly field.
Interestingly, this feature disappears between the maturing and declining stages (the reverse of the positive NAM behavior)
As for the positive NAM events, the wind tendency patterns (Figs. 6b,d ) again show a sign reversal as the event transitions from the maturing to declining stage. During the maturing stage the combined effect of wave driving and Coriolis torque at stratospheric altitudes is to further slow the vortex, leading to a stronger negative NAM signal in the stratosphere (anomalously weak vortex).
One difference with positive events is that the tropospheric wind tendency patterns (Figs. 6b,d ) are latitudinally phased shifted northward with respect to the wind anomaly patterns (Figs. 6a,c) . fig. 7b is the large anomalous upward EP-flux into the polar vortex, leading to a substantial zonal deceleration in the stratosphere and upper troposphere.
The EP-fluxes for this stage generally oppose those seen in the maturing stage of the positive NAM ( fig. 4b ). In this case, the EP-fluxes near the tropopause are ducted poleward until approximately 55N where they become redirected upward into the stratosphere. As for positive NAM events, these anomaly patterns are primarily due to the effects of large-scale low frequency eddies (see Fig. 11 ).
Examining the individual components of the EP-flux (figures 7c,d) and comparing to those found in fig. 4 , we find a considerable amount of reverse symmetry between positive and negative NAM events, especially in the troposphere. The main distinction is that the positive stratospheric vertical flux anomaly observed in fig. 7d has a considerably weaker negative counterpart during positive NAM events ( fig. 4d ). The anomalous residual circulation induced by the wave driving is evident in the bottom two panels of figure 7. The negative wave driving in the upper troposphere leads to a clockwise (thermally direct) residual circulation during the negative phase, opposite to that noted during the positive phase, and somewhat more broad in latitudinal extent. substantial northward EP fluxes during event decay while we observe a virtual elimination (Fig.   8c ) of the prominent initial northward EP flux signature (Fig. 7c) . Additional distinctions will become apparent in the following Section.
c) Regional wave forcing and spectral decomposition
We next examine the regional wave dynamics associated with the growth and decay of positive and negative NAM events. In pursuing this problem we also implicitly address the question of the extent to which the eddy fluxes associated with the composite anomaly field are able to account for the zonal mean tendency dynamics (recognizing that anomalous wave forcing due to case-to-case variability may also be significant in the zonal-mean dynamics). To this end we (particularly negative NAM events). The latter possibility is discussed by Thompson and Wallace (2000) as possibly playing a role in forcing NAM events (see their Fig. 11 ). The former possibility is consistent with the development of the horseshoe shaped zonal wind feature in Fig. 2c , which would be associated with a reduced zonal flow anomaly over Greenland.
It is further revealing to note that parallel Plumb flux analyses for the two declining stages (not shown) show little or no coherent structure over the North Atlantic. This suggests that the decay of NAM events may be linked to the disappearance of the local wave sources apparent in Fig.   9 . In any case, it is clear that this composite study of regional wave dynamics reveals a strong lack of symmetry between positive and negative NAM events over the North Atlantic, unlike the zonal mean dynamical analyses presented earlier. The net impact of these regional dynamical signatures upon the zonal mean circulation is explored in Figs. 10 and 11.
We next expand upon the EP flux and wave driving analyses presented in Figs. 4 and 7 with temporal and spatial decompositions of the input eddy fields (i.e., prior to calculating eddy fluxes).
The goal is to assess the relative roles of low frequency planetary waves and smaller scale synoptic regarding regional forcing of zonal mean NAM patterns. As such, and for completeness, we also display a longitude-pressure cross section of the composite wave anomalies at 60N in Fig. 10d . We see clear evidence of coherent large-scale anomaly structures extending from the lower troposphere over the North Atlantic upward into the middle stratosphere.
Parallel diagnostic analyses for negative NAM events are presented in Fig. 11 . We again find strong evidence that the total wave driving anomaly pattern (Fig. 7b) is largely due to low frequency planetary scale eddies (Figs. 11a,b) , much of which is explicitly contained in the composite wave field ( Fig. 9 ). Therefore, unlike for the maturing stage, the anomalous wave driving patterns observed during NAM decay (Figs. 5b and 8b) are primarily associated with case-to-case variability (the "incoherent" eddy field discussed in Section 2). This may simply reflect the preferred manner in which the atmosphere responds when the regional forcing anomalies over the North Atlantic are removed.
Summary and Concluding Remarks
We have studied the dynamical evolution of the northern annular mode using a composite Atlantic that extend upward well into the stratosphere. There is a lack of symmetry between positive and negative NAM events, however: For positive (negative) events the primary circulation anomaly is distended zonally (northwest to southeast) and is characterized by anomalous southeastward (northeastward) wave activity fluxes extending from a local wave source located east of Greenland (over the Canadian Maritimes). We speculate that these anomalous wave sources are likely related to variations in the local thermal and/or topographic forcing of the quasi-stationary wave field. Interestingly, for both positive and negative NAM events these anomalous wave sources over the North Atlantic virtually disappear between the maturing and declining stages. This suggests that NAM decay may be linked to the cessation of localized anomalous wave forcing over the North Atlantic region (One hypothetical example might be the termination of anomalous cold air advection in association with the depletion of an upstream cold air mass).
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The dynamical nature of wave driving field was explored by performing temporal and spatial decompositions of the input wave fields. These analyses indicate that the anomalous wave driving signatures in both the stratosphere and troposphere are mainly due to low frequency (intraseasonal periods greater than 10 days) planetary scale (wavenumbers 1-3) eddies. The role of smaller scale (wavenumbers 4 and higher) eddies is to provide secondary enhancements to the upper tropospheric wave driving pattern near 60N. Further, zonal-mean analyses of the regional wave activity flux field indicate that the composite anomaly field, itself, is able to account for most of the low frequency planetary scale wave driving. This suggests that the composite anomaly field contains the fundamental essence of the intraseasonal dynamical evolution of the NAM.
Similar to past studies we find that stratospheric variations in the NAM are strongly driven by variations in upward propagating tropospheric planetary scale waves (e.g., Hartmann et al 2000, Limpasuvan et al. 2004 ). We also provide strong diagnostic evidence supporting the idea that short term intraseasonal variations in the tropospheric NAM are also primarily driven by low frequency planetary scale waves. Although this result appears at odds with the synoptic analysis of Benedict et al. (2004) and diagnostic analysis of SSW events by Limpasuvan et al. (2004) , it is entirely consistent with the thesis put forth by DeWeaver and Nigam (2000) regarding the monthly forcing of the zonal mean flow by the dynamical interplay between anomalous and climatological stationary waves over the North Atlantic. The current study suggests that this forcing mechanism likely acts on submonthly time scales, as well. Although we anticipated better correspondence between the results of Limpasuvan et al. (2004) and our composite analyses of negative NAM events, we found important distinctions in both the composite anomaly structures and in the dynamical signatures. The primary dynamical distinction is the relative role of low frequency 28 planetary scale eddies in determining the tropospheric NAM dynamics. We suggest that these differences arise from a lack of correspondence (particularly within the troposphere) between the SSW events studied by Limpasuvan et al. (2004) and the negative NAM events studied here.
We conclude that low frequency planetary scale waves provide the primary dynamical forcing for short term intraseasonal variations of the NAM in both the stratosphere and troposphere.
More specifically, we find strong evidence that this forcing is due to large-scale quasi-stationary anomalies over the North Atlantic region. Further, we have determined that NAM decay is linked to a collapse in the pattern of anomalous stationary wave forcing over the North Atlantic, which in turn helps promote the observed changes in the wave driving of the zonal mean flow. Although our diagnostic study provides evidence for both direct and indirect downward stratospheric influences during NAM events, the former appears relatively weak in comparison to the latter. The current results provide an important observational benchmark for future theoretical and modeling studies of intraseasonal NAM dynamics. Composite time evolution of the NAM index relative to its peak value (Lag 0) for all large amplitude events (see text for further details). The solid line represents the positive phase of the NAM while the dashed line represents the negative phase times (-1).
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