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This paper deals with the adaptive finite element analysis of structural failure. A gradient-enhanced dam-
age model has been chosen to simulate material degradation. Since this model is regularized in the post-
peak regime, the finite element solution does not suffer from pathological mesh dependence and thus
converges to an objective solution upon mesh refinement. However, the error analyses have shown that
the error in the nonlocal equivalent strain field becomes dominant during the post-peak loading stages.
The accuracy of the nonlocal equivalent strain field (and the corresponding damage quantity) also greatly
influences the accuracy of the quantity of interest. Two error measures have been proposed. The goal-ori-
ented error estimates have provided similar error distributions, although some small differences have
been found in the softening regime. Objective error estimates, together with adaptive criteria, have been
used to perform automated h-adaptivity during computation.
 2009 Elsevier B.V. All rights reserved.1. Introduction loss of ellipticity. As a regularized model, the implicit gradient-en-Quasi-brittle materials such as plain concrete exhibit so-called
strain softening behavior. Once damage is initiated, these materials
are still able to carry some residual load while gradually losing
their strength. During such processes, deformation tends to con-
centrate in some parts of the material, subsequently forming
cracks which finally leads to failure.
The phenomenon can suitably be modelled by means of damage
mechanics. The formation and growth of a microstructural crack is
modelled via continuous damage variables, such that failure can be
simulated entirely within a continuummechanics framework. Dur-
ing damage growth, the material gradually loses its integrity and
its stored energy is dissipated. Unfortunately, a straightforward
inclusion of a damage-driven dissipation results in mathematical
ill-posedness in the post-peak regime of the structural response,
causing a zero width of the localization zone and subsequently
zero energy dissipation. As a result, the finite element size controls
the localization width, leading to so-calledmesh dependence [29] in
the sense that the numerical results do not converge when the dis-
cretization is refined in finite element modelling. Error estimation
and adaptivity would consequently not give meaningful results.
Information on microscopic material behavior must be taken into
account in the continuum model. This can be achieved by enhanc-
ing the continuummodel with an intrinsic length scale to avoid thell rights reserved.
+66 43 202846.hanced damage model [27] is chosen for this study.
Even though the numerical results converge upon refinement of
discretization, the finite element modelling requires an adequate
mesh discretization in order to accurately describe the fracture
processes. A way to consider whether the discretization used in
the analysis is sufficient, meaning the results are acceptably accu-
rate, is to measure the discretization error. Error estimation, as well
as error indication, has been applied in problems with softening
phenomena. Error indication does not provide objective informa-
tion about the exact error, but gives some hints as to where the
solution may need a more refined/enriched discretization. It relies
on heuristic observations – for example, errors tend to concentrate
in the strain localization zone during damage evolution [3,41].
However, to choose an efficient error indicator, there should be
some objective links between the indicating variables and the ac-
tual discretization error. To this end, objective error estimation
can play an important role.
Residual-type error estimation has been applied to softening
media such as viscoplastic or nonlocal damage models [11,34]. In
these works, the error estimation takes place only at the end of
the analysis. As a result, the information on how the error evolves
during the computation is lost. However, it has been reported [9]
that the error estimate (for example, [18]) may become less signif-
icant in the localization region as damage grows and stresses tend
to vanish.
In this contribution, the error estimator presented in [25] is ex-
tended to nonlinear finite element analysis. Pioneered by Díez et al.
[12], the scheme is based on solving a series of local problems,
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with prescribed homogeneous essential boundary conditions. In
Section 3, we will show how the nonlinear problem (cf. Section 2)
is brought to a linearized error equation. In this framework, the
evolution of the discretization error can be obtained by applying
error estimation during computation. To assess the error in certain
quantities of interest, we investigate two goal-oriented error esti-
mates which are formulated in a positive-definite norm setting
(cf. Section 4). In addition, uniform mesh discretizations of varying
resolutions and polynomial orders are surveyed, as a preliminary
study to adaptive discretization presented at the end of each
numerical example.
2. The gradient-enhanced damage model
In this research, the gradient-enhanced damage model [27,40]
is chosen. As a regularized continuum, the gradient-enhanced
damage model converges properly upon refinement of the finite
element discretization.
Let X be a bounded domain with the boundary @X. The bound-
ary consists of the Dirichlet boundary Cd and the Neumann bound-
ary Cn for which Cd \ Cn ¼ ; and Cd [ Cn ¼ @X. In the standard
finite element analysis, for a problem in statics, we try to find
the unknown solution u of the variational boundary value problemZ
X
eðvÞ : rðuÞ dX ¼
Z
Cn
v  g dCþ
Z
X
v  q dX; ð1Þ
which can be written in terms of derivatives of trial and test func-
tions, u and v , asZ
X
ð$vÞ : D : ð$uÞ dX ¼
Z
Cn
v  g dCþ
Z
X
v  q dX: ð2Þ
The test function v is any arbitrary function in the Sobolev
space V, which is defined by V :¼ fv 2 ðH1ðXÞÞd;v ¼ 0 on Cdg,
with the geometrical dimension d. Moreover, eðvÞ :¼ $v and
rðuÞ :¼ D : $u represent strains and stresses, g represents the
traction forces along the boundary Cn and q denotes the body
forces in the domain X.
Within the context of continuum damage mechanics, material
gradually loses its load-carrying capacity as a result of the appear-
ance of microstructural cracks. This material degradation process,
described here in a continuum damage mechanics concept by the
introduction of a scalar damage parameter x, is cast in a stress–
strain relation as
r ¼ ð1xÞDe : e; ð3Þ
where r and e denote stresses and strains and De is the linear-elastic
constitutive tensor. The damage parameterx ranges from 0 (for vir-
gin condition) to 1 (for fully damaged condition) and is defined as a
function of a history parameter j, i.e. x :¼ xðjÞ.
Representing the largest value of the deformation in the loading
history, j is obtained from
j ¼max ðj0; eeqÞ; ð4Þ
where j0 is a user-specified damage threshold and eeq refers to an
equivalent strain, which is a scalar invariant representing the
strains. Some definitions of this equivalent strain are, for example,
 Mazars definition [22]
eeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX3
i¼1heii
2
r
; ð5Þ
where ei denotes the principal strain and the positive principal
strain heii is defined as
heii ¼ ei þ jeij2 : ð6Þ Modified von Mises definition [10]
eeq ¼ k 12kð1 2mÞ I1 þ
1
2k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðk 1Þ2
ð1 2mÞ2
I21 þ
12k
ð1þ mÞ2
J2
s
; ð7Þ
where k is the ratio of the compressive and tensile strength, and the
strain invariants I1 and J2 are defined as
I1 ¼ exx þ eyy þ ezz; ð8Þ
J2 ¼
ðe2xx þ e2yy þ e2zz  exxeyy  eyyezz  ezzexxÞ
3
þ e2xy þ e2yz þ e2zx: ð9Þ
Damage evolves when the Kuhn–Tucker conditions
f 6 0; _j P 0; _jf ¼ 0; ð10Þ
are satisfied. The loading function f is defined as
f ¼ eeq  j: ð11Þ
Damage growth is described by means of softening laws. An
example of such laws is the exponential softening law [28]
x ¼ 1 j0
j
ð1 aþ a exp ðbðj j0ÞÞÞ if j P j0; ð12Þ
where a and b are material parameters controlling the residual
stress and the damage growth rate, respectively.
The above formulation is a standard local damage model. As
mentioned above, due to a lack of microstructural information,
the localization zone tends to have a zero width. The above model
suffers from mathematical ill-posedness and, consequently, a se-
vere mesh dependence [29]. To overcome these problems, some
techniques have been introduced. In this study, we employ regu-
larization based on replacing the local equivalent strain eeq by
the nonlocal equivalent strain eeq in Eqs. (4) and (11).
By averaging the local equivalent strain in the gradient form,
the nonlocal equivalent strain can be defined in an implicit gradi-
ent enhancement form of [27]
eeq  cr2eeq ¼ eeq; ð13Þ
where c is a material parameter based on the intrinsic length scale
lint and is defined as
c ¼ 1
2
l2int: ð14Þ
The intrinsic length scale has the dimension of length and it is a
representation of the underlying microstructure of the material.
Inclusion of an internal length scale as done in Eq. (13) ensures that
the failure zone has a finite width, which in turn guarantees a non-
zero energy dissipation upon mesh refinement. Thus, the problems
of the local damage model are overcome [27,28].
Applying integration by parts, the implicit gradient enhance-
ment formulation [27] can be cast in a weak form asZ
X
deeqeeq dXþ
Z
X
rdeeqcreeq dX
¼
Z
X
deeqeeq dX; 8deeq 2 ðH1ðXÞÞd: ð15Þ
Note that to improve the conditioning of the stiffness matrix gi-
ven in Eq. (20), the use of the Young’s modulus E as a scaling factor
for both sides of Eq. (15) may be considered.
Combining Eqs. (2) and (15), the Galerkin weak form can be
written as
Bðu;vÞ ¼FðvÞ; 8v 2V; ð16Þ
where u ¼ fu; eeqg and the term Bð; Þ is a symmetric positive-def-
inite bilinear form.
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We have chosen a residual-type error estimator, introduced in
[25], in this study. Using this method, we solve a series of local
problems based on a patch of elements, which are enriched by
one order higher interpolation, with prescribed homogeneous
boundary conditions. The method is applied for estimating the er-
ror in energy norm, as well as the error in a local quantity of inter-
est (cf. Section 4). Note that the so-called guaranteed bounds on
the error is not considered in this paper. The gradient-enhanced
damage model formulated in the last section includes two sets of
unknowns, namely the displacement field and the nonlocal equiv-
alent strain field. For the second-order implicit gradient formula-
tion, cf. Eq. (13), C0 shape functions are required. The discrete
approximation to u is denoted uðh;pÞ where h stands for the charac-
teristic element size and p for the degree of the interpolation in the
elements of the mesh. The set of unknowns is the solution of the
system of equations
BtangðDuðh;pÞ;v ðh;pÞÞjðt1: tÞ ¼ DFðv ðh;pÞÞjðt1: tÞ; ð17Þ
where the bilinear form Btangð; Þ, using a tangent representation, is
a linearized form of Bð; Þ defined onVV ! R. The term DFðÞ
represents a stepwise force vector defined on V ! R. The test
function v is any arbitrary function in the Sobolev space V, which
is defined by V :¼ fv 2 ðH1ðXÞÞd;v ¼ 0 on Cdg.
By applying a series of proportional loadings, the solution u is
updated during the Newton–Raphson iterative scheme, i.e.
uðh;pÞjðtÞ ¼ uðh;pÞjðt1Þ þ Duðh;pÞjðt1: tÞ: ð18Þ
Here, the subscript ðtÞ denotes a computational time step and
ðt  1 : tÞ presents a measure between the previous time step
ðt  1Þ and the present time step ðtÞ. It is natural to include all un-
known degrees of freedom existing in the formulation in the error
analysis, as all of them are primary unknowns in the finite element
computation. The error e :¼ u uðh;pÞ is for all practical purposes
replaced by a reference error associated with a finer discretization
ð~h; ~pÞ (with either ~h < h or ~p > p), namely eð~h;~pÞ :¼ uð~h;~pÞ  uðh;pÞ. The
reference error is determined solving a residual linearized problem
Btangðeð~h;~pÞ;vÞjðtÞ ¼ Ruðv ð~h;~pÞÞjðtÞ ¼Fðv ð~h;~pÞÞjðtÞ Bðuðh;pÞ;v ð~h;~pÞÞjðtÞ;
ð19Þ
for every test function in v ð~h;~pÞ in the test space associated with the
fine ð~h; ~pÞ discretization, V. The term Ruðv ð~h;~pÞÞjðtÞ denotes the dis-
cretization residuals measured using the reference mesh ð~h; ~pÞ at
computational time t. In the following, for the sake of a simpler
presentation, the subscript ð~h; ~pÞ is suppressed in the notation
for the reference error because the exact error is no longer
considered.
The error computation follows the process described in [25],
whereby a series of patch-based computations is solved instead
of a global computation. The finite element discretization leads
to a consistent tangent stiffness matrix of the form
K ¼ Btangð/; /Þ ¼ Kuu Kue
Keu Kee
 
; ð20Þ
with
Kuu ¼
Z
X
$/u : ð1xÞDe : $/u dX; ð21Þ
Kue ¼ 
Z
X
$/u : sue : /e dX; ð22Þ
Keu ¼ 
Z
X
/e : seu : $/u dX; ð23Þ
Kee ¼
Z
X
/e  /e þ $/e : c$/eð Þ dX; ð24Þand
seu ¼
@eeq
@e
and sue ¼
@x
@e
Dee: ð25Þ
It should be noted that / are shape functions corresponding to
the fine ð~h; ~pÞ discretization. Quadratic shape functions /u and lin-
ear shape functions /e are used for the two sets of unknowns,
although they may be chosen from the same space [40]. For a dis-
cussion on the finite element implementation of the model, the
reader is referred to [39,40].
By using a softening model, it is possible that the computation
of the error norm via the use of the consistent tangent stiffness ma-
trix K leads to a negative value and thus the energy norm, usually
defined as
ðkukÞ2 ¼ Btangðu; uÞ ¼ u : K : u; ð26Þ
becomes meaningless. To avoid such problems, we employ here
only those parts of the stiffness matrix which include Kuu and Kee.
It can be seen from the discretized equations that the terms Kue
and Keu may lead to non-positive-definite contributions to the glo-
bal stiffness matrix. On the other hand, Kuu and Kee remain positive-
definite in the whole loading process. To maintain a mathematically
meaningful norm for the error, the interaction between the two sets
of degrees of freedom (i.e. u and eeq) is neglected, thus avoiding the
occurrence of a negative-definite matrix in the error norm compu-
tation. The modified stiffness matrix for the norm computation
reads
Kþ ¼ Btangþð/; /Þ ¼ Kuu 0
0 Kee
 
: ð27Þ
Note that Kuu is also the secant stiffness matrix, cf. Eq. (21). The
energy norm of the solution and the error can then be written,
respectively, as
ðkukþÞ2 ¼ Btangþðu; uÞ ¼ ðkukþÞ2 þ ðkeeqkþÞ2
¼ u : Kuu : uþ eeq : Kee : eeq; ð28Þ
ðkekþÞ2 ¼ Btangþðe; eÞ ¼ ðkeukþÞ2 þ ðkeekþÞ2
¼ eu : Kuu : eu þ ee : Kee : ee: ð29Þ
Note that, since a tangential form Btangð; Þ will always be used in
the nonlinear settings from this point on, the superscript tang will
be dropped for simplicity.
4. Goal-oriented error estimation
Although the error measured in the energy norm gives a good
indication of the overall error, it may also be relatively insensitive
to certain local values of the state variables and their accuracy. In
other words, a small error in energy norm does not always guaran-
tee that the local quantities of interest, such as stresses or damage
profile in a critical region, are sufficiently accurate. For the prob-
lems where there are some specific goals in mind, estimation of er-
ror of these specific quantities can provide more relevant
information for the adaptive finite element process.
The error can be measured with respect to a specific goal via the
framework of goal-oriented error estimation. Some pioneering
works on this subject include [4,31,7] for problems in linear elas-
ticity, which have also been further extended to various problems
such as plasticity [32,33,8], viscoelasticity [6] and crack problems
[36,16,15]. In addition, there have been some efforts in getting
bounds on the error [30,23,37].
In this study, we also estimate the error in chosen quantities
of interest in any local domain. At some extra cost, the goal-
oriented error estimation can be set and applied at the end of
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for goal-oriented error measurement make use of the concept of
an influence function, which in the context of error estimation indi-
cates how the discretization error affects the specific quantity of
interest. That is, to measure such an error quantity, an additional
boundary value problem needs to be solved. This so-called dual
(adjoint) problem is constructed in a dual argument setting and
makes use of Maxwell’s reciprocal theorem. Once the dual problem
is solved, the discretization residuals can be redistributed accord-
ing to the influence function to provide a proper error measure
to the selected goal quantity.
4.1. Setting of error in the goal quantity
The most crucial point of the goal-oriented error measurement
is how to choose the quantity of interest QðuÞ such that it can be
analysed straightforwardly. Basically, the choice depends on the
model problem to be analysed and may be chosen in the forms
of domain integrals [15], contour integrals [36,16] or pointwise
quantities [30,1]. Ideally, QðuÞ is a linear functional; if not, one of
the linearization techniques [37,19,35] should be applied.
Considering the quantity of interest QðuÞ, we can define the dis-
cretization error of this quantity as
E :¼ QðuÞ  Qðuðh;pÞÞ: ð30Þ
Here, we restrict ourselves to the case in which QðuÞ is a linear
functional and, consequently, the error of the goal-oriented quan-
tity can be rewritten as
E ¼ QðuÞ  Qðuðh;pÞÞ ¼ Qðu uðh;pÞÞ ¼ QðeÞ; ð31Þ
where QðeÞ denotes the discretization error of the finite element
analysis (primal problem) measured in the quantity of interest.
The dual (or adjoint) problem is introduced as
Bðv ;wÞ ¼ QðvÞ 8v 2V; ð32Þ
to find the solution w 2V. Note that once the influence function w
is known, QðeÞ is recovered as
QðeÞ ¼ Bðe;wÞ ¼ RuðwÞ; ð33ÞConstructio
global stiffness
Factorizatio
global stiffnes
Backward substitution
for solution of primal problem
Error estimation
of primal solution
Goal−oriented error
Primal load vector
Fig. 1. Goal-oriented errorwhich implies that the influence function acts as a weight function
for distribution of the discretization error e to the quantity Q in an
energy norm measure. This expression is the so-called error repre-
sentation which can be rewritten in terms of the error of the solu-
tion of the dual problem,  :¼ wwðh;pÞ (which is in practice
replaced by the reference counterpart  :¼ wð~h;~pÞ wðh;pÞ as for the
direct problem (Eq. 17)). In fact,
QðeÞ ¼ Bðe;wðh;pÞ þ Þ ¼ Bðe;wðh;pÞÞ þ Bðe; Þ ¼ Bðe; Þ: ð34Þ
Note that the term Bðe;wðh;pÞÞ vanishes because Galerkin orthog-
onality holds in the solution of the primal problem.
In nonlinear finite element analysis, the Newton–Raphson iter-
ative procedure is generally applied to obtain the solution of the
physical (primal) problem. This incremental loading procedure is,
however, not needed in the dual framework, as the solution of
the dual problem indicates the influence of the primal solution at
a loading step to the quantity of interest. In other words, a linear
solution control should be sufficient for analysing the dual
problem.
During the nonlinear (primal) solution control, a set of discret-
ized dual equations may be set based on the tangent representa-
tion at the time of computation. Following the linear-elastic case,
error analysis in the dual framework is then straightforwardly car-
ried out by means of the error equation
Bðv ; Þ ¼ RwðvÞ ¼ QðvÞ Bðv ;wðh;pÞÞ; ð35Þ
by which the error from solving the dual problem  can be esti-
mated. The error is computed based on patches of elements and
the computational procedure follows the same procedure as de-
scribed in [25].
Fig. 1 shows the procedure in the goal-oriented error estima-
tion. Two global sets of equations, namely the primal and the dual
problems, are solved. However, one can utilize the factorized glo-
bal stiffness matrix, which is formed during the solving of the pri-
mal problem, also in the dual problem. This factorization, in fact, is
the main computation in solving the global equations. Thus, back-
substitution to the factorized matrix to obtain the solution of the
dual problem can save considerable computational time.n of
 matrix
n of
s matrix
Error estimation
of dual solution
 estimation
Backward substitution
for solution of dual problem
Dual load vector
estimation procedure.
0.25
y
x
Rigid plate
1.0
1.0
Fig. 2. Prandtl’s punch test. Dimensions are in mm.
Fig. 3. Finite element meshes used in the computation. The shaded area is the area
of interest Xs .
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Fig. 4. The displacement function and the influence functions, obtained usin
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The finite element mesh ðh; pÞ is composed by elements Xk,
k ¼ 1;2; . . . covering the whole domain X. The restriction of the
bilinear form Bð; Þ to Xk is denoted by Bkð; Þ. Accordingly, the
globally defined error quantity QðeÞ is split into elemental contri-
butions as
QðeÞ ¼
X
k
Qk; ð36Þ
where
Qk ¼ Bkðe;wðh;pÞÞ þBkðe; Þ: ð37Þ-0.004
-0.002
0
0
0.25
0.5
.75
0
0.25
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Z
0
0.2
0.4
0
0.25
0.5
0.75
1
0
0.25
0.5
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1
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Z
g the reference mesh, i.e. Mesh 2 with the quartic interpolation ðp ¼ 4Þ.
Fig. 5. Distribution of the elemental error measures in the framework of primal and dual problem, as well as the goal-oriented framework. The linear interpolation in Mesh 1
is employed. Exponential scaling is used.
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does not necessarily cancel since Galerkin’s orthogonality property
does not hold in this local setting. Nevertheless, it has been proven
that the second term can represent the distribution of the error in
the local region effectively [14].
To simplify the adaptive criteria, the absolute value of the term
is employed. We have chosen the first measure as
EIk :¼ jBkðe; Þj; ð38Þ
which is chosen as our first alternative for representing the error in
the elemental region Xk.
For positive-definite stiffness matrices, the second alternative is
related to the first one by the Cauchy–Schwarz’s inequality, i.e.
jBkðe; Þj 6 kekkkkk; ð39Þ
leading to the local error measure [1,14]
EIIk :¼ kekkkkk: ð40Þ
Replacing the use of Eq. (36), two corresponding global indica-
tors may be set by summing up the local indicators as
EI ¼
X
k
EIk; ð41Þ
and
EII ¼
X
k
EIIk : ð42Þ
These two estimates provide a straightforward formulation of
the adaptive and optimality criteria (to be mentioned in Section 5)
as the global measures are computed by directly summing up the
local measures.
4.3. Illustration: punch problem
Performances of the goal-oriented error measures are investi-
gated in Prandtl’s punch test. A rigid plate is pushed into a confined
linear elastic material. The detailed description of the modelproblem is given in Fig. 2. Three selected meshes, shown in
Fig. 3, are used in this finite element analysis.
For this problem, we choose our goal quantity to be
QðuÞ ¼
Z
Xs
uyðxÞ dX; ð43Þ
where uyðxÞ denotes the displacement in the y-direction at any
point x, and the area of interest Xs is defined as the shaded area
in Fig. 3. The solutions of the primal problem, as well as those of
the dual problem, are plotted in Fig. 4.
Considering the elemental distribution of the estimated error in
the quantity of interest shown in Figs. 5 and 6, it is observed that
both elemental measures, namely jBkðe; Þj and kekk kkk, are dis-
tributed in similar fashions. Nevertheless, the latter choice gives
a smoother distribution of error as clearly seen in the case of a lin-
ear mesh (i.e. Fig. 5). The error distributions agree well with the
profile of the influence function shown in Fig. 4, suggesting that
the residuals are distributed towards the end point of the plate
where the boundary conditions change abruptly.
In this example, both h-factor and p-factor of the finite element
discretization are investigated. We examine three meshes, each of
which is combined with four orders of polynomial interpolation,
ranging from linear interpolation ðp ¼ 1Þ to quartic interpolation
ðp ¼ 4Þ. The convergence trends of the norms of the displacement,
the influence function and the quantity of interest are shown in
Fig. 7. Apparently, all measures converge faster using the p-exten-
sion than the h-extension. Without surprise, the error estimates of
the primal and the dual problem also follow the same trends, as
shown in Fig. 8.
For goal-oriented convergence, four error measures, namely
jBðe; Þj; kekkk;PkjBkðe; Þj and PkðkekkkkkÞ, are investigated. In
Fig. 9, all error measures show the same trends of convergence.
It is found that the sums of the elemental contributions (Subfigures
(c) and (d)) are suitable representations of the global measures
(Subfigures (a) and (b)). Providing straightforward contribution
from the elemental error data, we trust that the newly proposed
global quantities can result in an effective adaptive mesh
discretization.
Fig. 6. Distribution of the elemental error measures in the framework of primal and dual problem, as well as the goal-oriented framework. The quadratic interpolation in
Mesh 1 is employed. Exponential scaling is used.
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An objective of adaptive strategies is to provide a finite element
solution with an acceptable level of discretization error. As such,
criteria to judge whether or not the mesh is sufficiently discretized
are needed. The criteria must be set such that the global error that
is allowed to occur should be less than an acceptable value to guar-
antee an acceptable solution, and the local error should be well dis-
tributed throughout the problem domain. Furthermore, the mesh
can be optimally designed, via an h-adaptive scheme, according
to the mathematical derivation of the error in terms of its conver-
gence with respect to the element sizes [13,21,20,24,42]. In this re-
search, we choose to use the optimality criterion introduced in
[21,20] as it can produce the cheapest mesh via the a priori local
error estimate and the uniform error distribution. The criteria are
also modified for use in goal-oriented framework.
5.1. Energy norm based adaptive criteria
By global consideration, the mesh needs an enhancement when
kek > fprimkuk; ð44Þ
where fprim is the amount of error allowed in comparison to the
norm of the primary unknown u. If the global criterion is satis-
fied, the error in some regions of the problem domain may be
higher than elsewhere. Basically, there are two principles to
redistribute the error; based on uniform error distribution
[42,21] or based on uniform error density distribution [17,24]. It
has been found that using the uniform error density distribution
leads to a much more expensive mesh than the uniform error
distribution [13,24,5]. Since the uniform error distribution rule
leads to acceptable results, in this study we will use this distribu-
tion principle.
By uniform error distribution, the elemental error reads
kek2k ¼
kek2
N
8 k; ð45Þwhere N denotes the number of elements in the mesh. Combining
this local criterion (cf. Eq. (45)) with the global criterion (cf. Eq.
(44)), the mesh in the local region k must be enhanced when
kekk >
fprimkukffiffiffiffi
N
p : ð46Þ
Following [21,20], the critical value of the error in energy norm
reads
kekk ¼ Cprimh
2pþd
2
k ; ð47Þ
which further leads to
fhkgdes
hk
¼ fkekkgdeskekk
  2
2pþd
¼ fprimkukffiffiffiffi
N
p
kekk
 ! 2
2pþd
; ð48Þ
where fhkgdes denotes the desired characteristic size of element k
corresponding to the desired local error quantity fkekkgdes.
5.2. Goal-oriented adaptive criteria
In this research, to facilitate the combination of global and local
refinement criteria, we have selected two global refinement
criteria.
5.2.1. Adaptive criterion 1
Whenever
XN
k¼1
jBkðe; Þj > fgoal
XN
k¼1
jBkðu;wÞj; ð49Þ
the mesh needs to be improved. It is noted that the measure
jBkðu;wÞj is not equal to zero as in the global measure jBðu;wÞj in
the displacement control algorithm. Similar to the distribution of
error in the energy norm, the error measure can be distributed uni-
formly as
jBkðe; Þj ¼
PN
j¼1jBjðe; Þj
N
8 k: ð50Þ
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Fig. 7. Global convergence of the solutions in the primal problem, the solutions in the dual problem and the goal quantity.
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Fig. 8. Energy norm of error in primal and dual problem.
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mesh in the local region k must be enhanced when
jBkðe; Þj >
fgoal
PN
j¼1jBjðu;wÞj
N
: ð51Þ
The relative element size can be optimally set as
fhkgdes
hk
¼ fjBkðe; ÞjgdesjBkðe; Þj
  1
2pþd
¼ fgoal
PN
k¼1jBkðu;wÞj
NnewjBkðe; Þj
 ! 1
2pþd
: ð52Þ5.2.2. Adaptive criterion 2
The mesh needs to be improved whenever
XN
k¼1
ðkekkkkkÞ > fgoal
XN
k¼1
ðkukkkwkkÞ: ð53Þ
Again, the error measure can be distributed by uniform error
distribution
kekkkkk ¼
PN
j¼1ðkekjkkjÞ
N
8 k: ð54Þ
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Fig. 9. Comparison of various goal-oriented measures.
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the local region k must be enhanced when
kekkkkk >
fgoal
PN
j¼1ðkukjkwkjÞ
N
: ð55Þ
The relative element size is optimally cast as
fhkgdes
hk
¼ fkekkkkkgdeskekkkkk
  1
2pþd
¼ fgoal
PN
k¼1ðkukkkwkkÞ
Nnewkekkkkk
 ! 1
2pþd
: ð56Þ
Apparently, the global allowance in the framework of goal-oriented
error estimation fgoal can be set as
fgoal  fprimfdual; ð57Þ
where fprim and fdual are global allowances for the error in the primal
problem and for the error in the dual problem, respectively.
6. Numerical examples
The theoretical settings of the previous sections are now ap-
plied to two numerical examples. As our main objective, we would
like to measure the discretization error in the modelling of contin-
uous failure (using the gradient-enhanced damage model) and use
this study as preliminary information for formulating adaptive
strategies.
Note that, in both examples, we consider a loading with incre-
mental displacement, since the problems show a softening behav-
ior which cannot be captured when using a force-driven
algorithm.6.1. Central transverse crack test
The first numerical example is the central transverse crack test,
described in Fig. 10. Due to symmetry, only the upper right quarter
is modelled under a plane stress condition. We apply the displace-
ment control algorithm with a proportionally prescribed displace-
ment of u ¼ 0:00001 mm for each incremental step in the Newton–
Raphson iterative scheme. To investigate the h-factor of the finite
element discretization, we select three uniform triangular meshes,
namely Mesh 0, Mesh 1 and Mesh 2 as given in Fig. 11. For inves-
tigation of the p-factor, four orders of interpolation, ranging from
linear order ðp ¼ 1Þ to quartic order ðp ¼ 4Þ, are applied in a hier-
archical manner. Details of these reference meshes are given in
Table 1.
6.1.1. Effects of mesh discretization on FE solutions
To examine the effects of mesh discretization on the finite ele-
ment results, preliminary tests are carried out based on uniform
meshes with uniform orders of interpolation. It is shown in
Fig. 12(left) that the load–displacement relation for the coarsest
mesh (Mesh 0) with linear interpolation ðp ¼ 1Þ is significantly dif-
ferent from the rest of the results. We observe that the finite ele-
ment computation is likely to overestimate the reaction forces
corresponding to the prescribed displacements. Both h-factor and
p-factor can, indeed, improve the accuracy of the solution in this
global sense. As an additional observation in Fig. 12(right), the re-
sponse obtained by p-extension is observed to improve the finite
element solution faster than the h-extension.
We select Mesh 2 with quartic interpolation to describe evolu-
tion of the damage parameter and the equivalent strain during the
1 mm
0.5 mm
1 mm
Fig. 10. The central transverse crack test.
Fig. 11. Meshes used in the finite element analysis of the central transverse crack test.
Table 1
Information of fixed meshes used in the central transverse crack test.
Mesh No. of nodes No. of elements p-order NDOFs
0 49 72 1 147
2 507
3 1083
4 1875
1 121 200 1 363
2 1323
3 2883
4 5043
2 441 800 1 1323
2 5043
3 11163
4 19683
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Fig. 12. Load–displacement relations (left) and corresponding dissipated energy (righ
computational mesh, i.e. no mesh adaptivity is activated. The abbreviation REF denotes
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the peak load is reached (precisely, Step 26 or u ¼ 0:00026 mm).
The material is still able to carry more load up to Step 30
ðu ¼ 0:00030 mmÞ, followed by global softening. In Fig. 13, it can
be seen that, in the post-peak regime, the strain localizes where
the damage grows.
Profiles of the damage and the equivalent strain at a cut section
x ¼ 1:0 mm, shown in Fig. 14, reveal the influence of mesh discret-
ization in the damage analysis. The meshes under investigation are
Mesh 1 and Mesh 2 with linear and quadratic interpolations. We
compare two mesh improvement approaches by upgrading Mesh
1 with linear interpolation using similar additional numbers of de-
grees of freedom (i.e. Mesh 1 with quadratic interpolation and
Mesh 2 with linear interpolation). As can be seen in Fig. 12(left),
both the h-factor and the p-factor can improve the damage and
equivalent strain profiles at the selected cut section. Nevertheless,100 1000 10000
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the result obtained from the reference mesh, i.e. Mesh 2 with quartic interpolation.
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Fig. 13. Evolution of nonlocal equivalent strain and damage obtained from Mesh 2 with quartic interpolation.
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pends largely on the topology of the mesh. If the mesh possesses
an insufficient resolution at the region of high-gradient solutions,
using higher-order interpolation (p-factor) can only improve the
local solution up to a limited extent.6.1.2. Analysis of error information
As mentioned in the previous sections, we estimate the errors of
all primary unknowns in the discretized equations. Recalling Eq.
(29), the total error estimate kekþ consists of two independent con-
tributions, namely the error in the displacement field keukþ and the
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Fig. 15. Contribution of all degrees of freedom to norm measure, using Mesh 1 with linear interpolation.
Fig. 16. Meshes used during the h-adaptivity Scheme 1 and the corresponding state variables during computation. The computation is continued after variable transfer by the
closest point approach [26].
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butions to the error estimate do not have the same dimension, thus
the computed error norm is no longer an energy measure. How-
ever, by the fact that both unknown fields are discretized and
solved via finite element analysis, both contributions should be ta-
ken into account in the error analysis.
Fig. 15 shows individual contributions of the error estimates ob-
tained at the end of each loading step in the finite element compu-
tation. To observe the trend of both error contributions, inFig. 15(left), we present each contribution by normalising it with
respect to the value at the end of the loading process
ðu ¼ 0:001 mmÞ. It appears that both contributions increase at
higher rates after the peak in the load–displacement response is
reached. This does not hold anymore towards the end for the dis-
placements, where the estimated error is decreasing.
It is, however, observed in Fig. 15(right) that the error in the
nonlocal equivalent strain field provides a much smaller contribu-
tion to the total error measure than the one in the displacement
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Fig. 17. Influence functions corresponding to the crack opening displacement, obtained from Mesh 2 with quadratic interpolation.
Fig. 18. Meshes obtained during the goal-oriented h-adaptivity.
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two solutions since each is normalized separately prior to this
summation. Thus, an economical alternative of this error estima-tion would be to assess the error in the displacement field only,
disregarding the error in the nonlocal equivalent strain field. De-
spite this observation, we employ in this study the contributions
440
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computation.100
202020
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Fig. 19. The single-edge-notched (SEN) beam, with dimension in millimeters.
Fig. 20. Meshes used in the finite element analysis of the SEN beam.
Table 2
Information of fixed meshes used in the SEN beam computation.
Mesh No. of nodes No. of elements p-order NDOFs
0 107 159 1 321
2 1116
3 2388
4 4137
1 534 938 1 1602
2 6015
3 13242
4 23283
2 1978 3709 1 5934
2 22992
3 51177
4 904896.1.3. Automated mesh adaptivity
In this test, the discretization error is approximated at the end
of each numerical step. Filtered by the adaptive criteria (cf. Sec-
tion 5), some regions in the finite element mesh may be improved
via mesh adaptivity. We control the error not to be beyond 15% of
the solution norm.
In this study, h-adaptivity is chosen. The element sizes can be
designed via the optimality criterion relying on the a priori conver-
gence assumption (cf. Section 5). The discretization error is mea-
sured at the end of each computational step to make sure that
the error information is more relevant to where the discretization
is particularly needed at that stage of the computation. Filtered by
the adaptive criteria, the mesh may be totally adapted and the his-
tory variables are transferred using the closest point technique
[26]. The evoluting meshes and the corresponding state variables
are shown in Fig. 16.
In this study, the performance of the goal-oriented adaptive com-
putation is also investigated.We choose here the crackmouth open-
ing displacement (CMOD) as our quantity of interest. A half of this
quantity can be measured as the displacement in the y-direction at
the lower left corner of the problem domain. As a reasonable
assumption, the dual problem is set as a stationary linear problem
at any computational step. At some selected computational steps,
three sets of influence functions (corresponding to 3 degrees of free-
domused in the implicit gradient-enhanceddamage formulation) of
the crack mouth opening displacement are shown in Fig. 17.
We separate the discretization residual into three parts, corre-
sponding to each degree of freedom, i.e. rx; ry and re correspond
to ux;uy and eeq, respectively. It is found that a unit change of rx
and ry consistently affects the CMOD, while a unit change of re var-
ies its influence on the CMOD during the loading process. A unit
change in re before the peak (i.e. at u ¼ 0:00020 mm) does not have
any influence on the CMOD. However, once the strain starts to
localize, the influence of re concentrates at the crack tip (i.e. at
u ¼ 0:00040 mm) and distributes in a more uniform fashion in
the damaged region in the later stage (i.e. at u ¼ 0:00060 mm
and u ¼ 0:00100 mm).
After the influence functions are obtained, the error in the spe-
cific quantity (i.e. CMOD) is measured. Fig. 18 shows the meshes
used during goal-oriented h-adaptivity, where two error measures
Measure I EIk :¼ jBtangþk ðe; Þj; ð58Þ
Measure II EIIk :¼ kektangþk kktangþk ; ð59Þ
are compared. Though different, the mesh designs based on both
measures also show some similarities. It is evident that, in the lin-
ear-elastic regime, accuracy of the crack mouth opening displace-
ment (as our goal quantity) depends greatly on the discretization
at the point of interest and at the crack tip where there exists a
stress singularity. On the other hand, the discretization in the pro-
cess zone (damage zone) becomes more demanding in the later
stage when damage emerges.
The only difference clearly seen between the two measures is
that, in the softening regime, Measure I detects an outstanding
amount of error at the crack mouth while the error in that region
does not appear significant with Measure II. This may be explained
by the mathematical definitions of the two measures: there is a
multiplicative contribution of the error of both problems in Mea-
sure I, while Measure II separates the error of the primal problem
and the error of the dual problem.
Note that goal-oriented adaptivity is controlled by threshold va-
lue fgoal (cf. Section 5.2) for both measures, which is taken not to be
more than 2.25%.6.2. Single-edge-notched (SEN) beam test
Our second test is the single-edge-notched beam [38] whose
geometrical details are given in Fig. 19. The material parameters
used in this analysis are: Young’s modulus E = 30,000 MPa,
Poisson’s ratio m = 0.2, gradient parameter c ¼ 0:3 mm2, modified
von Mises equivalent strain definition (cf. Eq. (7)) with k ¼ 13:55
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Fig. 21. Load–displacement relations for the SEN beam.
Fig. 22. The damage profile, the error distribution and the deformation obtained by
using Mesh 2 with quartic interpolation in Step 125 (CMSD = 0.125 mm).
Fig. 23. The damage profile, the error distribution and the deformation obtained by
using Mesh 0 with linear interpolation in Step 38 (CMSD = 0.038 mm).
Fig. 24. The damage profile, the error distribution and the deformation obtained by
using Mesh 2 with quartic interpolation in Step 38 (CMSD = 0.038 mm).
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0:000115;a ¼ 0:96 and b ¼ 100. The beam, with a specified thick-
ness of 100 mm, is analysed under a plane stress condition.
The beam is subjected to a skew-symmetric four-point shear
loading, which is applied by means of an indirect displacement
control. As the control parameter, an incremental crack mouth
sliding displacement of 0.001 mm is applied per computational
step in the full Newton–Raphson iterative scheme.
6.2.1. Analysis of error information
To investigate the h-factor and the p-factor of the finite element
discretization, we select three uniform triangular meshes, namelyMesh 0, Mesh 1 and Mesh 2 (cf. Fig. 20). Again, four orders of inter-
polation (p ¼ 1 to p ¼ 4) are applied. Table 2 presents some details
of these reference meshes. The reference meshes are investigated
first. The tests are carried out to examine the influence of the mesh
resolution (h-factor) and the interpolation degree (p-factor) on the
finite element solutions of the SEN beam modelling.
Fig. 25. Damage evolution and corresponding h-adaptivity in the SEN beam.
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meshes are plotted in Fig. 21. The finite element computations obvi-
ously fail when applying Mesh 0 and Mesh 1 with an interpolation
order of less than four (quartic interpolation). It is also found that,
with linear interpolation, even the finest mesh in the test (Mesh 2)
leads to failure of the computation. The computational failure oc-
curs, apparently, before the softening process starts and cannot be
avoided by reducing size of the incremental load. These inadequate
discretizations trigger incorrect failure mechanisms.
From Fig. 21, some further remarks are observed at two differ-
ent stages. In the pre-peak stage, a less stiff response and subsequently a
smaller load-carrying capacity (ultimate load) are noticed, upon
mesh refinement and mesh enrichment. Considering the same
number of degrees of freedom, increasing the interpolation
order (mesh enrichment) provides faster convergence than
refining the mesh.
 In the post-peak stage, a more brittle softening response is
obtained upon mesh refinement and mesh enrichment. In con-
trast to the early stage, however, reducing element sizes results
in a better performance than enriching the interpolation. The
result is not surprising since it agrees with what we have found
0 0.05 0.1 0.15 0.2
CMSD (mm)
0
20
40
60
P 
(K
N
)
FX−mesh0−p4
FX−mesh1−p4
FX−mesh2−p4
H−CPT−mesh0−p4
Fig. 26. Load–CMSD relations for the SEN test with h-adaptivity.
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mesh resolution is clearly needed when the strain is more
localized.
It is expected that damage may appear at three possible zones,
namely
 Zone A, where the stress singularity is expected at the notch
 Zone B, where the maximum bending stress is expected
 Zone C, where a high bending stress is expected
as marked in Fig. 19. With the material parameters set in this test,
we find that damage at the central zone (Zone A) is dominant and
leads to failure of the beam, whereas damage at Zone B only grows
to a limited extent. We do not find any damage in Zone C in our ref-
erence Mesh 2 with quartic interpolation. Plotted at Step 125
(CMSD = 0.125 mm), Fig. 22 shows the damage profile, the defor-
mation and the error that seems to concentrate on the boundary
of the primary damaged zone where the high strain gradients exist.
The situation is differentwhen the discretization is not sufficient.
Using Mesh 0 with linear interpolation, cracks at Zone B and Zone C
appear to be dominant, whereas no damage is detected at Zone A.
This wrong result subsequently leads to the appearance of the dis-
cretization error at Zone B where there exist high strain gradients,
as shown Fig. 23 for Step 38 (CMSD = 0.038 mm). Now, imagine if
we use the results obtained fromMesh 0 at this final step to consider
where adaptivity should take place. Obviously, the error leads to
wrong information (see Fig. 23(b)) and the adapted mesh will be
completely inadequate. To obtain the correct information about
adaptivity, it is clear that the mesh should be updated during the
loading process. See Fig. 24 for a comparison with the reference dis-
cretization (Mesh 2 with quadratic interpolation) at the same step.
6.2.2. Automated mesh adaptivity
Similar to the central transverse crack test, we allow 15% of the
error measure to be present in the analysis. Due to the complexity
of the SEN beam problem, the FE analysis requires more computa-
tional cost than it does in the previous example. Instead of comput-
ing error and activating adaptivity at every step of computation,
we activate the processes every 10 steps, in order to get reasonable
updates of the mesh balanced with the demands on computational
efforts. With the total CMSD subdivided in 200 increments, this im-
plies 20 possible adaptive processes during the entire analysis. In
Fig. 25, the evolution of the mesh is shown.
We start the use of h-adaptivity with Mesh 0 with quartic inter-
polation. We prevent excessive refinement by specifying the possi-
ble element size not to be smaller than the minimum value, which
in this test is half of the element size of Mesh 2.
Compared with the results from the reference meshes, it is
shown in Fig. 26 that the result from the h-adapted mesh almost
duplicates the result of Mesh 2. Actually, when smaller element
sizes than those in Mesh 2 are applied at the critical zones, a softer
behavior is obtained in the adapted mesh. Considering the compu-
tational cost, the number of degrees of freedom used in the
adapted case varies during the loading process. The result also re-
veals that the maximum number of degrees of freedom used in the
computation is 21,099, while in Mesh 2 without any adaptivity,
this number is more than four times as much.
7. Concluding remarks
The error estimator presented in [25] has been applied to a gra-
dient-enhanced damage model. The error measures, which are
based on the positive-definite part of the stiffness matrix, include
those in a solution norm and in a specific quantity, i.e. the crack
mouth opening displacement. To seek the most suitable meshdiscretization for the model, the h-factor and the p-factor have
been studied.
In the study, we have found that the discretization error in
the linear-elastic regime appears to concentrate at the supports
and the notches (where there exists stress singularities). Once
damage is initiated, the error in the damage zone appears to
take more control. During the loading process, a sufficiently re-
fined or enriched discretization is obviously needed in the zone
of high strain gradient, which is usually the zone where damage
appears. However, containing the highest damage level does not
mean that the zone needs the most refined/enriched discretiza-
tion. As a good alternative to the error estimation, an error indi-
cation, after the damage is initiated, could be the gradient of the
equivalent strain or of its nonlocal counterpart, rather than the
damage level. We have also found that the error in the nonlocal
equivalent strain field provides a much smaller contribution to
the total error measure than the one in the displacement field.
Thus, an economical alternative of this error estimation would
be to assess the error in the displacement field only. Further-
more, via goal-oriented adaptivity based on crack mouth open-
ing displacement, we have also observed in the punch test
that, once the damage appears, correct modelling of the damage
and the strain profiles also guarantees accuracy of the specific
quantity.
Once the error information is at hand, the adaptive process is
activated when the global error exceeds a user-specified global er-
ror allowance. Based on uniform error distribution, the process
takes place in the regions of large elemental errors. With the adap-
tive process activated during the computation, the cracking pro-
cess is ensured to follow a correct path with a realistic width of
the process zone.References
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