Abstract. Low-rank image decomposition has the potential to address a broad range of challenges that routinely occur in clinical practice. Its novelty and utility in the context of atlas-based analysis stems from its ability to handle images containing large pathologies and large deformations. Potential applications include atlas-based tissue segmentation and unbiased atlas building from data containing pathologies. In this paper we present atlas-based tissue segmentation of MRI from patients with large pathologies. Specifically, a healthy brain atlas is registered with the low-rank components from the input MRIs, the low-rank components are then re-computed based on those registrations, and the process is then iteratively repeated. Preliminary evaluations are conducted using the brain tumor segmentation challenge data (BRATS '12).
Introduction
Image-based lesion detection and segmentation are needed to assess and plan the treatment of patients suffering from traumatic brain injuries (TBI), brain tumors, or stroke [2] . One popular method for such image analysis involves registering an atlas to the patient's images to estimate tissue priors. However, if the patient's images contain large pathologies, then lesion-induced deformations may inhibit atlas registration and confound the tissue priors. Furthermore, even forming an appropriate, unbiased atlas for segmentation may be problematic.
In unbiased atlas building [3] , when images with lesions are used to form the atlas, the lesions propagate into and corrupt the atlas. However, particularly for research projects with limited time and financial resources or involving a new imaging protocol or children, it can be problematic to obtain a sufficient number of protocol-matched scans from healthy subjects for atlas formation. Hence, registration methods tolerant to such image corruptions are desirable.
The iterative, low-rank image registration framework presented in this paper tolerates the presence of large lesions during image registration, and it can thereby aid in atlas-based segmentation and unbiased atlas formation by mitigating the effects described above. While our approach is general, in this paper we focus on registration in the presence of pathologies for the purpose of atlas-based tissue segmentation for illustration.
The most straightforward method to eliminate a lesion's influence during registration is to "mask" it so that the lesion's voxels are not considered during the computation of the image similarity metric. Other methods attempt to address this problem by joint registration and segmentation which tolerates missing correspondences [1], geometric metamorphosis that separates estimating healthy tissue deformation from modeling tumor change [5] , or personalized atlas construction that accounts for diffeomorphic and non-diffeomorphic changes [9] . While effective, these methods require explicit lesion segmentations or initial lesion localizations, which, in this case, is actually the goal of the process.
Contribution. We propose to exploit population information to assess which parts of an image are likely lesions (they are inconsistent with the population) and which parts of an image should be considered normal. We adopt a recent machine learning technique, i.e., the decomposition of matrices into a low-rank and sparse components [6] , in an iterative registration process to achieve this objective.
Low-Rank Plus Sparse Decomposition
In [6], Peng et al. propose to decompose a matrix of vectorized images into the sum of a low-rank and a sparse component (containing residuals) in the context of simultaneous image alignment. The intuition is that the portion of each image that cannot be explained by the low-rank model is allocated to the sparse part. Hence, the low-rank component could be interpreted as a blending of recorded values and values inferred from the population; the sparse component then contains each subject's anomalous values. Technically, the allocation of image intensities to each of those components is driven by the amount of linearcorrelation across the images. Given a collection of n images having m voxels, we have: D a m × n matrix in which each image I i is a column vector that contains the m spatially-ordered voxel intensities in I i . L a m × n matrix that contains the low-rank representations L i for each of the images in the collection D. S a m × n matrix that is the sparse component, s.t.
The low-rank representation of D is then defined as
where L * is the nuclear norm of L and S 1 is the 1-norm of S. Since the problem is convex, a globally optimal solution {L * , S * } can be obtained using, e.g., an augmented Lagrangian approach [4] .
