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LPH    LP-based heuristic 
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MT     Maximum number of trials  
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)(xfi     i-th objective function 
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k
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ijp      The k-th attribute value of item j if it is assigned to knapsack i 
ijw      Weight of item j if it is assigned to knapsack i 
ic      Capacity of knapsack i 
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FreeSet    The set containing all free variables  
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ZeroSet    The set containing all the variables having value 0 
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This thesis is devoted to solving multiobjective zero-one integer linear programming 
problems. Although this class of problems has been studied for many years, relative 
few effective solution methods have been developed in this field. This study is 
particularly concerned with the design and development of heuristics for solving this 
class of problems. We present some useful concepts and propose some heuristic 
methods for finding the ε-nondominated solutions. The proposed solution method is 
quite simple and useful. This method decomposes a multiobjective zero-one 
programming problem into a series of single objective problems. Efficient LP-based 
heuristics, which capitalize on the similarity between the optimal solution of a zero-
one integer linear programming problem and that of its corresponding LP problem, are 
employed to solve these single objective problems. In particular, the proposed methods 
are applied to two classes of multiobjective zero-one programming problems, i.e. the 
multiobjective zero-one knapsack problem and the multiobjective generalized 
assignment problem, in this study. Extensive computational experiments have 
demonstrated that the methods we proposed are very effective for solving these classes 
of problems. These methods can also be extended to other multiobjective zero-one 
programming problems, especially the other members from the family of the knapsack 
problems. 
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Chapter 1   Introduction 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
 
Numerous real world problems are recognized to have multiple objectives. There does 
not just exist a single criterion by which the success of a particular solution can be 
measured. Rather, there are multiple criteria to be satisfied or achieved. These criteria 
may be conflictive or competitive with one another. Generally all problems have 
multiple objectives, but we have tended to think of (and solve) problems as if they 
have only one objective (Stanley Zionts, 1992). There are many reasons for the 
increasing interest in multiobjective mathematical programming. First and most 
importantly, is the increasing recognition that most decision problems are inherently 
multiobjective (Evans, 1984). Even many problems addressed by classical single 
objective models can easily be viewed as multiobjective in nature.  
 
Multiobjective mathematical programming is one way of tackling real world problems 
involving multiple objectives. The topic of multiobjective mathematical programming 
is derived from the field of multiple criteria decision making (MCDM) (Steuer, 1986). 
Multiple criteria decision making has, however, two distinct halves. One half is multi-
attribute decision analysis and the other half is multiobjective mathematical 
programming (multiple criteria optimization). In the absence of a mathematical 
specification of the decision maker’s (DM’s) utility function, the extensions in theory 
and innovations in technique that enable us to identify the DM’s final solution 
constitute the topic of multiobjective mathematical programming (Steuer, 1986).  
 
Multi-attribute decision analysis is most often applicable to problems with a small 
number of alternatives in an environment of uncertainty, whereas multiobjective 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
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mathematical programming is most often applied to deterministic problems in which 
the number of feasible alternatives is large. While multi-attribute decision analysis has 
been most applicable in resolving difficult public policy problems (nuclear power plant 
siting, location of an airport, type of drug rehabilitation program, etc.), multiobjective 
mathematical programming is more useful with less controversial problems in business 
and government.  
 
The study of multiobjective mathematical programming has occurred since the 1970s. 
The most frequently addressed multiobjective mathematical programming problems 
include multiobjective linear programming problems and multiobjective integer linear 
programming problems. However, it is somewhat surprising that multiobjective integer 
programming and combinatorial optimization have not yet been studied widely to date. 
A few papers in this area have been published in the 1970s, and then the classical 
problems have been investigated in the 1980s. Approximately since 1990 several PhD 
thesis have been written, specific methodologies have been developed, and the number 
of research papers in this field has grown considerably (Ehrgott and Gandibleux, 2000).  
 
This thesis is particularly concerned with the solution of multiobjective zero-one 
programming problems. The two classes of problems considered in this study are the 
multiobjective 0-1 knapsack problem and the multiobjective generalized assignment 
problem. The single objective case of both problems is NP-hard (Martello and Toth, 
1990). Therefore, we can see the difficulties involved in solving multiobjective cases 
of these problems.  
 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
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Some of the earliest work in the area of multiobjective zero-one programming was 
done by Pasternak (1973) and Jaikumar (1973), and presented at the conference on 
multiple criteria decision making in South Carolina in 1973 (Rasmussen, 1986). Many 
researchers have attempted to solve this class of problems. They have developed 
various methods, including exact ones and approximate ones, to solve them. Usually, 
the exact ones are based on implicit enumeration techniques, especially the branch-
and-bound algorithm, while the approximate methods are based on the classical 
metaheuristics, such as genetic algorithms, simulated annealing, and tabu search. They 
adapted these effective algorithms for solving single objective integer programming 
and combinatorial optimization problems to multiobjective context. However, relative 
few effective solution methods have been developed in this field to date. As the 
multiobjective integer programming and combinatorial optimization problems are 
quite different from their single objective counterparts, solution techniques that are 
effective for solving the single objective problems may not be viable or work well 
within a multiobjective context. On the other hand, the multiobjective metaheuristics 
presented in the literature to date can only solve relatively small problems effectively. 
Some researchers have studied the multiobjective zero-one programming problems 
theoretically, and achieved some results.  
 
In practice, interactive approaches have proven to be most effective in solving 
multiobjective mathematical programming problems. These are man-machine 
procedures that intersperse phases of computation with phases of decision. Hence, 
human intervention in the solution process is one of the characteristics that distinguish 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
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the methods of multiobjective mathematical programming from those of traditional 
single objective mathematical programming.  
 
This research is particularly devoted to the development of approximate methods with 
the aim of generating a good approximation to the nondominated frontier of 
multiobjective 0-1 integer linear programming problems. Approximate approaches are 
widely accepted in solving real world problems, especially when the problem size is 
large. One reason for this lies in the fact that the model formulated as well as the data 
collected to represent a real world problem is usually not exactly accurate. 
Consequently, an optimal solution may not be so desirable from a pragmatic point of 
view. A second reason is that the time and computing resource taken to improve the 
accuracy of the solutions of NP-hard problems usually increase exponentially, which 
makes it not worthwhile to solve them to optimality. Therefore, approximate 
approaches are preferred in this study.  
 
In general, for a multiobjective mathematical programming problem a solution that is 
optimal with respect to all the objectives does not exist, except for very special cases. 
This is because the objectives are usually conflictive or competitive and thus can not 
be attained optimally at the same time. As a result, the concept of Nondominated 
Solution is adopted in the area of multiobjective mathematically programming. Usually 
a multiobjective integer programming problem has many or even numerous 
nondominated solutions. Consequently, those methods developed with the aim to 
exhaustively generate all nondominated solutions to a multiobjective integer 
programming problem are usually not effective or successful. In fact, it is quite 
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unnecessary to generate all nondominated solutions, in that too many solutions can 
only overwhelm the DM to make an effective decision. In view of this, the approaches 
derived in this study only aim to generate a sufficient number of solutions to a 
multiobjective 0-1 programming problem, so that the DM can make a decision 
effectively.  
 
In this research, we discuss three useful concepts for the solution of multiobjective 
integer programming problems: ε-Nondominated Solution, Extreme Nondominated 
Solution and δ-representative Nondominated Solution. We propose a simple and useful 
method for solving multiobjective integer programming problems. This approach 
decomposes a multiobjective integer programming problem into a series of single 
objective problems. An efficient LP-based heuristic algorithm, which capitalizes on the 
similarity between the optimal solution of a 0-1 programming problem and that of its 
LP relaxation, is proposed to solve these single objective problems one by one.  
 
The contents of this thesis are organized in the following way. Chapter 2 provides a 
literature review on the methodologies and techniques developed for solving 
multiobjective integer programming and combinatorial optimization problems as well 
as their applications. Chapter 3 introduces the basic concepts and describes the 
methodology developed in this study. In Chapter 4 we describe in details the method 
we developed for solving the multiobjective 0-1 knapsack problem, and report the 
results of extensive computational experiments. Chapter 5 is devoted to the 
development of method for solving the multiobjective generalized assignment problem. 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
                                                                                                                                     6 
Chapter 1   Introduction 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
Finally, Chapter 6 we summarize this research and discuss some possible directions for 
future research. 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
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Numerous real world decision problems involving multiple objectives can be modeled 
as multiobjective integer programming problems. The study of multiobjective integer 
programming and combinatorial optimization has occurred since 1970s. Due to the 
wide application of this type of problems and the difficulties involved in solving even 
the single objective case, it has been receiving great attention since then.  
 
Many researchers have provided extensive literature reviews on this topic. Zionts 
(1979) conducted the earliest survey on multiobjective integer programming methods. 
Evans (1984) presented a nontechnical overview of many specific solution techniques 
for multiobjective mathematical programming, including multiobjective integer 
programming. Rasmussen (1986) provided a review focused on zero-one programming 
problems with multiple criteria. Teghem and Kunsch (1986a) gave a survey about the 
techniques solving multiobjective integer linear programming problems. They (1986b) 
also provided a survey on interactive techniques for solving the same class of problems. 
White (1990) presented a bibliography on applications of multiobjective methods that 
use no a priori explicit value function and were complex enough to require 
mathematical programming aids. Ulungu and Teghem (1994a) provided a review on 
multiobjective combinatorial optimization problems. They examined a variety of 
classical combinatorial optimization problems. Ehrgott and Gandibleux (2000) 
conducted a survey of the research in the area of multiobjective combinatorial 
optimization and presented an extensive annotated bibliography of it. Jones, Mirrazavi 
and Tamiz (2002) gave an overview of the articles concerned with the theory and 
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application of multiobjective metaheuristics that were drawn from the period 1991-
1999.  
 
This chapter attempts to provide a review into the methods and techniques addressing 
the multiobjective integer programming and combinatorial optimization problems that 
were presented in the open literature mainly over the past 15 years. We are going to 
discuss them according to the following categories. 
 
2.1 Approaches aiming to generate a good approximation to the set of 
nondominated solutions 
 
The first group includes the heuristic approaches trying to generate a good 
approximation to the set of nondominated solutions. The definition of heuristic given 
by Reeves (1995) is a technique which seeks or finds good solutions to a difficult 
model. A metaheuristic goes beyond this to draw on ideas and concepts from another 
discipline to help solve the artificial system being modeled (Jones, Mirrazavi and 
Tamiz, 2002). The most widely used metaheuristics include genetic algorithms, which 
emulate the way species breed and adapt in the field of genetics; simulated annealing, 
which emulates the way in which a material cools down to its steady state in the field 
of physics; and tabu search, which draws on the social concept of ‘taboo’ in order to 
provide an effective search technique that avoids local optima. A newly emerged 
metaheuristic is the ant colony system, which emulates the behavior of the ant colony 
in finding the shortest path for food transportation. However, to our knowledge it has 
not yet been used for solving multiobjective integer programming and combinatorial 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
                                                                                                                                     10 
Chapter 2   A Literature Review 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
optimization problems. Most of the heuristics presented in the literature for solving 
multiobjective integer programming and combinatorial optimization problems are 
based on the extension of the three classical metaheuristics, namely simulated 
annealing, tabu search and genetic algorithms to multiobjective context.  
 
Czyzak and Jaszkiewicz (1998) adapted simulated annealing algorithm to 
multiobjective context and proposed the Pareto Simulated Annealing that aims to 
generate a good approximation of the set of nondominated solutions to a 
multiobjective combinatorial optimization problem in a relatively short time. Ulungu, 
Teghem, Fortemps and Tuyttens (1999) did a similar thing. They also adapted 
simulated annealing to multiobjective case and proposed the so-called Multiobjective 
Simulated Annealing (MOSA) algorithm to approximate the set of nondominated 
solutions to a multiobjective combinatorial optimization problem. Tuyttens, Teghem, 
Fortemps and Nieuwenhuyze (2000) assessed the performance of the MOSA algorithm 
developed above by comparing the computational results of its application to the 
bicriteria assignment problem against the results from an exact method based on a two-
phase approach. Gandibleux and Freville (2000) presented a tabu search based 
procedure to generate an approximation to the nondominated set of biobjective 0-1 
knapsack problems. Marett and Wright (1996) compared the performance of simulated 
annealing and tabu search by applying both to a large, complex multiobjective 
flowshop problem. It was shown that simulated annealing becomes more attractive 
than tabu search as the number of objectives increases. Compared with simulated 
annealing and tabu search, very few metaheuristic based on genetic algorithm is 
proposed for solving multiobjective integer programming and combinatorial 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
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optimization problems. One example is Tamura et al. (1999) who presented a method 
on the basis of genetic algorithm and satisficing tradeoff method and applied it to 
flowshop scheduling. Teghem, Tuyttens and Ulungu (2000) adapted simulated 
annealing algorithm to the solution of multiobjective combinatorial optimization 
problems. An interactive approach is taken to handle large scale problems. This 
method was applied to the multiobjective knapsack problem and multiobjective 
assignment problem. Erlebach, Kellerer and Pferschy (2001) developed a methodology 
for computing a provably good approximation of the nondominated set to the 
multiobjective knapsack problem, which is based on a new approach to the single 
objective knapsack problem using a partition of the profit space into intervals of 
exponentially increasing length. Readers may refer to Jones, Mirrazavi and Tamiz 
(2002) for an excellent literature review of multiobjective metaheuristics.  
 
2.2 Approaches aiming to generate the set of all nondominated solutions 
 
The second group consists of those exact approaches which are able to generate the set 
of all nondominated solutions. Many of these approaches involve the use of the 
branch-and-bound algorithm or its variants. Teghem and Kunsch (1986a) provided a 
survey on the methods characterizing the set of nondominated solutions of a 
multiobjective integer linear programming problem.  
 
Ulungu and Teghem (1994) extended Martello and Toth’s classical method for solving 
the knapsack problem to biobjective version. But they did not conduct any significant 
computational experiments. Visee, Teghem, Pirlot and Ulungu (1998) developed two 
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two-phase methods to generate all nondominated solutions for the biobjective 
knapsack problem. In the first phase, the set of supported nondominated solutions is 
determined by solving a parameterized single objective knapsack problem. The second 
phases of both methods generate all non-supported nondominated solutions with a 
branch-and-bound approach, with one using the “breadth first” strategy and the other 
using the “depth first” strategy. Li and Shi (2001) proposed a branch-and-partition 
algorithm to solve the integer linear programming problem with multicriteria and 
multi-constraint levels.  
 
For some earlier works, readers may refer to Klein and Hannan (1982), Kiziltan and 
Yucaoglu (1983), and Deckro and Winkofsky (1983), for details.  
 
2.3 Approaches aiming to generate one or several “best compromise” 
solutions for the decision maker  
 
The third group comprises the approaches aiming to generate one or several “best 
compromise” solutions for the DM. It is noted that many of these approaches 
incorporate some interactive procedure. Interactive approaches seem to be drawing 
more and more attention in this area over the past 15 years.  
 
White (1985) proposed an approach that is based on an interactive branch-and-bound 
procedure and an extension of Lagrangean relaxation methods from single objective 
context to multiobjective context to solve multiobjective integer programming 
problems. Ramesh, Zionts and Karwan (1986) developed a practical interactive 
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solution approach for solving multiobjective integer programming problems, which is 
based on the combination of a branch-and-bound scheme with the interactive 
determination of the decision-maker’s preference structure. Marcotte and Soland (1986) 
presented an interactive algorithm for multiobjective optimization, which is also of the 
branch-and-bound type. This algorithm applies to those problems which have convex 
or discrete feasible set. Gabbani and Magazine (1986) proposed an interactive 
approach to solve multiobjective integer linear programming problems heuristically. 
Ramesh, Karwan and Zionts (1989) developed an efficient system for representing the 
DM’s preference structure. An algorithmic framework that integrates this 
representation with a branch-and-bound procedure is developed for solving 
multiobjective integer programming problems. Ramesh, Karwan and Zionts (1990) 
developed an interactive solution framework for bicriteria integer programming 
problems. This framework assumed the DM’s utility function to be pseudoconcave and 
nondecreasing and the solution algorithm is an interactive branch-and-bound algorithm. 
Aksoy (1990) developed an interactive branch-and-bound algorithm for bicriteria 
nonconvex programming problems, which requires pairwise preference comparisons 
from the DM.  
 
More recently, a new technique that incorporates reference point/direction into an 
interactive framework is attracting more and more attention. Vassilev and Narula 
(1993) proposed a reference direction approach and an interactive algorithm to solve 
multiobjective integer linear programming problems, in which the DM is required to 
provide the reference point at each iteration. Metev and Yordanova-Markova (1997) 
employed two auxiliary scalar optimization problems that use reference points to solve 
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multiobjective optimization problems whose concave functions are maximized over a 
feasible set represented as a union of compact convex sets. Alves and Climaco (1999) 
proposed an interactive approach that is based on the cutting plane techniques and 
Tchebycheff metric for solving multiobjective integer linear programming problems. 
This method generates a nondominated solution that is closest to a reference point at 
each iteration. And the cutting plane technique allows the method to make use of the 
solution information of the previous iterations. Again, Alves and Climaco (2000a) 
proposed an interactive reference point approach for multiobjective (mixed) integer 
linear programming problems, which employs branch-and-bound techniques for the 
solution of Tchebycheff mixed-integer scalarizing programs. Postoptimality techniques 
were developed to allow the algorithm to benefit from previous computations. Alves 
and Climaco (2000b) developed an interactive method based on simulated annealing 
and tabu search to solve multiobjective 0-1 linear programming problems. An 
interactive protocol was used to specify reservation levels for the objective function 
values. Vassilev, Narula and Gouljashki (2001) presented a learning-oriented 
interactive reference direction algorithm for solving multiobjective convex nonlinear 
integer programming problems, where the DM sets his preferences as aspiration levels 
of the objective function at each iteration of the algorithm.  
 
Remarks:  
Each method or technique possesses its advantages and disadvantages. When an 
interactive approach requires a lot of inputs from the DM, it could cause some 
difficulty during the implementation process. On the other hand, the quality of an 
approximation to the nondominated set generated by a heuristic method usually cannot 
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be guaranteed, which may make the solutions unacceptable to the DM. Most of the 
time, researchers rely on existing reference nondominated solutions or reference 
nondominated solutions generated by some other exact methods to evaluate the quality 
of the approximation generated by the heuristics. Some researchers (see Visee et al., 
1998) tried to propose algorithms with the aim of generating all nondominated 
solutions to a multiobjective integer programming problem. This practice is 
meaningful theoretically, but the fact that the number of nondominated solutions 
increases very fast with the problem size and too many nondominated solutions can 
only overwhelm the DM renders it undesirable in practical decision makings.   
 
2.4 Real world applications of multiobjective optimization techniques 
 
Multiobjective integer programming and combinatorial optimization techniques have 
been applied to many areas. Many researchers have proposed specific approaches to 
solve various real world problems. These problems include: machine scheduling, 
project scheduling, crew scheduling, communication, capital budgeting and planning, 
transportation, resource allocation, regional development, and so on. 
 
Teng and Tzeng (1996) presented a method for selecting non-independent 
transportation investment alternatives. Hapke, Jaszkiewicz and Slowinski (1998) 
proposed an approach based on the Pareto Simulated Annealing metaheuristic to 
handle quite a general class of non-preemptive project scheduling problems with 
renewable, non-renewable and doubly constrained resources, multiple performing 
modes of activities, precedence constraints in the form of an activity network and 
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multiple project performance criteria of time and cost type. Karasakal and Koksalan 
(2000) applied a simulated annealing method to two bicriteria scheduling problems on 
a single machine. The first problem is the strongly NP-hard problem of minimizing 
total flowtime and maximum earliness. The second one is the NP-hard problem of 
minimizing total flowtime and number of tardy jobs. Lova, Maroto and Tormos (2000) 
applied a multicriteria heuristic to improve resource allocation in multiproject 
scheduling. Viana and Sousa (2000) applied multiobjective version of simulated 
annealing and tabu search to the resource constrained project scheduling problem, in 
order to minimize the makespan, the weighted lateness of activities and the violation of 
resource constraints. Lourenco, Paixao and Portugal (2001) proposed multiobjective 
metaheuristics based on the tabu search and genetic algorithm for solving real world 
crew scheduling problems in public bus transport companies. Yan and Huo (2001) 
proposed a multiple objective model to help airport authorities to solve gate 
assignment problems. To effectively solve large problems in practice, weighting 
method, column generation method, simplex method and branch-and-bound technique 
were employed. Lee et al. (2001) applied the zero-one compromise programming 
technique coupled with an eigenvalue estimation method to accommodate the goal 
setting process in rural telecommunications establishment. El-Gayar and Leung (2001) 
presented a multicriteria decision making framework for the planning of regional 
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2.5 Methods for solving the two classes of problems under study 
 
This research is particularly interested in the two classes of problems: the 
multiobjective 0-1 knapsack problem and the multiobjective generalized assignment 
problem.  
 
The articles that are concerned with the methods and techniques for solving the first 
class of problems include Ulungu and Teghem (1994), Visee, Teghem, Pirlot and 
Ulungu (1998), Czyzak and Jaszkiewicz (1998), Ulungu, Teghem, Fortemps and 
Tuyttens (1999), Gandibleux and Freville (2000), Teghem, Tuyttens and Ulungu 
(2000), Erlebach, Kellerer and Pferschy (2001).  
 
As far as we know, the generalized assignment problem has not yet been addressed 
within a multiobjective context to date. However, the single objective generalized 
assignment problem and its variants have been widely applied in solving real world 
problems. It is concerned with optimally assigning n jobs to m agents such that each 
job is assigned to exactly one of the agents and the total resource capacity of each 
agent is not exceeded.  
 
It was shown that various location problems can be modeled and solved as generalized 
assignment problems (Ross and Soland, 1977). Pirkul (1986) formulated the problem 
of allocating databases among the nodes of a distributed computer system as a multi-
resource generalized assignment problem. Shtub and Kogan (1998) extended the multi-
resource generalized assignment problem to the case where demand varies over time 
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and capacity assignments are dynamic. It was shown that the extended model can be 
used for strategic capacity planning. LeBlanc, Shtub and Anandalingam (1999) 
extended the multi-resource generalized assignment problem to allow splitting 
individual batches across multiple machines, while taking into account the effect of 
setup times and setup costs. This extended model is applicable to many actual 
production planning problems, including ones in the injection molding industry and in 
the metal cutting industry. Nowakovski, Schwarzler and Triesch (1999) applied the 
generalized assignment problem to the solution of the scheduling problem of ROSAT 
– a satellite borne X-ray observatory.  
 
Researchers have proposed various methods including exact and approximate solution 
procedures to solve the generalized assignment problem and its variants. Let LGAP 
represent the LP relaxation of a generalized assignment problem. Benders and Van 
Nunen (1983) proved that in any basic feasible solution to an LGAP the number of 
split items is less than or equal to the number of fully occupied knapsacks. More 
recently, Trick (1992) provided an alternative proof to this property in the language of 
Graph Theory, and proposed a linear relaxation heuristic based on this property to 
solve the generalized assignment problem.  
 
Gavish and Pirkul (1991) developed several solution procedures for the multi-resource 
generalized assignment problem. They introduced and compared various Lagrangean 
relaxations of the multi-resource generalized assignment problem. Several solution 
procedures were suggested and tested through computational experiments. A final 
algorithm that incorporates one of these procedures along with a branch-and-bound 
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procedure was developed, which was found to be capable of solving larger problems in 
reasonable times. Laguna et al. (1995) presented a tabu search method with 
neighborhoods defined by ejection chains for the solution of multilevel generalized 
assignment problem. Amini and Racer (1995) developed a hybrid heuristic (HH) for 
the solution of the generalized assignment problem. The HH algorithm is a hybrid of 
the two heuristics: Heuristic GAP (HGAP) and Variable-Depth-Search Heuristic 
(VDSH). The HH can be viewed as a tradeoff method between HGAP and VDSH, 
which provides high quality solution within a reasonable solution time. Chu and 
Beasley (1997) presented a heuristic based on genetic algorithm for solving the 
generalized assignment problem, which incorporates a problem-specific coding of a 
solution structure, a fitness-unfitness pair evaluation function and a local improvement 
procedure. Computational results show that this heuristic is able to generate optimal or 
near optimal solutions. Cattrysse, Degraeve and Tistaert (1998) applied polyhedral 
results to the generalized assignment problem and yielded good upper bounds for 
finding near optimal solutions. After applying some preprocessing techniques, the 
generated instances were solved to optimality by branch-and-bound in a reasonable 
time. Narciso and Lorena (1999) proposed a Lagrangean/surrogate heuristic for solving 
the generalized assignment problem, which combines usual Lagrangean and surrogate 
relaxations. The Lagrangean/surrogate relaxation relaxes first a set of constraints in a 
surrogate way; and then the Lagrangean relaxation of the surrogate constraint is 
obtained and approximately optimized. Three relaxations were derived for the 
generalized assignment problem and relaxation multipliers were used with efficient 
constructive heuristics to find good feasible solutions. The application of a 
Lagrangean/surrogate approach seems promising for solving large problems. Romeijn 
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and Morales (2000) proposed a class of greedy algorithms for the generalized 
assignment problem. A family of weight functions is defined to measure a pseudo-cost 
of assigning a job to a machine. This weight function in turn is used to measure the 
desirability of assigning each job to each machine. The greedy algorithm then 
schedules jobs according to a decreasing order of desirability. A relationship with the 
partial solution given by the LP-relaxation of the generalized assignment problem is 
found and conditions under which the algorithm is asymptotically optimal in a 
probabilistic sense are derived. Diaz and Fernandez (2001) proposed a tabu search 
heuristic for solving the generalized assignment problem, which uses recent and 
medium-term memory to dynamically adjust the weight of the penalty incurred for 
violating feasibility. A distinctive feature of the heuristic is its simplicity and flexibility. 
Higgins (2001) proposed a tabu search algorithm to solve very large-scale generalized 
assignment problem. This tabu search algorithm applies dynamic oscillation of feasible 
versus infeasible search and the neighborhood size varies during the solution process. 
The dynamic oscillation and varying neighborhood sample sizes are controlled by the 
success of the search.  
 
In this research, we extend the generalized assignment problem to multiobjective 
context and propose an effective approach, the core of which is an LP-based heuristic 
(LPH) to tackle it. To our knowledge, this is the first time that the generalized 
assignment problem is addressed from a multiobjective point of view.  
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In this chapter we introduce some basic and useful concepts for solving multiobjective 
integer programming and combinatorial optimization problems. These concepts 
include ε-Nondominated Solution, Extreme Nondominated Solution and δ-
representative Nondominated Solution. We also propose a simple and useful approach 
to solve multiobjective integer programming problems. The usefulness of this 
approach in practical decision making is demonstrated through its application to the 
multiobjective 0-1 knapsack problem.  
 
3.1 Some basic concepts and definitions  
 
Consider a multiobjective integer programming problem P(3.1): 
P(3.1):  maximize   {f1(x), f2(x), …, fl(x)} 
subject to   x ∈ X; x integer; X ⊂ Rn;  
where, X is the set of feasible solutions in the decision space Rn. R is the set of real 
numbers.  
 
Definition 1 [Nondominated Solution].  
x ∈ X is a nondominated solution to problem P(3.1) if and only if there does not exist 
an x ∈ X such that: 
fi(x) ≥ fi( x ), i = 1, 2, …, l; and fi(x) > fi( x ) for at least one i. 
In the literature, a nondominated solution is also referred to as an efficient solution, 
noninferior solution, Pareto solution or N-point.  
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Definition 2 [Feasible Outcome Region].  
Set Z defined as: 
Z = {z | z = (f1(x), f2(x), …, fl(x))T, x ∈ X} 
is called the feasible outcome region in the outcome space Rl; obviously, Z ⊂ Rl.  
In other words, Z is the image of X in the outcome space. In the literature, the outcome 
space is also referred to as the value space, objective space or criteria space.  
 
Before introducing the concept of Extreme Nondominated Solution, we first consider 
the l objectives separately and solve the following single objective subproblems 
individually:  
P(3.2):  maximize   fi(x)   i = 1, 2, …, l 
subject to   x ∈ X; x integer; X ⊂ Rn;  
 
Definition 3 [Extreme Nondominated Solution].  
An Extreme Nondominated Solution (ENS) to a multiobjective integer programming 
problem is a nondominated solution with one objective value equal to its maximum 
possible value.  
Remarks: 
If the mapping from the feasible decision region to the feasible outcome region is one-
to-one, then it can be easily shown that a biobjective integer programming problem has 
exactly two ENS’s without any additional assumption. This is because if there is more 
than one optimal solution to problem P(3.2), only the one having maximum value for 
the objective other than the one under maximization is nondominated. However, for a 
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similar statement to hold for an l-objective (l ≥3) optimization problem, we need one 
additional assumption. That is, the optimal solution to problem P(3.2) is unique. Under 
this assumption, we can say that an l-objective integer programming problem has exact 
l ENS’s. Otherwise, an l-objective optimization problem has at least l ENS’s.  
 
The Extreme Nondominated Solution is important for solving biobjective integer 
programming problems in the sense that it delimitates the nondominated frontier and 
hence reduce the search space. This concept is also helpful for solving problems with 
more than two objectives to some extent. Bounds and domination conditions should be 
used to reduce the search space (Ehrgott and Gandibleux, 2000). For example, in 
Figure 3.1 we illustrated the two ENS’s A and B of a biobjective integer programming 
problem. The dots illustrate the boundary of the feasible outcome region. All 
nondominated solutions will be contained in the region A-B-C.  
Z2 
B(b1, b2) b2 
b2’ B2’ B’ B1’
Feasible Outcome Region 
C a2 A(a1, a2) 
Z1 a1 b1 
 
Figure 3.1 An illustration of the two ENS’s to a biobjective integer programming 
problem 
 
Here, when we say a “solution” in the outcome space, we refer to the corresponding 
point of that solution in the outcome space. Therefore, a solution has n components in 
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the decision space while it has l components in the outcome space, given that the 
problem has n decision variables and l objectives.  
 
Real world problems are often too large or too complex to be solved to optimality. As 
a result, a measure to evaluate an “approximate optimal” solution seems to be desirable. 
This motivated us to give the following definition of ε-Nondominated Solution. A 
similar definition of this term can be found in White (1985) and Steuer (1986).  
 
Definition 4 [ε-Nondominated Solution].  
In the outcome space, let N(P) denote the set of nondominated solutions to an l-
objective integer programming problem P and s is a feasible solution to P. Then 
solution s is an ε-Nondominated Solution (ε-NS solution, in short) if there exists z ∈ 
N(P) such that  
λ
q
sz − ≤ λε
q
oz −⋅       (3.1) 














the weighted Lp-metric; q is a positive value or equal to ∞; The most commonly used q 
values include 1, 2 and ∞ (Zeleny (1982) and Steuer (1986); λ ∈ Rl is a nonnegative 
vector of weights; iλ , and are the ith component of λ, x and y, respectively.  ix iy
 
This definition is a natural extension of the ε-optimality in the context of single 
objective optimization. If a feasible solution s satisfies Condition (3.1), it means that it 
is within ε distance from the nondominated frontier. This measure can be used to 
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evaluate the quality of a solution generated to a multiobjective integer programming 
problem. Sometimes we may not need to employ a weighted Lp-metric, and 
consequently we can remove the λ’s in above expressions.  
 
3.2 Problem formulations 
 
The nonconvex and discrete feasible region of a multiobjective integer linear 
programming problem makes it very difficult to adapt efficient solution techniques to 
multiobjective linear programming problems to solve them. Readers may refer to Yu 
(1985) for the detailed property and characteristics of the nondominated solutions to a 
multiobjective integer programming problem. 
 
In this chapter we mainly focus on the biobjective 0-1 knapsack problem. Before 
introducing the biobjective 0-1 knapsack problem, let us first consider the single 
objective 0-1 knapsack problem. It is well known that the single objective 0-1 
knapsack problem is NP-hard (Martello and Toth, 1990). A general 0-1 knapsack 
problem can be described as follows: 











jx = {0, 1},    j = 1, 2, …, n   
where, n is the number of decision variables or items; W > 0 is the knapsack capacity; 
 ≥ 0 is the attribute value of item j; 0 < wjc j < W is the weight of item j.  
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Without loss of generality, we assume that ∑ =nj jw1 > W. The decision variables xj are 
defined as follows: 
1  if item j is selected; 
  xj = 
0  otherwise. 
Let us relax the integrality constraint on x and get the continuous knapsack problem 
CKP (Martello and Toth, 1990): 
j











   0 ≤ jx ≤ 1,  j = 1, 2, …, n 
 
It has been shown (see Dantzig, 1975; Martello and Toth, 1990) that the CKP can be 





and determining the 
critical item. This implies that there is at most one variable having fractional value in 
the optimal solution to the CKP, while all other variables are either 0 or 1. Here we 
provide an alternative proof for this property as follows. 
 
Theorem 3.1. At most one of the decision variables in the optimal solution to the CKP 
has fractional value, while all other variables have value of either 0 or 1.  
 
Proof. The constraints (3.2) and (3.3) in the above CKP can be written as follows:  
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     + = 1,  j = 1, 2, …, n     (3.3a) jx js
     , and  ≥ 0 jx 0s js
Consider the optimal solution to the CKP. Let n1 denote the number of having the 
value of 1. It follows from (3.3a) that there are n
jx
j
1 of having the value of 0. Similarly, 
let n
js
2 denote the number of having the value of 0, then there are njx 2 of s  having the 
value of 1. Let n3 = n − n1 − n2 denote the number of x having fractional value. 
Observe that any optimal solution of CKP must be maximal in the sense 
that (Martello and Toth, 1990). Actually this point is straightforward. 
Therefore, in the optimal solution s = 0. Then the total number of non-zero activities 









j 0s 1 + n2 + 2n3). However, since the total number of 
constraints is (n + 1), and thus any basic feasible solution contains at most (n + 1) non-
zero activities, then we have 
n1 + n2 + 2n3 ≤ n + 1, 
which implies n3 ≤ 1.                
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we assume that both objectives are to be maximized. The minimization version of the 
objective can easily be transformed into an equivalent maximization form (see 
Martello and Toth, 1990). A generic biobjective 0-1 knapsack problem can be 
formulated as follows.  
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jx = {0, 1},    j = 1, 2, …, n   
where, c  ≥ 0 is the kth attribute value of item j; zkj k is the kth objective; all the other 
notations n, W, wj and xj are defined in the same way as in the single objective case.  
 
In this formulation we do not adopt the commonly used integer assumption for the 
coefficients , wkjc j and W, in that it is not a must. To solve problem P(3.3) efficiently 
and minimize the unnecessary search, we first find the two ENS’s to this problem. Let 
A(a1, a2) and B(b1, b2) be the two ENS’s (see Figure 3.1 for illustration). 
 
By taking the two ENS’s into consideration, problem P(3.3) can be reformulated as 
follows:  



























jx = {0, 1},    j = 1, 2, …, n   
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The advantage of this new formulation is that it reduces the search region effectively 
without losing any nondominated solution. This formulation restricts the search within 
the most promising region A-B-C (see Figure 3.1) in the feasible outcome region.  
Remarks: 
Let us consider the ENS B as shown in Figure 3.1. In case that problem P(3.2) cannot 
be solved to optimality, suppose that the value of an approximate optimal solution to 
problem P(3.2) isb . Then this approximate optimal solution, say s, may be any point 







'B  denote the intersection of Z1 = b1 and the 
line . In case s lies between '1B
'
2B
'B  and  we will not loss any nondominated 
solution by limiting the search region between A and s in problem P(3.4). In the other 
case where s lies between 
'
2B
'B  and , we may loss some nondominated solutions that 




'B . Similar analysis can be conducted for ENS A.  
 
3.3 A simple approach for solving biobjective integer programming 
problems  
Before introducing the proposed approaches, we first describe some property of the 
nondominated solutions to a multiobjective optimization problem. In the decision 
space, we have the following theorem:  
Theorem 3.2. [Yu, Po-Lung 1985] 
(1) A necessary condition for  X to be a nondominated solution is that for any 
i ∈{1, 2, …, l}, f
∈0x
i(x0) uniquely maximizes fi(x) for all x∈Xi(x0) = {x∈X | fj(x) ≥ 
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fj(x0), j ≠ i, j = 1, …, l}. A sufficient condition for x0 to be a nondominated 
solution is that x0 indeed is the unique maximum point of the above problem.  
(2) A necessary condition for x0 to be a nondominated solution is that for any i ∈{1, 
2, …, l}, there are (l–1) constants r(i) = {rj | j ≠ i, j = 1, …, l}, so that fi(x0) 
uniquely maximizes fi(x) over 
X(r(i)) = {x∈X | fj(x) ≥ rj, j ≠ i, j = 1, …, l}. 
A sufficient condition for x0 to be a nondominated solution is that x0 indeed is 
the unique maximum point of the above problem.  
 
3.3.1 A simple procedure to generate all nondominated solutions 
 
Theorem 3.2 is quite general and is valid for any multiobjective optimization problem. 
Based on this theorem, we propose a procedure that is able to generate all the 
nondominated solutions to problem P(3.3). This procedure is based on solving a series 
of single objective subproblems P(3.5). At each iteration problem P(3.5) is solved and 
a nondominated solution is generated. The formulation of problem P(3.5) is given 
below.  
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jx = {0, 1},      j = 1, 2, …, n   
 
This formulation can also be expressed in terms of maximizing Objective1, both are 
equivalent. In this formulation, the Lower Goal is a goal value assigned to Objective1. 
At each iteration we assign a value to Lower Goal based on the result of the preceding 
iteration and solve problem P(3.5) to generate the next nondominated solution to 
problem P(3.3). This procedure is described as follows.  
 
A simple procedure to generate all nondominated solutions to problem P(3.3): 
Step 1:  Find the two ENS’s A(a1, a2) and B(b1, b2) through optimizing the individual 
objectives separately.  
Step 2:  Choose ENS B, set i = 1; Lower Goal = b1+ε.  
Step 3: At iteration i, solve problem P(3.5) to generate the new nondominated solution 
Si(si1, si2) to problem P(3.3). We may have the following two possible cases: 
Case1:  If the optimal solution to problem P(3.5) is unique, then set Si(si1, si2) 
to this optimal solution;  
Case2:  If more than one optimal solution is found, then set Si(si1, si2) to the 
one having the greatest Objective1 value. Obviously only this one is a 
nondominated solution.  
Step 4:  Set Lower Goal = si1+ε; i = i+1. If Lower Goal ≥ a1, then stop; otherwise, go to 
Step 3.  
 
The flowchart of above procedure is depicted in Figure 3.2.  
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obvious that the generated ε-NS solutions are no longer exhaustive, but rather 
representative.  
Find the two ENS’s:     
A(a1, a2) and B(b1, b2);   
Lower Goal = b1+ε; i=1;
Solve problem P(3.5) to 
generate nondominated 
solution Si(si1, si2); 
Lower Goal= si1+ε; 
i=i+1;
No




Figure 3.2 Flowchart of the procedure in Section 3.3.1 
 
Based on Theorem 3.2, it can be shown that the procedure described above generates 
all nondominated solutions to a biobjective integer programming problem given that 
increment ε is small enough. It is noted that the above procedure is applicable when a 
powerful solution algorithm or an efficient solution tool is available. In case that an 
efficient tool is not available to solve problem P(3.5) to optimality, or simply an 
optimal solution is not worthwhile, we can draw on the concept of ε-Nondominated 
Solution. This is a quite rational choice from a pragmatic point of view, because in real 
world problems the model formulation and the data collected to represent the problems 
are usually not exactly accurate. Most of the time, a DM would be happy with an 
approximate optimal solution. As we will demonstrate later, adopting an ε-NS solution 
has obvious advantage over an exact nondominated solution in practical decision 
makings. On the other hand, if ε-NS solutions are adopted in above procedure, it is 
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 integer 
rogramming problem is finite, the number may be very huge. Visee et al. (1998) 
3.3.2 A simple approach to generate nondominated solutions of interest 
 
Although the number of nondominated solutions to a real world biobjective
p
showed that the number of nondominated solutions tends to increase exponentially 
with the problem size. It is almost impossible to generate all nondominated solutions to 
a large problem in some sense. A DM is unable to make a choice effectively when the 
number of alternatives presented to him is too large. Therefore, it is a much better way 
if all these nondominated solutions are presented to the DM graphically. However, this 
way is only feasible for problems with 3 objectives or less. In this case, we do not need 
to first generate all the nondominated solutions and then plot them. The DM is more 
interested in the overall distribution of the nondominated frontier at the first stage. By 
the way, the analysis is based on the assumption that the DM is rational, such that he 
would choose a nondominated solution instead of a dominated one. Therefore, firstly 
only a small subset of nondominated solutions that distribute evenly along the 
nondominated frontier (i.e., the boundary formed by all nondominated solutions, also 
referred to as efficient frontier) need to be generated to provide the DM an overall idea 
about the nondominated solutions. And then, after the DM gives his preference about 
which subarea of the nondominated frontier he is interested in, we can proceed to 
investigate more intensively that specific area, such as generating some more 
nondominated solutions out of that area. This procedure may be carried out 
interactively with the DM.  
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ased on this philosophy, we propose a simple and useful approach to solve problem 
P(3.6):  maximize  =
subject to          (3.4)  
      =       (3.5) 
      =     (3.6) 
=       (3.7) 
where, Lower Goal and Uppe
 of this approach are described as follows.  
lem P(3.3). Set the 
Step 2:  he desires to be generated. Let t 
denote the number. Then divide the interval [Start, End] evenly into t smaller 
subintervals with length = δ. That is, 
B
P(3.3). The basic idea of this approach is to partition the most promising region A-B-C 
(see Figure 3.1) into smaller subregions and focus on one of them at a time. More 
specifically, we divide interval [b1, a1] into smaller subintervals. At each iteration, this 
approach focuses on one of the small subintervals and solves the following problem 
































= {0, 1},      j = 1, 2, …, n   jx
r Goal denote the lower and upper end of the subinterval 
under study, respectively. 
The implementation details
A simple approach to generate nondominated solutions of interest:  
Step 1:  Generate the two ENS’s A(a1, a2) and B(b1, b2) to prob
interval under study, [Start, End], to [b1, a1]; 
Ask the DM on how many ε-NS solutions 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
                                                                                                                                     36 
Chapter 3   Basic Concepts and Methodologies 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
δ,   i = 0, 1, …, t–1 
Step 3:  For each small interval generated, assign the corresponding values to Lower 
Goal an e problem P(3.6). Set the candidate 
nondomin op mal 6). In case the 
Step 4:  e
y contain a nondominated solution, then remove 
Step 5:  
are needed and 




solution in an ndominated 
δ = (End – Start)/t, 
Lower Goal = Start + i×δ,  
Upper Goal = Start + (i+1)
d Upper Goal and solv
ated solution Si(si1, si2) to the ti  solution of P(3.
optimal solution is not unique, set Si(si1, si2) to the one having the greatest value 
for Objective1. All these candidate nondominated solutions constitute the 
candidate nondominated set.  
Check whether all candidate nondominat d solutions generated in Step 3 are 
really nondominated. If any small interval delimitated by the Lower Goal and 
Upper Goal does not virtuall
the corresponding candidate nondominated solution from the candidate 
nondominated set. This can be done by pairwise comparisons.  
Check with the DM on whether he has got sufficient overall information about 
the nondominated solutions to problem P(3.3). If yes, go to Step 6; otherwise, 
ask the DM on how many more nondominated solutions 
accordingly generate some more subintervals, and then repeat Steps 3 and 4 to 
generate some more ε-NS solutions.  
Ask the DM to identify the interval that interests him most. Generate some more 
or even all nondominated solutions contained in this small interval, which may 
be achieved by applying the procedure described in Section 3.3.1. 
n the length of the subinterval, it is possible that there is no nondominated 
 interval. Nevertheless, there are usually more than enough no
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olutions for the decision maker’s consideration in real world problems. Hence, the 
set of problem P(3.3). Consequently, we name a 
ondominated solution generated by solving problem P(3.6) a δ-representative 
 
 




decision maker can always find a suitable number of nondominated solutions by 
properly selecting the subintervals.  
 
Obviously, the nondominated solutions generated by the above procedure are only a 
subset of the whole nondominated 
n
Nondominated Solution (δ-NS solution, in short). The flowchart of above procedure is 
depicted in Figure 3.3.  
 
Find: A (a1, a2) & B (b1, b2) 
Filtering the dominated solutions 
Generate small intervals; Assign Lower Goal and 
Upper Goal; Solve problem P(3.6) one by one. 
Identify the interval of interest
Generate some more nondominated 
solutions from this interval 
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Some ge
classi  the DM’s 
preference s ) after 
the optim ation is 
s are usually 
im ormation 
 and asking the 
ate all of 
the nondom
associated with techniques of this class: (1) the algorithms are often complex and 
ifficult to understand; (2) real problems are usually too large to solve; (3) the number 
of nondominated solutions to a real problem is often too huge for the DM to analyze 
effectively. The proposed method is generally classified into the third category, 
although it possesses some character of the second one as well. It seems to be able to 
overcome most of the disadvantages. Firstly, we only need to deal with single 
objective optimization problems. And the philosophy underlying the approach is quite 
straightforward. Secondly, many effective algorithms and commercial solution 
packages, such as ILOG CPLEX, are able to solve single objective integer 
programming problems effectively, at least to approximate optimality. Thirdly, we 
only generate ε-NS solutions according to the DM’s actual necessity. Thus, the DM 
will not be overwhelmed by a huge number of candidate solutions, especially when 
these solutions are presented to him graphically. Fourthly, this approach requires little 
neral remarks on the pr
In Evans’ review (1984), the various solution techniques proposed by researchers are 
fied into three c f articulation of
tructure: (1) prior t ing the optimization; (3
ization. As noted by Evans, a priori elicitation of preference inform
very difficult for a DM. Therefore, te lling into the first clas
practical. Techniques employing a poster elicitation of preference inf
are characterized by generating ns to a problem
DM to select the best one in his favor. The main advantage of this approach is that 
only the “more is better” assumpt  DM in order to gener
inated solutions (Evans, 1984). However, three disadvantages are 
oposed approach: 
ategories according to the timing o




ion is required on the
d
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described in Sections 3.3.1 and 3.3.2 
spectively. Through the comparison of the performances of these sets of 
rity of ε-NS solutions over exact 
ondominated solutions in practical decision makings.  
input from the DM. He is only required to give the number of solutions to be generated 
and specify the interval of the nondominated frontier that he is most interested in. This 
is much easier to the DM than specifying some reference direction or some reference 
point or making many pairwise comparisons.  
 
3.4 Computational experiments and results 
 
It has been shown (Martello and Toth, 1990; Visee et al., 1998) that the single 
objective knapsack problem is particularly intractable if the ratio r of the knapsack 
capacity W to the total weight of the items is close to 0.5. This fact also holds within a 
multiobjective context. In our computational experiments, we have chosen r = 0.5, and 
for every problem size n we have randomly generated 20 problems. The weight, 
attribute-1 and attribute-2 of all items are randomly generated from a uniform 
distribution over interval [1, 1000]. We implemented the methods described in 
Sections 3.3.1 and 3.3.2 based on ILOG CPLEX 7.5 and all experiments were 
conducted on a PC Pentium Ⅲ 868 MHz. In the computational experiments, we 
generated three sets of nondominated solutions: exact nondominated solutions and ε-
NS solutions generated by the approaches 
re
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ore time 
onsuming. On the other hand, this comparison may not be an exactly fair one, since 
In Table 3.1 we summarize our computational results of generating all exact 
nondominated solutions by the approach described in Section 3.3.1, as well as part of 
the results given by Visee et al. (1998). The information given in Table 3.1 reflects the 
relationship between the number of variables and the number of nondominated 
solutions, total time taken to generate all nondominated solutions and average time 
used for each solution. Compared with the results of Visee et al. (1998), our method 
generated significantly more nondominated solutions for the same problem size. This 
is because our method is able to generate all nondominated solutions, while Visee’s 
method can not guarantee this. The incremental percentages of the number of 
nondominated solutions are listed in the last column of Table 3.1. Nonetheless, in 
terms of time per solution, the exact method we employed is relatively m
c
how the problems have been generated in Visee’s paper is not available and the 
computers used are also different. Table 3.2 summarizes the computational results of 
generating ε-NS solutions with ε = 0.01 and 0.05. From Tables 3.1 and 3.2 we observe 
that the time taken to generate a 0.01-NS solution is much less than the time taken to 
generate an exact nondominated solution, especially when the problem size is large.  
 
Figure 3.4 depicts the relationship between the problem size and the number of exact 
nondominated solutions and ε-NS solutions generated by the procedure in Section 
3.3.1. Obviously, the number of ε-NS solutions grows almost linearly with the problem 
size. Although the number of exact nondominated solutions first tends to grow 
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exponentially and then linearly as the problem size increases, the number of exact 
nondominated solutions grows much faster than the number of ε-NS solutions. 
 
 
Table 3.1 Computational results of generating exact nondominated solutions 
Our Results  
(on Pentium 868 PC) 
Visee's Results 
(on Pentium 133 PC) 
No. of Var. 
















(sec) (sec) (sec) (sec) 
100 152 16.02 0.11 134 10.95 0.08 13.4 
150 322 75.27 0.23 259 39.52 0.15 24.3 
250 777 556.53 0.72 605 262.62 0.43 28.4 
300 1064 1102.61 1.04 834 516.24 0.62 27.6 
400 1701 2937.49 1.73 1198 1337.89 1.12 42.0 
50 46 1.54 0.03 39 1.06 0.03 17.9 
200 525 229.95 0.44 410 119.78 0.29 28.0 
350 1396 1992.64 1.43 1017 869.99 0.86 37.3 
450 2088 4506.15 2.16 1516 2146.48 1.42 37.7 
500 2486 6606.35 2.66 1778 3327.89 1.87 39.8 
600 3238 10066.39 3.11 + + + + 
700 3942 14221.10 3.61 + + + + 
800 4592 17967.80 3.91 + + + + 
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Table o on ult ene ε-N lution
su Ss .01 R f ε ε = 0.05
 3.2 C mputati al res s of g rating S so s 
Re lts of ε-N , ε = 0 esults o -NSs,  
No. of 
Var. No. of 
 
 
e Time/Sol. No. of Sol. 
ot












100 .029 65 0.99 0.015 83 2.42 0
50 .023 29 0.27 0.009 
150 115 4.28 0.037 97 2.21 0.023 
200 144 6.10 0.042 128 4.17 0.033 
250 176 9.32 0.053 166 7.26 0.044 
300 200 12.60 0.063 195 11.04 0.057 
350 228 17.18 0.075 224 15.46 0.069 
400 251 20.55 0.082 249 19.73 0.079 
450 280 25.83 0.092 277 25.14 0.091 
500 315 35.22 0.112 313 32.50 0.104 
600 386 55.72 0.144 385 54.77 0.142 
700 458 82.58 0.180 458 75.70 0.165 
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Figure 3.5 shows the relationship between the problem size and the time taken to 
generate all exact nondominated solutions and 0.01-NS solutions by the procedure 
described in Section 3.3.1. We observe that the time taken to generate the 0.01-NS 
solutions is far less than the time taken to generate the exact nondominated solutions. 
This is partially due to the much less number of 0.01-NS solutions generated. The 
other is due to the much less time taken to generate a 0.01-NS solution than an exact 
nondominated solution. As shown in Figure 3.6, the average time taken to generate an 
ε-NS solution is significantly less than the average time taken to generate an exact 
nondominated solution. In addition, we notice that increasing the value of ε from 0.01 
to 0.05 does not bring about any obvious reduction in the value of Time/Solution. It is 
ev a 
biobjective knapsack problem tends to grow exponentially as the problem size 
increases. By contrast, the time taken to generate ε-NS solutions by the procedure 










ident that the time taken to generate all exact nondominated solutions to 
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Time Use for Exact Nondominated Solutions
 




























Time/Sol. of Exact Nondominated Solutions
Time/Sol. of 0.01-NS Solutions
Time/Sol. of 0.05-NS Solutions
 
Figure 3.6 Number of variables versus average time used to generate each 
nondominated solution 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
                                                                                                                                     45 
Chapter 3   Basic Concepts and Methodologies 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
For ns 
nd 0.05-NS solutions generated by the procedure in Section 3.3.1 for a typical 
problem instance with 150 variables in Figure 3.7. It is clear that the performances of 
the ε-NS solutions are very satisfactory, with respect to both the proximity to the exact 
nondominated frontier and the uniformity of the distribution of the solutions. As a 
result, we conclude that adopting ε-NS solutions is much better than adopting exact 
nondominated solutions in practical decision makings.  
 































Figure 3.7 A plot of nondominated solutions to a typical problem instance with 150 
 
The computational results of the approach described in Section 3.3.2 are even more 
satisfactory because of its flexibility in controlling the number of ε-NS solutions to be 
generated. Consequently, this approach is able to solve large size problems in a short 
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time. Table 3.3 lists the computational results for some large size problems. Again 
these results are based on the averages of 20 randomly generated problem instances.  
 
Table 3.3 Time taken to generate 101 0.01-NS solutions (100 intervals) 
No. of Var. 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Time (sec) 6.74 19.54 36.46 66.76 98.66 111.15 156.29 162.65 184.48 281.70
 
 
Actually the problem size can be even larger. For instance, when the problem size is 
50000, the time taken to generate 51 evenly distributed (i.e. 50 intervals) 0.01-NS 
solutions is slightly longer than one hour, which is usually acceptable. These problem 
sizes are considerably greater than those reported in the literature (to our knowledge 
the maximum size of problem solved in the literature is 5000). All these results are 
superior to those presented in the literature, either in terms of solution quality or in 
terms of time consumption or even both.  
 
For illustrative purpose, Figure 3.8 depicts the 101 0.01-NS solutions (100 intervals) to 
a typical problem instance with 10000 variables. Figure 3.9 depicts the 51 0.01-NS 
solutions (50 intervals) to a typical problem instance with 50000 variables. It is evident 
that a DM can get more than enough overall information about the nondominated 
solu  these fi e t  al, 
en the approach described in Section 3.3.1 can help.  
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Figure 3.8 A plot of the 101 0.01-NS solutions (100 intervals) to a typical problem 























Number of Variables = 50000
 
Figure 3.9 A plot of the 51 0.01-NS solutions (50 intervals) to a typical problem 
instance with 50000 variables 
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3.
ter, we introduce the several concepts ε-Nondominated Solution, Extreme 
Nondominated Solution and δ-representative Nondominated Solution. We also 
propose two simple approaches that exploit these concepts to solve biobjective integer 
programming problems effectively. The successful results of the application of these 
approaches to the biobjective knapsack problem demonstrate the usefulness of these 
approaches.  
 
In fact, during this research we have also attempted to propose a biobjective branch-
and-bound algorithm, which is similar to Ulungu and Teghem’s (1994). However, 
computational experiments showed that this algorithm is quite time consuming, which 
sh
 
Although we mainly focus on the biobjective 0-1 knapsack problem in this chapter, 
e approaches proposed here are quite general and applicable to other biobjective 
integer programming problems. Furthermore, the approaches can be extended to 3-
objective case with appropriate adaptations.  
 
In addition, these approaches seem to demonstrate a philosophy, that is, if one can 
solve the single objective case of a problem effectively, he stands a good chance of 
solving its multiobjective case effectively. Our approaches are characterized by the 
ease to understand and use, and the capability of providing efficient and helpful 
5 Summary and conclusions 
 
In this chap
ould suggest the inefficiency of this type of algorithms.  
th
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results for the DM. These characteristics are just what are desired in practice. 
However, the biggest limitation of these approaches is that their implementations rely 
on a commercial optimization tool.  
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In this chapter we propose a method, the core of which is an efficient LP-based 
heuristic (LPH, in short), to generate a good approximation to the nondominated set of 
the multiobjective 0-1 knapsack problem. We suggest three general qualitative criteria 
(i.e. proximity, uniformity, and coverage) to evaluate the quality of an approximation 
to the nondominated set of a multiobjective integer programming problem, although 
the evaluation of these criteria may require some quantitative metrics.  
 
Most of the solution methods proposed in the literature are applied to small problems 
only; usually the number of items is less than 500. The computational experiments 
show that our method is able to solve very large biobjective 0-1 knapsack problems 
very efficiently. Moreover, the quality of the approximation is guaranteed according to 
the three qualitative criteria mentioned above. The results from the LPH algorithm 
outperform those we obtained by using ILOG CPLEX 7.5 previously in terms of the 
CPU time taken, while the performances of the solutions generated by both are 
comparable. 
 
4.1 Evaluation of an approximation to the nondominated set 
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Within a multiobjective context, we need to consider information in at least three 
respects when evaluating the quality of an approximation to the nondominated set. 
These three respects are reflected by answering the following three questions:  
1. Is the individual solution generated by an approximate approach close enough 
to the exact nondominated frontier? 
2. Do the generated approximate nondominated solutions distribute uniformly 
along the nondominated frontier? 
3. Does the range of the approximation cover that of the exact nondominated 
frontier to a satisfactory extent?  
If the answers of an approximation to all of these three questions are yes, then we can 
regard this as a good approximation. Consequently, in this paper we suggest to adopt 
the three qualitative criteria, i.e. proximity, uniformity and coverage, instead of a single 
quantitative criterion to assess an approximation to the nondominated set. The 
application of each of the three qualitative criteria, however, may require some 
quantitative metric, such as the ε value for proximity and δ value for uniformity in this 
study. These qualitative criteria reflect directly more comprehensive information about 
an approximation.  
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generate all nondominated solutions to a biobjective integer programming problem in 
this chapter. In fact, most of the time the DM is more interested in the overall 
distribution of the nondominated frontier at the first stage. And then, he may focus on a 
small specific area that interests him most. The main challenge is how to obtain very 
quickly a good approximation of the whole nondominated frontier (Ehrgott and 
Gandibleux, 2000). The approach to be described is to meet this challenge. We have 
demonstrated in Chapter 3 the superiority of ε-NS solutions over exact nondominated 
solutions in practical decision makings through extensive computational experiments. 
Hence we are only concerned with the ε-NS solution in this chapter. This approach is 
quite similar to the one described in Section 3.3.2. The only difference is that in 
Section 3.3.2 we use the ILOG CPLEX 7.5 to solve the single objective problems, 
while in this approach we use the LPH algorithm to solve them.  
 
The implementation details of this approach are described as follows. 
A simple approach to generate a good approximation to the nondominated set:  
Step 1:  Generate the two ENS’s A(a1, a2) and B(b1, b2). Set the interval under study, 
[Start, End], to [b1, a1]; 
Step 2:  Ask the DM on how many ε-NS solutions he desires to be generated. Let t 
denote the number. Then divide the interval [Start, End] evenly into t smaller 
subintervals with length = δ. That is, 
δ = (End – Start)/t, 
Lower Goal = Start + i×δ,  
Upper Goal = Start + (i+1)δ,  i = 0, 1, …, t–1 
Step 3:  For each subinterval generated, assign the corresponding values to Lower Goal 
and Upper Goal and solve problem P(3.6) with the LPH algorithm to be 
described in Section 4.2.1 in order to generate an ε-NS solution.  
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Step 4:   Check with the DM on whether he is satisfied with the approximation consisting 
of all the ε-NS solutions generated. If yes, go to Step 5; otherwise, ask the DM 
on how many more ε-NS solutions are needed and accordingly generate some 
more subintervals, and then repeat Step 3 to generate some more ε-NS solutions.  
Step 5:  Ask the DM to identify the specific interval that interests him most, so that we 
can enhance the approximation by generating some more ε-NS solutions from 
this interval.  
 
The procedure described above is straightforward. The main objective of this procedure is to 
generate some evenly distributed representative approximate nondominated solutions to a 
biobjective integer programming problem. Actually, an alternative way to achieve this is to 
solve the subproblems of maximizing the convex combination of the two objectives, 
i.e. 2211 zz λλ + subject to 121 =+ λλ  and 1λ , 2λ ≥ 0, provided that the values of λ = { 1λ , 2λ } 
are properly chosen. However, it seems to us that the proposed method is more convenient 
than the method of optimizing the convex combination of the two objectives with respect to 
the ease of determining the parameter values such that the generated solutions would evenly 
distribute along the nondominated frontier.  
 
4.2.1 An LP-based heuristic for solving 0-1 integer linear programming 
problems 
 
As mentioned, so far almost all heuristics presented in the literature that aim at 
generating a good approximation to the nondominated set of multiobjective integer 
programming problems are based on the adaptation of the classical metaheuristics 
including simulated annealing, tabu search and genetic algorithms. In this section we 
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will propose an LP-based heuristic that is able to solve problem P(3.6) to generate ε-
NS solutions very efficiently.  
 
Let us first introduce a property concerning the biobjective linear programming 
problems. Consider a generic biobjective linear programming problem  
maximize  { f1(x), f2(x)} 
subject to  Ax ≤ b 
where, f1 and f2 are linear functions; A is an h×n matrix, b ∈ Rh and x ∈ Rn; h is the 
number of constraints; n is the number of decision variables.  
 
Let us describe the nondominated frontier of a biobjective linear programming 
problem with the value function )( 12 ZgZ = in the outcome space, as shown in Figure 
4.1. Then we have the following Lemma 4.1.  
 
Lemma 4.1. The nondominated frontier of a biobjective linear programming problem, 
defined as the mapping , is decreasing over interval b)( 12 ZgZ = 1 ≤ Z1 ≤ a1.  
 
Proof. The proof is straightforward. Since the feasible region of a biobjective linear 
programming problem is a convex set, the two linear objective functions map this 
convex set to another convex set in the outcome space. As the nondominated frontier is 
limited by the two ENS’s A and B, as shown in Figure 4.1, it follows that Z2 decreases 
gradually from B to A.               
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Z2 
)( 12 ZhZ =
 
 
Figure 4.1 An illustration of the LP-based heuristic 
 
Now let us examine problem P(3.6). Following a similar way, we first relax the 
integrality constraint on and present the LP relaxation of problem P(3.6) in the 
augmented form, as shown below:  
jx






































   + = 1,    j = 1, 2, …, n   jx js
jx ≥ 0 
Then we have the following theorem. 
*
ZLP Neighborhood of ZLP  
B
Z2 = g(Z1) 
A
small interval Z1 
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Theorem 4.1. The optimal solution to the LP relaxation of problem P(3.6) (i.e. 
problem P(3.6a)) contains at most two variables having fractional value, while all other 
variables have value of either 0 or 1. 
 
Proof. Following a similar method used in Theorem 3.1, let us consider the number of 
non-zero activities in the optimal solution to problem P(3.6a). Similar to Theorem 3.1, 





In the first case, if the small subinterval under consideration is completely covered by 
the nondominated frontier, )( 12 ZgZ = , then from Lemma 4.1, we can see that in the 
optimal solution  is always equal to 0 to make z1+ns 2 maximal. This implies at the same 
time that Constraint (3.6) is actually redundant and can be removed. Adopting the 
notations used in the proof of Theorem 3.1, the number of non-zero activities equals 
(n1 + n2 + 2n3 + 1). And the total number of constraints is (n + 3). Consequently, we 
have 
n1 + n2 + 2n3 + 1 ≤ n + 3; 
that is, n3 ≤ 2.  
In the second case, the small subinterval under consideration is completely covered 
by , which is obviously non-decreasing, as shown in Figure 4.1. If 
 is strictly increasing, then analogously  must be equal to 0 to make z
)( 12 ZhZ =
)( 1Zh=2Z 2+ns 2 
maximal, and Constraint (3.5) becomes redundant. Eventually, we can also reach that 
n3 ≤ 2.  
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The third case is when both s  and  will be non-zero in the optimal solution to 
problem P(3.6a). This could occur on two occasions. The first one is when the small 
subinterval under consideration is completely covered by the mapping , 
which is constant; the second one is when the small subinterval under consideration is 




)( 12 ZhZ =
(2 ZgZ = )( 12 ZhZ = . In this case, the number of 
total non-zero activities equals (n1 + n2 + 2n3 + 3). And the total number of constraints 
is (n + 4). Consequently, we get n3 ≤ 1 < 2. In addition, it is obvious that this proof can 
be extended to other close variants of problem P(3.6).         
 
The foundation of the LPH algorithm is the empirical observation that the optimal 
solution of some 0-1 integer linear programming problems is very similar to that of 
their LP relaxations. Although it is quite difficult to characterize 0-1 integer linear 
programming problems such that their optimal solutions are close to the optimal 
solutions of their corresponding LP relaxation problems, we do have observed this 
interesting property on two members from the family of the knapsack problems (see 
Martello and Toth, 1990), i.e. the 0-1 knapsack problem and the generalized 
assignment problem.  
 
These problems are characterized by two properties. The first property is that relatively 
few variables having fractional value exist in the optimal solution to their 
corresponding LP problems. By the way, we call the variables having fractional value 
as free variables here. For example, the optimal solution to the LP relaxation of the 0-1 
knapsack problem has at most one free variable. And the optimal solution to the LP 
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relaxation of problem P(3.6) (a close variant of the 0-1 knapsack problem) has at most 
two free variables. Similarly, Benders and Van Nunen (1983) and Trick (1992) have 
proved that in the optimal solution to the LP relaxation of a generalized assignment 
problem the number of split items (value proportional to the number of free variables) 
is less than or equal to the number of fully occupied knapsacks.  
 
The second property exhibited by these two classes of problems is that the optimal 
solution of the original problem is quite similar to that of its LP relaxation problem. 
This property is incident to the first property to some extent. But unlike the first 
property which can be proved from a theoretical point of view, this property is merely 
an empirical observation. We have conducted extensive experimental studies on the 0-
1 knapsack problem and the generalized assignment problem, as well as some of their 
close variants. It is observed that this similarity not only exists between the 0-1 
knapsack problem and the generalized assignment problem and their corresponding LP 
counterparts, but also exists between their close variants, such as problem P(3.6), and 
their corresponding LP counterparts. Although we have not yet proved this similarity 
from a theoretical viewpoint, it does seem to imply some underlying theoretical 
necessity. What’s more, we expect these two properties are also possessed by the other 
members of the knapsack family, considering the similar problem structures, although 
we have not studied all of them yet. 
 
These interesting properties have motivated us to propose the LPH algorithm that 
proves to be very efficient for solving 0-1 integer linear programming problems of this 
class. The LPH algorithm consists of two basic steps. The first step is to solve the LP 
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relaxation of problem P(3.6) and get the optimal solution ZLP. The second step is to 
search the neighborhood of ZLP to find one of the ε-NS solutions. This process is 
illustrated in Figure 4.1. Here the neighborhood of ZLP comprises all feasible solutions 
to problem P(3.3) (not P(3.6)) that is very close to ZLP.  
 
For a biobjective knapsack problem, before the LPH is run we first sort (either in 







































This preprocessing is aimed to facilitate the expansion of the FreeSet in the LPH 
algorithm to be described as follows.  
 
The LP-based heuristic algorithm: 
Step 1:  Solve the LP relaxation of problem P(3.6) and get the optimal solution ZLP.  
Step 2:  Divide the decision variables into three sets according to their values in ZLP. The 
first set, denoted OneSet, includes all the variables having value 1. The second 
set, denoted ZeroSet, includes all the variables having value 0. The remaining 
free variables are put in the third set FreeSet.  
Step 3:  Since the cardinality of the initial FreeSet, denoted FreeNo, is at most 2 as 
shown in Theorem 4.1, we have to expand the FreeSet by extracting some 
variables from the other two sets. Let CV denote the cardinality of the expanded 
FreeSet. Initialize FV = 1.  
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Step 4:  From the FreeSet, randomly select FV variable(s) and set them to 1 while all 
others to 0, and then check if the solution generated is an ε-NS solution to 
problem P(3.3) based on the evaluation criteria to be described in Section 4.2.2. 
If yes, then stop with this ε-NS solution; otherwise, repeat the process again 
until the maximum number of trials MT is reached and then go to Step 5. 
Step 5:  If FV < (CV−1), FV = FV + 1 and repeat Step 4; otherwise, stop with a failure. 
 
Actually, if this LPH algorithm really stops with a failure at Step 5, we can try a 
slightly larger value of CV and repeat Step 3 to Step 5 again. And this process can be 
repeated for several times as well.  
 
The value of CV is determined empirically in this study. If the value of CV is too large, 
the random trial-and-error process would not be efficient. However, if the value of CV 
is too small, we may not be able to find an ε-NS solution no matter how many times 
we try. From the experiments, we found that CV = 8 is a very good choice. All the 
computational results reported in this paper are obtained using this value without 
causing a single failure. On the other hand, the value of MT can be determined based 







The FreeSet is expanded to have CV variables in the following way. As the items or 
decision variables are ordered according to their R-values, we randomly select 
(CV−FreeNo) new variables from the middle 2CV variables (excluding the original 
free variables if any) and put them into the FreeSet. For example, say n = 1000, 
FreeNo = 2 and CV = 8. Then the items (the corresponding variables) ranked from No. 
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493 to No. 508 are chosen to be the candidates. And among them (excluding the 
original free variables if any), 6 variables are randomly selected out to join the FreeSet. 
The reason why the new free variables are selected from items ranking in the middle is 
explained as follows. In solving problem P(3.6), the larger is the R-value of the item, 
the more likely that its corresponding variable will take value 1 in the optimal solution; 
the smaller is the R-value of the item, the more likely that its corresponding variable 
will take value 0 in the optimal solution. As a result, the items ranking in the middle 
are most uncertain. Hence they become the candidates of the trial-and-error process.  
 
It is possible that the ε-NS solutions generated by the LPH algorithm from the 
neighborhood of contiguous ZLP’s may coincide. However, from our experience this 
probability is very small, especially when the ε value is small. Although this LPH 
algorithm looks quite simple, the computational experiments showed that it is very 
efficient for solving problem P(3.6), even if the problem size is very large.  
 
4.2.2 Evaluation of an ε-NS solution  
 
In Step 4 of the LPH algorithm we check whether a feasible solution is an ε-NS 
solution to problem P(3.3) in the following way. We use q = ∞ for the unweighted Lp-
metric in the definition of ε-NS solution given in Chapter 2. Let d(z1, z2) denote the 
distance between two solution points z1 and z2. Then we have 
d(z1, z2) = { }iii zzzz 2121 max −=− ∞ ,  i ∈ {1, …, l} 
where, l is the number of objectives.  
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Let ZLP represent the optimal solution to the LP relaxation of problem P(3.6); s 
represents a feasible solution to problem P(3.3) (not P(3.6)) generated by the LPH 
algorithm from the neighborhood of ZLP. Then according to the definition of ε-NS 
solution, if there exists a nondominated solution to problem P(3.3) *Z , which satisfies 
),(),( ** oZdZsd ⋅≤ ε      (4.1) 
then, s is an ε-NS solution.  
 
However, *Z is usually unknown. Hence we have to use some estimation. In the actual 
implementation of the LPH algorithm, we use the following (4.2) to replace (4.1) to 
evaluate a solution.  
),(),( oZdZsd LPLP ⋅≤ ε      (4.2) 
This means, if a feasible solution s satisfies (4.2), then we decide to accept s as an ε-
NS solution to problem P(3.3). This estimation is always quite satisfactory in all of the 
computational experiments conducted in this study. The usual ε value can be selected 
from 0.01 to 0.1.  
Remarks: 
The quality of the approximation to the nondominated set generated by our method is 
guaranteed according to the three qualitative criteria described in Section 4.1. Firstly, 
each solution is an ε-NS solution, which guarantees that it is close to the nondominated 
frontier. Secondly, all these ε-NS solutions are generated one by one from even 
intervals, which guarantees the uniformity of the distribution of these solutions. 
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Thirdly, for biobjective integer programming problems the two ENS’s guarantee the 
coverage of the whole nondominated frontier.  
 
4.3 Computational experiments and results for biobjective problems 
The experimental data are generated in the same way as in Section 3.4. That is, the 
weight, attribute-1 and attribute-2 of all items are randomly generated from a uniform 
distribution over interval [1, 1000]. Actually generating random data from uniform 
distributions is not a must to this research. We have also conducted experiments 
dealing with random data following normal and exponential distributions. Similar 
results were obtained. The only difference is that experimental data following non-
uniform distributions make the efficiency of the LPH algorithm more sensitive to the 
control parameters. Therefore, we only report the computational results from the 
uniform distribution data in this chapter.  
 
We implemented the approach described in Sections 4.2 and solved problem P(3.6) 
with the LPH algorithm. All experiments were conducted on a Pentium Ⅲ 868 MHz 
PC. Our approach allows great flexibility in controlling the number of uniformly 
distributed ε-NS solutions to be generated. For illustration, in our experiments we 
generated 100 intervals to obtain 101 0.01-NS solutions for all problem instances. 
Through the analysis of the computational results, we will show the high efficiency of 
the LPH algorithm and the approach we proposed.  
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instances. Figure 4.2 plots these data, which demonstrate that the LPH algorithm is 
much more efficient than CPLEX. The time taken by the LPH algorithm increases 
much more slowly as the problem size increases than the time taken by CPLEX.  
 










500 4.44 0.09 
1000 6.74 0.18 
2000 19.54 0.54 
3000 36.46 0.99 
4000 66.76 1.54 
5000 98.66 2.27 
6000 111.15 3.18 
7000 156.29 4.10 
8000 162.65 5.30 
9000 184.48 6.37 
10000 281.70 7.65 
12000 + 9.98 
14000 + 15.47 
16000 + 21.25 
18000 + 26.14 
20000 + 31.58 
22000 + 36.37 
24000 + 42.42 
26000 + 47.89 
28000 + 52.47 
30000 + 61.67 
34000 + 72.77 
38000 + 85.55 
42000 + 109.26 
46000 + 119.01 
50000 + 133.91 
+: Problem instances’ size up to 10,000 only 
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Number of Variables = 100
 
Figure 4.3 Performances of the 101 0.01-NS solutions generated by the LPH and 
CPLEX for a typical problem instance of size 100 
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101 Exact nondominated solutions generated by CPLEX
101 0.01-NS solutions generated by LP-Heuristic
Number of Variables = 500
 
Figure 4.4 Performances of the 101 0.01-NS solutions generated by the LPH and 




In Figure 4.3, 4.4 and 4.5 we depict the 101 0.01-NS solutions generated by both 
methods to a typical problem instance with 100, 500 and 50,000 variables, respectively. 
It is obvious that the performances of the solutions generated by both methods are 
comparable according to the three qualitative criteria. We also note that the 
performance improves as the problem size increases.  
 
We only list the computational results for problems of size up to 50,000. Actually the 
problem size can be much larger. For instance, when the problem size is 100,000, the 
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time taken to generate 101 uniformly distributed 0.01-NS solutions is around 430 















101 0.01-NS solutions generated by CPLEX 
101 0.01-NS solutions generated by LP-Heuristic
Number of Variables = 50000
 
Figure 4.5 Performances of the 101 0.01-NS solutions generated by the LPH and 
CPLEX for a typical problem instance of size 50000 
 
 
The high efficiency of the LPH algorithm is due to the fact that it makes good use of 
the particular properties of the knapsack problem. Therefore, this LPH algorithm can 
be extended to other problems having similar properties, such as the generalized 







                                                                                                                                     69 
Chapter 4   Solving the Multiobjective Knapsack Problem 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
4.4 Solving the 3-objective 0-1 knapsack problem 
 
Previous sections are particularly concerned with the biobjective 0-1 knapsack 
problem. In this section we are going to extend it the 3-objective case. Before we 
introduce the solution approach, let us examine the property of the nondominated 
solutions to a 3-objective integer programming problem first.  
 
4.4.1 Property of nondominated solutions to a 3-objective integer programming 
problem 
 
As we have mentioned in Chapter 3, a biobjective integer programming problem can 
only have two ENS’s, while an m-objective problem has at least m ENS’s. So we 
assume here that each of the three single objective optimization problems 
corresponding to a 3-objective integer programming problem has unique optimal 
solution. Under this assumption, a 3-objective integer programming problem has exact 
3 ENS’s. 
 
The distribution of nondominated solutions to a 3-objective problem is much more 
complex than that of a biobjective one. Figures 4.6 and 4.7 illustrate the two typical 
cases of the distribution of the three ENS’s (A, B and C) of a 3-objective integer 
programming problem. All these diagrams are depicted in the Outcome Space. It can 
be shown that any possible distribution of the three ENS’s can be represented by these 
two typical cases. In both figures, we have A (a1, a2, a3), B (b1, b2, b3) and C (c1, c2, c3), 
where the subscripts 1, 2 and 3 correspond to the X, Y and Z axis, respectively. 
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The ENS’s in above figures are characterized by the following relationships:  
In Figure 4.6: 
c1 ≤ b1 ≤ a1; 
a2 ≤ c2 ≤ b2; 
b3 ≤ a3 ≤ c3; 
In Figure 4.7: 
  b1 ≤ c1 ≤ a1;  
  a2 ≤ c2 ≤ b2; 
  b3 ≤ a3 ≤ c3; 
The diagram in Figure 4.6 is an illustration of the cutaway view of the feasible 
outcome region of a 3-objective integer programming problem that has been cut by the 
three planes:  
X = min {a1, b1, c1} = c1; 
Y = min {a2, b2, c2} = a2; 
Z = min {a3, b3, c3} = b3; 
Similarly, the three cutting planes in Figure 4.7 are: 
X = min { a1, b1, c1} = b1; 
Y = min { a2, b2, c2} = a2; 
Z = min { a3, b3, c3} = b3; 
 
Based on above analysis we classify the nondominated solutions to a 3-objective 
integer programming problem into three categories. A nondominated solution falling 
into the first category is characterized by: 
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Compared with each of the three ENS’s, the nondominated solution is dominated by 
the ENS in terms of only one of the three objectives, while dominates the ENS in 
terms of the other two objectives.  
These nondominated solutions are represented by the curved surface A’B’C’ in Figure 
4.8 and by the curved surface A’B’C in Figure 4.9. Figures 4.8 and 4.9 correspond to 
the typical cases described in Figure 4.6 and 4.7, respectively. The diagram in Figure 
4.8 is an illustration of the cutaway view of the feasible outcome region of a 3-
objective integer programming problem that has been cut by the three planes: 
X = max {b1, c1} = b1; 
Y = max {a2, c2} = c2; 
Z = max {a3, b3} = a3; 
Similarly, the three cutting planes in Figure 4.9 are: 
X = max { b1, c1} = c1; 
Y = max { a2, c2} = c2; 
Z = max { a3, b3} = a3; 
 
A nondominated solution falling into the second category is characterized by: 
Compared with each of the three ENS’s, the nondominated solution dominates the 
ENS in terms of only one of the three objectives, while is dominated by the ENS in 
terms of the other two objectives. 
These nondominated solutions are represented by the curved surface AA2A3, BB2B3 and 
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A nondominated solution falls into the third category, if it falls into neither the first 
category nor the second category. Thus these nondominated solutions will fall between 
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4.4.2 An interactive solution approach based on LPH 
 
As above discussed, the nondominated solutions in the first category have definite 
advantage over those in the other two categories. Put this in another way, choosing a 
nondominated solution in the first category instead of an ENS is to sacrifice some 
value in one objective while gaining values in both of the other two objectives. The 
nondominated solutions in the second and third category do not have such a desirable 
quality. Therefore, from a pragmatic point of view, it is reasonable to assume that the 
DM would be more interested in the nondominated solutions of the first category 
rather than the other two categories. As a result, we only focus on the generation of 
nondominated solutions of the first category in this section.  
 
A generic 3-objective 0-1 knapsack problem is formulated as follows.  













jx = {0, 1},    j = 1, 2, …, n   
where, the notations follow those in problem P(3.3). 
 
In order to solve this problem, we extend the approach for solving the biobjective 
problems to the 3-objective version. In the biobjective case, we divide the Objective1 
axis into small intervals. Similarly, in the 3-objective case we divide the plane formed 
by the Objective1 axis and Objective2 axis into small squares, as shown in Figure 4.10.  
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In Figure 4.10, the coordinates of O’ are {O1′ , O2′ , O3′} = {max{b1, c1}, max{a2, c2}, 
max{a3, b3}}. It is not possible to determine the coordinates of the points A’ and B’. 






Figure 4.10 An illustration of the small squares in the interactive approach 
 
Following a similar approach as the biobjective case, we incorporate the information of 
the ENS’s into the problem formulation. We propose an interactive procedure to solve 
problem P(4.1), which focuses on one of the small squares at a time and solve the 
following problem P(4.2).  
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)





















jx = {0, 1},    j = 1, 2, …, n   
where, Lower Goal1 and Upper Goal1 denote the lower and upper end along 
Objective1 axis of the square under study, respectively; Lower Goal2 and Upper 
Goal2 denote the lower and upper end along Objective2 axis of the square under study, 
respectively.  
 
The implementation details of this interactive procedure are described below. 
An interactive approach to generate a good approximation of the nondominated set: 
Step 1:  Generate the three ENS’s A(a1, a2, a3), B(b1, b2, b3) and C(c1, c2, c3).  
Step 2:  Divide the Objective1 axis and Objective2 axis evenly. Let δ1 and δ2 denote the 
lengths of the intervals along the two axes, respectively. These intervals then 
divide the X-Y plane into small squares. 
Step 3:  For each small square generated in Step 2, assign the corresponding values to 
Lower Goal1, Upper Goal1, Lower Goal2 and Upper Goal2. Then we solve 
problem P(4.2) with an LPH algorithm to generate an ε-NS solution. This 
process may be carried out first along the Objective2 axis and then along the 
Objective1 axis. More specifically, the process starts from the square at O’ and 
increases along the Objective2 axis square by square. The stopping condition is 
that the optimal objective value of problem P(4.2) is less than or equal to O3′ . 
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After that, the process returns back to line O’A’ (see Figure 4.10) and 
increases along Objective1 axis by one square, and then goes on to 
increase along Objective2 axis square by square.  
Step 4:  Check with the DM on whether he is satisfied with the approximation consisting 
of all the generated ε-NS solutions. If yes, go to Step 5; otherwise, we have to 
generate some more squares according to necessity and repeat Step 3 to generate 
some more ε-NS solutions.  
Step 5:  Ask the DM to identify the area that interests him most. Generate as many ε-NS 
solutions as desired from this area.  
 
 
This interactive approach uses an LPH algorithm to solve problem P(4.2), which works 
in the same way as the biobjective case. 
 
4.4.3 Computational experiments  
 
The problem data in the computational experiments of solving the 3-objective 0-1 
knapsack problem are generated in the same way as the biobjective case. In the 
following Figures 4.11a and 4.11b we depict the generated approximate nondominated 
frontiers (limited to the nondominated solutions of the first category) to a problem 
instance with 1000 decision variables from different perspectives for an illustrative 
purpose. And in Figures 4.12a and 4.12b, we depict the corresponding nondominated 
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Figure 4.11a Generated approximate nondominated frontier to a 3-objective problem 


































Figure 4.11b Generated approximate nondominated frontier to a 3-objective problem 
instance of size 1000 
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Figure 4.12a Generated approximate nondominated frontier to the LP relaxation of a 






























Figure 4.12b Generated approximate nondominated frontier to the LP relaxation of a 
3-objective problem instance of size 1000 
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4.5 Summary and conclusions 
 
In this chapter, we propose a simple and efficient method, the core of which is an LP-
based heuristic algorithm, to solve the multiobjective 0-1 knapsack problem.  
 
The major advantages of our method include: (1) it requires little input from the DM; 
(2) the quality of the generated approximation to the nondominated set is guaranteed; 
(3) the flexibility in controlling the number of ε-NS solutions to be generated 
according to the actual necessity of the DM; (4) the high efficiency of the LPH 
algorithm and its capability of solving very large problems in a short time. 
 
The proposed approach and the LPH algorithm can be extended to other multiobjective 
0-1 integer programming problems having properties similar to the knapsack problem, 
such as the generalized assignment problem to be addressed in the following chapter.   
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In this chapter, we extend the generalized assignment problem to the multiobjective 
context. We propose a simple and efficient approach, the core of which is an LP-based 
heuristic (LPH), to tackle it. To our knowledge, this is the first time that the 
generalized assignment problem is addressed from a multiobjective perspective.  
 
5.1 An efficient approach for solving the biobjective generalized 
assignment problem  
 
Given n items, m knapsacks, the profit pij and the weight wij corresponding to the 
assignment of item j to knapsack i, and the total capacity ci available for each knapsack 
i, the single objective generalized assignment problem is to determine how to select 
and assign each of the items to exactly one of the knapsacks in order to maximize the 
total profit, subject to the knapsack capacity constraints. Determining whether an 
instance of generalized assignment problem has a feasible solution is an NP-complete 
problem (Martello and Toth, 1990).  
 
In this chapter we are particularly concerned with the biobjective generalized 
assignment problem, where each item has two attributes  and . Without loss of 
generality, we assume both objectives are to be maximized. The minimization version 
of the problem can be transformed into an equivalent maximization form (see Martello 
and Toth, 1990). The two objectives are to maximize the total sum of attribute-1 and 
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Given n items and m knapsacks, the biobjective generalized assignment problem can 
be described as follows: 






















        = 0 or 1,    for all i, j  ijx
where  
  1  if item j is assigned to knapsack i;  
 
k
ijp  = attribute-k of item
ijw  = weight of item j if
ic = capacity of knapsac
 
Unlike the common pra
such assumptions are n
above formulation is (m
 
To explain the meaning
example. Let each item
of the project may repre
–––––––––––––––––––––––
                                      x =
  0 otherwise.  
ij
 j if it is assigned to knapsack i; 
 it is assigned to knapsack i;  
k i. 
ctice, we do not assume that wij, ci and  are integral in that 
ot necessary to our method. The number of variables in the 
 × n) and the number of constraints is (m + n).  
k
ijp
s of the two attributes, let us take an investment problem as an 
 represent a candidate project to be invested. The first attribute 
sent the expected return and the second attribute may represent 
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a value that is inversely proportional to the expected risk associated with the 
investment of this project.  
 
In order to generate a good approximation to the nondominated set of the problem 
P(5.1), the simple approach described in Section 4.2 is once again employed. The only 
difference is that the problem solved in Step 3 is problem P(5.2), instead of P(3.6), and 
the LPH algorithm employed is the one to be described in Section 5.1.2.  
















































2       (5.5) 
       = 0 or 1,   for all i, j  ijx
where, Lower Goal and Upper Goal denote the lower and upper end of the small 
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5.1.1 Property of the generalized assignment problem  
 
As discussed in Section 4.2.1, the interesting properties are not only possessed by the 
0-1 knapsack problem, but also by the generalized assignment problem. Let LGAP 
represent the LP relaxation of a generalized assignment problem. Benders and Van 
Nunen (1983) proved that in any basic feasible solution to an LGAP the number of 
split items is less than or equal to the number of fully occupied knapsacks. More 
recently, Trick (1992) provided an alternative proof to this property in the language of 
Graph Theory. In this study, we extend this proof to the LP relaxation of problem 
P(5.2), a close variant of GAP. Now consider the LP relaxation of problem P(5.2), we 
have the following Theorem 1.  
 
Theorem 5.1. Let S denote the number of split items in the optimal solution to the LP 
relaxation of problem P(5.2), F the number of fractional variables, and K the number 




Proof. The LP relaxation of problem P(5.2) can be reformulated in the augmented 
form as follows: 
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ijij sxp 2      (5.5a) 
      ,   for all i, j  ≥ijx
      , ,  and  ≥ 0 is 1+ms 2+ms 3+ms
Let us consider the number of nonzero variables, including all , , ,  
and , in the optimal solution to problem P(5.2a).  
ijx is 1+ms 2+ms
3+ms
In the first case, if the small subinterval under consideration is completely covered by 
the nondominated frontier, )( 12 ZgZ = , then from Lemma 4.1, we observe that in the 
optimal solution s  is always equal to 0 to make z1+m 2 maximal. This implies at the 
same time that Constraint (5.4) is actually redundant and can be removed. As a result, 
the total number of nonzero variables equals (n − S + F) + (m − + 2). The first term 
corresponds to the nonzero assignment variables , and the second term corresponds 
to the surplus or slack variables. On the other hand, the total number of constraints is 
(n + m + 3). Consequently, we have  
cK
ijx
n − S + F + m − + 2 ≤ n + m + 3 cK
that is, F ≤ S + + 1.  cK
In the second case, the small subinterval under consideration is completely covered by 
the mapping )( 12 ZhZ = , which is obviously non-decreasing, as shown in Figure 4.1. If 
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)( 12 ZhZ =
cK
(2 ZhZ =
 is strictly increasing, then analogously  must be equal to 0 to make z2+ms
)1Z
2 
maximal, and Constraint (5.3) becomes redundant. Eventually, we can also obtain F ≤ 
S + + 1.  
cK
cK
The third case is when both s  and  will be non-zero in the optimal solution 
to problem P(5.2a). This could happen, although rarely, on two occasions. The first 
one is when the small subinterval under consideration is completely covered 
by , which is constant; the second one is when the small subinterval under 




(g= and partially by . In 
this case, the number of total non-zero variables is (n − S + F) + (m − + 3). And the 
total number of constraints is still (n + m + 3). Consequently, we get F ≤ S + K < S 
+ + 1.  
)( 12 ZhZ =
cK
c
It is evident that this proof can be extended to other close variants of the GAP.  
                    
 
Corollary 5.1. From Theorem 5.1, we can directly derive the following two 
inequalities.  
1. ;      1+≤ mS
2. 22 +≤ mF .     
Proof. It is obvious that F ≥ 2S. Thus we have S ≤ + 1. In addition, we know ≤ m, 
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5.1.2 An LP-based heuristic for solving the biobjective generalized assignment 
problem  
 
To solve problem P(5.2) effectively, we also proposed an LPH algorithm, which is 
similar to but much more complex than the one described in Chapter 4. Similarly, in 
the first step the LPH algorithm solves the LP relaxation of problem P(5.2) and obtains 
the optimal solution ZLP. In the second step the LPH algorithm searches the 
neighborhood of ZLP to generate one of the ε-NS solutions. Here the neighborhood of 
ZLP comprises all feasible solutions to problem P(5.1) that is very close to ZLP. The LPH 
algorithm searches the neighborhood of ZLP by solving a subproblem P(5.3) described 
as follows.  
 
Let  
C2  =  the set of constraints (5.2) in problem P(5.2). 
CG  =  the set of constraints in C2, in which all the nonzero-coefficient variables  
           have either value 0 or 1 in the optimal solution to the LP relaxation of  
           problem P(5.2).  
CH  =  C2 – CG, is the complementary set of CG.  
V  =  the set of all decision variables, .  ijx
H  =  the set consisting of all nonzero-coefficient variables in constraint  
               set CH.  
G  =  V – H, is the complementary set of H.  
 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
                                                                                                                                     89 
Then the subproblem P(5.3) is formulated as follows: 
Chapter 5   Solving the Multiobjective Generalized Assignment Problem 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 




xp 2  




















xwb ,  are the variable values in the optimal solution Zijx LP   (5.8) 
 
As an illustration, consider the following simple generalized assignment problem 
example with n = 8 and m = 3:  





















       = 0 or 1 ijx
Suppose that the variables having fractional value in the optimal solution to the LP 
relaxation of the above problem (i.e. ZLP) are x14, x24, x27 and x37. In this case,  
C2 = {(2-1), (2-2), … (2-8)}; 
CG = {(2-1), (2-2), (2-3), (2-5), (2-6), (2-8)}; 
CF = {(2-4), (2-7)}; 
F = { , , , , , }; 14x 24x 34x 17x 27x 37x
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G = { , , , , , , , , , , , , , , , , , }. 11x 21x 31x 12x 22x 32x 13x 23x 33x 15x 25x 35x 16x 26x 36x 18x 28x 38x
 
Then the subproblem P(5.3) is: 













subject to   17171414 xwxw + ≤ 11 bc −  
     27272424 xwxw + ≤ 22 bc −      
     37373434 xwxw + ≤ 33 bc −      
    1342414 =++ xxx        (2-4) 
    1372717 =++ xxx        (2-7) 
     = 0 or 1,    i ∈ {1, 2, 3}, j ∈ {4, 7} ijx
where,  
1818161615151313121211111 xwxwxwxwxwxwb +++++= ; 
2828262625252323222221212 xwxwxwxwxwxwb +++++= ; 
3838363635353333323231313 xwxwxwxwxwxwb +++++= . 
The decision variables in b1, b2 and b3 get their values from ZLP.  
 
Theorem 5.2. A solution s to problem P(5.1), of which the variables belonging to H 
receive their values from Zsub, if it exists, and the variables belonging to G receive their 
values from ZLP, is a feasible solution.  
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5.1.3 Size of subproblem P(5.3) 
Let  denote the number of variables in subproblem P(5.3) and  denote the number 
of constraints in subproblem P(5.3). Then it is easy to show that: 
vn cn
)1()1( +≤+≤⋅= mmKmSmn cv          (5.9) 
121 +≤++≤+= mKmSmn cc        (5.10) 
From our experience, when the number of items n is much greater than the number of 
knapsacks m and the capacity constraints are tight, the number of split items S in the 
optimal solution to the LP relaxation of problem P(5.2) is usually close to its upper 
bound (m+1), and the number of fractional variables F is also close to its upper bound 
(2m+2). We can see that the size of subproblem P(5.3) is much smaller than the size of 
problem P(5.2), especially when the number of items n is much greater than the 
number of knapsacks m. On the other hand, from (5.9) and (5.10) we can see that the 
size of subproblem P(5.3) is mainly determined by the number of knapsacks m.  
 
We have conducted extensive computational experiments on LGAP. We generated 
three sets of data for wij and pij. In set1 all data are generated from a uniform 
distribution over the interval [1, 1000]. Similarly, all data in set2 are randomly and 
uniformly generated from interval [1, 100]. While in set3, the weights wij are randomly 
and uniformly generated from interval [5, 25] and profits pij are randomly and 
uniformly generated from interval [1, 40]. Following the method of Martello and Toth 
(1990), the capacities of the knapsacks are calculated according to the following 
formula: 
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8.0 ,   for i = 1, …, m   (5.11) 
As a result, we generated three groups of problem instances, corresponding to the three 
sets of data respectively. The numbers of split items S’ in the optimal solutions to the 
LGAP problems are summarized in Tables 5.1a, 5.1b and 5.1c. From Table 5.1, we 
observe that for a given value of m, the value of S’ approaches m as the value of n 
increases.  
 
Table 5.1a Relationship between the number of split items S’ and problem size (for 
problem instances of data set 1) 
    n 
 
   m 
100 200 300 400 500 600 700 800 900 1000 
5 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 
10 9.7 10.0 10.0 9.9 9.9 10.0 10.0 10.0 10.0 10.0 
15 14.3 14.6 14.8 14.9 15.0 15.0 15.0 15.0 15.0 15.0 
20 18.7 19.3 19.6 19.9 19.7 20.0 20.0 20.0 20.0 19.9 
25 22.0 23.8 24.4 24.6 24.9 24.9 24.8 24.8 24.9 25.0 
30 25.8 28.2 29.1 29.5 29.7 29.9 29.8 30.0 29.9 29.7 
35 29.0 32.7 33.9 33.9 34.8 34.7 34.6 34.8 34.9 34.8 
40 32.0 36.5 37.9 38.7 39.0 39.6 39.6 39.6 39.6 39.6 
45 36.4 40.8 42.5 43.5 43.8 44.3 44.4 44.3 44.3 44.5 
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Table 5.1b Relationship between the number of split items and problem size (for 
problem instances of data set 2) 
    n 
 
   m 
100 200 300 400 500 600 700 800 900 1000 
5 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 
10 9.5 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 
15 14.1 14.6 14.9 15.0 15.0 15.0 15.0 14.9 15.0 15.0 
20 18.3 19.4 19.7 19.8 19.9 19.9 19.9 19.9 20.0 20.0 
25 22.3 24.1 24.2 24.7 24.8 24.9 24.9 25.0 25.0 24.9 
30 26.3 28.6 29.0 29.5 29.7 29.7 29.9 29.9 30.0 29.9 
35 29.3 32.3 33.4 34.3 34.5 34.7 34.8 34.7 34.7 34.8 
40 32.8 36.3 38.0 38.8 39.4 39.5 39.6 39.8 39.6 39.8 
45 36.1 40.1 42.4 43.8 43.8 44.0 44.6 44.5 44.5 44.8 




Table 5.1c Relationship between the number of split items and problem size (for 
problem instances of data set 3) 
    n 
 
   m 
100 200 300 400 500 600 700 800 900 1000 
5 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 
10 9.8 9.9 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 
15 14.6 15.0 14.9 14.9 15.0 15.0 15.0 15.0 15.0 15.0 
20 19.1 19.6 19.9 19.9 19.9 19.9 19.9 20.0 19.9 20.0 
25 24.0 24.5 24.5 24.6 24.9 24.9 24.9 24.8 24.9 24.8 
30 28.3 29.3 29.4 29.8 29.9 29.7 29.8 29.8 29.8 29.8 
35 32.7 33.8 34.2 34.6 34.5 34.8 34.8 34.9 34.9 34.8 
40 37.1 38.2 39.2 39.2 39.4 39.4 39.7 39.6 39.7 39.8 
45 40.9 43.2 43.8 44.1 44.2 44.6 44.5 44.6 44.6 44.8 
50 44.9 47.6 48.2 49.0 49.0 49.3 49.4 49.7 49.5 49.5 
 
It is noted that subproblem P(5.3) is also a generalized assignment problem, only the 
size is much smaller. Therefore, we may repeatedly apply the technique of solving the 
generalized assignment problem based on solving its LP relaxation problem. Actually, 
a heuristic algorithm based on this philosophy has already been proposed by Trick 
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(1992) for solving the single objective generalized assignment problem. Furthermore, 
Trick avoided cycling by the following theorem. 
 
Theorem 5.3. [Trick, 1992]  
If there are any split items in basic solution the LGAP, then fixing all variables of 
value 1 results in at least one variable becoming useless with respect to the new 
knapsack capacities.  
 
In this theorem, a variable x  is useless if w > . It is obvious that deleting any 
useless variable dose not affect the generalized assignment problem. Since variables 
will be deleted each iteration, this approach will not cycle.  
ij ij ic
 
However, repeatedly employing the LP relaxation could increase the likelihood of 
infeasibility of the final solution when the capacity constraints are tight. And the gap 
between the optimal solution and the generated solution could be large. Furthermore, 
the number of split jobs may decrease slowly. In addition, we have shown that in the 
subproblem P(5.3) the number of items S is at most (m+1). This property could make 
the subproblem easier to solve, compared to the typical case in real world problems 
where the number of items is much greater than the number of knapsacks. As a result, 
we directly solve the subproblem P(5.3) in the LPH algorithm. Many exact and 
heuristic algorithms could solve P(5.3) efficiently. In this study, we employ the 
CPLEX 7.5 to solve it. It takes CPLEX little time to solve these subproblems in our 
experiments.  
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5.1.4 Evaluation of an ε-NS solution  
 
In this LPH algorithm we evaluate a feasible solution to problem P(5.1) in a similar 
way as in Section 4.2.2. Let s represent a feasible solution to problem P(5.1) generated 
by the LPH algorithm from the neighborhood of ZLP. The difference is that we estimate 






LP=ε ,      (5.12) 
This estimation is always quite satisfactory in all of the computational experiments 
conducted in this study.  
 
5.1.5 Solution strategies  
 
Before introducing the three solution strategies we have derived, let us first examine 
the property of the nondominated frontier of the LP relaxation of the biobjective 
generalized assignment problem P(5.1). It is known that the nondominated frontier of a 
biobjective linear programming problem is convex. We have empirically observed that 
the shape of the nondominated frontier of the LP relaxation of a biobjective 
generalized assignment problem mainly depends on the number of knapsacks m. As 
shown in Figure 5.1, as the value of Objective1 increases, the value of Objective2 first 
decreases slowly and then decreases faster and faster when the value of Objective1 
approaches its maximum value. We call the portion of the nondominated frontier of the 
LP relaxation of a biobjective generalized assignment problem where the value of 
Objective2 starts to decrease rapidly as the value of Objective1 increases as the turning 
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segment, as depicted in Figure 5.1. The empirical position of this turning segment 













Nondominated Solution of LP relaxation of GAP(500x30)






Figure 5.1 ε-NS solutions generated by LPH with the first strategy 
 
 
In this study, we have tried three strategies for the solution of biobjective generalized 
assignment problem. Let T represent a point on the turning segment, as shown in 
Figure 5.1. We call T the turning point. In the first strategy, for the whole interval 
along Objective1 axis that corresponds to from B to A we maximize Objective2 in 
solving subproblem P(5.3). The search process of this strategy is illustrated in Figure 
5.2. Then the ε-NS solutions generated by the LPH algorithm to a typical problem 
instance of size (500×30) are plotted in Figure 5.1. We observe that from around the 
turning point T to ENS A the ε value increases gradually, which implies the quality of 
the ε-NS solutions generated is getting worse. The reason for this can be found by 
examining Figure 5.2. From T to A the search process in the subproblem will not go 
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approximate nondominated frontier of the biobjective generalized assignment problem 
toward the nondominated frontier. This accounts for the worse quality of the ε-NS 
solutions generated from T and A, compared with those generated from B to T.  
Objective2 
Neighborhood of ZLP  
 
Figure 5.2 An illustration of the searching process of the first strategy 
 
In order to overcome the drawback of the first strategy, we use the second strategy. In 
this strategy, we maximize Objective2 in subproblem P(5.3) for the interval from B to 
T. On the other hand, we switch to maximize Objective1 for interval from T to A in the 
subproblem. This new subproblem P(5.4) is then defined by: 





  subject to  Constraints (5.6), (5.7) and (5.8) 
 
The search process of this strategy is illustrated in Figure 5.3. In this case, the ε-NS 
solutions generated by the LPH algorithm to a typical problem instance of size 
(500×30) are plotted in Figure 5.4. We observed that there is always a ‘gap’ on the 
*
ZLP B(b1, b2) 
T Nondominated frontier 





Search direction in 
the subproblem 
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at around the turning point T. In other words, it seems difficult to generate any ε-NS 
solution at around the turning point with this strategy. This is again explained by 
examining Figure 5.3. The sudden shifting of the searching direction in the subproblem 
from Objective2 to Objective1 necessarily results in the observed ‘gap’ in the 
generated approximation to the nondominated frontier.  
 
Figure ration of the searching process of the second strategy
*






Search direction in 
the subproblem 
Nondominated frontier 





 5.3 An illust  
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Nondominated Solution of LP relaxation of GAP(500x
epsilon-Nondominated Solution of GAP(500x30)
gap 
A 
Figure 5.4 ε-NS solutions generated by LPH with the second strategy 
 
In order to further improve the results, we apply the third strategy. In this strategy, in 
order to fill up the ‘gap’ resulted from the application of the second strategy we 
artificially create an ‘overlap’ around the turning point T. As shown in Figure 5.6, for 
interval from B to T2, we maximize the Objective2 in subproblem P(5.3). While for 
interval from T1 to A, we change to maximize (Objective1 + Objective2) in the 
subproblem P(5.5), which is defined by: 
 








xp 2  
  subject to  Constraints (5.6), (5.7) and (5.8) 
 
In this case, the direction of the search process for interval from T to A will be in the 
45°direction, which is illustrated in Figure 5.5. Obviously, we can further generalize 
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the formulation of the objective function in the subproblem, such as by using the 
weighted sum of the two objectives given that the weights are properly assigned 
according to the shape of the nondominated frontier of the LP problem.  In Figure 5.6 
we depict the generated ε-NS solutions to a typical problem instance of size (500×50). 
We observe that the quality of the generated approximate nondominated frontier to the 
biobjective generalized assignment problem improves greatly and the ‘gap’ has also 
disappeared.  
 
From our experiments, it was observed that whether we use P(5.4) or P(5.5) for 
interval T-A does not make much difference. In addition, the position of T, T1 and T2 is 
determined empirically by observation. Consequently, this is something worth further 
study.  
Objective2 
Neighborhood of ZLP  
 
Figure 5.5 An illustration of the searching process of the third strategy 
 
*
ZLP B(b1, b2) 
* Nondominated frontier 




Search direction in 
the subproblem 
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Nondominated Solution of LP relaxation of GAP(500x50)














T1 B T T2 
A 
Figure 5.6 ε-NS solutions generated by LPH with the third strategy 
 
 
5.2 Computational experiments and results  
 
Unlike the single objective generalized assignment problem, for which there are many 
existing benchmark test problems, there are no such benchmark test problems available 
for the biobjective generalized assignment problem as this is the first time that the 
generalized assignment problem is extended to multiobjective context to our 
knowledge. Consequently, we use the problem instances randomly generated by the 
following method in this study. For each problem instance, the attribute-1’s of the 
items  are randomly generated from a uniform distribution over interval [1, 1000]. 
Similarly, attribute-2’s of the items  are randomly generated from interval [1, 100], 
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The capacities of the knapsacks are also determined by (5.11). We have conducted 
extensive experiments. The experience shows that the proposed method is robust to the 
intervals from which uniform data are generated. For example, if both  and  are 






We have selected the number of items 200, 400, 600, 800, 1000 and the number of 
knapsacks 10, 20, 30, 40, 50 as components of the problem sizes. For each 
combination of them we have randomly generated 20 problem instances. For each 
problem instance, the number of generated ε-NS solutions is 71. All experiments were 
conducted on a Pentium III 868 MHz PC. The computational results are summarized in 
Table 5.2. Each entry of the ε value is the average over the 71 solutions, and in turn 
over the 20 problem instances. It is observed that the ε value of solutions from the 
turning segment is greater than those from the two tails of the frontier. The ε value is a 
measure estimating the average distance from the generated approximate frontier to the 
true nondominated frontier. For instance, if the ε value is 0.0120, it means that the 
distance from the generated approximate frontier to the true nondominated frontier is 
around 1.2% of the distance from the true nondominated frontier to the origin on 
average. Each entry of the time taken to generate these 71 ε-NS solutions is the 
average over the 20 problem instances. We can see that the times taken are very short 
and the average ε values are very small. The relationship between the ε value and the 
problem size is depicted in Figure 5.7. The corresponding times taken to generate those 
ε-NS solutions for different problem sizes are plotted in Figure 5.8.  
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Table 5.2 Summary of the computational results 
Number of Items Number of 
Knapsacks 
Average 
Results 200 400 600 800 1000 
No. of Sol. 71.4 71.2 71.6 71.5 71.7 
ε value 0.01207 0.00618 0.00425 0.00309 0.00249  10 
 Time (sec) 1.36 3.34 6.05 9.57 14.01 
No. of Sol. 71.5 71.6 71.4 71.5 71.6 
ε value 0.01861 0.00954 0.00646 0.00492 0.00389 20 
 Time (sec) 3.02 8.55 16.80 28.31 45.52 
No. of Sol. 71.5 71.5 71.5 71.6 71.5 
ε value 0.02731 0.01437 0.00979 0.0075 0.00594 30 
 Time (sec) 5.38 16.01 32.35 59.67 96.31 
No. of Sol. 71.7 71.5 71.7 71.6 71.4 
ε value 0.03622 0.01921 0.01308 0.01004 0.00796 40 
 Time (sec) 8.06 24.61 56.97 110.74 177.08 
No. of Sol. 71.7 71.4 71.6 71.5 71.7 
ε value 0.04302 0.02420 0.01637 0.01249 0.00992 50 



















No. of Knapsacks = 10
No. of Knapsacks = 20
No. of Knapsacks = 30
No. of Knapsacks = 40
No. of Knapsacks = 50
 
Figure 5.7 Relationship between problem size and ε value 
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No. of Knapsacks = 10
No. of Knapsacks = 20
No. of Knapsacks = 30
No. of Knapsacks = 40
No. of Knapsacks = 50
 
Figure 5.8 Relationship between problem size and time use  
 
 
From Table 5.2, we see that given the value of n the ε value increases as the number of 
knapsacks m increases. This implies that the quality of the generated approximate 
frontier decreases as the number of knapsacks increases. On the contrary, given the 
value of m the ε value decreases as the number of items n increases. This implies that 
the quality of the generated approximate frontier increases as the number of items 
increases. Furthermore, it is noted that the ε value is closely related to the ratio of the 
number of items to the number of knapsacks, i.e. n/m. In Figure 5.9, we plot the 25 
data points drawn from Table 5.2. It is evident that the ε value decreases very fast as 
the ratio of n/m increases. In real world problems, the ratio of n/m is usually large. 
Consequently, the ε value would be small, which implies the quality of the generated 
approximate frontier would be good. A theoretical justification for this relationship 
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between the ε value and n/m may require some more efforts, but it can be intuitively 
explained in the following way. Suppose a scenario where we fix m and increase n, 
which means the ratio n/m increases. As shown in Corollary 5.1, the size of the 
subproblem P(5.3) mainly depending on m remains the same. Put it loosely, the effect 
of the optimal solution to the LP problem ZLP on the final integral solution to problem 
P(5.2) will increase, while the effect of the optimal solution to the subproblem P(5.3) 
on the final integral solution remain the same. Consequently, the larger is n, the 
relatively closer is ZLP to the final integral solution to problem P(5.2), which means the 
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Relationship between the ratio n/m and the epsilon value
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To illustrate such a property, let us show the computational results for a typical 
problem instance of size (200×50), (400×50), (600×50), (800×50), (1000×50) in Figure 
5.10 to Figure 5.14. It is obvious that as the number of items increases, the quality of 
the approximation to the nondominated frontier of a biobjective generalized 




















Figure 5.10 Generated approximate nondominated frontier for a typical problem 
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Figure 5.11 Generated approximate nondominated frontier for a typical problem 




















Figure 5.12 Generated approximate nondominated frontier for a typical problem 
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Figure 5.13 Generated approximate nondominated frontier for a typical problem 
























Figure 5.14 Generated approximate nondominated frontier for a typical problem 
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5.3 Summary and conclusions 
 
In this chapter, we propose an efficient approach based on an LPH algorithm to solve 
the biobjective generalized assignment problem. It is shown that this approach is able 
to generate a good approximation of the nondominated frontier to a large biobjective 
generalized assignment problem in a short time. The successful computational results 
demonstrate the high efficiency of the proposed approach and the LPH algorithm. The 
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In this thesis, we attempt to tackle the multiobjective zero-one programming problems, 
which imply linear constraints, linear objective functions, and binary decision 
variables. Although the study of this class of problems occurred in the 1970s, not too 
many effective techniques or methods have been developed to solve them. In view of 
this, we aim to contribute some new ideas and techniques to this field in this study.  
 
Firstly, we introduced three concepts of ε-Nondominated Solution, Extreme 
Nondominated Solution and δ-representative Nondominated Solution for solving 
multiobjective integer programming problems. These concepts have proved to be very 
helpful for the solution of these problems. The concept of ε-Nondominated Solution is 
a natural extension of the ε-optimality concept within the single objective optimization 
context. The concept of Extreme Nondominated Solution helps to effectively restrict 
the searching region and facilitate the solution of multiobjective integer programming 
problems. The concept of δ-representative Nondominated Solution reflects the 
characteristic of the generated nondominated solutions.  
 
We also proposed a simple and useful approach for generating a good approximation 
to the nondominated set of multiobjective integer programming problems. The basic 
idea underlying this approach is to divide the feasible outcome region into some 
smaller sub-regions and focus on one of them at a time. In this way, a multiobjective 
integer programming problem can be converted into a series of single objective 
problems, which makes the solution process much easier. Therefore, we don’t have to 
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tackle a multiobjective integer programming problem directly, but rather we can solve 
it through solving a series of single objective integer programming problems.  
 
This research is particularly concerned with the two multiobjective 0-1 programming 
problems: the multiobjective 0-1 knapsack problem and the multiobjective generalized 
assignment problem. They are the multiobjective versions of the two classical NP-hard 
problems: the 0-1 knapsack problem and the generalized assignment problem, 
respectively. We proposed an efficient LP-based heuristic to solve each of them. These 
LPH algorithms are based on the particular properties exhibited by these two classes of 
problems, i.e. the strong similarity between the optimal solution of a 0-1 integer linear 
programming problem and that of its LP relaxation problem. Although we did not 
prove this similarity from a theoretical point of view in this study, it does seem to 
imply some underlying theoretical necessity. As a result, one of the further extensions 
of this work is to verify this empirically observed property.  
 
For the multiobjective 0-1 knapsack problem, we have tackled both the biobjective 
case and 3-objective case. But for the multiobjective generalized assignment problem, 
only the biobjective case has been addressed. However, the proposed approach is 
easily extended to the 3-objective case in the same manner as the 0-1 knapsack 
problem. Although we have only addressed two classes of problems with the 
approaches developed in this study, according to our experience they are applicable or 
extendable to the other members of the family of knapsack problems, including the 
bounded knapsack problem, the subset-sum problem, the change-making problem, the 
0-1 multiple knapsack problem, and the bin-packing problem. For more detailed 
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information of the family of knapsack problem, readers are referred to Martello and 
Toth (1990).  
 
The high efficiency of the proposed approach and the LP-based heuristic algorithms is 
demonstrated through extensive computational experiments. The results of our 
computational experiments are superior to those reported in the open literature, either 
in terms of the time consumption or the quality of the generated solutions or even both. 
Furthermore, this research is the first attempt to extend the classical generalized 
assignment problem to the multiobjective context and propose efficient and effective 
solution to solve it, to our knowledge.  
 
This research, among other things, also proposes the three criteria proximity, 
uniformity and coverage to evaluate the quality of the generated approximation to the 
nondominated frontier to a multiobjective integer programming problem. They reflect 
the quality information in three different respects. Consequently, the integration of 
them is able to reflect the comprehensive information regarding the quality of the 
approximation.  
 
For a method to be used it should be not only easy to use, but meaningful and provide 
helpful results (Zionts, 1992). Our methods do live up to these requirements. They are 
characterized by the ease to use and understand, requiring little input from the DM, 
and providing very efficient and helpful results. These properties are greatly desired in 
practice. As a result, they provide the practitioners with a good way to tackle the 
multiobjective integer programming problems.  
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Certainly, every approach has its limitations. The approaches proposed in this study 
are not exceptional. One of the limitations of the LPH algorithm for solving 
multiobjective 0-1 knapsack problem is that the determination of some parameters 
such as CV has to be based on experience. Likewise, one of the limitations of proposed 
approaches lies in the fact that the position of the turning point T and the positions of 
the overlap T1 and T2 have to be determined empirically as well. As a result, further 
studies on these issues could be worthwhile.  
 
In addition, three further extensions to this work are possible. The first one is to verify 
the empirically observed property of close similarity between the optimal solution to 
the 0-1 knapsack problem, generalized assignment problem and other knapsack 
problems and the optimal solution to their respective LP relaxation problem from a 
theoretical point of view. The second one is to extend the proposed methods to some 
other multiobjective integer programming and combinatorial optimization problems. 
The third one is to develop some other heuristic or exact approaches to solve the 
subproblem P(5.3), in place of relying on CPLEX, and compare the performances.  
 
The contributions of this study are briefly summarized as follows: 
1. We have proposed three concepts of ε-Nondominated Solution, Extreme 
Nondominated Solution and δ-representative Nondominated Solution that have 
proven very useful for solving multiobjective integer programming problems.  
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2. We have developed a methodological framework to solve multiobjective 
integer programming and combinatorial optimization problems, which converts 
a multiobjective problem into a series of single-objective problems according 
to the necessity of the decision maker.  
3. We have proposed an efficient and effective method for solving multiobjective 
0-1 knapsack problems.  
4. We have proposed an efficient and effective method for solving biobjective 
generalized assignment problems.  
5. We also have proposed the three criteria proximity, uniformity and coverage to 
evaluate the quality of the generated approximation to the nondominated 
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