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Abstract—Real face recognition is a challenging problem
especially when face images are subject to distortions. This
paper presents an approach to tackle partial occlusion distortions
present in real face recognition using a single training sample
per person. First, original images are partitioned into multiple
blocks and Local Binary Patterns are applied as a local descriptor
on each block separately. Then, a dimensionality reduction of
the resulting descriptors is carried out using Kernel Principle
Component Analysis. Once done, a random sampling method is
used to select patches at random and hence build several sub-
SVM classiﬁers. Finally, the results from each sub-classiﬁer are
combined in order to increase the recognition performance. To
demonstrate the usefulness of the approach, experiments were
carried on the AR Face Database and obtained results have shown
the effectiveness of our technique.
I. INTRODUCTION
Face recognition is a hot research topic in computer vision
and biometric security. Out of all biometric modalities, face
is the most popular as it can be captured easily at a distance
and has numerous applications in security, surveillance, access
control...etc. Various techniques have been proposed for effec-
tive face recognition under various distortions. Conventional
methods use holistic features of the face where the information
extracted from the whole face is taken into account using
global linear and non-linear statistical techniques. Principal
Component analysis (PCA) method [1], Independent Compo-
nent Analysis (ICA) [2], and Linear Discriminant Analysis
(LDA) [3] are the most popular linear techniques proposed
by the researcher community. However, these methods are not
efﬁcient due to the non-linear characteristic of the face. Non-
linear kernel-based techniques, namely Kernel PCA (KPCA)
and Kernel Fisher Analysis (KFA) [4], [5] have been proposed
to solve the problem by taking full advantage of the face’s
contour and the curve detail information.
More recent methods use local descriptors [6] which, in
contrast to global descriptors, represent the features in lo-
cal regions and have proved to be more effective. Another
method is the patch-based face recognition, ﬁrst presented
in [7], which works by partitioning an image into multiple
overlapping or non-overlapping patches before applying global
or local descriptors for use in the the recognition stage.
In patch-based approaches, local features are extracted from
each region, called patch, of the image. The face images can
be divided into either overlapping or non-overlapping blocks.
A number of approaches for patch-based face recognition
have been proposed previously. For example, the work in
[8] proposes a feature concatenation and block selection with
similarity measures while the authors in [9] propose to use the
weight of the classiﬁcation results of the patches by computing
the correct classiﬁcation rates on the test set. [10] employs
subspace methods and uses a majority voting to combine the
classiﬁcation results of the patches and random subspaces.
The authors in [11] train the classiﬁers from separate patches
before combining them by a two-step layer decision maker: the
ﬁrst one is a weighted summation while the second is a combi-
nation of the local ensemble classiﬁers decision with a global
classiﬁer obtained from the whole face. The study described in
[12] selects face areas that contain more information compared
to other areas. Even though this approach is very effective and
has proved to be more robust to the challenges of illumination
variations and partial occlusions, it is still lacking in terms
of classiﬁcation performances since one single classiﬁer is
constructed for all the image patches. In [13], the authors ﬁnd
the largest matching area at each point of the face. However,
in order to work well with partial occlusions, this method goes
through an occlusion de-emphasis step.
To solve this problem, we propose the use of Random Patch
Sampling, using all face patches equally by building multiple
classiﬁers aiming to improve the classiﬁcation accuracy.
This paper presents a patch-based face recognition method.
First, we partition the image into a number of 50%-overlapping
regions. Next, we use LBP as a feature descriptor indepen-
dently on the image patches. To reduce the resulting high
dimensionality of the descriptors, KPCA is employed. Once
done, the feature vectors of the image patches are normalised
before we randomly sub-sample a number of blocks within
each image and build multiple SVM classiﬁers. To validate the
approach, experiments were carried using a single sample per
person (SSPP) as per real world conditions. The ﬁnal results
are obtained by combining the performances from all the sub-
classiﬁers with a union rule. ﬁg.1 illustrates the process.
The remainder of this paper is presented as follows: Section
II introduces the face patching concept. Section III describes
the Multi-LBP method and its application to our work. Section
IV presents the Kernel PCA method while Section V discusses
the proposed Random Patching method and its use for the
application at hand. Experiments carried out are discussed in
Fig. 1. Face Recognition Based on Random Patch SVM
Section VI. Finally, conclusion and future work are in Section
VII.
II. FACE PATCHING
In our work a face image is deﬁned as a set of multiple
overlapping and non-overlapping blocks. In order to select the
appropriate block size an important step that can affect the
recognition signiﬁcantly, initial experiments were conducted
by varying the block size. It is to be noted that the blocks
need to provide enough discriminant information about the
region but also they need to prevent confusion at the feature
extraction . To achieve these constraints, our initial analysis
has shown that 33x30 overlapping patches provide the best
results.
III. MULTI-SCALE LOCAL BINARY PATTERNS
The LBP operator is a widely used local texture descriptor
whether in face recognition [14] or other applications. It is a
general combination of gray-scale invariants and operates by
assigning a label to every pixel of an image by thresholding the
(P,R) neighbourhood (P sampling points on a circle of radius
R) of each pixel with the centre pixel value and considering
the result as a binary number. The obtained histogram of the
labels is used as a texture descriptor. The ﬁrst neighbourhood
introduced in LBP was P=8 and R=1 as in thresholding the
8 neighbouring pixels in a radius of 1 as shown in ﬁg.2 This
was later extended to use neighbourhoods of different sizes.
Fig. 2. LBP Operator
As illustrated by ﬁg.2, the threshold can be obtained by
comparing the neighbourhood pixel gp with the centre pixel
gc. The operator gives 1 if the gp is larger than gc and 0
otherwise. The ﬁnal form of the LBP is in decimal value. The
features extracted by the LBP operator are represented in a
histogram. This process could be mathematically expressed as
LBPP,R =
P−1∑
p=0
f(gp − gc)2P , f(x) =
{
1, x ≥ 0
0 x < 0
(1)
LBP histograms for face description have been presented
in [15] where the face is divided into multiple local regions
and the texture descriptors are extracted from each area and
which are combined into one uniform histogram representing
the face image as described in ﬁg.3 Uniform histograms were
inspired from the fact that some binary patterns occur more
commonly in facial image than others and are therefore used
to reduce the usual length of 256-bins patterns to 59 patterns
[16].
Fig. 3. LBP on a face image
However, since the area covered by the classic algorithm
is usually small, we have opted to use a uniform multi-scale
LBP. This means that we use different neighbourhoods: sample
points P = 8, P = 16 and P = 24 with different radii ranging
from R = 1 to R = 12 and which are later on concatenated
into one uniform LBP histogram of over 4000 bins in order
to cover a larger area and eventually provide a larger range of
discriminative features. Containing a certain number of non-
informative features is not an issue given the fact that we are
reducing dimensionality in our next step.
IV. KERNEL PRINCIPAL COMPONENT ANALYSIS
Kernel principal component analysis (KPCA) is a non-linear
feature extraction technique. It is an extension of principal
component analysis (PCA) using kernel methods. The non-
linearity is presented through the mapping of the data from
the input space to a feature space F.
Φ : RN → F (2)
It is, therefore, possible to map an input variable into a high-
dimensional feature space before performing PCA. Applying
the PCA in a high-dimensional feature space will result in
high-order statistics of the input variables. It is, however,
difﬁcult and computationally intensive to compute the dot
products of vectors in the high-dimensional feature space. As
a solution, kernel methods have been used computing the dot
products in the original low-dimensional input space using a
kernel function therefore overcoming this difﬁculty.
KPCA has been widely used in the ﬁeld of face recognition
[17], [18], [19] especially for expression and illumination
variations.
In our work, we have used KPCA with the polynomial ker-
nel as it has been proven to work effectively when extracting
facial features.
V. RANDOM PATCH-BASED SMV
In previous works based on patched faces, the authors either
use all the patches or select a certain number of blocks to build
a global classiﬁer. In our approach, we have chosen to use a
random sampling method to build more than one classiﬁer. A
random sample is a subset of a population selected so that all
samples have equal occurrence probability.
Support Vector Machines (SVMs) [20], which have been
used in our classiﬁcation stage, have been found to be very
effective. It is a supervised learning algorithm where the
system is trained by mapping the training set feature vectors
in a space separating them clearly using kernel functions
(Polynomial, Gaussian...). The testing set is mapped on to the
same space. An SVM predicts the possible class using the
in-between maximum distance.
The idea is then to train multiple SVM classiﬁers based on
the sub-training sets and combine the individual results with
a union rule to obtain the ﬁnal score.
VI. EXPERIMENTS AND ANALYSIS
To assess the effectiveness of our proposed approach, exper-
iments were performed using the cropped AR face database
[21], which contains 2600 images of 100 individuals (26
different images per person) under various facial expression,
lighting and occlusion conditions, taken in 2 sessions. The im-
ages were then resized into 165x160 pixel in this experiment.
A sample of the images in the AR database are in ﬁg.4.
rating
Fig. 4. Sample of the AR Face Dataset
For the training stage, we have used a single clean image per
person from the ﬁrst session. Sunglasses and scarf occluded
faces from both sessions are used for testing. See ﬁg.5
Fig. 5. Examples of faces used for testing from the AR dataset
The ﬁrst set of experiments was carried out using non-
overlapping patches and alternating the number of blocks per
image. In ﬁg.6, the horizontal axis indicates the number of
patches used and the vertical axis represents the correct face
recognition rate. We have tried the following sizes : 55x40,
33x30, 33x20 and 15x15. From the results obtained it can be
seen that as the blocks become smaller and consequently their
number larger, the recognition rate either drops or stabilises.
It can also be noticed that when the block size is large, the
recognition rate is rather low. This can be explained by the fact
that large blocks contain too many features that may induce
confusion at the recognition stage unlike in the case of smaller
blocks.
Fig. 6. Recognition performance using different patch sizes
The second set of experiments was based on the image size
with non-overlapping patches. The results are depicted in ﬁg.7
where it can be seen that the use of an original size of 165x120
gives superior performances to when using other smaller sizes.
Fig. 7. Recognition performance using different image sizes
For the third set of experiments, the images are divided into
50% overlapping uniform blocks of size 33x30 pixels varying
the number of features as shown in ﬁg.8. From the results it
can be seen that the recognition rate increases steadily as the
number of features increases before reaching a stable rate. It
can also be noticed that when the number of features is too
small (under 100), the recognition rate is below 50% for all
test samples.
Fig. 8. Recognition performance using different numbers of features
In the fourth set of experiments, a different number of
patches are used to train the classiﬁers: from each training
face, a speciﬁc number of blocks is randomly selected to build
the classiﬁers. Therefore, each patch from each image has an
equal chance of being used. The results obtained are depicted
in ﬁg 9 showing that when using 12 patches per classiﬁer , the
recognition rate gives 86% when the scarf occludes the faces
compared to a 95% when using 8 patches per classiﬁer. On the
other hand, using 4 patches per image increases the recognition
rate to an outstanding 98%. This can be explained by the fact
that the use of fewer patches helps reduce the confusion at
the classiﬁcation phase thus improving the recognition rate
signiﬁcantly.
Fig. 9. Recognition performance using different numbers of patches per
classiﬁer
For the sake of comparison, the same experiments were
conducted with and without random patching and using a
single SVM classiﬁer. The results shown in table I clearly
prove that our random SVM sub-classiﬁers’ best performance
is much higher reaching an outstanding 98% when the lower
part of the face is covered. This demonstrates the usefulness
of our proposed approach.
TABLE I
COMPARING OUR RANDOM PATCHING APPROACH RESULTS TO RESULTS
OBTAINED USING THE SAME STEPS WITHOUT THE PATCHING
Test Conditions Sunglasses Scarf
session1 session2 session1 session2
Random Patching 89 73 98 92
No patching 95 61 89 50
table II compares our approach against some existing
approaches in literature. From the table one can see that
our method clearly compares favourably against some of the
best performing algorithms. For example, our method achieves
98% performance which matches both [13] and [22] in the
scarf occluded set. It is is to be noted that the authors [22]
have use more than one training sample unlike our method
which uses SSPP.
TABLE II
COMPARING OUR RANDOM PATCHING APPROACH RESULTS TO THE
LITERATURE
Test Conditions Sunglasses Scarf
Our approach 73 ∼ 89 92 ∼ 98
LMA/LMA-UDM [13] 96 ∼ 98 97 ∼ 98
DICW [22] 99.5 98
VII. CONCLUSION
In this paper a novel face recognition method is presented.
First, the images are divided into a number of non-overlapping
patches. Then, LBP is used as a local descriptor followed
by a dimensionality using KPCA method. Then, a random
patch sampling technique is used to build multiple sub-SVM
classiﬁers. Finally, the results are combined using a union
rule. Experiments conducted have shown that our approach
outperforms classic global SVM face classiﬁers when the
lower part of the face is missing. In addition, the proposed
approach compares favourably against with other similar state-
of-the-art methods thus demonstrating its potential especially
that it operates in an under-sampled environment. Our future
work includes the application of our method on both gait and
face combined using more challenging datasets taken in the
wild.
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