The Effect of Large-Scale Structure on the Magnification of
  High-Redshift Sources by Cluster-Lenses by D'Aloisio, Anson et al.
ar
X
iv
:1
31
1.
16
14
v2
  [
as
tro
-p
h.C
O]
  1
3 O
ct 
20
14
Mon. Not. R. Astron. Soc. 000, 000–000 (0000) Printed 2 July 2018 (MN LATEX style file v2.2)
The Effect of Large-Scale Structure on the Magnification of
High-Redshift Sources by Cluster-Lenses
Anson D’Aloisio1⋆, Priyamvada Natarajan2,3, and Paul R. Shapiro1
1Department of Astronomy and Texas Cosmology Center, University of Texas, Austin, TX 78712, USA
2Department of Physics, Yale University, PO Box 208120, New Haven, CT 06520-8120
3Department of Astronomy, Yale University, PO Box 208101, New Haven, CT 06511
2 July 2018
ABSTRACT
Cluster gravitational lensing surveys like the Hubble Space Telescope (HST) Frontier Fields
survey will detect distant galaxies 10-50 times fainter than any yet discovered. Using these sur-
veys to measure the luminosity function of such faint, distant galaxies, however, requires that
magnification maps built from the constraints of strongly-lensed images be accurate. For mod-
els that assume the cluster and nearby (correlated) structures are the only significant sources
of lensing, a potential source of error in these maps comes from the fact that light rays also
suffer weak deflections by uncorrelated large-scale structure (LSS) along the line-of-sight, i.e.
cosmic weak lensing (CWL). To demonstrate the magnitude of this effect, we calculate the
magnification change which results when the same cluster-lens is placed along different lines
of sight. Using a simple density profile for a cluster-lens at z ∼ 0.3 − 0.5 and the power
spectrum of the matter density fluctuations responsible for CWL, we show that the typical
magnifications of ∼ 5(10) of sources at z = 6− 10 can differ by ∼ 10− 20(20− 30)% from
one line-of-sight to another. However, these fluctuations rise to greater than order unity near
critical curves, indicating that CWL tends to make its greatest contribution to the most mag-
nified images. We conclude that the neglect of CWL in determining the intrinsic luminosities
of highly-magnified galaxies may introduce errors significant enough to warrant further effort
to include this contribution in cluster-lens modeling. We suggest that methods of modeling
CWL in galaxy-strong-lensing systems should be generalized to cluster-lensing systems.
Key words: gravitational lensing: strong, weak; galaxies: clusters: general; cosmology:
reionization, first stars;
1 INTRODUCTION
The search for the earliest galaxies has recently pushed the red-
shift horizon of direct, spectroscopically-confirmed detection to
z = 7.51, corresponding to ∼ 700 million years after the Big
Bang (Finkelstein et al. 2013). However, according to the theory
of structure formation in the ΛCDM paradigm, the first galaxies
formed even earlier and were typically less massive and less lumi-
nous than those already discovered. These lower mass/lower lumi-
nosity galaxies, in fact, are predicted to have been in the majority,
even at the highest redshifts already detected. Indirect observational
evidence for such a galaxy population below current detection lim-
its may already exist as the sources of starlight necessary to finish
reionizing the intergalactic medium (IGM) by z & 6, while simul-
taneously accounting for the large electron scattering optical depth
(τes) found by recent CMB polarization measurements (Hinshaw
et al. 2013; Robertson et al. 2013). However, the theory of reioniza-
tion on which that indirect evidence depends for its interpretation
⋆ Email: anson@astro.as.utexas.edu
is, itself, uncertain because it requires knowing the efficiency of
galactic halos as sources of ionizing starlight. In that sense, extend-
ing the range of galaxy luminosity function observed at z & 6 by
direct detection will be an important check on the theory of reion-
ization, and will lead to improvements in its predictions.
Quasar absorption spectra show that the IGM was almost com-
pletely reionized by z ∼ 6 (e.g. Fan et al. 2001, 2002, 2006; Djor-
govski et al. 2001), while recent CMB measurements of τes yield a
reionization midpoint (redshift at which the IGM was half ionized)
of z ∼ 11, based on simple parameterizations of the IGM ionized
fraction (Bennett et al. 2013; Planck Collaboration et al. 2013). The
sparsity of quasars observed above z ∼ 6 suggests that they proba-
bly did not produce enough ionizing photons to have reionized the
IGM by themselves, so it is widely believed that the bulk of reion-
ization was completed by ultraviolet (UV) radiation released into
the IGM by star-forming galaxies at z & 6 (e.g. Shapiro & Giroux
1987; Shapiro et al. 1994; Giroux & Shapiro 1996; Meiksin 2005;
Cowie et al. 2009; Willott et al. 2010; Fontanot et al. 2012).
In recent years, HST imaging of the Hubble Ultra Deep Field
(HUDF) has begun to probe the galaxy population at z ∼ 7 − 12,
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spanning much of the redshift range in which reionization likely
occurred (see e.g. Ono et al. 2013; McLure et al. 2013; Dunlop
et al. 2013; Schenker et al. 2013; Ellis et al. 2013; Robertson et al.
2013). When combined with CMB constraints on τes, these ob-
servations provide evidence for the unseen contribution of ioniz-
ing photons from star-forming galaxies with luminosities below
HST detection limits (Robertson et al. 2013). In the near future,
the much-anticipated JWST1 will make it possible to probe the
galaxy population further down the luminosity function, closer to
the dwarf-galaxies that may have dominated the ionizing photon
budget during reionization.
In the meantime, it is becoming clear that gravitational lensing
by galaxy clusters offers a potentially powerful way to detect high-
z galaxies that are otherwise too intrinsically dim to be accessible
to current telescopes. If a galaxy is located along the line-of-sight
behind a massive galaxy cluster, gravitational lensing can cause the
image of the background galaxy to appear at multiple locations on
the sky, with sizes that are either enlarged or reduced with respect
to the image without lensing. For compact images, the factor by
which a lensed image is enlarged or reduced is given by the lo-
cal lensing magnification, µ. Since gravitational lensing preserves
surface brightness, the enlarged images have observed (apparent)
luminosities larger than their intrinsic luminosities by a factor of µ,
allowing cluster-lenses to function as a kind of natural telescope –
the so-called gravitational telescope. The boost in flux from lensing
magnification can also enable spectroscopic confirmation in cases
where it would otherwise not be possible.
Cluster-lenses have already been employed successfully to
study lensed galaxies at z . 7, and to find and characterize some of
the most highly redshifted galaxy candidates detected to date2 (e.g.
Richard et al. 2006; Stark et al. 2007; Bradley et al. 2008; Richard
et al. 2008; Bouwens et al. 2009; Zheng et al. 2009; Bayliss et al.
2010; Richard et al. 2011; Hall et al. 2012; Bradacˇ et al. 2012;
Zheng et al. 2012; Hall et al. 2012; Bouwens et al. 2012; Coe et al.
2013; Bradley et al. 2014; Balestra et al. 2013). These applications
of gravitational telescopes have raised the question: what if exist-
ing facilities could be used to detect and study the faint galaxies
which likely played a significant role in the EoR? Motivated by
this prospect, the Hubble Deep Fields Initiative (HDFI) Science
Working Group unanimously recommended a plan for the Fron-
tier Fields3 that includes six HST deep fields centered on cluster
lenses, along with six parallel “blank fields” (offset from the clus-
ter lenses), to simultaneously exploit the Advanced Camera for Sur-
veys (ACS) and Wide-Field Camera 3 (WFC3). The cluster-lensing
and blank field components of the program will offer complemen-
tary benefits. The former could make possible the detection of high-
z galaxies with intrinsic luminosities 10-50 times fainter than any
distant galaxy observed to date, while the latter will significantly
improve statistics of high-z galaxy samples by increasing the area
of sky imaged at HUDF09 depths by a factor of three.
In order to realize the full potential of cluster-lenses as grav-
itational telescopes, observers must be able to recover accurate in-
trinsic luminosities of magnified background galaxies. In a given
cluster-lensing system, intrinsic luminosities can only be recov-
1 http://www.jwst.nasa.gov/
2 See e.g. the Cluster Lensing And Supernovae survey with Hubble
(CLASH), which has as one of its main objectives the detection of galax-
ies at z > 7 (Postman et al. 2012): http://http://www.stsci.
edu/
˜
postman/CLASH/.
3 http://www.stsci.edu/hst/campaigns/
frontier-fields/
ered once a model of the mass distribution of the cluster and its
corresponding lensing magnification map are constructed, allow-
ing translation between observed and intrinsic luminosities. These
models are built upon constraints provided by locations and red-
shifts of multiply-imaged background galaxies, but additional con-
straints such as weak-lensing shear measured at the outskirts of
lenses, kinematics of cluster-member galaxies, and X-ray luminosi-
ties of intracluster gas, are also used when available (see recent re-
view by Kneib & Natarajan (2011) for more details).
Intrinsic luminosities derived from cluster-lenses are subject
to uncertainties associated with lens modeling. A number of re-
search groups have developed their own model-building method-
ologies that are currently being carefully compared. As part of their
recommendation report4, the HDFI Science Working Group com-
pared magnification maps constructed by three different research
groups for two cluster-lenses: Abell 1689 and the Bullet Cluster.
Magnification maps of these clusters differ among the three mod-
eling methodologies by ∼ 20 − 25% for µ . 5, fractional dif-
ferences low enough to be comparable to expected photometry and
distance modulus uncertainties5. However, the differences increase
with magnification, and can be as high as ∼ 40− 60% for µ ∼ 30.
While the bulk of background sources are typically magnified by
factors of only 2-5 by a lensing cluster, the rare highest-z objects
that are of particular interest for EoR studies are expected to be
boosted by factors of 10 or more. Reducing the uncertainties asso-
ciated with large magnification is clearly of great interest for the
prospect of studying intrinsically faint galaxies. Fortunately, deep
HST imaging will likely yield a large number of multiply-imaged
background galaxies for each Frontier Fields cluster, increasing the
likelihood that uncertainties in their corresponding magnification
maps can be further reduced through careful modeling. In prepara-
tion for the Frontier Fields, six modeling groups were selected to
produce preliminary maps with existing HST data for the Frontier
Fields clusters using the same set of input images, and a compari-
son project for reconstruction methodologies with simulated data is
currently underway (Natarajan, P., Meneghetti, M., Coe, D., et al.
2014, in preparation).
A substantial amount of work has been devoted towards devel-
oping cluster-lens modeling techniques, but a possible complica-
tion arises from the fact that, in addition to the dominant lensing ef-
fects of the cluster, light rays from background galaxies are subject
to weak lensing by intervening LSS as they travel to the observer.
We shall henceforth refer to this weak lensing by LSS as cosmic
weak lensing (CWL). “Parametric models” are those in which the
mass distribution which contributes to the lens is modeled by a sum
of analytic formulae (e.g. NFW profiles) for the cluster halo, the
galaxies or groups within it, and sometimes even a merging cluster
halo, in a single lens plane. Apart from the assumption of a single
lens plane, this assumes that all contributions are associated with
observed tracers of mass which are local to the cluster and, as such,
cannot be said to model the CWL, which is fundamentally uncor-
related with the cluster-lens system. On the other hand, even “non-
parametric” models, which divide the cluster-lens’ mass or gravi-
tational potential into a grid of pixels (see e.g. Kneib & Natarajan
2011, and references therein), or into a sum of basis functions, still
assume that the combination of cluster and CWL can be modeled
4 http://www.stsci.edu/hst/campaigns/
frontier-fields/HDFI_SWGReport2012.pdf
5 As mentioned in the report, we note that part of the discrepancy could
arise from the various groups not using the same inputs for their modeling.
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accurately by a single lens-plane. Both the lack of CWL component
in parametric models and the single-lens-plane assumption implicit
in non-parametric models could lead to significant errors in the in-
ferred magnification maps. Errors in magnification measurements
could impact the determination of the high-z luminosity function
(and inferences about the EoR) not only through their impact on
the inferred intrinsic luminosities of the sources, but also through
the effective survey volume.
The contribution of CWL to strong-lensing systems has been
investigated previously in a variety of contexts (see e.g. Seljak
1994; Bar-Kana 1996; Keeton et al. 1997; Dodelson 2004; Met-
calf 2005; Wambsganss et al. 2005; Hennawi et al. 2007; Hilbert
et al. 2007; Puchwein & Hilbert 2009; Jullo et al. 2010; D’Aloisio
& Natarajan 2011; Wong et al. 2011; Xu et al. 2012; Host 2012;
Jaroszynski & Kostrzewa-Rutkowska 2012; Takahashi & Inoue
2014). However, the contribution of CWL to the magnification of
high-z galaxies by cluster-lensing has not yet been quantified. In a
blank field, i.e. in the absence of cluster lensing, the statistical dis-
persion in magnification by CWL alone is expected to be as high as
∼ 20% for galaxies at z = 10 (e.g. Takahashi et al. 2011). Thus,
it is natural to ask whether CWL can contribute to the magnifica-
tion of cluster-lensing systems at a similar level. The answer to this
question may help inform future efforts devoted to reducing uncer-
tainties in lensing magnification maps.
In this paper, we quantify the contribution of CWL to the mag-
nification of cluster-lenses statistically in terms of the nonlinear
power spectrum of matter density fluctuations. Specifically, we use
the power spectrum to calculate the typical fluctuation (i.e. disper-
sion) in magnification which would be observed if the same cluster-
lens were placed along different lines of sight. As we will show, this
fluctuation will depend on where the lensed galaxy is located on the
sky relative to the cluster lens critical curves.
The magnitude of this dispersion will indicate how impor-
tant the CWL contribution is to the magnification maps of cluster-
lensing systems. We note that the dispersion we calculate in this
way is not the same as the actual measurement error of the magni-
fication caused by neglecting CWL. Calculating the measurement
error would require us create a mock data set based upon a known
magnification map from a given realization of CWL and an as-
sumed cluster density profile. This mock data set could then be
analyzed as if there is no CWL effect, to determine the true mea-
surement error introduced by the neglect of CWL. That is beyond
the scope of the present paper. We will show, however, that the ef-
fect of CWL on the magnification is large enough to warrant future
work along those lines.
The remainder of this paper is organized as follows. In §2, we
define some basic quantities in the formalism of gravitational lens-
ing. In §3, we present our calculation of the magnification including
strong lensing by a primary lens and weak lensing by intervening
LSS, and derive relevant statistical quantities for our analysis. In
§4, we present the main numerical results of this paper and in §5
we close with a discussion on the implications of our results.
For all numerical calculations we adopt a flat ΛCDM cos-
mology with parameters Ωm = 0.32, ΩΛ = 0.68, H0 =
100h km s−1 Mpc−1, with h = 0.67, σ8 = 0.83 and ns = 0.96,
consistent with the first cosmological results from the Planck satel-
lite mission (Planck Collaboration et al. 2013). Throughout this pa-
per, we work in units in which the speed of light is unity (c = 1).
2 PRELIMINARIES
2.1 Lens equation and magnification in the thin-lens
approximation
We begin by summarizing some standard definitions in the formal-
ism of gravitational lensing by a single mass, e.g. a galaxy or clus-
ter of galaxies. The physical sizes of even the most massive galaxy
clusters are always much smaller than the distance scales between
observer, lens, and source. In this regime, the gravitational deflec-
tion of a light ray by the massive object can be approximated as
occurring instantaneously at a single redshift along the trajectory
of the ray. Under this so-called “thin-lens approximation”, the an-
gular coordinates θ of an observed image are related to the angular
coordinates β of the source by the lens equation
β = θ −α(θ), (1)
where α(θ) is the deflection angle, which can be written as
αi(θ) = ∂ψ(θ)/∂θi, the gradient of the deflection potential,
ψ(θ) =
1
pi
∫
d2θ′ κ(θ′) ln
∣∣θ − θ′∣∣ . (2)
Here, κ(θ) ≡ Σ(θ)/Σcrit is the convergence – the mass density
of the lens projected along the line-of-sight, in units of the criti-
cal surface mass density, Σcrit ≡ DS/(4piG DLDLS), where G
is Newton’s gravitational constant, and DS, DL, and DLS are the
angular diameter distances between observer and source, observer
and lens, and lens and source, respectively. From equation (2) it can
be shown that ψ and κ satisfy the two-dimensional Poisson equa-
tion, ∂2ψ(θ)/∂θ21 + ∂2ψ(θ)/∂θ22 = 2κ(θ).
An area element d2β in the source coordinates is related to an
area element d2θ in the image coordinates by d2β = det(A) d2θ,
where A ≡ dβ/dθ is the Jacobian of the lens map, β(θ). Using
the above definitions, the Jacobian in the thin-lens approximation
can be written as
A ≡
(
1− κ+ γ1 γ2
γ2 1− κ− γ1
)
. (3)
Here, we have written A in terms of the two components
of the complex valued shear γ = γ1 + iγ2, where γ1 ≡(
∂2ψ/∂θ21 − ∂
2ψ/∂θ22
)
/2, and γ2 ≡ ∂2ψ/∂θ1∂θ2. The magnifi-
cation, µ, is defined as the ratio of image to source area elements,
µ =
1
det(A)
=
1
(1− κ)2 − |γ|2
. (4)
Below, we will refer to the Jacobian A as the inverse magnifica-
tion tensor, since µ = det(A−1). In the case that µ does not
vary significantly over the area of a source, i.e. for a “compact”
source, µ is approximately equal to the ratio of observed to in-
trinsic luminosities, Lobs/L ≈ µ. For extended sources, Lobs/L
is instead written in terms of an integral over the surface bright-
ness distribution of the source, I(s)(β), weighted by µ: Lobs/L =∫
d2β I(s)(β)µ(β) /
∫
d2β I(s)(β). Finally, we note that the
magnification can be either positive or negative. The sign of the
magnification reflects the orientation of the image relative to the
source. We shall not be concerned with relative orientations here,
so we will always consider the absolute value of the magnification.
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Figure 1. The lensing magnification profile of a dark matter halo whose
mass density as a function of radius has the NFW form, with M200 =
2 × 1015M⊙ and c200 = 4 (the “P” subscript in µP stands for “primary
lens”, a distinction that will become important in the next section when we
add LSS). The impact parameter x is given in units of R200 . The solid and
dashed curves correspond to lens redshifts of zL = 0.3 and 0.5 respec-
tively. We assume a source redshift of zS = 8. The peaks in the magnifica-
tion profiles correspond to the critical curves of the lens.
2.2 An illustrative lens model: the NFW lens
In §4, we employ a simple lens model to explore the contribution of
CWL to cluster-lensing systems. The model we use is derived from
the Navarro et al. (1997) (NFW) density profile for dark matter
halos, in which the average mass density in a spherical shell of
radius R is parameterized by
ρ(R) =
ρs
R/Rs (1 +R/Rs)
2 . (5)
The NFW profile is uniquely specified by the characteristic density
and radius parameters, ρs and Rs respectively, but it is most of-
ten in the literature characterized by the concentration parameter6,
c200 ≡ R200/Rs, whereR200 is the radius at which the mean over-
density in a sphere centered on the halo reaches 200 times the crit-
ical density of the universe, ρcrit(z). In this convention, the mass
of the halo is given by M200 = 200ρcrit(z)4piR3200/3. Accord-
ing to simulations, typical concentration parameters for cluster ha-
los with masses M200 ∼ 8 × 1014 − 2 × 1015M⊙, and redshifts
z ∼ 0.2−0.5, range from c200 = 3−5 [see e.g. Neto et al. (2007);
Gao et al. (2008); Duffy et al. (2008); Prada et al. (2012)].
The lensing characteristics, e.g. deflection angle, convergence,
and shear, of the NFW mass profile were worked out in detail by
Bartelmann (1996) and Wright & Brainerd (2000). In Figure 1, we
plot the absolute value of the magnification, |µP |, of an NFW halo
with mass M200 = 2 × 1015M⊙ (typical of massive lensing clus-
6 The spherical overdensity convention adopted here to define the radius
of a halo is but one of several in the literature. All of these conventions
involve finding the radius at which the mean density in the sphere reaches
some multiple of either the critical density or mean matter density of the
universe. Different conventions lead to different definitions of the concen-
tration parameter, so some caution must be exercised when comparing to
other works.
ters) and concentration parameter c200 = 4, as a function of impact
parameter x, in units of R200. Here, the “P” subscript in µP stands
for “primary lens”, a distinction that will become important in the
next section when we add LSS. We show results for two lens red-
shifts, zL = 0.3 (solid) and zL = 0.5 (dashed), assuming a source
redshift of zS = 8. For reference, R200 = 2.4(2.2) physical Mpc,
corresponding to angles of θ200 = 8.6(5.8)′ at zL = 0.3(0.5).
Note that the central regions of the lens (small values of
x/R200) correspond to magnifications less than unity. Images lo-
cated in these regions are de-magnified, so they appear smaller and
dimmer with respect to the source. The magnification formally di-
verges at locations where det(A) = 0. The set of image coor-
dinates at which this occurs constitute the critical curves of the
lens, and the corresponding source coordinates are the caustics. The
sharp peaks in Figure 1 show that there are two circular critical
curves in our illustrative lens model. They occur at θ = 9.4(12.9)′′
and θ = 26.2(37.3)′′ for zL = 0.3(0.5) and zS = 8. The an-
gle of the outer-most critical curve is called the Einstein radius of
the lens, θE = (4GMEDLS/DLDS)1/2, where ME is the mass
enclosed within θE.
The caustics are demarcation points in the source plane for
the formation of multiple images from a single source, with the
outer-most caustic enclosing the area in which multiple images can
be produced. The image multiplicity is increased by 2 every time
a test source crosses a caustic from the outside. For the circularly
symmetric models shown in Figure 1, the inner-most caustic (the
“tangential caustic”) is a single point at the center, so these models
are capable of lensing a point source into 3 images (if the source
does not sit exactly on any caustic). However, when asymmetry is
introduced to the model – e.g. in the form of CWL – the tangential
caustic becomes an extended curve, allowing as many as 5 images
to form, if the source sits within the area enclosed by the tangential
caustic. We note that κ > 1 (i.e. surface mass density exceeds
the critical value Σcrit) is in general a sufficient but not always
necessary condition for the formation of multiple images.
We conclude this section by noting that realistic parametric
cluster-lens models are in fact much more complicated than the
simple model considered here. Out of necessity, realistic models
include substructures associated with cluster galaxies (Kneib et al.
1996; Natarajan & Kneib 1997), and sometimes merging groups
of galaxies, in order to reproduce observed image configurations.
Even the smoother cluster-halo component of the deflection poten-
tial typically requires a deviation from circular symmetry7. In this
paper, our aim is to provide a simple assessment of CWL’s contri-
bution to the magnification of cluster-lensing systems. The circu-
larly symmetric NFW deflection potential suffices for this purpose.
3 FORMALISM
3.1 Magnification of a thin lens including CWL
It is necessary to extend equation (1) to include the effects of CWL
with a primary thin-lens. Our starting point is the lens equation
of Bar-Kana (1996), which treats the primary lens under the thin-
lens approximation, but also includes weak deflections accumu-
lated along the trajectory of a light ray. Bar-Kana (1996) consid-
ered the impact of CWL on relative image positions and time delays
in strong-lensing systems. Here, we shall extend his calculation to
7 To address this problem, Golse & Kneib (2002) gave a useful prescription
for adding ellipticity to the deflection potential of the NFW lens.
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quantify the effects of CWL on strong-lensing magnifications. The
lens equation of Bar-Kana (1996) is given by
β = θ −α(θ′) + FOS · θ − FLS · α(θ′), (6)
where the deflection angle of the primary lens is evaluated at
θ
′ = θ + FOL · θ, (7)
Here, the effects of CWL are encapsulated in the tensors FijAB ≡
Fij(χA, χB), where
Fij(χ1, χ2) ≡ −
2
χ2 − χ1
∫ χ2
χ1
dχ
∂2ΦLSS
∂xi∂xj
∣∣∣∣
x=0
×(χ2 − χ)(χ− χ1), (8)
where χ(z) is the comoving distance between observer and red-
shift z, ΦLSS is the Newtonian potential from structures external
to the primary lens plane8, and x is the component of the comov-
ing coordinate vector transverse to the line of sight, i.e. x = θχL,
where χL ≡ χ(zL) is the comoving distance between observer
and the primary lens plane. We note that the second derivative of
ΦLSS which appears in the integrand of equation (8) is evaluated at
x = 0, since equations (6), (7), and (8) were obtained by a Taylor
expansion of ΦLSS about x = 0.
The above lens equation was derived under the assumption
that ΦLSS(x, χ) is well-approximated by a linear expansion in the
impact vector (i.e. transverse coordinates) x. This approximation
is expected to break down at large angular separation from the lens
center, where the variation of effective convergence/shear with an-
gle becomes an important consideration. Bar-Kana (1996) showed
how to avoid this assumption formally, but at the cost of adding a
significant level of complexity to the equations. In what follows,
we will use equation (6) as a first approximation in the cores of
cluster-lenses, where images are typically located at angular radii
of ∼ 10 − 60′′ from the lens center (for a source at zS = 8,
the Einstein radii of the lens models in §2.2 are θE = 26.2′′ and
θE = 37.3
′′
, for zL = 0.3 and zL = 0.5 respectively). A cal-
culation that is accurate at all angles from lens center requires nu-
merical methods that are beyond the scope of this paper, e.g. ray
tracing through cosmological structure formation simulations. We
note, however, that even a fully numerical approach would be sub-
ject to limitations from finite resolution of the simulation [see Taka-
hashi et al. (2011) and §4.3 of the current paper], as well as noise
in ray-tracing calculations originating from discreteness of the den-
sity field in the N-body method (Bradacˇ et al. 2004; Li et al. 2006;
Xu et al. 2009; Rau et al. 2013; Angulo et al. 2014). Therefore,
the semi-analytical results herein presented provide a useful first
investigation, against which to compare future results from numer-
ical methods.
To compute the magnification, it is convenient to work in the
image and source coordinates θ′ and β′ respectively, where θ′ is
given by equation (7), and
β
′ = β − FLS · β. (9)
In these coordinates, the lens equation takes the simplified form
(Bar-Kana 1996)
8 Note that ΦLSS satisfies the cosmological Poisson equation, ∇2ΦLSS =
4piGa2ρ¯δ, where a is the scale factor, ρ¯ is the mean matter density, and
δ = ρ/ρ¯− 1 is the density contrast.
β
′ = θ′ −α(θ′)− Feff · θ′, (10)
where Feff = −FOS+FLS+FOL, and the corresponding Jacobian
is
dβ′
dθ′
= AP .(θ
′)− Feff . (11)
Here, we have written the Jacobian in terms of AP (θ′), the in-
verse magnification tensor of the primary lens evaluated at θ′ .
The coordinate transformation in equations (7) and (9) is useful
because the magnification factor in the transformed coordinates,
µ′ ≡ 1/ det(dβ′/dθ′), can be more easily computed than the ob-
served magnification µ = 1/det(dβ/dθ). The observed magnifi-
cation then follows from the relation (Keeton et al. 1997)
1
µ(θ)
=
1
µ′(θ′)
det(1 + FOL)
det(1 − FLS)
, (12)
which can be shown using equations (7) and (9), and the multiplica-
tivity of determinants.
Factoring out AP (θ′) on the left-hand side of equation (11)
and applying equation (12), we find
1
µ(θ)
=
1
µP (θ
′)
det
(
1−A−1P (θ
′) · Feff
)
×
det (1 + FOL)
det (1− FLS)
, (13)
where µP (θ′) ≡ 1/ det(AP (θ′)) is the magnification of the pri-
mary lens evaluated at θ′. Finally, if we keep only terms that are
linear in FijAB (which is justified by the fact that FijAB is typically
less than 10 % for the lensing configurations considered here – see
§3.2) , we are left with
1
µ(θ)
=
1
µP (θ
′)
{
1 + tr(FOS) + tr
[(
1 −A−1P (θ
′)
)
· Feff
]}
,
(14)
where we have used the additivity of the trace and the definition,
FLS + FOL = FOS + Feff .
Equation (14) can be evaluated in the case of a blank field, i.e.
no primary lens, by setting κ and γ to zero, which impliesA−1P = 1
and µP = 1, so µ = [1 + tr(FOS)]−1, or
µ ≈ 1− tr(FOS). (15)
This expression is equivalent to the standard expression for the
lensing magnification to linear order in the convergence and shear
(the so-called weak lensing limit), µ ≈ 1 + 2κCWL, where κCWL
is the CWL effective convergence (e.g. Bartelmann & Schneider
2001). The connection is made explicit by inspection of equation
(8), and the definition
κCWL =
∫ χ
0
dχ′ ∇2⊥Φ
∣∣
x=0
(
1−
χ′
χ
)
χ′, (16)
where ∇2⊥ = ∂2/∂x21 + ∂2/∂x22 .
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Figure 2. The power spectrum of matter density fluctuations at redshifts
z = 1 (top) and z = 6 (bottom). Here, we plot the dimensionless quantity,
∆2(k) = k3P (k)/2pi2, where P (k) is the power spectrum. At each red-
shift, we show three fits from dark-matter-only N-body simulations, which
include the effects of nonlinear dynamics on the power spectrum. The solid,
dashed, and dot-dashed curves correspond to the fits of Peacock & Dodds
(1996) (PD96), Smith et al. (2003) (Halofit1), and Takahashi et al. (2012)
(Halofit2), respectively. For reference, at z = 1(6), k = 1 Mpc−1 corre-
sponds to an angular scale of 6.4(2.6)′.
3.2 Statistics
In the case of a blank field, we can use the standard deviation of µ
as a measure of its statistical dispersion:
σµ = 〈(µ− 1)
2〉1/2 = 〈tr (FOS)2〉1/2, (17)
where the average is over the ensemble of Fij(χ1, χ2), and we
have used the fact that 〈µ〉 = 1 to the order of our calculation
[see equation (15)]. We emphasize that our main focus is the im-
pact of CWL on cluster-lensing systems, so our results include only
fluctuations in µ that come from CWL. We do not take into account
additional strong-lensing by halos along the line-of-sight, but note
that these events are rare anyway. For example, Barkana & Loeb
(2000) calculate a strong-lensing optical depth of∼ 1% for sources
at zS ∼ 10.
In the case with cluster-lensing, we cannot easily Taylor ex-
pand equation (14) and take expectation values to obtain the stan-
dard deviation of µ itself, since the components of A−1P are propor-
tional to µ, and therefore diverge at the critical curves. Instead, we
quantify typical fluctuations in magnification maps with the frac-
tional standard deviation (ratio of standard deviation to mean) of
µ−1,
σ(1/µ)
|〈µ−1〉|
=
1
|〈µ−1(θ)〉|
〈[
µ−1(θ)−
〈
µ−1(θ)
〉]2〉1/2
. (18)
Before evaluating this expression with equation (14), we examine
the statistical properties of Fij(χ1, χ2). Doing so will allow us to
make some simplying assumptions.
There are three tensors in equation (14) containing the ef-
fects of CWL: FOS and Feff , which appear explicitly, and FOL,
which appears implicitly through θ′ in the arguments of µP and
A
−1
P . The components of these tensors are random variables with
zero mean, and their covariances can be written in terms of the
Figure 3. Variances of the LSS lensing tensors. Top panel: variance of
F ii(0, χ) as a function of redshift for three different nonlinear power spec-
trum fits. The variances of the diagonal components of FOL and FOS can
be read from this plot. For example, 〈(F11OL)2〉 ≈ 3 × 10−4 at zL = 0.5,
while 〈(F11OS)2〉 ≈ 2×10−2 for zS = 8 (for Halofit2). Middle panel: con-
tributions to 〈F ii(0, χ)2〉 from various k-ranges in the power spectrum.
Bottom panel: variances of the effective convergence-shear tensor (Feff )
diagonal components as a function of zS for zL = 0.3 and zL = 0.5. For
clarity, we show only results from Halofit2 in the middle and bottom panels.
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power spectrum of the potential, PΦ, defined by 〈Φ(k)Φ(k′)〉 =
(2pi)3PΦ(k)δD(k+k
′), where δD is the Dirac delta function (Bar-
Kana 1996). For example9, if χ1 6 χ2 6 χ3,
〈Fij(χ1, χ2)Fkl(χ1, χ3)〉 =
Qijkl
4pi
∫
∞
0
dk k5
∫ χ2
χ1
dχ
(χ2 − χ) (χ− χ1)
χ2 − χ1
(χ3 − χ) (χ− χ1)
χ3 − χ1
PΦ(k, χ), (19)
where
Qijkl =


3 if i, j, k, l are all equal,
1 if, of i, j, k, l, two = x and two = y,
0 otherwise.
(20)
To the order of our calculation, we neglect all higher-order correla-
tion functions appearing in equation (18).
As we illustrate numerically in the next section, the integral
over k in equation (19) receives contribution from wavenumbers
deep into the nonlinear regime, up to k ∼ 1000 Mpc−1. Evaluat-
ing equation (19) numerically therefore requires an accurate non-
linear matter power spectrum for 0 6 z 6 zS (where zS ∼ 10
in the cases of interest here), down to scales corresponding to
k ∼ 1000 Mpc−1. Unfortunately, the baryonic physics which
significantly impacts the power spectrum at such large wavenum-
bers is still poorly understood, with little consensus among simula-
tions performed so far. As a result, no existing analytical fit to the
power spectrum includes the effects of baryonic physics. In what
follows, we use three fits that are calibrated against dark-matter-
only N-body simulations, and gauge the impact of uncertainties in
the power spectrum at small scales by comparing results among
the three fits: (i) PD96 – an extension of the Hamilton et al. (1991)
scaling procedure by Peacock & Dodds (1996) (ii) Halofit1 – the
“Halofit” model of Smith et al. (2003) based on the halo model of
dark matter clustering (Ma & Fry 2000; Seljak 2000; Cooray &
Sheth 2002) (iii) Halofit2 – revision of the original Halofit1 param-
eters by Takahashi et al. (2012).
In Figure 2 we plot the dimensionless matter power spectra,
∆2 ≡ k3P (k)/2pi2, in these models as a function of wavenum-
ber. We note that the smallest scales resolved in the simulations
of Takahashi et al. (2012), with the highest resolution among the
above studies, correspond to k ∼ 40 Mpc−1. We are therefore
extrapolating these models well beyond the k-range in which they
are calibrated against simulations. However, we emphasize that the
point of considering these models is to explore how variation in
small-scale power affects our main conclusions. Moreover, as we
will show in §4.3, most of the contribution to CWL magnification
comes from k 6 40 Mpc−1.
In Figure 3 we plot the variances of the FOL, FOS, and Feff
diagonal components. Note that these variances for FOL and FOS
are of the form 〈Fii(0, χ)2〉, so the top panel of Figure 3 shows
results for both FOL and FOS. The variances of all off-diagonal
components can be obtained by dividing the corresponding diag-
onal component result by a factor of 3 [see equation (20)]. The
top panel of Figure 3 shows that the PD96 and Halofit1 power
9 Equation (19) differs from equation (26) of Bar-Kana (1996) in two ways:
(i) Here we express the covariances in terms of comoving distances rather
than conformal times. (ii) Bar-Kana (1996) adopts the Fourier convention,
Φ(r, χ) =
∫
d3kΦ(k, χ) exp (ik · r), whereas we define Φ(r, χ) =
(2pi)−3
∫
d3kΦ(k, χ) exp (ik · r), so the normalizations of our equation
(19) and equation (26) of Bar-Kana (1996) differ by a factor of (2pi)3.
spectra yield very similar results. This is due to a compensation
effect. While the Halofit1 spectrum tends to have more power rela-
tive to PD96 at intermediate scales, it has less power at the largest
wave numbers. On the other hand, Halofit2 always has significantly
more power beyond k ∼ 5 Mpc−1 compared to both PD96 and
Halofit1. This difference leads to a large boost in the variances. For
example, at z = 6(8)(10), 〈Fii(0, χ)2〉 evaluated with PD96 is
larger than that of Halofit1 by only 2.6(1.7)(1.1) %, whereas the
Halofit2 result is larger than the Halofit1 result by 73(74)(74) %.
In order to illustrate the relative contributions to 〈Fii(0, χ)2〉 of
the power spectrum over various k-ranges, we integrate equation
(19) over the ranges: k < 1 Mpc−1, 1 < k < 10 Mpc−1,
10 < k < 100 Mpc−1, and k > 100 Mpc−1. These ranges cor-
respond to the dotted, short-dashed, long-dashed, and dot-dashed
curves in the middle panel of Figure 3, respectively. The solid curve
shows the full result, i.e. integration over k from 0 to ∞. The bot-
tom panel of Figure 3 shows the variances of the diagonal compo-
nents of Feff as a function of source redshift for two lens redshifts:
zL = 0.3 (solid) and zL = 0.5 (dashed). For clarity, we show only
the results from Halofit2 in the middle and bottom panels.
Let us now return to the question of how to evaluate equa-
tion (18) with equation (14). Taking the average of µ−1(θ) with
equation (14) is not straightforward due to its implicit dependence
on FOL. Fortunately, Figure 3 informs us how to simplify µ−1(θ)
for our particular application. Figure 3 shows that the variances
of the components of FOL are always much smaller than those of
FOS and Feff for lensing configurations in which zL = 0.3 − 0.5,
and zS ∼ 6 − 10, the lens and source redshift ranges relevant
for the Frontier Fields, for example. Moreover, for those redshift
ranges, we find that |〈FijOLF
kl
OS〉| and |〈FijOLF
kl
eff〉| are at least a fac-
tor of 10 smaller than |〈FijOSF
kl
eff〉|. For example, using Halofit2 with
zL = 0.5 and zS = 6, 〈F11OLF11OS〉 = 6.5× 10−4 and 〈F11OLF11eff〉 =
−3.4 × 10−4, whereas 〈F11OSF11eff〉 = −7.6 × 10−3. We therefore
proceed by setting µP (θ′) ≈ µP (θ) and A−1P (θ
′) ≈ A−1P (θ) in
equation (14), keeping in mind that this approximation breaks down
for lensing configurations with higher-redshift lenses and/or lower-
redshift sources. With these approximations, 〈µ−1(θ)〉 = µ−1P (θ),
and equation (18) yields
σ(1/µ)
|〈µ−1〉|
=
{
〈tr(FOS)2〉+ 〈tr[(1 −A−1P (θ)) · Feff ]
2〉
+2〈tr(FOS) tr[(1 −A−1P (θ)) · Feff ]〉
}1/2
. (21)
In a blank field, the second and third terms on the right-hand side
of equation (21) vanish and |〈µ−1〉| = 1, so equation (21) reduces
to σ(1/µ) = 〈tr(FOS)2〉1/2, implying that σµ = σ(1/µ) to linear
order.
In the next section, we use the NFW model described in
§2.2 to evaluate equation (21). CWL spoils the circular symme-
try of the magnification in the image plane that is normally ex-
hibited by the NFW lens, so the dispersion of 1/µ in general de-
pends on the polar angle of the image coordinates. Since our main
goals here are: (i) to provide a simple illustration of CWL’s ef-
fect on cluster-lensing magnification, and (ii) to stimulate future
numerical investigation using more realistic cluster-lens models,
which are asymmetric even without the effects of CWL, we will
numerically evaluate equation (21) along the θ1-axis. Doing so
simplifies our analysis considerably, because the circular symme-
try of the NFW model renders A−1P diagonal on the θ1 axis, i.e.
A
−1
P (θ, 0) = diag [µ(1− 〈κ〉), µ(1 + 〈κ〉 − 2κ)], where 〈κ〉 is
the mean convergence inside a circle of radius θ.
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Figure 4. Fractional standard deviation of the CWL magnification in a
blank field (no cluster lens) as a function of source redshift. The observed
luminosity of a galaxy with intrinsic luminosity L is Lobs = µL. So,
for example, fluctuations in the lensing magnification of ∼ 20 − 25% for
zS = 10 translates to a ∼ 20− 25% uncertainty in the intrinsic luminosity
of a source at that redshift.
4 RESULTS
4.1 Blank field
Before presenting our main results, it is instructive to consider the
case of a blank field. In Figure 4, we evaluate equation (17) for
the fractional standard deviation of the CWL magnification as a
function of source redshift. The results obtained from the PD96
and Halofit1 power spectra are very similar due to the compen-
sation effects discussed in the last section, while the Halofit2 re-
sults are significantly higher due to the larger amount of small-scale
power in that model relative to the others (see Figs. 2 and 3). These
differences highlight the level to which the results presented here
and in the next section are sensitive to the effects of nonlinearities
and baryonic physics on the power spectrum at large wavenumber.
Bearing these uncertainties in mind, we quote the range of results
spanned by PD96, Halofit1, and Halofit2.
The fractional standard deviation of µ rises from 9−12 % for
sources at zS ∼ 2, up to ∼ 20 − 30 % for zS & 10. Since the ob-
served luminosity of a source with intrinsic luminosity L is given
by Lobs = µL, the dispersion in µ results in an irreducible uncer-
tainty in L. So, for example, fluctuations in the CWL magnification
of ∼ 20 − 25% for zS = 10 translates to a ∼ 20 − 25% uncer-
tainty in the intrinsic luminosity of a source at that redshift. Note
that this kind of uncertainty in luminosity measurements has been
studied in detail at lower redshift in the context of surveys which
aim to use Type IA Supernovae as standard candles (e.g. Frieman
1996; Wambsganss et al. 1997; Holz 1998; Metcalf 1999; Dalal
et al. 2003). For similar cosmological parameters, we find that our
results are consistent with those previous studies at lower redshift,
and the more recent numerical work of Takahashi et al. (2011) over
the full redshift range in Figure 4.
4.2 Cluster strong lensing
For the case with cluster-lensing, we employ the NFW model with
M200 = 2 × 10
15M⊙ and c200 = 4. Figure 5 illustrates the sta-
tistical effect of CWL on magnification profiles of cluster-lenses.
There, we plot the ratio of intrinsic to observed luminosities for
compact images, i.e. the inverse of the magnification, |µ|−1. The
solid lines show |µ−1P |, the inverse magnification of the cluster-lens
without the effects of CWL, as a function of angular displacement
from lens center, θ. The shaded bands correspond to < 1σ fluctu-
ations in µ−1 from CWL, calculated from equation (21) evaluated
along the θ1-axis (see last paragraph of §3.2). We show only results
from Halofit2 for clarity. Figure 6 provides a more quantitative rep-
resentation of the fluctuations from CWL. The top halves of Figures
6a and 6b show the fractional standard deviation of µ−1 as a func-
tion of θ, for sources at zS = 8. For reference, the dashed lines
show the corresponding σ(1/µ) for a blank field. Again, we show
only results from Halofit2 for clarity, but the corresponding results
for PD96 and Halofit1 can be estimated by moving the dashed lines
downwards according to the blank field results in Figure 4. The bot-
tom halves of Figure 6a and 6b show the magnification profiles of
the cluster-lenses without the effects of CWL.
The standard deviation of µ−1 measures the level of typi-
cal fluctuations from CWL in the magnification profiles of the
cluster-lenses. According to Figures 5 and 6, these fluctuations
tend to be lowest in the central-most regions of the image plane,
where images are demagnified and their detection is often made
difficult by the presence of bright cluster-galaxies. For lenses at
zL ∼ 0.3 − 0.5 and sources at zS ∼ 6− 10, the fluctuations from
CWL are ∼ 10−20(20−30)% for more typical magnifications of
|µ| ∼ 5(10), considering the range spanned by the PD96, Halofit1,
and Halofit2 models. However, the impact of CWL is greatest near
the critical curves, as indicated by the steep rise in fluctuations ap-
proaching those locations. This phenomenon results from the fact
that CWL can perturb critical curves. If an image-plane coordinate
is near what would have been a critical curve in the absence of
CWL (i.e. for the cluster in isolation, without intervening LSS),
then the addition of CWL could move the critical curve closer to,
further away from, or even on top of that coordinate. This effective
variation in the distance to the critical curve results in a large dis-
persion that increases as the critical curve is approached, since the
magnification rises steeply in its vicinity.
The blank field σ(1/µ) sets the overall normalization of the
dispersion profiles. In fact, the fractional standard deviation con-
verges to the blank field result at large radii from the lens center
(see Figure 7). This expected behavior at large radii appears to be
qualitatively correct, but we caution that the accuracies of our cal-
culations are expected to degrade with increasing radii from the
lens center (see discussion in §3). Finally, we note that these results
are only modestly dependent on the source redshift for zS & 6,
as demonstrated in Figure 7, where we plot the fractional standard
deviations for a fixed zL = 0.3, while varying the source redshift
between zS = 6, 8, and 10. This modest dependence on zS is the
result of two effects: (i) As shown in the bottom panel of Figure
7, the magnification profiles of the primary lens do not vary much
between zS = 6, 8, and 10, since the ratio of angular diameter dis-
tances appearing in the lens equation, DLS/DS, grows very slowly
after zS = 6. (ii) σ(1/µ) in a blank field, which sets the overall nor-
malization of the dispersion profile, rises slowly for zS > 6 (see
Figure 4).
4.3 The contribution of small-scale structure to CWL
magnification
In this section, we explore the k-range of the power spectrum that
contributes significantly to the magnification dispersion. For this
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Figure 5. The effect of LSS on the magnification of high-z sources by
cluster-lenses I. The ratio of intrinsic to observed luminosities for compact
images, L/Lobs = |µ−1|. The solid lines show |µ−1P |, the inverse magni-
fication of the cluster-lens without the effect of LSS included, as a function
of angular displacement from lens center, θ. For the cluster mass-profile, we
employ the NFW model described in §2.2, with M200 = 2×1015M⊙ and
c200 = 4. The shaded bands correspond to < 1σ fluctuations in µ−1 from
CWL, calculated from the Halofit2 model of the matter power spectrum.
purpose, we focus on the blank field result, and introduce a cutoff
wavenumber kcutoff , above which the power spectrum PΦ is set
to zero in equation (19). We then calculate the standard deviation
of µ as a function of kcutoff and divide by the full calculation in
which there is no cutoff. Figure 8 shows the result of this exercise
for the PD96, Halofit1, and Halofit2 power spectra. These results
are nearly independent of the source redshift for zS & 6, so we
Figure 6. The effect of LSS on the magnification of high-z sources by
cluster-lenses II. Top halves of (a) and (b): fractional standard deviation
of µ−1 (ratio of the standard deviation of µ−1 to the mean, |〈µ−1〉| =
|µ−1P |), as a function of angular displacement from lens center, in an illus-
trative cluster-lensing model with zL = 0.3 (a) and zL = 0.5 (b), and
zS = 8. The dashed lines correspond to the blank field results (see Figure
4). In the bottom halves of (a) and (b), we show the magnification profiles
of the cluster-lenses without the effect of LSS included.
show only the zS = 8 case in the figure. The standard deviation
of µ receives contribution from power over a wide range of scales,
starting in the linear regime at k ∼ 5× 10−3 Mpc−1, and does not
converge until after k ∼ 1000 Mpc−1. Note that the rate of conver-
gence to the full result depends on the amount of small-scale power.
For example, the slowest to converge is Halofit2, which exhibits the
most small-scale power among the three models (see Figure 2).
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Figure 7. Same as Figure 6, but plotted as a function of impact parameter
x (in units of R200) for a fixed zL = 0.3, and zS = 6, 8, and 10. The
horizontal lines show the corresponding blank field results.
Figure 8. Ratio of the standard deviation of µ, assuming a cutoff wavenum-
ber in the matter power spectrum (above which the power spectrum is set
to zero), to the full standard deviation with no cutoff. Here, we consider the
case of a blank field, and assume a fixed source redshift of zS = 8. The stan-
dard deviation of µ receives contribution from power spanning a wide range
of wavenumbers, from k ∼ 5× 10−3Mpc−1 up to k ∼ 1000Mpc−1.
A more detailed extension of the work presented in this pa-
per will likely require numerical techniques, such as ray tracing
through simulations of cosmological structure formation. The wide
range of scales that contribute to the magnification dispersion, from
linear to highly nonlinear, illustrates the importance of using large-
scale, high-resolution simulations for studying CWL magnification
(see also Takahashi et al. 2011). The calculations presented here
provide a convenient way to estimate the errors resulting from finite
numerical resolution, insofar as kcutoff crudely mimics the small-
est scale resolved by a simulation. For example, if the smallest scale
resolved roughly corresponds to a wavenumber of k ∼ 10 Mpc−1
(corresponding to a mass-scale of M ∼ ρ¯ 4pi/3 (2pi/k)3 =
4 × 1010M⊙), the dispersion of the CWL magnification could be
underestimated by as much as ∼ 20 %, according to Figure 8.
5 SUMMARY AND DISCUSSION
In cluster-lensing systems, light rays from background galaxies are
lensed not just by the cluster, but also by intervening LSS between
the source and observer. Since lens reconstruction methodologies
almost always ignore the effect of this CWL, it could be a source
of error in the magnification maps of cluster-lenses, particularly for
high-z sources. Here, we have assessed the contribution of CWL
to the magnifications of high-z galaxies observed in cluster-lensing
systems.
We first quantified the level of typical magnification fluctu-
ations in a blank field (no foreground cluster, with 〈µ〉 = 1) by
calculating the standard deviation of µ. We found typical (1σ) fluc-
tuations in µ to be ∼ 17− 24% for galaxies at zS = 6, rising mod-
estly to ∼ 21− 28% by zS = 12. We then used a simple model, in
which cluster mass profiles take the NFW form, to quantify statisti-
cally the effect of CWL in magnification maps of cluster-lenses. To
measure this effect, we calculated the fractional standard deviation
of 1/µ as a function of angular displacement from lens-center. For
lenses at zL = 0.3 − 0.5, and sources at zS = 6 − 10, we found
this fractional standard deviation to range from ∼ 10 − 20% for
|µ| . 5, to∼ 20−30% for |µ| ∼ 10. However, the fractional stan-
dard deviation rises to greater than order unity near critical curves,
implying that CWL may be an important consideration for measur-
ing the intrinsic luminosities of the most magnified galaxies. This
phenomenon originates from the fact that CWL perturbs the critical
curves of the primary lens, placing them either closer to or further
away from a nearby test image, depending on the particular line-of-
sight.
Future work should extend these results by assessing the con-
tribution of CWL numerically with more realistic models of cluster-
lenses, beyond the smooth and symmetric model adopted here. Our
semi-analytical calculations inform such future efforts. For exam-
ple, we found that the magnification dispersion in a blank field
does not fully converge until after k ∼ 1000Mpc−1, indicating
that our results are sensitive to the matter power spectrum at large
wavenumber. On the other hand, we also found that the disper-
sion receives contribution from large-scale power, corresponding
to wavenumbers as low as k ∼ 5 × 10−3Mpc−1. These findings
highlight the need to employ cosmological simulations that are si-
multaneously large-enough in volume, and high-enough in resolu-
tion, to capture the full range of structures contributing to CWL
magnification.
In this paper, we showed that it can be important to account for
CWL in lens models, especially for clusters with highly-magnified
images10. However, we have not attempted to assess the magnifi-
cation measurement error which results from constructing a lens-
10 After the submission of this manuscript, a paper by Bayliss et al. (2014)
appeared on the arXiv preprint archive. Using cluster-lenses from the Sloan
Giant Arcs Survey and spectroscopically identified foreground and back-
ground groups in the fields of those clusters, Bayliss et al. (2014) reported
evidence that their strong-lensing sample is biased towards lines-of-sight
with an excess of uncorrelated LSS. If observed cluster-lenses tend to lie
along such lines of sight, i.e. those in which CWL contributes more than
average to the lensing cross-section and magnification, then further study
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model that neglects CWL. That is beyond the scope of this paper.
There is considerable variation among existing lens reconstruction
methodologies (see e.g. Kneib & Natarajan 2011, and references
therein), and the magnification measurement error likely varies sig-
nificantly from model to model. In the ongoing HST Frontier Fields
model comparison project, it would be useful to generate mock data
from simulations which combine a simple, idealized cluster-lens
with CWL, to test how well existing lens models can recover the
“true” magnifications of high-z galaxies by neglecting CWL11.
Finally, we emphasize that the results presented here do not
preclude accurate intrinsic luminosity measurements for highly-
magnified galaxies. In fact, it may be possible to account for the ef-
fects of CWL on these images through careful modeling. For exam-
ple, in the case of galaxy-strong-lensing, which typically involves
only one strongly-lensed background source, it has been shown that
CWL can in principle be fully modeled by an external convergence
and shear, plus adjustment of the primary lens-potential ellipticity
(Bar-Kana 1996; Keeton et al. 1997; Schneider 1997). Now that we
have demonstrated the importance of modeling CWL for highly-
magnified images, it would be useful to extend those analyses to
the case of cluster-lensing, in which lenses exhibit images of many
background sources at different redshifts. Prescriptions to account
for the contribution of CWL to image locations in cluster-strong-
lensing error analyses have been presented in Jullo et al. (2010)
(see also D’Aloisio & Natarajan 2011) and Host (2012). It would
also be useful to extend those error analysis methods to account for
the contribution of CWL to relative image fluxes.
In the next few years, cluster-lenses acting as gravitational
telescopes will provide a first view of high-z sources that would
otherwise be inaccessible until the advent of next-generation tele-
scopes, and may even provide a first measurement of the luminos-
ity function of such sources. Our results motivate new approaches
to improving magnification measurements with gravitational tele-
scopes.
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