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DE´VELOPPEMENTS LIMITE´S ET LA
TRANSFORME´E INVERSE
Roland BACHER
Abstract
The generating series associated to a certain sequence of limited
Taylor expansions coincides with the continuously iterated Invert Trans-
form and displays thus a nice functional equality.
Re´sume´
La se´rie ge´ne´ratrice d’une certaine suite de de´veloppements limite´s
co¨ıncide avec l’ite´ration continue de la transforme´e inverse et ve´rifie
donc une jolie e´quation fonctionnelle.
1 Le re´sultat principal
Notons ⌊f(x)⌋k =
k∑
j=0
ϕjx
j le de´veloppement limite´ d’ordre k d’une se´rie
formelle f(x) =
∞∑
j=0
ϕjx
j. Associons a` une se´rie formelle s(x) = 1+
∑∞
j=1 sjx
j
de coefficient constant s0 = 1 la suite de polynoˆmes
P0(x) = 1, P1(x) = 1 + s1x, P2(x) = 1 + 2s1x+ (s
2
1 + s2)x
2, . . .
de´finie de fac¸on re´cursive par
P0(x) = s0 = 1 et Pk(x) = ⌊Pk−1(x) s(x))⌋k
et posons Qn(x) = x
nPn(1/x). Le re´sultat principal de ce travail est une
e´quation fonctionnelle pour la se´rie ge´ne´ratrice
∑∞
n=0Qn(x)t
n de la suite
Q0(x), Q1(x), . . . :
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The´ore`me 1 On a
∞∑
n=0
Qn(x)t
n =
∑∞
n=0Qn(0)t
n
1− tx
∑∞
n=0Qn(0)t
n
.
La prochaine section de ce papier donne une interpre´tation de cette e´qua-
tion fonctionnelle en termes de la transforme´e inverse d’une suite.
La dernie`re section contient l’e´bauche d’une preuve, base´e essentielle-
ment sur une identite´ de Stam [4] qui ge´ne´ralise un re´sultat de Hurwitz
[2].
2 La transforme´e inverse
On associe a` la suite a = (a0, a1, a2, . . . ) (a` valeurs dans un anneau
commutatif quelconque) sa transforme´e inverse (Invert transform) I(a) =
b = (b0, b1, . . . ) de´finie formellement par l’e´galite´(
1 + t
∞∑
n=0
ant
n
)(
1− t
∞∑
n=0
bnt
n
)
= 1 .
Posons I0(a) = a, I1(a) = b et Ik+1(a) = I(Ik(a)). Comme a 7−→ I(a) est
bijective sur l’ensemble des suites, on peut donner un sens a` Ik(a) pour tout
k ∈ Z en posant Ik(I−k(a)) = a. Un petit calcul et une re´currence montrent
facilement le re´sultat suivant.
Proposition 2 Soit k ∈ Z un entier et soit a = (a0, a1, . . . ) une suite. La
se´rie ge´ne´ratrice
∞∑
n=0
bnt
n de la suite Ik(a) = b = (b0, b1, b2, . . . ) ve´rifie alors
l’identite´
∞∑
n=0
bnt
n =
∞∑
n=0
ant
n
1 + kt
∞∑
n=0
antn
.
Cette proposition permet d’interpoler les ite´re´es de la transforme´e inverse
Ix(a) = (I0(x) = a0, I1(x) = a1 − a
2
0x, I2(x) = a2 − 2a0a1x+ a
3
0x
2, . . .
d’une suite a = (a0, a1, a2, . . . ) en des valeurs arbitraires . La notation I
x(a)
est justifie´e par l’identite´ Ix(Iy(a)) = Ix+y(a) et le the´ore`me 1 peut donc
aussi s’e´noncer sous la forme
Ix(Q(0)) = Q(−x)
ou` Q(x) de´signe la suite Q0(x), Q1(x), . . . .
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Remarque 3 Un phe´nome`ne similaire d’interpolation continue se produit
e´galement pour la composition ite´re´e f◦k = f ◦ f ◦ · · · ◦ f d’une se´rie
formelle f(t) = t +
∞∑
i=2
ait
i dont le de´veloppement a` l’ordre 1 est l’iden-
tite´ (ceci se ge´ne´ralise d’ailleurs facilement a` un d−uplet de se´ries formelles
F (t1, . . . , td) = (f1(t1, . . . , td), . . . , fd(t1, . . . , td)) ve´rifiant fi = ti+ termes
d’ordre > 1). Il existe alors une suite
C1(x) = 1, C2(x) = a2x, C3(x) = (a
2
2(x− 1) + a3)x,
C4(x) = (((2x − 3)a
3
2 + 5a2a3)(x− 1) + 2a4)x/2, . . .
avec Cn(x) polynomial de degre´ ≤ n − 1 en x telle qu’on ait f
◦x(t) =
∞∑
i=1
Ci(x)t
i.
Pour le prouver on peut conside´rer la diffe´rence finie
Cn(k + 1)− Cn(k) = coefficient de t
n dans
∞∑
i=2
ai

 ∞∑
j=1
Cj(k)t
j


i
qui est polynomiale de degre´ au plus n − 2 en k par re´currence sur n. On
peut e´galement le de´duire de l’existence d’un isomorphisme de groupe entre
ces se´ries (avec pour produit la composition f ◦ g) et un certain groupe de
matrices (infinies) triangulaires supe´rieures unipotentes, cf. Theorem 1.7a
dans [1].
Remarque 4 Signalons encore la proprie´te´ suivante de la transforme´e in-
verse : e´tendons la suite b = I(a) en posant b−1 = −1 et b−k = 0 pour k ≥ 2.
Alors an = det ((bi−j)0≤i,j<n)) (la preuve est donne´e par l’isomorphisme en-
tre l’anneau des se´ries formelles et l’alge`bre des matrices de Toeplitz trian-
gulaires).
Notons (1µ1 · 2µ2 · · ·mµm) la partition de l’entier naturel m =
m∑
j=1
jµj
ayant µj parts de longueur j et de´signons par Pm l’ensemble fini de toutes
les partitions de m. Rappelons e´galement la de´finition des coefficients multi-
nomiaux (
n
ν
)
=
(
n
ν1, ν2, . . .
)
=
n!(∏
j
νj !
)
(n −
∑
j
νj)!
pour ν = (ν1, ν2, . . . ) une suite finie d’entiers naturels de somme
∑
νi ≤ n.
En posant aν =
∏
j=1
a
νj
j et en appliquant le the´ore`me binomial a`
∞∑
n=0
In(x)t
n =
∞∑
n=0
( ∞∑
j=0
ajt
j
)n+1
(−xt)n on montre :
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Proposition 5 Pour a = (a0 = 1, a1, a2, . . . ) le polynoˆme In(x) est donne´
par la formule
In(x) =
n∑
k=0
(−x)k
∑
(ν1,ν2,... ), (1ν1 ·2ν2 ··· )∈Pn−k
(
1 + k
ν
)
aν .
Une formule dans le cas ge´ne´ral (a0 6= 1) se de´duit des proprie´te´s d’ho-
moge´ne´ite´ du polynoˆme In(x).
La n−ie`me matrice de Hankel H(n) d’une suite s = (s0, s1, s2, . . . ) est la
matrice avec coefficients hi,j = si+j, 0 ≤ i, j < n. La transforme´e de Hankel
de s est alors de´finie comme e´tant la suite
det(H(1)),det(H(2)),det(H(3)), . . .
des de´terminants des matrices de Hankel d’ordre 1, 2, . . . associe´es a` s.
Layman [3] a montre´ le re´sultat suivant :
The´ore`me 6 (Layman) Deux suites a et b = I(a) relie´es par la transforme´e
inverse ont meˆme transforme´e de Hankel.
Comme les polynoˆmes In(x) interpolent les transforme´es inverses ite´re´es,
on a :
Corollaire 7 La transforme´e de Hankel de la suite Ix(a) = (I0(x), I1(x),
I2(x), . . . ) ne de´pend pas de x.
Pour k > 0 un entier, de´finissons la k−ie`me transforme´e de Hankel
de s = (s0, s1, . . . ) comme la suite
(
det(Hk(n))
)
n=1,2,...
pour Hk(n) =
(si+j+k)0≤i,j<n.
Conjecture 8 (i) La suite(
det
(
(Ii+j+k(x))0≤i,j<n
))
n=1,2,3,...
de la k−ie`me transforme´e de Hankel de Ix(a) = (I0(x), I1(x), . . . ) ne con-
tient que des polynoˆmes de degre´ ≤ k en x.
(ii) Le de´terminant
det((Qi+j(x))0≤i,j<n)
pour Q0, Q1, . . . associe´s a` s(x) = 1+s1x+s2x
2+ . . . comme dans la section
pre´ce´dente, ne de´pend pas de s1.
3 Ide´e de la preuve du the´ore`me 1
L’ingre´dient principal de la preuve du the´ore`me 1 est le re´sultat suivant
qui exprime les coefficients des polynoˆmes Pi(x) (ou des polynoˆmesQi(x)) en
fonctions des coefficients s0 = 1, s1, s2, . . . de la se´rie formelle s(x) =
∑
six
i
de de´part.
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The´ore`me 9 Pour s(x) =
∑
six
i = 1 + s1x+ s2x
2 + . . . on a
Pn(x) =
n∑
k=0
xk
∑
ν=(1ν1 ·2ν2 ··· )∈Pk
n+ 1− k
n+ 1−
∑
j
νj
(
n
ν
)
sν .
Preuve du the´ore`me 1. En appliquant le the´ore`me 9 aux deux expressions
∑
j
Qj(x)t
j



1− tx∑
j
Qj(0)t
j

 et ∑
j
Qj(0)t
j
et on comparant les coefficients de xntkaν , on est ramene´ a` un cas particulier
de l’identite´ (10) dans le papier [4] de Stam. QED
Ide´e de la preuve du the´ore`me 9. A` une partition ν = (1ν1 · 2ν2 · · · ) on
associe le polynoˆme
Rν(x) =
x+1−
∑
j
jνj
x+1−
∑
j
νj
(
x
ν
)
= (x+ 1−
∑
jνj)
(
x
(
∑
νj)−1
) ((∑ νj)−1)!∏
νj !
.
Un calcul montre que les polynoˆmes Rν(x) satisfont l’identite´
Rν(x+ 1)−Rν(x) =
∑
j, νj>0
R(1ν1 ···(j−1)νj−1 ·jνj−1·(j+1)νj+1 ··· )(x) .
On a ensuite
Pk+1(x)− Pk(x) = ⌊Pk(x)

∑
j=1
ajx
j

⌋k+1
par de´finition et les polynoˆmes
P˜k(x) = 1 +
k∑
j=1
∑
(1ν1 ·2ν2 ··· )∈Pj
(∏
s=1
aνss
)
Rν(k) x
j
satisfont la meˆme e´quation. Par re´currence sur k, on a donc P˜k(x)−Pk(x) =
ckx
k avec ck une constante. Or ck doit eˆtre nul car tous les polynoˆmes
Rν(x), ν ∈ Pk contribuant au coefficient dominant x
k de P˜k(x) ont une
racine commune en k − 1. QED
Je remercie R. Chapman qui m’a communique´ une preuve de cas partic-
ulier de l’identite´ de Stam ne´cessaire a` la preuve du the´ore`me 1 et I. Gessel
qui m’a signale´ le travail de Stam.
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