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Abstract
We consider branching random walks with a spine in the domain of attraction of an
α-stable Lévy process. For this process, the classical derivative martingale in general
degenerates in the limit. We first determine the quantity replacing the derivative mar-
tingale and show that it converges to a non-degenerate limit under a certain L logL-type
condition which we assume to be optimal. We go on to give the Seneta-Heyde norming
for the critical additive martingale under the same assumptions. The proofs are based on
the methods introduced in our previous paper which considered the finite variance case
[Boutaud and Maillard (2019), EJP, vol. 24, paper no. 99].
Keywords and phrases. Branching random walk; Seneta-Heyde norming; regular vari-
ation; stable laws; random walk; renewal function
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1 Introduction
Definitions and results
We consider discrete-time real-valued branching random walks (BRWs), which can be infor-
mally described as follows. At time n = 0, we start with one initial particle at the origin.
Then, at each time step n ≥ 1, every particle dies and gives birth to a random, possibly infinite
number of particles distributed randomly on the real line. More precisely, the children of a
particle at position x ∈ R are positioned at x+X1, x+X2, . . ., where the vector (X1,X2, . . .)
follows a given law Θ, called the offspring distribution of the branching random walk. At each
generation, the reproduction events are independent. Also, it is possible for several particles
to share the same position. We further assume that the Galton-Watson process formed by
the number of particles at each generation is super-critical, so that the system survives with
positive probability.
The last decade has seen considerable interest in the extremal particles in branching random
walks, as well as in related models such as the two-dimensional Gaussian Free Field, Gaussian
multiplicative chaos and characteristic polynomials of certain random matrices, see e.g. [Shi15,
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Zei16, RV14, Bov17] for fairly recent reviews. A fundamental tool in the study of the extremes
of the branching random walk is the so-called spine decomposition which allows to represent
the branching random walk after a change of measure as another branching process involving
a special particle called the spine evolving as a certain random walk. Almost all results in the
literature have been obtained under the assumption that this “spinal” random walk has finite
variance. It is natural to wonder what happens when this condition is not satisfied, which is
the goal of the present article.
Formally, the branching random walk can be constructed as a stochastic process indexed
by the Ulam-Harris tree U = ⋃n≥0(N∗)n, where N∗ = {1, 2, . . .}. Particles are identified with
vertices u ∈ U , i.e. words over the alphabet N∗. The length of the word u, i.e. the generation of
the particle, is denoted by |u|. The position of the particle u is denoted by Xu. If the particle
indexed by u does not exist, we set Xu = +∞. The branching random walk described above
then defines a process (Xu)u∈U taking values in R¯ = R∪{+∞} and the offspring distribution
Θ is a probability distribution on (R¯)N
∗
. We further convene that mathematical expressions
such as sums or products over the set {|u| = n} of particles at generation n are meant to
ignore those u for which Xu = +∞. Furthermore, we use the convention
∑
∅ = 0 and
∏
∅ = 1.
As mentioned above, we assume that the branching is super-critical, i.e.
E

∑
|u|=1
1

 > 1. (1)
We recall the definition of the so-called boundary case [BK05]:
E

∑
|u|=1
e−Xu

 = 1 and E

∑
|u|=1
Xue
−Xu

 = 0, (2)
where it is implicitly assumed that the second expectation is well-defined.
It is well known that under (2)
Wn =
∑
|u|=n
e−Xu , Dn =
∑
|u|=n
Xue
−Xu ,
are martingales with respect to the canonical filtration of the branching random walk Fn =
σ(Xu, |u| ≤ n). We will refer to (Wn)n≥0 as the additive martingale or Biggins’ martingale,
in reference to Biggins [Big77b] and to (Dn)n≥0 as the derivative martingale. Since (Wn) is
a non-negative martingale it converges almost surely and the second equality in (2) implies
that the limit is 0 (see Biggins [Big77b] and Lyons [Lyo97]). The discussion over the rate at
which Wn converges to 0 is referred to in the literature as the Seneta-Heyde norming for the
branching random walk.
Under the additional assumption
σ2 := E

∑
|u|=1
X2ue
−Xu

 ∈ (0,∞), (3)
Biggins and Kyprianou [BK04] showed that Dn converges a.s. to a finite nonnegative limit
D∞. We will refer to this setting as the finite variance case.
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Aïdékon and Shi [AS14] proved under (3) that
√
nWn converges almost surely to
√
2
piσ2
D∞.
Moreover, Chen [Che15] showed that the limit is non-degenerate if and only if the following
assumptions hold (sufficiency was shown before by Aïdékon [Aïd13]):
E
[
W1 log
2
+W1
]
<∞, (4)
E
[
W˜1 log+ W˜1
]
<∞, (5)
where W˜1 =
∑
|u|=1X
+
u e
−Xu , x+ = x ∨ 0 and log+(x) = log(x ∨ 1).
He, Liu and Zhang [HLZ18] then considered a different setting, using the following as-
sumptions:
E

∑
|u|=1
e−Xu1Xu≤−x

 = o(x−α) (x→∞) (6)
E

∑
|u|=1
e−Xu1Xu≥x

 ∼ c
xα
(x→∞) (7)
E
[
W1
(
log+W1
)α
+ W˜1
(
log+ W˜1
)α−1]
<∞, (8)
where α ∈ (1, 2) and c > 0. Under these assumptions they proved that Dn still converges to
D∞ and n
1/αWn converges to cD∞ with an explicit constant c > 0, thus extending Aïdékon
and Shi’s result [AS14].
Our goal in this article is to significantly generalize the above results by using and devel-
oping the toolbox introduced in Boutaud and Maillard [BM19] for the finite variance case.
Assumptions. In what follows, we assume (1) and E
[∑
|u|=1 e
−Xu
]
= 1. Let (Sn)n∈N
denote a real-valued random walk with S0 = 0 and the law of its increments given by
∀A measurable set, P(S1 ∈ A) = E

∑
|u|=1
e−Xu1Xu∈A

 .
We suppose that there exists α ∈ (0, 2)\{1} and a sequence (an)n, such that Snan converges to
an α-stable distribution as n→∞, with characteristic function
t 7→ exp
(
−λ|t|α exp
(
−ipiθα
2
sgn(t)
))
, λ > 0, |θ| ≤ 1 ∧
(
2
α
− 1
)
, |θ| 6= 1. (9)
One consequence of the assumption E
[∑
|u|=1 e
−Xu
]
= 1 is that the minimum min|u|=nXu
tends to ∞ as n → ∞ almost surely on the event of survival of the branching random walk
[Big98, Theorem 3]. We will use this fact without further mention during the remainder of
the article.
The assumptions on the parameters have been chosen such as to match those of Heyde
[Hey69], Bingham [Bin73a] and Emery [Eme72]. Note that, under these assumptions, the
random walk (Sn)n oscillates. One could extend our results to more general parameters, for
3
example to α = 1 using recent results by Berger [Ber19], but we will not do so here for the
sake of simplicity.
The parametrization in (9) corresponds to the form (C) from Zolotarev [Zol86] and has
been chosen here such as to simplify the constants appearing in our results. See below for its
relation to other parametrizations of stable laws.
Define the negativity parameter
ρ¯ =
1− θ
2
∈ (0, 1), (10)
and the positivity parameter ρ = 1− ρ¯.
The first theorem introduces the right candidate to replace the derivative martingale Dn
defined above. Recall that we use the notation x+ = x+ = x ∨ 0.
Theorem 1. Under the assumptions stated above, define
Zn =
∑
|u|=n
(
X+u
)αρ¯
e−Xu . (11)
Then Zn converges almost surely to a non-negative limit Z∞. If, moreover, the following
assumption holds:
E
[
W1
(
log+W1
)α
+ Z1
(
log+ Z1
)αρ]
<∞, (12)
then Z∞ is (strictly) positive almost surely on the event of survival of the branching random
walk.
We believe the assumption (12) to be optimal for this result in the sense that Z∞ = 0
almost surely otherwise, similarly to the finite variance case [Che15].
We can now state our main result, the Seneta-Heyde norming of the additive martingale:
Theorem 2. Under the same assumptions as in Theorem 1, we have:
aαρ¯n Wn −→n→∞
κ
λρ¯
Z∞ in probability, (13)
where κ is a positive constant depending on α and ρ¯ only (see equation (15) below for an
expression).
Comments on the derivative martingale. Note that if αρ¯ = 1, since min|u|=nXu →∞
as n→∞, Zn and Dn have the same limit. So in that case, Dn is the right quantity to study
the convergence of Wn. However, when αρ¯ < 1, Dn is no longer the right quantity and will in
fact tend to ∞ almost surely.
Comments on the expression of κ. Let X = (Xt)t≥0 be the α-stable Lévy process starting
at 0 and such that X1 has characteristic function given by (9), with λ = 1. One can give an
expression of κ in terms of X . Let P(m) be the law of the meander of length 1, associated with
X . That is
P(m)
(
(Xt)t∈[0,1] ∈ A
)
= lim
x→0
P
(
(Xt + x)t∈[0,1] ∈ A | inf
t∈[0,1]
Xt + x ≥ 0
)
. (14)
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Then, we have
κ =
1
E(m)
[Xαρ¯1 ] . (15)
We show in Section 7 that κ has a simple explicit expression when α ∈ (1, 2] and the Lévy
process (Xt)t≥0 has no positive jumps, i.e. when αρ = 1:
κ =
1
Γ(α)Γ(1/α)
. (16)
Another parametrization of stable laws. In the literature one usually parametrizes the
stable laws defined above such that the characteristic function is of the form
t 7→ exp (−λ′|t|α(1− i sgn(t)β tan(piα/2)) , (A)
with α ∈ (0, 2)\{1}, β ∈ [−1, 1], λ′ > 0, and |β| < 1 if α < 1. This corresponds to form (A)
in Zolotarev [Zol86]. The parameters are related in the following way:
β = cot
(piα
2
)
tan
(
piθα
2
)
(17)
λ′ = λ cos
(
piθα
2
)
. (18)
This gives an expression of the negativity parameter in terms of the parameters of form (A):
ρ¯ =
1
2
− 1
piα
arctan
(
β tan
(piα
2
))
. (19)
Illustration of the assumptions
Many aspects of the asymptotic behavior of branching random walks are encoded in the
following function [Big77a]:
ϕ(t) = logE

∑
|u|=1
e−tXu

 , t ∈ R
Note that the function t 7→ ϕ(t + 1) is the log-Laplace transform of S1. In this section, we
illustrate the assumptions from this article in terms of this function.
Recall that, under the assumptions stated above, we only consider the cases where the
random walk (Sn)n oscillates and we exclude the case α = 1 which would require a specific
treatment. To be more precise, we consider the following cases:
(a) the finite variance case α = 2,
(b) α ∈ (1, 2) and X has no positive jumps,
(b’) α ∈ (1, 2) and X has no negative jumps,
(c) α ∈ (0, 2)\{1} and X has positive and negative jumps.
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1Figure 1: Case (a)
1
∞
Figure 2: Case (b)
1
∞
Figure 3: Case (b’)
1
∞
Figure 4: Case (c)
These cases are illustrated in Figures 1 to 4. These contain schematic plots of the function
ϕ which give rise to each of the four cases (a),(b),(b’),(c) stated above. Note that even in
cases (a),(b),(b’), the function ϕ might be infinite at any point t 6= 1 — however, in all cases
it may not be finite at points at which the function is infinite as plotted. Indeed, if ϕ(t) <∞
for some t < 1 (t > 1), then the law of S1 must have exponentially decaying right (left) tails,
which implies that the stable process has no positive (negative) jumps.
While cases (b) and (b’) are natural cases to consider, the case (c) might seem degenerate.
Indeed, the growth of the branching random walk at exponential scale is entirely determined by
the function ϕ through its Fenchel-Legendre transform [Big77a], which is here simply a linear
function. However, such branching random walks might arise naturally as limits of certain
sequences of branching random walks, though we are not aware of any specific example. In all
cases (b),(b’) and (c), the finer asymptotic behavior of such BRWs has not been considered
before to our knowledge and is therefore open for investigation.
We exclude in this article the cases where (Sn) drifts towards +∞ or −∞, which is left
open for investigation. This can happen either when α < 1 and X has only positive or only
negative jumps or when α ∈ (1, 2] and E[S1] 6= 0. The behavior of the function ϕ in these
two cases ist schematically depicted in Figures 5 and 6, respectively. The asymptotic of the
minimum in the latter case has been studied in [BHM18].
Overview of the article. Throughout the remainder of the article, we suppose λ = 1
which can be obtained by replacing an by anλ
1/α. The article is organized as follows. Section 2
contains preliminaries about the spinal decomposition and the associated many-to-one formula.
Section 3 contains the definition of a renewal function, description of its behaviour and how
it impacts the tail of the minimum of the random walk (Sn)n as well as a truncated first
moment. Section 4 contains the proof of Theorem 1. Section 5 contains the proof of our main
result (Theorem 2) and the proof of two lemmas are deferred to Section 6. Finally, Section 7
contains the calculations to obtain the explicit expression of κ in (16).
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1∞
Figure 5: α < 1, no negative jumps (not
considered here)
1
∞
Figure 6: α > 1 and E[S1] 6= 0 (not con-
sidered here)
Acknowledgements We thank Vladimir Vatutin for discussions on random walks and for
bringing to our attention the article [VD17].
2 The spinal decomposition
In this section, we recall a change of measure and an associated spinal decomposition of the
BRW due to Lyons [Lyo97]. It will be helpful to allow the initial particle of the BRW to
sit at an arbitrary position x ∈ R, this will be denoted by adding the subscript x as in Px
and Ex (if x = 0, the subscript is ignored). Then (Wn)n≥0 is still a non-negative martingale
with W0 = e
−x. Denote by Fn = σ(Xu, |u| ≤ n) the canonical filtration of the BRW and
define F∞ =
∨
n≥0Fn. Using Kolmogorov’s extension theorem, for every x ∈ R, there exists
a probability measure P∗x on F∞ such that for every generation n ≥ 0,
dP∗x
dPx
∣∣∣
Fn
= exWn. (20)
Following Lyons [Lyo97] we see P∗x as the projection to F∞ of a probability (also denoted
P∗x) defined on a bigger probability space equipped with a so-called spine, a distinguished ray
in the tree. We will denote the vertex on the spine at generation n by ξn and its position by
Xξn . The spinal BRW evolves as follows under P
∗
x:
• Start at generation 0 with one particle ξ0 at position x.
• At generation n, all particles except ξn reproduce according to the point process Θ and
ξn reproduces according to the size-biased reproduction law Θ
∗ defined by
dΘ∗
dΘ
(x1, x2, . . .) =
∑
i≥1
e−xi .
• The spine at generation n + 1 is chosen amongst the children u of ξn with probability
proportional to e−Xu .
The followingmany-to-one formula can be deduced from Lyons [Lyo97], see e.g. Aïdékon [Aïd13].
Proposition 3 (Many-to-one formula). For any x ≥ 0, n ∈ N = {0, 1, . . . } and every family
(Hn(u))u∈U of Fn-measurable non-negative random variables, one has
Ex

∑
|u|=n
e−XuHn(u)

 = e−xE∗x [Hn(ξn)] . (21)
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The spinal decomposition implies that the process (Xξn)n∈N follows the law of a random
walk under P∗x (whose increments do not depend on x), which we will refer to as the spinal
random walk. It has the same law as the random walk (Sn)n from the introduction (with
S0 = x). In particular, by assumption, (Xξn)n is in the domain of attraction of an α-stable
process.
3 Renewal function and the tail of the minimum
Let R be the renewal function associated with the strictly descending ladder heights of the
random walk (Sn). Then R is harmonic for the sub-Markov process obtained by killing (Sn)
when entering (−∞, 0) [Tan89], i.e.
∀x ≥ 0, R(x) = Ex [R(S1)1S1≥0] . (22)
We proceed by giving some bounds and asymptotical results on the renewal function R.
These results come from the works of Heyde [Hey69], Bingham [Bin73a] and Emery [Eme72].
We remark that they use the parametrization (A) of stable laws, with moreover β replaced by
−β. Using the formulae (17) and (18), one can easily translate their results in terms of the
parameters θ and λ. Recall that in this section and the following sections, we assume that
λ = 1.
From the definition of the parameters, we can easily see that αρ¯ ≤ 1. Heyde showed in
[Hey69, equation (15)] that
s−αρ¯ (1− E[exp(−sH1)]) −→
s→0
1. (23)
where H1 is the first strictly descending ladder height of the walk. To read this off Heyde’s
formula, note that λ′
√
1 + β2 tan2(piα/2) = λ = 1, by the trigonometric identity 1 + tan2 =
1/ cos2.
We distinguish between the cases αρ¯ = 1 and αρ¯ < 1 (recall that αρ¯ = 1 occurs if and only
if the Lévy process X has no negative jumps). Following Bingham [Bin73b, end of section 5],
if αρ¯ = 1, then E[H1] = 1 and the key renewal theorem gives us
R(x) ∼ x (x→∞).
On the other hand, if αρ¯ < 1, then H1 has infinite mean and lies in the domain of attraction
of a stable subordinator and
P(H1 ≥ x) ∼ 1
xαρ¯Γ(1− αρ¯) ,
which gives, by Feller ([Fel71] XIV (3.3)):
R(x) ∼ x
αρ¯
Γ(1 + αρ¯)
.
Since putting αρ¯ = 1 in this last expression provides the right asymptotics for that case,
we can define c1 =
1
Γ(1+αρ¯) , such that in both cases, as x→∞,
R(x) ∼ c1xαρ¯, (24)
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and as a consequence, there exists c′1 > 0 such that for all x ≥ 0,
R(x) ≤ c′1(1 + x)αρ¯ ≤ c′1(1 + x) (25)
From (25), we easily obtain the following lemma:
Lemma 4. For all x, y ∈ R, we have
R(x+ y) ≤ c′1(1 + x+)αρ¯(1 + y+)αρ¯ ≤ c′1(1 + x+)(1 + y+).
The corresponding results hold for Rˆ, the renewal function associated with the striclty
ascending ladder heights, by replacing ρ¯ by ρ.
We now turn to the tail of the minimum mink≤n Sk. We have the following theorem:
Theorem 5. Under the assumptions on (Sn) stated in the introduction, and recalling the
definition of ρ¯ in (10), we have for every x ≥ 0 that
Px
(
min
k≤n
Sk ≥ 0
)
∼ K
aαρ¯n
R(x) (n→∞), (26)
where K = κ/c1, with κ defined in (15). In particular, for all n ≥ 0,
Px
(
min
k≤n
Sk ≥ 0
)
≤ c2K
aαρ¯n
R(x) (n→∞), (27)
where c2 > 0 is a constant.
Proof of Theorem 5.
Replacing Sn by −Sn in Theorem 2 of Bingham [Bin73a] (which uses results from Emery
[Eme72]), gives us that there exists some slowly varying function L(n) such that for every
continuity point x of R, we have
Px
(
min
k≤n
Sk ≥ 0
)
∼ R(x)
nρ¯L(n)Γ(ρ)
(n→∞). (28)
This also holds for every x ≥ 0 by applying the same method as in Kozlov [Koz76].
Moreover, we have the following asymptotic, which can be deduced from equations (3.5),
(3.6) and (3.11) in Caravenna and Chaumont [CC08], see also Vatutin and Dyakonova [VD17,
equations (13),(14)]:
P0
(
min
k≤n
Sk ≥ 0
)
∼ κ
R(an)
(n→∞),
where κ has the expression given in equation (15). Putting x = 0 in equation (28) and
comparing with this last equivalent yields
1
nρ¯L(n)Γ(ρ)
=
R(0)
nρ¯L(n)Γ(ρ)
∼ κ
R(an)
(n→∞)
∼ κ
c1a
αρ¯
n
(n→∞)
=
K
aαρ¯n
,
which, together with (28), gives (26) and ends the proof.
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4 Proof of Theorem 1
In this section, we prove Theorem 1. We first show that Zn converges to a non-negative limit
Z∞. The key to this will be the following martingale. Define
D′n =
∑
|u|=n
R(Xu)e
−Xu
1minv≤uXu≥0 (29)
Using the fact that R is harmonic for the spinal random walk killed below zero (22) and the
many-to-one lemma (Proposition 3), one easily shows that (D′n)n is a martingale with respect
to the canonical filtration of the branching random walk.
Following Kyprianou [Kyp04], we introduce a “barrier” by defining for a ≥ 0 the quantities
Z(a)n =
∑
|u|=n
(
X+u
)αρ¯
e−Xu1∀v≤u,Xv≥−a (30)
D′(a)n =
∑
|u|=n
R(Xu + a)e
−Xu
1∀v≤u,Xv≥−a. (31)
Note that for fixed a, D
′(a)
n under P has the same law as eaD′n under Pa. Since (D
′
n)n is
a non-negative martingale under Pa, it follows that D
′(a)
n converges almost surely to some
non-negative random variable.
Moreover, since min|u|=nXu →∞ almost surely as n→∞ (see introduction), using (24)
gives us that for all a > 0, c1Z
(a)
n and D
′(a)
n have the same limit almost surely. Finally we
have for all a > 0
P(Zn converges) ≥ P(Zn converges and ∀k, Zk = Z(a)k )
= P(Z(a)n converges and ∀k, Zk = Z(a)k )
= P(∀k, Zk = Z(a)k ),
which tends to 1 as a→∞, again by the fact that min|u|=nXu →∞ almost surely as n→∞.
So Zn converges almost surely to a non-negative random variable Z∞.
We now show that the limit Z∞ is non-trivial under the additional assumption (12). To
do so we use the martingale D′n defined in (29).
By (25), we have for all n, D′n ≤ Zn a.s., so P(D′∞ > 0) ≤ P(Z∞ > 0) and it suffices to
prove that P(D′∞ > 0) > 0.
First note that E[D′0] = R(0) = 1 > 0. We will prove that D
′
n is uniformly integrable
which will give that E[D′∞] = 1, P(D
′
∞ > 0) > 0 and so Z∞ will not be trivial. Furthermore,
by standard arguments for branching processes, one shows that P(Z∞ = 0) is a fixed point of
the generating function of the number of offspring of a branching random walk particle and
therefore is equal to the extinction probability of the branching random walk.
Following Chen [Che15], we will state a specific case of Theorem 2.1(i) by Biggins and
Kyprianou [BK04] that provides a sufficient condition for the non-triviality of D′∞. First we
need to make a change of measure to condition the walk (Xξn) to stay non-negative at all
times: recalling the harmonicity of R for the spinal random walk killed below 0 under P∗,
namely equation (22), we can define for all x ≥ 0 a probability measure P+x by
dP+x
dP∗x
∣∣∣
Fn
=
1
R(x)
R(Xξn)1mink≤nXξk≥0. (32)
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Under P+x , the random walk (Xξn)n can be seen as being conditioned to stay non-negative at
all times, see Bertoin and Doney [BD94]. We will denote by E+x the associated expectation.
We can now state the theorem:
Theorem 6 (See Theorem 2.1(i) in Biggins and Kyprianou [BK04]). Define a random variable
Q such that for all x ≥ 0, under Px,
Q =
∑
|u|=1R(Xu)e
−Xu1Xu≥0
R(x)e−x
.
Suppose
∞∑
n=1
EXξn
[
Q
(
(R(Xξn)e
−XξnQ) ∧ 1)] <∞ P+ − a.s. (33)
Then
E[D′∞] = R(0) = 1. (34)
We will now check that condition (33) holds in order to conclude that D′∞ is non-trivial.
By (24) and (25), there exists c3 > 0, such that
Q ≤
∑
|u|=1R(Xu)e
−Xu
R(x)e−x
=
∑
|u|=1R(Xu − x+ x)e−(Xu−x+x)
R(x)e−x
≤ c3
∑
|u|=1
(
R(x) + (Xu − x)αρ¯+
)
e−(Xu−x)
R(x)
= c3
(
W1 +
Z1
R(x)
)
, (35)
where we recall that
Z1 =
∑
|u|=1
(X+u )
αρ¯e−Xu .
Using (35), we have for all n ≥ 1,
EXξn
[
Q
(
(R(Xξn)e
−XξnQ) ∧ 1)]
≤ (c3)2EXξn
[(
W1 +
Z1
R(Xξn)
)(
(W1R(Xξn)e
−Xξn + Z1e
−Xξn ) ∧ 1)]
≤ (c3)2g(Xξn), (36)
where g(y) = E
[(
W1 +
Z1
R(y)
)
((W1R(y)e
−y + Z1e
−y) ∧ 1)
]
. Using again (25), there exists
c4 > 0, such that
∀y ≥ 0, R(y)e−y ≤ c′1(1 + y)αρ¯e−y ≤ c4e−y/2.
We then obtain the following bound on g: define f1 and f2 as
∀y ≥ 0, f1(y) = E
[
W1
(
e−y/4(W1 + Z1) ∧ 1
)]
(37)
and f2(y) = E
[
Z1
(
e−y/4(W1 + Z1) ∧ 1
)]
(38)
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(the exponent y/4 is chosen for later convenience). Then, for some c5 > 0,
∀y ≥ 0, g(y) ≤ c5
(
f1(2y) +
f2(2y)
R(y)
)
. (39)
We now want to use a Tauberian theorem in the spirit of Boutaud and Maillard [BM19]. To
do so we first state the following lemma.
Lemma 7. If
E
[
W1
(
log+W1
)α
+ Z1
(
log+ Z1
)αρ]
<∞,
then
E
[
W1
(
log+(W1 + Z1)
)α
+ Z1
(
log+(W1 + Z1)
)αρ]
<∞.
The proof of this lemma is delayed at the end of this section.
Using Lemma 7, we obtain with assumption (12) that
E
[
W1
(
log+(W1 + Z1)
)α]
<∞ and E [Z1 (log+(W1 + Z1))αρ] <∞.
We then apply Lemma C.1 from Boutaud and Maillard [BM19] twice to the r.v. W1+Z1, once
under the law E[W1·] and with the regularly varying function x 7→ xα−1, and once under the
law E[(Z1/E[Z1])·] and with the regularly varing function x 7→ xαρ−1 whose index is strictly
greater than −1. We then obtain∫ ∞
0
f1(y)y
α−1dy <∞ and
∫ ∞
0
f2(y)y
αρ−1dy <∞. (40)
Equation (40) and the bound (25) on R give,∫ ∞
0
(
f1(2y) +
f2(2y)
R(y)
)
yα−1dy <∞. (41)
Such an integral condition is all we need in order to conclude thanks to the following lemma:
Lemma 8. Let f : R+ 7→ R+ be a bounded, non-increasing function satisfying∫ ∞
0
yα−1f(y)dy <∞.
Then,
E+x
[
∞∑
n=0
f(Xξn)
]
→ 0, as x→∞.
Furthermore, the above expectation is finite for every x ≥ 0.
The proof of this lemma is postponed to the end of this section.
Noticing that y ∈ R+ 7→ f1(2y) + f2(2y)R(y) ∈ R+ is bounded and non-increasing, we obtain
by Lemma 8 and the bound (40) that
∀x ≥ 0, E+x
[
∞∑
n=0
g(Xξn)
]
<∞. (42)
So finally, going back to equation (36), summing over n and taking expectations, we obtain:
E+
[
∞∑
n=1
EXξn
[
Q
(
(R(Xξn)e
−XξnQ) ∧ 1)]
]
≤ (c3)2E+
[
∞∑
n=1
g(Xξn)
]
<∞.
This proves that condition (33) holds so, using Theorem 6, D′∞ is non-trivial.
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Proof of Lemma 7.
Let x, y ≥ 0. We want to bound x (log+ y)α. We can assume that y > 1, otherwise the bound
is trivial.
If y < x2, we have x
(
log+ y
)α ≤ 2αx (log+ x)α. On the other hand, if y ≥ x2 (and y > 1),
we have
x
(
log+ y
)α ≤ y1/2 (log+ y)α
= y1/2
(
log+ y
)αρ¯ (
log+ y
)αρ
= y1/2
(
2αρ¯ log+
(
y
1
2αρ¯
))αρ¯ (
log+ y
)αρ
≤ (2αρ¯)αρ¯ y (log+ y)αρ ,
using the inequality log+ z ≤ z. Using these two bounds, we obtain that
E
[
W1
(
log+ Z1
)α] ≤ 2αE [W1 (log+W1)α]+ (2αρ¯)αρ¯ E [Z1 (log+ Z1)αρ] <∞.
Then, using the inequality
∀x, y ≥ 0, y (log+ x)αρ ≤ max{x (log+ x)αρ , y (log+ y)αρ} , (43)
we obtain that
E
[
Z1
(
log+W1
)αρ]
<∞.
The rest of the proof is in the exact same spirit as the proof of Lemma B.1 (ii) in Aïdékon
[Aïd13].
Proof of Lemma 8.
We adapt the proof of Lemma 5.2 in Boutaud and Maillard [BM19], using a different decom-
position of the integral. From the definition of P+x , we have
E+x
[
∞∑
n=0
f(Xξn)
]
=
1
R(x)
E∗x
[
∞∑
n=0
R(Xξn)f(Xξn)1∀k≤n,Xξk≥0
]
. (44)
Let µ and µˆ be the renewal measures associated to (the absolute values of) the strictly
descending and strictly ascending ladder heights of (Xξn)n≥0, respectively. Recall that R(x) =
µ([0, x]) and Rˆ(x) = µˆ([0, x]). Using Theorem A.3 from Boutaud and Maillard [BM19], we
obtain
E∗x
[
∞∑
n=0
R(Xξn)f(Xξn)1∀k≤n,Xξk≥0
]
= c=
∫ ∞
z=0
∫ x
y=0
R(x− y + z)f(x− y + z)µ(dy)µˆ(dz)
=: I(x), (45)
where c= = exp
(∑∞
n=1
1
nP(Xξn = 0)
)
> 0.
Define f˜ : y 7→ (1+y)αρ¯f(y), y ≥ 0. Using inequality (25), we know there exists a constant
c6 = c
=c′1 > 0 such that
I(x) ≤ c6
∫ ∞
z=0
∫ x
y=0
f˜(x− y + z)µ(dy)µˆ(dz). (46)
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We will integrate first over z and then over y in order to bound I(x). For w ≥ 0, define
g(w) =
∫∞
0 f˜(w + z)µˆ(dz). Then (46) implies
I(x) ≤ c6
∫ x
0
g(x− y)µ(dy). (47)
We decompose g using a geometric pattern. We have for every w ≥ 0, using that f is non-
increasing,
g(w) =
∫ 1
0
f˜(w + z)µˆ(dz) +
∞∑
k=0
∫
(2k ,2k+1]
f˜(w + z)µˆ(dz)
≤
∫ 1
0
f˜(w + z)µˆ(dz) +
∞∑
k=0
(
1 + 2k+1
)αρ¯
f
(
w + 2k
)(
Rˆ(2k+1)− Rˆ(2k)
)
,
since f is non-increasing. Then using that Rˆ is positive and the inequality Rˆ(x) ≤ cˆ1′(1+x)αρ,
which is obtained in the same way as for R by replacing ρ¯ by ρ, we have
g(w) ≤
∫ 1
0
f˜(w + z)µˆ(dz) +
∞∑
k=0
(
1 + 2k+1
)αρ¯
f
(
w + 2k
)
Rˆ(2k+1)
≤
∫ 1
0
f˜(w + z)µˆ(dz) + cˆ1
′
∞∑
k=0
2(k+2)αρ¯f
(
w + 2k
)
2(k+2)αρ
=
∫ 1
0
f˜(w + z)µˆ(dz) + cˆ1
′23α
∞∑
k=0
2(k−1)αf(w + 2k) (since ρ+ ρ¯ = 1)
≤
∫ 1
0
f˜(w + z)µˆ(dz) + cˆ1
′23α
∞∑
k=0
1
2k−1
∫ 2k
2k−1
zαf(w + z)dz,
since f is non-increasing. Finally we rewrite this bound as follows
g(w) ≤
∫ 1
0
f˜(w + z)µˆ(dz) + cˆ1
′23α
∞∑
k=0
2k
2k−1
∫ 2k
2k−1
zα−1f(w + z)dz
≤
∫ 1
0
f˜(w + z)µˆ(dz) + cˆ1
′23α+1
∞∑
k=0
∫ 2k
2k−1
zα−1f(w + z)dz
=
∫ 1
0
f˜(w + z)µˆ(dz) + cˆ1
′23α+1
∫ ∞
1/2
zα−1f(w + z)dz.
The integral condition on f and the fact that f is non-increasing ensure that g is bounded
and, by dominated convergence,
g(w) → 0, w →∞. (48)
By (44), (45) and (47), it remains to show that
1
R(x)
∫ x
0
g(x− y)µ(dy) → 0, x→∞. (49)
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Let δ > 0. By (48), there exists y0 ≥ 0 such that ∀y ≥ y0, g(y) ≤ δ. Then,∫ x
0
g(x− y)µ(dy) ≤ δµ([0, x]) +
∫ x
x−y0
g(x− y)µ(dy).
The first term on the right-hand side is δR(x) by definition and the second term is uniformly
bounded by a constant, as a consequence of the key renewal theorem (Feller [Fel71] p363, note
that it applies even if R(x) grows sublinearly), and the boundedness of g. As a consequence,
lim sup
x→∞
1
R(x)
∫ x
0
g(x− y)µ(dy) ≤ δ.
Since δ was arbitrary, this proves (49) and thus finishes the proof.
5 Proof of Theorem 2
We define the following quantities that will appear in the proof of Theorem 2, for n, k0 ≥ 0 :
W ′n =
∑
|u|=n
e−Xu1minv≤uXv≥0 (50)
W ′′n,k0 =
∑
|u|=n
e−Xu1minv≤u,|v|≥k0 Xv≥0 (51)
We have min|u|=nXu →∞ a.s., thus
∀ε > 0,∃k0 : P
(∀n,W ′′n,k0 =Wn) > 1− ε. (52)
From Theorem 5, we can deduce the asymptotics for Ex[W
′
n] :
Proposition 9. Let x ≥ 0. Then, as n→∞,
Ex[W
′
n] ∼
K
aαρ¯n
R(x)e−x, (53)
and for all n ≥ 0,
Ex[W
′
n] ≤
c2K
aαρ¯n
R(x)e−x, (54)
where K and c2 are the constants from Theorem 5 and R is the renewal function associated
with the strictly descending ladder heights of the random walk (Xξn)n.
Proof of Proposition 9.
Ex[W
′
n] = Ex

∑
|u|=n
e−Xu1minv≤uXv≥0


= e−xP∗x
(
min
k≤n
Xξk ≥ 0
)
, by the many-to-one formula.
Applying Theorem 5 to the random walk (Xξn)n ends the proof.
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Proof of Theorem 2.
Remember that we assume λ = 1 which can be obtained by replacing an by anλ
1/α.
We will now apply the method from Boutaud and Maillard [BM19] to our setting and
make slight changes when needed.
We will start by proving that for any s > 0, E[exp(−saαρ¯n W ′′n,k0)|Fk0 ] converges in probabil-
ity to exp(−sκZ∞) as first n, then k0, tend to infinity. We do so by proving a lower and upper
bound. We then use Cantor diagonal extraction and apply a lemma from [BM19] translating
the convergence of conditional Laplace transform in term of convergence in probability. We
then use Equation (52) to conclude.
We start by the lower bound on the conditional Laplace transform. For any s > 0, we
have
E
[
exp
(−saαρ¯n W ′′n,k0)
∣∣∣Fk0] = ∏
|u|=k0
EXu
[
exp
(−saαρ¯n W ′n−k0)]
≥ exp

−saαρ¯n ∑
|u|=k0
EXu
[
W ′n−k0
] , (55)
by Jensen’s inequality.
By Proposition 9, for every x ∈ R, aαρ¯n Ex[W ′n−k0 ] converges to KR(x)e−x as n → ∞ and
is bounded from above by c2KR(x)e
−x. Furthermore, using the many-to-one formula, one
easily checks that
∑
|u|=k0
R(Xu)e
−Xu is finite in expectation and therefore almost surely. By
dominated convergence, we get almost surely
aαρ¯n
∑
|u|=k0
EXu
[
W ′n−k0
] −→
n→∞
K
∑
|u|=k0
R(Xu)e
−Xu . (56)
By Equations (55) and (56), we get almost surely,
lim inf
n→∞
E
[
exp
(−saαρ¯n W ′′n,k0)
∣∣∣Fk0] ≥ exp

−sK ∑
|u|=k0
R(Xu)e
−Xu

 . (57)
Since min|u|=k0Xu →∞ almost surely as k0 →∞, using (24) and Theorem 1, we get, almost
surely,
lim
k0→∞
∑
|u|=k0
KR(Xu)e
−Xu = lim
k0→∞
∑
|u|=k0
Kc1
(
X+u
)αρ¯
e−Xu = κZ∞, (58)
so that, by (57) and (58), almost surely,
lim inf
k0→∞
lim inf
n→∞
E
[
exp
(−saαρ¯n W ′′n,k0)
∣∣∣Fk0] ≥ e−sκZ∞. (59)
We now deal with the upper bound. For s > 0 fixed, and any s′ ∈ (0, s) there exists ε > 0
such that
∀x ∈ [0, ε), e−sx ≤ 1− s′x. (60)
Fix s > 0 and s′ ∈ (0, s) (that will tend to s), and take ε satisfying (60). We compute
E
[
exp
(−saαρ¯n W ′′n,k0)
∣∣∣Fk0] = ∏
|u|=k0
EXu
[
exp
(−saαρ¯n W ′n−k0)]
≤
∏
|u|=k0
EXu
[
exp
(
−saαρ¯n W ′n−k01aαρ¯n W ′n−k0<ε
)]
,
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since W ′n−k0 is non-negative. Using inequality (60), the linearity of expectation and finally
the inequality 1− x ≤ e−x, we compute:
E
[
exp
(−saαρ¯n Wn,k0) ∣∣∣Fk0] ≤ ∏
|u|=k0
EXu
[
1− s′aαρ¯n W ′n−k01aαρ¯n W ′n−k0<ε
]
≤
∏
|u|=k0
(
1− s′EXu
[
aαρ¯n W
′
n−k01a
αρ¯
n W
′
n−k0
<ε
])
≤ exp

− ∑
|u|=k0
s′EXu
[
aαρ¯n W
′
n−k01a
αρ¯
n W ′n−k0
<ε
] .
Using Fatou’s lemma, we obtain
lim sup
n→∞
E
[
exp(−saαρ¯n W ′′n,k0)
∣∣∣Fk0]
≤ exp

− ∑
|u|=k0
s′ lim inf
n→∞
EXu
[
aαρ¯n W
′
n−k01a
αρ¯
n W ′n−k0
<ε
]
= exp

s′ ∑
|u|=k0
(
− lim inf
n→∞
EXu
[
aαρ¯n W
′
n−k0
]
+ lim sup
n→∞
EXu
[
aαρ¯n W
′
n−k01a
αρ¯
n W ′n−k0
≥ε
]) .
(61)
As seen above in Proposition 9, the first term inside the summation on the right-hand side
converges towards −KR(Xu)e−Xu as n→∞, almost surely.
We now need to control lim supn→∞ EXu
[
aαρ¯n W ′n−k01aαρ¯n W ′n−k0≥ε
]
.
Let G = σ (ξk,Xξki, k ∈ N, i ∈ N∗
⋃{∅}) be the σ-algebra containing information about
the spine and its children. Applying first the many-to-one formula, then Markov’s inequality
and finally Theorem 5 we have:
Ex
[
aαρ¯n W
′
n1aαρ¯n W ′n≥ε
]
= aαρ¯n e
−xE∗x
[
1mink≤nXξk≥0
1aαρ¯n W ′n≥ε
]
= aαρ¯n e
−xE∗x
[
1mink≤nXξk≥0
E∗x
[
1aαρ¯n W ′n≥ε
|G
]]
≤ aαρ¯n e−xP∗x
(
min
k≤n
Xξk ≥ 0
)
E∗x
[
E∗x
[
aαρ¯n W ′n
ε
∧ 1|G
]
|min
k≤n
Xξk ≥ 0
]
≤ c2KR(x)e−xE∗x
[
E∗x
[
aαρ¯n W ′n
ε
∧ 1|G
]
|min
k≤n
Xξk ≥ 0
]
.
Decomposing the particles according to their ancestor on the spine (see Lemma 4.1 in [BM19]),
we obtain
Ex
[
aαρ¯n W
′
n1aαρ¯n W ′n≥ε
]
≤ c2KR(x)e−x (T1(x, ε, n) + T2(x, ε, n)) , (62)
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where
T1(x, ε, n) = E
∗
x
[
aαρ¯n e−Xξn
ε
∧ 1
∣∣∣min
k≤n
Xξk ≥ 0
]
(63)
and T2(x, ε, n) = E
∗
x



a
αρ¯
n
ε
n−1∑
k=0
∑
i∈N
ξki 6=ξk+1
EXξki
[
W ′n−k−1
]

 ∧ 1
∣∣∣min
k≤n
Xξk ≥ 0

 . (64)
This two terms are controlled by the following lemmas, whose proofs are postponed to Sec-
tion 6.
Lemma 10. For any fixed ε > 0 and x ≥ 0,
T1(x, ε, n) −→
n→∞
0.
Lemma 11. For every ε > 0, there exists a positive function h˜, such that h˜(x) → 0 as x→∞
and such that the following holds: for every x ≥ 0, we have
lim sup
n→∞
T2(x, ε, n) ≤ h˜(x).
Applying Lemma 10 and Lemma 11, we obtain that
lim sup
n→∞
Ex
[
aαρ¯n W
′
n1aαρ¯n W ′n≥ε
]
≤ c2KR(x)e−xh˜(x). (65)
As seen before, by Proposition 9, the first term inside the summation of (61) converges
towards −KR(Xu)e−Xu as n → ∞, almost surely. Altogether we obtain from this, (61) and
(65), that almost surely for every k0 ∈ N,
lim sup
n→∞
E
[
exp
(−saαρ¯n W ′′n,k0) ∣∣Fk0] ≤ exp

s′ ∑
|u|=k0
K(c2h˜(Xu)− 1)R(Xu)e−Xu

 . (66)
Since min|u|=k0Xu → ∞ almost surely as k0 → ∞ and h˜(x) → 0 as x → ∞, we get almost
surely,
lim
k0→∞
∑
|u|=k0
K(c2h˜(Xu)− 1)R(Xu)e−Xu = lim
k0→∞
−
∑
|u|=k0
KR(Xu)e
−Xu = −κZ∞, (67)
by (58). Together with (66), this shows that
lim sup
k0→∞
lim sup
n→∞
E
[
exp(−saαρ¯n W ′′n,k0)
∣∣∣Fk0] ≤ exp (−s′κZ∞) , a.s. (68)
Letting s′ → s in (68), and using (59), we finally get for any s > 0,
lim
k0→∞
lim inf
n→∞
E
[
exp(−saαρ¯n W ′′n,k0)
∣∣∣Fk0] = lim
k0→∞
lim sup
n→∞
E
[
exp(−saαρ¯n W ′′n,k0)
∣∣∣Fk0]
= exp (−sκZ∞) , a.s.
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Using Cantor diagonal extraction, there exists a sequence (k0(n))n≥0 (that goes to infinity
as n → ∞) such that for any s ∈ Q ∩ (0,∞), E
[
exp(−saαρ¯n W ′′n,k0(n))
∣∣∣Fk0(n)] converges to
exp (−sκZ∞) almost surely as n → ∞. Then applying Lemma B.1 in [BM19] with Yn =
aαρ¯n W ′′n,k0(n) and Gn = Fk0(n) we obtain
aαρ¯n W
′′
n,k0(n)
−→
n→∞
κZ∞ in probability.
We conclude by using Equation (52) to see that aαρ¯n Wn converges in probability to κZ∞
as n→∞.
6 Proofs of Lemma 10 and Lemma 11
We know that (Xξ⌊nt⌋/an)t converges in distribution towards an α-stable process under P
∗
x as
n → ∞ and we will need to discuss what happens to the convergence of this process if we
condition the walk (Xξn)n to stay non-negative up to some time n or forever. The proof of
Lemma 10 relies on the behaviour of the rescaled process conditioned to stay non-negative up
to time n.
Proof of Lemma 10.
From equation (3.3) in Caravenna and Chaumont [CC08], we know that the rescaled process
(Xξ⌊nt⌋/an)t under P
∗(•|mink≤nXξk ≥ 0), i.e. conditioned to stay non-negative up to time
n, converges in distribution to the law P(m) of the meander at time 1. Remembering that
0 ≤ αρ¯ ≤ 1, we obtain that aαρ¯n e−Xξn converges to 0 under the same conditioning. Moreover,
the random variables
(
aαρ¯n
ε e
−Xξn
)
∧ 1 are trivially bounded by 1. Hence, using the dominated
convergence theorem and recalling the definition of T1(x, ε, n) in (63),
T1(x, ε, n) −→
n→∞
0.
Proof of Lemma 11.
Let ε > 0 and suppose, without loss of generality, that ε < 1. By Proposition 9, we have
aαρ¯n
ε
n−1∑
k=0
∑
i∈N
ξki 6=ξk+1
EXξki
[W ′n−k−1]
≤ c2K
ε
n−1∑
k=0
aαρ¯n
aαρ¯n−k−1
∑
i∈N
ξki 6=ξk+1
R(Xξki)e
−Xξki
≤ c2K
ε
n−1∑
k=0
aαρ¯n
aαρ¯n−k−1
∑
i∈N
ξki 6=ξk+1
R(Xξk +Xξki −Xξk)e−Xξk−(Xξki−Xξk ).
Define for every k ∈ N,
Vk =
∑
i∈N
ξki 6=ξk+1
(
1 + (Xξki −Xξk)+
)αρ¯
e−(Xξki−Xξk ).
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Then by Lemma 4, we get
aαρ¯n
ε
n−1∑
k=0
∑
i∈N
ξki 6=ξk+1
EXξki
[W ′n−k−1] ≤
c2c
′
1K
ε
n−1∑
k=0
aαρ¯n
aαρ¯n−k−1
(1 +X+ξk)
αρ¯e−XξkVk
≤ c7
ε
n−1∑
k=0
aαρ¯n
aαρ¯n−k−1
e−Xξk/2Vk,
where c7 > 0 is such that for all x ∈ R, c2c′1K(1 + x+)αρ¯e−x ≤ c7e−x/2.
Recalling the definition of T2 in (64), putting Yn =
(∑n−1
k=0
(
aαρ¯n
aαρ¯n−k−1
e
−Xξk
/2
Vk
ε ∧ 1
))
∧ 1
and using the previous inequalities yields for some constant c8 > 0
T2(x, ε, n) ≤ c8E∗x
[
Yn
∣∣∣min
k≤n
Xξk ≥ 0
]
. (69)
In order to bound this expectation, we first bound Yn.
For every 0 ≤ k ≤ ⌊n/2⌋ − 1, there exists sk ∈ [1/2, 1] such that n − k − 1 = skn. By
assumption on the sequence (an)n, there exists a function ν, regularly varying at∞ with index
1/α such that an = ν(n). By Karamata’s uniform convergence theorem, we have
∀s > 0, ν(x)
αρ¯
ν(sx)αρ¯
−→
x→∞
s−ρ¯, uniformly for s in compact sets.
This implies that for n large enough,
aαρ¯n
aαρ¯n−k−1
≤ 2ρ¯ + 1 ≤ 3,
and therefore, 
⌊n/2⌋∑
k=0
(
aαρ¯n
aαρ¯n−k−1
e−Xξk/2Vk
ε
∧ 1
) ∧ 1 ≤ 3Y ′n,
where
Y ′n =

⌊n/2⌋∑
k=0
(
e−Xξk/4Vk
ε
∧ 1
) ∧ 1
(the factor 1/4 is chosen for later convenience). Thus we obtain for n large enough, using
furthermore that an ≥ 1 for large n,
Yn ≤ 3Y ′n + Y ′′n , (70)
where
Y ′′n =

 n−1∑
k=⌊n/2⌋
(
aαρ¯n e
−Xξk/2Vk
ε
∧ 1
) ∧ 1.
By monotone convergence, we have for every x ≥ 0 that Y ′n converges P+x -almost surely as
n→∞ to Y ′∞ defined as
Y ′∞ =
(
∞∑
k=0
(
e−Xξk/4Vk
ε
∧ 1
))
∧ 1. (71)
We now claim the following:
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a) E+x [Y
′
∞] is finite for every x ≥ 0 and E+x [Y ′∞]→ 0 as x→∞.
b) Y ′′n → 0 as n→∞, in P+x -probability.
These two claims imply the statement of the lemma. Indeed, first applying Lemma 5.1 from
Boutaud and Maillard [BM19] to the r.v.’s (Y ′n)n≥0 and Y
′
∞, we have for every x ≥ 0,
lim
n→∞
E∗x
[
Y ′n|min
k≤n
Xξk ≥ 0
]
= E+x
[
Y ′∞
]
.
Second, applying again Lemma 5.1 from [BM19] to the r.v.’s (Y ′′n )n≥0 and using Claim b), we
get
lim
n→∞
E∗x
[
Y ′′n |min
k≤n
Xξk ≥ 0
]
= 0.
Now plugging these two equalities into (69) and (70) gives us with some c9 > 0,
lim sup
n→∞
T2(x, ε, n) ≤ c9E+x
[
Y ′∞
]
.
Together with Claim a), this yields the lemma.
We now prove Claims a) and b), starting with Claim a).
Using the bound (35), for every k ≥ 0, we get
E+x
[
e−Xξk/4Vk
ε
∧ 1∣∣Fk
]
≤ c3
ε
f(Xξk), where
f(y) = E
[(
W1 +
Z1
R(y)
)(
e−y/4(W1 + Z1) ∧ 1
)]
. (72)
We decompose f :
f(y) = f1(y) +
f2(y)
R(y)
,
with f1 and f2 defined in (37) and (38). Using (40) and the bound (25) on R, we obtain∫ ∞
0
f(y)yα−1dy <∞.
Now we compute:
E+x
[
Y ′∞
] ≤ ∞∑
k=0
E+x
[
e−Xξk/4Vk
ε
∧ 1
]
≤ c3
ε
E+x
[
∞∑
k=0
f (Xξk)
]
.
Using Lemma 8, we obtain that
E+x
[
∞∑
k=0
f (Xξk)
]
→ 0,
and the expectation on the left-hand side is finite for every x ≥ 0. This implies Claim a).
To prove Claim b) we use an invariance principle by Caravenna and Chaumont [CC08]: for
every x ≥ 0, as n→∞, the rescaled process
(
Xξ⌊nt⌋
an
)
t≥0
converges in distribution under P+x
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to a non-degenerate limit, independent of x, and which is strictly positive at all times t > 0
(this limit can be interpreted as the process X conditioned to stay positive for all times). As
a consequence, for every η ∈ (0, 1), there exists δ > 0 such that for large n, with probability
at least 1− η, we have Xξk > δan for every k ∈ {⌊n/2⌋, . . . , n− 1}. So there is some positive
constant c10 such that, with probability at least 1− η,
Y ′′n ≤

 n−1∑
k=⌊n/2⌋
(
aαρ¯n e
−Xξk/2Vk
ε
∧ 1
) ∧ 1
≤ c10
n−1∑
k=⌊n/2⌋
(
e−Xξk/4Vk
ε
∧ 1
)
,
which converges to 0 in P+x probability as n→∞ since for every x ≥ 0, as shown above,
E+x
[
∞∑
k=0
(
e−Xξk/4Vk
ε
∧ 1
)]
<∞.
This ends the proof of Claim b) and thus of the lemma.
7 Proof of Equation (16)
This section is devoted to the proof of Equation (16). Recall the α-stable process X defined
in the introduction. We assume λ = 1, where λ is the parameter in (9). Following Caravenna
and Chaumont [CC08], one can define for every x > 0 a probability measure P+x such that for
all t ≥ 0,
dP+x
dPx
∣∣∣
Ft
=
Xαρ¯1
xαρ¯
,
where (Ft)t≥0 denotes here the canonical filtration of the process X . Furthermore, the weak
limit P+ = P+0 = limx↓0 P
+
x exists. This probability law is related to the law of the meander
at time 1 by:
dP+
dP(m)
∣∣∣
F1
= κXαρ¯1 . (73)
From this we deduce that
κ = E+
[
1
Xαρ¯1
]
. (74)
Now we suppose that α ∈ (1, 2] and αρ = 1, so that the Lévy process X has no positive
jumps. For all s ≥ 0, put
ψ(s) = logE
[
esX1
]
. (75)
Using Theorem 2.6.1 from Zolotarev [Zol86], we have the following explicit expression of ψ:
ψ(s) = sα. (76)
In particular, 0 is the only solution to ψ(s) = 0. Then following Bertoin [Ber96, Chapter VII],
define W : [0,∞) → [0,∞) the scale function with the following characterization: W is the
unique absolutely continuous increasing function with Laplace transform
∀s > 0,
∫ ∞
0
e−sxW (x)dx =
1
ψ(s)
=
1
sα
. (77)
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Using Equation (77) and the fact that when αρ = 1 we have α− 1 = αρ¯, we obtain that
W (x) =
xαρ¯
Γ(α)
.
Using Corollary 16 from Bertoin [Ber96, Chapter VII] together with equation (74), we get
κ = E
[X1W (X1)
Xαρ¯1
1X1>0
]
. (78)
=
1
Γ(α)
E [X11X1>0] . (79)
We proceed by computing E [X11X1>0]. Using Theorem 2.6.2 from Zolotarev [Zol86], we have
for all s ≥ 0:
E
[X1e−sX11X1>0] = 1pi
∫ ∞
0
αsα−1uαe−(su)
α sin(piρ)
u2 + 2u cos(piρ) + 1
du
=
α sin(piρ)
pi
∫ ∞
0
vαe−v
α 1
v2 + 2sv cos(piρ) + s2
dv,
where we used the change of variables v = su. We then make s → 0 using dominated
convergence and get, changing again variables,
E [X11X1>0] =
α sin(piρ)
pi
∫ ∞
0
vα−2e−v
α
dv
=
sin(piρ)
pi
∫ ∞
0
t−1/αe−tdt
=
sin(piρ)
pi
Γ
(
1− 1
α
)
=
sin
(
pi
α
)
pi
Γ
(
1− 1
α
)
(since αρ = 1)
=
1
Γ(1/α)
(by Euler’s reflection formula).
Finally, this yields together with equation (79):
κ =
1
Γ(α)Γ(1/α)
,
which is Equation (16).
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