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Abstract
We study the problem of learning large margin halfspaces in various settings
using coresets and show that coresets are a widely applicable tool for large mar-
gin learning. A large margin coreset is a subset of the input data sufficient for
approximating the true maximum margin solution. In this work, we provide a
direct algorithm and analysis for constructing large margin coresets. We show var-
ious applications including a novel coreset based analysis of large margin active
learning and a polynomial time (in the number of input data and the amount of
noise) algorithm for agnostic learning in the presence of outlier noise. We also
highlight a simple extension to multi-class classification problems and structured
output learning.
1 Introduction
Large margin techniques are the basis for both practical algorithms and theoretic anal-
ysis in machine learning. Algorithmically, the most notable example is the support
vector machine (SVM) (Vap95) that finds a maximum-margin separation of a given
data set. The SVM has proven very successful in practice and theoretically, a large
margin separation implies good generalization performance (KS94).
The SVM has a simple representation and a straightforward implementation —
find the set of support vectors that uniquely define the maximum margin separation.
Amazingly, this approach simultaneously allows the classifier to be represented with
a (potentially small) subset of the input data and, through the use of kernel functions,
to utilize an arbitrarily powerful hypothesis space. If a small support set can be found,
then one can guarantee high performance on unseen data when using a hypothesis class
with unbounded complexity. Unfortunately, there is no guarantee that the size of the
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support set will be small. Additionally, the running time of the SVM algorithm to find
an exact solution to the large margin problem is O(m3) time and O(m2) space using
m examples and is infeasible for large datasets.
Most practical algorithms, such as chunking (Vap82), decomposition (OFG97), and
sequential minimal optimization (SMO) (Pla98), reduce the problem to manageable
subtasks are heuristic solutions which may converge slowly. Furthermore, the run-
ning time remains crucially dependent on the number of support vectors in the solu-
tion. Alternatively, recent work has focused on on-line approaches to approximate the
maximum-margin algorithms (Kow00; Gen01; LL02). On-line algorithms are iterative
solutions that add examples to the large margin solution based on various conditions –
all related to the relative margin of the example under consideration. As a result, they
can bound the number of examples necessary to guarantee a large margin separation.
In this paper we relax the requirement that we find the unique maximum margin
separation. Specifically, we find an approximate maximum margin separation – a hy-
perplane that separates all of the input data with margin larger than (1 − )ρ∗, where
ρ∗ is best achievable. We use the coreset method first described in (BC03) and ex-
tended to the maximum margin setting in (TKC05). A coreset for a maximum margin
separating hyperplane is a subset, C ∈ D of examples such that the maximum margin
hyperplane on C is an approximate maximum margin separating hyperplane on D. In
some sense, it captures all of the necessary information for the approximation just as
the set of support vectors does for the true maximum margin separating hyperplane.
This paper studies the running time of a simple coreset algorithm for binary and
structured-output classification and the use of the coreset as an analysis tool for active
learning and noise-tolerant learning in the agnostic setting. In previous work, the core-
set was constructed as a reduction to finding a coreset for a different problem – the
minimum enclosing ball (BC03). In Section 3, we show a direct algorithm for finding
a coreset of size at most |C| = O((R/ρ∗)2/) in time O(nd|C| + |C|T (|C|)) where
R and ρ∗ measure the size of the example set and the quality of the maximum-margin
classifier and T (|C|) is the time to run an SVM black-box on |C| examples. This im-
proves previous bounds by a factor 1/ and provides the first explicit running time to
the algorithm.
In Section 4 we analyze one of the most effective active learning algorithms based
on the maximum-margin principal (TK02) and give a running time and a (1 − )-
approximation guarantee. We show that in time O(d|C|e
(
ln |C|+ ln 1δ
)
+ |C|T (|C|))
one can compute a coreset C of size at most |C| = O((R/ρ∗)2/2) such that with
high confidence, 1 − δ, the classifier produced will have large margin and small, e,
error. In Section 5, we analyze learning with outlier noise. Roughly speaking, a set of
outliers is a small subset of the input data such that, if removed would yield the correct
maximum-margin classifier. Thus if we assume there are k outliers, the best maximum
margin classifier is well-defined. We show a polynomial time algorithm for learning
the maximum margin separation in this setting. Finally, in Section 6 we highlight an
important connection between the coreset algorithm and recent work for learning SVM
for structured output (THJA04). Indeed, we can view SVMstruct as a coreset algorithm.
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2 Preliminaries
We are given D = {(x1, y1), . . . , (xM , yM )}, a labeled training set of cardinality M
drawn from some distribution DX ,Y , where xm ∈ X are the examples in a inner-
product space and ym ∈ Y are labels. For most of the paper, we assume a real valued
input, X = Rd, and binary output, Y = {−1, 1}. However, in Section 6 we note an
important extension to the structured output domain.
In this paper, we use the maximummargin principle to discover a hypothesis h ∈ H
represented by a halfspace h(x) = argmaxy∈{−1,1} y(w · x), where w ∈ Rd. The
binary margin (or geometric margin), ρ(w,x, y) = y(w · x), for an example, x, is
defined as the distance from the example to the discriminating hyperplane w · x = 0.
Notice that a negative margin is indicative of a misclassified example. The margin of
hypothesis h is ρ(h,D) = min(x,y)∈D ρ(w,x, y).
Therefore, given a sample, D, the maximum margin hypothesis (hyperplane) is
L(D) = argmax
w∈RD,||w||=1
min
(x,y)∈D
y(w · x)
is the uniform length hyperplane with maximum margin over the data.
Definition 2.1 ((1− )-Approximation) A hypothesis h is a (1−)-approximation to
the optimal hypothesis h∗ if ρ(h,D) ≥ (1− )ρ(h∗, D).
Definition 2.2 (Maximum margin coreset) A maximum margin coreset is a set of
examples C = C(, ρ) ⊂ D such that h = L(C) is a (1 − )-approximation to
h∗ = L(D).
3 Coreset Learning Algorithm
Large margin coresets were first introduced in (TKC05) to form the Core Vector Ma-
chine (CVM). In that work, they reduced finding a maximum margin hyperplane to
finding the minimum enclosing ball of a set of points around the origin. For the
latter task, there exists a coreset algorithm that runs in time linear in the number of
points (BC03). In this section, we provide very similar results with a slight (factor 1/)
improvement by providing a direct algorithm and analysis.
In Figure 1, the simplified coreset algorithm is presented for learning binary labeled
data in a noise-free setting. The coresetC is built iteratively. At each step, we construct
the true maximum margin classifier, hi = SVM(C) and use it to find the example with
the smallest (or negative) margin. This example is then added to the coreset and the
process repeats. It is possible to tell that hi is a (1 − )-approximation by observing
the ratio between the margin on the coreset, ρ(hi, C), and the margin on the entire data
set, ρ(hi, D). If this ratio is small enough then the margin of hi on the entire data set
is sufficiently large and the algorithm halts.
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Algorithm CORESET SVM
INPUT:
S = ((x1, y1), . . . , (xm, ym)),
Approximation parameter  ∈ (0, 1)
where S ∈ {Rd × {−1, 1}}m
OUTPUT: A classifier h ∈ H
begin
Set C = ((x1, y1))
Set R = max(x,y)∈S ||x||2
For i = 1 . . . T
Set hi = SVM(C)
Set ρi = ρ(hi, C)
(xmin, ymin) = argmin(x,y)∈S\C ρ(hi,x, y)
if ρ(hi,xmin, ymin) < (1− )ρi
C = C
⋃
(xmin, ymin)
else
return hi
Return SVM(C)
end
Figure 1: Maximum-margin learning via coresets.
Lemma 3.1 Let ρ∗ = ρ(L(D), D) be the optimal margin for data set D ∈ {Rd ×
{−1, 1}}M of size M . Given a parameter,  ∈ (0, 1), one can compute a core-
set C of size |C| = O((R/ρ∗)2/) in time O(nd|C| + |C|T (|C|)), where R =
max(x,y)∈D ||x||.
Proof sketch: We show using a simple geometric argument that each time an ex-
ample is added to the coreset, the margin on the next integration decreases by at least a
constant factor. That is,
ρi+1 ≤
(
1− α
2
i
8R2
)
ρi, (1)
where αi = ρi− ρ(hi,xi) measures how much the added example violates the current
margin guess using the current hypothesis hi. Then, it can be shown that the decreasing
sequence of margins will be smaller than ρi ≤ (1 + )ρ after at most 64R2ρ2 steps. Once
the margin is small enough, we show that it quickly decreases and outputs a (1 − )-
approximation to the maximum margin classifier1.
At each step, the algorithm in Figure 1 adds the example with the smallest margin
to the coreset. However, the algorithm is easily modified such that any example with
margin small enough can suffice. Specifically, if we know that each example (x, y)
added to the coreset is such that ρ(hi,x, y) < (1 − )ρi, but is not necessarily the
example with minimum margin, the algorithm still converges, but with a larger coreset.
1See appendix for full proof.
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Corollary 3.2 Let ρ∗ = ρ(L(D), D) be the optimal margin for data set D ∈ {Rd ×
{−1, 1}}M of size M . Given a parameter,  ∈ (0, 1), one can compute a core-
set C of size |C| = O((R/ρ∗)2/2) in time O(nd|C| + |C|T (|C|)), where R =
max(x,y)∈D ||x||.
Proof sketch: If, rather than add the minimum margin example at each step, we add
an example with small enoughmargin (ρ(hi,x,y) < ρi) then according to Equation 2,
ρi+1 ≤
(
1− ρi 
2
8R2
)
ρi.
By plugging this into Lemma A.1, the result follows.
3.1 Related Work
Central to the coreset algorithms presented here, is the idea of iteratively building a
working set of examples by carefully selecting examples to add at each step. In the
online learning literature, this idea has appeared in work related to the coreset approach.
Indeed, even the perceptron algorithm can be viewed as building a working set. At
each iteration, an example, (xi, yi), is added to the working set if yi(wi · xi) < 0. The
hypothesis is a linear sum of elements in the set.
Various approximate algorithms for online learning have also been proposed. In (Kow00),
Kowalczyk proposed a perceptron-like update rule, with various criteria for choos-
ing which example to update. One of them is exactly the minimum margin approach
used in coresets. After only O(R
2
2 log
R
2 ) updates, the algorithm would converge to a
(1 − )-approximate classifier — a result very similar to ours, modulo 1/ and logR
terms. At roughly the same as Kowalczyk’s algorithm, two additional algorithms were
proposed: the Relaxed Online Maximum Margin Algorithm (ROMMA) and the Ap-
proximate Large Margin Algorithm (ALMAp). ROMMA is an online algorithm that
learns a (1− )-approximate maximum margin separation. Both have similar selection
criteria, and perform similarly in practice. ALMAp also provides a mistake bound of
O( R
2
2ρ2 ).
Recently a new algorithm, SVM-Perf, was introduced and implemented (Joa06)
with similarO( 12 ) bounds. SVM-Perf is presented as a cutting-plane algorithm, where
at each iteration a cutting-plane is found that represents a fixed subset of the training
examples. The coreset method for SVM is a special case of the cutting-plane algorithm
where each cutting plane is described by a single example. Indeed, this very clever
algorithm converges very fast. Many experimental results are presented that show the
fast convergence time in practice, and we think this work helps support our claim that
coreset-based algorithms can be practical.
4 Maximum Margin Active Learning
In active learning, the learner is presented with a set of unlabeled data,U = {x1, . . . ,xm}
and an oracle, ORACLE : X → {−1, 1} that provides a label to any example x ∈ U
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consistent with a large margin hypothesis. The goal is to learn exactly this maximum
margin separation using a limited number of oracle queries.
Recently, iterative algorithms for active learning SVM have been proposed (TK02;
CCS00). After presenting a slight modification of these algorithms using coresets and
introducing an explicit stopping criteria, we show that the algorithm converges quickly
to a (1− )-approximation of the true maximum margin hypothesis that exists given all
labels (with high probability).
4.1 Coreset Active Learning Algorithm
In Figure 2, the active learning algorithm from (TK02) is adapted by adding a verifica-
tion stage. The algorithm runs in iterations, where at each step, the unlabeled example
that is closest to the decision boundary is added to the coreset. However, if there are no
examples near the decision boundary (i.e. they are further than the current large-margin
guess), we may think that all labels are classified correctly and thus the algorithm can
halt. Of course, since the labels are unknown, it is possible that there are still a large
number of misclassified examples. At this point the algorithm enters a verification
phase, VERIFY(), where examples are sampled uniformly at random from the entire
data set according to UNIFORMRANDOM() and labeled using ORACLE().
It is important to note that the algorithm presented in Figure 2 repeatedly cycles
over the unlabeled dataset to find the single example closest to the decision boundary.
This is easily modified to two important cases when the number of examples is very
large (i.e. m >> |C|) or when there is an infinite stream of examples (i.e. m =∞). In
these cases, any example, x where |ρ(hi,x, y)| < (1− )ρi can be added to the coreset
and the algorithm can halt after enough examples are seen without making a mistake.
Indeed Lemma 4.2 below applies to these more general cases.
4.2 Analysis
Algorithm 2 seeks the true maximummargin hypothesis of the data that would be found
if all of the labels were known. Here, we show that with high probability (1−δ), it finds
a (1−a)-approximation to this hypothesis. Unfortunately, it is impossible to guarantee
error free learning (see Section 4.3), so we must accept a small, e, prediction error.
The analysis follows from two facts. First, there exists a coreset that can be con-
structed by adding examples that lie close to the decision boundary. Any example with
very small margin (< (1 − a)ρi) will improve the approximation irrespective of the
actual label. Second, the verification stage will halt either because it has found an
example with very small (i.e. negative) margin that will improve the coreset or be-
cause enough examples have been seen with no mistakes. In the latter case, we can
apply the following lemma, adapted from (KLPV87; Ang87) that shows learning from
membership queries can be used to give PAC-bounds2.
Lemma 4.1 If L is a conservative on-line algorithm with mistake boundM and access
to an example oracle ORACLE() drawing examples i.i.d. from distribution D, then
2See appendix for full proof.
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Algorithm ACTIVE CORESET SVM
INPUT: Data U = (x1, . . . ,xm) ∈
{
Rd
}m
OUTPUT: A classifier h′ : Rd → {−1, 1}
begin
Set C = ∅
Repeat until Halt
Set hi = SVM(C)
Set ρi = ρ(hi, C)
xmin = argminx∈U\C ρ(hi,x, y)
if miny∈{−1,1} |ρ(hi,xmin, y)| < (1− )ρi
ymin = ORACLE(xmin)
C = C
⋃
(xmin, ymin)
else
(xv, yv) = VERIFY(U \ C, hi)
if xv = NULL
return hi and Halt
else
C = C
⋃
(xv, yv)
else
Return SVM(C) and Halt
end
(a) ACTIVE CORESET SVM
Algorithm VERIFY
INPUT:
Data U = (x1, . . . ,xm) ∈ {Rd}m
A classifier h : Rd → {−1, 1}
OUTPUT:
(x,y) ∈ Rd × {−1, 1} or NULL
begin
for i = 1 . . . T do
x = UNIFORMRANDOM(U)
y = ORACLE(x)
if ρ(h,x, y) < 0
Return (x, y)
Return NULL
end
(b) VERIFY
Figure 2: (a) Active learning using coresets. Abusing notation, U \ C = (x ∈
U |(x,ORACLE(x)) 6∈ C). (b) Verify procedure. UNIFORMRANDOM(U) returns a
random example from the unlabeled set. ORACLE(x) returns the correct label for x
and UNIFORMRANDOM(U) selects an example from U uniformly at random.
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after at most M
(
lnM + ln 1δ
)
calls to ORACLE(), with confidence 1− δ, L produces
a hypothesis with expected error less than  on examples drawn from D.
Using Lemma 4.1 and Corollary 3.2, we bound the running time of this algorithm
to converge to an approximate solution.
Lemma 4.2 LetD = ORACLE(U), be the entire labeled data set and ρ∗ = ρ(L(D), D)
be the optimal margin for data set D of size M . Given parameters, δ, e, a ∈ [0, 1],
one can compute a coresetC of size at mostO((R/ρ∗)2/2a) in timeO(
d|C|
e
(
ln |C|+ ln 1δ
)
+
|C|T (|C|)), where R = max(x,y)∈D ||x||. The total number of calls to ORACLE() is
less than O( |C|e
(
ln |C|+ ln 1δ
)
), and T(m) is the running time of the SVM for m ex-
amples.
Proof: The coreset will be at most |C| = O((R/ρ∗)2/2a) as a result of Corol-
lary 3.2 by noticing that each time an example, (x, y) is added to the coreset,
ρ(hi,x, y) < (1− )ρi — either because an unlabeled example is added in Line (1) in
Algorithm 2 (a) or because a labeled example is added in Line (2) in Algorithm 2 (b).
In the former we know that ρi − |ρ(hi,x, y)| > ρi, and in the latter we know that
ρ(hi,x, y) < 0.
Since we know that at most |C| examples will be added to the coreset, and at each it-
eration, the margin of the current working hypothesis decreases we can use Lemma 4.1
to bound the total number of Oracle queries in 1e
(
ln |C|+ ln 1δ
)
to ensure 1− δ con-
fidence that the classifier has at most e mistakes. Therefore, the total number of calls
to ORACLE() is at most O(|C| + |C| 1e
(
ln |C|+ ln 1δ
)
) = O(|C| 1e
(
ln |C|+ ln 1δ
)
).
The running time follows since SVMmust be run each time an example is added to the
coreset.
4.3 Related Work
Previously, the efficacy of maximum margin active learning algorithms were explained
because by choosing the example closest to the decision boundary, the version space
will be approximately halved (TK02)3. More precisely, it was argued that because
at each iteration the version space is an intersection of half-spaces in the kernelized
feature space. If we assume that each example is of constant size (i.e. ||x|| = 1) then
the hypothesis with maximum margin separation is a point in the version space at the
center of the largest enclosed ball in this polytope. Therefore, by choosing an example
with small margin, it is hoped that it comes close to bisecting the enclosed ball and also
the version space.
If one could guarantee that the version space was indeed halved at each iteration,
then the algorithm would converge quickly to the true maximum margin hypothe-
sis (TK02; FS97) Unfortunately, no such guarantee can be made, either in practice
or in theory, thus the “halving” argument falls short to adequately explain the practical
success of choosing the minimum absolute margin example at each iteration.
3In (TK02) it is assumed that ||x|| = 1 for all examples. While relaxing this assumption does cause a
different view of the versions space and changes the motivation, it does not affect their results. Indeed, here,
we propose an alternate justification that does not depend on the version space.
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(a) (b)
Figure 3: Impossibility of Zero-Error Approximation: (a) Active learning nightmare
– all examples are positive, with a single negative. (b) Nightmare in 3D – 2 negative
points, one below origin, a second on the plane of the circle.
In addition, as first presented in (Das05) a zero-error active learning algorithm is
impossible without requesting the label of all examples. To see this, we consider a
sample of examples spread at a constant interval on the surface of a circle in R2. See
Figure 3 for an illustration. The concept represented by Figure 3(a) is one where a
single example is negative and the rest are positive. The maximum margin separation
thus separates a single example from the rest. Consider any algorithm that computes
the maximum margin separation of any labeled subset of this data. Unless the single
negative example is included in the labeled subset, then there is no hope of achieving an
approximate large-margin separation that correctly classifies all examples in the data
set. Therefore, if an adversary controls the oracle, by simply answering “+” to every
query until the final query, the learner is forced to ask the label of every example.
5 Agnostic Learning with Outlier Noise
Learning in the presence of noise is of great interest. While there are many defini-
tions of noise, such as attribute, label, and malicious noise, we consider a very general
model, outlier noise. One can think of outlier noise in the following way: without
the “noisy” examples, a “clean” function could be learned. Thus if the noisy examples
could be identified a priori, we could learn the true maximummargin classifier. In some
sense, all types of noise can be viewed as outlier noise, so the analysis presented in this
section can be widely applied. We show a polynomial time algorithm for learning an
approximate maximum margin hyperplane in the presence of outliers.
Definition 5.1 (Outlier Set) Consider a data set D = {(xi, yi)}Mi=m of binary (y ∈
{−1, 1}) examples. For any set of outliers, V ⊆ D, we can consider the maximum
margin hyperplane, hD
′
= L(D′), on the examplesD′ = D\V . Then an outlier set of
size k is a subset, Vk, of size k that achieves maximum margin on the remaining data
Vk = argmax
V ∈D,|V |=k
ρ(L(D \ V ), D \ V ).
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Because a coreset exists for the “clean” data and we know that there are at most
k (or a fixed fraction) outliers, we avoid exponential running time by subsampling
based on the expected coreset size. This provides an extremely simple polynomial-
time algorithm for learning with noise.
Lemma 5.2 Let ρk = ρ(L(D \ Vk), D \ Vk) be the optimal margin for data set D of
sizeM with k outliers. Given a parameter, , one can compute a separating hyperplane
with margin (1 − )ρk on D \ Vk in polynomial time O(dT (c)M c+1 logM), where
c = O((R/ρk)2/). and R = max(x,y)∈D ||x||.
Proof sketch:4 Because the clean data,D\Vk), contains a coreset of size c = O((R/ρk)2/)
from Lemma 3.1, it suffices to find this set and observe that there are at most k outliers.
It is possible to examine all
(
M
c
)
subsets of the input data. For each one, create the
maximum margin hypothesis using an SVM black-box and measure the margin ob-
tained by removing the k examples with minimum margin (or negative margin). Then,
one of these hypotheses will have the maximum margin and have at most k outliers.
Finally, since the margin is unknown a-priori, we must repeat the above procedure for
exponentially decreasing guesses and stop once we see only k outliers with margin as
large as the guess.
6 Structured Output Learning
Structured output learning is one of the most important new areas in machine learn-
ing. Structured output can be sequences, trees, rankings and general structures and are
ubiquitous in important applications in areas from NLP to web search to biology. Re-
cently machine learning approaches have begun to address these problems. Here, we
show a common modeling approach for structured output learning and highlight the
connection to standard maximum margin learning.
Structured classifiers produce complex, structured output Y = Y1 × . . . × YL,
where Y l ∈ {1, . . . ,K}. It is common to write the decision rule as
h(x) = argmax
y′∈Y
w · Φ(x,y′),
where Φ(x,y) represents features of each (example, label) pair. Therefore, the maxi-
mum margin hypothesis (hyperplane) is
LS(D) = argmax
w∈RD,||w||=1
min
(x,y)∈D
ρ(w,x,y),
where
ρ(w,x,y) = min
y′ 6=y
w · (Φ(x,y)− Φ(x,y′))
As a result, the algorithms and analysis presented in this paper extend to the struc-
tured output setting.
4Due to space constraints, proof to appear in final version.
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Algorithm OUTLIER SVM
INPUT:
Data D = ((xm, ym))M1 ∈
{
Rd × {−1, 1}}M
OUTPUT:
A classifier h : Rd → {−1, 1}
begin
Set R = max(x,y)∈D ||x||
For i = 0, 1, 2, . . .
ρ = R/2i
Set c =
⌈
32 R
2
ρ2
⌉
For each subset Ds ∈
(
D
c
)
hs = SVM(C)
hmax = argmaxs ρk(hs, D)
if ρk(hmax, D) > ρ
Return hmax and Halt.
end
(a) OUTLIER SVM
Algorithm SIMPLE OUTLIER SVM
INPUT:
Data D = ((xm, ym))M1
OUTPUT:
A classifier h : Rd → {−1, 1}
begin
Set R = max(x,y)∈D ||x||
For i = 0, 1, 2, . . .
Set c = 2i
For each subset Ds ∈
(
D
c
)
hs = SVM(Ds)
hmax = argmaxs ρk(hs, D)
if ρk(hmax, D) >
√
32R2c
Return hmax and Halt.
end
(b) SIMPLE OUTLIER SVM
Figure 4: (a) Approximate maximum-margin learning with outlier noise. ρk(h,D)
returns the margin of the example in D that is smaller than the margin of all but k
examples (i.e. the k + 1-th smallest margin). (b) Simple algorithm. An alternate
description of the algorithm that simply doubles the size of the sub-sample sets at each
iteration.
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6.1 Related Work
Indeed, the SVMwas recently extended to the structured output domain. SVMstruct (THJA04)
is an algorithm that runs in iterations, each time adding (x,y,y′)-triples to the working
set. Indeed, they use exactly the same Φ(x,y,y′) feature vector used here. Then, the
working hypothesis is updated (in the dual) by optimizing over the Lagrange multipli-
ers, similar to the Sequential Minimal Optimization (SMO) procedure introduced by
Platt (Pla98). They also show a bound of O( R
2
2ρ2 ) on the size of the working set.
7 Conclusions
In this paper, we give a simple coreset algorithm with an improved bound on the coreset
size. We are mainly concerned with running time analysis of various algorithms. Using
coresets, we give bounds for maximum margin active learning and structured output
learning. We also formulate a novel and polynomial time algorithm for learning in the
agnostic (noisy) setting. Coresets are a very general tool in approximation algorithms
and we have shown that they have important uses in maximum margin learning and
analysis. We think that this is the tip of the iceberg, and envision that coresets will find
many more applications in machine learning.
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A Appendix: Full Proofs
A.1 Full Proof of Lemma 3.1
Before presenting the proof that Algorithm 1 produces an approximate maximum mar-
gin classifier, we present a simple property of a special decreasing sequence.
Lemma A.1 Let a0, a1, . . . , an be a sequence and  > 0 such that 0 < ai+1 ≤ (1 −
cai)ai, where c is a constant such that 0 < ca0 < 1, and a0 > 0. Then, ai+1 ≤ ai,
and ai <  for i ≥ 8c .
Proof: First, ca0 ∈ (0, 1) implies that cai ∈ (0, 1), thus (1 − cai) ∈ (0, 1) and
ai+1 ≤ ai. Also, ai → 0 as i → ∞ because otherwise there would exist some  > 0
such that ai >  always, and then ai+1 ≤ (1− c)ia0, which converges to 0.
More precisely,
ai+µ ≤ (1− cai+µ)µai ≤ e−(cai+µ)µai ≤ 2−(cai+µ)µai
for any µ ≥ 1, since (1− x) ≤ e−x for all x ∈ (0, 1).
For µ ≥ 1/cai+µ, we have that ai+µ ≤ ai/2. There is some µ when ai+µ−1 >
ai/2 and ai+µ ≤ ai/2. This (µ − 1)-th step occurs after at most 1/cai+µ−1 ≤ 2/cai
steps (i.e., at most µ ≥ 2/cai + 1 steps).
We want to know how long until the series decreases to . LetMj be the number of
steps for the series to decrease from a0/2j to a0/2j+1. From above,Mj ≤ 2j/ca0+1.
After a0 is halved log(a0/) times, the series will be less than . This happens after
dlog(a0/)e∑
j=0
Mj ≤
dlog(a0/)e∑
j=0
(
2j
ca0
+ 1
)
≤ 1
ca0
dlog(a0/)e∑
j=0
2j + 1

≤ 1
ca0
dlog(a0/)e+1∑
j=0
2j
=
1
ca0
(
8
a0

)
=
8
c
steps.
The above property is used to determine the rate of convergence of Algorithm 1 by
showing how much the margin must decrease after each example is added. The proof
follows simple geometric arguments. In the following, we consider the binary case.
Proof:[Proof of Lemma 3.1] Let C0 = {(x0,y0)} consist of an arbitrary exam-
ple (x0,y0) ∈ D. The algorithm proceeds in iterations, where in the i-th iteration,
an example (with low margin) is added to the working set Ci to form Ci+1. Let
hi = L01(Ci) and ρi = ρ(hi, Ci) be the maximum margin hypothesis and the margin,
respectively, on the working set for all i.
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Figure 5: Proof illustration.
The algorithm then finds the example (xi,yi) ∈ D \ Ci, with smallest (perhaps
negative) margin respect to the current working hypothesis. Specifically, we require
that ρ(hi,xi,yi) ≤ ρ(hi,x′,y′) for all (x′,y′) ∈ D \ Ci. If the smallest margin is
large enough, ρ(hi,xi,yi) ≥ ρi − ρi, then the algorithm halts, and outputs coreset
Ci and hypothesis hi. In this case ρ(hi,x,y) ≥ ρi − ρi ≥ (1 − )ρ, and hi is an
(1− )-approximate maximum margin hyperplane.
On the other hand, if there is an example with small enough margin, then the margin
on the next iteration will decrease by a significant amount.
This follows from a simple geometric argument. First, we set up some notation
(see Figure A.1). Let vi,ui be the two closest points on the convex-hull of the positive
and negative examples in Ci, respectively. Without loss of generality, assume that xi
is a negative example. Let wi · x+ b = 0, where b ∈ R, be the decision boundary, h+
and h− be the hyperplanes parallel to the decision boundary passing through vi and ui
respectively (called the positive and negative boundaries)5 Let zi be the projection of
xi onto the negative boundary and αi = ‖xizi‖ be the distance from xi to the negative
boundary. Let ri be the closest point on the line spanning uixi to vi.
It is easy to verify that 4viriui is similar to 4uizixi. Furthermore, ‖ziui‖ ≤
‖xiui‖ ≤ 2R. Now, we have
2ρi+1 ≤ dist(vi,xiui) = ‖viri‖ = ‖viui‖‖uixi‖ ‖uizi‖
=
‖viui‖
‖uixi‖
√
‖uixi‖2 − ‖xizi‖2
= ‖viui‖
√
1− ‖xizi‖
2
‖uixi‖2
= 2ρi
√
1− α
2
i
‖uixi‖2
≤ 2ρi
√
1− α
2
i
4R2
≤ 2ρi
(
1− α
2
i
8R2
)
5For the purposes of the proof, it is more convenient to consider hypotheses of the form sign(w · x+ b)
to ensure that the margin corresponds to the Euclidean distance between the convex hulls defined by the
positive and negative point sets. This is easily extended to the sign(w · x) setting.
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Thus,
ρi − ρi+1 ≥ α
2
i
8R2
ρi. (2)
Another observation, is that ρi − αi ≤ ρ, since otherwise, we would have a sep-
arating hyperplane of margin larger than ρ. This implies, that αi ≥ ρi − ρ. Setting
ρi = (1 + i)ρ, we get that αi ≥ iρ. Substituting into the previous equation,
ρi − ρi+1 ≥ α
2
i
8R2
ρi
(1 + i)ρ− (1 + i+1)ρ ≥ 
2
i ρ
2
8R2
(1 + i)ρ
i − i+1 ≥ 2i
ρ2
8R2
+ 3i
ρ2
8R2
i+1 ≤ i − 2i
ρ2
8R2
− 3i
ρ2
8R2
.
Thus, we have that
i+1 ≤
(
1− i ρ
2
8R2
)
i.
Using Lemma A.1, after 64R
2
ρ2 iterations, i ≤  and ρi ≤ (1 + )ρ.
Finally, we show (by contradiction) that this state (where ρi ≤ (1 + )ρ) for only a
limited number of steps before the algorithm halts. Recall that αi ≥ ρi ≥ ρ, so after
the above number of iterations (i.e. i > 16R2/(ρ2)), we have from Equation 2 that
ρi+1 ≤ (1− α
2
i
8R2 )ρi ≤ (1−  ρ
2
8R2 )ρi. Therefore, setting µ =
8R2
ρ2 ,
ρi+d2µe ≤
(
1−  1
µ
)d2µe
ρi ≤ (1− ) ρi
< (1− ) (1 + ) ρ = (1− 2) ρ ≤ ρ,
where we have used the fact that (1 − /µ)µ ≤ (e−/µ)µ = e− ≤ (1 − /2) for
, µ ∈ (0, 1) and that ρi ≤ (1+ )ρ. The last inequality is a contradiction, since ρi ≥ ρ
for all i.
It is easy to verify that Lemma 3.1 holds not only for hypotheses of the form h(x) =
sign(w ·x+ b), but also for those where b = 0 (h(x) = sign(w ·x)). First, construct a
data set by reflecting all points through the origin –DR = {(x, y), (−x,−y)|(x, y) ∈ D}
for binary data where y ∈ {−1, 1} and by using the Kesler construction for more com-
plex output problems. Then, the maximum margin hypothesis h(x) = sign(w · x+ b)
over DR passes through the origin and b = 0. Also, each example in the coreset CR
constructed for DR is associated with an example in D which is in the coreset C for
D. Therefore the coreset algorithm run onDR will produce a coreset C forD with no
bias term.
A.2 Full Proof of Lemma 4.1
Proof: The algorithm works in at most M stages, drawing Q = 1
(
lnM + ln 1δ
)
examples from ORACLE() at each stage. If, at some stage, L makes no mistakes, the
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current hypothesis is output and the algorithm halts.
To bound the probability of error, we have to observe the probability that the algo-
rithm halted with a “bad” hypothesis that has error larger than . The probability that
the bad hypothesis correctly classifies Q i.i.d. examples, given its’ error is larger than
 is less than (1− )Q. Thus, the probability that the algorithm halted at all, given its’
error is larger than  is less than M(1 − )Q. We want this probability to be at most
δ. Thus, M(1 − )Q ≤ Me−Q ≤ δ, and after some algebra, Q ≥ 1
(
lnM + ln 1δ
)
.
Finally, the algorithm will draw at most M
(
lnM + ln 1δ
)
, examples from ORACLE().
A.3 Full Proof of Lemma 5.2
Proof: If we knew Vk a priori, then we could use Algorithm 1 to find a (1 − )-
approximate hyperplane, h∗k = L01(D \ Vk) with margin ρ∗k = ρ(h∗k, D \ Vk). Thus,
from Lemma 3.1, we know there exists a coreset of size c∗k ≤ 128(R/ρ∗k)2/ that
produces a (1 − )-approximation to h∗k. Therefore, if c∗k was known, as we will see
below, by sampling all subsets of size c∗k fromD, we can discover at least one (1− )-
approximation. Indeed, for any c > c∗k this approach works.
First, we describe a procedure where we assume some fixed ρ ∈ (0, 2R) and c =
128(R/ρ)2/. Then, we can compute a set of hyperplanes by considering all subsets of
the data D of size c. There are
(
M
c
) ≤M c such example sets, {Ds}Ss=1. For each Ds,
we can define hs = SVM(Ds) as the maximum margin separating (or non-separating)
hyperplane on data set Ds. In addition, we define ρs = ρk(hs, D) to be the margin
of hs on the original data D after removing the k smallest margin examples from D
according to hs. For each subset s, finding the max margin classifier takes at most
O(cd2c) and finding ρs takes O(dM logM) time to classify and sort all examples.
Then, hmax = argmaxs ρk(hs, D) is the output of this procedure and the guess of
an approximate maximum-margin classifier. Therefore, given ρ and c, this procedure
takes O(cd22cM c+1 logM).
If, in the above procedure, ρ ≤ ρ∗k (and c ≥ c∗k), then we are guaranteed that at
least one of hs is a (1 − )-approximation to D \ Vk since one of the subsets will
contain a coreset and thus produce an approximate classifier. However ρ∗k is unknown
a priori, and must be discovered by the algorithm. By starting with an initial estimate,
ρ = 2R, and repeating the above procedure for decreasing values of ρ, eventually it will
produce approximate classifier. Specifically, we know to halt when the classifier with
the largest margin (minus the k potential outliers) is larger than the current estimate, i.e.
when ρmax = maxs ρs ≥ ρ, then we are guaranteed that ρ∗k ≥ ρ since we know that
ρ∗k ≥ ρmax always. Thus, the estimated coreset size, c ≥ c∗k, and hmax is guaranteed
to be a (1− )-approximation.
By decreasing ρ exponentially fast, the algorithm will converge quickly and the
running time is dominated by the final iteration. Specifically, if, ρ = 2R/2i in round
i, then the procedure is guaranteed to halt after at most dlog(2R/ρ∗k)e rounds and the
total running time is
dlog(2R/ρ∗k)e∑
i=0
O(cid22ciM ci+1 logM) = O(cId22cIM cI+1 logM)
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where ci = 128( RR/2i )
2 = 128(22i) and I = dlog(2R/ρ∗k)e+1. The above expression
is easily verified by noticing that each term in the summation on the left more than
doubles the previous term and is dominated by the final term (just as
∑n
i=0 2
i = 2i+1).
Putting everything together, cI = 32(22I) = 2048(R/ρ∗k)
2, and the total running time
follows.
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