small QTL eff ects with genome-wide marker coverage (Meuwissen et al., 2001) . In short, GS uses phenotypic and genotypic data from breeding lines, that is, the training population (TP), to estimate marker eff ects that are then used to predict the genetic value of selection candidates having only genome-wide marker data (reviewed by Heffner et al., 2009) . With rapid reduction of high-throughput genotyping costs, GS is now being implemented widely in dairy cattle breeding (Hayes et al., 2009) . The current status of GS in private sector plant breeding is not publicly available; however, several simulation studies (Wong and Bernardo, 2008; Bernardo and Yu, 2007; Zhong et al., 2009; Heff ner et al., 2010) and empirical studies by Lorenzana and Bernardo (2009) in biparental maize (Zea mays L.), barley (Hordeum vulgare L.), and Arabidopsis thaliana (L.) Heynh. populations and by Heff ner et al. (2010) in multiple families of wheat (Triticum aestivum L.) suggest that GS will outperform MAS methods in plant breeding programs.
Unlike animal breeders, plant breeders have the ability to create large biparental populations that can be replicated within and across environments. Biparental populations also have extensive linkage disequilibrium (LD), allowing for complete genome coverage with only a few hundred markers. These features enable "context-specifi c" MAS, in which MAS is conducted within each cross by using genotypic and phenotypic information from target environments. Marker eff ects are thus relative to the genetic background and testing environments, which improves prediction accuracy by minimizing error caused by epistasis and genotype × environment interaction (G×E) (Podlich et al., 2004; Sebastian et al., 2010) . Similarly, GS can be conducted within biparental populations, herein referred to as biparental GS, in which a subset of the progeny constitutes the TP to estimate marker eff ects. The resulting prediction models are then used for predicting genetic value of remaining progeny and/or for subsequent cycles of marker-assisted recurrent selection (MARS) (Bernardo and Yu, 2007) .
A context specifi c approach can address G×E by growing TPs in target environments (Podlich et al., 2004; Sebastian et al., 2010) ; however, two major questions remain: (i) how many environments should be used for training and (ii) should TP lines be replicated within and across environments or be unreplicated and distributed among multiple environments? To maximize GS accuracy, it would seem preferable to use many training environments and the largest TP possible by not replicating lines. This is because the ability to capture QTL eff ects through LD is improved by using more individuals at the expense of replication (Knapp and Bridges, 1990) . However, this strategy may not always be advantageous as smaller, replicated TPs can result in higher heritability and better predictions with GS models that rely more on estimating genetic relationships rather than QTL eff ects (Zhong et al., 2009) . The importance of estimating relationships or QTL eff ects will depend strongly on which method maximizes GS accuracy and the number of selection cycles that will occur between marker-eff ect reestimation. This is due to the fact that accuracy from estimating genetic relationships will deteriorate faster from recombination than will accuracy from estimating QTL eff ects if marker-QTL LD is strong (Zhong et al., 2009; Muir, 2007; Habier et al., 2007) . Consideration of these issues, along with the cost of genotyping many unreplicated lines and testing in many environments, will be important in implementing GS in plant breeding.
In any marker-based selection strategy, selection response should increase as heritability increases. But, scenarios of high heritability will also result in high phenotypic selection accuracy and therefore in little benefi t of using MAS (Holland, 2004; Hospital et al., 1997; Lande and Thompson, 1990 ). Marker-assisted selection can, however, compare favorably to phenotypic selection for traits with high heritability if MAS cycles are shorter and less expensive than phenotypic selection cycles. In the case of oil palm (Elaeis guineensis Jacq.) breeding, GS with small TPs (training population size [N TP ] = 50) could reduce the selection cycle from 19 to 6 yr and increase gains from selection per unit time and cost (Wong and Bernardo, 2008) . This remarkable reduction in cycle time and cost favors marker-based prediction even if mediocre prediction accuracies result from using small TPs. Despite a less dramatic reduction in cycle time for fi eld crops, Lorenzana and Bernardo (2009) calculated GS accuracies and suggested a MARS scheme using biparental GS would approach 1.5 times more gain than phenotypic selection for maize and barley.
In hexaploid wheat, there are several important grain quality traits that, despite being highly heritable, are strong targets for GS as they are polygenic (e.g., Munkvold et al., 2009; Smith, 2008) and require signifi cant resources for accurate phenotyping. One important grain quality trait is resistance to preharvest sprouting (PHS), the premature germination of seeds while still attached to the mother plant. Preharvest sprouting causes breakdown of starch and decreases seed quality, test weight, and grain value. In addition to test weight, traits used to evaluate overall milling and baking quality include fl our yield, fl our protein, softness, gluten strength, and water absorption. Reliable phenotyping methods have been developed for PHS (Anderson et al., 1993) and milling and baking quality (Guttieri et al., 2001; Guttieri and Souza, 2003; Walker et al., 2008) ; nevertheless, these phenotypes are costly, time consuming, and destructive, making early-generation testing of large populations diffi cult.
The objective of this research was to compare the accuracy of phenotypic and marker-based prediction of genetic value for nine diff erent grain quality traits within two diff erent biparental wheat populations. To meet this objective, a cross-validation approach that trained and validated prediction accuracy across years to evaluate selection hydrated gliadin content, and lactic acid (LA) (LA-SRC) for gluten strength. All milling and baking quality tests were done by the USDA-ARS Soft Wheat Quality Laboratory in Wooster, OH, as described by Guttieri et al. (2008) .
All phenotypic data for CC were collected from locations near Ithaca, NY. Milling and baking quality phenotypes were collected on 50-g samples from 1.26 by 3 m six-row plots grown in 3 yr (2005, 2006, and 2008) in one location each. Preharvest sprouting data were collected on samples from 1-m rows in a randomized complete block design with two replications. Data were collected for 6 yr (2001) (2002) (2003) (2004) (2005) (2006) (Munkvold et al., 2009 ). Phenotypic data for FKQ were collected on 50-g samples from 1.26 by 3 m six-row plots for 2 yr in Ithaca, NY (2005 and 2006) , and for 1 yr in Wooster, OH (2006) . All milling and baking and test weight data were collected on a single replicate and raw scores from each environment were used for the analysis. For the comparison of phenotypic accuracy to marker-based prediction, PHS was analyzed on a yearly basis using best linear unbiased predictors (BLUPs) for each line in each year by fi tting a random eff ects linear model in R (R Development Core Team, 2009 ) that accounted for location, replicate, harvest date, and line eff ects. For the comparison of marker-based prediction accuracy when varying N TP , replication, and N ENV , BLUPs for each line in each environment were calculated by fi tting a random eff ects linear model in R that accounted for replicate, harvest date, and line eff ects.
Genotypic Data
The total number of markers available for CC was 484: 215 simple sequence repeats (SSRs), 147 Diversity Array Technology (DArT) markers (Triticarte Pty. Ltd., Yaralumla, Australia), 72 amplifi ed fragment length polymorphisms, 31 target region amplifi cation polymorphisms, 16 restriction fragment length polymorphisms, three expressed sequence tag SSRs, and one sequence tagged site (Munkvold et al., 2009 ). The FKQ was genotyped with 5000 DArT markers (Triticarte Pty. Ltd., Yaralumla, Australia) of which 1481 were polymorphic. Marker sets were fi ltered to 399 markers for CC and 574 markers for FKQ by removing skewed markers (α = 0.01) and by selecting the marker with the least missing data from each pair or group of markers that were perfectly correlated to each other due to complete LD (r 2 = 1). Linkage groups were determined by using the Map Manager QTXb20 computer program (Manly et al., 2001 ) using the Kosambi mapping function with a linkage threshold signifi cance of α = 0.001. Missing marker data were then imputed based on the observed multipoint marker data using the R/qtl package (Broman et al., 2003) .
Marker Effect Estimation
Three methods were used to estimate marker eff ects: (i) MLR, (ii) RR (Meuwissen et al., 2001) , and (iii) BC . Each of these methods was executed using R (R Development Core Team, 2009).
Multiple Linear Regression
Multiple regression of trait values and marker alleles was conducted using a forward-backward variable selection approach in which markers were modeled as fi xed eff ects and signifi cant markers were strategies in the presence of G×E was used. Three markerbased prediction methods were tested to compare conventional MAS using multiple linear regression (MLR) and GS using ridge regression (RR) (Meuwissen et al., 2001 ) and Bayes-Cπ (BC) . Prediction accuracy of these methods was evaluated for three diff erent training population sizes (N TP = 24, 48, and 96) to determine accuracies possible for traits such as wheat grain quality that are expensive to phenotype and will thereby greatly limit N TP . Finally, the eff ects of marker number (N M ), number of environments (N ENV ), and replication of TP lines across environments on GS prediction accuracy were evaluated.
MATERIALS AND METHODS

Populations
Two doubled haploid biparental hexaploid winter wheat populations were analyzed: 'Cayuga' × 'Caledonia' (CC) and 'Foster' × 'KanQueen' (FKQ). The CC population contained 209 soft white winter wheat lines and was previously used in a PHS QTL study by Munkvold et al. (2009) . The female parent, Caledonia, is a PHS-susceptible line that is an off -type selection from 'Geneva' (Sorrells et al., 2004) . The male parent, Cayuga, is a PHS-resistant line derived from a Geneva backcross to a cross of Geneva and 'Clark's Cream' (Sorrells and Anderson, 1998) . The FKQ population contained 174 soft red winter wheat lines diff ering for milling quality characteristics. The female parent, Foster, is an Agripro Company (Syngenta Cereals, Berthoud, CO) variety originating from Kentucky (VanSanford et al., 1997) and has very good milling quality, ranking 14th of 768 soft red wheat cultivars (Guttieri et al., 2008) . The male parent, KanQueen, is a semihard red public variety originating from Kansas in 1949 (Bayles and Clark, 1954) . KanQueen has very poor milling quality, ranking 764th of 768 soft red wheat cultivars (Guttieri et al., 2008) .
Phenotypic Data
Data for nine quantitative traits were analyzed with seven milling and baking quality traits common to both populations, PHS only for CC, and test weight only for FKQ. Preharvest sprouting phenotyping was conducted as described by Anderson et al. (1993) and Munkvold et al. (2009) . Harvested grain was tempered to 15% moisture and measured after milling on a modifi ed Brabender Quadramat Junior mill (Brabender GmbH & Co. KG, Duisburg, North Rhine-Westphalia, Germany) as described by Finney and Andrews (1986) . The milling quality traits measured were fl our yield (the percentage of fl our obtained from milling) and softness (percentage of fi ne fl our obtained, i.e., that which can pass through a 94-mesh [180 μm] screen). The two main components of baking quality, gluten strength and water absorption, were measured by fl our protein concentration and four solvent retention capacity (SRC) tests. Flour protein was measured using a near-infrared analyzer (Unity Spectrastar 2200, Columbia, MD). Solvent retention capacity was measured as the amount of solvent retained by the fl our after centrifugation and draining. The four SRC solvents analyzed each predict diff erent components of baking quality: water (H 2 O-SRC) for global water absorption, sodium carbonate (NaCO-SRC) for damaged starch, sucrose (Suc) (Suc-SRC) for arabinoxylan and partially determined by forward (α = 0.2) and backward (α = 0.2) selection. These relaxed signifi cance thresholds were used to achieve higher selection responses than those found using more stringent thresholds (e.g., Hospital et al., 1997; Lorenzana and Bernardo, 2009) . Regression coeffi cients of markers included in the fi nal model were used as marker eff ects to predict the genomic estimated breeding value (GEBV) of each selection candidate.
Ridge Regression Best Linear Unbiased Prediction
A RR model was used to simultaneously estimate marker eff ects through modeling markers as random eff ects with a common variance (Meuwissen et al., 2001; Whittaker et al., 2000) . The RR model thereby shrinks each marker eff ect equally toward zero but does allow for markers to have unequal eff ects. Goddard (2009) and Piepho (2009) showed that RR is equivalent to a model where a realized-relationship matrix is determined from marker information to estimate marker eff ects (Habier et al., 2007; VanRaden, 2008) . Variance components to solve mixed-model equations (Henderson, 1984) and the additive realized-relationship matrix where calculated using R package "emma" (Kang et al., 2008) .
Bayesian Estimation: Bayes-Cπ
To avoid the presumably incorrect assumption of equal marker variances, overshrinking of large eff ect loci, and not allowing markers to have zero eff ects, several Bayesian models have been proposed (Gianola et al., 2009) . For Bayesian GS models that allow for markers with no eff ect where the proportion of markers with zero eff ect (π) is assumed known, an incorrect π can negatively aff ect prediction accuracy (Verbyla et al., 2010; Gianola et al., 2009 ). Therefore, we used BC, which is an extension of the Bayes-C (Kizilkaya et al., 2010 ) that jointly estimates π from the training data , Jannink, 2010 . Like Bayes-B (Meuwissen et al., 2001) , the BC method allows for markers to have no eff ect; however, markers that are included in the model are assumed to have a common variance (Kizilkaya et al., 2010) . We adapted BC code written by R.L. Fernando , and for each analysis we used starting π parameter of 0.5 and 2000 iterations with 1000 burn-in iterations, which was suffi cient to reach approximate convergence (stabilization of π) for each analysis.
Prediction Accuracy and Cross-Validation
For each validation line, GEBV was calculated as y i = X i g, where y i was the validation line phenotype, X i was the vector of the marker scores for that line, and g was the vector of marker eff ects obtained from TP using MLR, RR, or BC. Prediction accuracy (r) was calculated for each model as the correlation of the GEBV and the "true" genetic value (TGV) of the selection candidate divided by the square root of the broad-sense heritability (H  2 ) 1/2 of the TGV on a progeny-mean basis [r = corr(GEBV,TGV) (H 2 ) 1/2 ]. The TGV was determined by calculating the BLUP for each selection candidate across all years not used in the TP by fi tting a random eff ects linear model in R (R Development Core Team, 2009 ) that accounted for year and line eff ects. The correction factor, (H 2 ) 1/2 , was used to account for the estimation error of the TGV (Dekkers 2007) . Please note that, even for traits with low to moderate heritabilities, the (H 2 ) 1/2 of the TGV on a progeny-mean basis will approach 1.0 when the validation lines have phenotypes that are collected from a large number of locations and years (e.g., PHS in this study). For comparison, phenotypic accuracy (r P ) was calculated similarly, but the GEBV was replaced with a phenotypic estimated genetic value (PEGV), the observed phenotype of a selection candidate in the environments used for training the model. Thus, PEGV is composed of both additive and nonadditive eff ects that can contribute to phenotypic r whereas the marker-based prediction models used in this study only capture additive eff ects, that is, breeding value.
The impact of N TP on r was investigated for each population by using N TP = 24, 48, and 96 to correspond with phenotyping limitations of grain quality and current 96-or 384-well DNA sample plates. Therefore, the validation population size was the total population size minus N TP . To avoid bias introduced by G×E, cross-validation was done across environments; that is, training data came from a single year and validation data came from all other years. The impact of N M on r was investigated by using the maximum N M available (CC had 399 markers and FKQ had 574 markers) and four subsets of N M = 64, 128, 256, and 384 to correspond with current custom high-throughput genotyping capabilities. Marker subsets were created using K-means clustering (Hartigan and Wong, 1978) in R (R Development Core Team, 2009) in which each marker was treated as an explanatory variable, the number of clusters equaled the N M , the number of random starts equaled 1000, and the marker closest to the centroid of each cluster was chosen. This procedure was considered important to select informative marker subsets by minimizing LD between selected markers and maximizing genome marker coverage.
For cross-validation described above, 30 TPs were randomly selected for each N TP and PEGV was calculated for each. The use of 30 TPs was suffi cient to detect statistically signifi cant diff erences (α = 0.05) between phenotypic selection, GS, and MLR accuracy (Table 1) . Genomic estimated breeding value accuracy was also determined for all method N M -N TP combinations. Therefore, each marker-based prediction method was used for 900 analyses for test weight (FKQ) and all milling and baking quality traits (FKQ and CC) and for 2700 analyses for PHS (CC). The reported r for phenotypic and marker-based selection was that average r for all 30 TPs, and prediction methods were compared using a paired t test (α = 0.05) across the 30 TPs.
To investigate the eff ect of the replication of TP lines across environments on r, the CC PHS dataset was analyzed as it contained a large number of environments. As the number of locations per year in this dataset was unbalanced, an equal number of environments for both the training and validation was achieved by dividing the dataset into two "year groups" (2001, 2003, and 2005 and 2002, 2004, and 2006) . This odd-even year grouping should still represent a random sample, as the year number should not be predictive of the overall environmental conditions and G×E. We assumed a maximum of 96 fi eld plots and two diff erent scenarios were tested: (i) 96 unreplicated lines could all be grown in the same environment, or lines could be replicated across environments, that is, 48, 24, 16, or 12 lines could be replicated across two, four, six, or eight environments, respectively, and (ii) 96 unreplicated lines could all be grown in the same environment or, while still being unreplicated, lines could be split evenly across two, four, six, or eight environments. For each scenario, 30 TPs and eight TP-environment combinations were randomly selected. Calculation of r was done as previously described where the TGV of a selection candidate was a BLUP calculated using data from all eight environments in the validation data. This was repeated for both of the year groups and for optimal marker number for each prediction method (N M = 64 for MLR and N M = 256 for RR and BC) that was determined by the other analyses conducted in this study.
RESULTS
Phenotypic and Marker-Based Prediction
Marker-based prediction accuracies (r M ) for all methods were greatest for the largest TP used (TP of 96 lines), with accuracy of RR (r RR ) and BC (r BC ) being greater than the accuracy of MLR (r MLR ) for all traits across both populations (Table 1 ). The mean r RR (0.52) and mean r BC (0.53) were more than 1.4 times greater than the mean r MLR (0.36). For traits shared by both populations, FKQ had greater r M than CC for all three methods. In CC, the mean r RR (0.49) was greater than the mean r BC (0.47) with r BC being signifi cantly greater than r RR only once (softness). In contrast, FKQ's mean r RR (0.53) was less than the mean r BC (0.58), with r RR never being signifi cantly greater than r BC .
The r P was signifi cantly greater than r M for all traits for both biparental wheat populations (Table 1 ). The mean r P across all traits and populations was 0.80, with a maximum r P of 0.94 (FKQ for NaCO-SRC) and a minimum r P of 0.51 (CC for Suc-SRC). For the seven milling and baking quality traits shared by both populations, the mean r P was 0.79 with FKQ (mean r P = 0.89) having a 1.3 times greater r P than CC (mean r P = 0.69). Accordingly, the genetic variance component and the H 2 for each trait were also greater for FKQ than for CC (Table 1) .
The r M to r P ratio (r M :r P ) across all traits (N TP = 96) for both RR (r RR :r P ) and BC (r BC :r P ) was 0.66, which was 1.47 times greater than MLR (r MLR :r P = 0.45; Table  1 ). When using the best marker-based prediction method for each trait-population combination, the mean r M :r P among shared traits was greater for CC (0.70) than for FKQ (0.66), the highest r M :r P for CC was r RR :r P = 0.84 (PHS, fl our yield, and H 2 O-SRC) and for FKQ was r BC :r P = 0.79 (NaCO-SRC), and the lowest r M :r P was for softness, with r BC :r P equaling 0.37 and 0.49 for CC and FKQ, respectively.
Prediction Accuracy vs. Training Population Size and Marker Number
Reducing the N TP used to predict TGV had a large negative eff ect on r M ( Fig. 1 ; Supplemental Tables S1 and S2). The mean r M across all traits and methods was 0.30, 0.42, and 0.59 for N TP of 24, 48, and 96, respectively. The reduction of r M with N TP was less severe for RR than the other methods. While RR (0.52) and BC (0.53) had similar mean r M at N TP = 96, when N TP was reduced to 48 and 24, r RR decreased by 17 and 36% whereas r BC decreased by 33 and 61%, respectively. The reduction of r MLR was largest for N TP = 48 (39%) and was similar to r BC for N TP = 24 (59%). , square root of the broad-sense heritability (H 2 ) of the validation population. # r P , phenotypic accuracy; r MLR , accuracy of multiple linear regression; r RR , accuracy of ridge regression; r BC , accuracy of Bayes-Cπ. † † Within each trait, accuracies that share same letter were not signifi cantly different for α = 0.01.
The mean r M across all trait-population-N TP combinations was highest for N M = 256 for both RR and BC (Fig. 2) 
Number of Environments and Replications used for Marker-Based Prediction
With the limit of possible fi eld plots set to 96, decreasing N TP allowed for increased replication of each TP line across environments; however, reducing N TP had an overall negative eff ect on r M for PHS in CC ( Fig. 3 ; Supplemental Table  S3 ). Multiple linear regression showed a consistently signifi cant decrease in r M as N TP decreased, except for N TP = 16 and 12. For RR and BC, there was no signifi cant difference in r M between N TP = 96 and 48 or N TP = 16 and 12. In the contrasting scenario where 96 TP lines were unreplicated and distributed evenly across one, two, four, six, or eight environments, the overall diff erences r M were negligible for each prediction method (Supplemental Table  S4 ). For r RR and r BC , TPs with two, four, and six environments (r M = 0.60) were signifi cantly higher than one or eight environments (r M = 0.59) whereas none of the scenarios were signifi cantly diff erent for MLR. There were also small diff erences in the SE of r M , with training in a single environment for each method having the highest SE for each method tested (Supplemental Table S4 ).
DISCUSSION
Marker-Based Prediction Accuracy
Marker-based prediction accuracy using GS was clearly superior to using conventional MAS for all levels of N TP and N M for each grain quality trait studied. The observed advantage of using a random eff ects approach (RR and BC) versus a fi xed eff ects approach (MLR) for situations of large N M and small N TP is consistent with results found for other biparental populations in simulation (Wong and Bernardo, 2008; Bernardo and Yu, 2007; Piyasatian et al., 2007) and empirically (Lorenzana and Bernardo, 2009) .
Despite the benefi t of a low marker density being adequate to cover the genome in a biparental GS approach, the issue of small N TP and large N M will still be present due to the practical limitations of N TP when having a separate TP for each biparental population. This will be especially true for traits such as wheat grain quality that are expensive to phenotype. Accordingly, we evaluated r M for small N TP s (96, 48, and 24) and, as expected, r M decreased as N TP decreased. Notably, RR showed considerably less reduction in r M than MLR (Lorenzana and Bernardo, 2009) and BC. This indicates that predictions based on marker-based relationships are less aff ected by the lack of statistical power to estimate specifi c marker eff ects caused by small N TP and large N M (Zhong et al., 2009 ).
Bayesian models previously have outperformed RR; however, only small diff erences have been reported between them for polygenic traits (Hayes et al., 2009; Zhong et al., 2009; VanRaden, 2008; Lorenzana and Bernardo 2009) . Despite BC having a more realistic assumption of at least some markers having zero eff ect, the average accuracies across both populations also showed little difference between RR and BC when N TP = 96 (Fig. 1) . Interestingly, this trend did not hold true when looking at the milling and baking quality traits for each population independently. For FKQ, BC was generally more accurate than RR, but for CC, RR was signifi cantly more accurate for four traits and BC was signifi cantly more accurate only for softness (N TP = 96; Fig. 1 ).
The advantage of BC over RR for FKQ but not for CC was likely infl uenced by size of the marker eff ects present in each population. Foster × KanQueen is a typical population used for biparental QTL mapping; the two parents were chosen for large phenotypic diff erences to increase genetic variance for the trait of interest and thereby increase the magnitude of QTL eff ects and the power to detect them. In contrast, CC was made from a cross between two elite parents with good milling and baking characteristics resulting in a population with a smaller genetic variance for those quality traits. As BC allows for markers with no eff ect, the markers that remain in the model can have a greater contribution to the predicted breeding values than would be possible using RR. This may explain why BC performed better than RR in FKQ, as larger QTL eff ects would be expected in this population. In practice, most breeding crosses will be made between elite material and, therefore, be more similar to CC than FKQ. Consequently, as seen in CC and previously mentioned empirical studies, RR will likely be comparable or even better than Bayesian models for highly polygenic traits in biparental GS because power for QTL detection and eff ect estimation will be restricted by limited genetic variance and small N TP .
Prediction Accuracy in the Presence of Genotype × Environment Interaction
All cross-validation procedures were performed such that training and validation data came from distinct environments to attain prediction accuracies that were not infl ated by confounding G×E. In addition to the cross-validation across environments, we investigated the eff ects of both replicating lines across environments and distributing unreplicated lines among environments. Reducing N TP through replicating TP lines across environments had a negative eff ect on r M ( Fig. 3 ; Supplemental Table S3 ). An N TP less than 48 showed signifi cantly reduced r M , which was likely due to adverse eff ects of small N TP (as seen in Fig. 1) ; however, a TP with N TP = 48 grown in two environments was not signifi cantly diff erent for RR and BC than a TP of N TP = 96 grown in a single environment. This suggests that increasing replication at the expense of N TP could be benefi cial in cases where costs of genotyping and generating TP lines are greater than increasing seed and replicating TP lines across environments. Increased replication by reducing N TP may, however, have further eff ects on r M in a recurrent GS scheme as selection candidates will become less related to the TP with each cycle of selection. That is, prediction accuracy achieved using smaller, replicated TPs will likely decrease more each generation because accuracy will largely depend on estimating genetic relationships that rapidly breakdown over generations of mating (Zhong et al., 2009 ).
Distributing the TP across more than one environment provided only negligible improvements in r M over training all TP lines tested in a single environment despite previously reported QTL × environment interactions (Munkvold et al., 2009 ). However, this may be due to G×E explaining only 6% of the phenotypic variation for PHS in CC when estimated with a random eff ects model (Supplemental Tables S4 and  S5 ). Also, we compared each scenario by its average r M across all environmental combinations. Perhaps a more informative statistic should be r M SE, and while diff erences were quite small, r M SE was highest for all methods when only one environment was used to train the model (Supplemental Table  S4 ). This result supports the intuition that r M stability should increase by training with more environments as multienvironment training has the advantage of spreading the risks of unpredictable weather conditions that can lead to poor data quality or, in some cases, no phenotypic variance (e.g., complete lack of or very extreme incidence of disease, lodging, or drought). In addition, traits that exhibit greater G×E than was observed for PHS in CC may increase the value of distributing TPs across multiple environments to capture G×E. Clearly, G×E will diff er for each breeding program, population, and trait. Thus, more research is needed to be able to predict the best allocation of TP resources across target environments to achieve maximum r M while also considering the cost tradeoff of training with more environments.
Marker-Based versus Phenotypic Selection per Unit Time and Cost
The accuracy of predicting genetic value was signifi cantly greater using phenotypic data than marker data, regardless of marker-based prediction method ( Fig. 1 ; Supplemental Tables S1 and S2). The overall high r P was not surprising as PHS has been shown to have a moderate heritability (H 2 = 0.44 on a per environment basis; Munkvold et al., 2009 ) and the other eight quality traits have all been shown to have high heritability (H 2 > 0.70; Huang et al., 2006; Smith, 2008) . High H 2 should also translate into high r M ; however, statistical power to estimate marker eff ects is also heavily infl uenced by N TP and the number of QTL controlling the trait (Beavis, 1998) . Therefore, the inferiority of marker-based prediction to phenotypic selection was expected as all traits studied were polygenic (Munkvold et al., 2009; Smith, 2008; Huang et al., 2006) with medium to high H 2 and N TP was limited to 96 individuals to represent a feasible maximum N TP for each cross in a wheat breeding program. Furthermore, phenotypic prediction captures both additive and nonadditive eff ects whereas the GS and MLR models used only capture additive eff ects, that is, breeding value. So, while appropriate for assessing genetic value prediction, r P may be an infl ated estimate in terms of breeding value prediction accuracy in cases where nonadditive eff ects are present.
Even with lower accuracies from marker-based than phenotypic selection, greenhouses, off -season nurseries, and low-cost genotyping can allow MAS or GS to outperform phenotypic selection on a gain per unit time and cost basis (e.g., Bernardo and Yu, 2007; Hospital et al., 1997; Wong and Bernardo, 2008; Heff ner et al., 2010) . In barley and maize biparental populations, Lorenzana and Bernardo (2009) showed that r M was generally at least half that of r P for all traits studied. Assuming the possibility of growing three generations per year, Lorenzana and Bernardo (2009) concluded the annual gain from GS would approach 1.5 times that of phenotypic selection for maize and barley biparental GS. The prediction accuracies for the grain quality traits across environments achieved in this study are consistent with Lorenzana and Bernardo (2009) , with the average r RR :r P for N TP = 96, N TP = 48, and N TP = 24 equaling 0.64, 0.54, and 0.42, respectively. Using their same approximation, with only two generations per year for winter wheat, our results suggest that GS with N TP > 48 would outperform phenotypic selection for most of the wheat grain quality traits studied here. It should be noted, however, that GS cycle without marker eff ect reestimation will result in decreases in r M from changes in marker eff ects, gene frequency, and QTL-marker LD with each cycle of selection (Bernardo and Yu, 2007; Muir, 2007) .
In addition to enabling more cycles per year, markerbased selection can raise selection intensity by increasing the number of selection candidates. This is possible when high-throughput genotyping is cheaper than phenotypic selection. Considering the nine grain-quality traits we analyzed, cost of inbreeding a line, increasing seed, growing fi eld plots, and phenotyping (~US$60) is at least three times the cost of genome-wide marker coverage on a single plant (~$20-$25 for the cost of 384 SNP genotyping; S. Chao and S. McCouch, personal communication, 2009) . Of course, the training cycle will be more expensive per line than phenotypic selection alone; therefore, N TP size will need to be balanced with population sizes and genotyping costs of subsequent GS cycles.
Future Considerations for Biparental Genomic Selection Approaches
The interest in MAS has largely been centered on its ability to decrease the cost and length of the selection cycle. In terms of genotyping costs, a biparental GS is attractive as extensive LD enables genome-wide marker coverage to be achieved with little expense. However, the steady advancements in high-throughput genotyping (e.g., Deschamps and Campbell, 2010 ) may decrease the value of low-density genotyping over high-density genotyping. Nevertheless, the cost of managing the large quantities of data generated by high-density genotyping approaches such as genotyping by sequencing (Elshire et al., 2011) should not be overlooked.
In terms of selection cycle length, a major disadvantage of biparental GS is that it requires phenotyped TP lines from each cross before conducting GS. Even in the case of maize, where doubled haploid lines can be created in a year with the use of winter nurseries, it would be at least 2 yr before GS could be implemented for each inbred cross (Bernardo and Yu, 2007) . In contrast, a multifamily GS approach, as used in cattle (e.g., Hayes et al., 2009) , uses predictions generated from a TP comprised of advanced breeding lines from many families that have already gone through the breeding program (Heff ner et al., 2010) . This would eliminate the need to wait for phenotypes from a new cross, thereby facilitating immediate application of GS to newly generated lines and populations and a further reduction of cycle time in plant breeding (Heff ner et al., 2010) . But regardless of the number of environments used, a single season of phenotyping for model training, as is typical of MARS (e.g., Bernardo and Yu, 2007) , could lead to inaccurate allele eff ect estimates if G×E is largely due to genotype × year eff ects as is common in many regions. Increasing the number of seasons of training for each cross maybe advantageous, but this would increase the length of the training cycle. A multifamily GS approach that utilizes data from many biparental crosses that extend over environments and years (Heff ner et al., 2010) may therefore be more attractive for capturing G×E as allelic eff ects would be more robust across time and space.
CONCLUSIONS
Marker-based prediction accuracy achieved using GS was clearly superior to conventional MAS for the nine wheat grain quality traits investigated in this study. The observed prediction accuracies, coupled with the ability to reduce breeding costs, shorten selection cycles, and increase selection intensity, support the use of GS for many traits, including high-heritability traits in which phenotypic selection is already eff ective. Looking forward, comparisons between biparental GS and multifamily GS approaches will be important for making decisions on how to best implement GS in plant breeding and maximize gains from selection per unit time and cost.
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