Isospin susceptibility in the O($n$) sigma-model in the delta-regime by Niedermayer, Ferenc & Weisz, Peter
ar
X
iv
:1
70
3.
10
56
4v
2 
 [h
ep
-la
t] 
 20
 Ju
n 2
01
7
Prepared for submission to JHEP
MPP-2017-36
Isospin susceptibility in the O(n) sigma-model in the
delta-regime
F. Niedermayera and P. Weiszb
aAlbert Einstein Center for Fundamental Physics,
Institute for Theoretical Physics, University of Bern, Switzerland
bMax-Planck-Institut fu¨r Physik, 80805 Munich, Germany
E-mail: niedermayer@itp.unibe.ch, pew@mpp.mpg.de
Abstract: We compute the isospin susceptibility in an effective O(n) scalar field theory
(in d = 4 dimensions), to third order in chiral perturbation theory (χPT) in the delta–
regime using the quantum mechanical rotator picture. This is done in the presence of an
additional coupling, involving a parameter η, describing the effect of a small explicit sym-
metry breaking term (quark mass). For the chiral limit η = 0 we demonstrate consistency
with our previous χPT computations of the finite-volume mass gap and isospin suscep-
tibility. For the massive case by computing the leading mass effect in the susceptibility
using χPT with dimensional regularization, we determine the χPT expansion for η to third
order. The behavior of the shape coefficients for long tube geometry obtained here might
be of broader interest. The susceptibility calculated from the rotator approximation differs
from the χPT result in terms vanishing like 1/ℓ for ℓ = Lt/Ls → ∞. We show that this
deviation can be described by a correction to the rotator spectrum proportional to the
square of the quadratic Casimir invariant.
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1 Introduction
In a previous paper [1] we computed the change in the free energy due to a chemical
potential coupled to a conserved charge in the non-linear O(n) sigma model with two
regularizations, lattice regularization (with standard action) and dimensional regularization
(DR) in a general d–dimensional asymmetric Ld−1s × Lt volume with periodic boundary
conditions in all directions. This allowed us, for d = 4, to establish two independent
relations among the 4–derivative couplings appearing in the effective Langrangians and
in turn this enables conversion of results for physical quantities computed by the lattice
regularization to those involving scales introduced in DR.
In particular we could convert the computation of the mass gap in a periodic box, by
Niedermayer andWeiermann [2] using lattice regularization to a result involving parameters
of the dimensionally regularized effective theory, and we verified this result by a direct
computation [1]. The proposal to measure the low-lying stable masses in the delta–regime
to constrain some of the low energy constants in the effective chiral Langrangian describing
low energy pion dynamics of QCD, was first made by Hasenfratz [3]. For two flavors of
massless quarks, the relevant χPT has SU(2)×SU(2)≃O(4) symmetry.
The so called δ–regime referred to above, is where the system is in a periodic spatial
box of sides Ls with Lt ≫ Ls and mπLs is small (i.e. small or zero quark mass) whereas
FπLs, (Fπ the pion decay constant) is large. This regime was first analyzed in a pioneering
paper by Leutwyler [4]. He showed that the low lying dynamics in this regime was described
by a quantum rotator for the spatially constant modes.
In that paper Leutwyler also obtained the leading order effects of the quark mass
on the low-lying spectrum for O(4). The extension to next-to-leading (NLO) order was
presented by Weingart [5, 6]. There followed a period of low activity in this field, but
recently Matzelle and Tiburzi have, in an interesting paper [7], studied the effect of small
symmetry breaking in the QM rotator picture (Nf = 2), and extended the results to small
non-zero temperatures.
The rotator Hamiltonian given in (2.5) has two parameters, the moment of inertia Θ
and a parameter η describing the explicit symmetry breaking O(n) to O(n − 1). These
parameters are themselves functions of F,Ls,M where F the pion decay constant in the
limit of vanishing quark mass, and M is the mass acquired by the Goldstone bosons in
leading order χPT due to the explicit symmetry breaking.
Within this theoretical framework, in this paper we communicate computations which
provide, in our opinion, a non-trivial check on our previous rather technical computa-
tions [1], and also gives the NNLO (next-to next-to leading order) χPT expansion for the
parameter η.
In sect. 2 we obtain the expression (2.7) for the susceptibility for u ≡ Lt/(2Θ) small,
under the assumption that in the δ–regime the low lying spectrum is that of the quantum
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rotator. These computations are themselves rather involved and so we defer many details
to Appendix A. There we also review the leading order effects of a small symmetry breaking
parameter on the low lying spectrum for general n, reproducing Leutwyler’s result [4] for
n = 4.
In sub-section 3.1 we first consider the symmetric case M = 0 = η. By inserting our
expression for Θ obtained in [1] into (2.4), we obtain the susceptibility for small u as a
function of F,Ls, ℓ ≡ Lt/Ls. This can then be compared to the direct χPT computation
of the susceptibility [1] in the ǫ–regime for ℓ ≫ 1. The comparison requires knowledge
of the large ℓ–behavior of shape functions and the sunset integral appearing in the latter;
these are discussed in Appendix B. The agreement of the two computations provides the
non-trivial check referred to above.
In sub-section 3.2 we compute the susceptibility for small quark masses in the frame-
work of χPT. Subsequently a comparison to the result (2.7) from the rotator computation
determines the term in η proportional to M2 as a function of FLs to NNLO. Various
technical aspects are deferred to Appendices C and D.
In section 4 we investigate how the isospin susceptibility calculated in the δ-regime of
χPT approaches for increasing ℓ the result of the rotator approximation. This turns out
to be ∼ (FLs)−4ℓ−1, and we determine the distortion of the standard rotator spectrum
needed to describe this deviation.
2 The free energy of the O(n) rotator with isospin chemical potential
We first consider the case with unbroken symmetry and subsequently compute the leading
order effect due to the presence of a small O(n) symmetry breaking mass term.
2.1 Symmetric case
The Hamiltonian of the O(n) quantum rotator with a chemical potential coupled to the
generator L12 of rotations in the 12–plane is
H0(h) =
Lˆ2
2Θ
− hLˆ12 , (2.1)
where Θ is the moment of inertia; to lowest order χPT one has Θ ≃ F 2L3s. The energy
levels and the corresponding multiplicities g
(n)
lm are found in App. A.
The corresponding partition function for Euclidean time extent Lt and its expansion
to O
(
h2
)
is given by 1
Z(h; Θ) =
∞∑
l=0
l∑
m=−l
g
(n)
lm exp
{
−
(Cn;l
2Θ
− hm
)
Lt
}
= z0(u) +
1
2
h2L2t z1(u) + O(h
4) ,
(2.2)
where u = Lt/(2Θ) and
Cn;l = l(l + n− 2) , (2.3)
1The notation l is used below because of the analogy with the rotator, here it stands for the isospin.
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is the eigenvalue of the quadratic Casimir for isospin l.
The coefficients z0(u), z1(u) and their expansions for small u are given in App. A.
Using these results, the isospin susceptibility of the O(n) rotator for the unbroken case is
given by
χ =
1
LtVs
∂2
∂h2
lnZ(h; Θ)
∣∣∣∣
h=0
=
2Θ
nL3s
[
1− Lt
6Θ
(n− 2) + L
2
t
180Θ2
(n− 2)(n − 4) + . . .
]
.
(2.4)
2.2 Rotator in external field
Consider the effective Lagrangian with a term, breaking the O(n) symmetry down to
O(n − 1). In the delta-regime this corresponds to an effective O(n) rotator in an external
“magnetic field”, given by the Hamiltonian (including the isospin chemical potential)
H(h) = H0(h) + ηSˆn =
Lˆ2
2Θ
+ ηSˆn − hLˆ12 . (2.5)
Here Sˆn is the n-th component of the operator defined as Sˆψ(S) = Sψ(S), where S
2 = 1.
Its matrix elements between energy eigenstates of the Hamiltonian with η = 0 are given in
eq. (A.6).
In the effective theory to leading order η ∼ M2Θ ∼ M2F 2L3s. The spectrum and the
multiplicities are described in A.1.2
Expanding the partition function in h and η to NL order one obtains (cf. A.3.2)
Z(h; Θ, η) =
∞∑
l=0
l∑
k=0
k∑
m=−k
g
(n−1)
km exp
{
−
(
E(n)(l, k)− hm
)
Lt
}
= z0(u)− η2ΘLtz2(u) + 1
2
h2L2t
[
z1(u)− η2ΘLtz3(u)
]
+ . . .
(2.6)
The expansion of zi(u) for small u is given in Appendix A. The final result for the suscep-
tibility of the rotator in an external magnetic field is
χ =
2Θ
nVs
{
1− 1
3
(n− 2)u+ 1
45
(n− 2)(n − 4)u2
− η
2L2t
n(n+ 2)
[
1− 1
6
(2n − 5)u + 1
60
(n2 − 12n+ 17)u2
]
+ . . .
}
.
(2.7)
3 Perturbative computation of the free energy
The expression (2.7) for the susceptibility was obtained under the assumption that the low
lying spectrum in the δ–regime is that of the quantum rotator. In the next sub-section
we first consider the symmetric case and show the consistency of (2.4) with our previous
computation of the susceptibility in [1] in the ǫ–expansion.
In the ǫ–expansion one considers a 4d box of fixed shape, in the case of an L3s × Lt
volume a fixed aspect ratio ℓ = Lt/Ls. After separating the constant mode (the direction of
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the average magnetization over the 4d volume), integration over the p 6= 0 modes result in
an expansion in powers of (F 2L2)−1, where by convention L = (L3sLt)
1/4. (For simplicity,
here we discuss only the case without explicit symmetry breaking.) The coefficients of the
expansion contain the shape coefficients depending on ℓ. Usually one assumes ℓ ∼ 1. For
a long tube, ℓ≫ 1, the spatially constant modes, p0 6= 0, p = 0, become soft which means
that one needs a larger box size L to have a reasonable ǫ–expansion. This is manifested by
the fact that the shape coefficients are increasing functions of the aspect ratio ℓ.
In the δ–expansion one separates the dynamics of the spatially constant modes de-
scribed by the O(n) rotator, with the energies O
(
F−2L−3s
)
. For Lt ≫ Ls/(2π) the p 6= 0
modes are exponentially suppressed in the partition function, hence the regions of validity
of the ǫ– and δ–expansions overlap in this case. The p 6= 0 states are responsible for
exponentially small corrections ∼ exp(−cℓ). However, a possible distortion of the higher
lying rotator spectrum can still produce a correction of type ∼ ℓ−ν to the result obtained
by using the “standard” rotator spectrum ∝ Cn;l. This is discussed in section 4.
The transition to the δ-regime involves relations between the 4d shape coefficients for
ℓ≫ 1 and the 3d shape coefficients in a cubic box, as given e.g. in (B.24) and (B.28)-(B.30).
In subsection 3.2 we compute the susceptibility for small quark masses (i.e. small
M) in the framework of χPT and subsequently use the comparison to the result (2.7) to
determine the coefficient of M2 in η as function of FLs to NNLO.
3.1 The symmetric case
From the mass gap calculation in [1] we obtained the moment of inertia:
Θ = F 2L3s
[
1 +
Θ˜1
F 2L2s
+
Θ˜2
F 4L4s
+ . . .
]
, (3.1)
with
Θ˜1 = (n− 2)β(3)1 , (3.2)
Θ˜2 = (n− 2)
[
β
(3)
1
(
β
(3)
1 +
3
4
)
− 2cw
]
− 5(n − 2)ρ
12π2
log(cLsMπ)− 4ρ (2lr1 + nlr2) . (3.3)
Here β
(3)
1 ≡ β(3)1 (1) is a shape function corresponding to a cubic 3d volume, ρ = 8π2β(3)2 (1)
(B.28); for notations undefined here we refer the reader to [8] and [1]. Further lri are
renormalized low energy constants (LEC) of Gasser and Leutwyler [9];
ln c = −1
2
[ln(4π) − γE + 1] = −1.476904292 , (3.4)
and the constant cw was determined in [10] as
cw = 0.0986829798 , (3.5)
differing slightly from the original computation of Hasenfratz [3].
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Inserting (3.1) into (2.4) one obtains
χ =
2
n
F 2
[
1 +
1
F 2L2s
(
Θ˜1 − ℓ
6
(n − 2)
)
+
1
F 4L4s
(
Θ˜2 +
ℓ2
180
(n− 2)(n − 4)
)
+ . . .
]
.
(3.6)
On the other hand the susceptibility calculated by χPT is given by [1]
χ =
2
n
F 2
[
1 +
R˜1
F 2L2s
+
R˜2
F 4L4s
+ . . .
]
, (3.7)
with
R˜1 = −(n− 2)
4π
(γ2 − 1) , (3.8)
and
R˜2 = −(n− 2)
16π2
[
(γ2 − 1)2 + 8π (γ2 − 1) β1 + 2W − (n− 2)
ℓ
γ3
]
+
(n− 2)
24π2
[
3n− 7
ℓ
− 5
(
γ1 − 1
2
)]
log (cLMπ)
− 2 (2lr1 + nlr2)
(
γ1 − 1
2
)
+ 4 [(n− 1)lr1 + lr2]
1
ℓ
.
(3.9)
The next-to-leading (NLO) and NNLO terms in (3.6) and (3.7) agree for large ℓ pro-
vided that
R˜1 +
ℓ
6
(n− 2) ≃ Θ˜1 , (3.10)
R˜2 − ℓ
2
180
(n− 2)(n− 4) ≃ Θ˜2 . (3.11)
These involve relations between the 4d shape functions in the long cylinder (ℓ≫ 1) to the
shape functions for a 3d cube. Derivations of the relations required are supplied in App. B.
Firstly at NLO, using the large ℓ behavior of γ2 given in (B.29), one indeed verifies
(3.10).
Next, the three relations (B.24), (B.28), (B.30) for the 1-loop shape functions together
with a fourth relation (B.45) referring to the 2-loop sunset diagram, ensure the validity of
the NNLO consistency condition (3.11). This agreement provides, in our opinion, a highly
non-trivial check on the various rather technical computations.
3.2 Perturbative computation of the isospin susceptibility for O(n) with a
mass term using dimensional regularization
Here we restrict attention to a Ld−1s ×Lt , d = 4 volume with periodic boundary conditions
in all directions. For perturbative computations we employ dimensional regularization and
add further D−4 dimensions of size L̂ = Ls. In ref. [1] we did not fix the value of ℓˆ ≡ L̂/Ls;
confirming independence of physical quantities on ℓˆ serves as an additional useful check of
the computations.
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3.2.1 The effective action with mass terms
The effective action is given by
A = A0 +AM , (3.12)
where AM vanishes in the chiral limit M = 0, with
A0 =
∑
r=1
A2r , (3.13)
AM =
∑
r=1
AM ;2r . (3.14)
The lowest order actions are (S(x)2 = 1)
A2 =
1
2g20
∫
x
∑
µ
(∂µS(x)∂µS(x)) , (3.15)
AM ;2 = −M
2
g20
∫
x
Sn(x) . (3.16)
There are two independent 4–derivative terms in the massless case:
A4 =
∑
i=2,3
g
(i)
4
4
A
(i)
4 , (3.17)
with the A
(i)
4 given in App. C.1.
Terms involving the mass parameter in the next order are
AM ;4 =
∑
i=1,2
LiA
(i)
M ;4 , (3.18)
with
A
(1)
M ;4 =M
4
∫
x
Sn(x)
2 , (3.19)
A
(2)
M ;4 =
1
2
M2
∫
x
Sn(x)
∑
µ
(∂µS(x)∂µS(x)) . (3.20)
Actually one of the terms above is redundant for physical quantities. To see this consider
the infinitesimal change of variables (preserving S2 = 1):
S→ S+ ǫδ(S) , (3.21)
with
δ(Sn) = −
n−1∑
j=1
S2j , (3.22)
δ(Si) = SiSn , i 6= n . (3.23)
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Under this change the leading χPT action changes according to
δ (A2 +AM ;2) =
1
M2g20
[
−A(1)M ;4 + 2A(2)M ;4
]
. (3.24)
Rearranging AM ;4
L1A
(1)
M ;4 + L2A
(2)
M ;4 =
1
2
[2L1 + L2]A
(1)
M ;4 +
1
2
L2
[
−A(1)M ;4 + 2A(2)M ;4
]
, (3.25)
we see that physical quantities should just depend on the combination 2L1 + L2; this will
serve as a check on the computed contributions coming from the A
(i)
M ;4.
3.2.2 The chemical potential with mass terms
The chemical potential h is introduced by
∂0 → ∂0 − hQ , (3.26)
where (QS)1 = iS2, (QS)2 = −iS1, (QS)3 = . . . = 0. This gives the h-dependent part of
the action:
Ah +AMh ,
where the massless part has contributions
Ah = A2h +A4h + . . . (3.27)
Here we only consider terms up to and including order h2:
A2h = ihB2 + h
2C2 + . . . , A4h = ihB4 + h
2C4 + . . . , (3.28)
B4 =
∑
i=2,3
g
(i)
4
4
B
(i)
4 , C4 =
∑
i=2,3
g
(i)
4
4
C
(i)
4 .
The expressions for B2 , C2 , B
(i)
4 , C
(i)
4 are given in App. C.1.
To lowest order for the mass term
AMh = ihBM ;4 + h
2CM ;4 + . . . , (3.29)
with
BM ;4 = −M2L2
∫
x
Sn(x)j0(x) , (3.30)
CM ;4 =
1
2
M2L2
∫
x
Sn(x)[QS(x)]
2 , (3.31)
where jµ(x) is defined in (C.3).
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The h–dependent part of the free energy fh is given by (VD = LtL
D−1
s ):
e−VDfh =
Z(h)
Z(0)
=
〈e−Ah−AM−AMh〉
〈e−AM 〉
= 1 +
[
1 + 〈AM 〉+ 〈AM 〉2 − 1
2
〈A2M 〉
] [
−〈Ah〉+ 1
2
〈A2h〉
]
+ [1 + 〈AM 〉]
[
〈AhAM 〉 − 1
2
〈A2hAM 〉 − 〈AMh〉+ 〈AhAMh〉
]
− 1
2
〈AhA2M 〉+
1
4
〈A2hA2M 〉
+ 〈AMAMh〉 − 〈AhAMAMh〉+ 1
2
〈A2Mh〉+O(M6, h3) . (3.32)
where, 〈...〉 denotes correlation functions with the massless action, and we have only kept
terms up to order M4 and h2. So for the free energy we have
−VDfh =
[
1 + 〈AM 〉+ 〈AM 〉2 − 1
2
〈A2M 〉
] [
−〈Ah〉+ 1
2
〈A2h〉
]
+ [1 + 〈AM 〉]
[
〈AhAM 〉 − 1
2
〈A2hAM 〉 − 〈AMh〉+ 〈AhAMh〉
]
− 1
2
〈AhA2M 〉+
1
4
〈A2hA2M 〉+ 〈AMAMh〉 − 〈AhAMAMh〉+
1
2
〈A2Mh〉
+ 〈Ah〉 [〈AhAM 〉 − 〈AMh〉]− 1
2
〈Ah〉2
[
1 + 2〈AM 〉+ 3〈AM 〉2 − 〈A2M 〉
]
+ 〈Ah〉
[
2〈AM 〉〈AhAM 〉 − 2〈AM 〉〈AMh〉 − 1
2
〈AhA2M 〉+ 〈AMAMh〉
]
− 1
2
[〈AhAM 〉 − 〈AMh〉]2 +O(M6, h3) . (3.33)
Noting that
〈Ah〉 = O(h2) , (3.34)
and that correlation functions with an odd number of spins S vanish:
〈AM ;2〉 = 0 = 〈A(2)M ;4〉 , (3.35)
many contributions drop out so that to the order we are considering we have
−VDfh =
[
1 + L1〈A(1)M ;4〉 −
1
2
〈A2M ;2〉 − L2〈AM ;2A(2)M ;4〉
] [
−〈Ah〉+ 1
2
〈A2h〉
]
− h
2
2
〈C2A2M ;2〉 −
h2
4
〈B22A2M ;2〉
+ h2L1〈C2A(1)M ;4〉 −
h2
2
〈C4A2M ;2〉 − h2L2〈C2AM ;2A(2)M ;4〉+ h2〈AM ;2CM ;4〉
− h
2
2
L1〈B22A(1)M ;4〉 −
h2
2
L2〈B22AM ;2A(2)M ;4〉
− h
2
2
〈B2B4A2M ;2〉+ h2〈B2AM ;2BM ;4〉+O(M6, h3) + ho , (3.36)
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where “ho” stands for higher order terms in the chiral expansion. In particular we drop
terms O(M4g00).
The terms appearing in the averages above are not O(n) invariant, and so before
starting the perturbative computations we set S(x) = ΩR(x) and average over the rotations
Ω. The resulting expressions are given in App. C.2.
The free energy has a small h expansion
fh = −1
2
h2χ(M) + O
(
h4
)
. (3.37)
Using the results in App. C.2 the uniform susceptibility (at h = 0) is given by
χ(M) = χ0 +
M4V 2D
g40
χ1 +O
(
M6
)
, (3.38)
where χ0 is the susceptibility for M = 0 which we computed previously [1]:
χ0 =
2
ng20
− 4
n(n− 1)g40
〈W 〉 − 2
VD
〈C4〉 , (3.39)
where W is defined in (C.11) and 〈C(i)4 〉 in (C.12) and (C.13).
Next, collecting the terms in App. C.2,
χ1 =
1
2n
[
−1− P1 + 2
VD
g40L1 + g
2
0L2P4
]
χ0
+
1
n(n− 1)(n + 2)g20
[
n− 1 + (n− 3)P1 − 2P2 − 1
(n− 2)P3
]
+
1
n(n+ 2)VD
[
−2g20L1 − n〈C4〉 − L2
∫
z
〈(∂µR(z)∂µR(z))〉 + 2g20L2
]
+O(g40) , (3.40)
where P1, P2, P3, P4 are given in (C.17),(C.21),(C.25), (C.30) respectively.
Now we can begin with the perturbative computations proceeding as usual by first sep-
arating the zero mode and then changing to ~π variables according toR = (g0~π,
√
1− g20~π2).
Details of the perturbative computations to NNLO are given in App. C.3.
Summing the terms (for d = 4) one obtains for χ0 the result (3.7), (note F
2 = 1/g20 ).
For χ1 it is shown that it has a perturbative expansion of the form
χ1 = − 2
n2(n+ 2)
F 2
[
1 +
χ˜
(1)
1
F 2L2s
+
χ˜
(2)
1
F 4L4s
+ . . .
]
. (3.41)
Here the NLO coefficient is
χ˜
(1)
1 = (2n− 1)β1 +
1
2π
(γ2 − 1) . (3.42)
Using the behavior of the shape functions β1 and γ2 given in (B.24) and (B.28) we have
for large ℓ:
χ˜
(1)
1 ≃ (2n− 3)β(3)1 (1)−
1
12
(2n− 5)ℓ . (3.43)
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At the NNLO we first show that in order to cancel the 1/(D − 4) pole terms we must
have
L1 +
1
2
L2 =
(n− 3)
32π2
[
1
D − 4 + ln (cΛ3)
]
. (3.44)
This agrees with the result of Gasser and Leutwyler [9] for n = 4 if we set L1 = −l3 , L2 = 0.
Then
χ˜
(2)
1 = R˜2 +
1
64π2
[
4n(γ2 − 1)2 + 32(2n − 1)(n + 1)π2β21 + 32(2n − 1)πβ1(γ2 − 1)
+
2
ℓ
{
(4n2 − 5n+ 3)α2 − 4n(n− 1)γ3 − 2(n − 3) ln (cΛ3Ls)
}
+(5n− 4n2 − 3) 1
ℓ2
]
. (3.45)
Using the expansions (B.20) (for s = 2 , d = 4) and (B.30) we have for large ℓ:
χ˜
(2)
1 ≃ Θ˜2 +
1
2
(2n− 3)(n − 1)β(3)1 (1)2
− 1
12
(2n − 5)(n− 1)β(3)1 (1)ℓ+
1
240
(n2 − 12n+ 17)ℓ2
+
(n− 3)
16π2ℓ
{
1
3
− ln(cΛ3Ls)− 1
2
α
(3)
0 (1)
}
. (3.46)
Agreement of the rotator result (2.7) with the perturbative result for large ℓ above
requires that the parameter η in the rotator Hamiltonian (2.5) has a χPT expansion of the
form:
η =M2F 2L3s
[
1 +
Z1
F 2L2s
+
Z2
F 4L4s
+ . . .
]
+O
(
M3
)
, (3.47)
with
Z1 = 1
2
(n− 1)β(3)1 (1) , (3.48)
Z2 = −1
8
(n− 1)(n− 3)β(3)1 (1)2 . (3.49)
4 Distortion of the rotator spectrum
It is expected that at some higher order the standard rotator spectrum El ∝ Cn;l will be
modified. It is interesting that by comparing the NNLO results for the isospin susceptibility
obtained from χPT, eq. (3.7), and χrot given by (2.4), one can answer this question under
reasonable assumptions.
The two results in NNLO differ by ∝ 1/ℓ terms for ℓ≫ 1,
χ− χrot
χ
=
1
F 4L4s
(
∆2
ℓ
+ . . .
)
+O
(
1
F 6L6s
)
(4.1)
where
∆2 = 4(n + 1)
[
lr1 + l
r
2 +
n− 2
32π2
(
log(cLsMπ) +
1
2
α
(3)
0 (1)−
1
3
)]
. (4.2)
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The omitted terms in (4.1) at the given order are vanishing exponentially fast for ℓ→∞.2
The deviation (4.1) means that the spectrum of the spatially constant modes, the true
rotator spectrum, is not given exactly by the standard rotator spectrum El = Cn;l/(2Θ), it
is distorted already at energies El ≪ 1/Ls.
Assuming that the distortion has the form
δEl =
α
Ls
(Cn;l)κ , (4.3)
one can calculate the leading correction to the susceptibility χrot of the standard rotator.
One has3
z1(u) =
2
n(n− 1)
(
− ∂
∂u
)
z0(u) ,
δzj(u) = −αℓ
(
− ∂
∂u
)κ
zj(u) , j = 0, 1 .
(4.4)
From (A.20) the leading u→ 0 behavior of the partition function is z0(u) ∝ u−a with
a = (n− 1)/2. This gives for the leading contribution
χ− χrot
χ
=
δz1(u)
z1(u)
− δz0(u)
z0(u)
= καℓu−κ(a+ 1) . . . (a+ κ− 1) + . . .
= 2κκα
(FLs)
2κ
ℓκ−1
(a+ 1)(a+ 2) . . . (a+ κ− 1) + . . .
(4.5)
(The omitted terms are higher order in 1/(F 2L2s).) The observed deviation (4.1) requires
κ = 2 and α ∝ 1/(FLs)8. Finally, for the coefficient of the distortion one obtains
α =
1
(FLs)8
[
lr1 + l
r
2 +
n− 2
32π2
(
log(cLsMπ) +
1
2
α
(3)
0 (1)−
1
3
)]
. (4.6)
The distortion becomes comparable with the leading term at the isospin quantum number
l ∼ (FLs)3 ≫ 1.
Note that the NNLO calculation for the mass gap means determining Lsm1 up to
(and including) the (FLs)
−6 terms. On the other side from eqs. (4.3), (4.6) the obtained
correction is ∼ (FLs)−8, i.e. a NNNLO term. The reason is that the typical values of
the Casimir invariant in the partition function are Cn;l ∼ F 2L2s/ℓ. As a consequence the
distortion (4.3) changes the susceptibility by (FLs)
−4/ℓ, i.e. in NNL order.
A The effective O(n) rotator
A.1 Spectrum and multiplicities
A.1.1 Symmetric case
The energy levels of the Hamiltonian (2.1) are
E
(n)
lm =
1
2Θ
Cn;l − hm . (A.1)
2Note that the p 6= 0 modes yield such contributions.
3Note that w1(l) = w0(l)Cn;l/dn where dn = n(n− 1)/2 = dim(O(n)).
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Here m is the quantum number associated with rotation in the 12-plane, with values
m = −l, . . . , l.
The subspace of states corresponding to a given energy level can be decomposed ac-
cording to their transformation properties under the O(n−1) transformations affecting the
first n− 1 components.
The multiplicity of the energy level (A.1), g
(n)
lm satisfies the recursion relation
g
(n)
lm =
l∑
k=|m|
g
(n−1)
km . (A.2)
For n = 3, 4 one has (assuming |m| ≤ l)
g
(3)
lm = 1 ,
g
(4)
lm = l − |m|+ 1 .
(A.3)
The solution of (A.2), (A.3) for general n is given by
g
(n)
lm =
(l − |m|+ n− 3)!
(n− 3)!(l − |m|)! . (A.4)
The total multiplicity of states with a given l is
g
(n)
l =
l∑
m=−l
g
(n)
lm =
(l + n− 3)!
(n − 2)! l! (2l + n− 2) . (A.5)
A.1.2 Rotator in external field
Consider now the O(n) rotator in a small external magnetic field, with Hamiltonian given
in (2.5). For simplicity we take here h = 0 since its effect is simply adding −hm to the
energy levels, as in (A.1).
The external field splits the energy levels E(n)(l) = Cn;l/(2Θ) corresponding to a given
O(n) isospin l into levels characterized by the O(n− 1) isospin k, where k = 0, . . . , l.
To determine the expansion of the energy levels for small breaking parameter η one
needs the transition matrix elements between the corresponding eigenstates 4. These are
v
(n)
lk = 〈l + 1, k, α|Sˆn|l, k, α〉 =
√
(l + 1− k)(l + n− 2 + k)
(2l + n− 2)(2l + n) , 0 ≤ k ≤ l . (A.6)
Here α denotes the remaining quantum numbers besides k characterizing an O(n − 1)
eigenvector. (For n = 3 one has k = |m| and α is the sign of m.) The leading order PT
gives
E(n)(l, k) = E(n)(l) + ǫ(n)(l, k)η2Θ+O
(
η4Θ3
)
, (A.7)
where
ǫ(n)(l, k) = ρ(n)(l − 1, k)− ρ(n)(l, k) , (A.8)
4unit normalized 〈l, k, α|l, k, α〉 = 1
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and
ρ(n)(l, k) =
2(l + 1− k)(l + n− 2 + k)
(2l + n− 2)(2l + n− 1)(2l + n) . (A.9)
Accordingly the energy of the ground state becomes
E(n)(0, 0) = − 2
n(n− 1)η
2Θ , (A.10)
while the n–plet of O(n) is split into a singlet and (n− 1)–plet under O(n− 1):
E(n)(1, 0) =
n− 1
2Θ
− 2(n− 7)
(n+ 2)(n2 − 1)η
2Θ ,
E(n)(1, 1) =
n− 1
2Θ
− 2
(n+ 1)(n + 2)
η2Θ .
(A.11)
The lower one is the (n−1)–plet. For n = 4 one obtains for the mass gap E(1, 1)−E(0, 0) =
3/(2Θ)[1 + η2Θ2/15 + . . .], in agreement with [4, 5].
A useful check for the transition matrix element and the multiplicity is to calculate the
trace of Sˆ2n in the O(n) invariant subspace with given l which should give g
(n)
l /n. Written
out explicitly one has indeed
Tr(Sˆ2nPl) =
l∑
k=0
∑
α
〈l, k, α|Sˆ2n|l, k, α〉
=
l∑
k=0
g
(n−1)
k
[(
v(n)(l, k)
)2
+
(
v(n)(l − 1, k)
)2]
=
1
n
g
(n)
l .
(A.12)
A.2 The transition matrix elements
The squared angular momentum operator in n dimensions, Lˆ2 is given (up to the sign)
by the angular Laplacian ∆Sn−1 on the unit sphere S
n−1. The eigenfunctions of Lˆ2 corre-
sponding to the eigenvalue Cn;l can be written as
Ψl(φ1, . . . , φn−2, θ) = flk(θ)gk(φ1, . . . , φn−2) (A.13)
where gk(φ1, . . . , φn−2) is an eigenfunction of the n − 1 dimensional squared angular mo-
mentum operator
∑n−1
i=1 Lˆ
2
i with eigenvalue k(k+n− 3) and flk(θ) satisfies the differential
equation
(1− x2)y′′ − (n− 1)xy′ +
[
Cn;l − k(k + n− 3)
1− x2
]
y = 0 , (A.14)
where x = cos θ and flk(θ) = y(cos θ) .
For k = 0 the solution is given by the O(n) Legendre polynomials
Pnl0 =
(−1)lΓ (n−12 )
2lΓ
(
l + n−12
)(1− x2)−(n−3)/2 ( d
dx
)l
(1− x2)l+(n−3)/2 . (A.15)
The coefficient is chosen to satisfy the normalization condition Pnl0(1) = 1.
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For general k the solution of the differential equation (A.14) is given by the associated
O(n) Legendre functions:
Pnlk = (1− x2)k/2
(
d
dx
)k
Pnl0(x) . (A.16)
Two of these functions corresponding to different values of l (and same n, k) are orthogonal
with the weight ∫ 1
−1
dx (1− x2)(n−3)/2 . . . (A.17)
For convenience we introduce the notation
〈f(x)〉 =
∫ 1
−1
dx (1− x2)(n−3)/2f(x) . (A.18)
The transition matrix element (A.6) is then given by
〈xPnlk(x)Pn,l+1,k(x)〉√〈Pnlk(x)2〉〈Pn,l+1,k(x)2〉 =
√
(l + 1− k)(l + n− 2 + k)
(2l + n− 2)(2l + n) . (A.19)
A.3 Partition function of the O(n) rotator
A.3.1 Symmetric case
Here we consider the partition function (2.2) of the O(n) rotator without an external
magnetic field. Expanding it in the chemical potential, the expansion coefficients are given
by
z0(u) =
∞∑
l=0
w0(l)e
−uCn;l =
Γ ((n− 1)/2)
Γ (n− 1) u
−(n−1)/2
×
(
1 +
u
6
(n− 1)(n − 2) + u
2
360
(n− 1)(n − 2)(5n2 − 17n + 18) + . . .
)
,
(A.20)
and
z1(u) =
∞∑
l=0
w1(l)e
−uCn;l = 2
Γ ((n+ 1)/2)
Γ (n+ 1)
u−(n+1)/2
×
(
1 +
u
6
(n− 2)(n − 3) + u
2
360
(n− 2)(n − 5)(5n2 − 17n + 18) + . . .
)
.
(A.21)
Here the weights wi(l) are (cf. (A.5))
w0(l) ≡ g(n)l , (A.22)
w1(l) =
l∑
m=−l
g
(n)
lmm
2 = 2
(l + n− 2)!
n!(l − 1)! (2l + n− 2) . (A.23)
The coefficients appearing in (A.20), (A.21) can be determined numerically. The sum
converges fast enough to separate the different powers of u and then obtain the correspond-
ing polynomials in n, “beyond a reasonable doubt”. An exact calculation of the expansions
is given in Appendix A.4.
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A.3.2 Rotator in external field
For calculating zi(u) to order η
2 and h2 one also needs the weights
w2(l) =
l∑
k=0
ǫ(n)(l, k)g
(n−1)
k
= − 2(n− 3)(2l + n− 2)
n(2l + n− 3)(2l + n− 1)
(l + n− 3)!
l! (n − 2)! ,
(A.24)
and
w3(l) =
l∑
k=0
k∑
m=−k
ǫ(n)(l, k)g
(n−1)
km m
2
= − 4(n− 1)(2l + n− 2)
(n+ 2)(2l + n− 3)(2l + n− 1)
(l + n− 2)!
(l − 1)!n! .
(A.25)
With these one obtains
z2(u) =
∞∑
l=0
w2(l)e
−uCn;l = −2Γ ((n+ 1)/2)
Γ (n+ 1)
u−(n−3)/2
×
(
1 +
u
6
(n− 1)(n − 3) + u
2
360
(n− 1)(n − 3)(5n2 − 22n + 18) + . . .
)
,
(A.26)
and
z3(u) =
∞∑
l=0
w3(l)e
−uCn;l = −4Γ ((n+ 3)/2)
Γ (n+ 3)
u−(n−1)/2
×
(
1 +
u
6
(n− 1)(n − 5) + u
2
360
(n− 1)(n − 7)(5n2 − 22n + 18) + . . .
)
.
(A.27)
For the partition function these give
Z(h; Θ, η) = z0(u)
[
1− η2ΘLtr2(u) + 1
2
h2L2t
(
r1(u)− η2ΘLtr3(u)
)
+ . . .
]
, (A.28)
where ri(u) = zi(u)/z0(u).
Finally, one obtains for the corresponding susceptibility
χ =
Lt
Vs
{
r1(u)− η2ΘLt [r3(u)− r1(u)r2(u)] + . . .
}
, (A.29)
from which (2.7) follows.
A.4 Expansion of zi(u) for small u
Consider the sum
fν(u) =
∞∑
k=1
kνe−uk
2
. (A.30)
A useful representation to obtain the behavior as u→ 0 is
fν(u) =
1
2πi
∫ σ+i∞
σ−i∞
dt u−tΓ(t)ζ(2t− ν) (A.31)
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where σ > (ν + 1)/2 and ζ(s) is the Riemann zeta-function
ζ(s) =
∞∑
k=1
k−s . (A.32)
ζ(s) has a pole at s = 1 with residue 1. Also we will need
ζ(0) = −1
2
, (A.33)
ζ(−n) = −Bn+1
n+ 1
, n ≥ 1 , (A.34)
where Bn are the Bernoulli numbers
B2 = 1/6 , B3 = 0 , B4 = −1/30 , B5 = 0 , B6 = 1/42 , . . . (A.35)
We will use the convention B1 = 1/2 to have ζ(0) = −B1.
Also we note the Gamma function Γ(t) has poles at t = −n , n = 0, 1, 2, ... with
residue
Res
t=−n
Γ(t) =
(−1)n
n!
. (A.36)
Shifting the integration contour to the left we pick up the residues of the poles, the
first one at t = (ν + 1)/2 from the ζ function and then poles at t = 0,−1, ... from the
Gamma function. In this way we get (with the convention B1 = 1/2) for small u
fν(u) ∼ 1
2
Γ
(
ν + 1
2
)
u−(ν+1)/2 −
∞∑
k=0
(−1)kuk
k!(2k + ν + 1)
B2k+ν+1 . (A.37)
Explicitly
fν(u) ∼ 1
2
Γ
(
ν + 1
2
)
u−(ν+1)/2 − 1
ν + 1
Bν+1 +
u
ν + 3
Bν+3 − u
2
2!(ν + 5)
Bν+5 + . . . (A.38)
For even ν the function fν(u) is related to the Jacobi theta-function and its derivatives.
In particular
S(u) = 1 + 2f0(πu) = u
−1/2
(
1 + 2e−π/u + . . .
)
. (A.39)
In this case there are no power corrections from the sum in (A.37), except the −1/2 term
for k = ν = 0.
A.4.1 Even n values
Consider (A.22) first for general integer n introducing the variable q = l + n/2− 1 and
w˜0(q) = w0(l) =
2q
(n− 2)! (q − n/2 + 2)(q − n/2 + 3) . . . (q + n/2− 2) . (A.40)
It is even/odd according to the parity of n, w˜0(−q) = (−1)nw˜0(q). Expanding in powers
of q one has
w˜0(q) =
⌊n/2−1⌋∑
r=1
γ˜0,rq
n−2r , (A.41)
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where ⌊x⌋ = floor(x), with the leading coefficients
γ˜0,1 =
2
(n− 2)! , γ˜0,2 = −
1
12(n − 5)! , γ˜0,3 =
(5n− 8)
2880(n − 7)! . (A.42)
For the case when n is even one has
z0(u) =
∞∑
l=0
w0(l)e
−uCn;l = eu(n/2−1)
2
∞∑
k=n/2−1
w0(k − n/2 + 1)e−uk2
= eu(n/2−1)
2
∞∑
k=1
w˜0(k)e
−uk2 = eu(n/2−1)
2
n/2−1∑
r=1
γ˜0,rfn−2r(u) .
(A.43)
Here we extended the summation range from k = n/2−1, . . . ,∞ to k = 1, . . . ,∞ observing
that w˜0(k) = 0 for k = 1, 2, . . . , n/2 − 2. Finally, inserting (A.37) and (A.42) we obtain
the expansion (A.20). The calculation goes the same way for zi(u), i = 1, 2, 3 yielding the
results stated in (A.21), (A.26) and (A.27).
It is interesting to note that the properties listed above for w˜0(q) are essential for
having a proper power series for zi(u), otherwise one would obtain in the small–u expansion
a mixture of integer and half-integer powers.
A.4.2 Odd n values
Define
f¯ν(u) =
∞∑
k=0
(
k +
1
2
)ν
e−u(k+1/2)
2
= 2−νfν(u/4) − fν(u) .
(A.44)
One has
f¯ν(u) ∼ 1
2
Γ
(
ν + 1
2
)
u−(ν+1)/2 + (1− 2−ν) 1
ν + 1
Bν+1
− (1− 2−ν−2) u
ν + 3
Bν+3 + (1− 2−ν−4) 2u
2
2!(ν + 5)
Bν+5 + . . .
(A.45)
In this case
z0(u) =
∞∑
l=0
w0(l)e
−uCn;l = eu(n/2−1)
2
∞∑
l=0
w0(l)e
−u(l+(n−3)/2+1/2)2
= eu(n/2−1)
2
∞∑
k=(n−3)/2
w0(k + (n− 3)/2 + 1/2)e−u(k+1/2)2
= eu(n/2−1)
2
∞∑
k=0
w˜0(k + 1/2)e
−u(k+1/2)2 = eu(n/2−1)
2
(n−1)/2∑
r=1
γ˜0,rf¯n−2r(u) .
(A.46)
This yields the same analytic form (A.20) as obtained for even n values.
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B Shape coefficients for long 4d tube
In this appendix we calculate the behavior of the 1– and 2–loop shape functions (appearing
in our perturbative computations) in d = 4 dimensions for a long “tube”, L3s × Lt with
ℓ ≡ Lt/Ls ≫ 1 . They are related to the shape functions defined for a 3–dimensional cube.
We first recall some useful relations involving the Jacobi theta–function and some
properties of the free massless propagator in an asymmetric periodic volume.
B.1 Some properties Jacobi theta-function
The Jacobi theta-function is defined by
S(u, z) =
∞∑
n=−∞
e−πu(n+z)
2
= u−1/2
∞∑
n=−∞
e−πn
2/u cos(2πnz) .
(B.1)
The first sum above converges quickly for u ≥ 1 while the second for 0 < u ≤ 1. For small
and large u it is given by
S(u, z) =
{
u−1/2 +O(e−π/u) , for u→ 0 .
e−πz
2u +O(e−πu/4) , for u→∞ , |z| ≤ 1/2 .
(B.2)
Defining
S(u) ≡ S(u, 0) , (B.3)
one has ∫ 1/2
−1/2
dz S
(
1
u
, z
)
=
√
u , (B.4)
∫ 1/2
−1/2
dz S
(
1
u
, z
)
S
(
1
v
, z
)
=
√
uv S(u+ v) , (B.5)
and ∫ 1/2
−1/2
dz S¨
(
1
u
, z
)
S
(
1
v
, z
)
= 4π
√
uv S′(u+ v) , (B.6)
where S¨(u, z) = ∂2zS(u, z) and S
′(u, z) = ∂uS(u, z).
Some relations which are also used in the following:∫ ∞
0
dt ta−1
(
Sd(t)− 1
)
=
∫ ∞
0
dt ta−1
[
Sd(t)
]
sub
− 2
d− 2a −
1
a
= α(d)a (1) −
d
a(d− 2a) ,
(B.7)
since ∫ 1
0
dt ta−1
(
t−d/2 − 1
)
= − 2
d− 2a −
1
a
. (B.8)
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In particular∫ ∞
0
dt ta−1
(
S3(t)− 1) = α(3)a (1) − 3a(3− 2a) = α(3)3/2−a(1)− 3a(3− 2a) . (B.9)
For D ∼ 4, a = 3/2 one obtains a pole term∫ ∞
0
dt t1/2
(
SD−1(t)− 1) = − 2
D − 4 + α
(3)
0 (1)−
2
3
+ O(D − 4) . (B.10)
B.2 Some properties of the free massless propagator
In this paper we employ dimensional regularization and add q = D−4 extra dimensions of
length L̂ = Ls . We introduce L0 = Lt and Lµ = Ls , µ ≥ 1 and the volume VD = V DLt ,
V D = L
D−1
s .
The massless propagator with periodic boundary conditions in all directions is given
by
G(x) =
1
VD
∑
p
′ eipx
p2
, (B.11)
where the sum is over momenta p = 2π(n0/L0, . . . , nD−1/LD−1) , nk ∈ Z , and the prime
on the sum means that the zero momentum is omitted:
∑′
p =
∑
p 6=0 .
For G(x) and G¨(x) we have the representations [10] (3.55)
LD−2s G(x) =
1
4π
∫ ∞
0
du
u−D/2S
(
ℓ2
u
, z0
)D−1∏
µ=1
S
(
1
u
, zµ
)
− 1VD

∣∣∣∣∣∣
zν=xν/Lν
, (B.12)
and
LDs G¨(x) =
1
4πℓ2
∫ ∞
0
du u−D/2S¨
(
ℓ2
u
, z0
)D−1∏
µ=1
S
(
1
u
, zµ
)∣∣∣∣∣∣
zν=xν/Lν
. (B.13)
To study the large ℓ behavior it is convenient to separate the 1d propagator with
periodic b.c. from G(x):
G(x) = G1(x) +R(x) , (B.14)
where
G1(x) =
Lt
V D
∆1
(
x0
Lt
)
, (|x0| ≤ Lt/2) , (B.15)
with the 1d propagator with pbc on the interval z ∈ [−1/2, 1/2],
∆1(z) = −1
2
|z|+ 1
2
z2 +
1
12
=
1
4π
∫ ∞
0
du
[
u−1/2S
(
1
u
, z
)
− 1
]
. (B.16)
Next
R(x) =
∞∑
m=−∞
R(x0 +mLt,x) , (B.17)
with (see eq. (5.8) in [2])
R(x) =
1
2V D
∑
p6=0
1
ωp
e−ωp|x0|eipx , (ωp = |p|) . (B.18)
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The function R(x) is defined in (B.18) for all x ∈ RD\0 ; in particular for |x0| → ∞ the
function R(x) falls exponentially. The singularity at x = 0 is regularized dimensionally
through an alternative representation in terms of the Jacobi theta function S(u, z):
LD−2s R(x) =
1
4π
∫ ∞
0
du√
u
e−x
2
0π/(L
2
su)
u−(D−1)/2
D−1∏
µ=1
S
(
1
u
,
xµ
Ls
)
− 1
 . (B.19)
B.3 1-loop shape functions
We start with the 1–loop functions5 α
(d)
s (ℓ) , βs(ℓ) , γs(ℓ); for notations undefined here we
again refer the reader to [8] and [1].
Neglecting terms decreasing exponentially fast with ℓ one has
α(d)s (ℓ) =
1
ℓ
∫ ∞
0
dt ts−1
[
S
(
t
ℓ2
)
Sd−1(t)
]
sub
≡ 1
ℓ
∫ 1
0
dt ts−1
[
S
(
t
ℓ2
)
Sd−1(t)− ℓ t−d/2
]
+
1
ℓ
∫ ∞
1
dt ts−1
[
S
(
t
ℓ2
)
Sd−1(t)− 1
]
≃
∫ ∞
0
dt ts−3/2
[
Sd−1(t)
]
sub
+
1
ℓ
∫ ∞
1
dt ts−1
[
S
(
t
ℓ2
)
− 1
]
= α
(d−1)
s−1/2
(1) + 2π−sΓ(s)ζ(2s)ℓ2s−1 − 2
2s − 1 +
1
sℓ
.
(B.20)
The pole contributions at s = 0 and s = 1/2 cancel and one obtains in the corresponding
limits
α
(d)
1/2(ℓ) ≃ α
(d−1)
0 (1) + 2 ln(ℓ) + γE − ln(4π) +
2
ℓ
, (B.21)
α
(d)
0 (ℓ) ≃ α(d−1)−1/2 (1) + 2− 2
ln(ℓ)
ℓ
+ [γE − ln(4π)] 1
ℓ
. (B.22)
Note that α
(d−1)
s−1/2(1) = α
(d−1)
d/2−s(1).
Now
β
(d)
k (ℓ) =
(
− 1
4π
)k [
α
(d)
k (ℓ) +
2
2k − d −
1
kℓ
]
, (k 6= 0, d/2) . (B.23)
From this and (B.20) we get for d = 4, k = 1:
β
(4)
1 (ℓ) +
ℓ
12
≃ β(3)1 (1) . (B.24)
This relation holds numerically extremely well already at ℓ = 4 where it gives −0.10754837390 ≃
−0.10754837389, illustrating the fact that the approach to the ℓ =∞ limit is exponentially
fast. The same comment will apply to similar relations obtained in the following.
5Note βs is only defined for integer values of s.
– 21 –
For γs(ℓ) we obtain
γ(d)s (ℓ) = −
2
ℓ3
∫ ∞
0
dt ts−1
[
Sd−1(t)S′
(
t
ℓ2
)]
sub
≡ − 2
ℓ3
∫ 1
0
dt ts−1
[
Sd−1(t)S′
(
t
ℓ2
)
+
1
2
ℓ3 t−d/2−1
]
− 2
ℓ3
∫ ∞
1
dt ts−1Sd−1(t)S′
(
t
ℓ2
)
≃
∫ ∞
0
dt ts−3/2
[
Sd−1(t)
]
sub
− 2ℓ2s−3
∫ ∞
1/ℓ2
dt ts−1S′(t)
= α
(d−1)
s−3/2(1)− 2ℓ2s−3
∫ ∞
1/ℓ2
dt ts−1S′(t) .
(B.25)
Note that α
(d−1)
s−3/2(1) = α
(d−1)
d/2−s+1(1). For s = 1 this gives
γ
(d)
1 (ℓ) ≃ α(d−1)−1/2 (1) + 2−
2
ℓ
= α
(d−1)
d/2 (1) + 2−
2
ℓ
, (B.26)
and for s > 3/2
γ(d)s (ℓ) ≃ α(d−1)d/2−s+1(1)−
2
2s− 3 + 4π
1−sΓ(s)ζ(2s − 2)ℓ2s−3 . (B.27)
Note since ζ(0) = −1/2 this also reproduces (B.26) for s = 1.
For d = 4 the above relations imply for s = 1:
1
2
(
γ
(4)
1 (ℓ)−
1
2
)
+
1
ℓ
≃ ρ ≡ 8π2β(3)2 (1) =
1
2
α
(3)
2 (1) +
3
4
, (B.28)
for s = 2:
− 1
4π
(
γ
(4)
2 (ℓ)− 1
)
+
ℓ
6
≃ β(3)1 (1) , (B.29)
and for s = 3:
γ
(4)
3 (ℓ)−
4π2
45
ℓ3 ≃ α(3)0 (1) −
2
3
. (B.30)
B.4 The sunset diagram for large ℓ
The sunset diagram for the susceptibility is (cf. [2] (4.1) and (4.36))
Ψ(ℓ, ℓˆ) = L2D−4s
∫
VD
dx G¨(x)G2(x)
= − 1
48π2(D − 4)
(
10 g¨(0; ℓ, ℓˆ)− 1VD
)
− 1
16π2
W(ℓ) + O(D − 4) ,
(B.31)
here we have reinstated ℓˆ, but since we are working with ℓˆ = 1 we have VD = ℓℓˆD−4 = ℓ.
For the analogous diagram in the infinite strip one had (cf. [2] (5.11) and (5.61))
Ψ(ℓˆ) = L2D−4s
∫
V∞
dx R¨(x)R2(x) = − 1
48π2(D − 4)10 R¨(0; ℓˆ)− cw +O(D − 4) . (B.32)
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Further, for ℓ≫ 1 one has up to exponentially small corrections (cf. [2](5.20))
g¨(0; ℓ, ℓˆ)− 1VD ≃ R¨(0; ℓˆ) . (B.33)
Since R(x) ≃ R(x) for ℓ≫ 1 we have
∆Ψ ≡ −L2D−4s
∫
VD
dx
[
G¨(x)G2(x)− R¨(x)R2(x)
]
≃ −Ψ(ℓ, ℓˆ) + Ψ(ℓˆ)
=
3
16π2(D − 4)VD +
1
16π2
W(ℓ)− cw .
(B.34)
Writing G(x) = G1(x) +R(x) we have (noting
∫
dxR(x) = 0)
∆Ψ = −L2D−4s
∫
VD
dx
{
G¨1(x)G
2(x) + 2G1(x)R¨(x)R(x)
}
= ∆Ψ1 +∆Ψ2 . (B.35)
The first term here is
∆Ψ1 = −L2D−4s
∫
VD
dx G¨1(x)G
2(x) = ∆Ψ1a +∆Ψ1b
= LD−3s
∫
V D
dxG2(0,x) − 1
ℓ
LD−4s
∫
VD
dxG2(x) .
(B.36)
B.4.1 Calculating ∆Ψ1
Since ∆Ψ1a is regular at D = 4 we can calculate it in 4-dimensions. Using (B.6) one has
∆Ψ1a = Ls
∫
Vs
dxG2(0,x)
=
1
16π2L3s
∫
Vs
dx
∫ ∞
0
dudv
(uv)−2S
(
ℓ2
u
)
S
(
ℓ2
v
) 3∏
µ=1
S
(
1
u
,
xµ
Ls
)
S
(
1
v
,
xµ
Ls
)
− 1
ℓ
u−2S
(
ℓ2
u
) 3∏
µ=1
S
(
1
u
,
xµ
Ls
)
−1
ℓ
v−2S
(
ℓ2
v
) 3∏
µ=1
S
(
1
v
,
xµ
Ls
)
+
1
ℓ2

=
1
16π2
∫ ∞
0
dudv (uv)−1/2S
(
ℓ2
u
)
S
(
ℓ2
v
)[
S3(u+ v)− 1]
+
ℓ2
16π2
{∫ ∞
0
du (S(u)− 1)
}2
=
1
16π2
∫ ∞
0
dudv (uv)−1/2
[
S3(u+ v)− 1]+ ℓ2
16π2
(
2
π
ζ(2)
)2
=
1
16π
(
α
(3)
1 (1) − 3
)
+
ℓ2
144
.
(B.37)
From [2] (3.74),(3.30) one has
∆Ψ1b = − 1VDL
D−4
s
∫
VD
G2(x) =
1
8π2(D − 4)VD −
1
16π2ℓ
(
α
(4)
2 (ℓ)−
1
2ℓ
)
≃ 1
8π2(D − 4)VD −
1
720
ℓ2 − 1
16π2ℓ
(
α
(3)
0 (1)−
2
3
)
.
(B.38)
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Combining the results we get
∆Ψ1 ≃ 1
8π2(D − 4)VD −
1
16π2ℓ
(
α
(3)
0 (1) −
2
3
)
+
1
16π
(
α
(3)
1 (1) − 3
)
+
ℓ2
180
. (B.39)
B.4.2 Calculating ∆Ψ2
∆Ψ2 = −2L2D−4s
∫
VD
dxG1(x)R¨(x)R(x) = ∆Ψ2a +∆Ψ2b
= −2L2D−4s
∫
VD
dxG1(x)G¨(x)G(x) + 2L
2D−4
s
∫
VD
dx G¨1(x)G
2
1(x) .
(B.40)
We have
∆Ψ2a = −2L2D−4s
∫
VD
dxG1(x)G¨(x)G(x) = −2 1
16π2
∫ 1/2
−1/2
dz0∆1(z0)
×
∫ ∞
0
dudv u−1/2S¨
(
ℓ2
u
, z0
){
v−1/2S
(
ℓ2
v
, z0
)
SD−1(u+ v)− 1
ℓ
}
= −2 1
16π2
∫ 1/2
−1/2
dz0∆1(z0)
×
∫ ∞
0
dudv
{
(uv)−1/2S¨
(
ℓ2
u
, z0
)
S
(
ℓ2
v
, z0
)[
SD−1(u+ v)− 1]
+ u−1/2S¨
(
ℓ2
u
, z0
)[
u−1/2S
(
ℓ2
v
, z0
)
− 1
ℓ
]}
≃ −2 1
16π2
∫ 1/2
−1/2
dz0∆1(z0)
{∫ ∞
0
dudv (uv)−1/2
(−2πℓ2u−1 + 4π2ℓ4u−2z20)
× e−πz20ℓ2(1/u+1/v) [SD−1(u+ v)− 1]}− 2ℓ2 ∫ 1/2
−1/2
dz0 ∆¨1(z0)∆
2
1(z0) .
(B.41)
The second integral cancels with ∆Ψ2b in (B.40).
For ℓ2(1/u + 1/v)≫ 1 one has∫ 1/2
−1/2
|z0|r exp
(−πz20ℓ2(1/u+ 1/v)) ≃ Γ (r+12 )π(r+1)/2ℓr+1
(
uv
u+ v
)(r+1)/2
. (B.42)
Integrating over z0 one obtains
6
∆Ψ2 ≃ −2 1
16π2
∫ ∞
0
dudv
[
SD−1(u+ v)− 1]
×
[
− π
6(u+ v)3/2
ℓ+
√
v(u− v)√
u(u+ v)2
− v(u− 2v)
2(u+ v)5/2
1
ℓ
]
=
1
16π2
[π
3
(
α
(3)
1 (1)− 3
)
ℓ+
π
2
(
α
(3)
1 (1) − 3
)
+
1
(D − 4)VD −
1
2
(
α
(3)
0 (1)−
2
3
)
1
ℓ
]
.
(B.43)
6 Note
∫
∞
0
dudv f(u+ v)g(u, v) = 1
2
∫
∞
0
dt f(t)
∫
t
−t
dη g((t+ η)/2, (t− η)/2) . The integral over η in our
case gives a power of t.
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Finally using (B.23) one gets
∆Ψ ≃ 3
16π2(D − 4)VD −
1
12
β
(3)
1 (1)
(
ℓ+
9
2
)
− 1
16π2
(
3
2
α
(3)
0 (1)− 1
)
1
ℓ
+
ℓ2
180
.
(B.44)
Comparing this with (B.34) one obtains the desired relation
1
16π2
W(ℓ)− 1
180
ℓ2 +
1
12
β
(3)
1 (1)
(
ℓ+
9
2
)
+
1
16π2
(
3
2
α
(3)
0 (1) − 1
)
1
ℓ
≃ cw . (B.45)
The lhs converges exponentially; e.g. for ℓ = 4 it is evaluated as 0.0986829793 which agrees
to 8 significant figures with (3.5). In fact already at ℓ = 2 the lhs is very close to cw as one
can check using the result eq.(4.45) in [2].
C Details of the perturbative perturbative computation in subsect. 3.1
C.1 Contributions to the action
The four derivative terms in (3.17) are given by (
∫
x · · · =
∫
VD
dx . . . ):
A
(2)
4 =
∫
x
∑
µν
(∂µS(x)∂µS(x))(∂νS(x)∂νS(x)) , (C.1)
A
(3)
4 =
∫
x
∑
µν
(∂µS(x)∂νS(x))(∂µS(x)∂νS(x)) . (C.2)
Terms appearing in (3.28) are given by the following:
B2 = − 1
g20
∫
x
j0(x) , jµ(x) = S2(x)∂µS1(x)− S1(x)∂µS2(x) , (C.3)
C2 =
1
2g20
∫
x
[QS(x)]2 . (C.4)
For the operator 2:
B
(2)
4 = −4
∫
x
(∂µS(x)∂µS(x) j0(x) , (C.5)
C
(2)
4 = −2
∫
x
{
(∂µS(x)∂µS(x))
[
S1(x)
2 + S2(x)
2
]
+ 2 [j0(x)]
2
}
, (C.6)
and for the operator 3:
B
(3)
4 = −4
∫
x
(∂0S(x)∂µS(x)) jµ(x) , (C.7)
C
(3)
4 = −2
∫
x
{
(∂0S(x)∂0S(x))
[
S1(x)
2 + S2(x)
2
]
+ 2 [j0(x)]
2 + [jk(x)]
2
}
. (C.8)
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C.2 Averages over rotations
In this section we set S(x) = ΩR(x) in the correlation functions in (3.36) and average over
the rotations.
For the mass independent terms we have
〈A2h〉 = −h
2VD
ng20
, (C.9)
and (using (D.14)):
− 1
2
〈A22h〉 =
2h2VD
n(n− 1)g40
〈W 〉 , (C.10)
where
W =
1
VD
∫
xy
(∂0R(x)∂0R(y))
[
(R(x)R(y)) − 1
]
. (C.11)
For the 4-derivative terms:
〈C(2)4 〉 = −
4
n(n− 1)
∫
x
〈(n− 1)(∂µR(x)∂µR(x)) + 2(∂0R(x)∂0R(x))〉 , (C.12)
〈C(3)4 〉 = −
4
n(n− 1)
∫
x
〈(∂µR(x)∂µR(x)) + n(∂0R(x)∂0R(x))〉 . (C.13)
Turning now to the mass terms we get
〈A(1)M ;4〉 =
1
n
M4VD , (C.14)
and
〈A2M ;2〉 =
M4
ng40
∫
yz
〈(R(y)R(z))〉 (C.15)
=
M4V 2D
ng40
[1 + P1] , (C.16)
where
P1 =
1
V 2D
∫
yz
〈(R(y)R(z)) − 1〉 . (C.17)
Using (D.13):
〈C2A2M ;2〉 = −
M4
g60
∫
xyz
〈S1(x)2Sn(y)Sn(z)〉 (C.18)
= −M
4
g60
1
n(n− 1)(n + 2)×
×
∫
yz
〈(n+ 1)VD(R(y)R(z)) − 2
∫
x
(R(x)R(y))(R(x)R(z))〉 (C.19)
= −M
4V 3D
g60
1
n(n− 1)(n + 2) [n− 1 + (n− 3)P1 − 2P2] , (C.20)
where
P2 =
1
V 3D
∫
xyz
〈[(R(x)R(y)) − 1] [(R(x)R(z)) − 1]〉 . (C.21)
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Next, using (D.16):
〈B22A2M ;2〉 =
M4
g80
∫
wxyz
〈j0(w)j0(x)Sn(y)Sn(z)〉 (C.22)
=
2M4V 3D
n(n− 1)(n − 2)(n + 2)g60
P3 , (C.23)
where
P3 =
1
V 3Dg
2
0
∫
wxyz
〈n(R(y)R(z)) [(R(w)R(x))(∂0R(w)∂0R(x))− (R(w)∂0R(x))(R(x)∂0R(w))]
+ 2(R(x)R(z)) [(R(w)∂0R(x))(R(y)∂0R(w)) − (∂0R(w)∂0R(x))(R(w)R(y))]
+ 2(R(z)∂0R(x)) [(R(x)∂0R(w))(R(w)R(y)) − (R(w)R(x))(R(y)∂0R(w))]〉 . (C.24)
By partial integration this simplifies to
P3 =
2
V 3Dg
2
0
∫
wxyz
〈[n(R(y)R(z))(R(w)R(x)) − 4(R(x)R(z))(R(w)R(y))] (∂0R(w)∂0R(x))〉 (C.25)
=
2n
g20
〈W 〉+ P 3 , (C.26)
where W is given in (C.11) and
P 3 =
2
V 3Dg
2
0
∫
wxyz
〈[n{(R(y)R(z)) − 1}{(R(w)R(x)) − 1} − 4{(R(x)R(z)) − 1}{(R(w)R(y)) − 1}]
× (∂0R(w)∂0R(x))〉 . (C.27)
Next
〈AM ;2A(2)M ;4〉 = −
M4
2g20
∫
xy
Sn(x)Sn(y)(∂µS(y)∂µS(y)) (C.28)
= −M
4V 2D
2ng20
P4 , (C.29)
where
P4 =
1
V 2D
∫
xy
(R(x)R(y))(∂µR(y)∂µR(y)) , (C.30)
and
〈C2A(1)M ;4〉 = −
M4
g20
∫
xy
〈S1(x)2Sn(y)2〉 (C.31)
= −M
4
g20
1
n(n− 1)(n + 2)
∫
y
〈(n + 1)VD − 2
∫
x
(R(x)R(y))2〉 (C.32)
= −M
4V 2D
g20
1
n(n− 1)(n + 2) [n− 1 + (n− 3)P1 − 2P5] , (C.33)
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where
P5 =
1
V 2D
∫
xy
〈[(R(x)R(y)) − 1]2〉 = O(g40) . (C.34)
Proceeding to the terms 〈C(i)4 A2M ;2〉 , first
〈C(2)4 A2M ;2〉 = −
4M4
g40
[
Q(2A) +Q(2B)
]
, (C.35)
with
Q(2A) =
∫
xyz
〈(∂µS(x)∂µS(x))S1(x)2Sn(y)Sn(z)〉 (C.36)
=
1
n(n− 1)(n + 2)×
×
∫
xyz
〈(∂µR(x)∂µR(x)) [(n+ 1)(R(y)R(z)) − 2(R(x)R(y))(R(x)R(z))]〉 (C.37)
=
V 2D
n(n+ 2)
∫
x
〈(∂µR(x)∂µR(x))〉 +O(g40) , (C.38)
and
Q(2B) =
∫
xyz
〈j0(x)2Sn(y)Sn(z)〉 , (C.39)
=
2V 2D
n(n− 1)(n − 2)(n+ 2)P6 , (C.40)
where
P6 =
1
V 2D
∫
xyz
〈n(R(y)R(z))(∂0R(x)∂0R(x))
− 2(R(x)R(z))(R(x)R(y))(∂0R(x)∂0R(x)) − 2(R(z)∂0R(x))(R(y)∂0R(x))〉 (C.41)
= (n− 2)
∫
x
〈(∂0R(x)∂0R(x))〉 +O(g40) . (C.42)
So
Q(2A) +Q(2B) = − V
2
D
4(n+ 2)
〈C(2)4 〉+O(g40) . (C.43)
Similarly
〈C(3)4 A2M ;2〉 = −
4M4
g40
[
Q(3A) +Q(2B) +Q(3C)
]
, (C.44)
with
Q(3A) =
∫
xyz
〈(∂0S(x)∂0S(x))S1(x)2Sn(y)Sn(z)〉 (C.45)
=
V 2D
n(n+ 2)
∫
x
〈(∂0R(x)∂0R(x))〉+O(g40) , (C.46)
Q(3C) =
1
2
∫
xyz
〈jk(x)2Sn(y)Sn(z)〉 (C.47)
=
V 2D
n(n− 1)(n + 2)
∫
x
〈(∂kR(x)∂kR(x))〉 +O(g40) . (C.48)
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So
Q(3A) +Q(3B) +Q(3C) = − V
2
D
4(n+ 2)
〈C(3)4 〉+O(g40) . (C.49)
Together we have simply
〈C4A2M ;2〉 =
M4V 2D
(n+ 2)g40
〈C4〉+O(M4g00) . (C.50)
The next two averages in (3.36) to be taken into account are
〈C2AM ;2A(2)M ;4〉 =
M4
2g40
∫
xyz
〈S1(x)2Sn(y)Sn(z)(∂µS(z)∂µS(z))〉 (C.51)
=
M4
2g40
1
n(n− 1)(n+ 2)×
×
∫
xyz
〈(∂µR(z)∂µR(z)) [(n+ 1)(R(y)R(z)) − 2(R(x)R(y))(R(x)R(z))]〉
(C.52)
=
M4V 2D
2g40
1
n(n+ 2)
∫
z
〈(∂µR(z)∂µR(z))〉 +O(M4g00) , (C.53)
and
〈AM ;2CM ;4〉 = M
4
g20
L2
∫
xy
〈Sn(y)Sn(x)S1(x)2〉 (C.54)
=
M4
n(n+ 2)g20
L2
∫
xy
〈(R(x)R(y))〉 (C.55)
=
M4V 2D
n(n+ 2)g20
L2 +O(g
0
0) . (C.56)
With similar considerations we can show that the last 4 terms in (3.36) can be neglected
to the order of interest:
〈B22A(1)M ;4〉 , 〈B22AM ;2A(2)M ;4〉 , 〈B2B(2)4 A2M ;2〉 , 〈B2B(3)4 A2M ;2〉 = O(M4g00) . (C.57)
C.3 Perturbative computations
After separating the zero mode and changing to ~π variables according toR = (g0~π,
√
1− g20~π2)
the effective action is given by
Aeff [~π] = A[~π] +Azero[~π] , (C.58)
where with DR we have dropped the measure term, and
Azero[~π] = −(n− 1) ln
(
1
VD
∫
x
(
1− g20~π(x)2
) 1
2
)
. (C.59)
The effective action has a perturbative expansion
Aeff = A0 + g
2
0A1 + g
4
0A2 + . . . (C.60)
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where
A0 =
1
2
∫
x
∂µ~π(x)∂µ~π(x) , (C.61)
and
A1 = A
(a)
1 +A
(b)
1 , (C.62)
with
A
(a)
1 =
1
8
∫
x
∂µ[~π(x)
2]∂µ[~π(x)
2] , (C.63)
A
(b)
1 =
1
2
(n− 1)
VD
∫
x
~π(x)2 . (C.64)
For the details of the perturbative computation of χ0 we refer the reader to [1].
Pj have perturbative expansions (to the order we need)
Pj = P
(1)
j g
2
0 + P
(2)
j g
4
0 + . . . , j = 1, 2, 3 . (C.65)
The expansion of χ1 is then
χ1 = − 1
2n
[1 + P1]χ0 +
1
n(n− 1)(n + 2)g20
[
n− 1 + (n− 3)P1 − 2P2 − 1
(n− 2)P3
]
− 1
(n+ 2)VD
〈C4〉+ 2g
2
0
n2(n+ 2)VD
[2L1 + L2] + O(g
4
0) (C.66)
= − 2
n2(n+ 2)g20
[
1 + χ
(1)
1 g
2
0 + χ
(2)
1 g
4
0 + . . .
]
, (C.67)
with
χ
(1)
1 =
1
(n− 1)
[
(2n− 1)P (1)1 + nP (1)2 +
n
2(n− 2)P
(1)
3 −
2(n − 1)
(n− 2) R1
]
, (C.68)
χ
(2)
1 =
1
(n− 1)
[
(2n− 1)P (2)1 + nP (2)2 +
n
2(n− 2)P
(2)
3 −
2(n − 1)
(n− 2) R
(a)
2
]
− 1
2n
R1P
(1)
1 +R
(b)
2 −
1
VD
[2L1 + L2] . (C.69)
Here R1 , R
(a)
2 , R
(b)
2 appear in the perturbative expansions of 〈W 〉 and 〈C4〉 [1]:
1
g20
〈W 〉 = −1
2
(n− 1)
[
g20R1 + g
4
0R
(a)
2 + . . .
]
, (C.70)
〈C4〉 = −VD
n
g20R
(b)
2 + . . . . (C.71)
In the following we will need the expansions
(R(x)R(y)) = 1− 1
2
g20 [~π(x)− ~π(y)]2 −
1
8
g40 [~π(x)
2 − ~π(y)2]2 + . . . , (C.72)
(∂0R(x)∂0R(y)) = g
2
0 (∂0~π(x)∂0~π(y)) +
1
4
g40∂0[~π(x)
2]∂0[~π(y)
2] + . . . . (C.73)
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C.3.1 NL order
From (C.72) we have
P
(1)
1 = −
1
V 2D
∫
yz
〈~π(y)2〉0 (C.74)
= −(n− 1)I10 . (C.75)
Here I10 is a particular case of the dimensionally regularized sums
Inm ≡ 1
VD
∑
p
′ p2m0
(p2)n
, (C.76)
which are discussed in [2].
There are no contributions from P2, P 3 to the NL order:
P
(1)
2 = 0 = P
(1)
3 . (C.77)
So
χ
(1)
1 = −(2n − 1)I10 + 4I21 . (C.78)
Recalling for D = 4:
I10 = − 1
L2s
β1 , (C.79)
I21 =
1
8πL2s
(γ2 − 1) , (C.80)
we obtain (3.42).
C.3.2 NNL order
First we have
P
(2)
1 = P
(2a)
1 + P
(2b)
1 + P
(2c)
1 , (C.81)
with
P
(2a)
1 =
1
VD
∫
y
〈~π(y)2A(a)1 〉c0 (C.82)
=
(n− 1)
VD
∫
xy
{
∂zµ∂
x
µ [G(y − z)G(y − x)G(x− z)]
}
z=x
(C.83)
= (n− 1)
[
I
2
10 −
1
VD
I20
]
, (C.84)
P
(2b)
1 =
1
VD
∫
y
〈~π(y)2A(b)1 〉c0 (C.85)
= (n− 1)2 1
VD
I20 , (C.86)
P
(2c)
1 = −
1
8V 2D
∫
yz
〈[~π(y)2 − ~π(z)2]2〉0 (C.87)
= −1
2
(n − 1)
[
I
2
10 −
1
VD
I20
]
. (C.88)
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So
P
(2)
1 =
1
2
(n− 1)
[
I
2
10 + (2n − 3)
1
VD
I20
]
. (C.89)
Next
P
(2)
2 =
1
4V 3D
∫
xyz
〈[~π(x)− ~π(y)]2[~π(x)− ~π(z)]2〉0 (C.90)
=
1
2
(n− 1)
[
(2n− 1)I210 +
3
VD
I20
]
. (C.91)
Finally
P
(2)
3 = −
2
V 2D
∫
wxy
〈[n~π(y)2(~π(w)~π(x)) + ~π(w)2~π(x)2] (∂0~π(w)∂0~π(x))〉0 (C.92)
= −2n(n− 1)(n − 2)
[
(n− 1)I10I21 + 4
VD
I31
]
− 4(n − 1)(n − 2)W , (C.93)
where we have used ∫
x
G(x)∂0G(x)∂0G(x) =
1
2
W . (C.94)
So we obtain
χ
(2)
1 = R2 +
1
2
(2n − 1)(n + 1)I210 + 4nI221 − 4(2n − 1)I10I21
+
1
VD
[
−8n(n− 1)I31 + 1
2
(4n2 − 5n+ 3)I20 − 2L1 − L2
]
. (C.95)
Note the result depends only on the combination 2L1+L2 as anticipated from our discussion
in subsect. 3.2.
Recalling for D ∼ 4
I20 =
1
8π2
[
lnLs − 1
D − 4 +
1
2
α2 − 1
4ℓ
]
+O(D − 4) , (C.96)
I31 =
1
32π2
[
lnLs − 1
D − 4 +
1
2
γ3
]
+O(D − 4) , (C.97)
we see that to cancel the pole terms the combination L1 +
1
2L2 must be of the form given
in (3.44). Finally combining the results we obtain (3.45).
D Integrals over O(n) matrices
Here we consider integrals of the form
H
(r)
i1...i2r ;j1...j2r
∫
dΩ
2r∏
a=1
Ωiaja , (D.1)
with Ω a real orthogonal n× n matrix:
n∑
k=1
ΩikΩjk = δij =
n∑
k=1
ΩkiΩkj , (D.2)
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and dΩ the O(n) invariant Haar measure with normalization∫
dΩ = 1 . (D.3)
For r ≥ 1 the integrals are evaluated as sums over r terms:
H
(r)
i1...i2r ;j1...j2r
=
r∑
s=1
{[
r∏
b=1
δi2b−1i2b
]
T
(r)(s)
j1...j2r
+ (Nr − 1) perms
}
, (D.4)
where the T (r)(s) are n-dependent coefficients times sums of products of δ-functions involv-
ing only the ja which are invariant under interchanges ja → jσ(a) , a = 1, .., 2r, where σ is
any permutation such that
r∏
b=1
δi2b−1i2b =
r∏
b=1
δiσ(2b−1)iσ(2b) . (D.5)
The sum over permutations in (D.4) gives the sum over the Nr = (2r)!/(2
rr!) distinct
pairings of the labels i1, . . . , i2r.
In our computation we only need the integrals for r = 1, 2, 3. First for r = 1:
H
(1)
i1i2;j1j2
=
1
n
δi1i2δj1j2 , (D.6)
For r = 2 and n > 1:
T
(2)(1)
j1j2j3j4
=
(n+ 1)
n(n− 1)(n + 2)δj1j2δj3j4 , (D.7)
T
(2)(2)
j1j2j3j4
= − 1
n(n− 1)(n + 2) [δj1j3δj2j4 + δj1j4δj2j3 ] . (D.8)
Finally for r = 3 and n > 2:
T
(3)(1)
j1j2j3j4j5j6
=
(n2 + 3n− 2)
n(n− 1)(n− 2)(n + 2)(n + 4)δj1j2δj3j4δj5j6 , (D.9)
T
(3)(2)
j1j2j3j4j5j6
= − 1
n(n− 1)(n − 2)(n + 4) {δj1j2 [δj3j5δj4j6 + δj3j6δj4j5 ]
+δj3j4 [δj1j5δj2j6 + δj1j6δj2j5 ] + δj5j6 [δj1j3δj2j4 + δj1j4δj2j3 ]} , (D.10)
T
(3)(3)
j1j2j3j4j5j6
=
2
n(n− 1)(n− 2)(n + 2)(n + 4)×
× {δj1j3 [δj2j5δj4j6 + δj2j6δj4j5 ] + δj1j4 [δj2j5δj3j6 + δj2j6δj3j5 ]
+ δj1j5 [δj2j3δj4j6 + δj2j4δj3j6 ] + δj1j6 [δj2j3δj4j5 + δj2j4δj3j5 ]} . (D.11)
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It follows for averages over O(n) vectors a, b, c, d, e, f :
〈a1b1〉 = 1
n
〈a · b〉 , (D.12)
〈a1b1c2d2〉 = 1
n(n− 1)(n + 2) 〈(n+ 1)(a · b)(c · d)− (a · c)(b · d)− (a · d)(b · c)〉 , (D.13)
〈(a1b2 − a2b1)(c1d2 − c2d1)〉 = 2
n(n− 1) 〈(a · c)(b · d)− (a · d)(b · c)〉 , (D.14)
〈a1b1c2d2e3f3〉 = 1
n(n− 1)(n − 2)(n + 2)(n + 4) 〈(n
2 + 3n− 2)(a · b)(c · d)(e · f)
− (n+ 2) ((a · b) [(c · e)(d · f) + (c · f)(d · e)]
+(c · d) [(a · e)(b · f) + (a · f)(b · e)] + (e · f) [(a · c)(b · d) + (a · d)(b · c)])
+ 2 ((a · c) [(b · e)(d · f) + (b · f)(d · e)] + (a · d) [(b · e)(c · f) + (b · f)(c · e)]
+ (a · e) [(b · c)(d · f) + (b · d)(c · f)] + (a · f) [(b · c)(d · e) + (b · d)(c · e)])〉 , (D.15)
〈(a1b2 − a2b1) (c1d2 − c2d1) e3f3〉 = 2
n(n− 1)(n − 2)(n + 2)×
× 〈n(e · f) [(a · c)(b · d)− (a · d)(b · c)]
− (a · c) [(b · e)(d · f) + (b · f)(d · e)] + (a · d) [(b · e)(c · f) + (b · f)(c · e)]
+ (b · c) [(a · e)(d · f) + (a · f)(d · e)]− (b · d) [(a · e)(c · f) + (a · f)(c · e)]〉 . (D.16)
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