Image captioning models have achieved impressive results on datasets containing limited visual concepts and large amounts of paired image-caption training data. However, if these models are to ever function in the wild, a much larger variety of visual concepts must be learned, ideally from less supervision. To encourage the development of image captioning models that can learn visual concepts from alternative data sources, such as object detection datasets, we present the first large-scale benchmark for this task. Dubbed 'nocaps', for novel object captioning at scale, our benchmark consists of 166,100 human-generated captions describing 15,100 images from the Open Images validation and test sets. The associated training data consists of COCO image-caption pairs, plus Open Images image-level labels and object bounding boxes. Since Open Images contains many more classes than COCO, more than 500 object classes seen in test images have no training captions (hence, nocaps). We evaluate several existing approaches to novel object captioning on our challenging benchmark. In automatic evaluations these approaches show modest improvements over a strong baseline trained only on image-caption data. However, even when using ground-truth object detections, the results are significantly weaker than our human baseline -indicating substantial room for improvement.
Introduction
Image captioning, the task of generating natural language descriptions of visual content [1] [2] [3] [4] [5] [6] , has seen rapid progress over the past several years. This progress is largely attributed to the development and dissemination of largescale datasets comprising image-caption pairs [7] [8] [9] . However, despite continual modeling improvements and everincreasing benchmark performance [10] [11] [12] [13] , existing captioning models generalize poorly to images in the wild [14] . This is a natural consequence of training models using image-caption pairs that capture only a tiny fraction of the visual concepts encountered by humans in everyday life. For example, models trained on COCO captions [9] can typically describe images containing dogs, people and umbrellas, but not accordions or dolphins. This limits the usefulness of these models in real-world applications, such as providing assistance for people with impaired vision, or for improving natural language query-based image retrieval.
To generalize better 'in the wild', we argue that captioning models should be able to learn from alternative data sources -such as object detection datasets -in order to describe objects not present in the caption corpora they are trained with. Such objects are referred to as novel objects and the task of describing images containing novel objects is termed novel object captioning [15] [16] [17] [18] [19] [20] [21] . Until now, ap-proaches to novel object captioning have been evaluated using only 8 novel object classes held out from the COCO dataset [15] . This has left the large-scale performance of these methods open to question, particularly as each of these novel object classes was deliberately selected to be semantically similar to a cluster of in-domain classes. Therefore, given the emerging interest and practical necessity of this task, we introduce nocaps, the first rigorous and largescale benchmark for novel object captioning, containing over 500 novel object classes.
In detail, the nocaps benchmark consists of a validation set and a test set comprised of 4,500 and 10,600 images, respectively, sourced from the Open Images object detection dataset [22] and annotated with 11 human-generated captions per image (comprising 10 reference captions for automatic evaluation plus a human baseline). Crucially, we provide no additional paired image-caption data for training. Instead, as illustrated in Figure 1 , training data for the nocaps benchmark is image-caption pairs from the COCO 2017 [9] training set (containing 118K images reflecting 80 object classes), plus the Open Images V4 training set (containing 1.7M images annotated with bounding boxes for 600 object classes and image labels from 20K categories).
To be successful, image captioning models must utilize COCO paired image-caption data to learn to generate syntactically correct captions, while leveraging the massive Open Images detection dataset to learn many more visual concepts. As with previous work, this task setting is motivated by the observation that collecting human-annotated captions is expensive and scales poorly as object diversity grows, while on the other hand, large-scale object classification and detection datasets already exist [22, 23] and can often be scaled semi-automatically [24, 25] . To provide finer-grained insight into model performance, we report automatic evaluation metrics for the entire dataset, as well as in-domain, near-domain and out-of-domain subsets of images containing only COCO classes, both COCO and Open Images classes, and only Open Images classes, respectively.
To establish the state-of-the-art on our much more demanding benchmark, we evaluate two of the best performing existing approaches [17, 19] on the nocaps test set using automatic metrics. We find that performance improves only marginally over a strong baseline trained only on image-caption data [13] . Furthermore, even when leveraging ground-truth object detections, performance is significantly lower than our human baseline, suggesting substantial opportunities for future work. In summary, we make two main contributions: -We collect nocaps -the first large-scale benchmark for novel object captioning, containing 500+ novel objects. -We undertake a detailed investigation of the performance and limitations of two state-of-the-art models for this task, which we calibrate against human performance.
We will provide an evaluation server hosting the validation and test splits, and a leaderboard to benchmark progress. We believe that improvements on this benchmark will accelerate progress towards image captioning in the wild.
Related Work
Novel Object Captioning A variety of approaches have been proposed to describe images containing visual concepts for which paired image-caption data does not exist. The Deep Compositional Captioner [15] and its extension, the Novel Object Captioner [16] , both attempt to leverage object detection datasets and external text corpora by decomposing the captioning model into visual and textual components that can be trained with separate loss functions as well as jointly using the available image-caption data. Several alternative approaches elect to use the output of object detectors more explicitly. Two concurrent works, Neural Baby Talk [19] and the Decoupled Novel Object Captioner [20] , take inspiration from Baby Talk [26] and propose neural approaches to generate slotted caption templates, which are then filled using visual concepts identified by modern state-of-the-art object detectors. Related to this work, the LSTM-C [18] model augments a standard recurrent neural network sentence decoder with a copying mechanism which may select words corresponding to object detector predictions to appear in the output sentence. All of these models can be applied to the novel object captioning task if the object detector used is trained using detection datasets containing the novel objects.
In contrast to these works, several approaches to novel object captioning are architecture agnostic. Constrained beam search [17] is a decoding algorithm that can be used to enforce the inclusion of selected words in captions during inference, such as novel object classes predicted by an object detector. Building on this approach, partiallyspecified sequence supervision (PS3) [21] uses constrained beam search as a subroutine to estimate complete captions for images containing novel objects. These complete captions are then used as training targets in an iterative algorithm inspired by expectation maximization (EM) [27] .
In this work, we investigate constrained beam search (CBS) [17] and Neural Baby Talk (NBT) [19] on our more challenging benchmark. We choose these models because they represent diverse approaches to this task with available codebases, and because both methods recently claimed the highest performance on the simple held-out COCO experimental procedure [15] that is currently used for evaluation.
Image Caption Datasets
In the past, two paradigms for collecting image-caption datasets have emerged: direct annotation and filtering. Direct-annotated datasets, such as Flickr 8K [7] , Flickr 30K [8] and COCO Captions [9] are collected using crowd workers who are given explicit instructions to control the [9] , on average nocaps images have more object classes per image (4.0 vs. 2.9), more object instances per image (8.0 vs. 7.4), and longer captions (11 words vs. 10 words). These differences reflect both the increased diversity of the underlying Open Images data [22] , and our image subset selection decisions (refer Section 3.1). quality and style of the resulting captions. To improve the reliability of automatic evaluation metrics, these datasets typically contain five or more captions per image. However, even the largest of these datasets, COCO Captions, is still based on a relatively small set of 80 object classes.
In contrast, filtered datasets, such as Im2Text [28] , Pin-terest40M [29] and Conceptual Captions [30] , contain large numbers of image-caption pairs harvested from online resources such as Flickr, Pinterest, and the web respectively. These datasets contain many more visual concepts, but are also more likely to contain non-visual content in the description due to the automated nature of the collection pipelines. Furthermore, these datasets lack human baselines, and only include one caption per image, which reportedly decreases correlation between automatic evaluation metrics and human judgments [31, 32] . Our benchmark, nocaps, aims to fill the gap between these datasets, by providing a high-quality benchmark with 10 reference captions per image and many more visual concepts than COCO. To the best of our knowledge, nocaps is the only image captioning benchmark in which humans outperform state-ofthe-art models in automatic evaluation.
nocaps
In this section we detail the caption collection process, compare our proposed benchmark to COCO Captions [9] , and introduce the evaluation protocol.
Caption Collection
The images in nocaps are sourced from the Open Images V4 [22] validation and test sets. Open Images is currently the largest available human-annotated object detection dataset, containing 1.9M images of complex scenes annotated with object bounding boxes for 600 classes (with an average of 8.4 object instances per image in the training set). Moreover, out of these 600 classes, more than 500 are never or exceedingly rarely mentioned in COCO captions [9] (which we select as image-caption training data), making these images an ideal basis for our challenging novel object captioning benchmark. In addition to object bounding box annotations, Open Images also contains both positive and negative image-level labels from 20K categories. In this work, we utilize only the object bounding boxes annotations, but the variety of available annotations may provide interesting directions for future work.
Image Subset Selection Since Open Images is primarily an object detection dataset, a large fraction of images contain well-framed iconic perspectives of single objects. Furthermore, the distribution of object classes is highly unbalanced, with a long-tail of object classes that appear relatively infrequently. However, for image captioning, images containing multiple objects and rare object co-occurrences are more interesting and challenging. Therefore, in order to make nocaps as rigorous as possible, we select subsets of images from the Open Images validation and test splits by applying the following sampling procedure.
First, since Open Images contains images for which the correct image rotation is unknown, we exclude all images for which the correct image rotation is non-zero or unknown. Next, based on the ground-truth object annotations, we exclude all images that contain instances from just a single object category, since image captioning may too closely resemble object detection for these images. Then, to capture as many visually complex images as possible, we include all images containing more than 6 unique classes. Finally, we iteratively select from the remaining images using a sampling procedure that encourages even representation both in terms of object classes and image complexity (based on the number of unique classes per image). Concretely, we divide the remaining images into 5 pools based on the number of unique classes present in the image (from 2-6 inclusive). Then, taking each pool in turn, we uniformly sample n images and among these, we select the image that when added to our benchmark results in the highest entropy over object classes. This encourages diversity, and prevents our benchmark from being overly dominated by frequently occurring object classes such as person, car or plant. In total, we select 4,500 validation images (from 41,620) and 10,600 test images (from 125,436). On average, the selected images contain 4 object classes per image and 8 instances per image (refer Figure 2 ).
Labels: Sombrero, Woman, Clothing
Labels: Red Panda, Tree
No Priming: A brown haired girl with a big straw hat.
No Priming: A brown rodent climbing up a tree in the woods. Priming: Woman wearing a giant sombrero-type sun hat.
Priming: A red panda is sitting in grass next to a tree.
Labels: Gondola, Tree, Vehicle
Labels: Woman, Man, Flower, Cake
No Priming: A man and a woman being transported in a boat by a sailor through canals
No Priming: A wedding cake with bouquet and lighted candles in the foreground. Priming: Some people enjoying a nice ride on a gondola with a tree behind them.
Priming: A vase of flowers next to a wedding cake with a bride and groom on top. Figure 3 : We conducted pilot studies to evaluate caption collection interfaces. Since Open Images contains rare and fine-grained classes (such as red panda, top right) we found that priming workers with the correct object categories resulted in more accurate and descriptive captions, on average, as illustrated by these examples.
Collecting Human Image Descriptions To enable modelgenerated image captions to be evaluated on nocaps, we collected 11 English captions for each selected image using a large pool of crowd-workers on Amazon Mechanical Turk (AMT). From these 11 captions, one caption per image was randomly sampled to constitute a human baseline for the task, and the other 10 captions are used as reference captions for automatic evaluations. Previous work suggests that automatic caption evaluation metrics correlate better with human judgment when more reference captions are provided [31, 32] , motivating us to collect a larger number of reference captions than COCO (which contains 5 reference captions for the majority of images).
Our image caption collection interface closely resembles the interface used for collection of the COCO Captions dataset, albeit with one important difference. Since the nocaps dataset contains more rare and fine-grained classes than COCO, in initial pilot studies we found that human annotators could not always correctly identify the objects in the image. For example, as illustrated in Figure 3, a red panda was incorrectly described as a brown rodent. We therefore experimented with priming workers by displaying the list of ground-truth object classes contained in the image. To minimize the potential for this priming to reduce the language diversity of the resulting captions, the object classes were presented as 'keywords', and workers were explicitly instructed that it was not necessary to mention all the displayed keywords. To reduce the amount of redundant information provided, we did not display object classes which are classified in Open Images as parts (such as human hand, tire and door handle). Further pilot studies demonstrated that when workers were primed in this manner, the resulting image captions were qualitatively more accurate and descriptive (refer Figure 3 ). Therefore, all nocaps captions, including our human baselines, were collected using this modified COCO collection interface.
Although priming has the potential to reduce language diversity, as we shown in Section 3.2, nocaps captions are nonetheless more diverse than COCO.
To help maintain the quality of the collected captions, we used only US-based workers who had completed a minimum of 5K previous tasks on AMT with at least a 95% approval rate. Additionally, we regularly spot-checked the captions written by each worker and blocked workers providing low-quality captions. Captions written by these workers were then discarded and replaced with captions written by high-quality workers. Overall, 727 qualified workers participated, writing 228 captions each on average (for a total of 166,100 captions).
Dataset Analysis
In this section, we compare our proposed nocaps benchmark to COCO Captions [9] . Most obviously, nocaps contains images spanning 600 object classes, while COCO is limited to 80 classes. As illustrated in Figure 2, consistent with this greater visual diversity, nocaps contains more object classes per image (4.0 vs 2.9), and slightly more object instances per image (8.0 vs 7.4), than COCO. Furthermore, there are no iconic images in nocaps containing just one object class, whereas 20% of the COCO dataset consists of such images. Similarly, less than 10% of all COCO images contain more than 6 object classes, while such images constitutes almost 22% of nocaps dataset.
Since nocaps images are visually more complex than COCO, on average the captions collected to describe these images tend to be slightly longer (11 words vs. 10 words) and more diverse than the captions in the COCO dataset. As illustrated in Table 1 , taking representative samples over the same number of images and captions in each dataset, we show that not only do nocaps captions utilize a larger vocabulary than COCO captions (reflecting the increased number of visual concepts present), but the number of unique 2, 3 and 4-grams is also significantly higher for nocaps. This suggests that the captions in our benchmark contain a greater variety of unique language compositions.
Evaluation
Requirements As previously outlined, the nocaps benchmark requires image captioning models to utilize COCO paired image-caption data to learn to generate syntactically correct captions, while leveraging the massive Open Images detection dataset to learn many more visual concepts. Other datasets, such as external text corpora, knowledge bases, and additional object detection datasets may also be used during training or inference to tackle this challenging task. However, to ensure consistent evaluation, the only dataset of paired image-captions that should be used is the COCO 2017 training split, containing 118K images. Since we aim to encourage the development of more general models that can assimilate information from multiple data modalities, improving evaluation scores by simply leveraging additional paired image-caption datasets such as Flickr 30K [8] or Conceptual Captions [30] would be contrary to this aim. For similar reasons, captions from the nocaps validation set should not be used for training. We also note that ground-truth object detection annotations are available for Open Images validation and test splits (and hence, for the nocaps validation and test splits). While ground-truth object annotations may be used to establish performance upper bounds on the validation set, they should not be used for any submission to the evaluation server. Metrics As with existing captioning benchmarks, we rely on automatic metrics to evaluate the quality of modelgenerated captions. We focus primarily on CIDEr [31] and SPICE [32] , which have been shown to have the strongest correlation with human judgments [33] , but we also report Bleu [34] , Meteor [35] and ROUGE [36] . On the COCO dataset, state-of-the-art captioning models routinely outperform human baselines by a wide margin in terms of these automatic evaluation metrics. This may invite questions regarding the interpretation and meaning of further improvements. In contrast, as illustrated in Figure 5 , nocaps includes a larger set of reference captions, capturing more of the salient content of the images. As discussed further in Section 4, due to the larger number of reference captions, the use of priming during caption collection (refer Section 3.1), and the increased difficulty of the task relative to COCO, model results on nocaps are significantly weaker than our human baseline. This makes improvements on automatic metrics easier to interpret in the context of human performance, and arguably more meaningful.
In addition to evaluating captioning models and the human baseline on the entire nocaps dataset, we also report results across three subsets of the validation and test splits.
Near-Domain
Out-of-Domain 5. An Army humvee is at getting gas from the 76 gas station. 6. A camel stands behind a sitting camel with a man on its back.
6. An army tank is parked at a gas station. 7. The standing camel is near a sitting one with a man on its back.
7.
A land vehicle is parked in a gas station fueling. 8. Someone is sitting on a camel and is in front of another camel.
8.
A large military vehicle at the gas pump of a gas station. 9. Two camels in the dessert and a man sitting on the sitting one.
9.
A tanker parked outside of an old gas station 10. Two camels are featured in the sand with a man sitting on one of the seated camels.
10. Multiple military vehicles getting gasoline at a civilian gas station. Figure 4 : Examples of images belonging to the near-domain and out-of-domain subsets of the nocaps validation set. Each image is annotated with 10 reference captions, capturing more of the salient content of the image and improving the accuracy of automatic evaluations [31, 32] .
We first map COCO classes to Open Images classes to identify the novel object classes in Open Images. Subsets are then determined as follows: 1. In-Domain images contain only objects belonging to the 80 classes in COCO. Since these objects have been described in the paired image-caption training data, we expect the performance trends on this subset to be closer to COCO, albeit with some negative impact due to image domain shift. Note that when comparing model performance on COCO and nocaps, the absolute value of the automatic evaluation scores on each dataset should not be directly compared. This is partly due to the different number of reference captions used in each dataset. Increasing the number of reference captions improves fidelity [32] , but since SPICE is an F-score, the increased number of true positive propositions tends to decrease the absolute value of the scores received. Similarly, the CIDEr metric [31] uses corpus-wide statistics to calculate n-gram weightings, and these will also differ across datasets.
Experiments
We now describe our experiments investigating the performance of Up-Down [13] and Neural Baby Talk (NBT) [19] with and without constrained beam search (CBS) [17] in the context of our more challenging nocaps benchmark. We first discuss the training of object detectors / image feature representations for the task. Object Detectors / Image Features Recent work has demonstrated substantial benefits from using feature representations derived from object detectors trained on large numbers of object and object attribute classes [13] for the task of image captioning. In the context of COCO image captioning, it is natural to use object detection features trained on Visual Genome [39] annotations, since the underlying images are sourced from COCO. However, in the context of the novel object captioning task, the image features used must also adequately represent the novel objects and not just the visual concepts in the image-caption train-ing set. Therefore, in experiments we investigate two object detectors / image feature representations: the Faster R-CNN [40] pretrained on Visual Genome by Anderson et al. [13] , and a Faster-RCNN model trained on a combination of the Visual Genome and Open Images datasets by us. We refer the former as VG features and latter as VGOI features. We will also use the VGOI model as an object detector where required in CBS and NBT.
To create the combined VGOI training dataset containing both COCO object classes and Open Images novel object classes, we begin with the 1,600 Visual Genome object classes used in previous work [13] . We then carefully map Open Images object classes to their equivalent Visual Genome classes where possible, while creating new classes as necessary. Since Visual Genome classes often categorize instances of multiple objects as separate classes (e.g. person, people), we make use of the Open Images 'Is-GroupOf' annotation to ensure that Open Images annotations are mapped to the appropriate singular or plural class in Visual Genome. The resulting combined dataset contains 1,913 object classes, as well as 400 attribute classes (which are only found in Visual Genome).
To [13] trained only on COCO, as well as three model variations based on constrained beam search (CBS) [17] and Neural Baby Talk (NBT) [19] that leverage the Open Images training set. Although these models differ widely in approach, performance on nocaps is remarkably similar and well below the human baseline, indicating substantial room for improvement.
likelihood than Open Images. For captioning, we extract the fc7 features to represent each region, similarly to previous work [13] . To ensure an even-handed evaluation, all of our baseline models are trained with cross-entropy loss and use the same image features where possible.
COCO Baselines and Constrained Beam Search
To establish a strong baseline model trained exclusively on paired image-caption data, we select the Up-Down image captioning model [13] , which is close to the state-of-the-art for a single model and has code available. In Table 2 We suspect that this may be due to the sparsity of annotations in Open Images, which has been identified as a noteworthy challenge of the dataset [44] . We therefore use VG features in all remaining experiments with the Up-Down model. Next, we apply constrained beam search (CBS) [17] decoding to the Up-Down model. CBS is a multi-beam decoding algorithm capable of finding high-probability output sequences that satisfy certain constraints -in this case, the inclusion of object class names predicted by the VGOI model (Up-Down + CBS), or ground truth object class names from Open Images (Up-Down + CBS + GT) to establish an upper performance bound. Following the original work, we deal with out-of-vocabulary novel objects by initializing both the input and output layers of the captioning model with fixed, concatenated GloVe [37] and dependency-based [38] word embeddings. The performance of the base model with just this modification is reported in Table 2 as (Up-Down + Embed). Interestingly, just the introduction of pretrained word embeddings improves performance on the nocaps Out-of-Domain subset, which is further improved by CBS and (much more substantially) by the introduction of the ground-truth object detections. However, the performance improvements over the Up-Down baseline are modest overall. Even when using ground-truth object detections, automatic evaluation scores are significantly worse than human. Neural Baby Talk Neural Baby Talk (NBT) [19] performs captioning in two stages, first generating a hybrid textual template with slots explicitly tied to specific image regions, and then filling slots with words by recognizing the content in the corresponding image regions. This gives NBT the capability to caption novel objects, when combined with an appropriate pretrained object detector. To evaluate NBT on nocaps, we replace the model's original 80class COCO-based object detector with our VGOI model trained on 1,913 classes from both Open Images and Visual Genome. In addition, since the original model used less powerful CNN features, we replace the input to one of the attention layers of the language model with VG features. Similarly to the Up-Down model, we use fixed GloVe embeddings [37] in both the language model and the visual feature representation for an object region. The original NBT model performed caption template refinement by predicting fine-grained object classes and the plurality of detection labels. However, with 1,913 object classes now directly predicted by our object detector (including, in many cases, separate plural and singular classes), we drop the fine-grained classification head used in the original work.
As illustrated in Table 2 , the NBT model receives lower scores on COCO than the Up-Down model (partly due to the removal of the fine-grained class classification head, which is difficult to scale to a large number of classes). However, performance on nocaps is similar to the other models. As with Up-Down, NBT can also be decoded using constrained beam search (NBT + CBS), which improves performance on the nocaps Out-of-Domain subset. Using ground-truth object detections in conjunction with NBT (NBT + GT) further increases performance, but as with CBS, the results are still significantly weaker than the human baseline.
To qualitatively assess some of the differences between the various approaches, in Figure 5 we illustrate some ex-
In-Domain

Near-Domain
Out-of-Domain
Method
Up-Down
A statue of a woman riding a bike. A man in a red shirt holding a baseball bat.
A close up of a bird on a tree.
Up-Down+CBS A woman is riding a bike in the street.
A man holding a baseball bat on a field.
A large yellow and black lizard in a rock. Up-Down+CBS(GT) A young girl is riding on the back of a bike.
A man holding a baseball bat in a shotgun rifle.
A long insect caterpillar sitting on top of a rock.
NBT
A woman is riding a horse with a large group of bananas.
A baseball player holding a bat on a field.
A banana that is sitting on a rock. NBT+CBS A woman is riding a horse with a large group of bananas.
A baseball bat player holding a bat in a baseball uniform.
A insect sitting on a rock next to a pile of leaves. NBT+GT A woman riding a horse with a group of people.
A man in a red shirt holding a baseball bat.
A small black and white caterpillar with a small black and white face.
Human
People are preforming in the open a cultural dance.
A man in a red hat is holding a shotgun in the air.
A black and yellow centipede is crawling on leaves. amples of the captions generated using various model configurations. As expected, the Up-Down model trained only on COCO fails to identify novel objects such as the shotgun / rifle and the insect / centipede. The remaining models leverage the Open Images training data, enabling them to potentially describe these novel object classes. However, the results are sporadically successful at best. To provide baselines for future work, in Table 3 we report nocaps test set results for our best performing model variations with hyperparameters tuned on the validation set.
Conclusion
In this work, we motivate the need for a stronger and more rigorous benchmark to assess progress on the task of novel object captioning. We introduce nocaps, a largescale benchmark consisting of 166,100 human-generated captions describing 15,100 images containing more than 600 unique object classes (and many more visual concepts). Evaluating recent novel object captioning models [17, 19] -which have previously only been evaluated on a 'toy' dataset of 8 held-out COCO objects -on nocaps, we discover that our more challenging dataset is largely resistant to these approaches, which make minimal improvements over a strong baseline trained exclusively on paired imagecaption data. We posit four possible explanations for this:
1. The Open Images object detection task is strictly more difficult than the COCO detection task, by virtue of the much larger number of object classes and the finer-grained distinctions between them. This has a direct bearing on the performance of approaches such as NBT [19] and CBS [17] (both methods improve significantly with access to ground-truth detections). 2. In order to produce humanlike descriptions, captioning models must determine when novel object detections should be mentioned. However, existing novel object captioning models [15] [16] [17] [18] [19] [20] [21] do not have explicit notions of visual saliency. 3. In the previous held-out COCO evaluation [15] , the 8 novel objects were specifically selected to be semantically similar to objects described in the paired image-caption training data. In contrast, nocaps contains many novel objects such as insects, weapons and sea creatures that are very dissimilar to COCO classes, making fluent caption generation much more challenging.
Captioning models trained on COCO and evaluated on
nocaps experience domain shift in the image domain that was not evident in the previous evaluation (for example, Open Images includes images with cropped white backgrounds, which are not present COCO). We hope that the proposed nocaps benchmark will benefit the community by providing a rigorous evaluation for the challenging task of novel object captioning, and by encouraging researchers to consider the shortcomings of the existing approaches to this task. We strongly believe that improvements on this benchmark will accelerate progress towards image captioning in the wild, and the many tangible benefits associated with its real-world applications.
CBS Implementation Details
In this section, we provide further details regarding the application of constrained beam search (CBS) [17] decoding to the Up-Down model. As in the original work, when using CBS we decoded the model in question while enforcing the inclusion of words corresponding to selected object classes in the generated caption. The number of constraint words to be included was determined on the validation set. When using the tag predictions from the VGOI model (Up-Down + CBS), predictions are drawn from 1,913 combined Open Images and Visual Genome classes, as described in the main paper. In this case, we found that the highest validation set scores were gained by using the top three predictions as constraints, and then selecting the caption with the highest log-probability that satisfies at least one of these constraints. When using ground-truth object classes drawn from the 600 Open Images classes (Up-Down + CBS + GT), then up to three randomly select object classes were used as constraint words, and we select the caption with the highest log-probability that satisfies at least two of these constraints. Figure 6 : User Interface with priming for gathering captions. The interface shows a subset of object categories present in the image as keywords. Note that the instruction explicitly states that it is not mandatory to mention any of the displayed keywords. Other instructions are similar to the interface described in [9] 6. two pandas sitting in the grass eating some 
Dataset Collection Interface
Example Model Predictions
In On the deck of a pool is a couch and a display of a safety ring.
Four pie shaped breads on paper with blueberries on top. Figure 9 : Some challenging images from nocaps and corresponding captions generated by existing approaches. The constraints given to the CBS are shown in blue. The visual words associated with NBT are shown in red.
In-Domain
Near-Domain Out-of-Domain
Method Labels Person, Woman, Man, Clothing,
Footwear
Person, Billboard Red panda, Tree
Up-Down a group of people are in a crowd a large white bus on a city street a brown bear is laying in the grass Up-Down+CBS a group of people watching a man on a stage a billboard on the side of a building a dog that is standing in the grass Up-Down+CBS(GT) a group of people standing in front of a crowd a billboard on the side of a building a large red panda walking through the grass NBT a group of people in a crowd with a horse a large white bus on a city street a large brown bear walking across a lush green field NBT+CBS a man in a crowd of people with a woman in a crowd a large white billboard truck on a city street a tree that is standing in the grass NBT+GT a group of people standing around each other a large white billboard on a city street a brown and black red panda is laying in the grass Human Two sumo wrestlers are wrestling while a crowd of men and women watch A man is standing on the ladder and working at the billboard The red panda trots across the forest floor.
Method
Labels Suit, Man ,Human face Bicycle, Person, Land vehicle, Wheel, Wheelchair
Tank, Tree
Up-Down a woman wearing a white hat is looking at the camera a person in a yellow chair is riding a bicycle an old train is parked on the tracks Up-Down+CBS a man in a white shirt holding a cell phone a person in a yellow chair in a field a green train sitting on top of a tree Up-Down+CBS(GT) a woman in a white suit holding a cell phone a person in a wheelchair riding a yellow bike a tank of a train sitting on a track NBT a woman in a white shirt is talking on a cellphone a woman sitting in a cart with a baby in a cart an old fashioned train engine sitting on the tracks NBT+CBS a woman is talking on a man with a smile a woman sitting on a person next to a bike a black and silver tree engine on a dirt road NBT+GT a man and a woman who are looking at something a woman is sitting in a cart with a cart a black and white photo of an old fashioned tank
Human
The man has a wrap on his head and a white beard.
A person sitting in a yellow chair with wheels.
A tank with an American flag on the side on display. Figure 10 : Some challenging images from nocaps and corresponding captions generated by existing approaches. The constraints given to the CBS are shown in blue. The visual words associated with NBT are shown in red.
