Global well-posedness and nonlinear stability of a chemotaxis system
  modeling multiple sclerosis by Desvillettes, Laurent et al.
GLOBAL WELL-POSEDNESS AND NONLINEAR STABILITY OF A
CHEMOTAXIS SYSTEM MODELING MULTIPLE SCLEROSIS
LAURENT DESVILLETTES, VALERIA GIUNTA, JEFF MORGAN, BAO QUOC TANG
Abstract. We consider a system of reaction–diffusion equations including chemotaxis
terms and coming out of the modeling of multiple sclerosis. The global existence of strong
solutions to this system in any dimension is proved, and it is also shown that the solution is
bounded uniformly in time. Finally, a nonlinear stability result is obtained when the chemo-
taxis term is not too big. We also perform numerical simulations to show the appearance of
Turing patterns when the chemotaxis term is large.
1. Introduction and Main results
In this paper, we study the global existence of strong solutions (and also some aspects
of the large time behavior) of the following reaction-diffusion system including chemotaxis
terms: 
∂tm = ∆m+m(1−ma−1)− χ∇ · (f(m)∇c), (x, t) ∈ QT ,
∂tc = ε0∆c+ δd− c+ βm, (x, t) ∈ QT ,
∂td = g(m)(1− d), (x, t) ∈ QT ,
∇m · ν = ∇c · ν = 0, (x, t) ∈ ∂Ω× (0, T ),
m(x, 0) = m0(x), c(x, 0) = c0(x), d(x, 0) = d0(x), x ∈ Ω,
(1)
where Ω ⊂ Rn is a bounded domain with smooth boundary ∂Ω, QT := Ω × (0, T ), ν is
the outward normal vector to ∂Ω at a point of ∂Ω, the parameters satisfy a > 1, and
χ, ε0, δ, β > 0, and the initial data is nonnegative, bounded and sufficiently smooth. The
nonlinearities f and g satisfy some conditions which will be specified later.
The system (1) with
a = 2, f(m) =
m
1 +m
and g(m) =
rm2
1 +m
, r > 0, (2)
was recently proposed [LBBGPS17] for the dynamics of multiple sclerosis. There, m :=
m(x, t) ≥ 0 is the density of inflammatory immune cells (macrophages), c := c(x, t) ≥
0 is the density of a chemoattractant (cytokine), and d := d(x, t) ≥ 0 is the density of
destroyed oligodendrocytes. This model generalizes that of [CK08] and [KC07] to describe
a rare and aggressive form of multiple sclerosis, namely Balo´’s sclerosis. It has been shown
that by varying the parameter values within realistic ranges taken from the experimental
literature, this model is able to reproduce different pathological scenarios typical of the
disease ([BGGLPS18], [BGGLPS19]). The analysis of (1)–(2) has been carried out in two
recent works: in [DG20], the global existence of very weak and classical solutions to (1)–(2)
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was shown in dimension one; global classical solutions in higher dimensions are shown in
[HFA20] under the smallness assumption of the chemoattractant coefficient χ (when n > 3).
This latter work also shows that the solution is bounded uniformly in time, and the positive
equilibrium is globally asymptotically stable if χ is small enough.
In the present work, we study (1) with a general logistic growth of order a > 1, and the
nonlinearities f and g are assumed to satisfy
(F) f ∈ C2([0,∞)) with f(0) = 0, and there exist constants γ, b, ` ≥ 0 such that
|f(y)| ≤ γ yb and |f ′(y)| ≤ γ y` for all y ≥ 0, (3)
(G) g ∈ C1([0,∞)) and g(y) > 0 for all y > 0.
It’s easy to check that the special case (2) fulfills the assumptions (F) for f with b = ` = 0,
and the assumption (G) for g.
The first main result of this paper concerns the existence and uniqueness of (uniformly
w.r.t. t) bounded strong solutions to system (1), when the parameter b appearing in as-
sumption (3) is not too large.
Theorem 1.1. Let Ω be a smooth (C2+α for some α > 0) bounded connected open subset of
Rn (for n ∈ N−{0}), and suppose a > 1, χ, ε0, δ, β > 0, γ, b, l ≥ 0, and the functions f and
g satisfy (F) and (G). We further assume
max
{
b− 1, b
2
}
<
a
n+ 2
, (4)
and consider nonnegative initial data (m0, c0, d0) ∈ W (2−2/p˜),p˜(Ω)×W (2−2/p˜),p˜(Ω)×L∞(Ω), for
some p˜ > max{n+ 2, a}. Then, system (1) has a unique nonnegative (for each component)
strong solution which is bounded uniformly in time. More precisely, ∂tm, ∂tc, ∂td, ∆m, ∆c,
∇ · (f(m)∇c) belong to Lp˜(Ω× (0, T )) for all T > 0, and there exists C > 0 (depending on
Ω, n, a, b, ε0, β, δ, m0, c0, d0), and C˜ > 0 (depending on Ω, n, a, b, ε0, β, δ, d0), such that
sup
t≥0
(‖m(·, t)‖L∞(Ω) + ‖c(·, t)‖W 1,∞(Ω) + ‖d(·, t)‖L∞(Ω)) ≤ C, (5)
and
lim sup
t→∞
(‖m(·, t)‖L∞(Ω) + ‖c(·, t)‖W 1,∞(Ω) + ‖d(·, t)‖L∞(Ω)) ≤ C˜. (6)
Finally, if the initial data are smooth, i.e. m0, c0, d0 ∈ C2(Ω) and satisfy compatibility
conditions ∇m0 · ν = ∇c0 · ν = 0 on ∂Ω, then the solution is classical. That is
∂tm, ∂tc, ∂td,∆m,∆c,∇ · (f(m)∇c) ∈ C0(Ω× [0, T ])
for all T > 0.
Remark 1.1. The difference between C and C˜ in (5) and (6) is that C˜ does not depend on
m0 and c0. This means that in large time, the bound of solutions depends only on the size
of d0 but not m0 and c0.
For the special case (2), since b = 0 and a = 2, condition (4) is satisfied in all dimensions.
Therefore, Theorem 1.1 in particular shows that the system (1)–(2) has global unique strong
solutions (for suitable initial data) in all dimensions. We also emphasize that Theorem 1.1
improves the global existence in [HFA20] by removing the requirement that χ is small in all
cases.
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Let us briefly describe the ideas underlying the proof of Theorem 1.1. Using the comparison
principle, it’s easy to show that d is bounded uniformly in time and space. It follows
straightforwardly from the logistic term that m is bounded in La(Ω × (0, T )). Using these
bounds and the properties of the heat equation satisfied by c, thanks to its linearity, we obtain
some Lq(Ω × (0, T )) bound for ∇c. In order to use this estimate in the equation satisfied
by m, we exploit the so-called duality method, which proved its significant usefulness in the
study of reaction-diffusion systems (cf. [CDF14, MT20, Pie10]), or cross diffusion systems
([DT15, DLMT15]). Under condition (4), the duality method yields an Lp(Ω × (0, T ))
estimate for m for all 1 ≤ p < ∞. This information and a bootstrap argument allow us to
conclude that c is bounded in L∞(0, T ;W 1,∞(Ω)) and that m is bounded in L∞(Ω× (0, T )),
hence the global existence of bounded solutions to (1). To show the uniform-in-time bound
(5), we use a smooth truncation function in time to study (1) on each cylinder Ω× (τ, τ +1),
τ ∈ N. We repeat the previous arguments to obtain that m and c are bounded in Ω×(τ, τ+1)
uniformly in τ ∈ N, which consequently implies the desired bounds (5) and (6). It’s worth
noting that this uniform-in-time bound plays an important role in the nonlinear stability,
which is discussed in the following paragraphs.
Our second main result of this paper is the nonlinear exponential stability of a positive
(for all components) homogeneous equilibrium. A homogeneous equilibrium (m∗, c∗, d∗) to
(1) solves m∗ = (m∗)a, δd∗ + βm∗ = c∗ and g(m∗)(1− d∗) = 0. It’s straightforward that
(m¯, c¯, d¯) = (1, β + δ, 1)
is the unique positive (for all components) homogeneous equilibrium. Besides this, we also
have other equilibria, namely:
(m∗, c∗, d∗) =
{
(0, δ, 1) if g(0) 6= 0,
(0, δζ, ζ) with ζ ≥ 0 arbitrary if g(0) = 0.
Theorem 1.2 (Exponential nonlinear stability of (m¯, c¯, d¯)). Let the assumptions of Theo-
rem 1.1 hold and assume additionally that f(1) > 0. If
χ < χsubcrit :=
4
√
ε0(a− 1)
βf(1)
, (7)
then the constant steady state (m¯, c¯, d¯) is exponentially asymptotically stable. More precisely,
there exists ε > 0 such that if (m0, c0, d0) ∈ W (2−2/p˜),p˜(Ω) × W (2−2/p˜),p˜(Ω) × L∞(Ω) for
p˜ > max(n+ 2, a), and
‖m0 − m¯‖L2(Ω) + ‖c0 − c¯‖L2(Ω) + ‖d0 − d¯‖L2(Ω) ≤ ε,
then there are C, % > 0 such that
‖m(t)− m¯‖L∞(Ω) + ‖c(t)− c¯‖W 1,∞(Ω) +
∥∥d(t)− d¯∥∥
L∞(Ω) ≤ C e−%t for all t ≥ 0.
Remark 1.2. We expect that the nonlinear stability in Theorem 1.2 can be shown under the
optimal condition χ < χc, where χc is defined in (83) using the eigenvalues of the Laplacian
with Neumann boundary condition (see section 3 for more details). We remark that the
threshold (7) becomes optimal when ε−10 = a− 1, which makes χsubcrit = χc0 (see (84)).
To prove Theorem 1.2, we first rewrite system (1) with a new variable (m˜, c˜, d˜) = (m −
m¯, c − c¯, d − d¯). Next, we show that under condition (7), the linear part, after a suitable
scaling, has a spectral gap. This spectral gap and the uniform-in-time bound proved in
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Theorem 1.1 allow us to show that the nonlinear part is dominated by the linear one, and
consequently obtain the nonlinear stability of (m¯, c¯, d¯).
The organization of the paper is as follows: In section 2, we prove Theorem 1.1
by first showing global existence, then uniqueness, and finally the uniform-in-time bound.
In subsection 3.1, we prove the nonlinear stability in Theorem 1.2. Then, in subsection 3.2
we perform numerical simulations on a 2D spatial domain to show Turing patterns which
appear for sufficiently large chemotractant coefficient χ. Finally, subsection 3.3 concludes
the paper with a presentation of open problems relevant for the model under study.
Notation. Throughout this paper, we use the following notations
• The space Lp(Ω), 1 ≤ p ≤ ∞, is equipped with the norm
‖v‖Lp(Ω) =
(∫
Ω
|v(x)|pdx
) 1
p
when p <∞,
and
‖v‖L∞(Ω) = ess sup
x∈Ω
|v(x)|.
• When 1 ≤ p ≤ ∞ and r > 0 is an integer, we define the space
W r,p(Ω) := {v ∈ Lp(Ω) : ∂sxv ∈ Lp(Qτ,T ) for s ∈ N with s ≤ r} ,
and when r is not an integer, we use the definition in [LSU88, Chapter 2, Section 2].
• For any 0 ≤ τ < T , Qτ,T := Ω× (τ, T ). When τ = 0, we write QT instead of Q0,T .
• The space-time space Lp(Qτ,T ) = Lp((τ, T );Lp(Ω)), 1 ≤ p ≤ ∞, is equipped with the
norm
‖v‖Lp(Qτ,T ) =
(∫ T
τ
∫
Ω
|v(x, t)|pdxdt
) 1
p
when p <∞,
and
‖v‖L∞(Qτ,T ) = ess sup
(x,t)∈Qτ,T
|v(x, t)|.
• We denote the space-time space
W 2,1p (Qτ,T ) := {v ∈ Lp(Qτ,T ) : ∂rt ∂sxv ∈ Lp(Qτ,T ) for r, s ∈ N with 2r + s ≤ 2} ,
equipped with the norm
‖v‖W 2,1p (Qτ,T ) :=
∑
2r+s≤2
‖∂rt ∂sxv‖Lp(Qτ,T ) .
2. Proof of Theorem 1.1
2.1. Global existence of bounded solutions.
In this subsection, we show the existence of solutions to system (1) which are bounded on
QT for all T > 0.
The following lemma is useful in our analysis.
Lemma 2.1. ([LSU88, Lemma 3.3] and [Sim86, Theorem 3]) Assume 1 < p < ∞. There
exists a constant C > 0, only depending on T − τ,Ω, p, n, such that for all v ∈ W 2,1p (Qτ,T ),
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(a)
‖v‖Lq(Qτ,T ) ≤ C ‖v‖W 2,1p (Qτ,T )
where
q =

(n+2)p
n+2−2p if p < (n+ 2)/2,
< +∞ arbitrary if p = (n+ 2)/2,
+∞ if p > (n+ 2)/2.
(b)
‖∇v‖Lq(Qτ,T ) ≤ C ‖v‖W 2,1p (Qτ,T )
where
q =

(n+2)p
n+2−p if p < n+ 2,
< +∞ arbitrary if p = n+ 2,
+∞ if p > n+ 2.
Furthermore, when p > n+2, the space W 2,1p (Qτ,T ) is compactly embedded in C
1,0(Ω× [0, T ]).
Next, we prove the
Proposition 2.1. Under the assumptions of Theorem 1.1, and picking T > 0, system (1)
has a nonnegative (for each component) strong solution which is bounded on QT . More
precisely, there exists CT > 0 (depending on Ω, T , n, a, b, ε0, β, δ, ‖m0‖L∞(Ω), ‖c0‖W 1,∞(Ω),
‖d0‖L∞(Ω)), such that
‖m‖L∞(QT ) + ‖c‖L∞((0,T );W 1,∞(Ω)) + ‖d‖L∞(QT ) ≤ CT . (8)
Proof of Proposition 2.1 : For a given r > 0, define hr ∈ C∞(R+, [0, 1]) such that hr(y) = 1
for 0 ≤ y ≤ r, and hr(y) = 0 for y ≥ 2r. We also use the standard convention m+ :=
max{0;m}. Consider the system
∂tm = ∆m+m+(1−ma−1+ )− χ∇ · (fr(m+)∇c), (x, t) ∈ QT ,
∂tc = ε0∆c+ δd− c+ βm+, (x, t) ∈ QT ,
∂td = g(m+)(1− d), (x, t) ∈ QT ,
∇m · ν = ∇c · ν = 0, (x, t) ∈ ∂Ω× (0, T ),
m(x, 0) = m0(x), c(x, 0) = c0(x), d(x, 0) = d0(x), x ∈ Ω,
(9)
where the function fr is defined as
fr(y) := hr(f(y)).
We will prove, thanks to Leray-Schauder’s theorem (cf. [GT15, Theorem 10.3]), that (9)
has a nonnegative (for each component) solution which is bounded in sup-norm independent
of r > 0, and consequently prove the existence of a solution to the original system (1) on
QT . To this end, we define
Y := C1,0(Ω× [0, T ]) and X := Y×Y,
where C1,0 is the space of continuous functions such that their gradient (with respect to
space) is also continuous, associated with the natural norm (making it a Banach space)
‖u‖Y = sup
t∈[0,T ]
‖u(t)‖L∞(Ω) + sup
t∈[0,T ]
‖∇u(t)‖L∞(Ω),
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and
Fr : X× [0, 1]→ X via Fr(m, c, λ) := (λM, λC),
where (M,C) is given (in a unique way) by solving first an ODE (for d), and then successively
(for C and M, in that order) two Neumann problems for the heat equation with a source.
More precisely, (M,C) is the (unique) solution on QT of the system
∂tM = ∆M+m+
(
1−ma−1+
)− χ∇ · (fr(m+)∇C), (x, t) ∈ QT ,
∂tC = ε0∆C+ δd− C+ βm+, (x, t) ∈ QT ,
∂td = g(m+)(1− d), (x, t) ∈ QT ,
∇M · ν = ∇C · ν = 0, (x, t) ∈ ∂Ω× (0, T ),
M(x, 0) = m0(x),C(x, 0) = c0(x), d(x, 0) = d0(x), x ∈ Ω.
(10)
Note first that Fr(m, c, 0) = 0. Then, regardless of m, we always have that
0 ≤ d(x, t) ≤ µ := max{1, ‖d0‖L∞(Ω)} . (11)
Also for any 1 < p ≤ p˜, there exists Cp > 0 depending on ‖m‖Y and r (and Ω, T,m0, c0, µ)
such that, thanks to maximal regularity results,
‖C‖W 2,1p (QT ) ≤ Cp, (12)
and
‖M‖W 2,1p (QT ) ≤ Cp. (13)
Thanks to the embedding in Lemma 2.1,
W 2,1p (QT ) ↪→ Y compactly when p > n+ 2. (14)
So, we see that since p˜ > n + 2, the map Fr sends bounded sets in X into compact sets
of X. We now show that for any λ ∈ [0, 1], Fr(·, ·, λ) is continuous from X to X. Let
(m1, c1), (m2, c2) ∈ X and (λM1, λC1) = Fr(m1, c1, λ), (λM2, λC2) = Fr(m2, c2, λ). We have
∂t(M1 −M2) = ∆(M1 −M2) +
[
m1+(1−ma−11+ )−m2+(1−ma−12+ )
]
+χ∇ · [fr(m1+)∇C1 − fr(m2+)∇C2] ,
∂t(C1 − C2) = ε0∆(C1 − C2) + δ(d1 − d2)− (C1 − C2) + β(m1+ −m2+),
(d1 − d2)t = g(m1+)(1− d1)− g(m2+)(1− d2).
(15)
By rewriting g(m1+)(1−d1)−g(m2+)(1−d2) = g(m1+)(d2−d1)+(g(m1+)−g(m2+)) (1−d2),
and using g ∈ C1([0,∞)), we obtain
d1(x, t)− d2(x, t) =
∫ t
0
e−
∫ t
s g(m1+(r))drg′(θ(x, s))(m1+(s)−m2+(s))(1− d2(s)) ds,
where θ(x, s) is between m1+(x, s) and m2+(x, s). Therefore, there exists CT > 0 (which can
depend on the norm ‖m1‖Y) such that
‖d1 − d2‖L∞(QT ) ≤ CT‖m1+ −m2+‖L∞(QT ) ≤ CT‖m1 −m2‖Y.
By maximal regularity results and (14)
‖C1 − C2‖Y ≤ CT‖C1 − C2‖W 2,1p (QT ) ≤ CT
(‖d1 − d2‖Lp(QT ) + ‖m1+ −m2+‖Lp(QT )
≤ CT‖m1 −m2‖Y.
(16)
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For the equation satisfied by M1 −M2, we write∣∣m1+(1−ma−11+ )−m2+(1−ma−12+ )∣∣ ≤ |m1 −m2|+ |m1 −m2| max(ma−11+ ,ma−12+ ),
and
|∇ · [fr(m1+)∇C1 − fr(m2+)∇C2]|
≤ |fr(m1+)| |∆(C1 − C2)|+ |fr(m1+)− fr(m2+)| |∆C2|+ |f ′r(m1+)| |∇m1+| |∇(C1 − C2)|
+ |f ′r(m1+)| |∇(m1+ −m2+)| |∇C2|+ |f ′r(m1+)− f ′r(m2+)| |∇m2+| |∇C2| .
Using the fact that f ∈ C2([0,∞)), estimate (16), and maximal regularity results we get
‖M1 −M2‖Y ≤ CT‖M1 −M2‖W 2,1p˜ (QT ) ≤ CT‖m1 −m2‖Y. (17)
It follows from (16) and (17) that Fr(·, ·, λ) is continuous from X to X for any λ ∈ [0, 1].
We now check the last assumption in Leray-Schauder’s theorem. We consider therefore
Z := {(m, c) ∈ X : (m, c) = Fr(m, c, λ) where 0 < λ ≤ 1} , (18)
and will show that Z is bounded in X.
Note that if (m, c) ∈ Z, then (m, c) = (λM, λC), where (M,C) solves (10). Therefore, by
multiplying the equations in (10) by λ, we obtain (for (m, c) ∈ Z)
∂tm = ∆m+ λ
[
m+(1−ma−1+ )− χ∇ · (fr(m+)∇C)
]
, (x, t) ∈ QT ,
∂tc = ε0∆c− c+ λ(δd+ βm+), (x, t) ∈ QT ,
∂td = g(m+)(1− d), (x, t) ∈ QT ,
∇m · ν = ∇c · ν = 0, (x, t) ∈ ∂Ω× (0, T ),
m(x, 0) = λm0(x), c(x, 0) = λc0(x), d(x, 0) = d0(x), x ∈ Ω.
(19)
Since d ≥ 0, m+ ≥ 0, and c0 ≥ 0, we obtain immediately (for (m, c) ∈ Z) that c ≥ 0. We now
show that m is also nonnegative. Indeed, denote by m− = max{0,−m}, and multiply the
equation satisfied by m in (19) by m2−. Then, an integration by parts gives for all t ∈ [0, T ],
−1
3
∫
Ω
m3−(x, t)dx− 2
∫ t
0
∫
Ω
m−|∇m−|2dxdt ≥ 0.
Therefore, m− = 0 and thus m ≥ 0. It follows from the nonnegativity of m, c and d (and
system (19)) that (m, c, d) solves the system
∂tm = ∆m+ λm(1−ma−1)− χ∇ · (fr(m)∇c), (x, t) ∈ QT ,
∂tc = ε0∆c− c+ λ(δd+ βm), (x, t) ∈ QT ,
∂td = g(m)(1− d), (x, t) ∈ QT ,
∇m · ν = ∇c · ν = 0, (x, t) ∈ ∂Ω× (0, T ),
m(x, 0) = λm0(x), c(x, 0) = λc0(x), d(x, 0) = d0(x), x ∈ Ω.
(20)
In order to show that Z is bounded, we propose a series of lemmas. We start with the
Lemma 2.2. Under the assumptions of Theorem 1.1, and supposing that λ ∈]0, 1], we
consider (m, c, d) a strong, nonnegative (for each component) solution to (20). Then there
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exists K1 > 0 (depending on T , a, β, δ and ‖m0‖L1(Ω), ‖c0‖L1(Ω), ‖d0‖L∞(Ω), but not depending
on λ) such that
sup
t∈[0,T ]
(‖m(·, t)‖L1(Ω) + ‖c(·, t)‖L1(Ω)) ≤ K1, (21)
and if 0 ≤ τ < T then
‖m‖La(Qτ,T ) ≤ [K1(T − τ + 1)]1/a .
Proof. Note that
d
dt
∫
Ω
(m+ c)dx =
∫
Ω
[λ(δd+ (β + 1)m−ma)− c] dx. (22)
Since a > 1, there exists ka > 0 such that
(β + 1)m−ma ≤ ka −m.
Applying this and the fact that 0 ≤ d ≤ µ to (22), we obtain some K1 > 0 such that (21)
holds. In addition, integrating the equation satisfied by m in (20) gives∫
Ω
m(x, T )dx =
∫ T
τ
∫
Ω
λm(1−ma−1)dxdt+ λ
∫
Ω
m(x, τ)dx.
Consequently,
‖m‖aLa(Qτ,T ) ≤ K1(T − τ + 1). (23)

We now turn to the
Lemma 2.3. Under the assumptions of Theorem 1.1, and supposing that λ ∈]0, 1], we
consider (m, c, d) a strong, nonnegative (for each component) solution to (20). Then there
exists K2 > 0 (depending on Ω, T , n, a, ε0, β, δ and ‖c0‖W (2−2/a),a(Ω), ‖d0‖L∞(Ω), but not
depending on λ) such that
‖c‖W 2,1a (QT ) + ‖∇c‖Lq1 (QT ) ≤ K2K1 (T + 1), (24)
where
q1 =

(n+ 2)a
n+ 2− a if a < n+ 2,
< +∞ arbitrary if a = n+ 2,
= +∞ if a > n+ 2
(25)
Proof. Returning to the equation of c in (20), and applying Lemma 2.1, we get (24). 
We finally prove the
Lemma 2.4. Under the assumptions of Theorem 1.1, and supposing that λ ∈]0, 1], we
consider (m, c, d) a strong, nonnegative (for each component) solution to (20). Then for any
1 ≤ p < ∞, there exists F ∗p > 0 (depending on Ω, T , n, p, a, b, ε0, β, δ, ‖m0‖W (2−2/p˜),p˜(Ω),
‖c0‖W (2−2/p˜),p˜(Ω), ‖d0‖L∞(Ω), but not depending on λ) such that
‖m‖Lp(QT ) ≤ F ∗p . (26)
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Proof. Note that from (4), it follows that there exists s ∈ (0, 1) (depending on a, b, n only,
and with s close to 1 if the inequality in (4) is close to being an equality) satisfying
b− s < a
n+ 2
, and b− s < 2a
n+ 2
− 1. (27)
It follows that
b < s− 1 + 2a
n+ 2
(28)
and
(n+ 2)(b− s) < a. (29)
Note also that
1 <
2
n+ 2
− b− s
a
.
Since it is sufficient to prove (26) for p large enough, we pick any p′ such that
1 < p′ < min
{
n+ 2
2
,
2
n+ 2
− b− s
a
}
. (30)
Let θ ∈ Lp′(QT ) with θ ≥ 0 and ‖θ‖Lp′ (QT ) ≤ 1. Let φ be the unique nonnegative solution
to the equation 
∂tφ+ ∆φ = −θ, (x, t) ∈ QT ,
∇φ · ν = 0, (x, t) ∈ ∂Ω× (0, T ),
φ(x, T ) = 0, x ∈ Ω.
(31)
To avoid any possible confusion, we remark that (31) is a forward heat equation for the
function ψ(x, s) = φ(x, T − s), with respect to the new time variable s = T − t. From
maximal regularity in [LSU88] and Lemma 2.1, we know that there exists Cp′ > 0 (depending
on Ω, T , n and p only) such that
‖∂tφ‖Lp′ (QT ) + ‖φ‖Lq2 (QT ) + ‖∇φ‖Lq3 (QT ) ≤ Cp′ , (32)
where
q2 =
(n+ 2)p′
n+ 2− 2p′ and q3 =
(n+ 2)p′
n+ 2− p′ . (33)
Set p = p
′
p′−1 . Then, by using the equation satisfied by m in (20) and integrating by parts,
we have∫ T
0
∫
Ω
mθdxdt =
∫ T
0
∫
Ω
m(−∂tφ−∆φ)dxdt
= λ
∫
Ω
m0φ(0)dx+
∫ T
0
∫
Ω
φ(∂tm−∆m)dxdt
≤
∫
Ω
m0φ(0)dx+ λ
∫ T
0
∫
Ω
φmdxdt+ χ
∫ T
0
∫
Ω
fr(m)∇φ∇cdxdt
≤
∫
Ω
m0φ(0)dx+ (I) + (II),
(34)
where
(I) =
∫ T
0
∫
Ω
φmdxdt and (II) = χ
∫ T
0
∫
Ω
|fr(m)||∇φ||∇c|dxdt.
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For the first term on the right-hand side of (34), we use
‖φ(0)‖p′
Lp′ (Ω) =
∫
Ω
∣∣∣∣∫ T
0
∂tφdt
∣∣∣∣p
′
dx ≤ T 1p−1‖∂tφ‖p′Lp′ (QT ) ≤ T
1
p−1Cp
′
p′
thanks to (32), in order to estimate∫
Ω
m0φ(0)dx ≤ ‖m0‖Lp(Ω)‖φ(0)‖Lp′ (Ω) ≤ ‖m0‖Lp(Ω)T
1
pCp′ . (35)
For the treatment of (I), we consider two cases.
• Case 1. a ≥ n+2
2
. Note that
a ≥ n+ 2
2
=⇒ a > (n+ 2)p
′
(n+ 2)(p′ − 1) + 2p′ =⇒
a
a− 1 <
(n+ 2)p′
n+ 2− 2p′ = q2.
Therefore, by using Ho¨lder’s inequality, we have (for some CT depending only on Ω,
T , a, n and p)
(I) ≤ ‖φ‖
L
a
a−1 (QT )
‖m‖La(QT ) ≤ CT ‖φ‖Lq2 (QT )‖m‖La(QT ) ≤ CT Cp′ [K1 (T + 1)]1/a, (36)
thanks to (23) and (32).
• Case 2. a < n+2
2
. Define ϑ = 1 − 2a
n+2
and note that 0 < ϑ < 1. From Ho¨lder’s
inequality, there exists RT,|Ω| > 0 (depending only on Ω, T , a, n and p) such that
(I) =
∫ T
0
∫
Ω
φm1−ϑmϑdxdt
≤ RT,|Ω|
(∫ T
0
∫
Ω
φp
′
mp
′(1−ϑ)
) 1
p′
‖m‖ϑLp(QT )
≤ RT,|Ω| ‖φ‖
L
(n+2)p′
n+2−2p′ (QT )
(∫ T
0
∫
Ω
m
(n+2)(1−ϑ)
2 dxdt
) 2
n+2
‖m‖ϑLp(QT )
= RT,|Ω| ‖φ‖Lq2 (QT )‖m‖(1−ϑ)La(QT )‖m‖ϑLp(QT ),
(37)
using
q2 =
(n+ 2)p′
n+ 2− 2p′ and
(n+ 2)(1− ϑ)
2
= a. (38)
Therefore,
(I) ≤ RT,ΩCp′ [K1(T + 1)]
1−ϑ
a ‖m‖ϑLp(QT ). (39)
From these two cases, or more precisely, from (36) and (39), we have
(I) ≤ C∗T
(
1 + ‖m‖ϑLp(QT )
)
(40)
for some 0 < ϑ < 1 (depending on a, n), and C∗T (depending on Ω, T , n, p, a, β, δ, ‖m0‖L1(Ω),
‖c0‖L1(Ω), ‖d0‖L∞(Ω), but not depending on λ).
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In order to estimate (II), we write
(II) = χ
∫ T
0
∫
Ω
|fr(m)||∇φ||∇c|dxdt
≤ χγ
∫ T
0
∫
Ω
|m|b|∇φ||∇c|dxdt
≤ χγ
(∫ T
0
∫
Ω
(
mb−s|∇φ||∇c|)p′ dxdt) 1p′ ‖m‖sLp(QT )
= χγ
(∫ T
0
∫
Ω
mp
′(b−s)|∇φ|p′|∇c|p′dxdt
) 1
p′
‖m‖sLp(QT ).
(41)
Note that 1 < p′ < n+ 2 (see (30)). We can use Ho¨lder’s inequality to estimate further
(II) ≤ χγ ‖∇φ‖
L
(n+2)p′
n+2−p′ (QT )
(∫ T
0
∫
Ω
m(n+2)(b−s)|∇c|n+2dxdt
) 1
n+2
‖m‖sLp(QT )
≤ χγ ‖∇φ‖Lq3 (QT )‖m‖b−sLa(QT )‖∇c‖Lq4 (QT )‖m‖sLp(QT ),
where
q4 =
(n+ 2)a
a− (n+ 2)(b− s) (42)
is well defined since (n+ 2)(b−s) < a (see (27)). Therefore, we can apply (32), (23) in order
to get
(II) ≤ χγ Cp′ [K1(T + 1)]
b−s
a ‖∇c‖Lq4 (QT )‖m‖sLp(QT ). (43)
Note that from (42) we see that when a < n+ 2,
q4 =
(n+ 2)a
a− (n+ 2)(b− s) <
(n+ 2)a
n+ 2− a = q1, (44)
and that when a ≥ n + 2, q4 < q1 since q1 < +∞ can be chosen arbitrarily. Therefore (for
some CT > 0 depending only on Ω, T , a, b, n),
‖∇c‖Lq4 (QT ) ≤ CT‖∇c‖Lq1 (QT ) ≤ CT K2K1 (T + 1),
thanks to (24). It then follows from (43) that
(II) ≤ D∗T ‖m‖sLp(QT ), (45)
where D∗T > 0 only depends on Ω, T , n, p, a, b, β, δ, ε0, χ, γ, ‖m0‖L1(Ω), ‖c0‖W p˜,(2−2/p˜)(Ω),
‖d0‖L∞(Ω), but does not depend on λ.
From (34), (35), (40) and (45), we get (for E∗ := Cp′T 1/p + C∗T +D
∗
T )∫ T
0
∫
Ω
mθdxdt ≤ E∗ [‖m0‖Lp(Ω) + 1 + ‖m‖ϑLp(QT ) + ‖m‖sLp(QT )]
for all 0 ≤ θ ∈ Lp′(QT ) satisfying ‖θ‖Lp′ (QT ) = 1. Therefore, by duality, we get
‖m‖Lp(QT ) ≤ E∗
[‖m0‖Lp(Ω) + 1 + ‖m‖ϑLp(QT ) + ‖m‖sLp(QT )] .
Note that 0 < ϑ, s < 1. Thus we can use Young’s inequality in order to get
‖m‖Lp(QT ) ≤ F ∗p
(
1 + ‖m0‖Lp(Ω)
)
, (46)
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where F ∗p depends on the same quantities as D
∗
T .
From (30), we recall from p = p
′
p′−1 that 1 < p < ∞ can be chosen arbitrarily. We also
insist that the bound in (46) does not depend on λ ∈ (0, 1]. 
We now use Lemma 2.4 in order to conclude the proof of Prop. 2.1.
Since p˜ > n+ 2, Lemma 2.1) guarantees W 2,1p˜ (QT ) ↪→ Y compactly. Applying this to the
equation satisfied by c in (20), we get (for some constant CT > 0 depending only on Ω, T ,
n, p and ε0)
‖c‖L∞(QT ) ≤ CT
(
‖λ(δd+ βm)‖Lp˜(QT ) + ‖c0‖W p˜,(2−2/p˜)(Ω)
)
≤ BT , (47)
for some BT > 0 (depending only on the same quantities as D
∗
T , except p˜).
Applying the heat semigroup property and maximal regularity, we can find B∗T (depending
on the same quantities as D∗T ) such that
‖∇c‖L∞(QT ) + ‖c‖W 2,1p˜ (QT ) ≤ B
∗
T , (48)
and therefore
‖c‖Y ≤ ST + B∗T . (49)
We now consider the equation satisfied by m in (20):
∂tm = ∆m+ λm(1−ma−1)− χ∇ · (fr(m)∇c)
= ∆m− χf ′r(m)∇c · ∇m+ λm(1−ma−1)− χfr(m)∆c.
(50)
From (46) with p = p˜, (49), and assumption (3), we apply the properties of regularity for
parabolic equations (cf [LSU88]) to (50), and get
‖m‖W 2,1p˜ (QT ) ≤ CT
(∥∥λm(1−ma−1)− χfr(m)∆c∥∥Lp˜(QT ) + ‖m0‖W p˜,(2−2/p˜)(Ω)) ≤ B∗∗T ,
for some B∗∗T > 0 depending on the same parameters as BT . By the embedding (14)
‖m‖Y ≤ CT‖m‖W 2,1p˜ (QT ) ≤ CT B
∗∗
T . (51)
Note that the bounds (49) and (51) do not depend on λ ∈ (0, 1] (or (m, c)). This means that
the set Z defined in (18) is bounded in X = Y × Y. This shows that the last assumption
of Leray-Schauder fixed point theorem holds, and therefore that the mapping Fr has a fixed
point, which satisfies as a consequence system (20), together with estimates (49), (51). Since
moreover the upper bound BT in (51) does not depend on r, by taking r ≥ BT , we obtain a
solution to the original system (1) (for all T > 0). This solution is strong in the sense that
all terms appearing in the system are defined a.e., (as L1(QT ) functions).
2.2. Uniqueness.
In this subsection, we write down a stability result for strong solutions of system (1),
which entails the uniqueness result in Theorem 1.1. More precisely, we write the
Proposition 2.2. Let T > 0 and let Ω be a smooth (C2+α for some α > 0) bounded connected
open set of Rn (for n ∈ N− {0}). In addition, assume a > 1, χ, ε0, δ, β > 0, γ, b, l ≥ 0, and
f and g satisfying (F) and (G). We consider two sets of nonnegative (for each component),
initial data (m01, c01, d01) and (m02, c02, d02) in W
(2−2/p˜),p˜(Ω) × W (2−2/p˜),p˜(Ω) × L∞(Ω) for
some p˜ > max(n + 2, a), and two sets of nonnegative (for each component) strong (in the
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sense of Theorem 1.1) solutions (m1, c1, d1) and (m2, c2, d2) to system (1) (with corresponding
initial data) on QT , satisfying estimate (8). We denote µ := ‖d2‖L∞(QT ), µc := ‖∇c1‖L∞(QT ),
µm := max(‖m1‖L∞(QT ), ‖m2‖L∞(QT )), µf := ‖f‖L∞([0,µm]), µf ′ := ‖f ′‖L∞([0,µm]), µg′ :=
‖g′‖L∞([0,µm]).
Then, for all t ∈ [0, T ],∫
Ω
|m1(·, t)−m2(·, t)|2dx+
χ2 µ2f
2ε0
∫
Ω
|c1(·, t)− c2(·, t)|2dx+
∫
Ω
|d1(·, t)− d2(·, t)|2dx (52)
≤ eGt
(∫
Ω
|m10 −m20|2dx+
χ2 µ2f
2ε0
∫
Ω
|c10 − c20|2dx+
∫
Ω
|d10 − d20|2dx
)
,
where
G := max
(
2 + χ2 µ2f ′ µ
2
c +
χ2 β µ2f
2ε0
+ µg′ (1 + µ); β + δ;
χ2 δ µ2f
2ε0
+ (1 + µ)
)
.
Proof. Substracting the equations satisfied by m1 and m2, c1 and c2, and finally d1 and d2,
and then performing integrations by parts, we end up with the identities:
1
2
d
dt
∫
Ω
|m1 −m2|2dx+
∫
Ω
|∇(m1 −m2)|2dx+
∫
Ω
(ma1 −ma2) (m1 −m2)dx
=
∫
Ω
|m1 −m2|2dx+ χ
∫
Ω
f(m2)∇(m1 −m2) · ∇(c1 − c2)dx
+ χ
∫
Ω
(f(m1)− f(m2))∇(m1 −m2) · ∇c1dx,
(53)
1
2
d
dt
∫
Ω
|c1 − c2|2dx+ ε0
∫
Ω
|∇(c1 − c2)|2dx+
∫
Ω
|c1 − c2|2dx
= δ
∫
Ω
(c1 − c2) (d1 − d2)dx+ β
∫
Ω
(c1 − c2) (m1 −m2)dx,
(54)
1
2
d
dt
∫
Ω
|d1 − d2|2dx+
∫
Ω
g(m1) |d1 − d2|2dx
= −
∫
Ω
(1− d2) (d1 − d2) (g(m1)− g(m2))dx.
(55)
Then we perform the following estimates (the last one uses Young’s inequality):
d
dt
∫
Ω
|d1 − d2|2dx ≤ (1 + µ)
∫
Ω
|d1 − d2|2dx+ (1 + µ)µ2g′
∫
Ω
|m1 −m2|2dx, (56)
d
dt
∫
Ω
|c1 − c2|2dx+ 2ε0
∫
Ω
|∇(c1 − c2)|2dx
≤ δ
∫
Ω
|d1 − d2|2dx+ β
∫
Ω
|m1 −m2|2dx+ (β + δ)
∫
Ω
|c1 − c2|2dx,
(57)
d
dt
∫
Ω
|m1 −m2|2dx ≤ (2 + χ2 µ2f ′µ2c)
∫
Ω
|m1 −m2|2dx+ χ2µ2f
∫
Ω
|∇(c1 − c2)|2dx. (58)
Estimate (52) is directly obtained from these estimates by an application of Gronwall’s
lemma to the quantity∫
Ω
|m1 −m2|2dx+
χ2 µ2f
2ε0
∫
Ω
|c1 − c2|2dx+
∫
Ω
|d1 − d2|2dx.
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Note that uniqueness in Theorem 1.1 is a direct consequence of Proposition 2.2. Moreover,
since T is arbitrary in Propositions 2.1 and 2.2, one can build the unique solution of system
(1) on R+ that appears in the conclusion of Theorem 1.1 by patching together the solutions
defined on finite time intervals. 
2.3. Uniform-in-time bounds.
In this section, we will conclude the proof of Theorem 1.1 by showing that the unique
solution to (1) obtained in Propositions 2.1 and 2.2 is globally (w.r.t. time) bounded.
Thanks to Proposition 2.1, it is sufficient to show that the sequences
{‖m‖L∞(Qτ,τ+1)}∞τ=1
and
{‖c‖L∞(Qτ,τ+1)}∞τ=1 are bounded. As a consequence, we will obtain estimates in this sub-
section in which all constants do not depend on τ . In addition, we will see that the lim sup
of each sequence is independent of m0 and c0.
We first recall the uniform in time bound
sup
t∈R+
‖d(·, t)‖L∞(Ω) ≤ µ := max
{
1, ‖d0‖L∞(Ω)
}
.
Coming back to the proof of Lemma 2.2, and specializing it in the case when λ = 1, we see
that
d
dt
∫
Ω
(m+ c) ≤ |Ω| (δ µ+ ka)−
∫
Ω
(m+ c),
so that
sup
t∈R+
(‖m(t)‖L1(Ω) + ‖c(t)‖L1(Ω)) ≤ K∗1 , (59)
where K∗1 := max(|Ω| (δ µ+ ka), ‖m0‖L1(Ω) + ‖c0‖L1(Ω)), and
lim sup
t→∞
(‖m(t)‖L1(Ω) + ‖c(t)‖L1(Ω)) ≤ |Ω| (δ µ+ ka). (60)
We also recall that ka and µ only depend on β, a and ‖d0‖L∞(Ω).
Then, we prove the
Lemma 2.5. Under the assumptions of Theorem 1.1, we consider (m, c, d), the unique so-
lution to (1) on Ω× R+. Then
sup
τ∈N
‖m‖La(Qτ,τ+2) ≤ (3K∗1)
1
a , (61)
and
lim sup
τ→∞
‖m‖La(Qτ,τ+2) ≤ (3 |Ω| (δ µ+ ka))
1
a . (62)
Proof. By integrating the equation satisfied by m on Qτ,τ+2, we have∫
Ω
m(x, τ + 2)dx =
∫
Ω
m(x, τ)dx+
∫ τ+2
τ
∫
Ω
m(x, s)(1−m(x, s)a−1)dxds.
Thus ∫ τ+2
τ
∫
Ω
m(x, s)a dxds ≤ ‖m(τ)‖L1(Ω) +
∫ τ+2
τ
∫
Ω
m(x, s)dxds,
which proves both (61) and (62). 
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Lemma 2.6. Under the assumptions of Theorem 1.1, we consider (m, c, d), the unique solu-
tion to (1) on Ω×R+. Let q1 be defined as in (25). Then, there exists K3 > 0 (depending on
Ω, n, a, ε0, β, δ and ‖m0‖L1(Ω), ‖c0‖L1(Ω), ‖d0‖L∞(Ω), but not on τ) and K˜3 > 0 (depending
on Ω, n, a, ε0, β, δ and ‖d0‖L∞(Ω), but not on τ) such that
sup
τ∈N−{0}
‖∇c‖Lq1 (Qτ,τ+1) ≤ K3, (63)
and
lim sup
τ→∞
‖∇c‖Lq1 (Qτ,τ+1) ≤ K˜3. (64)
Proof. We define a smooth cutoff function ψ ∈ C∞(R; [0, 1]) such that ψ(s) = 0 for s ≤ 0,
and ψ(s) = 1 for s ≥ 1. Moreover, we assume that |ψ′(s)| ≤ 2 for all s ∈ R. For any τ ∈ N,
the shifted cutoff function is defined by ψτ (·) := ψ(· − τ). By multiplying the equation
satisfied by c by ψτ , we get
∂t(ψτc) = ε0∆(ψτc) + ψ
′
τc− ψτc+ ψτ [δd+ βm], (65)
and (ψτc)(x, τ) = 0. By using the semigroup properties of the heat equation (Lemma 2.1),
we see that (for some C > 0 depending only on Ω, n, a, ε0, but not τ)
‖ψτc‖Lq5 (Qτ,τ+2) ≤ C
(‖ψ′τc‖La(Qτ,τ+2) + ‖ψτc‖La(Qτ,τ+2) + ‖ψτ (δd+ βm)‖La(Qτ,τ+2)) , (66)
where
q5 =

(n+ 2)a
n+ 2− 2a if a <
n+ 2
2
,
< +∞ arbitrary if a = n+ 2
2
,
= +∞ if a > n+ 2
2
.
In any case, we have a < q5. By using the boundedness of ψ
′
τ and ψτ , and Ho¨lder’s inequality,
we have, for α ∈ (0, 1) satisfying 1
a
= 1−α
1
+ α
q5
,
‖ψ′τc‖La(Qτ,τ+2) ≤ 2‖c‖La(Qτ,τ+2) ≤ 2‖c‖1−αL1(Qτ,τ+2)‖c‖αLq5 (Qτ,τ+2) ≤ 2(2K∗1)1−α ‖c‖αLq5 (Qτ,τ+2),
(67)
and similarly
‖ψτc‖La(Qτ,τ+2) ≤ (2K∗1)1−α ‖c‖αLq5 (Qτ,τ+2). (68)
From the uniform boundedness of d and (61), we see that
‖ψτ (δd+ βm)‖La(Qτ,τ+2) ≤ (3K∗1)
1
aβ + δ µ (2|Ω|)1/a. (69)
Inserting (67)–(69) into (66) and using ψτ ≡ 1 on (τ + 1, τ + 2) yields, for some constant
C2 > 0 (depending only on Ω, n, δ, β, a, ε0, ‖m0‖L1(Ω), ‖c0‖L1(Ω), ‖d0‖L∞(Ω), but not τ)
‖c‖Lq5 (Qτ+1,τ+2) ≤ C2 ‖c‖αLq5 (Qτ,τ+2) + C2. (70)
Denote by Λ :=
{
τ + 1 ∈ N : ‖c‖Lq5 (Qτ,τ+1) ≤ ‖c‖Lq5 (Qτ+1,τ+2)
}
. Then for all τ ∈ Λ, we get
from (70) that
‖c‖Lq5 (Qτ+1,τ+2) ≤ 2C2 ‖c‖αLq5 (Qτ+1,τ+2) + C2 ≤
1
2
‖c‖Lq5 (Qτ+1,τ+2) + C3,
where C3 > 0 only depends on the same parameters as C2. Thus
‖c‖Lq5 (Qτ+1,τ+2) ≤ 2C3 for all τ ∈ Λ.
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By the definition of Λ, this in fact implies that
‖c‖Lq5 (Qτ+1,τ+2) ≤ 2C3 for all τ ∈ N.
Since a < q5, we get with
1
a
= 1−α
1
+ α
q5
,
sup
τ∈N−{0}
‖c‖La(Qτ,τ+1) ≤ sup
τ∈N−{0}
‖c‖1−αL1(Qτ,τ+1)‖c‖αLq5 (Qτ,τ+1) ≤ (K∗1)1−α(2C3)α. (71)
We can now use this estimate, the uniform boundedness of d, and (61), and apply the
semigroup properties of the heat kernel to (65), and get (for some constant C > 0 only
depending on Ω, n, ε0, and a),
‖ψτ |∇c|‖Lq1 (Qτ,τ+2) ≤ C ‖ψ′τc− ψτc+ ψτ [δd+ βm]‖La(Qτ,τ+2)
≤ C (6(K∗1)1−α(2C3)α + (3K∗1)
1
aβ + δ µ (2|Ω|)1/a).
Finally, by using ψτ ≡ 1 on (τ + 1, τ + 2), we obtain (63). Similarly, using (62), we obtain
(64). 
Using Lemmas 2.5 and 2.6, we obtain the following result:
Lemma 2.7. Under the assumptions of Theorem 1.1, we consider (m, c, d), the unique solu-
tion to (1) on Ω×R+. For any 1 ≤ p <∞, there exist a constant Kp > 0 (depending on Ω,
n, p, a, β, δ, ε0 and ‖m0‖L1(Ω), ‖c0‖L1(Ω), ‖d0‖L∞(Ω), but not on τ), and a constant K˜p > 0
(depending on Ω, n, p, a, β, δ, ε0 and ‖d0‖L∞(Ω), but not on τ) such that
sup
τ∈N−{0}
‖m‖Lp(Qτ,τ+1) ≤ Kp, (72)
and
lim sup
τ→∞
‖m‖Lp(Qτ,τ+1) ≤ K˜p. (73)
Proof. The proof of this lemma is similar to that of Lemma 2.4, except that we will consider
the cylinder Qτ,τ+2 instead of QT . More precisely, by multiplying the equation satisfied by
m in (1) with ψτ , we get
∂t(ψτm) = ∆(ψτm) + ψ
′
τm+ ψτm(1−ma−1)− χψτ∇ · (f(m)∇c), (74)
and (ψτm)(x, τ) = 0. Let s ∈ (0, 1) satisfy (27), and choose p′ as in (30). Consider 0 ≤ θ ∈
Lp
′
(Qτ,τ+2) with ‖θ‖Lp′ (Qτ,τ+2) = 1. Let φ be the unique nonnegative solution to the equation
∂tφ+ ∆φ = −θ, (x, t) ∈ Qτ,τ+2,
∇φ · ν = 0, (x, t) ∈ ∂Ω× (τ, τ + 2),
φ(x, τ + 2) = 0, x ∈ Ω.
From the semigroup properties of the heat equation (Lemma 2.1), we know that there exists
a constant Lp′ > 0 (depending on Ω, n, p but not τ) such that
‖φ‖Lq2 (Qτ,τ+2) + ‖∇φ‖Lq3 (Qτ,τ+2) ≤ Lp′ , (75)
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with q2 and q3 defined in (33). By integration by parts, we estimate similarly to (34) and
get∫ τ+2
τ
∫
Ω
(ψτm)θdxdt ≤
∫ τ+2
τ
∫
Ω
(ψ′τm+ ψτm)φ dxdt+ χ
∫ τ+2
τ
∫
Ω
|f(m)||∇φ||∇c| dxdt
=: (III) + (IV ).
(76)
We estimate (III) similarly to (I) in (34). More precisely, in the case when a ≥ n+2
2
, we have
(for some C4 > 0 depending only on Ω, n, p, a, β, δ, ε0 and ‖m0‖L1(Ω), ‖c0‖L1(Ω), ‖d0‖L∞(Ω))
(III) ≤ 3‖φ‖
L
a
a−1 (Qτ,τ+2)‖m‖La(Qτ,τ+2) ≤ C4, (77)
and in the case when a < n+2
2
, we have (for some C5 > 0 depending only on Ω, and some
C6 > 0 depending on the same quantites as C4)
(III) ≤ 3
∫ τ+2
τ
∫
Ω
φm1−ϑmϑdxdt ≤ C5 ‖φ‖Lq2 (Qτ,τ+2)‖m‖1−ϑLa(Qτ,τ+2)‖m‖ϑLp(Qτ,τ+2)
≤ C6 ‖m‖ϑLp(Qτ,τ+2),
(78)
where ϑ is defined in (38). It follows from (77) and (78) that, in any case, we have the
estimate
(III) ≤ max(C4, C6)
(
1 + ‖m‖ϑLp(Qτ,τ+2)
)
. (79)
The term (IV ) can be estimated similarly to (II) in (41) and (43). More precisely, it
follows from Ho¨lder’s inequality that (for some C7, C8 > 0 depending only on Ω, and C9 > 0
depending on the same quantites as C4 and b, γ, χ)
(IV ) ≤ χγ
∫ τ+2
τ
∫
Ω
|m|b|∇φ||∇c|dxdt
≤ χγ
(∫ τ+2
τ
∫
Ω
mp
′(b−s)|∇φ|p′|∇c|p′dxdt
) 1
p′
‖m‖sLp(Qτ,τ+2)
≤ C7 χγ‖∇φ‖Lq3 (Qτ,τ+2)‖m‖b−sLa(Qτ,τ+2)‖∇c‖Lq4 (Qτ,τ+2)‖m‖sLp(Qτ,τ+2) (q4 is defined in (42))
≤ C8 χγLp′‖m‖b−sLa(Qτ,τ+2)‖∇c‖Lq1 (Qτ,τ+2)‖m‖sLp(Qτ,τ+2) (since q4 < q1, see (44))
≤ C9 ‖m‖sLp(Qτ,τ+2).
Inserting this and (79) into (76), we get∫ τ+2
τ
∫
Ω
(ψτm)θdxdt ≤ max(C4, C6, C9)
(
1 + ‖m‖ϑLp(Qτ,τ+2) + ‖m‖sLp(Qτ,τ+2)
)
for all 0 ≤ θ ∈ Lp′(Qτ,τ+2) satisfying ‖θ‖Lp′ (Qτ,τ+2) = 1. Therefore, by duality, we get (for
C10 := max(C4, C6, C9))
‖ψτm‖Lp(Qτ,τ+2) ≤ C10
(
1 + ‖m‖ϑLp(Qτ,τ+2) + ‖m‖sLp(Qτ,τ+2)
)
. (80)
Define Θ :=
{
τ + 1 ∈ N : ‖m‖Lp(Qτ,τ+1) ≤ ‖m‖Lp(Qτ+1,τ+2)
}
. Then for any τ ∈ Θ, we have
RHS of (80) ≤ 2C10
(
1 + ‖m‖ϑLp(Qτ+1,τ+2) + ‖m‖sLp(Qτ+1,τ+2)
)
≤ C11 + 1
2
‖m‖Lp(Qτ+1,τ+2),
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(where C11 depends on the same quantities as C9) thanks to the fact that 0 < ϑ, s < 1. From
this, (80), and ψτ ≡ 1 on (τ + 1, τ + 2), we get
‖m‖Lp(Qτ+1,τ+2) ≤ C11 +
1
2
‖m‖Lp(Qτ+1,τ+2) for all τ ∈ Θ,
and consequently
‖m‖Lp(Qτ+1,τ+2) ≤ 2C11 for all τ ∈ Θ.
Thanks to the definition of Θ, we finally obtain the desired estimate (72). In a similar
manner, we obtain (73). 
We are now ready to show the uniform-in-time boundedness of the solution to (1).
The uniform-in-time boundedness of d is already shown. It remains to show it for m and
c. We start by rewriting equation (65) as
∂t(ψτc) = ε0 ψτ ∆c+ (ψ
′
τ − ψτ )c+H, with H = ψτ [δd+ βm].
Thanks to the Lemma 2.7, we know that for any 1 ≤ p < ∞, supτ∈N ‖H‖Lp(Qτ,τ+2) ≤
β Kp + δ (2|Ω|)1/p. Proceeding as in Lemma 2.6, we see that for any 1 ≤ p <∞, there exists
K∗p > 0 (depending on the same quantities as Kp) such that supτ∈N ‖c‖Lp(Qτ,τ+2) ≤ K∗p . By
maximal regularity, recalling that (ψτc)(x, τ) = 0, we have (for some C > 0 depending on
Ω, p, n, ε0, but not τ)
‖ψτc‖W 2,1p (Qτ,τ+2) ≤ C‖(ψ′τ − ψτ )c+H‖Lp(Qτ,τ+2),
so that picking p > n+2
2
, we can use the semigroup properties of the heat kernel (Lemma
2.1) in order to get
‖ψτc‖L∞(Qτ,τ+2) ≤ C‖ψτc‖W 2,1p (Qτ,τ+2) ≤ C[n+22 ]+1.
Due to ψτ ≡ 1 on (τ + 1, τ + 2), we finally obtain
‖c‖L∞(Qτ+1,τ+2) ≤ C[n+2
2
]+1.
Moreover, by picking p > n + 2, we obtain also the uniform estimate for ∇c, i.e. (for some
C > 0 depending on Ω, p, n, ε0, but not on τ)
‖∇c‖L∞(Qτ+1,τ+2) ≤ ‖ψτ |∇c|‖L∞(Qτ,τ+2) ≤ C‖c‖W 2,1p (Qτ,τ+2) ≤ Cn+3. (81)
This concludes the proof of boundedness of c (and ∇c).
For the uniform boundedness of m, we observe that from (74), one can write the Duhamel
formula for all t ∈ (τ, τ + 2)
ψτm(t) =
∫ t
τ
S(t− τ − s) [(ψ′τm) + ψτm(1−ma−1)− χψτ∇ · (f(m)∇c)] (s) ds
where {S(t)} is the semigroup of the heat kernel with homogeneous Neumann boundary
condition. We have the following estimates of {S(t)}, (cf [Win10]), for p and q well chosen,
‖S(t)f‖L∞(Ω) ≤ C∗
(
1 + t−
n
2p
)
‖f‖Lp(Ω) and ‖S(t)∇f‖L∞(Ω) ≤ C∗
(
1 + t−
1
2
− n
2q
)
‖f‖Lq(Ω),
where C∗ only depends on Ω, n, p, and q.
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Using these estimates into the above Duhamel formula, we get
sup
t∈(τ,τ+2)
‖ψτm(t)‖L∞(Ω)
≤ 3
∫ τ+2
τ
‖[S(t− τ − s)m](s)‖L∞(Ω)ds+
∫ τ+2
τ
‖[S(t− τ − s)ma](s)‖L∞(Ω)ds
+ χ
∫ τ+2
τ
‖[S(t− τ − s)∇ · (f(m)∇c)](s)‖L∞(Ω)ds
≤ 3C∗ ‖m‖Lp(Qτ,τ+2)
∫ τ+2
τ
(
1 + (t− τ − s)− n2p
)
ds
+ C∗ ‖m‖aLap(Qτ,τ+2)
∫ τ+2
τ
(
1 + (t− τ − s)− n2p
)
ds
+ C∗ γ χ ‖∇c‖L∞(Qτ,τ+2)‖m‖bLbp(Qτ,τ+2)
∫ τ+2
τ
(
1 + (t− τ − s)− 12− n2p
)
ds.
By applying Lemma 2.7 and (81), we can choose p > n, which implies that the last three
integrals converge and are bounded w.r.t τ . We finally obtain the estimate (for a constant
C > 0 depending on the parameters stated in Theorem 1.1)
sup
t∈(τ,τ+2)
‖ψτm‖L∞(Ω) ≤ C.
That is, (5) is proved. The result in (6) is obtained in a similar manner, by applying the
earlier lim sup estimates and parabolic regularity, concluding the proof of Theorem 1.1.
3. Nonlinear stability and Turing instability
We study in this section the homogeneous equilibria of system (1). Those equilibria
(m¯, c¯, d¯) satisfy m¯ = m¯a, δ d¯ + β m¯ = c¯, and g(m¯) (1− d¯) = 0. They are therefore given by
(1, β + δ, 1), (0, δ, 1), and, if g(0) = 0, (0, δ ζ, ζ) for all ζ ≥ 0.
It is easy to see that the equilibria (0, δ, 1), and (if g(0) = 0) (0, δ ζ, ζ) for all ζ ≥ 0, are
linearly unstable by considering x-independent solutions to (1).
In this section, we assume that f(1) > 0.
In order to study the stability of the positive equilibrium (m¯, c¯, d¯) = (1, β + δ, 1), we
consider m˜ := m − m¯, c˜ := c − c¯, d˜ := d − d¯. The system (1) can be rewritten under the
form
∂tX˜ = L1 X˜ + L2 X˜ +R(X˜), (82)
where
X˜ :=
 m˜c˜
d˜
 .
The linear part of the system is associated to the matrices
L1 :=
 1− a 0 0β −1 δ
0 0 −g(1)
 , L2 :=
 ∆ −χ f(1) ∆ 00 ε0 ∆ 0
0 0 0
 ,
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and the nonlinear part of the system is
R(X˜) :=
 R1(X˜)R2(X˜)
R3(X˜)
 =
 −[(1 + m˜)a − 1− a m˜]− χ∇ · {[f(1 + m˜)− f(1)]∇c˜}0
−[g(1 + m˜)− g(1)] d˜
 .
We will show that when χ is small enough, the steady state (m¯, c¯, d¯) is nonlinearly asymp-
totically stable. This is obtained by first proving that the linear part possesses a spectral
gap. This implies the exponential decay (for the linear part) of the solution. Thanks to the
fact that the solutions are uniformly bounded in time, we then show that the nonlinear part
is dominated by the linear one provided that the initial data are close enough to (m¯, c¯, d¯),
and thus finally obtain the nonlinear stability.
Denoting by (λn)n∈N the eigenvalues of −∆ (with Neumann boundary condition) on Ω in
such a way that λ0 = 0 < λ1 ≤ λ2 ≤ ... → +∞, we see that the matrix of the linearized
system associated to (82) projected on the eigenspace P en of L2(Ω) associated to λn, is given
by
Mn :=
 1− a− λn χ f(1)λn 0β −1− ε0 λn δ
0 0 −g(1)
 .
Recalling that g(1) > 0, we see that the spectral properties of Mn can be studied by com-
puting the trace and the determinant of the extractred (from Mn) matrix
Nn :=
(
1− a− λn χ f(1)λn
β −1− ε0 λn
)
.
The trace of Nn is
Tr Nn = −a− (1 + ε0)λn < 0 for all n ∈ N.
The determinant of Nn is
Det Nn = [a− 1] + [1 + ε0 (a− 1)− χ f(1) β]λn + ε0 λ2n.
We define
χc := sup{χ | ∀n ∈ N, [a− 1] + [1 + ε0 (a− 1)− χ f(1) β]λn + ε0 λ2n > 0}, (83)
and observe that
χc ≥ χc0 := 2
√
ε0(a− 1) + 1 + ε0 (a− 1)
f(1) β
> 0. (84)
Note that χc0 does not depend on Ω (and there exists Ω such that χc = χc0).
3.1. Nonlinear stability.
Proof of Theorem 1.2. Thanks to Theorem 1.1, we recall that there exist Km, Kc, Kd > 0
such that for all t > 0,
‖m˜(t)‖L∞(Ω) ≤ Km, ‖c˜(t)‖W 1,∞(Ω) ≤ Kc,
∥∥∥d˜(t)∥∥∥
L∞(Ω)
≤ Kd. (85)
It follows from the condition (7) that there exist α ∈ (0, 1) and ϑ1 > 0 such that
ϑ1 <
4α(a− 1)
β2
and χ <
2
√
ϑ1ε0
f(1)
. (86)
A CHEMOTAXIS MODEL INVOLVED IN THE MODELING OF MULTIPLE SCLEROSIS 21
Now we choose
ϑ2 >
δ2ϑ1
4g(1)(1− α) , (87)
and define a function
ϕ(t) =
1
2
(
‖m˜‖2L2(Ω) + ϑ1‖c˜‖2L2(Ω) + ϑ2‖d˜‖2L2(Ω)
)
.
Direct calculations give
ϕ′(t) = −‖∇m˜‖2L2(Ω) + χf(1) 〈∇m˜,∇c˜〉 − ϑ1ε0 ‖∇c˜‖2L2(Ω)
+ (1− a) ‖m˜‖2L2(Ω) − ϑ1 ‖c˜‖2L2(Ω) − ϑ2g(1)‖d˜‖2L2(Ω) + βϑ1 〈m˜, c˜〉+ ϑ1δ
〈
d˜, c˜
〉
+
〈
R1(X˜), m˜
〉
+
〈
R3(X˜), ϑ2d˜
〉
.
(88)
From the relation between χ and ϑ1 in (86), there exists ω1 > 0 such that
−‖∇m˜‖2L2(Ω) + χf(1) 〈∇m˜,∇c˜〉 − ϑ1ε0 ‖∇c˜‖2L2(Ω) ≤ −ω1
(
‖∇m˜‖2L2(Ω) + ‖∇c˜‖2L2(Ω)
)
.
It also follows from the condition of ϑ1 in (86) that there exists ω2 > 0 satisfying
(1− a) ‖m˜‖2L2(Ω) + βϑ1 〈m˜, c˜〉 − αϑ1 ‖c˜‖2L2(Ω) ≤ −ω2
(
‖m˜‖2L2(Ω) + ‖c˜‖2L2(Ω)
)
,
where α is chosen in (86). Finally, from (87), there exists ω3 > 0 such that
−(1− α)ϑ1 ‖c˜‖2L2(Ω) + ϑ1δ
〈
d˜, c˜
〉
− ϑ2g(1)‖d˜‖2L2(Ω) ≤ −ω3
(
‖c˜‖2L2(Ω) + ‖d˜‖2L2(Ω)
)
.
Note that these three estimates mean that the linear part of (82), after the rescaling by
diag(1, ϑ1, ϑ2), has a negative spectral gap. Inserting all these estimates into (88), we obtain
for some ω4, ω5 > 0 that
ϕ′(t) ≤ −ω4
(
‖m˜‖2H1(Ω) + ‖c˜‖2H1(Ω)
)
− ω5ϕ(t) +
〈
R1(X˜), m˜
〉
+
〈
R3(X˜), ϑ2d˜
〉
. (89)
To deal with the two last terms on the right-hand side of (89), we first use integration by
parts to have〈
R1(X˜), m˜
〉
+
〈
R3(X˜), ϑ2d˜
〉
= −
∫
Ω
m˜ [(1 + m˜)a − 1− am˜] dx+ χ
∫
Ω
[f(1 + m˜)− f(1)]∇c˜ · ∇m˜dx
− ϑ2
∫
Ω
[g(1 + m˜)− g(1)] d˜2dx =: (A) + (B) + (C).
(90)
Now we fix a constant κ = κ(n) ∈ (0,min{a − 1, 1}) small enough such that H1(Ω) ↪→
L2+2κ(Ω). Thanks to this embedding and interpolation inequality, we have (for some C(Ω, κ)
which only depends on Ω and κ)
‖m˜‖2+κL2+κ(Ω) ≤ ‖m˜‖2L2+2κ(Ω) ‖m˜‖κL1+κ(Ω) ≤ C(Ω, κ) ‖m˜‖2H1(Ω) ‖m˜‖κL2(Ω) . (91)
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To estimate (A), we use Taylor’s expansion and the fact that m˜ is uniformly bounded in
L∞(Ω) to get
|(A)| ≤
∫
Ω
|m˜||(1 + m˜)a − 1− a m˜|dx
≤ C(a,Km)
∫
Ω
|m˜|1+adx
≤ C(a,Km)Ka−1−κm
∫
Ω
|m˜|2+κdx (since κ < a− 1)
≤ C(a,Km, κ) ‖m˜‖2+κL2+κ(Ω)
≤ C(a,Km, κ) ‖m˜‖2H1(Ω) ‖m˜‖κL2(Ω) (using (91)).
(92)
Similarly for (B) and (C)
|(C)| ≤ ϑ2
∫
Ω
|g(1 + m˜)− g(1)|d˜2dx ≤ C(Km)
∫
Ω
|m˜||d˜|2dx (since g ∈ C1,0)
≤ C(Km, Kd)
∫
Ω
|m˜||d˜| 2(1+κ)2+κ dx
≤ C(Km, Kd, ω5)
∫
Ω
|m˜|2+κdx+ ω5ϑ2
4
∫
Ω
|d˜|2dx (by Young’s inequality)
≤ C(Km, Kd, ω5, κ) ‖m˜‖2H1(Ω) ‖m˜‖κL2(Ω) +
ω5
2
ϕ(t) (using (91)),
(93)
and
|(B)| ≤ χ
∫
Ω
|f(1 + m˜)− f(1)||∇c˜||∇m˜|dx
≤ C(Km)
∫
Ω
|m˜||∇c˜||∇m˜|dx (since f ∈ C1,0)
≤ C(Km, Kc)
∫
Ω
|m˜||∇c˜| 13 |∇m˜|dx (thanks to (85))
≤ ω4
2
∫
Ω
(|∇m˜|2 + |∇c˜|2) dx+ C(Km, Kc, ω4)∫
Ω
|m˜|3dx (by Young’s inequality)
≤ ω4
2
(
‖m˜‖2H1(Ω) + ‖c˜‖2H1(Ω)
)
+ C(Km, Kc, ω4)K
1−κ
m
∫
Ω
|m˜|2+κdx
≤ ω4
2
(
‖m˜‖2H1(Ω) + ‖c˜‖2H1(Ω)
)
+ C(Km, Kc, ω4, κ) ‖m˜‖2H1(Ω) ‖m˜‖κL2(Ω) (using (91)).
(94)
By inserting (92)–(93)–(94) into (89) we obtain
ϕ′(t) ≤ −ω5
2
ϕ(t) +
(
‖m˜‖2H1(Ω) + ‖c˜‖2H1(Ω)
) [
C‖m˜‖κL2(Ω) −
ω4
2
]
≤ −ω5
2
ϕ(t) +
(
‖m˜‖2H1(Ω) + ‖c˜‖2H1(Ω)
) [
Cϕ(t)κ/2 − ω4
2
]
.
Therefore, if ϕ(0) is small enough, t 7→ ϕ(t) is decreasing and consequently
ϕ(t) ≤ e−ω52 tϕ(0)
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which proves the nonlinear (exponential) stability in L2 of (m¯, c¯, d¯). Interpolating with the
estimate (5), we conclude the proof of Thm. 1.2. 
3.2. Turing instability and Turing patterns. When χ > χc, the equilibrium point (1, β+
δ, 1) is linearly unstable, so that a Turing-type instability sets in. In this section, we display
a numerical simulation showing the occurrence of this instability on the spatial domain
Ω = [0;Lx]× [0;Ly].
First, we recall that on rectangular domains defined by 0 < x < Lx and 0 < y < Ly, the
Fourier transformation of solutions to the linearized problem with homogeneous Neumann
boundary conditions has the following form:
X˜ =
∑
p,q∈N
fp,qe
σ(λn)t cos
(
ppi
Lx
x
)
cos
(
qpi
Ly
y
)
, (95)
where fp,q are the Fourier coefficients of the initial conditions, and λn are defined as follows:
λn =
(
ppi
Lx
)2
+
(
qpi
Ly
)2
, with p, q ∈ N, (96)
in such a way that they are ordered (that is λn ≤ λn+1). The values σ(λn) are derived
from the dispersion relations σ2 − TrNnσ + DetNn = 0. When χ < χc, σ(λn) < 0, ∀n ∈ N,
and then the homogeneous state is linearly stable. For χ = χc, the homogeneous solution
is marginally stable and ∃λnc such that min(DetNnc) = 0, or in other words σ(λnc) = 0.
For χ > χc, there exists a range [n1;n2] such that σ(λn) > 0, ∀n ∈ [n1;n2], and therefore a
Turing instability occurs.
The numerical simulation has been performed on the square domain [0; pi]×[0; pi], i.e. Lx =
Ly = pi. For the discretization in space, we have adopted a Fourier spectral scheme with 64×
64 modes. The integration in time has been realized by using the Crank-Nicholson method
for the diffusive part and a second-order Runge-Kutta explicit method for the reaction terms.
We have adopted the functions
f(m) =
m
1 +m
and g(m) =
rm2
1 +m
,
which corresponds to the special case (2) (except for parameter a), and the following param-
eter values have been fixed: r = 1, a = 3, ε0 = 0.03125, δ = 1, β = 1. For this set of values,
linear stability analysis predicts that λnc = 8 and χc = 3.125. In order to obtain a Turing
pattern, we have fixed χ = 3.18 (which is bigger than χc) and for this choice the only un-
stable λn allowed by the domain and the boundary conditions is λnc , which has multiplicity
one, in that (p, q) = (2, 2) is the only pair which satisfies the condition (96).
We therefore expect that a random perturbation of the homogeneous state evolves towards
a stationary Turing pattern of the form X˜ ∝ cos(2x) cos(2y).
The temporal evolution of the numerical solution is shown in Fig.1. As predicted by the
previous analysis, a small random perturbation (see Fig.1a) of the homogeneous state evolves
toward a stationary square patten (Fig.1d).
On the other hand, when χ < χc, the homogeneous steady state is stable and therefore
perturbations of this equilibrium, as shown in Fig.2, are dampened.
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(a) (b)
(c) (d)
Figure 1. Spatio-temporal evolution of m on the spatial domain Ω =
[0;pi]× [0; pi] above the Turing threshold χc = 3.125. The following parameter
values have been fixed: r = 1, a = 3, ε0 = 0.03125, δ = 1, β = 1 and χ = 3.18.
The initial condition is a small random perturbation of the homogeneous equi-
librium m¯ = 1.
Figure 2. Spatio-temporal evolution of m on the spatial domain Ω = [0;pi]×
[0; pi] below the Turing threshold χc. All parameter values, except χ, are as
in Fig.1, and χ = 3. The initial condition is a random perturbation of the
homogeneous equilibrium m¯ = 1.
3.3. Global asymptotic stability. We expect that the convergence to the steady state
(m¯, c¯, d¯) = (1, β+ δ, 1) is not only local, as proved in Subsection 3.1 when χ < χsubcrit, but is
in fact global and valid for χ < χc. This is left as an interesting open question. We performed
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numerical simulations which support this conjecture. We show one of these simulations in
Fig.3: below the Turing threshold χc, an initial datum far from the homogeneous equilibrium
evolves toward the stable equilibrium point (m¯, c¯, d¯).
Moreover we performed several other simulations adopting initial data further away from
equilibrium and in any of these numerical experiments we observed solutions converging to
the stable steady state.
Note that the large time behavior of system (1) when χ > χc is a much more complicated
problem: it involves the research of inhomogeneous stable steady states, and the study of
the basin of attraction.
Figure 3. Spatio-temporal evolution of m on the spatial domain Ω = [0;pi]×
[0; pi] below the Turing threshold χc. All parameter values are as in Fig.2. The
initial condition is far from the homogeneous equilibrium (m¯, c¯, d¯).
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