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Abstract
Scientists and philosophers frequently speak about levels of description, levels of
explanation, and ontological levels. In this paper, I propose a unified framework for
modelling levels. I give a general definition of a system of levels and show that it can
accommodate descriptive, explanatory, and ontological notions of levels. I further
illustrate the usefulness of this framework by applying it to some salient philosophical
questions: (1) Is there a linear hierarchy of levels, with a fundamental level at
the bottom? And what does the answer to this question imply for physicalism,
the thesis that everything supervenes on the physical? (2) Are there emergent
properties? (3) Are higher-level descriptions reducible to lower-level ones? (4) Can
the relationship between normative and non-normative domains be viewed as one
involving levels? Although I use the terminology of “levels”, the proposed framework
can also represent “scales”, “domains”, or “subject matters”, where these are not
linearly but only partially ordered by relations of supervenience or inclusion.
⇤This paper articulates a framework that has been implicit—to varying degrees—in some of my
previous works, but has never been spelt out in full. Relevant works include List and Menzies (2009,
2010), List and Pettit (2011), List and Spiekermann (2013), List (2014), List and Pivato (2015a,b), and
Dietrich and List (2016, Section 8). I wish to record my intellectual debt to all of my co-authors of these
works: the late Peter Menzies, Philip Pettit, Kai Spiekermann, Marcus Pivato, and Franz Dietrich. I am
also grateful to Campbell Brown, Jeremy Butterfield, Johannes Himmelreich, Marcus Pivato, Wlodek
Rabinowicz, and an anonymous referee for detailed written comments, and to Richard Bradley, Elizabeth
Coppock, Meir Hemmo, George Musser, John Norton, Mike Otsuka, Bryan Roberts, Orly Shenker, and
Laura Valentini for helpful discussions or feedback. Finally, I thank conference and seminar audiences
at the University of Munich, Lund University, the University of Cambridge, and the LSE. My work was
supported by a Leverhulme Major Research Fellowship.
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1 Introduction
Scientists as well as philosophers frequently use notions such as levels of description,
levels of explanation, and ontological levels.1 Although it is widely held that everything
in the world is ultimately the product of fundamental physical processes, it is also widely
recognized that, for many purposes, the right level of description or explanation is not the
fundamental physical one, but a “higher” level, which abstracts away from microphysical
details. Chemistry, biology, geology, and meteorology would all get bogged down with an
informational or computational overload if they tried to explain the phenomena in their
domains by modelling the behaviour of every elementary particle, instead of focusing on
“higher-level” properties and regularities. For instance, it would be hopeless to try to
understand an organism or an ecosystem at the level of the billions of elementary particles
of which it is composed, rather than at the macroscopic level of its biological functioning.
Similarly, cognitive scientists tend to assume that human psychology is better un-
derstood at the level of the mind (the cognitive-psychological level) than at the level
of the brain (the neuro-physiological level),2 just as it is easier to understand a word
processor at the software level than at the hardware level, where gazillions of electrons
flow through microchips. And for many social-scientific purposes, the right level of
description is not the “micro”-level of individuals, but a social level, involving “macro”-
variables. Economists and political scientists would have a hard time modelling the
economy or political systems if they tried to describe the behaviour of every individual
market participant or every single citizen.3
Given the ubiquity of higher-level descriptions in science, some philosophers ask
whether the world itself might be “layered” or “stratified into levels”, where di↵erent
levels are organized hierarchically, perhaps with a fundamental level at the bottom.4 Ac-
cording to a levelled ontology, the levels in question are not just levels of description or
explanation, but levels of reality or ontological levels. When we employ di↵erent descrip-
tive or explanatory levels in science, on this picture, these correspond to di↵erent onto-
logical levels: they are “epistemic markers” of something “ontic”. Historically, a levelled
ontology was central to the British Emergentism of the 19th and early 20th centuries.5
1E.g., Oppenheim andPutnam (1958), Fodor (1974),Owens (1989), Beckermann, Flohr, andKim (1992),
Dupre´ (1993),Kim (1998, 2002), Scha↵er (2003), Floridi (2008), andEllis, Noble, andO’Connor (2012).
2For a classic discussion, see Putnam (1967). See also Bechtel (1994) and Davies (2000).
3This is despite the popularity of methodological individualism, the view that social phenomena should
be explained at the level of individuals. On the level of explanation in the social sciences, see, e.g., Kincaid
(1986), Sawyer (2002, 2003), List andPettit (2011), List and Spiekermann (2013), and Haslanger (2016).
4For discussions of this “layered” or “stratified” view of the world, see Kim (2002) and Scha↵er (2003).
5For a review, see, e.g., O’Connor and Wong (2015).
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How should we think about levels? Are notions such as levels of description, levels
of explanation, or ontological levels mere metaphors, or can we make literal sense of
them? Jaegwon Kim, for instance, suggests that “talk of levels may turn out to be only
a figure of speech, a harmless but suggestive metaphor”, but he challenges us to “begin
[our analysis] by taking the levels talk and its attendant metaphysics seriously” and to
“try to make sense of it—or as much sense as we can”.6 The aim of this paper is to
respond to this challenge, by proposing a unified framework for modelling levels, whether
interpreted epistemically or ontically.
I introduce an abstract definition of a system of levels and look at a number of
examples of systems of levels that fit this definition. Some of them capture descriptive
or explanatory notions of levels, others ontological ones. The framework can also make
sense of the idea that a level of description may be a marker of an ontological level.
My examples build on recent discussions of levels in the literature; the general definition
that subsumes them is new and is inspired by category theory.7 Crucially, the framework
can accommodate the possibility (also raised by Jaegwon Kim) that levels do not form a
linear hierarchy, but are only partially ordered by the “higher than” relation. Although I
use the conventional terminology of “levels”, the framework can equally be interpreted as
capturing the relationship between di↵erent “scales”, “domains”, or “subject matters”.8
I will illustrate the usefulness of the framework by bringing it to bear on some salient
philosophical questions. I will consider questions about fundamentality, emergence, re-
duction, and normativity. On fundamentality: is there a fundamental level on which all
other levels depend?9Andwhat does the answer to this question imply for physicalism, the
thesis that everything supervenes on the physical? On emergence: are there emergent
higher-level properties that are not explainable in lower-level terms? On reduction: are
higher-level descriptions reducible to lower-level ones? On normativity: can we represent
the relationship between normative and non-normative domains as one involving levels?
My aim is not to o↵er comprehensive discussions of all these questions. It would
be impossible to do so in a single paper. My aim is rather to show how the proposed
framework allows us to frame the relevant debates in helpful ways.
6See Kim (2002, p. 3).
7The closest precursors to the present work are Butterfield (2011), List (2014), and List and Pivato
(2015a,b). Himmelreich (2015, Appendix B) also explicates the idea of levels, building on List and Pivato
(2015a). Category theory goes back to Eilenberg and MacLane (1945). For a philosophical survey, see
Marquis (2015). Halvorson (2016) gives an account of scientific theories as categories. Category theory
has also been suggested as a framework for thinking about levels of description in cognitive and brain
science (Go´mez Ramirez 2014), though in a di↵erent way from the one proposed here.
8These terms can be found, e.g., in Wilson (2010), Kim (2002), and Lewis (1988), respectively.
9This is the question asked by Scha↵er (2003). See also Block (2003).
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2 A System of Levels: An Abstract Definition
I begin by giving an abstract definition of a system of levels. In the next section, I
discuss some more concrete instances of this definition. In some cases, levels have an
epistemic or explanatory interpretation, in others an ontological one.
A system of levels is a pair hL,Si, defined as follows:
• L is a class of objects called levels (which will be given more structure later), and
• S is a class of mappings between levels, called supervenience mappings, where each
such mapping   has a source level L and a target level L0 and is denoted   : L   L0,
such that the following conditions hold:
(S1) S is closed under composition of mappings, i.e., if S contains   : L   L0 and
 0 : L0   L00, then it also contains the composite mapping   •  0 : L   L00 defined
by first applying   and then applying  0 (where composition is associative10);
(S2) for each level L, there is an identity mapping 1L : L   L in S, such that, for every
mapping   : L   L0, we have 1L •   =   =   • 1L0 ;
(S3) for any pair of levels L and L0, there is at most one mapping from L to L0 in S.
Interpretationally, when the mapping   : L   L0 is contained in S, this means that level
L0 supervenes (or depends) on level L. We then call L0 the supervenient (or higher) level
and L the subvenient (or lower) level, according to  . Note that the lower level is on
the left-hand side of the arrow in the expression “  : L   L0”, and the higher level is on
the right-hand side.
Supervenience is usually understood as a relation of determination or necessation:
one set of facts (e.g., the facts at level L0) is said to “supervene” on a second set (e.g., the
facts at level L) if the second set of facts determines or necessitates the first, i.e., a change
in the first set of facts is impossible without any change in the second.11 So, we might
also call   a determination or necessitation mapping. There can be di↵erent notions
of supervenience, corresponding to di↵erent modes of determination or necessitation,
10Formally,   • ( 0 •  00) = (  •  0) •  00 whenever   : L   L0,  0 : L0   L00, and  00 : L00   L000.
11On the concept of supervenience, see, e.g., Kim (1984, 1987) and Horgan (1993). The concept can be
traced back to G. E. Moore’s and R. M. Hare’s discussions of the relationship between moral properties
and non-moral properties (though Moore did not use the term) and to Donald Davidson’s discussion
of the relationship between mental and physical properties. The British Emergentists used the term as
well, but not in the modern technical sense. See also McLaughlin and Bennett (2014).
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for example metaphysical or nomological ones.12 The formal framework is compatible
with di↵erent such interpretations. Moreover, while I here adopt an interpretation in
terms of “supervenience”, the framework is also compatible, in principle, with other
interpretations of the mappings in S under which conditions (S1) to (S3) are satisfied.13
The present way of formalizing the relationship between levels is in line with Kim’s
suggestion to define the “higher than” relation in terms of supervenience: for any two
levels L and L0, “L0 is higher than L i↵ L0 supervenes on L but L does not supervene
on L0”.14 As Kim also notes, it may be that levels “are not always comparable to each
other in terms of higher and lower”.15 I return to this point later.
The three conditions on a system of levels I have introduced capture some familiar
properties of the notion of supervenience. Condition (S1) entails that supervenience is
transitive: if L00 supervenes on L0, and L0 supervenes on L, then L00 also supervenes on
L. Condition (S2) entails that every level supervenes on itself; trivially, supervenience
is reflexive (though nothing of substance hangs on this). Condition (S3) entails that,
whenever L0 supervenes on L, the relation in which L and L0 stand is unique; this is in
keeping with the idea of supervenience as a relation of determination or necessitation.16
The three conditions jointly entail a fourth condition:
(S4) if S contains a mapping   : L   L0 and a mapping  0 : L0   L, then   •  0 = 1L.17
Informally, if two levels supervene on one another (which might perhaps never happen if
these levels are distinct), then the composite of the relations in which they stand must
be the identity relation.
12One set of facts supervenes metaphysically on a second if a change in the first set of facts is meta-
physically impossible without a change in the second. One set of facts supervenes nomologically on a
second if this is nomologically impossible, i.e., impossible relative to the appropriate laws of nature.
13For instance, a class of “levels” or “domains”, together with a class of “derivability”, “scrutability”,
or “reducibility” relations, might also form a system hL,Si with properties (S1) to (S3). Obviously,
the resulting applications of the framework would have to be interpreted somewhat di↵erently than the
ones considered here. I thank Bryan Roberts and an anonymous referee for prompting me to clarify this
point. The term “scrutability” comes from Chalmers (2012).
14The quoted definition comes from Kim (2002, p. 9), with the labels “L0” and “L” substituted for
“M” (as in “mental”) and “N” (as in “neural”), respectively.
15See Kim (2002, p. 10).
16By contrast, grounding relations—recently much discussed—have slightly di↵erent formal properties.
While grounding is arguably transitive, it is irreflexive and asymmetric. See, e.g., Scha↵er (2009).
17To see this, suppose that S contains a mapping   : L   L0 and a mapping  0 : L0   L. By (S1), S
will then also contain the composite mapping   •  0 : L   L. By (S2), S contains an identity mapping
1L : L   L for level L. By (S3), S contains at most one mapping from L to L. Since both   •  0 and
1L are mappings from L to L, they must coincide; otherwise S would contain more than one mapping
from L to L. This establishes (S4).
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In algebraic terms, the pair hL,Si, subject to conditions (S1) and (S2), is a struc-
ture called a “category”. Generally, a category is a pair consisting of a class of ob-
jects and a class of mappings betweens objects, often called “arrows” or “morphisms”,
where conditions (S1) and (S2) hold. In the present context, the “objects” are levels,
and the “arrows” or “morphisms” are supervenience mappings.18 Categories that also
satisfy condition (S3), as in the case of hL,Si, are called “posetal categories”. The
category-theoretic way of representing systems of levels allows us to express structural
relationships between di↵erent such systems.
For example, one system of levels, hL,Si, is a subsystem of another, hL0,S 0i, if
• L ✓ L0 and S ✓ S 0, and
• composition and identity in hL,Si are defined as in hL0,S 0i.19
To illustrate, one might imagine a disagreement among scientists or philosophers on how
many levels of reality there are. Some think there are more levels than recognized by
others. Perhaps some postulate the existence of an additional fundamental level below
the commonly recognized microphysical level, while others deny it. Then we have a
situation in which some people think that the correct system of levels is a subsystem of
the one assumed by others: the two systems of levels are exactly alike, except that one
contains more levels than the other.
More generally, there can be structure-preserving mappings between di↵erent systems
of levels. These are called functors. A functor, F , from one system of levels, hL,Si, to
another, hL0,S 0i, is a mapping which
• assigns to each level L in L a corresponding level L0 = F (L) in L0, and
• assigns to each supervenience mapping   : L   L0 in S a corresponding superve-
nience mapping  0 = F ( ) in S 0, where  0 : F (L)  F (L0),
such that F preserves composition and identity.20 The existence of a functor from one
system of levels to another means that we can map the first system into the second
in a way that preserves supervenience relationships. In the case in which one system
18This di↵ers from Go´mez Ramirez’s (2014) proposal, where each level—as opposed to a system of
levels—is represented by a category (e.g., the category of neurons for the neuronal level, with synaptic
paths playing the role of morphisms) and there are no supervenience mappings as morphisms.
19Note that hL,Si and hL0,S 0i, qua systems of levels, must each satisfy (S1) to (S3).
20Formally, for any two supervenience mappings   and  0 in S, where the target level of   coincides
with the source level of  0, we have F (  •  0) = F ( ) • F ( 0); and for any identity mapping 1L in S, we
have F (1L) = 1F (L), where 1F (L) is the identity mapping in S 0 for level F (L).
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is a subsystem of another, there trivially exists a functor from the first system to the
second, but there can also be functors in less trivial cases. For instance, I later consider
the possibility that there may be a functor from a system of levels of description to a
system of ontological levels. If two systems of levels, hL,Si and hL0,S 0i, admit functors
in both directions (i.e., from hL,Si to hL0,S 0i and vice versa) which are inverses of each
other, then this indicates that the two systems are structurally equivalent, at least as
far as supervenience relations are concerned. The attraction of the present formalism is
its generality, as I will now illustrate.
3 Four Instances of Systems of Levels
I will consider four instances of the general definition just given. Some of them are best
interpreted as capturing levels of description or explanation; others are best interpreted
as capturing ontological levels; and in some cases they admit both interpretations.
3.1 Levels of grain
I begin with a very simple example of a system of levels, which is generated by di↵erent
ways of partitioning an underlying non-empty set ⌦ of possible worlds.21 (Alternatively,
⌦ could be a set of other items, such as the options a decision maker might be faced
with.) Let ⇠ denote an equivalence relation on ⌦ (a reflexive, symmetrical, and transitive
relation). Any such relation ⇠ partitions ⌦ into some non-empty, pairwise disjoint, and
jointly exhaustive equivalence classes, each of which consists of worlds (or items) that
are equivalent with respect to ⇠. Let ⌦⇠ be the resulting set of equivalence classes. We
call ⌦⇠ a partition of ⌦. We obtain the finest partition if ⇠ is the identity relation;
here, each element of ⌦ forms a singleton equivalence class by itself. We obtain the
coarsest partition if ⇠ is the total relation, under which all elements of ⌦ fall into the
same equivalence class. Non-trivial partitions lie in between these two extremes.
For any two partitions ⌦⇠ and ⌦t, we say that ⌦⇠ is at least as fine-grained as ⌦t
if each equivalence class in ⌦t is a union of equivalence classes in ⌦⇠. The relation “at
least as fine-grained as” partially orders partitions. Whenever ⌦⇠ is at least as fine-
grained as ⌦t, we define a function   : ⌦⇠   ⌦t that assigns to each equivalence class
in ⌦⇠ the equivalence class in ⌦t in which it is included.
It is easy to see that we get a system of levels if we define the pair hL,Si as follows:
21On the idea of identifying levels with partitions, see Himmelreich (2015, Appendix B). He develops
a version of this idea adapting the framework of worlds-as-histories from List and Pivato (2015a).
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• L is some non-empty set of partitions of ⌦, perhaps the set of all logically possible
partitions;
• S consists of every function   : ⌦⇠   ⌦t under the definition just given, where
⌦⇠ and ⌦t are elements of L such that ⌦⇠ is at least as fine-grained as ⌦t.
A level, here, is a particular way of partitioning the underlying space of possibilities
(worlds or items) into equivalence classes, such that we do not distinguish between
members of the same equivalence class.
The most natural interpretation of such levels of grain is an epistemic one: di↵erent
levels correspond to di↵erent ways of perceiving or representing the world. In decision
theory, for example, an agent’s level of awareness is often modelled in this way.22 Some-
one’s awareness is defined in terms of the distinctions he or she is able to draw. The
agent is aware of some feature of the world (or a feature of some item) if and only if he
or she is able to distinguish worlds (or items) with that feature from ones without it.
The more features an agent is aware of, the more distinctions between worlds (or items)
he or she is able to draw. Greater awareness thus corresponds to the adoption of a more
fine-grained partition of the space of possibilities, lesser awareness to the adoption of a
more coarse-grained partition.
Another interpretation of a system of levels of grain can be found in David Lewis’s
notion of a “subject matter”.23 Informally, a subject matter is—or at least picks out—a
part of the world: the part that has to do with that subject matter. As an illustration,
Lewis says: “the 17th Century is a subject matter, and also a part of this world... [T]wo
worlds are alike with respect to the 17th Century i↵ their 17th Centuries are exact
intrinsic duplicates”.24 More generally, two worlds are alike with respect to a particular
subject matter if and only if their relevant parts coincide. Demography, biology, and
climate are all subject matters in this sense. Formally, Lewis defines a subject matter as
an equivalence relation on the set of possible worlds, i.e., as a partition of ⌦ as discussed
here. So, the subject matter “demography” partitions the set ⌦ into equivalence classes
of worlds that are alike with respect to demography. Similarly, the subject matters
“biology” and “climate” partition ⌦, respectively, into equivalence classes of biologically
indistinguishable worlds and into equivalence classes with the same climate. Lewis also
defines the notion of “inclusion of subject matters”: one subject matter includes another
22See, e.g., Modica and Rustichini (1999). In a recent working paper, Dietrich (2017) has proposed a
model of decision-making under uncertainty in which an agent’s subjective conceptualization of outcomes
and states takes the form of appropriate partitions of some underlying space of possibilities.
23See, e.g., Lewis (1988).
24He adds “or neither one has a 17th Century”. See Lewis (1988, p. 161).
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if the former—understood as an equivalence relation—is at least as fine-grained as the
latter. It should be evident that any set of Lewisian subject matters, together with the
associated inclusion relations, forms a system of levels of grain as I have defined it.
3.2 Ontological levels
As already noted, it is sometimes suggested that the world itself is stratified into levels.25
I will here explicate such a levelled ontology in terms of the idea that there is not just a
single set of possible worlds (“possible worlds simpliciter”), but di↵erent such sets, which
encode facts at di↵erent levels. Specifically, on this picture, each level is associated with
its own set of all possible level-specific worlds.
To explain this, let me begin by revisiting the standard notion of a possible world.
As usually defined, a possible world is a full specification of the way the world might be.
It encodes all the facts that obtain at that world. To capture the idea that facts may
belong to particular levels—physical, chemical, biological, etc.—we must amend this
definition, so as to make the level-specificity of facts explicit. We can define a possible
world at a particular level as a full specification of the way the world might be at that
level. Worlds at the physical level thus encode the totality of physical facts; worlds at
the chemical or biological levels encode the totality of chemical or biological facts; worlds
at the psychological or social levels encode the totality of psychological or social facts;
and so on. Then each level is associated with the set of all possible worlds at that level.
To the exent that the same higher-level facts are compatible with di↵erent lower-level
facts (e.g., the biological or chemical facts leave some physical facts open), we can think
of higher-level worlds as “thinner”—less richly specified—than lower-level worlds, and
we can think of lower-level worlds as “thicker”. From a lower-level perspective, a higher-
level world thus looks like a partial or incomplete specification of the world, which leaves
certain facts (namely lower-level ones) indeterminate. But it is important to stress that,
at the higher-level itself, a higher-level world encodes the totality of facts at that level.
The relationship between lower-level and higher-level worlds is one of supervenience
with multiple realizability.26 Supervenience means that each lower-level world determines
25Recall the discussions in Kim (2002) and Scha↵er (2003).
26This way of thinking about levels is consistent with Block’s (2003). He suggests that di↵erent sets
of properties characterize di↵erent levels (p. 142): the psychological properties characterize the psycho-
logical level; the neurophysiological properties characterize the neuroscientific level; and so on. “These
distinct branches of science and their associated families of properties plausibly form a supervenience
hierarchy”; this yields a “notion of level ... keyed to branches of science” (ibid.). I will later show
that we need not assume a linear hierarchy. For an influential discussion of supervenience and multiple
realizability (especially in the relationship between the physical and mental levels), see Yablo (1992).
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a corresponding higher-level world: the lower-level facts, say the physical ones, deter-
mine the higher-level facts, say the chemical ones. By fixing all physical properties,
we necessarily fix all chemical properties, in this example. Multiple realizability means
that di↵erent lower-level worlds can correspond to the same higher-level world: di↵erent
configurations of lower-level facts can give rise to or necessitate the same higher-level
facts. For instance, many di↵erent states of the individual water molecules in a flask can
instantiate the same aggregate state of the water. Similarly, di↵erent configurations of
physical properties can instantiate the same chemical or biological properties.
To be clear: I am not defending any particular account of what makes some fact
physical, chemical, or biological, and so on. Rather, I am making a structural point:
whatever criteria we employ for demarcating the facts at a particular level, a world at
that level is simply a total specification of the level-specific facts. Since the totality of
facts at a higher level, say the psychological, is typically thinner than the totality of facts
at a lower level, say the physical, we can coherently distinguish higher-level worlds from
the underlying lower-level worlds (despite the dependency of the former on the latter).
For any given level, the set of all possible worlds at that level has the formal properties
that we would expect such a set to have: its members are mutually exclusive, and they
jointly exhaust all the possible ways the world could be at that level. Crucially, while in
a “flat” ontology there is a single set ⌦ of all possible worlds, interpretable as the set of
possible worlds simpliciter, the levelled picture suggests that there are several such sets,
⌦, ⌦0, ⌦00, and so on: one for each level.27
We can formalize this ontological picture as a system of levels hL,Si, where:
• L is some non-empty class of sets of “level-specific” worlds (with each set of level-
specific worlds non-empty);
• S is some class of surjective (“onto”) functions of the form   : ⌦   ⌦0,28 where ⌦
and ⌦0 are elements of L, such that S satisfies (S1), (S2), and (S3).
Each element ⌦ of L can be interpreted as an ontological level : it is the set of possible
worlds at that level. For example, L might contain a set ⌦ corresponding to the physical
level, a set ⌦0 corresponding to the chemical level, a set ⌦00 corresponding to the biological
level, and so on. A physical-level world—an element of ⌦—settles all physical facts; a
chemical-level world—an element of ⌦0—settles all chemical facts; and so on.
27Crucially, higher-level worlds need not be defined as equivalence classes of lower-level worlds; it only
matters that they are each realizable by an equivalence class of lower-level worlds. See Section 3.3.
28A function   : ⌦   ⌦0 is surjective if, for every !0 2 ⌦0, there exists some ! 2 ⌦ such that  (!) = !0.
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To say that the chemical level supervenes on the physical, or that the biological
supervenes on the chemical, is to say that the class S of supervenience mappings contains
one such mapping,   : ⌦   ⌦0, from the relevant lower level to the higher one, where
  maps each lower-level world ! 2 ⌦ to the higher-level world !0 2 ⌦0 to which it
corresponds. We then call ! a lower-level realizer of !0.29 The surjectivity of   means
that there are no possible worlds at the higher level that lack a possible lower-level
realizer. For example, for a world to be chemically possible—i.e., contained in ⌦0—it
must have a possible physical realizer: there must be some ! 2 ⌦ such that  (!) = !0.
An instance of multiple realizability occurs when the function   : ⌦   ⌦0 is “many-to-
one”: several distinct elements of ⌦ can realize the same element of ⌦0.30
We can use the present framework to express not only the idea that higher-level
worlds in ⌦0 supervene on lower-level worlds in ⌦, but also the idea that specific higher-
level facts supervene on specific lower-level facts. Let E0 ✓ ⌦0 represent some higher-level
fact, namely the fact that the higher-level world falls inside the set E0. We write   1(E0)
for the inverse image of E0 under the supervenience mapping  , defined as the set of all
lower-level worlds that are mapped by   to some element of E0. Formally,   1(E0) =
{! 2 ⌦ :  (!) 2 E0}. We can then interpret E =   1(E0) as the (weakest) supervenience
base of E0. It consists of all the possible lower-level realizers of E0. Whether the higher-
level fact E0 obtains (i.e., the higher-level world falls inside E0) depends on whether
the lower-level fact E obtains (i.e., the lower-level world falls inside E). For instance,
whether someone is in pain (a psychological fact) supervenes on whether this person’s
brain is in a pain-generating state, such as “C-fibres firing” (a neuro-physiological fact).
While I have adopted a world-based understanding of ontological levels, it is worth
contrasting this with a more traditional entity-based understanding. This defines on-
tological levels as levels of entities, where lower-level entities are the building blocks of
higher-level entities.31 On that approach, “higher than” is defined not in modal terms,
using the notion of supervenience, but in mereological terms, using notions such as com-
position and part-whole relationships.32 The microphysical level, for example, is the level
29On my understanding of the term, we can speak not only of lower-level properties realizing higher-
level properties (e.g., when certain molecular micro-properties realize a particular macro-property of a
liquid), but also of lower-level worlds realizing higher-level worlds (namely when a lower-level world !
determines, via  , a higher-level world !0). Since level-specific worlds can be viewed as full specifications
of level-specific properties, these two usages are entirely compatible with each other.
30“Many-to-one” is the negation of injectivity. A function   : ⌦   ⌦0 is injective (“one-to-one”) if, for
any !,!0 2 ⌦,  (!) =  (!0) implies ! = !0.
31For discussion, see, e.g., Scha↵er (2003) and Kim (1993, 2002).
32Similarly, Block (2003, pp. 141/142) distinguishes between “a notion of level keyed to objects” and
one “keyed to relations among properties” and defends the latter. Himmelreich (2015, Appendix B) also
11
of elementary particles, while the macrophysical level is the level of larger aggregates. In
their classic article on the unity of science, Paul Oppenheim and Hilary Putnam describe
this idea as follows: “Any thing of any level except the lowest must possess a decompo-
sition into things belonging to the next lower level.”33 A related idea can also be found
in the 19th and early 20th century British Emergentism. For instance, C. Lloyd Morgan
wrote: “Each higher entity in the ascending series is an emergent ‘complex’ of many
entities of lower grades, within which a new kind of relatedness gives integral unity.”34
As Kim has observed, the entity-based understanding of levels faces some di culties.
Part-whole relationships do not neatly match up with “lower than”/“higher than” rela-
tionships as they are plausibly understood: “not every ‘complex’ of ‘lower-grade’ entities
will be a higher entity; there is no useful sense in which a slab of marble is a higher entity
than the smaller marble parts that make it up”.35 Furthermore, we may not be able
to assign every entity to a unique level. For instance, one and the same entity might
be said to have both lower-level and higher-level properties; think of a computer, which
might be said to have both physical and computational properties. Finally, two distinct
entities need not always be comparable in “lower than”/“higher than” terms, though
such non-comparability is not restricted to the entity-based understanding of levels, but
applies to the world-based understanding too; see Section 4.1.
Although I prefer the world-based understanding to the entity-based one, it is worth
noting that the world-based understanding does not preclude characterizing level-specific
worlds in a way that refers to level-specific entities. One might define a level-specific
world as a specification of all relevant facts about the level-specific entities, provided—and
this is non-trivial—one can come up with a criterion for assigning entities to levels. A
world at the fundamental physical level, for example, might be defined as a full specifi-
cation of the states of all elementary particles across space and time. However, a level-
specific world would then be not merely a collection of level-specific entities, but a specifi-
cation of all facts about them. In line with the world-based understanding, we would still
be able to associate each level with the set of possible worlds at that level and explicate
the relationship between levels in terms of supervenience. The mereological “part-whole”
distinction must not be confused with the “subvenient-supervenient” distinction.36
distinguishes between a mereological understanding of levels and a world/state-based understanding and
argues for the latter. Norton (2014) distinguishes between two ways of delineating lower and higher levels
in physics. On one criterion, the contrast is that between molecular micro-states and thermodynamic
macro-states; on another, it is that between a system with few components and one with many.
33See Oppenheim and Putnam (1958, p. 9).
34This quote comes from Kim (2002, p. 10).
35See Kim (2002, p. 11).
36I thank an anonymous referee for prompting me to clarify this point.
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The picture I have defended, in which worlds and levels are defined primarily in
terms of facts rather than entities, is consistent with Wittgenstein’s famous dictum:
“The world is everything that is the case. The world is the totality of facts,
not of things.”37
Similarly, we may say: a level-specific world is everything that is the case at that level;
it is the totality of level-specific facts, not of level-specific things.
3.3 An interlude: how ontological levels relate to levels of grain
From a purely formal perspective, a system of levels of grain as defined in Section 3.1
can be viewed as a special case of a system of ontological levels as defined in Section
3.2, although the primary interpretation of levels of grain was not ontological. If, in the
earlier definition, each coarsened partition of the underlying set ⌦ is re-interpreted as a
set of higher-level worlds, then the given levels of grain will fit the formal definition of
ontological levels. Indeed, if levels of grain are understood as Lewisian subject matters,
this re-interpretation is not too far-fetched. Thus, for each system of levels of grain, we
can define a structurally equivalent system of ontological levels. Recall that structural
equivalence means that there are functors, in both directions, between the two systems,
where these functors are inverses of each other.
Importantly, however, the definition of ontological levels is formally more general
than the definition of levels of grain. Higher-level worlds, as defined in Section 3.2, need
not be identified with equivalence classes of lower-level worlds, as defined in Section
3.1. They merely pick out such equivalence classes.38 For example, the definition of
ontological levels permits the inclusion in L of two distinct levels (or “domains”) ⌦0 and
⌦00 that each supervene on some lower level ⌦ and pick out the same equivalence classes
of worlds in ⌦. In fact, ⌦0 and ⌦00 could supervene on each other and be viewed as
distinct but isomorphic.39 By contrast, if levels are simply partitions of some underlying
set of worlds, no two distinct levels could ever supervene on one another.
Although a system of ontological levels is formally more general than a system of
levels of grain, there exists a functor from any system of ontological levels to some system
37See Wittgenstein (1922, 1 and 1.1).
38For any supervenience mapping   : ⌦   ⌦0 in S, each world !0 2 ⌦0 picks out the equivalence class
of those worlds ! 2 ⌦ such that  (!) = !0.
39This means that S contains a supervenience mapping   : ⌦   ⌦0 and also a supervenience mapping
 0 : ⌦0   ⌦. It follows from our definitions that each of these mappings must then be bijective (i.e.,
injective and surjective). Surjectivity follows from the definition of S. If injectivity were violated, we
would not have   •  0 = 1L, thereby contradicting condition (S4) in Section 2.
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of levels of grain. That system will then mirror some (though not necessarily all) of the
structure of the given system of ontological levels. We arrive at this functor in two steps.
• First, identify a lowest level: a level on which all levels supervene. If the system
hL,Si has a lowest level, then this step is straightforward. But if it has no lowest
level—an issue to which we return in Section 4.1—we must construct a hypothet-
ical level on which all levels supervene, a so-called “inverse limit”. For a posetal
category such as hL,Si, an inverse limit can be constructed, though we need not in-
terpret it as anything more than a mathematical construct. Formally, this involves
extending hL,Si to a larger category which contains this inverse limit.
• In the second step, associate each level in L with the partition of lowest-level worlds
that the given ontological level picks out. In this way, we can map the given system
of ontological levels to some system of levels of grain.40
3.4 Levels of description
Regardless of whether we consider a levelled ontology independently plausible, it is
undeniable that we use di↵erent levels of description to think and speak about the world.
In fundamental physics, we describe the world in di↵erent terms than in the special
sciences, such as chemistry, biology, psychology, or the social sciences. And within each
of these sciences, there are debates about which level of description is appropriate for
the phenomena of interest: the level of molecular descriptions versus that of aggregate
descriptions in physics and chemistry; the level of biochemical and cellular descriptions
versus that of broader systemic ones in biology, focusing on organisms or ecosystems;
the level of the brain versus that of the mind in psychology; and the level of individual
behaviour versus that of broader social patterns in the social sciences. The notion of a
level of explanation is closely related to that of a level of description. An explanation
at a particular level—say, a macroeconomic explanation—is an explanation that uses
descriptions at that level. As Kim notes,
“[t]alk of levels of organization, descriptions or languages, of analysis, of ex-
planation, and the like is encountered everywhere—it has thoroughly perme-
ated primary scientific literature in many fields, in particular, various areas of
psychology and cognitive science, systems theory, and computer science—as
well as philosophical writings about science.”41
40I am indebted to Marcus Pivato for suggesting the inverse-limit construction.
41See Kim (1998, p. 16, emphasis removed).
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To define a system of levels of description formally, I begin by introducing the notion of
a language that we may use to talk about the world.42 I define a language, L, as a set
of formal expressions—called sentences—which is endowed with two things:
• a negation operator, denoted ¬, such that, for each sentence   2 L, there exists a
corresponding negated sentence, ¬  2 L;
• a notion of consistency, which deems some sets of sentences consistent and the
remaining sets of sentences inconsistent.43
An example of a language is standard propositional logic. Here L is the set of all well-
formed sentences that can be constructed out of some atomic sentences and the standard
logical connectives (“and”, “or”, “not”, “if-then”, etc.), and we call a set of sentences
consistent if all its members can be simultaneously true. Other examples of languages
are more expressive logics, such as predicate, modal, conditional, and deontic logics.44
Crucially, any language L, as I have defined it, induces a corresponding “ontology”,
understood as a minimally rich set of worlds ⌦L such that each world in ⌦L “settles”
everything that can be expressed in L. To settle a sentence is to assign a determinate
truth-value to it: either “true” or “false”. If one takes the sentences in L to have truth-
conditions, then one is, in e↵ect, committed to positing such an ontology. The set ⌦L
can be interpreted as the set of all possible ways the world could be such that
(i) everything that is expressible in L is settled, and
(ii) nothing else is settled that is not entailed by what is expressible in L.
One cannot take the language L at face value (be a realist about the things expressible
in it) without assuming that there is a fact of the matter as to which world in ⌦L is the
actual one. In that sense, the language L is a “marker” of the associated ontology ⌦L.
For modelling purposes, the easiest way to define the set ⌦L is to take it to be the
set of all maximal consistent subsets of L. A maximal consistent subset of L is a consis-
tent set of sentences to which no further sentences can be added without undermining
42I borrow the present abstract definition of a language from Dietrich (2007), who introduced it in a
di↵erent context, namely that of judgment-aggregation theory.
43The notion of consistency must satisfy three minimal conditions (Dietrich 2007): (i) any sentence-
negation pair { ,¬ } is inconsistent; (ii) any superset of any inconsistent set is inconsistent; (iii) the
empty set is consistent and every consistent set has a consistent superset containing a member of each
sentence-negation pair in L.
44Even a Boolean algebra may formally qualify as a language in the present sense, where this algebra is
a set A of subsets (perhaps all subsets) of some non-empty set ⌦ of possible worlds, such that A is closed
under intersection, union, and complementation. Here the role of “sentences” is played by elements of
A, and any set of such elements is consistent if their intersection (a subset of ⌦) is non-empty.
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consistency.45 Alternatively, if taking worlds to be maximal consistent subsets of L is
too artificial, we only need to assume that the worlds in ⌦L correspond to the maximal
consistent subsets of L.46 We say that a sentence   2 L is true at a world ! 2 ⌦L if the
maximal consistent subset of L to which ! corresponds contains  ; the sentence is false
otherwise. For each sentence   2 L, we write [ ] to denote the set of worlds in ⌦L at
which   is true; we call this the propositional content of  .
We call any pair consisting of a language L and the induced set of worlds ⌦L a level
of description. We can now define a system of levels of description hL,Si as follows:
• L is some non-empty class of levels of description, each of which is a pair hL,⌦Li;
• S is some class of surjective functions of the form   : ⌦L   ⌦L0 , where hL,⌦Li and
hL0,⌦L0i are levels of description in L, such that S satisfies (S1), (S2), and (S3).
For example, L may contain levels corresponding to fundamental physics, chemistry,
biology, psychology, and the social sciences. Each such level is a pair of an appropriate
level-specific language and the induced set of level-specific worlds. The supervenience
mappings capture the idea that chemical-level worlds supervene on physical-level worlds,
biological-level worlds supervene on chemical-level worlds, and so on. In this way, a sys-
tem of levels of description can capture the di↵erent levels corresponding to the di↵erent
special sciences; the supervenience mappings between them capture the relationships
between levels. I return to those relationships in Section 4.3, where I discuss whether
supervenience entails reducibility, in a sense to be made precise.47
Note that by focusing just on the sets of worlds induced by each level-specific lan-
guage, we can map a system of levels of description to a corresponding system of onto-
logical levels, as defined earlier. Technically, there is a functor from any system of levels
of description to the induced system of ontological levels. This captures the sense in
45The present construction, in which maximal consistent sets of sentences play the role of “worlds”, can
also be found in the “Linguistic Ersatzism” discussed by Lewis (1983, section 3.2). Maximal consistent
sets prominently go back to the work of Leon Henkin (1949).
46Formally, there exists a bijection from ⌦L to the set of maximal consistent subsets of L.
47It is worth mentioning one special case of a system of levels of description. Here, each pair hL,⌦Li
in L is of the following form: ⌦L is some partition ⌦⇠ of an underlying non-empty set ⌦ of possible
worlds as in Section 3.1 (where ⇠ is the equivalence relation generating that partition), and L is some
canonical algebra A⌦⇠over ⌦⇠ (in the simplest case, the set of all subsets of ⌦⇠). We can then define
the supervenience mappings in S as in Section 3.1, i.e., two levels hA⌦⇠ ,⌦⇠i and hA⌦t ,⌦ti are related
by a mapping   : ⌦⇠   ⌦t if and only if ⌦⇠ is at least as fine-grained as ⌦t. Under this definition,
higher-level algebras, such as A⌦t , may be interpreted as subalgebras of lower-level algebras, such as
A⌦⇠ . In particular, each element of A⌦t may have an inverse image (with respect to  ) in A⌦⇠ . As
will become clear in Section 4.3, this feature is not shared by levels of description in general.
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which our levels of description pick out corresponding ontological levels. A system of
levels of description, however, encodes more information than the induced system of on-
tological levels: di↵erent systems of levels of description, involving di↵erent level-specific
languages, could induce structurally equivalent systems of ontological levels. It should
be no surprise that di↵erent languages can in principle be used to describe the same sets
of level-specific worlds, while describing them di↵erently.
3.5 Levels of dynamics
Ever since the development of statistical mechanics, there has been considerable interest
in the dynamics of physical and other systems at di↵erent levels (or “scales”): micro-
scopic and macrosopic. A coin-tossing system can be studied at a microscopic level,
where the focus is on the precise details of the coin’s trajectory as it is being tossed.
Alternatively, the system can be studied at a macroscopic level, where the coin is viewed
as a simple Bernoulli-distributed stochastic process with only two possible outcomes,
“heads” or “tails”. Similarly, the weather, the climate, or the economy can each be
studied at a micro-level, where the focus is on detailed processes at a fine-grained res-
olution, or at a macro-level, where the system is specified in terms of certain aggregate
variables. To mark this contrast, we often speak of a system’s “higher-level dynam-
ics” and its “lower-level dynamics”. Practically any interesting dynamic system can be
studied at multiple levels, and as we will see later, the dynamic properties of such a
system—for instance, whether it is deterministic or not—may depend on the level in
question.48 I will now briefly explain how such “levels of dynamics” fit into the present
framework. Consistently with the formalism to be presented, we can interpret levels of
dynamics either epistemically (as corresponding to di↵erent ways of describing a system)
or ontically (as corresponding to di↵erent ontological levels).
I begin with a simple definition of a temporally evolving system.49 Let T be the set
of all points of time, which is linearly ordered by the “before” relation. Let X be the set
of all possible states in which the system could be at any time; we call X the system’s
state space. A history of the system is a trajectory of the system through its state space,
formally a function from time into the space space, h : T   X, which assigns to each
time t 2 T the system’s state at that time, denoted h(t). We write ⌦ to denote the set of
all histories that are permitted by the laws of the system. We can think of these histories
48See, e.g., Butterfield (2011), List and Pivato (2015a), and Werndl (2009). On higher-level proba-
bilistic dynamics, see also Ismael (2009), Glynn (2010), Strevens (2011).
49The definition of a temporally evolving system and its analysis at di↵erent levels are based on List
and Pivato (2015a,b). For a more basic analysis without a specification of probabilities, see List (2014).
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as the nomologically possible ones. The set ⌦ plays the role of the set of possible worlds.
Collections of histories are called events.
To capture the fact that the system may be stochastic, we further require the notion
of a conditional probability function. This is a function Pr that assigns to each pair of
events E,F ✓ ⌦ a real number Pr(F |E) between 0 and 1, interpreted as the conditional
probability of F , given E, with standard properties. For instance, to determine the
probability of the event F in history h at time t, we need to conditionalize on the event
E that we have reached time t in history h.50 We call the pair h⌦, P ri a temporally
evolving system.
To see how we can model temporally evolving systems at multiple levels, let such
a system be given, and interpret its state space X as a set of lower-level states, for
example microphysical states of some coin-tossing system. Now assume that each state
in X determines (realizes, instantiates) some higher-level state in some other set X 0,
a higher-level state space. In the coin-tossing example, X 0 could be a set of aggregate
states such as “heads” and “tails”. For each higher-level state (an element of X 0), there
is an equivalence class of lower-level states (a subset of X) that may realize that higher-
level state. For instance, di↵erent micro-states of the coin can each correspond to the
same macro-state, such as landing “heads”. Similarly, each micro-state of the billions of
water molecules in a flask determines a corresponding macro-state of the water.
Let   : X   X 0 be the function that assigns to each lower-level state the resulting
higher-level state. We call   a supervenience mapping from the given lower-level system
h⌦, P ri to a resulting higher-level system h⌦0, P r0i if it has the following properties:
(i) every higher-level state in X 0 has at least one possible lower-level realizing state in
X according to  , where X and X 0 are the two systems’ state spaces; formally, the
function   : X   X 0 is surjective;
(ii) the set ⌦ determines the set ⌦0 via  ; formally,   induces a surjective mapping from
⌦ to ⌦0: for each history h 2 ⌦,  (h) = h0, where, for each t 2 T , h0(t) =  (h(t));
(iii) the conditional probability function Pr (for lower-level events) determines the con-
ditional probability function Pr0 (for higher-level events) via  .51
50So, the probability is Pr(F |E), where E is the set of all histories h0 2 ⌦ that coincide with h up to
time t.
51Formally, Pr0 assigns to each pair of higher-level events E0, F 0 ✓ ⌦0 the conditional probability
Pr0(F 0|E0)=Pr(F |E), where E and F are the inverse images of E0 and F 0 under  . As before, the
inverse image of any E0 ✓ ⌦0 under   is {h 2 ⌦ :  (h) 2 E0}. The assumption that higher-level
probabilities are determined by lower-level probabilities is a simplifying assumption. One could also
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We are now in a position to define a system of levels, hL,Si:
• L is some non-empty class of “level-specific” temporally evolving systems, where,
for each set ⌦, L contains at most one system h⌦, P ri whose set of histories is ⌦
(i.e., each ⌦ is endowed with a unique conditional probability function);
• S is some class of supervenience mappings with the properties just defined, such
that S satisfies (S1), (S2), and (S3).
So, when two level-specific temporally evolving systems in L are related via a superve-
nience mapping   in S, the dynamics of the higher-level system is determined by the
dynamics of the lower-level system: higher-level states (in X 0) supervene on lower-level
states (in X), and higher-level histories as well as higher-level probabilities are deter-
mined by lower-level ones.52 We are then able to consider how the dynamics at di↵erent
levels relate to one another; I return to this issue in Section 4.2.
Again, the present example of a system of levels can be related to one of our earlier
examples. By focusing just on the sets of level-specific histories, where each history
is interpreted as a possible world, we can map any system of level-specific dynamic
systems to a corresponding system of ontological levels, as defined in Section 3.2. We
have thereby constructed a functor from a system of levels of the present kind to a system
of the earlier kind. Of course, level-specific probabilistic information is lost under this
functor. A system of level-specific dynamic systems encodes more information than a
system of ontological levels under the earlier definition.
4 Illustrative Applications
As we have seen, the present framework can capture a variety of instances of systems
of levels, where levels may be interpreted either as levels of description or as ontological
levels, and in some cases in both ways. I will now illustrate how the framework can
be brought to bear on some salient philosophical questions. My illustrative questions
concern the topics of fundamentality, emergence, reduction, and normativity. As already
noted, my aim is not to o↵er comprehensive discussions of these questions, but merely
to show how the relevant debates can be framed in helpful ways.
take the view that, while each level is endowed with a level-specific conditional probability function Pr,
there need not be a determination relationship between the probability functions at di↵erent levels. This
would amount to dropping condition (iii). On probabilities at di↵erent levels, see, e.g., Albert (2000)
and List and Pivato (2015).
52As noted in List andPivato (2015b), the higher-level system is a factor system of the lower-level one.
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4.1 Is there a linear hierarchy of levels, with a fundamental level at
the bottom?
A positive answer to this question is widely assumed, but seldom carefully defended, as
Jonathan Scha↵er notes. In particular, “[t]alk about ‘the fundamental level of reality’
pervades contemporary metaphysics.”53 Similarly, Kim comments:
“The Cartesian model of a bifurcated world has been replaced by that of
a layered world, a hierarchically stratified structure of ‘levels’ or ‘orders’ of
entities and their characteristic properties. It is generally thought that there
is a bottom level, one consisting of whatever microphysics is going to tell
us are the most basic physical particles out of which all matter is composed
(electrons, neutrons, quarks, or whatever).”54
A locus classicus of this assumption is Oppenheim and Putnam’s article on the unity of
science, in which they write:
“There must be a unique lowest level (i.e., a unique ‘beginner’ under the
relation ‘potential micro-reducer’).”55
They then describe a linear hierarchy in which the level of “elementary particles” is at the
bottom, followed by the levels of “atoms”, “molecules”, “cells”, “(multicellular) living
things”, and “social groups”. Note the entity-based understanding of levels adopted by
Oppenheim and Putnam.
David Owens, too, acknowledges a hierarchical structure of science with a bottom
level, though he refers to levels of explanation:
“[T]he levels metaphor naturally suggests itself as a way of visualizing the
structure of science. According to this picture, there is a hierarchy made up
of di↵erent levels of explanation. Physics is at the base of this hierarchy and
the rest of the structure depends upon it.”56
Are we justified in assuming that there is a linearly ordered hierarchy of this kind, with
a fundamental level at the bottom? Let us begin by defining the relevant properties:
• A system of levels hL,Si is linear if the levels in L are totally ordered by the
supervenience mappings, i.e., supervenience is (i) transitive, as already defined;
53See Scha↵er (2003, p. 498).
54See Kim (1993, p. 337), quoted in Scha↵er (2003).
55See Oppenheim and Putnam (1958, p. 9); the original quote ends with a semicolon.
56See Owens (1989, p. 59).
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(ii) antisymmetric, which means that if L supervenes on L0 and L0 also supervenes
on L, then L = L0; and (iii) complete, which means that, for any two levels L and
L0, either L supervenes on L0, or L0 supervenes on L (or, in special cases, both).
• The system hL,Si has a fundamental level if there is some level in L on which
every level supervenes.
The first thing to note is that linearity is independent of the existence of a fundamental
level. A system of levels could have either of these properties without the other. More-
over, a system of levels might lack both properties. Linearity and the existence of a
fundamental level obtain only in special cases, as I will now explain.
As already noted, a system of levels is, in general, only partially ordered.57 A totally
ordered system, as envisaged by Oppenheim and Putnam, is a special case. While the
relation of supervenience is always transitive (and reflexive), it need not be complete or
antisymmetric. As far as completeness is concerned, it is not generally true that, for
any two levels, one of them supervenes on the other. Even if we define levels in the
simplest way, as levels of grain, the resulting system of levels is only partially ordered
by the relation “at least as fine-grained as”. Although the terminology of “levels” is
conventional, the terms “scales”, “domains”, or “subject matters” might better capture
the lack of a complete ordering: there can be many di↵erent scales or domains, which
need not always be comparable in “higher-lower” terms. To illustrate, consider biology
and geology. While both biological and geological facts presumably supervene on phys-
ical facts, biological facts do not plausibly supervene on geological facts or vice versa.
Similarly, economic facts do not supervene on geological facts, or vice versa.
Even antisymmetry need not be satisfied by supervenience relations. While superve-
nience is antisymmetric for levels of grain (no two distinct levels of grain can mutually
supervene on each other), it need not be antisymmetric for ontological levels or levels
of description. Two distinct such levels could in principle supervene on one another,
consistently with the definitions I have given. An example would be a case in which
two distinct descriptive languages coincide in their ontological commitments, so that we
have two distinct, but mutually supervenient levels (or domains) of description.
A partially ordered system of levels, in turn, could include more than one linearly
ordered chain, where di↵erent such chains meet at most in some places. For example,
the system of levels could look like a tree, or even an upside-down tree, where some levels
supervene on—or subvene—others that do not themselves stand in any supervenience
relation relative to each other. Kim makes a similar remark: “If a comprehensive levels
57See Kim (2002). See also List and Pivato (2015a, fn. 41).
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ontology is wanted, a tree-like structure is what we should look for; it seems to me
that there is no way to build a linear system like ... Oppenheim-Putnam’s that will
work.”58 One scenario is a tree with a fundamental physical level at the bottom and
the various special-science levels branching out in sometimes incomparable ways, as in
the example of biology and geology. Another scenario, equally coherent though perhaps
more hypothetical, is one in which, for each level L, there are two distinct levels L0 and
L00 such that L supervenes on each of them, while L0 and L00 stand in no supervenience
relation relative to each other.59 Figure 1 illustrates both scenarios.
Figure 1: Non-linear systems of levels








L0 L001 0 1 0
... ... ... ...
Next consider the question of a fundamental level. From a formal perspective, there
need not exist a level on which every level supervenes. If there were a fundamental level,
say with a set ⌦ of “bottom-level” worlds, then any world in ⌦ would determine not only
all facts at the fundamental level, but also all higher-level facts, via the appropriate su-
pervenience mappings. We might then interpret an element of ⌦ as a “world simpliciter”.
However, a partially ordered system of levels could have multiple distinct lowest levels:
one for each linearly ordered chain. Each descending chain of levels would have its own
bottom level, but there would be no overarching fundamental level. Furthermore, a
system of levels, whether totally ordered or not, could have infinitely descending chains,
in which each level supervenes on an even lower level. Technically, a system of levels
need not be well-founded. This is the scenario of a “metaphysic of infinite descent”, as
58See Kim (2002, pp. 17-18).
59Formally, if levels are given by level-specific sets of worlds, then L = ⌦ might supervene on each of
L0 = ⌦ ⇥   and L00 = ⌦ ⇥  , where   and  are disjoint. Here, each world at level L0 is an ordered
pair consisting of an element of ⌦ and an element of  , and each world at level L00 is an ordered pair
consisting of an element of ⌦ and an element of  . The supervenience mappings from L0 to L and from
L00 to L then map each L0-level world or each L00-level world to their first component.
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described by Scha↵er.60
In science, the jury is arguably still out on whether there is a fundamental level.
Throughout the history of science, human representations of the world have become ever
more fine-grained, and this trend does not seem to have come to a halt yet. Each time
people thought they had discovered a bottom level—often understood in mereological
terms, say in terms of atoms or subatomic particles—new discoveries eventually led to
even more fine-grained representations. To be sure, it would be too speculative to run a
“pessimistic meta-induction argument” against the existence of a fundamental level on
the basis of the history of science.61 But, as Ned Block remarks:
“Thehypothesis that there is nobottom level ... appears to be anopenquestion,
not a mere philosopher’s possibility like the possibility that the world was cre-
ated 5 seconds ago complete with the evidence of an ancient provenance.”62
An interesting mathematical observation is the following. As noted in Section 3.3, for
any system of ontological levels, one can theoretically construct an “inverse limit” in the
category-theoretic sense: a hypothetical lowest level, on which every level supervenes.
So, any system of ontological levels without a fundamental level can be mathematically
viewed as a subsystem of an augmented system in which there is a fundamental level.
In a formal sense, we can thus embed an ontological picture in which there is an infinite
descent within an enriched ontological picture in which there is a fundamental level. Of
course, the latter need not be anything more than a mathematical construct.
What does all this imply for physicalism, the thesis that everything supervenes on the
physical? The exact meaning of “physicalism” depends, among other things, on how we
define “the physical”.63 We could either define “the physical” in terms of our current best
account of what the fundamental physical facts are. Or, alternatively, we could define
“the physical” in terms of the best future account of those facts, whatever it turns out
to be. Regardless of the definition, however, the thesis that everything supervenes on
the physical can be true only if there is some level on which all other levels supervene,
i.e., a fundamental level. If there is no such level, physicalism seems in trouble. At
best, physicalism could be true as a claim about a certain subclass of levels—those that
do in fact supervene on a designated physical level. Perhaps the meteorological and
chemical levels supervene on some underlying physical level, for example. But as an
all-encompassing thesis (asserting the supervenience of all levels on some fundamental
60See Scha↵er (2003, p. 499). For discussion, see also List and Pivato (2015a).
61For a critical discussion, see Callender’s (2001) response to Scha↵er.
62See Block (2003, p. 138).
63On the notion of physicalism, see, e.g., Stoljar (2010).
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physical level), physicalism would be structurally false if a particular kind of bottomless
levelled ontology were vindicated. Alternatively, we could accept a weaker notion of
physicalism, according to which some subclass of levels, say Lphys ✓ L, counts as
“physical”, where every level in L supervenes on some level in Lphys, but where Lphys
need not contain a lowest level. This, however, is a watered-down notion of physicalism,
even if some physicalists might still be happy to embrace it.
Interestingly, this weakened notion of physicalism faces a special challenge, which
does not a↵ect the notions of physicalism that are committed to a fundamental level.
As argued by Ned Block, Kim’s “causal exclusion argument” has a particularly radical
implication for a bottomless ontology.64 Let me first sketch the exclusion argument in
a standard form. Suppose one accepts a “lower-level causal closure principle” which
says that any putative higher-level cause for some e↵ect must be underwritten by some
subvenient lower-level cause, so that we cannot posit, for instance, social or biological
causes that are not underwritten by subvenient physical causes. Suppose, further, one
accepts an “exclusion principle” which prohibits the simultaneous ascription of distinct
lower-level and higher-level causes for the same event. Then one can argue that all causal
powers must be located at the lowest level; lower-level causes exclude higher-level ones.
Now this raises a challenge for the “bottomless” version of physicalism, as Block notes:
“If there is no bottom level, and if every (putatively) causally e cacious
property is supervenient on a lower ‘level’ property (Call it: ‘endless subve-
nience’), then (arguably) Kim’s Causal Exclusion Argument would show ...
that any claim to causal e cacy of properties is undermined by a claim of a
lower level, and thus that there is no causation.”65
Block’s own response, to which I am sympathetic, is to reject the exclusion principle. An-
other response would be to reject some version of “endless supervenience”.66 I need not
commit myself to any particular response to this problem here, other than to note that
the question of whether or not there is a fundamental level has significant repercussions.
64See, e.g., Block (2003) and, on the exclusion argument, Kim (1998) and Bennett (2003).
65See again Block (2003, p. 138).
66The response that Block attributes to Kim is to argue that “the causal e cacy of the mental [level]
(outside of consciousness) does indeed drain down to the physiological, but the physiological doesn’t drain
down any further—at least not in any sense that makes the physiological ine cacious—because of an
identity between the physiological and the next ‘level’ down, say the biochemical. And the biochemical
doesn’t drain down any further because of an identity between the biochemical and say the atomic-
physical. The mental is causally unreal, but the physiological is causally real and the draining stops
there” (Block 2003, p. 145). For further detail, see Kim (1998, esp. pp. 81 ↵.). For a critical discussion
of the exclusion principle, see List and Menzies (2009).
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In Section 4.4, we will further see that, even if there exists a fundamental physical
level on which all the special-science levels supervene (such as the chemical, biological,
and geological levels etc.), it is far from clear whether this level also provides a superve-
nience base for facts beyond the scientific realm, such as normative facts. The present
framework can thus be used to analyze the limits of a physicalist worldview.
4.2 Are there emergent properties?
In a levelled ontology, properties are instantiated, not at worlds simpliciter, but at
worlds at a particular level. For example, fundamental physical properties belong to the
fundamental physical level, while chemical, biological, or psychological properties belong
to the relevant higher levels. Paul Humphreys describes such a picture in terms of the
assumption that “[t]here is a hierarchy of levels of properties L0, L1, ..., Ln, ... of which
at least one distinct level is associated with the subject matter of each special science”
(for present purposes, we may replace the word “hierarchy” with “system”).67 Similarly,
Block takes di↵erent kinds of properties to characterize di↵erent levels: “The family
of mental properties can be used to characterize the level of psychology, the family of
neurological properties can be used to characterize the level of neuroscience, the family
of elementary particle properties can be used to characterize the level of elementary
particle physics.”68 In the present framework, one might formalize this by taking each
level-specific world ! to correspond to a list of property values of the form hp1, p2, p3, ...i
(or more generally, a family hpiii2I , with i ranging over an appropriate index set I), where
pi is the value of the ith property among the level-specific properties.69 In the case of
binary properties, pi would specify whether the ith property is satisfied or not satisfied
at world !. In the case of non-binary properties, pi could take more than two values.
Now if properties are tied to levels, then there is a trivial sense in which higher-
level properties “emerge”: they are instantiated only at the relevant higher levels, not
at lower ones, simply by virtue of their level-specificity. This, however, is not yet an
interesting sense of “emergence”. An emergent property, in a more interesting sense, is
one that is not only not instantiated at lower levels, but also not explainable in terms
of—or, alternatively, not reducible to—lower-level properties. Of course, this is only a
67See Humphreys (1997, p. 5), italics added. He continues: “Lj cannot be reduced to Li for any
i < j”. On reducibility, see Section 4.3.
68See Block (2003, p. 142), also quoted in footnote 26.
69For example, the physical-level worlds in ⌦ might correspond to families of the values of physical
properties, while the higher-level worlds in ⌦0, ⌦00, and so on, might correspond to families of the values
of the appropriate higher-level properties. The relevant supervenience mappings would map each family
of lower-level property values to the resulting families of higher-level property values.
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definition scheme. We obtain more precise definitions of emergence, of varying strengths,
depending on how we fill in the “non-explainability” or “non-reducibility” requirement.70
On a very weak definition, a higher-level property would count as “emergent” simply
if it is not accompanied by some type-equivalent lower-level property. On a more de-
manding definition, a property would count as “emergent” if it is “not predictable even
from the most complete and exhaustive knowledge of [its] emergence base”, as Kim puts
it.71 “Not predictable” might, in turn, be spelt out further by adding qualifications such
as “practically speaking”, “for any finite knower”, or “for even an ideal knower”.72 In
short, an emergent property is one whose value p0j cannot be predicted, in the relevant
sense, from a complete list of lower-level property values hp1, p2, p3, ...i. Alternatively, a
property might count as “emergent” if it is a “systemic feature ... governed by true, law-
like generalizations within a special science that is irreducible to fundamental physical
theory for conceptual reasons” (quoting Timothy O’Connor and Hong Yu Wong).73
As is widely recognized, on all but the most demanding definitions, emergence is
consistent with supervenience. Even among the British Emergentists, who famously
defended strong notions of emergence, one can arguably identify some views according
to which emergent properties can be supervenient on lower-level properties, despite being
irreducible to them in some sense. For example, Samuel Alexander—unlike J. S. Mill
and C. D. Broad—may be interpreted as holding a view close to contemporary non-
reductive physicalism: the view that higher-level properties supervene on lower-level
properties while being non-identical to them and having their own causal powers.74
Since there is a large literature on emergence, I will here review only one example of
how an emergent property can be represented in the present framework. For this example,
I adopt a weak, but intuitive, notion of emergence, according to which a higher-level
property is “emergent” if, despite supervening on lower-level properties, it is neither
accompanied by a matching lower-level property, nor readily predictable from a lower-
level perspective. I discuss a more demanding notion of irreducibility in the next section.
The example is that of emergent indeterminism: a dynamic system can display in-
determinism at a higher level, in the presence of lower-level determinism.75 Consider a
temporally evolving system (as defined in Section 3.5) whose histories across five time
70I thank an anonymous referee for helping me to clarify this definition. On emergence, see the papers
in Bedau and Humphreys (2008) as well as Kim (1999) and O’Connor and Wong (2015).
71See Kim (1999, p. 6).
72The quoted qualifications come from O’Connor and Wong (2015).
73See O’Connor and Wong (2015).
74This interpretation is defended by O’Connor and Wong (2015).
75For earlier analyses of this phenomenon, see, e.g., Butterfield (2011), List (2014), List and Pivato
(2015a), and Werndl (2009). Relatedly, see Ismael (2009), Glynn (2010), and Strevens (2011).
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periods are as shown in Figure 2.76 Each dot represents one state in the state space
X, and each path through the figure from bottom (t = 1) to top (t = 5) represents one
possible history. The set of all such paths is ⌦. Clearly, all histories in ⌦ are determin-
istic, in the sense that any initial segment of any history admits only a single possible
continuation in ⌦.77
Figure 2: Lower-level histories
(reproduced from List 2014)
Now consider the temporally evolving system at a higher, more macroscopic level.
We interpret the original states in X and the histories in ⌦ as lower-level histories, and
introduce a higher-level state space X 0 that results from X via a many-to-one superve-
nience mapping. Specifically, suppose that any lower-level states that lie in the same
rectangular cell in Figure 2 realize the same higher-level state. So, the supervenience
mapping treats all lower-level states within the same cell in the grid as belonging to the
same equivalence class. Figure 3 shows the image of Figure 2 under this supervenience
mapping. The thick dots represent higher-level states, and the possible paths through
the figure from bottom to top represent possible histories, this time at the higher level.
Note that the set ⌦0 of higher-level histories is the image of ⌦ under the given super-
venience mapping. Clearly, higher-level histories are indeterministic here: the initial
segment of any higher-level history admits more than one possible continuation in ⌦0.78
The example shows that a temporally evolving system may display indeterminism
at a higher level, consistently with determinism at a lower level. One may not even be
able to ask meaningfully whether a system is deterministic or indeterministic simpliciter.
76The example comes from List (2014).
77Formally, for any history h : T   X, the initial segment of h up to time t, denoted ht, is the restriction
of the function h to all points in time up to t. History h0 is a continuation of an initial segment ht if
h0t = ht. History h is deterministic if every initial segment of h has only one continution in ⌦, namely h
itself. History h is indeterministic if some initial segment of h has more than one continuation in ⌦.
78Formally, determinism and indeterminism are defined as they are at the lower level, except that the
quantification is now over higher-level histories (in ⌦0) rather than lower-level histories (in ⌦).
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Figure 3: Higher-level histories
(reproduced from List 2014)
The answer to this question depends entirely on the level at which we are considering
the system.79 We must define determinism and indeterminism as level-specific prop-
erties. So, to avoid ambiguity, it is perhaps best to speak of “⌦-determinism” and
“⌦0-indeterminism”. Moreover, prior to adopting a higher-level perspective, we might
not expect to find the kind of higher-level indeterminism we have encountered. Its dis-
covery involves an element of surprise, in line with the idea that emergent properties are
“not readily predictable” from a lower-level perspective.
Arguably, there are many real-world instances of emergent properties in this not-too-
demanding sense. For example, social or economic properties such as unemployment and
being a monetary exchange are neither accompanied by matching lower-level properties,
nor—it seems—readily predictable in lower-level terms. As Jerry Fodor notes,
“an immortal econophysicist might ... find a predicate in physics that was, in
brute fact, co-extensive with ‘is a monetary exchange’. If physics is general
—if the ontological biases of reductivism are true—then there must be such
a predicate. But (a) to paraphrase a remark Donald Davidson made in a
slightly di↵erent context, nothing but brute enumeration could convince us
of this brute co-extensivity, and (b) there would seem to be no chance at all
that the physical predicate employed in stating the co-extensivity is a natural
kind term, and (c) there is still less chance that the co-extension would be
lawful (i.e., that it would hold not only for the nomologically possible world
that turned out to be real, but for any nomologically possible world at all).”80
In light of (a), (b), and (c), social and economic properties may well qualify as candidates
for emergent properties, while being supervenient on lower-level properties. Similar
79For earlier arguments for this claim, see List and Pivato (2015a) and relatedly Werndl (2009).
80See Fodor (1974, p. 104).
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remarks apply to certain psychological properties, such as being in a certain belief-and-
desire state, which—it is often argued—cannot be readily inferred from the underlying
extremely complex neural brain state, even though it supervenes on it. Interestingly,
Fodor concedes that if we consider a higher-level predicate that picks out a higher-
level property of interest, then—if physicalism is true—“there must be [a co-extensive
physical-level] predicate”. He hastens to add, however, that the existence of such a
lower-level predicate is of little explanatory use. Nonetheless, we might wonder whether
supervenience does entail some form of in-principle explanatory reducibility. I will now
turn to this question.
4.3 Are higher-level descriptions reducible to lower-level ones?
It is sometimes assumed that because higher-level phenomena supervene on lower-level
ones, we should—at least in principle—be able to explain higher-level phenomena in
terms of lower-level ones. The idea, in short, is that supervenience implies explanatory
reducibility. If this were right, it would rule out any strong form of emergence, where
higher-level properties supervene on lower-level properties but are not explainable in
terms of them at all. Because chemical phenomena supervene on physical ones, for
example, we should ultimately be able to explain chemical phenomena in physical terms.
Similarly, because social phenomena supervene on the interactions of a large number of
individuals, we should ultimately be able to explain social phenomena in individual-level
terms. If those claims were true, then higher-level descriptions would be dispensable, at
least in principle. They would be shorthand notations for certain things that we could
equally express at a lower level.
However, as several philosophers have argued in relation to domains ranging from
the philosophy of mind to the philosophy of social science, supervenience does not imply
explanatory reducibility.81 Fodor’s quote above illustrates this view. If we were to
dispense with higher-level descriptions, we would fail to see some higher-level patterns
in the world.82 Systematic regularities are not confined to the physical level or some
other lower level; rather, they occur at higher levels too. For example, the causes that
make a counterfactual di↵erence to some e↵ect may sometimes be higher-level properties,
rather than their lower-level realizers.83 The di↵erence-making cause of a decrease in
81See, e.g., Putnam (1967), Fodor (1974), Owens (1989), Sawyer (2002, 2003), List and Pettit (2011),
List and Spiekermann (2013), and Dietrich and List (2016, Section 8).
82See, e.g., Dennett (1991).
83See, e.g., List and Menzies (2009, 2010) as well as Yablo’s defence of mental causation (1992). On
higher-level causation, see also Glynn (2013).
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inflation may be the increase in the interest rate by the central bank—a higher-level
property—rather than its individual-level or physical-level realizers. While inflation may
systematically co-vary with the interest rate, it need not equally systematically co-vary
with any particular lower-level realizing properties on which the interest rate supervenes.
I will now show that the present framework lends further support to the claim that
higher-level descriptions may be irreducible to lower-level ones, even in the presence of
supervenience. To discuss this claim, consider a system of levels of description, as intro-
duced in Section 3.4, and assume, for the sake of argument, that there is a fundamental
level at the bottom, on which all other levels supervene.84 Let this fundamental level
be given by the pair hL,⌦Li, where L is the fundamental-level language—say a physical
one—and ⌦L is the fundamental-level set of worlds. I will make two assumptions. First,
⌦L is an infinite set. This is a reasonable assumption; plausibly, infinitely many worlds
are compatible with the fundamental laws of nature, provided we allow variations in
initial conditions. Second, the language L is countable; i.e., it admits infinitely many
expressions but no more than there are natural numbers. This is also a reasonable
assumption; all familiar languages are countable, from propositional logic to English.
Now let us turn to some higher level of description, given by the pair hL0,⌦L0i,
where L0 is some higher-level language and ⌦L0 is the corresponding set of higher-level
worlds. Let   be the supervenience mapping from the fundamental level to this higher
level; formally,   is a surjective function from ⌦L to ⌦L0 . We want to know whether
all higher-level descriptions are “reducible” to corresponding lower-level descriptions, so
that we would then be able to translate higher-level explanations into lower-level ones.
Call a higher-level sentence  0 2 L0 reducible to a lower-level sentence from L if it
is equivalent in content to some sentence in L (modulo supervenience): there is some
sentence   2 L whose propositional content (in ⌦L) is the inverse image, under  , of
the propositional content (in ⌦L0) of  
0; formally, [ ] =   1([ 0]). It is important to
note that, if the language L is closed under conjunction and disjunction, as in the case
of standard propositional logic, then reducibility to a single sentence is equivalent to
reducibility to any finite logical combination of sentences (because any such logical com-
bination can be expressed as a single composite sentence). If every higher-level sentence
were reducible to a corresponding lower-level sentence (or a finite combination of lower-
level sentences), then we might indeed consider higher-level descriptions dispensable, at
least in principle. Higher-level explanations would be translatable into lower-level ones.
However, there is an important combinatorial reason why reducibility is the exception
84If there is no fundamental level, then all levels are higher levels relative to some other levels, and so
the attempt to “reduce away” higher-level descriptions cannot get o↵ the ground.
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rather than the rule, as I will now explain.85 The supervenience of the higher level on
the lower level entails that:
(i) the inverse image, under  , of the propositional content of any higher-level sentence
is some subset of ⌦L.
However, it does not follow that:
(ii) this subset can be described by some sentence (or by a finite combination of sen-
tences) from the lower-level language L.
For reducibility, both (i) and (ii) are needed; (i) alone is not enough. Why might (ii) fail?
The set ⌦L, being infinite, has uncountably many subsets, of which L allows us to de-
scribe only countably many. Since L is countable, the set of subsets of ⌦L that can be
finitely described in L is also countable. Therefore, almost all subsets of ⌦L—namely
all except a countable number—do not admit a finite description in L. For almost ev-
ery subset of ⌦L, then, there exists no sentence in L (or even a finite combination of
sentences) whose propositional content is that subset. Of course, it is logically possible
that two levels of description are so well aligned that all higher-level sentences can be re-
duced to equivalent lower-level sentences, in that the inverse images of their propositional
contents are the contents of some lower-level sentences. But, from a combinatorial per-
spective, this is a highly special case. It would be surprising—a “cosmic coincidence”—if
the levels corresponding to di↵erent special sciences turned out to be so well aligned.
The bottom line is that, despite the existence of a supervenience relation between a
lower and a higher level, higher-level descriptions are not generally reducible to lower-
level desciptions, even in principle.86 And in those special cases in which a higher-level
sentence can be reduced to some lower-level sentence (or a finite combination of sentences),
this translation may be so cumbersome and uneconomical as to be of little practical use.
For instance, the lower-level sentences might be unmanageably long; and all of Fodor’s
concerns expressed in the quote above would still apply. So, higher-level descriptions
may be irreducible in practice, whether or not they are irreducible in principle.
4.4 Can we represent the is-ought relationship in a levelled framework?
Inspired in part by G. E. Moore’s and R. M. Hare’s influential works on the is-ought
gap, there has been much discussion about the relationship between normative and
85The present argument draws on List and Pivato (2015a, Section 7).
86As an anonymous referee has pointed out, the idea that there can be supervenience without re-
ducibility is somewhat similar to a point made by concept dualists, namely that certain higher-level
concepts are distinct from, and not reducible to, lower-level concepts. See, e.g., Papineau (2002, ch. 2).
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non-normative domains of discourse, especially on whether “the normative” supervenes
on “the descriptive” or not.87 In this final section, I want to show that the present
framework can help to clarify what is at stake in this debate.
For my discussion, I will take the normative domain to be represented by language
involving “obligation” and “permission” operators (“ought” and “may”), and I will take
the non-normative domain to be represented by language that is free from such oper-
ators. For the sake of argument, I will further assume that the sentences we express
in normative language can be true or false. That is: there are truth-conditions for the
normative domain, just as there are truth-conditions for the descriptive domain. Some
people, notably non-cognitivists, reject this assumption, and even among those who ac-
cept it, there is little agreement on what the truth-conditions for the normative domain
are, or on how they relate to the truth-conditions for the descriptive domain. Natural-
ists, for instance, think that normative truths supervene on non-normative ones, while
non-naturalists disagree.88 My aim is to show that we can helpfully think about the
relationship between the normative and non-normative domains by representing them
as two di↵erent levels of description, with their associated ontologies.
Let L denote some descriptive, non-normative language, and let ⌦L be the associated
set of worlds. We can think of L as our non-normative “base language”, and we can
think of the worlds in ⌦L as fully specifying all descriptive facts. We now augment
the language by introducing normative terms. For present purposes, these will be the
deontic operators “it is obligatory that” and “it is permissible that”. I assume that
these operators have the standard properties assumed in deontic logic. (My arguments
could equally be developed if the normative language were specified di↵erently.) Let L+
be the “normatively augmented” language. While the original language L can express
only descriptive discourse, the augmented language L+ can express both descriptive and
normative discourse. I suggest that we can think of L and L+ as giving rise to two
di↵erent levels of description.
Our central question is this: what set ⌦L+ of worlds is associated with L
+, and
how does it relate to ⌦L, the set of worlds associated with L? In other words, how is
the normatively augmented level, hL+,⌦L+i, related to the non-normative one, hL,⌦Li?
87For a recent discussion of the is-ought gap, see Brown (2014).
88A weaker form of non-naturalism would accept that the normative truths supervene on the non-
normative ones, but assert that they are not reducible to them, in the sense of Section 4.3. We can
define supervenience naturalism as the view that the normative truths supervene on the non-normative
ones. Consistently with supervenience naturalism, we can then distinguish between the view that the
normative truths are reducible to non-normative truths (reductive naturalism) and the view that they
are not (non-reductive naturalism). I am grateful to Wlodek Rabinowicz for pressing me on this point.
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In particular, are there supervenience mappings connecting the two levels? Does one
of these levels supervene on the other? I will argue that, while there trivially exists a
supervenience mapping from ⌦L+ to ⌦L, the converse (which is of greater interest to
naturalists) holds only in special cases.
The first thing to note is that since L+ is an augmented version of L, every sentence
from L is also contained in L+. And so, since any world in ⌦L+ settles all sentences
from L+, it must also settle all sentences from L. This shows that, to each world !+
in ⌦L+ , there corresponds a world ! in ⌦L such that !
+ and ! assign the same truth-
values to all sentences from L. Let  + be the function that maps each !+ 2 ⌦L+ to the
corresponding ! 2 ⌦L. If we assume that any consistent subset of L remains consistent
when viewed as a subset of L+, it follows further that, for every world ! 2 ⌦L, there
exists at least one world !+ 2 ⌦L+ with  +(!+) = !. Therefore  + is surjective. This
establishes (unsurprisingly) the existence of a supervenience mapping  + : ⌦L+   ⌦L.
What about the converse? Does there exist a supervenience mapping   : ⌦L   ⌦L+ ,
as naturalism would require? To answer this question, let me begin by observing that
the sentences in L+, unlike those in L, may involve the operators “it is obligatory that”
and “it is permissible that”, abbreviated “O” and “P”. In line with standard deontic
logic, we assume that O  is true at some world if and only if   is true at all worlds that
are permissible relative to that world. The permissible worlds, in turn, are specified by
a selection function, f , which assigns to each world a set of permissible worlds relative
to the given world. Similarly, P  is true at some world if and only if   is true at some
world that is permissible relative to it. But over which worlds should we quantify in this
definition? Should we quantify over the worlds in ⌦L+ or over the worlds in ⌦L?
Clearly, if we somehow treat the selection function f as given, we do not need to
quantify over worlds from ⌦L+ . Given f , all the information needed to define the truth-
values of O  and P  is already encoded in the “non-normative” worlds from ⌦L. So,
any world ! 2 ⌦L, together with the selection function f , settles all the sentences from
L+, including those that go beyond L. In other words, if the selection function f is held
fixed in the background, we can identify ⌦L+ with ⌦L, and, by implication, there is a
supervenience mapping   : ⌦L   ⌦L+ . We can then think of L+ and L as two di↵erent
languages whose associated ontologies are essentially the same, despite the fact that L+
is expressively richer than L. On this picture, normative and non-normative forms of
discourse refer to the same world, just described di↵erently. This, I think, is the picture
that proponents of naturalism about normativity have in mind.89
89Note that this picture will be shared by all proponents of supervenience naturalism, whether or not
they hold that the “the normative” is reducible to the “the non-normative”. The question of reducibility
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By contrast, if we do not take the selection function f as given, the supervenience of
the normatively augmented level on the non-normative one breaks down. Without the
function f , the worlds in ⌦L are insu cient to settle everything that can be expressed
in L+. The truth-values of sentences such as O  and P  are then left open. So, worlds
in ⌦L encode strictly less information than worlds in ⌦L+ . Note that, for something to
qualify as a world in ⌦L+ , it must settle everything that can be expressed in L
+.
Let F be the set of all possible selection functions: each element of F , in e↵ect,
encodes a particular criterion of permissibility. In order to settle everything that can
be expressed in L+, we require not only a world ! 2 ⌦L, but also a selection function
f 2 F . We may thus define ⌦L+ as the set of all possible pairs of the form h!, fi,
formally ⌦L+ = ⌦L ⇥ F (or a suitable subset thereof). Any world in ⌦L+ , formally a
pair h!, fi, will then su ce to settle all sentences in L+. Clearly, there will continue
to be a supervenience mapping from ⌦L+ to ⌦L (it simply maps each pair h!, fi to !
alone), but the converse is no longer true, assuming there can be more than one possible
selection function. The relationship between ⌦L and ⌦L+ will be one-to-many: several
distinct normatively augmented worlds will share the same non-normative part.
However, there is one limiting case in which there exists a supervenience mapping
  : ⌦L   ⌦L+ . This is the case in which the set F is assumed to be singleton, i.e., in
which there is only a single possible selection function. In this case, ⌦L and ⌦L+ are
isomorphic, so that they can essentially be identified with one another. This is again
the picture that naturalists have in mind.
Recall that there are di↵erent notions of supervenience. Earlier, when I was not
talking about normative matters, I gave the examples of metaphysical and nomological
supervenience. We can now observe the following: relative to a given selection function,
the normatively augmented level does indeed supervene on the non-normative one. This
is a form of relativized supervenience: supervenience relative to some further parameter,
here the selection function f . Without such a relativization, the normatively augmented
level does not supervene on the non-normative one. So, the hidden assumption under-
lying naturalism seems to be a particular choice of selection function: the normative
supervenes on the descriptive relative to this hidden parameter, but not without it.
5 Concluding Remarks
I have given a general definition of a system of levels, inspired by ideas from category
theory, and I have discussed several instances of this definition, which show that the pro-
can in principle be analyzed as in Section 4.3.
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posed framework can capture descriptive, explanatory, and ontological notions of levels.
I have further suggested that the framework can be helpfully brought to bear on some
familiar philosophical questions, such as questions about fundamentality, emergence, re-
duction, and normativity. Another possible application, which I have omitted due to
space constraints, concerns the relationship between first-personal and third-personal
phenomena in the study of subjectivity and consciousness. Arguably, one may helpfully
introduce the notion of a first-personal level, as distinct from the third-personal level,
so that first-personal descriptions as well as first-personal properties can be associated
with a di↵erent level than third-personal ones. In sum, since references to “levels” are
ubiquitous in science and philosophy, I hope that, by going beyond metaphorical uses
of this idea and o↵ering a precise and unified formalization, the present framework will
clarify the conceptual terrain and lead to further useful applications.
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