Using computational algebraic geometry techniques and Hilbert bases of polyhedral cones we derive explicit formulas and generating functions for the number of magic squares and magic cubes.
There are analogous definitions in higher dimensions. A semi-magic hypercube is a d-dimensional n × n × · · · × n array of n d non-negative integers, which sum up to the same number s for any line parallel to some axis. A magic hypercube is a semi-magic cube that has the additional property that the sums of all the main diagonals, the 2 d−1 copies of the diagonal x 1,1,...,1 , x 2,2,...,2 , . . . , x n,n,...,n under the symmetries of the d-cube, are also equal to the magic sum. For example, in a 2 × 2 × 2 cube there are 4 diagonals with sums x 1,1,1 + x 2,2,2 = x 2,1,1 + x 1,2,2 = x 1,1,2 + x 2,2,1 = x 1,2,1 + x 2,1,2 . We can see a magic 3 × 3 × 3 cube in Figure 2 (the number 14 is at the central (2, 2, 2) position). From now on, when refering to any of these structures, we will use the terminology magic arrays.
Two fundamental problems about magic arrays are (1) enumerating such arrays and (2) generating particular elements. In this paper we address these two issues from a geometric perspective. The work of 1 
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Figure 2: A magic cube.
Ehrhart and Stanley [11, 12, 21, 22] when applied to the study of semi-magic squares showed that many enumerative and structural properties of magic arrays can actually be formulated in terms of polyhedral cones. The conditions of constant magic sum can be written in terms of a system {x|Ax = 0, x ≥ 0}, where the vector x has as many entries as there are cells in the array (labeled x i1,i2,...,i d ), and a matrix A with entries 0, 1 or −1 forces the different possible sums to be equal.
The purpose of this note is to study the convex polyhedral cones defined by magic squares, pandiagonal magic squares, semi-magic hypercubes, and magic hypercubes. In particular we study the Hilbert bases and extreme rays of these cones. We have used computational polyhedral geometry and commutative algebra techniques to derive explicit counting formulas for the four families of magic arrays we defined. Similar derivations had been done earlier for semi-magic squares [23, §4] . The interested reader can download the complete extreme ray information and Hilbert bases from www.math.ucdavis.edu/ deloera/RESEARCH/magic.html
Hilbert bases for these cones of magic arrays are special finite sets of nonnegative integer arrays that generate every other nonnegative integer array as a linear nonnegative integer combination of them. Most of our arguments will actually use minimal Hilbert bases which are smallest possible and unique [20] . Due to their size and complexity, our calculations of Hilbert bases and extreme rays were done with the help of a computer. We explain later on our algorithmic methods.
Having a Hilbert basis allows the generation of any magic array in the family, and makes trivial the construction of unlimited numbers of such objects or simply to list all magic arrays of fixed small size. Another benefit is that a Hilbert basis can be used to compute generating functions for the number of magic arrays from the computation of Hilbert series of the associated affine semigroup ring. We carry on these calculations using Gröbner bases methods. Finally minimal integer vectors along extreme rays of a cone are in fact also members of the Hilbert basis.
It is well-known from the work of Ehrhart [10] that for any rational pointed cone, if its lattice points receive a grading (e.g. by total sum of the entries, or in this case magic sum), then the function that counts the lattice points of fixed graded value is a quasipolynomial. A quasipolynomial is a polynomial whose coefficients are periodic functions. The least common multiple of the periods of the different coefficients is the period of the quasipolynomial. It is a natural question to investigate when the quasipolynomial is actually a polynomial. We study this question for the four families of magic arrays. As we will see later the extreme rays of the cone determine the period of the quasipolynomial formulas.
Our first contribution is to continue the enumerative analysis done in [3] . These authors wrote down formulas for the number of magic squares of orders 3 and 4. We have corrected a mistake in the 4 × 4 formula of [3, page 8] In [4] , Bona presented a proof that the counting function of semi-magic cubes is a quasi-polynomial. He derived this fact from information about the different magic sums for the elements of a Hilbert basis. Here we extend this by computing an explicit generating function for the number of semi-magic 3 × 3 × 3 cubes and proving that the quasipolynomial counting formula for 3 × 3 × 3 × 3 semi-magic and magic hypercubes have non-trivial periodicities. Finally, we computed an explicit generating function for the number of 3 × 3 × 3 magic cubes.
Theorem 0.4. Let M C n (s) denote the number of n × n × n magic cubes. Then,
For n = 3, using the minimal Hilbert basis for the cones of 3 × 3 × 3 magic cubes, we computed From the extreme rays of the cone of 3 × 3 × 3 × 3 magic hypercubes the quasipolynomial counting 3 × 3 × 3 × 3 magic hypercubes has non-trivial periodicity.
Here is the plan for the paper: In Section 1 we review the notion of (minimal) Hilbert bases and how we computed them. We show how to use a Hilbert basis to compute a generating function that counts the number of nonnegative integer arrays of given magic sum. In that section we recall some basic facts about polyhedral cones, Ehrhart polynomials, and commutative semigroup rings (see [9, 24] ). Finally, in Section 2, we discuss the specific details for the four theorems above, each appearing in a separate subsection.
Hilbert bases for counting and element generation
Let A be an integer d × n matrix, we study pointed cones of the form C = {x|Ax = 0, x ≥ 0}. A cone is pointed, if it does not contain any linear subspace besides the origin. It is well-known that pointed cones admit also a representation as the set of all possible nonnegative real linear combinations of finitely many vectors, the so called extreme rays of the cone (see page 232 of [20] ). As an example we consider the cone of 3 × 3 magic matrices. This cone is defined by the system of equations x 11 + x 12 + x 13 = x 21 + x 22 + x 23 = x 31 + x 32 + x 33 x 11 + x 12 + x 13 = x 11 + x 21 + x 31 = x 12 + x 22 + x 32 = x 13 + x 23 + x 33 x 11 + x 12 + x 13 = x 11 + x 22 + x 33 = x 31 + x 22 + x 13 , and the inequalities x ij ≥ 0. In our example for 3 × 3 magic squares the cone C has dimension 3, it is a cone based on a quadrilateral, thus it has 4 rays (see Figure 3) . It is easy to see that all other cones that we will treat for magic arrays are also solutions of a system Ax = 0, x ≥ 0, where A is a matrix with 0, 1, −1 entries. For a given cone C we are interested in S C = C ∩ Z n , the semigroup of the cone C. A natural question is then, how can we compute the minimal Hilbert basis of a cone C? Several research communities have developed algorithms for computing Hilbert bases having different applications in mind: integer programming and optimization [25] , commutative algebra [5, 19, 24] , and constraint programming [8, 18] . In our calculations of minimal Hilbert bases we used extensively the novel projectand-lift algorithm presented in [14] and implemented in MLP by R. Hemmecke. On the other hand we were able to corroborate independently most of our results using a different algorithm, the cone decomposition algorithm, implemented in NORMALIZ by Bruns and Koch [5] . Similar ideas were also discussed in [23] . Now we present brief descriptions of these two methods.
Hemmecke's algorithm for computing the Hilbert basis H of a pointed rational cone C expressed as {z : Az = 0, z ∈ R n + } proceeds as follows: Let π j : R n → R j be the projection onto the first j
, and The cone-decomposition algorithm, used in NORMALIZ triangulates the cone C into finitely simplicial cones. A cone is simplicial if it is spanned by exactly n linearly independent vectors v 1 , . . . , v n . There are many possible triangulations, and any of these can be used. For each simplicial cone consider the parallepiped Π = {λ
It is easy to see that the finite set of points G i = Π ∩ Z n generates the semigroup. The computation of G i can be done via direct enumeration and the knowledge that |G i | is the same as the number of cosets of the quotient of Z n by the Abelian group generated by the cone generators.
This way, each simplicial cone σ i in the triangulation of C provides us with a set of generators G i . From the union G = ∪G i = {w 1 , . . . , w m }, which obviously generates C ∩ Z n , we need to find a subset H ⊂ G whose elements are irreducible and still generate C ∩ Z n . The subset H is constructed recursively, starting from the empty set, in the k-th step we check if w k − h ∈ C for some h ∈ H. If yes, delete w k from the list and go to the next iteration; otherwise remove all those h in H which satisfy h − w k ∈ C and add w k to H before passing to the next step. Clearly, since we have the inequality representation of the cone, it is easy to decide whether a vector belongs to the cone or not.
With any rational pointed polyhedral cone C = {Ax = 0, x ≥ 0} and a field k we associate a semigroup ring,
where there is one monomial in the ring for each element of the semigroup S C . By the definition of a Hilbert basis we know that every element of S C can be written as a finite linear combination µ i h i where the µ i are nonnegative integers. Thus R C is in fact a finitely generated kalgebra. Therefore R C can be written as the quotient k[x 1 , x 2 , . . . , x N ]/I C where I C is an ideal generated by binomials and N is the number of Hilbert basis elements. For our cones of magic arrays we can give a natural grading to R C . A magic array can be thought of as a monomial on the ring and its degree will be its magic sum. For example all the elements of the Hilbert bases of 3 × 3 magic squares are elements of degree 3.
Once we have a graded k-algebra we can talk about its decomposition into the direct sum of its graded components R C = R C (i), where each R C (i) collects all elements of degree i and it is a k-vector space (where
the semigroup ring obtained from the minimal Hilbert basis of a cone C of magic arrays. The number of distinct magic arrays of magic constant s equals the value of the Hilbert function H(R C , s).
Proof: By the definition of a Hilbert basis we have that every magic array in the cone C can be written as a linear integer combination of the elements of the Hilbert basis. The elements of HB(C) = {h 1 , h 2 , . . . , h N } are not affinely independent therefore there are different combinations that produce the same magic array. We have some dependences of the form a i h i = a j h j where the sums run over some subsets of {1, . . . , N }. We consider such identities as giving a single magic array. The dependences are precisely the elements of the toric ideal I C , that give R C = k[x 1 , x 2 , . . . , x N ]/I C . Every such dependence is a linear combination of Gröbner basis generators of the ideal I C . Thus, if we encode a magic array X as a monomial in variables x 1 , . . . , x N whose exponents are the coefficients of the corresponding Hilbert basis elements that add to X, we are counting the equivalence classes modulo I C . These are called standard monomials. Finally it is known that the number of standard monomials of graded degree i equals the dimension of R C (i) as a k-vector space [9, Chapter 9] .
2
We also recall that a finitely generated k-algebra has a nice decomposition for its Hilbert-Poincaré series: Lemma 1.2 (Theorem 2.3 [22] ). Suppose R C is generated by y 1 , y 2 , . . . , y r where deg(y i ) = δ i . Then the Hilbert series is a rational function of the form
To compute the Hilbert-Poincaré series we relied on the computer algebra package CoCoA [6] that has implementations for different algorithms of Hilbert series computations [6] . The basic idea comes from the theory of Gröbner bases (see [9, §9] ). Our ring R C can be written in the form k[x 1 , x 2 , . . . , x n ]/I C where I C is a binomial ideal and there is one variable for each member of the Hilbert basis. It is known that the initial ideal of I C with respect to any monomial order gives a monomial ideal J and the Hilbert functions of k[x 1 , x 2 , . . . , x n ]/I C and k[x 1 , x 2 , . . . , x n ]/J are equal. We need to compute generators for the ideal I C . In our case, once we have the Hilbert basis H = {h 1 , . . . , h n } for the cone C, I C is simply the kernel of the polynomial map
where φ(x i ) = t hi and for
d . There are standard techniques for computing this kind of kernel (see [24] ). As we saw before, the binomials in the kernel represent magic arrays that have two or more sum-representation in terms of the Hilbert basis elements.
We illustrate the above algebraic techniques calculating a formula for the number of 3 × 3 magic squares, where x 5 corresponds to the matrix with all entries one, at the bottom of Figure 3 , and the other 4 variables x 1 , x 2 , x 3 , x 4 correspond to the magic squares on top of Figure 3 , as they appear from left to right. The ideal I C given by the kernel of the map is generated by the two relations x 1 x 4 −x Which gives an output (1 + 2t + t 2 )/(1 − t) 3 . Note that to carry on the computation is necessary to specify a weight for the variables. In our case the weights are simply the magic sum of the array. It is known that from a rational representation like this one can directly recover a quasipolynomial (see [23, §4] ). It is also well-known, from the theory of Ehrhart polynomials [10, 22] , that the answer has to be a degree 2 quasipolynomial with rational coefficients.
otherwise.
The reasons for this "periodic behavior" are well-understood. Let P be a rational k-dimensional polytope embedded in R d . Its vertices should be thought of as d-dimensional vectors. For a positive integer n we denote E(P, n) the number of lattice points in the dilation nP = {nx|x ∈ P }. If we let n take real values, then the union of the different dilations of P as n changes is a pointed polyhedral cone. The rays of the cone are given by all scalar multiples of vertices of P . Most important for us is that the pointed polyhedral cones of magic arrays are of this form where the polytope P consists of all stochastic magic arrays. Stochastic magic arrays are those real nonnegative arrays (of given size) all whose mandated sums equal 1. For example, semi-magic squares are the well-known bistochastic matrices (n×n matrices whose row and column sums are one) and P is the Birkhoff-von Neumann polytope [7, 22] . For our purposes the main result is a theorem of Ehrhart:
Lemma 1.3 ([10] and [23]). For a rational k-polytope P embedded in R d , the counting function E(P, n) is a quasipolynomial in n whose degree equals k and whose period is exactly the least common multiple of the denominators of the vertices of P .
Let us look at our running example. For 3 × 3 magic squares the vertices of the polytope of stochastic magic squares are obtained by dividing the first 4 magic squares in Figure 3 by 3. Thus the periodicity of the function is three as observed earlier. In what follows we will be preoccupied with finding special extreme ray vectors that have rational entries "with a large denominator".
2 Families of Magic Arrays. Using CoCoA's Hilbert series computation we obtain the generating function stated in Theorem 0.1 5 × 5 magic squares The 5 × 5 magic squares are the first challenging case. We were unable so far to recover the Hilbert series for this case. By using the fact that the Hilbert basis is a generating set we can easily compute several values of the Hilbert function, i.e. the numbers of magic squares for small values of the magic sum. Using the generators we consider all possible sums of them with small coefficients, making sure that repeated squares are only counted once. The values below allow us to prove that there is no polynomial formula that fits those values via interpolation. We use the Ehrhart-Macdonald reciprocity laws [22] that give us other 6 values of the function, which together with known roots allow for interpolation. There is no solution for the resulting linear system. Finally we prove the rest of Theorem 0.1. from Lemma 1.3 we know the function that counts the number of magic squares of fixed magic sum is a quasipolynomial and its period is the least common multiple of the denominators of the vertices of the polytope whose vertices are the real magic matrices with magic sum one. Therefore it is important to determine whether there are extreme rays in the Hilbert bases that have magic sum bigger than one because they correspond to such vertices. Now we construct such integral extreme vectors.
Let n ≥ 6 and let P n−2 be an (n − 2) × (n − 2) permutation matrix that does not contain a non-zero entry on its two main diagonals. Let R n be the n × n matrix that is constructed as follows:
• R n,i,j = 2 * P n−2,i−1,j−1 for i = 2, . . . , n − 1, j = 2, . . . , n − 1,
• R n,1,j = R n,n,j = 0 for j = 2, . . . , n − 1,
Since n−2 ≥ 4, there exists a permutation matrix P n−2 with no non-zero entries on its main diagonals. Thus, R n is well-defined.
Lemma 2.1. By construction, R n is a magic square of size n with magic constant 2, in addition, for n ≥ 6, R n is an extremal ray of the cone of n × n magic squares.
Proof: Suppose that R n is not an extremal ray of the magic square cone. Therefore, there exists a non-zero magic squareR n with magic constant s > 0 whose support is strictly contained in the support of R n . Since every row and column must have at least one non-zero entry,R n must have a zero in one of the corners, that is without loss of generality,R n,1,1 = 0. Since s = n i=1R n,i,1 = n j=1R n,n,j , we obtain s =R n,n,1 =R n,n,1 +R n,n,n . Thus,R n,n,n = 0. But this contradicts 0 < s = n i=1R n,i,i = 0. Therefore,R n does not exist, implying that R n is an extremal ray.
Finally to complete the proof of the theorem we note that the cases for n = 4, 5 were already settled earlier, therefore for n > 3, the number of magic squares is not a polynomial in the magic sum. 2
Pandiagonal Magic Squares: Theorem 0.2
Let us denote by M P n (s) the number of n × n pandiagonal magic squares with magic sum s. As in the case of magic squares the function M P n (s) is a quasipolynomial in s of degree equal to the dimension of the cone plus one. Halleck [13] computed the dimension of the cone to be (n − 2) 2 for odd n and (n − 2) 2 + 1 for even n (degree of the quasipolynomial M P n (s) is one less than these). For the 4 × 4 pandiagonal magic squares a fast calculation corroborates that there are 8, magic-sum-2, generators. In his investigations, Halleck [13] identified a much larger generating set. (1, 0, 0, 1, 0, 1, 1, 0, 1, 0, 0, 1, 0, 1, 1, 0) (1, 0, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1, 1, 0, 1, 0) (0, 0, 1, 1, 1, 1, 0, 0, 0, 0, 1, 1, 1, 1, 0, 0)  (1, 0, 1, 0, 1, 0, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1) (0, 1, 0, 1, 0, 1, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0) (0, 1, 1, 0, 1, 0, 0, 1, 0, 1, 1, 0, 1, 0, 0, 1)  (1, 1, 0, 0, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0, 1, 1) (0, 1, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 0, 1, 0, 1) From the Hilbert basis we can calculate the formula stated in Theorem 0.2 using CoCoA. Now we use the following fact. A matrix with real nonnegative entries is panstochastic if the sums of entries along any column, row or broken diagonal is a one. Clearly, by an appropiate normalization, any pandiagonal magic square corresponds to a unique rational panstochastic matrix. 2 in [1] ). If n > 1 and n = 5, then there is some n × n panstochastic matrix that is not a convex combination of panstochastic permutation matrices. Now we will prove that for n = 5, the number of pandiagonal magic squares is no polynomial in the magic constant s: From Lemma 2.2 we know that the n × n pandiagonal permutation matrices do not span the (rational) cone of pandiagonal magic squares for n = 5. In particular, there is a (rational) vector on the extremal ray of this cone with magic sum 1 that has at least one non-integral entry (otherwise it would be a pandiagonal permutation matrix). As this vector is not integral, the least common multiple of the denominators of its components must be strictly bigger than 1. The claim now follows from Lemma 1.3.
Finally we verify that the 5×5 pandiagonal magic squares have indeed a polynomial counting formula. This case requires in fact no calculations thanks to earlier work by [1] who proved that for n = 5 the only pandiagonal rays are precisely the pandiagonal permutation matrices. It is easy to see that only 10 of the 120 permutation matrices of order 5 are pandiagonal: 
Semi-magic Hypercubes: Theorem 0.3
We consider first the 3 × 3 × 3 semi-magic cube. Bona [4] had already observed that a Hilbert basis must contain only elements of magic constant one and two. Here we provide the 12 Hilbert basis' elements of magic constant 1. There are 54 of magic constant 2, which we are not listing here, but can be downloaded from www.math.ucdavis.edu/~deloera/RESEARCH/magic.html From the Hilbert basis and using CoCoA the number of magic cubes we obtain the stated rational generating function.
It is worth noticing two important properties. First of all, the polytope of stochastic semi-magic cubes is actually not equal to the convex hull of the above 10 (generalized) permutation matrices since the remaining 54 elements of the Hilbert bases when normalized give also rational stochastic matrices that are irreducible. Therefore, the Birkhoff-von Neumann theorem [20, page 108] about doubly stochastic matrices is false for 3 × 3 × 3 stochastic semimagic cubes. The existence of these special rays also implies, by Lemma 1.3 that the resulting counting function is a quasi-polynomial not a polynomial (nontrivial periodicity is involved). The second comment is that, since the 2-dimensional slices of the above cubes are permutation matrices with no overlapping entries, we can set up a bijection of this set with the possible 3 × 3 latin squares. In general, an n × n × n magic cube with magic sum 1 is equivalent to an n × n latin square by the same argument. This shows that the number of Hilbert basis elements grows doubly exponentially with n from known asymptotic bounds to the number of latin squares.
Finally, the cone of 4-dimensional semi-magic hypercubes has an extreme ray with "large" entries (in each row below we list one 3-cube worth of values). From Lemma 1.3 we have that the periodicity of the quasipolynomial is non-trivial, thus it cannot be a polynomial. 0, 2, 1, 2, 1, 0, 1, 0, 2, 1, 1, 1, 0, 1, 2, 2, 1, 0, 2, 0, 1, 1, 1, 1, 0, 2, 1  2, 0, 1, 0, 1, 2, 1, 2, 0, 1, 2, 0, 1, 1, 1, 1, 0, 2, 0, 1, 2, 2, 1, 0, 1, 1, 1  1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 2, 2, 1, 0, 0, 2, 1, 1, 2, 0, 0, 1, 2, 2, 0, 1 
Magic Hypercubes: Theorem 0.4
From the theory of Ehrhart quasipolynomials the function that counts magic cubes, is a quasipolynomial whose degree is the same as the dimension of the cone of magic cubes minus one. For small values (e.g n = 3, 4) we can directly compute this. We present an argument for its value for n > 4: Lemma 2.3. Let B be the (3n 2 + 4) × n 3 matrix with 0, 1 entries determining axial and diagonal sums. In this way we see that magic n × n × n magic cubes of magic sum s are the integer solutions of Bx = (s, s, . . . , s)
T , x ≥ 0. For n > 4 the kernel of the matrix B has dimension (n − 1) 3 − 4.
Proof. It is known that for semi-magic cubes the dimension is (n − 1) 3 [3] , which means the rank of the submatrix B ′ of B without the 4 rows that state diagonal sums is n 3 − (n − 1) 3 . It remains to be shown that the addition of the 4 sum constraints on the main diagonals to the defining equations of the n × n × n semi-magic cube increases the rank of the defining matrix B by exactly 4.
Let us denote the n 3 entries of the cube by x 1,1,1 , . . . , x n,n,n and consider the (n− 1)× (n− 1)× (n− 1) sub-cube with entries x 1,1,1 , . . . , x n−1,n−1,n−1 . For a semi-magic cube we have complete freedom to choose these (n−1) 3 entries. The remaining entries of the n×n×n magic cube become known via the semi-magic cube equations, and all entries together form a semi-magic cube. For example: However, for the magic cube, 4 more conditions have to be satisfied along the main diagonals. Employing the above semi-magic cube equations, we can rewrite these 4 equations for the main diagonals such that they involve only the variables x 1,1,1 , . . . , x n−1,n−1,n−1 . Thus, as we will see, the complete freedom of choosing values for the variables x 1,1,1 , . . . , x n−1,n−1,n−1 is restricted by 4 independent equations. Therefore the dimension of the kernel of B is reduced by 4.
Let us consider the 3 equations in x 1,1,1 , . . . , x n−1,n−1,n−1 corresponding to the main diagonals x 1,1,n , . . . , x n,n,1 , x 1,n,1 , . . . , x n,1,n , and x n,1,1 , . . . , x 1,n,n . They are linearly independent, since the variables x n−1,n−1,1 , x n−1,1,n−1 , and x 1,n−1,n−1 appear in exactly one of these equations. The equation corresponding to the diagonal x 1,1,1 , . . . , x n,n,n is linearly independent from the other 3, because, when rewritten in terms of only variables of the form x i,j,k with 1 ≤ i, j, k < n, it contains the variable x 2,2,3 , which for n > 4 does not lie on a main diagonal and is therefore not involved in one of the other 3 equations. This completes the proof.
We consider now the 3 × 3 × 3 magic cubes. There are 19 elements in the Hilbert basis and all of them have magic sum value of 3. This indicates that there is a quasipolynomial counting formula of periodicity 3.
From this information, and using CoCoA, we can derive the desired formula for the count that appears in Theorem 0.4.
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