The purpose of this paper is two-fold:
• Following an idea of Krylov [K] we introduce a special singular stochastic control problem with partial information and show that this is also equivalent to the partial information optimal stopping and randomized stopping problems. Then we show that the solution of this singular control problem can be expressed in terms of (partial information) variational inequalities, which in turn can be rewritten as a reflected backward stochastic differential equation (RBSDE) with partial information.
Introduction
There are several classic papers in the literature on the relation between optimal stopping, randomized stopping and singular control of a given stochastic process with filtration F := {F t≥0 }. See e.g. Krylov [K] , Wang [W] , Gyöngy andŠiška [GS] and the references therein. The purpose of this paper is to extend this relation to a situation where the admissible stopping times are required to be stopping times with respect to a given partial information flow H = {H t } t≥0 with H t ⊆ F t for all t, and the admissible controls are required to be H-adapted. This is a common situation in many applications, and one of our motivations for this paper is to be able to study such more realistic optimal stopping problems. To the best of our knowledge, the only paper in the literature that deals with this type of partial information optimal stopping is Øksendal and Sulem [ØS2] , where the study is based on a maximum principle for singular stochastic control of jump diffusions, associated reflected backward differential equations and optimal stopping. In the current paper we extend the result of Øksendal and Sulem [ØS2] to a more general setting, using a more direct approach. Our main idea is based on the following two key elements: (i) We prove an extension of Lemma 2 (a), p. 36, in Krylov [K] to a partial information flow situation.
(ii) We extend the results in Gyöngy andŠiška [GS] to partial information.
Framework and problem formulations
Let (Ω, F , F = {F t } t≥0 , P ) be a filtered probability space satisfying the usual conditions. Let T ≤ ∞ be a fixed terminal time and let H := {H t } t≥0 ⊂ F be another filtration satisfying the usual conditions. We assume that
In the following we let {k(t)} t≥0 be a given F-predictable process which is continuous at t = 0 and satisfies sup
Partial information optimal stopping problem
We first consider the following partial information optimal stopping problem:
Problem 2.1 Find Φ ∈ R and τ * ∈ T H such that
Since H t ⊆ F t for all t, we call this a partial information optimal stopping problem. If we had H t ⊇ F t for all t, this would be an inside information optimal stopping problem. A special inside information optimal stopping problem is studied (and solved) in Hu and Øksendal [HØ] , based on Malliavin calculus and forward integration theory.
Partial information randomized stopping
Next we formulate the corresponding partial information randomized stopping problem: Problem 2.2 Let G H be the set of H-adapted, right-continuous and non-decreasing processes G(t) such that
Find Λ ∈ R and G * ∈ G H such that
Partial information singular control
Finally, we introduce our corresponding partial information singular control problem:
We will prove that all these 3 problems are equivalent, in the sense that Φ = Λ = Ψ, and we will find explicit relations between the optimal τ * , G * and ξ * .
3 Randomized stopping and optimal stopping with partial information flow
In this section we prove that Problem 2.1 and Problem 2.2 are equivalent. The following result may be regarded as an extension of Theorem 2.1 in Gyöngy andŠiška [GS] to partial information:
Theorem 3.1
Proof. Choose τ ∈ T H and define
∈ G H and we see that
Since τ ∈ T H was arbitrary, this proves that
To get the opposite inequality, we define for each G ∈ G H and r ∈ [0, G(T )) = [0, 1), the time change α(r) by α(r) = inf{s ≥ 0; G(s) > r}.
Then {ω; α(r) < t} = {ω; G(t) > r} ∈ H t , so α(r) ∈ T H for all r. Moreover, G(α(t)) = t for all t and hence
4 Singular control and optimal stopping with partial information
In this section we prove that Problem 2.1 and Problem 2.3 are equivalent. First we establish an auxiliary result:
Proof.
(i) We first prove the second inequality: Let ξ ∈ A H . The Itô formula for semimartingales (see e.g. Theorem II.32 in Protter [P] ), gives that for all f ∈ C 2 (R) we have
c s = 0. Therefore, applying the Itô formula to the concave function
which proves the second inequality.
(ii) We proceed to prove the first inequality:
From (4.1) we get
Since x → e −x is convex, we have
and we conclude that
We proceed to prove the main result of this section:
Proof. Let ξ ∈ A H . Then w(t) := 1 − e −ξ(t) ∈ G H and hence, by Lemma 4.1 and Proposition ??,
Therefore,
To get the opposite inequality, choose τ ∈ T H and define, for n = 1, 2, . . .
and
We see that
Combining the above we conclude that
Since τ ∈ T H was arbitrary this proves that
Combining this with (4.3) we get
and we conclude that we have equality everywhere in this chain of inequalities. By Theorem 3.1 this proves Theorem 4.2.
It is of interest to find the connection between an optimal stopping time τ * ∈ T H for Problem 2.1 and the corresponding optimal singular controls G * , ξ * for Problem 2.2 and Problem 2.3, respectively. The connection is given by the following result: Theorem 4.3 a) Suppose τ * ∈ T H is an optimal stopping time for Problem 2.1. Define
Then G * ∈ G H is an optimal singular control for Problem 2.2.
b) Conversely, suppose G * ∈ G H is an optimal singular control for Problem 2.2. Define α * (r) := inf{s ≥ 0; G * (s) > r}; for r ∈ [0, 1). (4.5)
Then α * (r) ∈ T H and α * (r) is an optimal stopping time for Problem 2.1, for all r ∈ [0, 1). c) Suppose ξ * ∈ A H is an optimal control for Problem 2.3. Then
is an optimal control for Problem 2.2.
is an optimal control for Problem 2.2. Define ξ * (t) to be a solution of the differential equation
Then ξ * (t) is an optimal control for Problem 2.3.
a) Suppose τ * ∈ T H is optimal for Problem 2.1 and let G * be as in (4.4). Then by Theorem 3.1
Hence we have equality in the above, and therefore
which proves that G * is optimal for Problem 2.2. b) Conversely, suppose G * ∈ G H is optimal for Problem 2.2. Let α * (r) be as in (4.5). Then α * (r) ∈ T H for all r and, by Theorem 3.1,
We conclude that we have equality everywhere in the above, and therefore
Therefore α * (r) is an optimal stopping time for a.a. r ∈ [0, 1). Choose arbitrarȳ r ∈ [0, 1). Then since α * (r) is right-continuous we can find r n ∈ (0, 1) such that α * (r) is optimal for all n and α * (r n ) → α * (r) as n → ∞. This gives
Hence α * (r) is an optimal stopping time for all r ∈ [0, 1). c),d) If G * (t) and ξ * (t) are chosen as given in c) and d) respectively, then we see in either case that
The two statements c) and d) follow from this.
Remark 4.4 In the case when
we can extend the sets G H and A H of admissible controls to the following: Then we can show by the same method as above that
Moreover, the optimal G * ∈ G
H satisfies G * (T ) = 1, and the optimal ξ ∈ A (∞) H satisfies ξ * (T ) = ∞.
Singular control with partial information flow
We discuss now the singular control problem.
Variational inequalities
In this section we assume that T < ∞.
We now turn to the partial information singular control problem (Problem 2.3):
Problem 5.1 Find Ψ ∈ R and ξ * ∈ A H such that
where
We interpret exp − ξ(t) as 0 when ξ(t) = ∞. Note that if ξ(t 0 ) = ∞ for some t 0 < T , then ξ(t) = ∞ for all t ≥ t 0 and dξ(t) = 0 for t ≥ t 0 .
With this interpretation, Problem 5.1 can be considered as a generalization of the singular control problem discussed in Section 2 of Øksendal and Sulem [ØS2] , where a singular control version of the maximum principle is used. However, the problem (5.1) -(5.2) is not covered by the results in Øksendal and Sulem [ØS2] . Here we give a direct approach based on a variational argument.
Proceeding as in Øksendal and Sulem [ØS2] , for ξ ∈ A H we define V(ξ) to be the set of càdlàg processes ζ(t) : [0, T ] → [0, ∞] of finite variation such that there exists δ = δ(ξ) > 0 such that
Now suppose ξ =ξ maximizes J(ξ). Then by (5.3)
for all ζ ∈ V(ξ). In particular, if we for δ > 0 choose
for some t ∈ [0, T ] and some bounded H t -measurable random variable a(·) ≥ 0, then ζ 0 ∈ V(ξ) and (5.4) gives
Since this holds for all such a(·) and all δ > 0, we conclude that
Next, let us choose 1. dζ 1 (s) = dξ(s) and 2. dζ 2 (s) = −dξ(s).
Then ζ i ∈ V(ξ) for i = 1, 2 and (5.4) gives
Note that by the Fubini theorem we have
Substituting (5.6) into (5.5) we get
This proves part a) of the following theorem:
Proof. Statement b) is proved by reversing the argument used to prove that (5.9) ⇒ (5.7) -(5.8).
We omit the details.
Reflected BSDEs with partial information
We recall a direct approach to optimal stopping with partial information, as presented in e.g. Øksendal and Zhang [ØZ] : Define the Snell envelope Y (t) for 0 ≤ t ≤ T by
where T H t,T is the family of H-stopping times τ such that t ≤ τ ≤ T .
Theorem 5.3 If Y (t) is the snell envelope as defined above, then there exists an H-adapted, non-decreasing, right-continuous process K(t) and an H-martingale M(t) such that (Y (t), K(t), M(t)) is the unique solution of the RBSDE given by the following equations and inequalities:
• dY (t) = −dK(t) + dM(t);
• (Y (t) − E[k(t) | H t ])dK(t) = 0; t ∈ [0, T ].
Singular control and related RBSDE under partial information
It is possible to express Theorem 5.2 in terms of a reflected backward stochastic differential equation (RBSDE) with respect to a partial filtration, as follows:
Consider the problem to find H-adapted processes p(t), ξ(t) such that p(·) is càdlàg, (5.10) ξ ∈ A H , (5.11)
12) p(t) − E k(t) H t ≥ 0, for all t ∈ [0, T ] and (5.13) p(t) − E k(t)|H t dξ(t) = 0, for all t ∈ [0, T ].
(5.14)
If such a pair (p, ξ) exists, we call it the solution of the singular RBSDE (5.10) -(5.14) with filtration H. The process k(t) is called a reflecting barrier.
This gives exp −ξ(r 2 ) p(r 2 ) = E and E exp −ξ(t) p(t) + E n i=1 p(r − i )g(r i )1 (t,T ] (r 1 ) H t − exp −ξ(t) k(t) H t dξ(t) = 0 for all t ∈ [0, T ].
Thus p(t),ξ(t) solves the RBSDE (5.10) -(5.14) up to the time T ∞ := inf t > 0;ξ(t) = ∞ ≤ T.
2. Conversely, suppose p(t),ξ(t) is the solution of the RBSDE (5.10) -(5.14) up to the time T ∞ . Then D(ξ, ζ) ≤ 0 for all ζ ∈ V(ξ).
