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In der vorliegenden Arbeit wird ein Verfahren vorgestellt, mit dem fu¨r niedrig-
dimensionale dynamische Systeme optimale und kollisionsfreie Trajektorien
berechnet werden ko¨nnen. Im Rahmen der Optimierung ko¨nnen weiterhin un-
terschiedliche Zielgro¨ßen beru¨cksichtigt werden, die ihren Ausdruck allerdings
in Form einer Wunsch- bzw. Soll-Trajektorie finden mu¨ssen. Die Modellierung
erfolgt auf Basis einer systematischen Diskretisierung der prinzipiell kontinu-
ierlichen Systeme und ihrer Umwelt, so dass Verfahren aus dem Bereich der
kombinatorischen Optimierung verwendet werden ko¨nnen. Dieser Ansatz er-
mo¨glicht eine Abscha¨tzung und Skalierung des Berechnungsaufwands, was
wiederum eine gute Eignung fu¨r die Anwendungen unter Echtzeitbedingun-
gen bedeutet.
Das Verfahren wird am Beispiel des autonomen Kreuzungsmanagements ein-
gefu¨hrt und bewertet: Fu¨r autonome Fahrzeuge, die als lineare dynamische
Systeme 2. Ordnung modelliert werden, werden kollisionsfreie Trajektorien
fu¨r die U¨berquerung einer Kreuzung bzw. eines beliebigen Verkehrsknoten-
punktes berechnet. Bei der Berechnung werden Optimierungszielgro¨ßen wie
Dauer, Komfort und Kraftstoffverbrauch beru¨cksichtigt.
Prinzipiell kann das Verfahren auf beliebige gleichartige Anwendungen u¨ber-
tragen werden, etwa auf die Trajektorienplanung von Robotern mit gemein-
samem Arbeitsraum oder in einer unbekannten Umwelt.
IV
Summary
The thesis presents a procedure of computing optimal and collision-free tra-
jectories for low-dimensioned dynamical systems. In the context of the opti-
mization, different objectives can additionally be taken into account; these,
however, have to be described in the shape of desired resp. reference trajec-
tories. The modelling is effected on the basis of a systematic discretization of
the systems, which are basically continuous ones, and their environment, thus
enabling the use of methods from the domain of combinatorial optimization.
This approach allows estimation and scaling of the computational effort and
is thus well suited for applications under real-time conditions.
The procedure is introduced and evaluated using the example of the autono-
mous intersection management: For autonomous vehicles, modelled as linear
dynamical systems of 2nd order, collision-free trajectories are computed in
view of their crossing an intersection resp. any desired traffic junction. The
computation takes into account target values for the optimization, such as
time, comfort, and fuel consumption.
In principle, the procedure can be transferred to any desired application
of a similar type, e.g., the trajectory planning of robots sharing the same




1.1 Motivation und Gliederung
In den fru¨hen 1990er Jahren zeichnete sich die zunehmende Durchdringung
elektronischer Komponenten im Bereich der Fahrzeugtechnik immer deutli-
cher ab. Diese Entwicklung ermo¨glichte vielfa¨ltige neue Funktionen und legte
den Grundstein fu¨r Autonomes Fahren. Haben Fahrzeuge die Fa¨higkeit, auto-
nom – also unabha¨ngig vom Fahrer – zu handeln, so liegt der Gedanke an ein
Szenario nicht fern, in dem Fahrzeuge eigensta¨ndig Kreuzungen durchfahren
und Lichtsignalanlagen obsolet sind. Insbesondere vor dem Hintergrund des
sta¨ndig zunehmenden Verkehrsaufkommens und der prinzipiellen technischen
Machbarkeit gewann eine mo¨gliche Umsetzung dieses Szenarios in die Realita¨t
im Laufe der Zeit immer mehr an Attraktivita¨t. Die Berechnung kollisionsfrei-
er Trajektorien fu¨r sa¨mtliche Fahrzeuge im Kreuzungsbereich muss in einem
solchen Szenario allerdings in Echtzeit erfolgen, also innerhalb weniger Mil-
lisekunden. Dies war eine Forderung, die seinerzeit problematisch erschien,
da umfangreiche und komplexe Berechnungen zu erwarten waren, die von ei-
nem einzelnen Rechner aller Voraussicht nach nicht in Echtzeit durchgefu¨hrt
werden konnten. In der Folge entstand die Idee, die Berechnungen von einem
Parallelrechner durchfu¨hren zu lassen. Zu diesem Zweck sollten die Steuer-
gera¨te sa¨mtlicher Fahrzeuge im Kreuzungsbereich zu einem massiv parallelen
Rechnersystem vernetzt werden, um eine Lo¨sung fu¨r die Kreuzungsu¨berque-
rung in ada¨quater Zeit massiv parallel berechnen zu ko¨nnen.
Im Jahre 1995 trat der Sonderforschungsbereich Massive Parallelita¨t: Algo-
rithmen, Entwurfsmethoden und Anwendungen (SFB 376) der Universita¨t
Paderborn mit dem Ziel an, Methoden und Techniken fu¨r die optimale Aus-
nutzung des Leistungspotenzials massiv paralleler Rechnersysteme zu entwi-
ckeln. Eine bedeutende Rolle in diesem Rahmen spielte die Problematik, sehr
komplexe Berechnungen, die von einem einzelnen Rechner nicht in ausrei-
chender Zeit abgearbeitet werden ko¨nnen, zu parallelisieren und auf mehrere
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Rechner zu verteilen, um sie auf diesem Wege dennoch in ada¨quater Zeit aus-
fu¨hren zu ko¨nnen. Diese Thematik adressierte exakt die Anforderungen der
Umsetzung des zuvor beschriebenen Szenarios der autonomen Kreuzungs-
durchfahrt. Dies wiederum fu¨hrte in der Folge dazu, dass das Dezentrale
autonome Kreuzungsmanagement fu¨r Kraftfahrzeuge als Teilprojekt C11 im
Bereich der Anwendungsbeispiele in den SFB 376 aufgenommen wurde.
Die vorliegende Arbeit beschreibt den Entwicklungsstand des Kreuzungsma-
nagements bis zum Ende des Projektes im Dezember 2008. Zuna¨chst wird ein
U¨berblick u¨ber die Entwicklung seit der Etablierung des SFB 376 gegeben.
In der Folge wird ein neu entwickelter Lo¨sungsansatz fu¨r die Problemstellung
des Kreuzungsmanagements im Detail vorgestellt. Die ersten Ideen dieses
vo¨llig neuartigen Ansatzes entstanden gegen Ende 2005 und wurden Anfang
2006 vero¨ffentlicht ([3]). Die auf diesen ersten Ideen basierenden Konzepte
haben jedoch seitdem umfangreiche Modifikationen erfahren, so dass sie mit
dem hier vorgestellten neuen Verfahren, das bisher in [4] und [5] vero¨ffentlicht
wurde, nicht mehr viel gemein haben.
Lo¨sungsvorschla¨ge anderer Forschungseinrichtungen, die im Bereich des Kreu-
zungsmanagements aktiv sind, bestehen im Wesentlichen darin, die autonome
Kreuzungsu¨berquerung alsMulti-Agenten-System zu modellieren. Von diesem
Ansatz wird hier ausdru¨cklich Abstand genommen; vielmehr soll in dieser
Arbeit gezeigt werden, dass die Anwendung bekannter Verfahren aus dem
Bereich der kombinatorischen Optimierung den agentenbasierten Ansa¨tzen
an Effizienz und Leistungsfa¨higkeit u¨berlegen ist.
Die zeitliche Entwicklung im Kreuzungsmanagement ist in Abbildung 1.1 dar-
gestellt. Es wird unterschieden nach Verfahren, die im Rahmen des SFB 376
an der Universita¨t Paderborn entstanden sind, und nach den bekanntesten
Verfahren, die von anderen Forschungseinrichtungen entwickelt wurden. Die
fru¨heren Verfahren aus dem Umfeld des SFB 376 werden in Abschnitt 1.2 kurz
erla¨utert. Im Anschluss daran erfolgen in Abschnitt 1.3 eine Betrachtung der
bekanntesten Aktivita¨ten anderer Forschungseinrichtungen sowie eine kurze
Bewertung. In Abschnitt 1.4 wird die Idee des neuesten und in dieser Arbeit
im Detail vorgestellten Ansatzes kurz skizziert. Der Ansatz basiert auf Ver-
fahren aus dem Bereich der kombinatorischen Optimierung, die in Kapitel 2
eingefu¨hrt werden. In den Kapiteln 3, 4 und 5 wird dann der neue Ansatz
1Urspru¨nglich war das Projekt allgemeiner gehalten und hatte daher den Titel
”Vernetzung von autonomen mechatronischen Systemen zu selbstorganisierenden Gesamtsystemen”.
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AIM (Universität von Texas, USA)
DAMAST (Universität Karlsruhe)
SFB 376 an der Universität Paderborn
Modifiziertes Phasen-/Zonen-Verfahren
Netzwerkfluss-Verfahren
Abbildung 1.1: Zeitlinie beim Kreuzungsmanagement
detailliert beschrieben. Die Arbeit endet mit Kapitel 6, in dem die Ergeb-
nisse zusammengefasst werden sowie ein Ausblick auf mo¨gliche zuku¨nftige
Aktivita¨ten und weitere Einsatzbereiche der vorgestellten Methodik gegeben
wird.
1.2 Entwicklung des Kreuzungsmanagements im
SFB 376
Der im Rahmen dieser Arbeit vorgestellte neue Lo¨sungsansatz unterschei-
det sich grundlegend von seinen Vorga¨ngern. Wa¨hrend die a¨lteren Verfah-
ren des Kreuzungsmanagements entweder keinen Optimierungsansatz bieten
oder aber auf Optimierungsverfahren der nichtlinearen, beschra¨nkten Opti-
mierung zuru¨ckgreifen, verwendet der hier vorgeschlagene neue Ansatz erst-
malig Optimierungsverfahren aus dem Bereich der diskreten Mathematik.
Diese Optimierungsverfahren bieten gerade im Hinblick auf Echtzeitanforde-
rungen enorme Vorteile gegenu¨ber Verfahren der nichtlinearen Optimierung,
von denen im Rahmen des Kreuzungsmanagements im Wesentlichen soge-
nannte Abstiegsverfahren wie das Gradienten- oder Quasi-Newton-Verfahren
zum Einsatz gekommen sind. Bei Verfahren auf Basis von diskreter Mathe-
matik kann in der Regel eine Abscha¨tzung u¨ber die Anzahl der erforder-
lichen Berechnungen getroffen werden und damit auch u¨ber die maximale
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Zeit, in der das gesuchte Optimum spa¨testens gefunden wird. Bei der Gruppe
der Abstiegsverfahren hingegen sieht es so aus, dass in der u¨berwiegenden
Zahl der Fa¨lle eine Konvergenz des Verfahrens zum gesuchten globalen Op-
timum nicht garantiert werden kann. Es kann weder ausgeschlossen werden,
dass das Verfahren in einem lokalen Optimum abbricht, noch, dass es nicht
konvergiert, insbesondere bei gleichzeitiger Optimierung mehrerer Zielgro¨-
ßen. Folglich kann a priori auch keine Aussage u¨ber die erforderliche Dauer
der Optimierung getroffen werden, was bei Echtzeitanwendungen ein großes
Problem darstellen kann. Um die Vorteile des neuen gegenu¨ber den a¨lteren
Verfahren zu verdeutlichen, soll im Folgenden ein kurzer U¨berblick u¨ber die
a¨lteren Verfahren gegeben werden. Dazu za¨hlen eine kurze Beschreibung der
generellen Lo¨sungsidee und des Optimierungsansatzes, sofern vorhanden, und
eine kurze Nennung der wesentlichen Vor- und Nachteile.
1.2.1 Semaphoren-Token-Verfahren
Die erste Lo¨sungsvariante fu¨r das Problem des Kreuzungsmanagements wur-
de maßgeblich von Naumann und Rasche entwickelt [27, 21, 31]. Es wurde
eine einfache Kreuzungsgeometrie zugrunde gelegt, bei der sich zwei Straßen-
verla¨ufe orthogonal schneiden. Weiterhin wurde die vereinfachende Annah-
me getroffen, dass alle Fahrzeuge u¨ber identische geometrische Abmessungen
verfu¨gen. Die Fahrzeuge folgen wa¨hrend der Kreuzungsu¨berquerung festen
Fahrspuren bzw. Routen, die durch Linien symbolisiert werden. Die Schnitt-
punkte dieser Linien sind potenzielle Kollisionspunkte bzw. Mittelpunkte von
kritischen Zonen, innerhalb derer sich zu jedem Zeitpunkt jeweils nur ein
Fahrzeug befinden darf. Die Gro¨ße der kritischen Zonen und die Fahrzeugab-
messungen sind so aufeinander abgestimmt, dass die Fahrzeugabmessungen
innerhalb der Abmessung einer kritischen Zone bleiben. Abbildung 1.2 zeigt
die Kreuzung mit den mo¨glichen Fahrspuren und den zugeho¨rigen kritischen
Zonen fu¨r zwei Fahrzeuge, welche die Kreuzung von West nach Ost bzw. von
Su¨d nach Nord u¨berqueren wollen. Wie zu sehen ist, kann es in den Zonen 3,
4 und 7 zu einer Kollision der beiden betrachteten Fahrzeuge kommen.
Jedes Fahrzeug kennt aufgrund seiner geplanten Route die kritischen Zo-
nen, die es durchfahren muss. Ein Fahrzeug darf die Kreuzung erst dann
passieren, wenn es u¨ber Aufenthaltsberechtigungen fu¨r sa¨mtliche zu passie-
renden kritischen Zonen verfu¨gt. Probleme ko¨nnen beim gleichzeitigen Zugriff
mehrerer Fahrzeuge auf identische kritische Zonen bzw. auf die zugeho¨rigen
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Schnittpunkt
Fahrspur/Route















Abbildung 1.2: Prinzipdarstellung des Semaphoren-Token-Verfahrens
Aufenthaltsberechtigungen auftreten. Ein analoges Problem, das Dining Phi-
losophers Problem, wurde in den 1960er Jahren von dem niederla¨ndischen
Mathematiker Dijkstra formuliert. Bei diesem Problem sitzen Philosophen
an einem runden Tisch. Die Philosophen sind ausschließlich damit bescha¨f-
tigt, sich zu unterhalten oder zu essen. Zwischen je zwei Philosophen liegt eine
Gabel. Damit ein Philosoph essen kann, beno¨tigt er zwei Gabeln, sowohl die
links als auch die rechts neben ihm. Ein Problem tritt genau dann auf, wenn
alle Philosophen gleichzeitig zur rechten Gabel greifen. In diesem Fall kann
niemand mehr die linke Gabel aufnehmen. Es kommt zu einer Verklemmung
bzw. zu einem sogenannten Deadlock. Ein weiteres Beispiel ist eine Straßen-
kreuzung, an der die Regel “Rechts vor Links“ gilt. Kommen aus allen vier
Richtungen gleichzeitig Fahrzeuge, die darauf warten, dass das jeweils rechte
Fahrzeug zuerst fa¨hrt, so kommt es ebenfalls zu einem Deadlock.
In [37] wird fu¨r dasDining Philosophers Problem als Lo¨sung ein mit doppelten
Semaphoren arbeitender Algorithmus angegeben. Der Zugriff auf die Gabeln
wird dabei durch Semaphore geregelt. Der Algorithmus gestattet zu jedem
Zeitpunkt jeweils nur einem Philosophen, entweder beide Gabeln aufzuneh-
men oder zuru¨ckzulegen. U¨ber ein zweites Semaphorenfeld mit jeweils einem
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Semaphor je Philosoph wird ausgeschlossen, dass zwei benachbarte Philoso-
phen gleichzeitig den Wunsch a¨ußern zu essen. Die prinzipielle Vorgehenswei-
se dieses Algorithmus wurde auf das Kreuzungsmanagement u¨bertragen [31].
Die Fahrzeuge entsprechen dabei den Philosophen, die kritischen Zonen im
Kreuzungsbereich den Gabeln. Die Zugangsberechtigungen fu¨r die kritischen
Zonen werden mittels eines Semaphorenfeldes verwaltet. Insgesamt 16 Sema-
phore, jeweils ein Semaphor je kritische Zone (vgl. Abbildung 1.2), bilden die-
ses (erste) Semaphorenfeld. Die Funktion des zweiten Semaphorenfeldes wird
durch die Anwendung des Token-Ring-Prinzips erfu¨llt: Sa¨mtliche Fahrzeu-
ge, die sich im Kreuzungsbereich aufhalten, werden in einem Kommunikati-
onsnetzwerk zusammengeschlossen, dessen Basis das Token-Ring-Prinzip ist.
In einem Token-Ring kreist ein spezielles Bitmuster, das sogenannte Token,
zwischen den angeschlossenen Netzwerkrechnern bzw. Netzwerkknoten um-
her. Das Token wird stets von einem Knoten an den na¨chsten weitergereicht.
Selbst im Leerlauf geben die Stationen das Paket fortwa¨hrend weiter. Mo¨chte
ein Knoten Daten u¨bertragen, muss er zuna¨chst das Token erlangen und fu¨r
die Dauer des U¨bertragungsvorgangs festhalten. Mit dem Token-Ring-Prinzip
wird sichergestellt, dass jederzeit nur ein Knoten Daten versendet. Im Fal-
le des Kreuzungsmanagements transferiert das Sende-Token den kompletten
Semaphoren-Satz durch das Kommunikationsnetzwerk. Ist ein Fahrzeug im
Besitz des Tokens, so reserviert es die beno¨tigten Semaphore, sofern diese frei
sind, u¨berquert die Kreuzung und gibt die Semaphore im Anschluss wieder
frei. Der Nachweis der Kollisionsfreiheit bei diesem Prinzip wurde mit der
Formulierung des Problems mit Hilfe einer speziellen Form von Petri-Netzen,
den Pra¨dikate-Transitionen-Netzen, erbracht [31, 30].
Der oben beschriebene Lo¨sungsansatz legt noch nicht fest, in welcher Reihen-
folge die Fahrzeuge auf die beno¨tigten Semaphore zugreifen du¨rfen. Bei der
Bildung der Reihenfolge sollten die folgenden Anwendungsfa¨lle beru¨cksichtigt
werden:
• Ein Fahrzeug soll nicht u¨berma¨ßig lange an der Kreuzung warten.
• Eine la¨ngere Kolonne soll nicht notwendigerweise abbremsen, um einem
Einzelfahrzeug Vorfahrt zu gewa¨hren.
• Rettungsfahrzeuge sollen mo¨glichst immer Vorfahrt haben.
Der gewa¨hlte Ansatz besteht darin, die Semaphoren-Zuteilung priorita¨tsge-
steuert, unter Beru¨cksichtigung der oben genannten Anwendungsfa¨lle, vorzu-
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nehmen. Die folgende Gleichung entha¨lt eine heuristische Priorita¨tsberech-
nung fu¨r das Fahrzeug k:




Die Faktoren k1 bis k4 sind Gewichtungsfaktoren fu¨r die Erzwingung eines
bestimmten Verhaltens der Gesamtheit aller Fahrzeuge. Mit s wird die Weg-
la¨nge bezeichnet, die Fahrzeug k bereits im Kreuzungsbereich zuru¨ckgelegt
hat, v entspricht der Geschwindigkeit und tW der Wartezeit des Fahrzeugs
k im Kreuzungsbereich. Pi ist die Priorita¨t eines Fahrzeugs i 6= k, das sich
in einer Schlange, bestehend aus n Fahrzeugen, hinter Fahrzeug k befindet.
Rettungsfahrzeuge werden in diesem Ansatz beru¨cksichtigt, indem man ihnen
erlaubt, sich selbst eine hohe Priorita¨t zuzuteilen.
Das Semaphoren-Token-Verfahren schließt Kollisionen zwischen Fahrzeugen
aus. Es ermo¨glicht allerdings keine Vorausschau bzw. Vorausberechnung ei-
ner durchsatzoptimalen Vorfahrtsreihenfolge. Daru¨ber hinaus sind auch keine
direkten Angriffspunkte fu¨r eine Optimierung von Zielgro¨ßen wie Fahrkom-
fort oder Kraftstoffverbrauch gegeben. Diese Unzula¨nglichkeiten haben zu der
Entwicklung des Scheduling-Verfahrens gefu¨hrt, das im folgenden Abschnitt
vorgestellt wird.
1.2.2 Scheduling-Verfahren
Dieses Verfahren wurde ebenfalls von Rasche und Naumann vorgeschla-
gen [29, 28]. Unter Scheduling bzw. Zeitablaufsteuerung versteht man die
Zuordnung von gegebenen, mengen- und terminma¨ßig spezifizierten Auftra¨-
gen zu Ressourcen und die Bestimmung der zeitlichen Reihenfolge, in der
die zu einem bestimmten Zeitpunkt an einer Ressource wartenden Auftra¨ge
bearbeitet werden sollen. Als Ergebnis wird ein Plan (Schedule) aufgestellt.
In [37] werden Anforderungen an ein Scheduling-Verfahren fu¨r Computer-
Betriebssysteme vorgestellt. Diese Anforderungen lassen sich von ihrer Grund-
problematik her auch auf das Kreuzungsmanagement u¨bertragen. Die Ana-
logien sind in der folgenden Tabelle 1.1 gema¨ß [27] zusammengefasst: Die in
[37] vorgestellten Lo¨sungsansa¨tze fu¨r das Scheduling von Prozessen ko¨nnen
nicht in ihrer Gesamtheit auf das Kreuzungsmanagement u¨bertragen werden;






Fairness Jeder Prozess erhält einen gerechten
Anteil der Prozessorzeit
Jedes Fahrzeug erhält die zum
Passieren der kritischen Zone
erforderliche Zeit
Effizienz Der Prozessor ist immer vollständig
ausgelastet (wenn genügend
Prozesse vorhanden sind)
Die kritischen Zonen werden immer
befahren (wenn genügend Fahrzeuge
vorhanden sind)




Durchsatz Maximierung der ausgeführten
Aufträge je Zeitintervall
Maximierung der Fahrzeuge, die je
Zeitintervall die Kreuzung passieren
Tabelle 1.1: Analogien zwischen Prozessor-Scheduling
und Kreuzungsmanagement
fu¨r das Kreuzungsmanagement. Die Kreuzung wird mit jeweils einer Fahr-
bahn je Richtung modelliert. Der Mittelpunkt der Kreuzung besteht aus vier
kritischen Zonen. In jeder Zone darf sich immer nur ein Fahrzeug aufhalten.
Tritt ein Fahrzeug in den Einflussbereich des Kreuzungsmanagements ein,
so wird ein Geschwindigkeitsprofil bzw. eine Trajektorie fu¨r die Kreuzungs-
durchfahrt berechnet. Bei der Berechnung ko¨nnen Zielgro¨ßen wie Fahrkom-
fort, Kraftstoffverbrauch oder Durchfahrtszeit beru¨cksichtigt werden. Dem
aus der Berechnung resultierenden Geschwindigkeitsprofil muss das Fahrzeug
folgen. Anhand des Profils lassen sich im Vorfeld die Zeitfenster bestimmen,
innerhalb derer sich ein Fahrzeug innerhalb einer kritischen Zone befindet.
Diese Zeitfenster werden in einen Fahrplan (Schedule) eingearbeitet, der so
beschaffen sein muss, dass sich die Zeitfenster nicht u¨berschneiden. Abbildung
1.3 zeigt diesen Sachverhalt. Fahrspuren von Fahrzeugen, die gleiche kritische
Zonen durchlaufen, mu¨ssen sich nicht zwangsla¨ufig schneiden. Beispielsweise
durchfa¨hrt ein von West nach Nord fahrendes Fahrzeug (WN) die Zonen 3-2-
1. Ein von Ost nach Su¨d fahrendes Fahrzeug (OS) durchfa¨hrt die Zonen 1-4-3.
Beide Fahrzeuge durchfahren somit die Zonen 1 und 3. Trotzdem kann es zu
keiner Kollision kommen, da sich die Fahrspuren der beiden Fahrzeuge nicht
schneiden. Beziehungen dieser Art werden in einer Kollisionsmatrix verwaltet
und bei der Erstellung des Schedules entsprechend beru¨cksichtigt.
In dem dargestellten Schedule (vgl. Abbildung 1.3) u¨berschneiden sich bei-
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Abbildung 1.3: Prinzipdarstellung des Scheduling-Verfahrens
spielsweise bei Zone 1 noch die Zeitfenster von Fahrzeug OW (Ost nach West)
und Fahrzeug SN. Dies ist nicht zula¨ssig, da es dann zu einer Kollision kom-
men kann. Mit einem speziell auf diese Problematik zugeschnittenen Gradi-
entenverfahren, werden die U¨berdeckungen auf einen zula¨ssigen Bereich mi-
nimiert [29]. Dies erfolgt durch eine Variation des Geschwindigkeits- bzw.
Beschleunigungsprofils. Der Schedule kann auch als Warteschlange fu¨r die
Benutzung der Ressourcen Kritische Zonen interpretiert werden. Fahrzeuge,
deren Zeitfenster fu¨r das Befahren kritischer Zonen derart optimiert wurden,
dass Kollisionen mit in der Warteschlange vor ihnen befindlichen Fahrzeugen
ausgeschlossen sind, werden in der Warteschlange fest einsortiert. Ihre Ge-
schwindigkeitsprofile werden eingefroren und ko¨nnen nicht mehr beeinflusst
werden.
Da sich in einer Zone immer nur ein Fahrzeug aufhalten darf, betra¨gt der Min-
destabstand zwischen zwei Fahrzeugen auch genau eine Zonenla¨nge [29, 28].
Dieser Mindestabstand beschra¨nkt den Durchsatz der Kreuzung. Man kann
dem entgegenwirken, indem man die Zonen verkleinert bzw. den Kreuzungs-
bereich in mehrere, kleinere Zonen aufteilt. Mit zunehmender Anzahl von Zo-
nen steigt jedoch der Optimierungsaufwand fu¨r die Geschwindigkeitsprofile
exponentiell an. Ein weiteres Manko besteht darin, dass die unterschiedli-
che ra¨umliche Ausdehnung der Fahrzeuge (PKW, LKW) nicht beru¨cksichtigt





Innerhalb des von Deppe und Neuendorf vorgeschlagenen Phasen-/Zonen-
Verfahrens [24] wird die Kreuzungsdurchfahrt in mehrere Phasen aufgeteilt.
Diese Phasen dauern je Fahrzeug so lange an, wie sich das Fahrzeug in der
zugeho¨rigen Zone der Kreuzung befindet. Einen U¨berblick u¨ber die Zonen































Abbildung 1.4: Prinzipdarstellung des Phasen-/Zonen-Verfahrens
Kreuzungsmanagements ein, so befindet es sich in der Kontaktphase2. In die-
ser Phase wird dem Fahrer die Kontrolle u¨ber das Fahrzeug entzogen. Die
Fahrdynamikregler fu¨r eine autonome Lateral- und Longitudinalbewegung
u¨bernehmen die Kontrolle. Das Fahrzeug wird auf eine konstante Geschwin-
digkeit gebracht, und der Fahrer hat die Mo¨glichkeit, seinen Richtungswunsch
anzugeben. Das Fahrzeug wird in ein Ad-hoc-Kommunikationsnetzwerk ein-
gebunden und tauscht Informationen mit den anderen Verkehrsteilnehmern
aus. An die Kontaktphase schließt sich die Strategiephase an. In dieser Phase
2Diese Phase ist prinzipiell bei allen vorgestellten Verfahren vorhanden, da die in ihr stattfindenden Vor-
ga¨nge Voraussetzung sind fu¨r eine autonome Kreuzungsu¨berquerung.
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wird schnell ein suboptimales Geschwindigkeitsprofil berechnet. Dabei wer-
den potenzielle Kollisionspartner beru¨cksichtigt. Mit diesem Geschwindig-
keitsprofil kann das Fahrzeug somit die Kreuzung bereits sicher u¨berqueren.
Das Profil dient weiterhin als Startprofil fu¨r die anschließende Optimierung
in der Optimierungsphase. In dieser Phase beginnt ein auf den Fahrzeugen
verteilt rechnender Optimierer fu¨r kontinuierliche Mehrgro¨ßen-Parameter-
Optimierung [7] damit, bessere Geschwindigkeitsprofile zu suchen, welche die
Absta¨nde zwischen den Fahrzeugen verringern und dadurch den Durchsatz an
der Kreuzung erho¨hen. In dieser Phase ko¨nnen prinzipiell auch Zielgro¨ßen wie
Komfort oder Kraftstoffverbrauch beru¨cksichtigt werden, allerdings nur auf
Kreuzungsebene und nicht fahrzeugindividuell. Wa¨hrend der Aktions- oder
Handlungsphase werden von den Fahrzeugen die Verzo¨gerungs-, Durchfahrts-
und Beschleunigungszone durchfahren. In der Verzo¨gerungszone werden die
Geschwindigkeitsprofile aus Strategie- und Optimierungsphase umgesetzt. In
der folgenden Durchfahrtszone wird der zentrale Kreuzungsbereich von allen
Fahrzeugen mit konstanter Geschwindigkeit durchfahren. Die Ho¨he dieser
Geschwindigkeit richtet sich nach der Fahrspur mit dem geringsten Kurven-
radius bzw. nach der sich daraus ergebenden ho¨chsten Querbeschleunigung.
Konstante Geschwindigkeit aller Fahrzeuge in der Durchfahrtszone gewa¨hr-
leistet Kollisionsfreiheit in der sich anschließenden Beschleunigungszone. Aus
diesem Grund muss die Beschleunigungszone innerhalb der Strategie- und der
Optimierungsphase nicht betrachtet werden [24]. In der Beschleunigungspha-
se werden die Fahrzeuge letztlich wieder auf ein ho¨heres Geschwindigkeitsni-
veau gebracht.
Die Bestimmung der Vorfahrts- bzw. Durchfahrtsreihenfolge erfolgt mit Hilfs-
mitteln aus der Graphentheorie [25]. Mit dem Beginn der Kontaktphase wird
das Fahrzeug in den sogenannten Kollisionsgraphen eingefu¨gt (Bild 1.5). In
diesem Graphen werden Fahrzeuge als Knoten modelliert. Die Kollisionsbe-
ziehungen ergeben sich wiederum aus den Schnittbeziehungen der einzelnen
Fahrspuren und werden, a¨hnlich wie beim Scheduling-Verfahren, in einer Kol-
lisionsmatrix gespeichert. Jedes in den Kreuzungsbereich einfahrende Fahr-
zeug wird mit allen potenziellen Kollisionspartnern gema¨ß der Kollisions-
matrix u¨ber gerichtete Kanten (Pfeile) verbunden. Es entsteht dadurch ein
azyklischer, gerichteter Graph mit einer Ausrichtung von der Kreuzungsmitte
nach außen. Wa¨hrend der Strategiephase wird mit Hilfe schneller Simulatio-
nen der Vorga¨nge in der Aktionsphase ermittelt, wie stark jedes Fahrzeug
fu¨r seine jeweiligen Vorga¨nger abbremsen muss. Bei der mit der Berechnung

































Abbildung 1.5: Ermittlung der Vorfahrtsreihenfolge
Fahrzeugs beru¨cksichtigt: Den Fahrzeugen werden zu diesem Zweck entspre-
chend ihrer La¨nge mehrere Kreisfla¨chen mit festem Durchmesser u¨berlagert
(vgl. Bild 1.4). Wa¨hrend einer Simulation wird sta¨ndig anhand der Positionen
der Fahrzeuge, der zum jeweiligen Fahrzeugmittelpunkt relativen Positionen
der Kreisfla¨chenmittelpunkte und dem fest vorgegebenen Radius der Kreisfla¨-
chen u¨berwacht, ob sich Kreisfla¨chen unterschiedlicher Fahrzeuge schneiden.
Die als eines der Ergebnisse der Simulationen errechneten Verzo¨gerungswerte
werden an den Pfeilen des Kollisionsgraphen als Gewicht vermerkt. Anschlie-
ßend wird der Kollisionsgraph in den Vorfahrtsgraphen transformiert. Dazu
wa¨hlt jedes Fahrzeug den Vorga¨nger aus, fu¨r den es am meisten verzo¨gern
muss. Alle anderen Pfeile werden eliminiert. Die konkrete Vorfahrtsreihenfol-
ge ergibt sich dann aus der sogenannten topologischen Sortierung des Vor-
fahrtsgraphen [25]. Die errechneten Verzo¨gerungswerte werden weiterhin in
der Strategiephase dazu genutzt, um initiale Geschwindigkeitsprofile fu¨r die
einzelnen Fahrzeuge zu bestimmen. Die daraus resultierende Lo¨sung garan-
tiert bereits Kollisionsfreiheit, ist jedoch noch suboptimal. In der Optimie-
rungsphase wird versucht, diese initiale Lo¨sung zu verbessern.
Das Phasen-/Zonen-Verfahren erho¨ht gegenu¨ber den zuvor vorgestellten Ver-
fahren den Durchsatz. Der wesentliche Grund dafu¨r besteht darin, dass der
Abstand zwischen den Fahrzeugen gegenu¨ber dem Scheduling-Verfahren ver-
kleinert werden kann. Weiterhin ko¨nnen nun unterschiedliche geometrische
Abmessungen von Fahrzeugen (PKW, LKW) beru¨cksichtigt werden. Die gro¨ß-
te Einschra¨nkung des Verfahrens besteht darin, dass unterschiedliche Fahr-
profile der Fahrzeuge nur sehr begrenzt realisiert werden ko¨nnen. Dies wieder-
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um fu¨hrt dazu, dass sowohl unterschiedlichen fahrdynamischen Eigenschaften
als auch unterschiedlichen Fahrzeugprioria¨ten nicht ausreichend Rechnung
getragen werden kann. Um diese Einschra¨nkung aufzuheben, wurde die Idee
entwickelt, das Verfahren bzgl. des Durchfahrens der Aktionszone dahinge-
hend zu modifizieren, dass jedes Fahrzeug fu¨r sich ein sogenanntes Wunsch-
fahrprofil generiert, mit dem es die Kreuzung passieren wu¨rde, sofern es auf
keine anderen Verkehrsteilnehmer Ru¨cksicht nehmen mu¨sste. Rettungsfahr-
zeuge ko¨nnten innerhalb ku¨rzester Zeit die Kreuzung passieren. Komfortori-
entierte Fahrer oder LKW, die aufgrund ihrer fahrdynamischen Eigenschaften
die Kreuzung nur mit geringer Geschwindigkeit durchfahren ko¨nnen, wu¨rden
mit entsprechend geringerem Geschwindigkeitsniveau die Kreuzung passieren.
Diese U¨berlegungen fu¨hrten zum modifizierten Phasen-/Zonen-Verfahren.
1.2.4 Modifiziertes Phasen-/Zonen-Verfahren
Im Rahmen dieses von Neuendorf vorgeschlagenen Verfahrens wird das
komplexe Problem der autonomen Kreuzungsu¨berquerung aller Fahrzeuge
in Anlehnung an die Strukturierungssystematik fu¨r mechatronische Systeme
[19, 40] in mehrere, weniger komplexe Teilprobleme zerlegt. Die Strukturie-
rungssystematik dient dazu, komplexe Systeme modular und hierarchisch zu
gliedern, um auf diese Weise Komplexita¨t beherrschbar zu machen. Im Falle
des Kreuzungsmanagements sind dafu¨r lediglich die zwei Strukturierungsele-
mente Autonomes Mechatronisches System (AMS) und Vernetztes Mecha-
tronisches System (VMS) erforderlich. Das Problem des Kreuzungsmanage-





























Abbildung 1.6: Strukturierung der Optimierungsaufgaben
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wird mit dem oben vorgestellten, graphenbasierten Verfahren eine Vorfahrts-
reihenfolge festgelegt (erstes Teilproblem, 1© in Abbildung 1.6). In der Opti-
mierungsphase erzeugt ein lokal auf jedem Fahrzeug arbeitender Mehrgro¨ßen-
Parameter-Optimierer ein Wunschfahrprofil [22] (zweites Teilproblem, 2© in
Abbildung 1.6). Mit diesem Profil wu¨rde das jeweilige Fahrzeug die Kreuzung
passieren, sofern keine anderen Verkehrsteilnehmer im Sinne potenzieller Kol-
lisionspartner beru¨cksichtigt werden mu¨ssen. Zu diesem Zweck arbeitet der
Optimierer mit einem Modell der Kreuzung und einem Modell des Fahrzeugs.
Mit diesen Modellen werden Kreuzungsdurchfahrten des Fahrzeugs mit un-
terschiedlichen Geschwindigkeitsprofilen simuliert. Die Parameter der Opti-
mierung sind Stu¨tzstellen des Geschwindigkeitsprofils fu¨r die jeweilige Route.
Folgende Zielgro¨ßen ko¨nnen wa¨hrend des Optimierungsprozesses beru¨cksich-
tigt werden:
• Kraftschlussbeanspruchung: Diese Zielgro¨ße setzt die wa¨hrend des
Abbiegens auftretenden Zentrifugalkra¨fte in Relation zu den Reibkra¨f-
ten zwischen Fahrzeug und Fahrbahn. Eine entsprechende Beru¨cksich-
tigung stellt sicher, dass das Fahrzeug wa¨hrend des Abbiegens nicht
ausbricht.
• Durchfahrtszeit: Insbesondere bei Rettungsfahrzeugen ist eine Mini-
mierung dieser Zielgro¨ße relevant.
• Energieverbrauch: O¨konomische Fahrer ko¨nnen mit dieser Zielgro¨ße
ihren Kraftstoffverbrauch minimieren.
• Quer- und La¨ngsbeschleunigung: Komfortorientierte Fahrer sind
bestrebt, mit diesen Zielgro¨ßen ein bestimmtes Niveau nicht zu u¨ber-
schreiten.
Prinzipiell kann mit der Generierung des Wunschfahrprofils schon begon-
nen werden, sobald die Informationen u¨ber die Kreuzungsgeometrie bekannt
sind, es muss jedoch spa¨testens am Ende der Optimierungsphase vorliegen.
Aus der Vorfahrtsreihenfolge werden sogenannte virtuelle Kolonnen gebil-
det, indem aufeinanderfolgende Fahrzeuge, die in der Regel nicht o¨rtlich hin-
tereinander her fahren, u¨ber einen Kolonnenregler miteinander verbunden
werden [23]. Die Regelgro¨ße folgt aus der aktuellen Entfernung aufeinander-
folgender Fahrzeuge zu dem gemeinsamen Kollisionspunkt ihrer Fahrspuren
bzw. Routen. Der Kolonnenregler muss Kolonnenstabilita¨t gewa¨hrleisten. Das
heißt, er muss fu¨r alle Fahrzeuge innerhalb einer Kolonne Kollisionsfreiheit
garantieren. Die Kollisionsfreiheit muss unabha¨ngig sein von der Anzahl der
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Fahrzeuge innerhalb der Kolonne und vom Fahrmano¨ver des Kolonnenfu¨h-
rungsfahrzeugs. Die kollisionsfreie Fahrt virtueller Kolonnen bildet das dritte
Teilproblem ( 3© in Abbildung 1.6). Wunschfahrprofile werden vom Kolonnen-
regler insofern beru¨cksichtigt, als dem Wunschfahrprofil gefolgt wird, wenn
auf keine vorfahrtsberechtigten Fahrzeuge gewartet werden muss.
Untersuchungen unterschiedlicher Kreuzungssituationen haben gezeigt, dass
der bisherige Algorithmus fu¨r die Bestimmung der Vorfahrtsreihenfolge bei
gleichzeitiger Realisierung unterschiedlicher Fahrprofile nur bedingt geeig-
net ist. Der Algorithmus arbeitet prinzipiell nach dem FCFS-Prinzip (First-
Come, First-Served). Die Fahrzeuge werden in der Reihenfolge ihres Kreu-
zungseintrittes in den Kollisionsgraphen eingebunden. Diese Reihenfolge ent-
spricht im Wesentlichen auch der spa¨teren Vorfahrtsreihenfolge. Solange die
Fahrzeuge u¨ber anna¨hernd identische Fahrprofile verfu¨gen, liefert der vorge-
stellte Algorithmus gute Ergebnisse. Bei stark unterschiedlichen Fahrprofilen
ist dies aber nicht mehr der Fall. Fa¨hrt beispielsweise ein Bus vor einem
Rettungsfahrzeug in die Kreuzung ein und fahren beide Fahrzeuge nicht un-
mittelbar hintereinander, so wu¨rde dem Bus vor dem Rettungsfahrzeug das
Passieren der Kreuzung ermo¨glicht, auch wenn das Rettungsfahrzeug auf-
grund seiner fahrdynamischen Eigenschaften und seines auf hohem Niveau
befindlichen Geschwindigkeitsprofils noch vor dem Bus die Kreuzung passie-
ren ko¨nnte. Aus dem Versuch heraus, die graphenbasierte Vorfahrtsbestim-
mung an diese Problematik anzupassen, ist ein vo¨llig neuartiges Verfahren
entstanden, das die Vorga¨nge im Kreuzungsbereich als Netzwerkflussproblem
formuliert und den Schwerpunkt der vorliegenden Arbeit bildet.
1.3 Stand der Technik
Auch außerhalb des SFB 376 haben sich Forscher und Entwickler mit dem
Problem der autonomen Kreuzungsu¨berquerung bescha¨ftigt und verschiede-
ne Lo¨sungsvorschla¨ge vero¨ffentlicht. Gemein ist allen Ansa¨tzen, dass sie die
Situation im Kreuzungsbereich als sogenanntes Multi-Agenten-System zu mo-
dellieren versuchen. Zu den Pionieren in diesem Bereich geho¨rten Zou und
Levinson [41] sowie Dresner und Stone [11]. Insbesondere die Arbeiten
der beiden Letztgenannten haben in der Fachwelt große Beachtung gefunden
und wurden von anderen Forschergruppen aufgegriffen und erweitert: Va-
sirani und Ossowski schlagen als Erweiterung ein Lernverfahren vor, das
15
1 Einfu¨hrung
Gruppen von Agenten ermo¨glicht, ihre Fahrprofile bzw. Geschwindigkeitsver-
la¨ufe aufeinander abzustimmen bzw. zu koordinieren [39]. Schepperle und
Bo¨hm erweiterten die Arbeiten von Dresner und Stone dahingehend, dass
die Zeitfenster fu¨r das Passieren der Kreuzung an die jeweiligen Fahrzeuge
bzw. deren Fahrer(agenten) im Rahmen von Auktionen versteigert werden,
um so den unterschiedlichen Wertscha¨tzungen von Wartezeiten, die sich bei
den Fahrern zum Teil stark unterscheiden, Rechnung zu tragen [33]. Im Fol-
genden sollen die zwei bedeutendsten Ansa¨tze kurz vorgestellt werden. Zum
einen handelt es sich dabei um das AIM-Projekt von Dresner und Sto-
ne. Darauf aufbauend wird dann der Ansatz von Schepperle und Bo¨hm
vorgestellt. Zum Abschluss folgt eine Bewertung der Zweckma¨ßigkeit von An-
sa¨tzen, die auf die Modellierung der Vorga¨nge im Kreuzungsbereich als Multi-
Agenten-System abzielen.
1.3.1 Das AIM-Projekt der Universita¨t von Texas
Etwa seit 2003 gibt es im Fachbereich fu¨r Computerwissenschaften (Labora-
torium fu¨r Ku¨nstliche Intelligenz) der Universita¨t von Texas in Austin ein
Projekt mit der Bezeichnung Autonomous Intersection Management (AIM)3
[12]. Der dort verfolgte Ansatz besteht in der Modellierung der Vorga¨nge
im Kreuzungsbereich als Multi-Agenten-System. Die Begru¨ndung dafu¨r be-
steht im Wesentlichen in der Annahme, dass Verkehr seinem Wesen nach
stets einem Multi-Agenten-System entspricht. Die zur Zeit noch komplett
menschlichen Verkehrsteilnehmer entsprechen den Agenten, wobei ihre Inter-
aktionen durch Gesetze, Verkehrszeichen und -signale (Ampeln) restringiert
werden. Aufgrund der begrenzten Reaktionsfa¨higkeit der Menschen besitzt
das System eine Vielzahl von Zeitpuffern, zum Beispiel bei Lichtphasen von
Ampelanlagen. Insgesamt wird das bestehende System mit der Verkehrsre-
gelung durch Ampeln und Schilder als ineffizient angesehen. Eine deutliche
Effizienzsteigerung erhofft man sich, wenn menschliche Aufgaben durch (in-
telligente) Software-Agenten im Rahmen eines Multi-Agenten-Systems u¨ber-
nommen werden, vorausgesetzt, die Fahrzeuge verfu¨gen u¨ber autonome Fahr-
funktionen. Als weiterer Grund fu¨r die Wahl eines Multi-Agenten-Ansatzes
wird die gute Eignung fu¨r dezentrale Probleme angefu¨hrt. Verkehrsfu¨hrung
und -planung werden als zu komplex fu¨r einen einzelnen Computer angese-
hen. Weiterhin wu¨rde sich in diesem Zusammenhang die Frage stellen, wie
3Weitere Informationen sind unter http://www.cs.utexas.edu/users/kdresner/aim/ verfu¨gbar.
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zu verfahren ist, wenn dieser zentrale Computer einmal ausfallen wu¨rde. Im
Folgenden werden die wesentlichen Eigenschaften und Besonderheiten dieses
Ansatzes kurz zusammengefasst:
Die Kernidee hinter der Vision einer autonomen Kreuzungsdurchfahrt besteht
darin, dass Fahrzeuge im Vorfeld ein Zeitfenster exklusiv fu¨r sich reservieren
und die Kreuzung dann exakt innerhalb dieses Zeitfensters passieren. Jede
Kreuzung verfu¨gt zu diesem Zweck u¨ber einen Kreuzungsagenten bzw. Kreu-
zungsmanager (Intersection Manager), wa¨hrend jedes Fahrzeug mit einem
Fahreragenten (Driver Agent) ausgestattet ist. Fahreragenten kommunizieren
u¨ber standardisierte Protokolle mit dem Kreuzungsmanager. Sobald ein Fahr-
zeug in den Kreuzungsbereich4 einfa¨hrt, versucht dessen Fahreragent ein Zeit-
fenster beim Kreuzungsmanager fu¨r die Kreuzungsdurchfahrt zu reservieren5.
Zu diesem Zweck teilt der Fahreragent dem Kreuzungsmanager charakteris-
tische Daten seines Fahrzeugs mit, zum Beispiel die Fahrzeugabmessungen
und die maximalen Beschleunigungs- und Verzo¨gerungsvermo¨gen. Mit diesen
Daten fu¨hrt der Kreuzungsmanager Simulationen einer Kreuzungsdurchfahrt
fu¨r das jeweilige Fahrzeug durch und u¨berpru¨ft, ob es wa¨hrend dieser simu-
lierten Durchfahrten zu Kollisionen mit anderen Fahrzeugen kommt. Falls es
zu keinen Kollisionen kommt, so wird das Zeitfenster fu¨r das Fahrzeug reser-
viert. Ein Fahrzeug darf die Kreuzung erst passieren, wenn ihm ein Zeitfenster
vom Kreuzungsmanager zugewiesen wurde. Der Kreuzungmanager fu¨hrt zwei
Simulationen durch. Wa¨hrend der ersten Simulation wird das Fahrzeug mit
seinem maximalen Beschleunigungsvermo¨gen auf die maximal zula¨ssige Ge-
schwindigkeit im Kreuzungsbereich beschleunigt. Sollten wa¨hrend dieser Si-
mulation Kollisionskonflikte mit anderen Fahrzeugen auftreten, so wird eine
zweite Simulation durchgefu¨hrt, wa¨hrend derer die Kreuzung mit konstan-
ter Geschwindigkeit durchfahren wird. Diese Geschwindigkeit darf jedoch ein
Minimum nicht unterschreiten, um andere Fahrzeuge nicht unno¨tig lange war-
ten zu lassen. Kann auch in dieser Simulation keine Einplanung erfolgen, so
muss das Fahrzeug eine gewisse Zeit warten (Timeout), bevor es eine erneute
Reservierungsanfrage stellen darf. Diese Systematik wurde gewa¨hlt, um ei-
ne U¨berlastung des Kreuzungsmanagers zu vermeiden und jedem Fahrzeug
eine Einplanung zu ermo¨glichen. Die Schwachstellen dieser Systematik sind
offensichtlich: Sie scheint nicht besonders effizient und keinesfalls optimal zu
sein.
4Beim AIM wird derzeit ein Areal von 250m × 250m zugrunde gelegt.
5Grundlage ist das FCFS-Prinzip (First-Come, First-Served), das seinemWesen nach prinzipiell dem FIFO-
Prinzip (First-In, First-Out) entspricht.
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Die Fahrzeugbewegung wird anhand eines einfachen Modells fu¨r nichtholono-
me Bewegungen in der Ebene beschrieben, das lediglich kinematische Bezie-
hungen beru¨cksichtigt. Die Geschwindigkeit v und der Lenkwinkel δ werden
vorgegeben und je Zeitintervall der Simulation konstant gehalten. Die Posi-
tion in der Ebene (x, y) und die Orientierung ψ des Fahrzeugs ergeben sich
dann gema¨ß der folgenden Differentialgleichungen
x˙ = v · cosψ,
y˙ = v · sinψ,





Bei L handelt es sich um den Radstand bzw. den Achsabstand des Fahr-
zeugs.
Die Kollisionsvermeidung wird realisiert, indem der Durchfahrtsbereich mit
einem Raster u¨berzogen und in Zonen (Tiles) eingeteilt wird, wie es in Ab-
bildung 1.7 dargestellt ist. Jede Zone darf zu einem beliebigen Zeitpunkt
nur von einem Fahrzeug besetzt werden. Bei der Einplanung von Fahrzeu-
gen werden Zonen fu¨r bestimmte Zeitpunkte bzw. Zeitfenster reserviert. Um
Ungenauigkeiten aufgrund der Zeitdiskretisierung und daraus resultierende
Gefahren abzufangen, arbeitet der Algorithmus mit sogenannten Sicherheits-
puffern (Safety Buffers). Es werden statische Puffer (Static Buffers), Zeitpuf-
fer (Time Buffers) und eine Mischung aus beiden (Hybrid Buffers) verwendet.
Statische Puffer bestehen aus einem fixen Abstand in Metern, bei Zeitpuffern
ha¨ngt der Abstand von der aktuellen Geschwindigkeit ab. Bei der Reser-
vierung von Zonen wird die um die jeweiligen Puffer erweiterte urspru¨ngliche
Fahrzeuggeometrie verwendet (vgl. Abbildung 1.7). Diese Systematik der Kol-
lisionsvermeidung findet lediglich im Innenbereich der Kreuzung statt. Wie
die Kollisionsvermeidung im Ein- und Ausfahrtsbereich erfolgt, geht aus den
Vero¨ffentlichungen nur ansatzweise hervor. Ein Ansatz im Ausfahrtsbereich
besteht darin, dass Fahrzeuge, die Randzonen (Edge Tiles) belegen, mit ei-
nem gro¨ßeren Zeitpuffer versehen werden. Auf diese Weise wird das Potenzial
fu¨r Kollisionen mit nachfolgenden Fahrzeugen, die auf die gleiche Spur ein-
biegen, reduziert.
Der hier skizzierte Lo¨sungsansatz beru¨cksichtigt von Anfang an Fußga¨nger,
Fahrradfahrer und konventionelle Fahrzeuge ohne Fahreragenten. In dem Sze-
nario werden Ampelanlagen simuliert, an deren Signale sich Verkehrsteilneh-
mer ohne autonome Software-Agenten halten mu¨ssen. Wa¨hrend Gru¨nphasen
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Abbildung 1.7: Kollisionsvermeidung beim AIM
fu¨r bestimmte Routen werden die zugeho¨rigen Zonen gesperrt und ko¨nnen
nicht exklusiv durch Fahreragenten reserviert werden. Fahrzeuge mit Fahrer-
agenten ko¨nnen wa¨hrend Gru¨nphasen ganz normal die Kreuzung passieren,
wie andere Verkehrsteilnehmer auch. Zusa¨tzlich du¨rfen sie auch wa¨hrend ei-
gener Rotphasen fahren, sofern es keine Konflikte durch besetzte Zonen auf
ihrer Route gibt.
1.3.2 Der Multi-Agenten-Ansatz der Universita¨t Karlsruhe
Im Jahr 2005 wurde das Projekt Driver Assistance using Multi-Agent Sys-
tems in Traffic (DAMAST)6 gestartet. In dem Projekt kooperieren das In-
stitut fu¨r Programmstrukturen und Datenorganisation (IPD) der Universita¨t
Karlsruhe und das Unternehmen INIT AG mit Hauptsitz ebenfalls in Karls-
ruhe. Ziel von DAMAST ist es, das Potenzial fahrzeuggebundener Agenten-
technologie im Straßenverkehr zu erkunden und dadurch Ansatzpunkte fu¨r
eine Mobilita¨tssteigerung und bessere Ausnutzung der Verkehrswege und ih-
rer Knotenpunkte aufzuzeigen. Das dem Projekt zugrunde liegende Szenario
entspricht dem klassischen Kreuzungsmanagement: Es werden an Kreuzungen
keine Ampeln mehr beno¨tigt, weil sich sa¨mtliche Fahrzeuge im Kreuzungsbe-
reich gemeinsam auf Art und Abfolge ihrer Kreuzungsdurchfahrt einigen.
6Weitere Informationen sind unter http://www.ipd.uni-karlsruhe.de/˜damast/ verfu¨gbar.
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Der im Rahmen des Projekts erarbeitete Lo¨sungsansatz geht von der Grun-
dannahme aus, dass Fahrer die Wartezeit an Kreuzungen unterschiedlich be-
werten. Beispielsweise wu¨rde jemand, der einen dringenden Termin wahr-
nehmen mo¨chte und Gefahr la¨uft, sich zu verspa¨ten, eine Wartezeit von n
Sekunden an einer Kreuzung sta¨rker bewerten als jemand, der sich gerade
auf dem Heimweg befindet und nicht in Eile ist. Diese individuellen und un-
terschiedlichen Bewertungen sollen als Basis herangezogen werden, um eine
Vorfahrtsreihenfolge an der Kreuzung zu bilden, die den Gesamtnutzen aller
Verkehrsteilnehmer steigert. Auch hier werden wieder autonome Fahrfunk-
tionen der Fahrzeuge und die Mo¨glichkeit der Kommunikation untereinander
vorausgesetzt. Die prinzipielle Systematik wird in die folgenden vier Phasen
eingeteilt [33] und soll den Ansatz erweitern, der im AIM-Projekt vorgestellt
wurde:
1. Fahrzeuge fahren in die Kreuzung ein, und ihre Fahreragenten nehmen
Kontakt mit dem Kreuzungsmanager auf.
2. Der Kreuzungsmanager weist den Fahreragenten ein initiales Zeitfens-
ter zu, innerhalb dessen sie die Kreuzung ohne Kollisionen u¨berqueren
ko¨nnen.
3. Die initialen Zeitfenster werden zwischen Fahreragenten gehandelt, um
ihren jeweiligen Nutzen zu erho¨hen. Der Handel kann in unterschied-
lichen Formen erfolgen und wird durch den Kreuzungsmanager u¨ber-
wacht.
4. Das jeweilige Fahrzeug passiert die Kreuzung innerhalb des jeweils ak-
tuell zugewiesenen Zeitfensters.
Ferner werden in [33] einige Varianten fu¨r die Ermittlung der Vorfahrtsreihen-
folge in Ansa¨tzen diskutiert und entsprechend der obigen vier Phasen geglie-
dert. Basis fu¨r die Berechnungen der ersten Varianten ist die Zeit T jt , die von
Fahrzeug j beno¨tigt wird, um die Kreuzung zu passieren. Die Differenz zwi-
schen der schnellstmo¨glichen Durchfahrtszeit, wenn also das Fahrzeug j auf
keine anderen Verkehrsteilnehmer Ru¨cksicht nehmen muss, und der Durch-
fahrtszeit aufgrund des aktuell zugeteilten Zeitfensters wird als Wartezeit T jw
bezeichnet. Diese Wartezeit wird von den Fahrzeugen bzw. ihren Fahrern un-
terschiedlich bewertet. Fahrzeug j bewertet diese Wartezeit mit dem Faktor
vj. Weiterhin wird jedem Fahrzeug die Nutzenfunktion
uj = bj − vj · T jw (1.3)
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zugeordnet, wobei es sich bei bj um das Budget von Fahrzeug j handelt.
Es wird darauf hingewiesen, dass es prinzipiell fu¨r die Systematik egal ist,
ob es sich bei dem Budget um reales Geld oder um Einheiten einer beliebi-
gen Wa¨hrung handelt, die vom Kreuzungsmanager ausgegeben werden. Eine
Mo¨glichkeit fu¨r die Ermittlung der Vorfahrtsreihenfolge besteht nun darin,
dass innerhalb von Phase 2 den Fahrzeugen nach dem FIFO-Prinzip (First-In,
First-Out) ein Zeitfenster fu¨r das Passieren der Kreuzung durch den Kreu-
zungsmanager zugewiesen wird. Diese initialen Zeitfenster werden nun von
den Fahreragenten in Phase 3 unter Verwendung der jeweils vorhandenen
Budgets gehandelt. Ziel ist es, den eigenen Nutzen gema¨ß Gleichung (1.3) zu
erho¨hen. Gleichzeitig wird auch automatisch der Gesamtnutzen aller Fahr-
zeuge im Kreuzungsbereich erho¨ht, da ein Handel nur zustande kommt, wenn
beide Handelspartner dadurch einen Nutzenzuwachs zu erwarten haben.
Ein weiterer Ansatz fu¨r die Ermittlung der Vorfahrtsreihenfolge wird als In-
itial Time-Slot Auction (ITSA) bezeichnet. In dieser Variante werden auf-
einanderfolgende Zeitfenster ∆T durch den Kreuzungsmanager an Fahrzeuge
versteigert, die in den Kreuzungsbereich einfahren und noch nicht u¨ber ein
Zeitfenster verfu¨gen. An der Versteigerung du¨rfen nur Fahrzeuge teilnehmen,
die ausschließlich Fahrzeuge vor sich haben, die alle schon u¨ber ein Zeit-
fenster verfu¨gen. Die Auktionen haben die Besonderheit, dass sa¨mtliche an
ihr beteiligten Fahreragenten ein fu¨r die jeweils anderen Fahreragenten nicht
sichtbares Angebot v · ∆T abgeben. Den Zuschlag fu¨r das jeweilige Zeit-
fenster bekommt der Fahreragent mit dem ho¨chsten Gebot; er muss jedoch
nur den Preis des zweitho¨chsten Gebots zahlen7. Mit dieser Systematik soll
erreicht werden, dass die Fahreragenten ein Gebot mit ihrer tatsa¨chlichen
Wertscha¨tzung abgeben. Die Dauer der Auktionen ist prinzipiell nach oben
nicht beschra¨nkt, so dass es vorkommen kann, dass am Ende der Auktion
das versteigerte Zeitfenster bereits in der Vergangenheit liegt. Diese Tatsa-
che wiederum la¨sst weder Effizienz noch Optimalita¨t des Ansatzes vermuten.
Weiterhin wird in der Basisvariante von ITSA keine obere Schranke fu¨r die
Wartezeit einzelner Fahrzeuge garantiert. ITSA wurde auch mit der Modifi-
kation getestet, dass nachfolgende Fahrzeuge ihre Vorga¨nger bei der Auktion
unterstu¨tzen ko¨nnen, damit diese den Zuschlag erhalten und die Nachfolger
davon profitieren, da sie selbst dadurch die Mo¨glichkeit erhalten, schneller die
Kreuzung zu passieren. Diese Variante fo¨rdert jedoch nicht ein Verhalten, bei
dem Fahreragenten ein Gebot abgeben, das ihrer tatsa¨chlichen Wertscha¨t-




zung entspricht, da sie darauf hoffen ko¨nnen, dass nachfolgende Fahrzeuge
sie ausreichend unterstu¨tzen. Von ITSA existieren verschiedene Varianten,
die nur die Phasen 1, 2 und 4 der oben genannten Gliederung beru¨cksichti-
gen. Als weitere Modifikation wurde angedacht, einen Handel gema¨ß Phase 3
mit den bereits ersteigerten Zeitfenstern zu erlauben.
Die unterschiedlichen Varianten wurden an einer Kreuzung gema¨ß Abbil-





Abbildung 1.8: Modell der Kreuzung fu¨r die Evaluation
zwei parallele Ein- und Ausfahrten. Bei den Einfahrten sind auf der rechten
Fahrspur Geradeausfahren und Rechtsabbiegen erlaubt, auf der linken Fahr-
spur entsprechend Geradeausfahren und Linksabbiegen. Um die Kreuzung
zu durchfahren, mu¨ssen je Route bzw. Fahrspur ca. 500 m zuru¨ckgelegt wer-
den; ein Geschwindigkeitslimit von 50 km/h darf dabei nicht u¨berschritten
werden. Im Kreuzungsinnenbereich darf sich zu jedem Zeitpunkt nur ein Fahr-
zeug aufhalten. Fu¨r das Durchfahren dieses Bereichs werden jedem Fahrzeug
4 Sekunden eingera¨umt. Damit ist die Kapazita¨t der Kreuzung auf max. 900
Fahrzeuge pro Stunde beschra¨nkt. Dieser Wert erscheint sehr gering, wenn
man bedenkt, dass bei einer gewo¨hnlichen Kreuzung mit Lichtsignalanlage
und einer Einfahrt je Himmelsrichtung bereits eine Kapazita¨t von ca. 1800
22
1.3 Stand der Technik
Fahrzeugen pro Stunde erreichbar ist (vgl. [13]). Ein Grund fu¨r die gerin-
ge Kapazita¨t liegt sicher in der unzureichenden Beru¨cksichtigung der Fahr-
zeugdynamik und einer auf den Fahrzeugabmessungen beruhenden Kollisions-
pru¨fung, die darin ihren Ausdruck findet, dass sich zu jedem Zeitpunkt nur
ein Fahrzeug im Kreuzungsinnenbereich aufhalten darf. Ein weiterer Grund
ist in dem Verfahren fu¨r die Bestimmung der Vorfahrtsreihenfolge zu sehen,
das keine Optimalita¨t gewa¨hrleisten kann, worauf in Abschnitt 1.3.3 noch
ausfu¨hrlicher eingegangen wird. Als wesentliches Ergebnis der Untersuchung
wird herausgestellt, dass die durchschnittliche gewichtete Wartezeit durch die
vorgestellten Verfahren reduziert werden kann, die durchschnittliche Warte-
zeit aber kaum vera¨ndert wird. Diese Aussage impliziert, dass der Durchsatz
an einer Kreuzung mit dem vorgestellten Verfahren nicht signifikant erho¨ht
werden kann, sondern lediglich die Wartezeit von eiligen Fahrern zu weniger
eiligen innerhalb gewisser Grenzen verschoben werden kann.
1.3.3 Analyse und Bewertung
Um die Tragfa¨higkeit eines agentenbasierten Ansatzes beurteilbar zu machen,
werden zuvor die wichtigsten Eigenschaften eines Software-Agenten darge-
stellt. Nach [18], [32] und weiteren Vero¨ffentlichungen aus dem Forschungsfeld
der Ku¨nstlichen Intelligenz sind dies die Folgenden:
• Autonomie: Der Agent handelt innerhalb bestimmter Grenzen auto-
nom und ohne Eingriff des Menschen.
• Proaktivita¨t: Der Agent versucht ein gegebenes Ziel zu erreichen, in-
dem er Aktionen plant bzw. auswa¨hlt und durchfu¨hrt.
• Reaktivita¨t: Der Agent reagiert in angemessener Weise auf A¨nderun-
gen seiner Umwelt.
• Soziale Fa¨higkeiten: Hiermit ist im Wesentlichen die Fa¨higkeit ge-
meint, mit anderen Agenten zu kommunizieren bzw. zu interagieren.
• Lernfa¨higkeit: Der Agent lernt aufgrund zuvor geta¨tigter Entschei-
dungen und Beobachtung seiner Umwelt und passt sein Verhalten an.
Laut Schneeberger [18] mu¨ssen die ersten vier dieser Eigenschaften erfu¨llt
sein, damit von einem Agenten bzw. von einem Agentensystem gesprochen
werden kann. Agenten ko¨nnen grob in zwei Kategorien unterteilt werden,
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in reaktive Agenten und kognitive Agenten, wobei die Grenzen hier fließend
bzw. auch Mischformen mo¨glich sind. Wa¨hrend kognitive Agenten u¨ber eine
eigene Wissensbasis verfu¨gen und ein Modell der Umwelt in einer eigenen
Datenstruktur verwalten, verfu¨gen reaktive Agenten prinzipiell nicht u¨ber ei-
genes Wissen, sondern reagieren direkt auf Basis ihrer Wahrnehmungen. Ihre
Architektur bietet Vorteile bei dynamischen Anwendungen, bei denen nicht
viel Zeit fu¨r eine Reaktion bleibt. Reaktive Agenten verfu¨gen u¨ber die ersten
vier Eigenschaften der obigen Liste, wa¨hrend kognitive Agenten zusa¨tzlich
noch lern- und anpassungsfa¨hig sind. Bei den Agenten innerhalb der oben
vorgestellten Projekte AIM und DAMAST handelte es sich innerhalb der
ersten Implementierungen um relativ einfach strukturierte reaktive Agenten.
In aktuellen Arbeiten ist jedoch eine Tendenz zur Ausstattung der Agenten
mit kognitiven Fa¨higkeiten zu erkennen. So schlagen Dresner und Sto-
ne in [12] vor, dass die Fahreragenten auf Basis der aktuellen Verkehrslage
ihr Verhalten in Bezug auf Reservierungsanfragen beim Kreuzungsmanager
zwischen pessimistisch und optimistisch a¨ndern sollen. Je optimistischer ein
Fahreragent wird, desto fru¨her liegt das Zeitfenster, das er fu¨r sich zu reser-
vieren versucht.
Ein Multi-Agenten-System (MAS) kann allgemein als System angesehen wer-
den, in dem mehrere Einheiten (Agenten) interagieren, ha¨ufig mit dem Ziel,
kollektiv bzw. gemeinsam ein komplexes Problem zu lo¨sen. Diese beteiligten
Einheiten ko¨nnen gleichartig oder verschieden sein. Multi-Agenten-Systeme
gibt es sowohl in der Biologie als auch in der Technik. Man spricht in die-
sem Zusammenhang auch von verteilter Intelligenz (Biologie) bzw. verteilter
ku¨nstlicher Intelligenz (Technik). Ein biologisches Multi-Agenten-System ist
zum Beispiel eine Ameisenpopulation auf Futtersuche. Beobachtet man die
Ameisen bei ihrer Futtersuche, so stellt man fest, dass nach einiger Zeit op-
timale bzw. ku¨rzeste Wege vom Nest zu allen Futterquellen existieren. Ma-
thematisch gesehen, handelt es sich bei dem Gebilde um einen sogenannten
minimal spannenden Baum bzw. um einen Graphen, bei dem ku¨rzeste We-
ge von einem Startknoten zu allen anderen Knoten des Graphen existieren.
Die Futterquellen entsprechen dabei den Knoten und die Ameisenstraßen den
Kanten. Eine einzelne Ameise ist nicht in der Lage, einen minimal spannenden
Baum zu bestimmen, das Zusammenspiel aller Ameisen hingegen la¨sst diese
Fa¨higkeit emergieren. Eine weitere wichtige und entscheidende Eigenschaft
des Szenarios besteht darin, dass die zu lo¨sende Problematik mit einer unbe-
kannten Umwelt verknu¨pft ist. Die Ameisen wissen a priori nicht, wo sich die
Futterquellen befinden, sondern mu¨ssen eine unbekannte Umwelt sukzessive
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explorieren und nach Futterquellen durchsuchen. Zu diesem Zweck bewegen
sie sich einerseits (bedingt) zufa¨llig in der unbekannten Umwelt, kommuni-
zieren ihre dabei gewonnenen Erkenntnisse aber andererseits u¨ber das Setzen
von Duftmarken an ihre Artgenossen, deren zufa¨llige Bewegung dadurch in-
nerhalb gewisser Bahnen gelenkt wird (bedingte Zufa¨lligkeit).
Ein weiteres Beispiel fu¨r ein biologisches Multi-Agenten-System ist in Ab-































Abbildung 1.9: Agenten und Situationen
ner Kreuzung ohne Verkehrszeichen oder Lichtsignalanlagen. Die in diesem
Fall in vielen La¨ndern gu¨ltige Regel “Rechts vor Links“ fu¨hrt zu einer Dead-
lock -Situation, da sich rechts von jedem Fahrzeug ein Fahrzeug befindet. In
der Realita¨t ist zu beobachten, dass sich in so einer Situation die Agen-
ten (Menschen) mit Handzeichen oder anderen Gesten versta¨ndigen, um eine
Lo¨sung herbeizufu¨hren. Diese Versta¨ndigung ist allerdings mit einem rela-
tiv hohen Zeitbedarf verbunden, der den Durchsatz an einem solchen Ver-
kehrsknoten stark limitiert. Genau aus diesem Grunde wurden Verkehrszei-
chen und Lichtsignalanlagen eingefu¨hrt, die nichts anderes sind als Regeln.
Regeln (und Gesetze) schra¨nken immer die Freiheiten einzelner Individuen
ein, ko¨nnen andererseits aber das Gemeinwohl oder den Nutzenzuwachs je-
des betroffenen Individuums signifikant steigern. Je mehr u¨ber die Umwelt
bekannt ist, desto detaillierter ko¨nnen a priori Regeln zum Erreichen eines
gewu¨nschten Ist-Zustands formuliert werden. In dem Szenario einer auto-
nomen Kreuzungsu¨berquerung sind sa¨mtliche erforderlichen Informationen
u¨ber die Umwelt bekannt: Die Kreuzungsgeometrie ist bekannt, ebenso die
Positionen der Fahrzeuge sowie ihre jeweiligen gewu¨nschten Routen mit dem
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zugeho¨rigen gewu¨nschten Fahrprofil. Wenn alle Umweltparameter sowie das
gewu¨nschte Ziel bekannt sind, dann kann im Vorfeld eine optimale Strate-
gie auf Basis mathematischer Methoden entwickelt werden, an die sich alle
betroffenen Individuen im betrachteten System strikt zu halten haben. Die
beteiligten Individuen sind dann reine Befehlsempfa¨nger ohne den gerings-
ten Entscheidungsspielraum. Dies steht jedoch im Widerspruch zu den oben
aufgeza¨hlten Eigenschaften eines Agenten. Im Falle des Ameisenbeispiels wa¨-
ren die exakten Positionen und Gro¨ßen der Futterquellen bekannt. Auf dieser
Basis wu¨rde eine optimale Strategie entwickelt, die fu¨r jede Ameise eine de-
taillierte Marschroute und die zu transportierende Nahrung festlegen wu¨rde.
Die Ausbeutung der Nahrungsquellen wu¨rde dann deutlich schneller und ef-
fizienter durchgefu¨hrt werden ko¨nnen. Jede Ameise mu¨sste sich dann aber
streng deterministisch und einer Maschine gleich verhalten.
Das Multi-Agenten-System gema¨ß Abbildung 1.9.2 besteht aus den rein tech-
nisch realisierten Agenten A und B, die sich in einer unbekannten Umwelt
befinden und den Auftrag haben, Zielpunkte auf der jeweils anderen Seite
einer Mauer anzufahren. Ein Agent kann im Rahmen der Ausfu¨hrung die-
ses Auftrags unterschiedliche zielfu¨hrende Suchstrategien anwenden, in deren
Rahmen unterschiedliche Ereignisse auftreten ko¨nnen, auf die in angemesse-
ner Form reagiert werden muss. In diesem Fall la¨sst sich aufgrund der unbe-
kannten Umwelt keine optimale Strategie im Voraus berechnen. Beispielsweise
kann nicht a priori gesagt werden, wann ein Agent die O¨ffnung in der Mauer
findet und ob dann, im Falle eines Durchfahrtsversuchs, die O¨ffnung nicht
durch den zweiten Agenten versperrt wird.
Der Hauptunterschied in den beschriebenen Szenarien liegt in der Fragestel-
lung, ob die relevante Umwelt bekannt oder unbekannt ist. Bei vollsta¨ndig
bekannter Umwelt kann im Vorfeld mit mathematischen Methoden eine op-
timale Strategie entwickelt werden, die einem agentenbasierten Ansatz stets
u¨berlegen sein wird, da sie im Vorfeld bekannt ist und nicht erst erlernt wer-
den muss. Im Falle des AIM kann man sich leicht vorstellen, dass die Mo¨glich-
keit, nahezu beliebig Reservierungs- und Stornierungsauftra¨ge fu¨r Zeitfenster
zu initiieren, nur zu einer suboptimalen Ausnutzung des Kreuzungsinnen-
bereichs fu¨hren kann. A¨hnlich sieht es bei dem DAMAST-Ansatz aus: Die
Dauer einer Versteigerung kann nicht garantiert werden, so dass ersteigerte
Zeitfenster in der Vergangenheit liegen ko¨nnen. Deadlocks ko¨nnen nicht aus-
geschlossen werden, Interessen nachfolgender Fahrzeuge werden nur unzurei-
chend beru¨cksichtigt usw. In dem Szenario des autonomen Kreuzungsmana-
gements ist die relevante Umwelt vollsta¨ndig bekannt: Sa¨mtliche Fahrzeuge
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wissen, wo sie prinzipiell fahren ko¨nnen und wie sie fahren wollen. Weiterhin
ist bekannt, wann und wo potenzielle Kollisionspartner zu beru¨cksichtigen
sind. Auf dieser Basis kann nach einem festen mathematischen Algorithmus
eine optimale Strategie fu¨r die eigene Kreuzungsu¨berquerung bestimmt wer-
den. Die Art, wie dies erfolgt, wird in den folgenden Kapiteln ausfu¨hrlich
dargelegt. Agentenbasierte Ansa¨tze hingegen sind in einer unbekannten oder
dynamischen Umwelt u¨berlegen, wenn auf plo¨tzlich oder unerwartet auftre-
tende Ereignisse reagiert werden muss. Dies wa¨re beispielsweise der Fall, wenn
beim Kreuzungsmanagement ein Unfall auftreten wu¨rde, durch den eine oder
mehrere Fahrspuren plo¨tzlich gesperrt wa¨ren. Aber auch solche Fa¨lle ko¨nnen
zum Teil vorausgesehen und in einer entsprechenden Strategie im Vorfeld
beru¨cksichtigt werden.
1.4 Die Idee der Interpretation als
Netzwerkflussproblem
Viele praktische Probleme, die auf den ersten Blick vo¨llig unterschiedlich er-
scheinen, erweisen sich oft als gleichartig, wenn man sie nur genu¨gend abstra-
hiert bzw. auf eine Abstraktionsebene projiziert, die das jeweilige Problem
auf seinen Kern oder eigentlichen Charakter reduziert und alles andere aus-
blendet.
Die Formulierung eines praktischen Problems als Netzwerkflussproblem (Ka-
pitel 2) entspricht beispielsweise einer solchen Abstraktionsebene. Die unter-
schiedlichsten Problemstellungen ko¨nnen als Netzwerkflussprobleme formu-
liert werden. Ein Beispiel ist die Routenplanung mit einem Navigationssys-
tem, bei dem Sta¨dte oder Ortschaften die Knotenpunkte eines Wegenetzes
bzw. Netzwerks bilden. Die interessierende Fragestellung ko¨nnte in diesem
Fall beispielsweise sein, wie ein Fahrzeug am besten von der Stadt A zur
Stadt B durch das Wegenetz fließt. Ein vo¨llig anderes Problem, dessen Kern
jedoch derselbe ist, besteht in der Beantwortung der Fragestellung, wie Not-
ausga¨nge in einem Bu¨rogeba¨ude zu planen sind, um sicherzustellen, dass es
bei einem Brand in einer vorgegebenen Zeit evakuiert werden kann. In die-
sem Fall bilden die Flure und Notausga¨nge des Geba¨udes ein Netzwerk, an
dessen Knotenpunkten sich ein oder mehrere Flure treffen. Die in dem Netz-
werk fließenden Objekte entsprechen den zu evakuierenden Personen, die eine
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bestimmte maximale Flussgeschwindigkeit aufweisen und von ihren Bu¨rora¨u-
men zu einem zentralen, vor dem Geba¨ude befindlichen Sammelplatz gelan-
gen mu¨ssen. Dabei ist zu beachten, dass Flure und Knotenpunkte bestimmte
maximale Kapazita¨ten aufweisen, die nicht u¨berschritten werden du¨rfen. Im
Vergleich zu dem zuvor skizzierten Problem der Routenplanung sind hier also
zusa¨tzliche Kapazita¨tsschranken zu beru¨cksichtigen, was aber letztlich nichts
am Kern des Problems a¨ndert.
Das Problem der autonomen U¨berquerung einer Kreuzung bzw. eines belie-
bigen Verkehrsknotenpunktes ist in seinem Kern nicht anders als die beiden
zuvor beschriebenen Probleme: Die Mo¨glichkeiten eines Fahrzeugs zum Pas-
sieren eines Verkehrsknotenpunktes werden als Routen bezeichnet. Routen
schneiden einander oder liegen quasi u¨bereinander auf demselben Fahrstrei-
fen: Ein in die Kreuzung einfahrendes Fahrzeug hat die 3 Routenmo¨glich-
keiten, geradeaus zu fahren und links oder rechts abzubiegen, wobei diese 3
Routen bis zum Kreuzungsinnenbereich auf demselben Fahrstreifen liegen.
Fu¨r eine Kreuzung mit sowohl 4 Einfahrts- als auch 4 Ausfahrtsfahrstreifen
ergeben sich dann insgesamt 12 Routenmo¨glichkeiten. Jeder Route la¨sst sich
eine Folge von Orten oder Positionen auf der Kreuzungsebene zuordnen, die
nacheinander von Fahrzeugen auf dieser Route besetzt werden und die zu
jedem Zeitpunkt nur von einem Fahrzeug besetzt werden du¨rfen. Die Routen
mit ihren zugeordneten Ressourcen in Form von diskreten Orten bzw. Zo-
nen zu diskreten Zeitpunkten ko¨nnen somit als Netzwerk aufgefasst werden.
Durch dieses Netzwerk ist fu¨r jedes Fahrzeug ein Weg zu planen. Die Fahr-
zeuge entsprechen dabei den durch das Netzwerk fließenden Objekten, deren




Im Jahre 1735 wurde von Leonhard Euler das sogenannte Ko¨nigsberger
Bru¨ckenproblem formuliert [38]: Das Zentrum von Ko¨nigsberg wurde seiner-
zeit durch den Fluss Pregel in insgesamt 4 Bereiche unterteilt, die miteinander
u¨ber insgesamt 7 Bru¨cken verbunden waren. Aus diesem Sachverhalt leitete
Euler die Fragestellung ab, ob ein Rundgang durch das Stadtzentrum rea-
lisierbar sei, bei dem alle 7 Bru¨cken genau einmal u¨berquert werden. Euler
schloss seinerzeit einen solchen Rundgang aus und begru¨ndete dies damit,
dass fu¨r jeden Weg, der zu einem der Bereiche fu¨hrt, auch ein entsprechender
Weg vorhanden sein muss, der auch wieder von diesem Bereich fortfu¨hrt. Die
Folge daraus ist, dass die Anzahl der Bru¨cken, u¨ber die ein Bereich mit einem
anderen Bereich verbunden ist, stets gerade sein muss. Diese Bedingung ist
jedoch beim Ko¨nigsberger Bru¨ckenproblem nicht erfu¨llt. Aufgabenstellungen
wie diese sind pra¨destiniert fu¨r die Lo¨sung mit Methoden aus dem Bereich der
Graphentheorie. Im beschriebenen Beispiel werden die Bereiche des Stadtzen-
trums durch Knoten symbolisert und die Bru¨cken durch Kanten, welche die
Knoten zu einem Graphen verbinden.
Leonhard Euler wird ha¨ufig als Begru¨nder der Graphentheorie genannt.
Er wurde jedoch seinerseits durch Ausfu¨hrungen von Gottfried Wilhelm
Leibniz aus dem Jahre 1679 inspiriert. Leibniz nannte die Disziplin, die von
Euler wiederentdeckt wurde und spa¨ter in der Graphentheorie aufging, die
Geometrie der Lage [38].
Viele algorithmische Probleme, insbesondere Optimierungsprobleme aus dem
Bereich der diskreten Mathematik, ko¨nnen auf Graphen zuru¨ckgefu¨hrt und
mit Methoden der Graphentheorie effizient gelo¨st werden, so auch das im vor-
herigen Kapitel skizzierte Problem der Trajektorienplanung. In diesem Ka-
pitel werden die Grundlagen dafu¨r zur Verfu¨gung gestellt. Zuerst werden die
grundlegenden Eigenschaften von Graphen kurz erla¨utert; auf dieser Grund-
lage wird dann ein Algorithmus fu¨r die Suche sogenannter ku¨rzester Wege von
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einem Startknoten zu allen anderen Knoten des Graphen vorgestellt. Die Be-
zeichnung ku¨rzester Weg ist hier im weiteren Sinne zu verstehen; es kann sich
dabei tatsa¨chlich auch um einen kostenminimalen Weg handeln, was durch
die Ausfu¨hrungen in den folgenden Abschnitten noch deutlicher werden wird.
Im Anschluss daran wird die Dynamische Programmierung nach Bellman
detailliert eingefu¨hrt. Es wird gezeigt, dass sie prinzipiell der Suche eines
ku¨rzesten Weges entspricht und dass Probleme, die gema¨ß der Dynamischen
Programmierung formuliert wurden, mit den im Folgenden eingefu¨hrten Al-
gorithmen fu¨r die Suche ku¨rzester Wege gelo¨st werden ko¨nnen.
Letztlich werden in diesem Kapitel die Methoden eingefu¨hrt und erla¨utert,
die es erlauben, das komplexe Problem des Kreuzungsmanagements gema¨ß
der Dynamischen Programmierung zu formulieren bzw. zu strukturieren und
im Anschluss mit einem modifizierten Standard-Verfahren fu¨r die Suche ku¨r-
zester Wege zu lo¨sen.
2.1 Grundlagen der Graphentheorie
In der Graphentheorie [9] wird ein beliebiger Graph G durch eine Menge V
von Knoten (Vertices) und eine Menge E von Kanten (Edges) definiert. Kan-
ten verbinden Knoten miteinander und stellen dadurch eine Art von Trans-
portweg dar, denn nur u¨ber Kanten kann ein Objekt von einem Knoten zu
einem anderen gelangen bzw. fließen. Werden zwei Knoten i, j ∈ V durch die
Kante e verbunden, so schreibt man auch e := [i, j]. Prinzipiell ko¨nnen Kan-
ten gerichtet oder ungerichtet sein. Gerichtete Kanten werden durch Pfeile
symbolisiert. Ein Graph, dessen Kanten gerichtet sind, wird auch als Digraph
(Directed Graph) bezeichnet. Innerhalb eines Digraphen ist ein Objektfluss
nur in Richtung der Pfeile zula¨ssig. Bei einem azyklischen Digraph existiert
kein Knoten vi, von dem aus ein Weg entlang der Pfeile des Graphen wieder
zu vi fu¨hrt. Ist jedoch solch ein Weg vorhanden, so spricht man von einem
geschlossenen Weg bzw. von einem Zyklus. Weiterhin ko¨nnen Kanten u¨ber
Kosten und/oder Kapazita¨tsschranken verfu¨gen, wobei Kapazia¨tsschranken
bei dem hier behandelten Problemen nicht relevant sind. Kosten werden in
der Kostenmenge C zusammengefasst und stellen eine Bewertung dar fu¨r den
Fluss eines Objektes u¨ber eine Kante. Der Begriff Kosten ist hier also im wei-
teren Sinne zu verstehen: Es kann sich bei den Kosten tatsa¨chlich auch um
Entfernungen handeln oder aber um Gu¨temaße, die auf Basis einer beliebig
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vorgegebenen Gu¨tefunktion berechnet werden, um den U¨bergang vom Kno-
ten i zum Knoten j, symbolisiert durch die Kante e := [i, j], zu bewerten. In
der Literatur werden kostenbewertete Digraphen ha¨ufig auch als Netzwerke
bezeichnet [9].

































V := {v1 := München, v2 := Stuttgart, …}
E := {e1 := [München, Stuttgart], …}
C := {c1 := 220, …}
Menge der Kosten
Abbildung 2.1: Beispiel fu¨r ein Netzwerk
Bild dargestellte Netzwerk ist gegeben durch den Graphen G = (V,E,C). Die
Knotenmenge V besteht aus Sta¨dten, die Kantenmenge E aus Autobahnver-
bindungen zwischen den Sta¨dten und die Kostenmenge C aus den La¨ngen
[km]1 der einzelnen Autobahnverbindungen. Ein typisches Optimierungspro-
blem in diesem Netzwerk besteht nun beispielsweise darin, einen ku¨rzesten
Weg von Mu¨nchen nach Hamburg zu finden oder, anders ausgedru¨ckt, ein
Objekt von der Quelle q zur Senke s des Graphen zu minimalen Kosten2
fließen zu lassen; in diesem Fall spricht man auch von einem q-s-Flussproblem
[9]. Derartige Probleme lassen sich mit Standard-Verfahren fu¨r die Suche ku¨r-
zester Wege lo¨sen, was im Folgenden na¨her erla¨utert wird.
1Entgegen von DIN-Empfehlungen werden (physikalische) Einheiten innerhalb dieser Arbeit durchgehend
in eckigen Klammern dargestellt.




Die Algorithmen, die in diesem Abschnitt angesprochen werden, arbeiten auf
kostenbewerteten Digraphen G = (V,E,C) mit nV Knoten und nE Kanten.
Sie berechnen von einem beliebigen Startknoten a ∈ V ku¨rzeste (bzw. kos-
tenminimale) Wege zu allen anderen Knoten i ∈ V mit i 6= a des Graphen.
Nachdem der Lauf eines solchen Algorithmus abgeschlossen wurde, verfu¨gt
jeder von a aus erreichbare Knoten i innerhalb des Graphen G u¨ber ein so-
genanntes Label mit den Informationen Distanz D[i ] zu Knoten a und Rou-
tenvorga¨nger R[i ] von Knoten i auf dem ku¨rzesten Weg von Startknoten a
zu Knoten i. U¨ber R[i ] kann nun rekursiv ru¨ckwa¨rts schreitend von jedem
beliebigen erreichbaren Knoten i der entsprechende ku¨rzeste Weg von Kno-
ten a zu Knoten i bestimmt werden. Fu¨hrt man dies fu¨r sa¨mtliche von a aus
erreichbaren Knoten durch, so erha¨lt man eine baumartige Struktur mit einer
Wurzel, in der sa¨mtliche Wege beginnen. Diese Wurzel entspricht dem Start-
knoten a. Man spricht deshalb in diesem Fall auch von einem Wurzelbaum
und bei den Algorithmen entsprechend von Baumalgorithmen.
Die Gruppe der Baumalgorithmen wird in [9] in die beiden Kategorien Label-
Correcting- und Label-Setting-Verfahren unterteilt (abgeku¨rzt: LC- und LS-
Verfahren). Bei den LC-Verfahren wird das Label eines Knotens wa¨hrend der
Laufzeit des Algorithmus unter Umsta¨nden mehrmals korrigiert, wa¨hrend
bei den LS-Verfahren jeder Knoten nur einmal u¨berpru¨ft und sein jeweiliges
Label dabei gesetzt wird. Dem unter Umsta¨nden erho¨hten U¨berpru¨fungs-
aufwand bei den LC-Verfahren steht das Erfordernis eines Sortierverfahrens
und entsprechender Sortieraufwand bei den LS-Verfahren gegenu¨ber. Wel-
cher Algorithmus am gu¨nstigsten ist, ha¨ngt stark von den Eigenschaften des
Graphen und von der jeweiligen Implementierung des Baumalgorithmus ab.
Sa¨mtliche Baumalgorithmen haben jedoch gemein, dass es sich bei ihnen um
Iterationsverfahren handelt. Die wichtigsten Algorithmen aus der Katego-
rie der LS-Verfahren sind die Algorithmen von Dijkstra [8] und Dantzig
[6]. Im Rahmen dieser Arbeit werden jedoch ausschließlich Algorithmen aus
dem Bereich der LC-Verfahren verwendet, da sie einerseits sehr leicht zu im-
plementieren sind und andererseits, im Hinblick auf die charakteristischen
Eigenschaften der verwendeten Graphen (vgl. Kapitel 5), auch als geeigneter
erscheinen. Prinzipiell muss hier noch eine genaue Analyse und ein Vergleich
von Verfahren aus den Kategorien der LC- und LS-Verfahren erfolgen. Aus
zeitlichen Gru¨nden steht diese Analyse noch aus bzw. ist nicht mehr Be-
standteil der vorliegenden Arbeit. Bei den LC-Verfahren ist an erster Stelle
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der Algorithmus von Richard Bellman und Lester Ford zu nennen.
Gelegentlich wird auch vom Moore-Bellman-Ford-Algorithmus gespro-
chen, da auch Edward Moore zu seiner Entwicklung beigetragen hat [17].
Im Folgenden wird zuerst der Bellman-Ford-Algorithmus vorgestellt. Auf
dieser Basis wird dann gezeigt, wie sich die Effizienz des Algorithmus durch
die Modifikationen von Moore [20] bei einer Vielzahl von Problemstellungen
teilweise deutlich steigern la¨sst. Nur der Vollsta¨ndigkeit halber angemerkt sei
an dieser Stelle noch, dass bei dem Bellman-Ford-Algorithmus, im Ge-
gensatz zu den bekanntesten Algorithmen aus dem Bereich der LS-Verfahren
[8, 6], die Gewichtungen der Kanten auch negative Werte annehmen du¨rfen.
In diesem Fall mu¨ssen jedoch Zyklen negativer La¨nge ausgeschlossen werden,
da man sonst keine sinnvollen Ergebnisse erha¨lt. Diese Eigenschaft spielte je-
doch keine Rolle fu¨r die hier getroffene Wahl zu Gunsten eines LC-Verfahrens.
Der Pseudo-Code des Bellman-Ford-Algorithmus ist im Listing 2.1 abge-
druckt.
In den Zeilen 100 bis 104 erfolgt die Initialisierung der Datenfelder. Es wird
ein Startknoten a ∈ V ausgewa¨hlt, der zu sich selbst die Entfernung 0 besitzt.
Die Entfernung D[i ] aller anderen Knoten i ∈ V ∧ i 6= a zum Startknoten a
wird zu Beginn auf∞ gesetzt. In einem Schleifendurchlauf gema¨ß den Zeilen
108-115 werden sa¨mtliche Kanten [i, j] ∈ E des Graphen, die im Knoten i
beginnen und im Knoten j enden, dahingehend u¨berpru¨ft, ob sich die Distanz
D[j] des Knoten j zum Startknoten a reduzieren la¨sst, wenn man den Kno-
ten j u¨ber den Knoten i erreicht. Ist dies der Fall, so werden im Label des
Knotens j sowohl der neue optimale Vorga¨ngerknoten i (R[j]:=i) als auch die
neue ku¨rzeste Entfernung (D[j]:=D[i]+c(i , j)) gespeichert. Im ersten Durchlauf
dieser Schleife besitzen sa¨mtliche Knoten des Graphen, mit Ausnahme des
Startknotens a, die Distanzinformation D[i]=∞. Das bedeutet, dass Korrek-
turen des Labels im ersten Schleifendurchlauf nur mo¨glich sind bei Knoten,
die unmittelbar durch eine Kante mit dem Startknoten a verbunden sind, al-
so unmittelbare Nachfolger von Knoten a sind. Im zweiten Schleifendurchlauf
werden dann die unmittelbaren Nachfolger der Nachfolger von a u¨berpru¨ft,
und im k-ten Schleifendurchlauf werden entsprechend ku¨rzeste Wege mit ma-
ximal k Kanten berechnet. Ein Weg ohne Zyklen kann maximal nV Knoten
und nV − 1 Kanten enthalten. Die innere Schleife gema¨ß den Zeilen 108-115
muss somit k = nV − 1 mal durchlaufen werden. Wenn sich jedoch im nV -
ten Durchlauf nochmals eine Verku¨rzung eines Weges durch einen Weg mit
nunmehr nV Kanten realisieren la¨sst, so belegt dies das Vorhandensein ei-
nes Zyklus mit negativer La¨nge. Diese U¨berpru¨fung erfolgt im Code-Segment
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100 Wa¨hle Startknoten a ∈ V;
101 Distanz D[ i ] von Knoten a zu Knoten i := ∞ f u¨ r i =1 , . . . ,nV ;
102 Distanz D[ a ] := 0 ;
103 Routenvorga¨nger R[ i ] von Knoten i := ∅ f u¨ r i =1 , . . . ,nV ;
104 k := 1 ;
105
106 while ( k < nV )
107 {
108 for ( j ede Kante [ i , j ] aus Kantenmenge E)
109 {
110 i f (D[ i ] + c ( i , j ) < D[ j ] ) )
111 {
112 D[ j ] := D[ i ] + c ( i , j ) ;
113 R[ j ] := i ;
114 }
115 }
116 k := k+1;
117 }
118
119 for ( j ede Kante [ i , j ] aus Kantenmenge E)
120 {
121 i f (D[ i ] + c ( i , j ) < D[ j ] ) )
122 {
123 Ausgabe : ”Zyklus mit nega t i v e r La¨nge gefunden ! ”
124 }
125 }
Listing 2.1: Pseudo-Code des Bellman-Ford-Algorithmus
der Zeilen 119-125. Die Laufzeit des Bellman-Ford-Algorithmus ist immer
identisch mit seiner Worst-Case-Komplexita¨t O(nV nE).
Durch den Vorschlag vonMoore [20], erreichte Knoten zu markieren und nur
jeweils diese Knoten in einem Iterationsschritt einer U¨berpru¨fung zu unter-
ziehen, kann in vielen Fa¨llen der Rechenaufwand signifikant reduziert werden,
wenn auch die Worst-Case-Komplexita¨t identisch bleibt. Der im Folgenden
vorgestellte Algorithmus wird als “FIFO - Ku¨rzeste Wege“ -Algorithmus be-
zeichnet [9]. Er basiert auf dem Vorschlag von Moore, wurde jedoch in
der Form des Listings 2.2 erstmalig von Braess [2] implementiert. FIFO
(First-In, First-Out) bedeutet dabei, dass markierte Knoten am Ende einer
Warteschlange gespeichert werden und in einem Iterationsschritt jeweils der
erste Knoten innerhalb der Warteschlange u¨berpru¨ft wird.
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100 Wa¨hle Startknoten a ∈ V;
101 Distanz D[ i ] von Knoten a zu Knoten i := ∞ f u¨ r i =1 , . . . ,nV ;
102 Distanz D[ a ] := 0 ;
103 Routenvorga¨nger R[ i ] von Knoten i := ∅ f u¨ r i =1 , . . . ,nV ;




108 for ( a l l e Knoten j , d i e Nachfo lger s ind von Knoten SK)
109 {
110 i f (D[SK] + c (SK, j ) < D[ j ] ) )
111 {
112 D[ j ] := D[SK] + c (SK, j ) ;
113 R[ j ] := SK;
114 i f (Knoten j noch n i cht in Warteschlange ) then
115 {




120 i f (mehr a l s e in Knoten in Warteschlange ) then
121 {
122 s e t z e SK auf na¨chsten Knoten ;
123 }
124 l o¨ s ch e den e r s t en Knoten aus der Warteschlange ;
125 } while ( Schlange n i cht l e e r )
Listing 2.2: Pseudo-Code der FIFO-Implementierung
Zu Beginn erfolgt bei der FIFO-Implementierung die Initialisierung der Da-
tenfelder in identischer Form wie beim Bellman-Ford-Algorithmus. Hinzu
kommt jedoch, dass eine Warteschlange implementiert wird, in der zu Beginn
lediglich der Startknoten a vorhanden ist. Die Hauptschleife des Algorithmus
(Zeilen 106-125) wird so lange ausgefu¨hrt, bis die Warteschlange leer ist. Die
Knoten in der Warteschlange werden nacheinander u¨berpru¨ft. Dies bedeutet,
dass der erste Knoten i der Warteschlange entnommen und gepru¨ft wird, ob
seine Nachfolger bzw. sa¨mtliche Knoten j, die direkt u¨ber eine Kante von
i aus erreicht werden ko¨nnen, auf diesem Wege besser erreicht werden ko¨n-
nen als zuvor. Wenn sich die Distanz D[j] von Knoten j zu Startknoten a
durch einen Weg u¨ber den Knoten i reduzieren la¨sst, so wird das Label des
Knotens j in bekannter Weise gea¨ndert. Weiterhin wird der Knoten j am
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Ende der Warteschlange aufgenommen, sofern er noch nicht in dieser vor-
handen ist. Nachdem sa¨mtliche Nachfolger von Knoten i bearbeitet wurden,
werden i aus der Warteschlange gelo¨scht und der na¨chste Knoten der Warte-
schlange auf die beschriebene Art u¨berpru¨ft. Der Algorithmus endet, wenn die
Warteschlange leer ist. Die Implementierung gema¨ß Listing 2.2 deckt keine
Zyklen negativer La¨nge auf. Eine dahingehende Erweiterung la¨sst sich aber
leicht einfu¨gen, indem man protokolliert, wie oft ein Knoten bereits in die
Warteschlange aufgenommen wurde: Da bei einem Graphen mit nV Knoten
maximal nv − 1 Kanten in einem beliebigen Knoten des Graphen enden ko¨n-
nen, liegt ein Zyklus negativer La¨nge vor, sobald ein Knoten zum nV -ten Mal
in die Warteschlange aufgenommen wurde.
Der Algorithmus gema¨ß Listing 2.2 wird nun beispielhaft amWegenetz gema¨ß
Abbildung 2.1 angewendet. Startknoten und somit erster Knoten der U¨ber-
pru¨fung ist die Stadt Mu¨nchen. Diese Stadt hat die beiden Nachfolger Stuttgart
und Nu¨rnberg. Beide Sta¨dte haben zu Beginn die Distanzinformation ∞. Die
Entfernung la¨sst sich also verku¨rzen; die Labels werden entsprechend kor-
rigiert (D[Stuttgart]:=220, ...), und beide Sta¨dte werden in die Warteschlange


















































































































Abbildung 2.2: Ergebnisse der FIFO-Variante
u¨berpru¨ft wurden, werden der na¨chste Knoten (Stuttgart) der Warteschlange
entnommen und seine Nachfolger analysiert. Dies sind die Sta¨dte Wiesba-
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den, Frankfurt und Erfurt. Da auch diese Sta¨dte zu Beginn die Distanzinfor-
mation ∞ haben, werden auch hier die Labels korrigiert (D[Wiesbaden]:=430,
D[Frankfurt]:=425, ...) und die Sta¨dte in die Warteschlange aufgenommen. Der
na¨chste Knoten in der Warteschlange ist nun die Stadt Nu¨rnberg, von der aus
die Sta¨dte Frankfurt, Erfurt und Dresden erreichbar sind. Frankfurt wurde bereits
zuvor u¨ber Stuttgart erreicht (D[Frankfurt]:=425), der Weg von Mu¨nchen u¨ber
Nu¨rnberg ist jedoch ku¨rzer (D[Nu¨rnberg]+c(Nu¨rnberg,Frankfurt)=170+225=395). Folg-
lich wird das Label von Frankfurt korrigiert (D[Frankfurt]:=395). Da Frankfurt
bereits in der Warteschlange vorhanden ist, erfolgt keine erneute Aufnahme.
Das beschriebene Vorgehen wird nun solange wiederholt, bis die Warteschlan-
ge leer ist. Das Ergebnis des Vorgehens zeigt Abbildung 2.2. Sucht man nun
den ku¨rzesten Weg von Mu¨nchen zu einer der anderen Sta¨dte, so muss man
lediglich die Zeile der betreffenden Stadt suchen, dort die Spalte mit dem
aktuell gesetzten Label wa¨hlen und u¨ber die Vorga¨ngerbeziehung (Pfeil) zu
der unmittelbar vorher auf dem ku¨rzesten Weg liegenden Stadt u¨bergehen.
Was den Rechenaufwand betrifft, so ist festzustellen, dass im konkreten Bei-
spiel des Wegenetzes gema¨ß Abbildung 2.1 bei der Implementierung des
urspru¨nglichen Bellman-Ford-Algorithmus (Listing 2.1) der Rechenauf-
wand identisch ist mit der Worst-Case-Komplexita¨t des Algorithmus. Bei
den nV = 12 Knoten und nE = 18 Kanten des betrachteten Beispiels be-
deutet dies 12 · 18 = 216 U¨berpru¨fungen. Wird ein Algorithmus gema¨ß der
Ausfu¨hrungen von Moore/Braess implementiert (Listing 2.2), so mu¨ssen
im Beispiel insgesamt 18 Kanten bzw. Zielknoten auf eine Wegverku¨rzung hin
u¨berpru¨ft werden. Der Rechenaufwand la¨sst sich also fu¨r das Beispiel gema¨ß
Abbildung 2.1 um mehr als 90 % reduzieren.
2.3 Die Dynamische Programmierung nach
Bellman
Die Dynamische Programmierung, im Operations Research ha¨ufig auch als
Dynamische Optimierung bezeichnet, ist ein Optimierungsverfahren aus dem
Bereich der diskreten Mathematik, mit starker Anlehnung an das Teilgebiet
der Graphentheorie. In den folgenden Abschnitten wird zuerst das Grundprin-
zip der Dynamischen Programmierung erla¨utert. Richard Bellman selbst
spricht davon, dass man sie, von einem gewissen Standpunkt aus gesehen,
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mehr als eine bestimmte Art zu denken als ein festes System von mathe-
matischen Regeln und Vorschriften auffassen kann [1]. Der Grund fu¨r diese
Aussage liegt wohl darin, dass vielfach die mit der Dynamischen Program-
mierung verbundene Herausforderung bei der Lo¨sung eines Optimierungspro-
blems nicht in der mit der Lo¨sungsberechnung verbundenen Mathematik bzw.
Algorithmik gesehen wird, sondern vielmehr in der ada¨quaten Modellierung
der Problemstellung, so dass die Methode der Dynamischen Programmierung
u¨berhaupt erst auf das gegebene Problem anwendbar wird [10].
In den folgenden Abschnitten wird das Grundprinzip erla¨utert; danach wird
auf die beiden Varianten der Dynamischen Programmierung eingegangen,
die Vorwa¨rts-Rechnung und die Ru¨ckwa¨rts-Rechnung. Beide Varianten fu¨h-
ren prinzipiell zum selben Ergebnis. Durch die ada¨quate Wahl einer dieser
Varianten, je nach gegebener Problemstellung, kann die Anzahl der erforder-
lichen Berechnungen reduziert werden. Im Bereich der Regelungstechnik hat
man bisher der Ru¨ckwa¨rts-Rechnung, dort auch als Ru¨ckwa¨rts-Rekursion be-
zeichnet, die gro¨ßte Beachtung geschenkt. Es wird sich jedoch zeigen, dass fu¨r
die mit dem Kreuzungsmanagement verbundenen Optimierungsaufgaben die
Vorwa¨rts-Rechnung besser geeignet ist.
2.3.1 Das Grundprinzip der Dynamischen Programmierung
Grundvoraussetzung fu¨r die Anwendung der Dynamischen Programmierung
ist das Vorhandensein eines mehrstufigen Entscheidungsprozesses Markov’-
scher Art [1]. Dies wird im Folgenden anhand eines dynamischen Systems in
Zustandsraumdarstellung erla¨utert3. Ausgangspunkt dabei bildet ein zeitdis-
kretes, lineares und zeitinvariantes Systems der Form
xk+1 = Φ xk +H uk, (2.1)
mit der Transitionsmatrix Φ und der Eingangsmatrix H, wie es beispiels-
weise in [14] eingefu¨hrt wird. Werden die Komponenten des Eingangsvektors
uk fu¨r die Dauer ∆t = tk+1 − tk im Zeitintervall [tk, tk+1) konstant gehal-
ten, so verha¨lt sich das zeitdiskrete System gema¨ß (2.1) exakt genauso wie
das entsprechende System in zeitkontinuierlicher Darstellung, wobei ∆t be-
liebig gewa¨hlt werden kann. Das Gleichungssystem (2.1) wird verwendet, um
3Detailliertere Informationen zu kontinuierlichen Systemen in Zustandsraumdarstellung sowie zu der Trans-
formation dieser Systeme in den zeitdiskreten Bereich werden in Abschnitt 3.2 gegeben.
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auf Basis des Systemzustands xk und nach Festlegung des konstanten Syste-
meingangs uk zum Zeitpunkt tk den Systemzustand xk+1 zum Zeitpunkt tk+1
zu berechnen. Der Index k kann vor diesem Hintergrund als Entscheidungs-
stufe interpretiert werden, auf der jeweils uk festzulegen ist. Der zuku¨nftige
Zustand xk+1 ha¨ngt dann ausschließlich ab von dem gegenwa¨rtigen Zustand
xk und dem gegenwa¨rtigen Eingangsvektor uk. Diese Konstellation entspricht
den Eigenschaften eines sogenannten Markov-Prozesses4 1. Ordnung, die je-
der Systemdarstellung gema¨ß (2.1) gemein sind. Diese Markov-Eigenschaft
kann auch folgendermaßen interpretiert werden: Der zuku¨nftige Systemzu-
stand ha¨ngt lediglich von der Gegenwart ab, nicht aber von der Vergangenheit
bzw. seiner Vorgeschichte. Auf dieser Basis la¨sst sich nun leicht das Optima-
lita¨tsprinzip von Bellman ableiten.
Das Optimalita¨tsprinzip von Bellman
Optimierungsprobleme in Verbindung mit dynamischen Systemen gema¨ß Glei-
chung (2.1) erfu¨llen die Forderung der Dynamischen Programmierung nach
dem Vorhandensein eines mehrstufigen Entscheidungsprozesses Markov’-
scher Art. Die diskreten Zeitpunkte t0, t1, ..., tk, tk+1, ..., tn, in denen der Sys-
temeingang uk festgelegt und fu¨r die Dauer ∆t = tk+1− tk konstant gehalten
wird, entsprechen dabei den Entscheidungsstufen. Die Folge u0, u1, ..., un−1
von Entscheidungen in einem Entscheidungsprozess mit n Stufen, die auch
als Strategie oder Politik bezeichnet wird, fu¨hrt dazu, dass das vorliegende
dynamische System nacheinander, ausgehend vom initialen Zustand x0, die
Zusta¨nde x1, x2, ..., xn annimmt, die wiederum als Punkte auf einer Trajek-
torie im Zustandsraum des Systems zu interpretieren sind.
Um nun u¨berhaupt eine optimale Trajektorie bestimmen zu ko¨nnen, mu¨ssen
sa¨mtliche potenziell mo¨glichen Trajektorien betrachtet und hinsichtlich eines
Gu¨tekriteriums bzw. mittels einer Gu¨tefunktion bewertet werden. Die ver-
wendete Gu¨tefunktion muss dabei die Eigenschaft der sogenanntenAdditivita¨t
aufweisen, damit die Dynamische Programmierung angewendet werden kann.
Additivita¨t bedeutet hier konkret, dass die Auswirkungen der Zustandsu¨ber-
ga¨nge auf die jeweilige Gu¨tefunktion an den einzelnen Entscheidungsstufen
u¨ber alle Entscheidungsstufen aufsummiert werden mu¨ssen, damit die Ge-
samtgu¨te eines Zustands auf einer gegebenen Entscheidungsstufe beurteilt
werden kann. Prinzipiell entspricht dies exakt den Gegebenheiten bei der
4Sehr gebra¨uchlich ist auch die Bezeichnung Markov-Kette.
39
2 Diskrete Optimierungsmethoden
Berechnung ku¨rzester Wege (Abschnitt 2.2). Ein Problem, das gema¨ß der
Dynamischen Programmierung formuliert wurde, kann deshalb stets auf das
Problem einer Ku¨rzeste-Wege-Suche transformiert werden, was im Folgenden
noch im Detail gezeigt werden wird.
Aus der Eigenschaft der Additivita¨t kann ferner das Optimalita¨tsprinzip von





































Abbildung 2.3: Herleitung des Optimalita¨tsprinzips nach [15]
gen Zwischenzustand x∗k aus, so werden dadurch sowohl die optimale Tra-
jektorie als auch die optimale Strategie in zwei Teile geteilt. Man erha¨lt




k−1 und die Reststrategie




n−1. Nimmt man nun an, eine prinzipiell beliebige Rest-
strategie R˜ sei gu¨nstiger als die Reststrategie R, so folgt daraus aufgrund der
oben geforderten Additivita¨tseigenschaft fu¨r eine Gu¨tefunktion J die Bezie-
hung
J(A) + J(R˜) < J(A) + J(R) (2.2)
bzw.
J(A, R˜) < J(A,R). (2.3)
Dies ist jedoch ein Widerspruch zu der Voraussetzung, dass (A,R) eine opti-
male Strategie ist. Diese Argumentationsweise gilt nicht nur fu¨r Reststrate-
gien, sondern generell fu¨r beliebige Teilstrategien der optimalen Gesamtstra-
tegie [15].
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Man kann sich diesen Sachverhalt auch an dem anschaulichen Beispiel aus
Abschnitt 2.1 verdeutlichen (Abbildung 2.1): Hat man einen optimalen bzw.
ku¨rzesten Weg J∗ von der Stadt A zur Stadt B gefunden, der u¨ber die Sta¨dte
X und Y fu¨hrt, so muss auch der Weg zwischen den Sta¨dtenX und Y optimal
sein bzw. der ku¨rzesten Verbindung dieser beiden Sta¨dte entsprechen. Wa¨re
dies nicht der Fall, so ko¨nnte J∗ verku¨rzt werden, indem man zwischen den
Sta¨dtenX und Y einen ku¨rzeren Teilweg verwenden wu¨rde. J∗ wa¨re in diesem
Fall dann aber nicht optimal.
Letztlich la¨sst sich auf Basis dieser Beispiele das Optimalita¨tsprinzip von
Bellman formulieren:
Die Gesamtstrategie kann nur dann optimal sein, wenn
jede Teil- bzw. Reststrategie optimal ist, ganz gleich,
von welchem Zwischenzustand sie ausgeht.
Grundlegende Voraussetzung fu¨r die Anwendung des Optimalita¨tsprinzips ist,
wie bereits oben erwa¨hnt, das Vorhandensein eines mehrstufigen Entschei-
dungsprozesses im Sinne von mehreren Entscheidungen, die nacheinander zu
treffen sind. Die Formulierung eines Optimierungsproblems als Dynamische
Programmierung macht genau dies, na¨mlich ein Optimierungsproblem als
mehrstufigen Entscheidungsprozess zu formulieren. Das Problem des Auffin-
dens der optimalen Gesamtstrategie kann dann auf Basis des Optimalita¨ts-
prinzips auf das Auffinden von optimalen Teilstrategien reduziert werden.
Dadurch wird die Komplexita¨t des Optimierungsproblems stark reduziert. In
[35] wird dieses Prinzip auch als“Teile und herrsche“ bezeichnet, das fu¨r eine
Vielzahl von Algorithmen in der Informatik die Basis bildet.
2.3.2 Die Varianten der Dynamischen Programmierung
Die Varianten und die Systematik der Dynamischen Programmierung werden
im Folgenden an einem einfachen System erster Ordnung veranschaulicht5,
das durch die folgende Systemgleichung gegeben ist:
xk+1 = xk + uk, (2.4)
mit
5Das Beispiel basiert auf demWegenetz und den Kostenbewertungen, mit denen Schneider und Mikolcic
[34] die Dynamische Programmierung einfu¨hren.
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uk = {−1, 0, 1}, falls |xk| ≤ 2
uk = {−1, 0}, falls xk = 3
uk = {0, 1}, falls xk = −3.
Das System wird u¨ber n = 6 Entscheidungsstufen hinweg betrachtet. Jede
Entscheidungsstufe k (k = 0, ..., n− 1) entspricht dabei einem diskreten Zeit-
punkt tk, an dem der Systemeingang uk gea¨ndert wird. Die Entscheidung der
jeweiligen Stufe besteht in diesem Fall somit in der Wahl des Systemeingangs
uk. Je nachdem, wie uk gewa¨hlt wird, wird sich auch der Systemzustand xk+1
beim Erreichen der Entscheidungsstufe k+1 a¨ndern. Die Zustandsu¨berga¨nge
auf den einzelnen Entscheidungsstufen werden mit einer Gu¨te- bzw. Kosten-
funktion bewertet. Auch hier gilt wieder die fu¨r die Anwendung der Dynami-
schen Programmierung erforderliche Additivita¨t der Gu¨te- bzw. Kostenwerte.
In Abbildung 2.4 wird der beschriebene Sachverhalt noch einmal graphisch
veranschaulicht (vgl. [34]). Auf der Abszisse sind die Entscheidungsstufen
aufgetragen, an denen der Systemeingang u des Systems vorzugeben ist. Zwi-
schen zwei aufeinanderfolgenden Stufen ko¨nnen Zustandsu¨berga¨nge stattfin-
den. Die Ordinate definiert den Systemzustand x ∈ {−3,−2, ..., 3}. Die ein-
zelnen diskreten Zusta¨nde werden in der Abbildung durch Punkte symboli-
siert, die im Weiteren als Knoten bezeichnet werden. Die jeweils mo¨glichen
Zustandsu¨berga¨nge werden durch Geraden bzw. Verbindungslinien zwischen
zwei Knoten dargestellt, die im Weiteren als Kanten bezeichnet werden. Die
Zahlenwerte auf den Kanten entsprechen den Kosten fu¨r die Zustandsu¨ber-
ga¨nge bzw. dem Einfluss auf die Kostenbewertung des zugeho¨rigen Weges
durch die Knotenanordnung, wobei im Falle eines dynamischen Systems ge-
ma¨ß Gleichung (2.1) der Begriff Trajektorie synonym fu¨r den Begriff Weg
verwendet werden kann. Die Abbildung 2.4 kann auch als topologische Repra¨-
sentation eines Wegenetzes, wie desjenigen aus Abbildung 2.1, interpretiert
werden. Die Kosten- bzw. Gu¨tewerte entsprechen in diesem Fall den Wegla¨n-
gen bzw. Entfernungen von einem Knoten der Entscheidungsstufe k zu einem
Knoten der Stufe k+1. In diesem Fall besteht die Aufgabe darin, einen ku¨rzes-
ten Weg von Knoten A zu Knoten B durch das Netzwerk zu bestimmen. Im
Falle der Interpretation der Abbildung 2.4 als zeitabha¨ngige Darstellung des
Zustandes eines dynamischen Systems besteht die resultierende Aufgabe in
dem Auffinden einer optimalen Trajektorie, die das System von dem Zustand
A in den Zustand B u¨berfu¨hrt. Fu¨r die Lo¨sung dieser Aufgabe mittels der
Dynamischen Programmierung bestehen prinzipiell zwei Mo¨glichkeiten: die
sogenannte Vorwa¨rts-Rechnung und die Ru¨ckwa¨rts-Rechnung. Beide Mo¨g-
lichkeiten fu¨hren selbstversta¨ndlich zu demselben Ergebnis; allerdings kann
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Abbildung 2.4: “Wegenetz“ gema¨ß [34] als Ausgangssituation
je nach Konstellation des Optimierungsproblems die eine oder die andere
Mo¨glichkeit mit einer signifikanten Reduktion des Berechnungsaufwands ver-
bunden sein. Im Folgenden wird zuerst die Ru¨ckwa¨rts-Rechnung am Beispiel
des zuvor formulierten Optimierungsproblems vorgestellt, da diese Variante
im Bereich der Regelungstechnik bisher die breiteste Anwendung gefunden
hat. Darauf aufbauend, wird dann zum Vergleich die Vorwa¨rts-Rechnung an
dem gleichen Beispiel demonstriert.
Die Ru¨ckwa¨rts-Rechnung
Innerhalb der Regelungstechnik wurde bisher in fast allen oder sogar allen
Fa¨llen die Ru¨ckwa¨rts-Rechnung bzw. die Ru¨ckwa¨rts-Rekursion angewendet,
da die zugrunde liegende Problemstellung in der Regel folgender Art war:
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Gegeben ist ein dynamisches System gema¨ß Gleichung (2.1) bzw. (2.4). Das
System befindet sich zu Beginn in dem prinzipiell beliebigen Anfangszustand
x(t0 = 0), im Folgenden als x0 bezeichnet (Zustand A im Beispiel), und soll
auf optimale Weise (Abschnitt 2.3.1) in einen gewu¨nschten Endzustand xE
(Zustand B im Beispiel) u¨berfu¨hrt werden.
In diesem Fall bietet sich die Ru¨ckwa¨rts-Rechnung an, die in dem gewu¨nsch-
ten Endzustand (bzw. -knoten) startet und dann rekursiv, von hinten nach
vorne schreitend, sa¨mtliche mo¨glichen Anfangszusta¨nde (bzw. -knoten) er-
reicht. Der komplette erreichbare Zustandsraum wird unter Ausnutzung der
Additivita¨tseigenschaft der Kosten- bzw. Gu¨tefunktion sukzessive, in der Zu-
kunft beginnend und in der Gegenwart endend, exploriert. Letztlich erha¨lt
man optimale Trajektorien, die auch als ku¨rzeste Wege interpretiert werden
ko¨nnen, von sa¨mtlichen mo¨glichen Anfangsknoten zum gewu¨nschten Endkno-
ten.
Bezogen auf das obige Beispiel bedeutet dies, dass man, beginnend mit dem
gewu¨nschten Endknoten B (x = 0 auf der Stufe k = 6 oder ku¨rzer: x6 = 0),
pru¨ft, wie man von den Knoten der jeweils vorherigen Entscheidungsstufe
(k = n − 1, ..., 0) auf optimalem Wege zu dem Endknoten B gelangt. Sa¨mt-
liche Entscheidungsstufen werden dabei sukzessive von hinten nach vorn ab-
gearbeitet. Fu¨r die Entscheidungsstufe bei k = 5 sind dies die drei Knoten
x5 = 1, x5 = 0 und x5 = −1, denn nur von ihnen aus la¨sst sich der gewu¨nsch-
te Endknoten B erreichen (vgl. Abbildung 2.5). Da es keine Wahlmo¨glichkeit
gibt, wie von diesen drei Knoten aus der Endknoten B erreicht werden kann,
sind alle drei Wege von diesen Knoten zum Endknoten B automatisch op-
timale Wege. Die kumulierten Kosten fu¨r die jeweiligen optimalen und zum
Endknoten B fu¨hrenden Wege sind in Abbildung 2.5 u¨ber dem zugeho¨rigen
Anfangsknoten des Weges in einem Kreis notiert und ha¨ngen von den Kos-
tenwerten der jeweiligen Kanten ab. Optimale Knotenu¨berga¨nge zwischen
zwei aufeinander folgenden Entscheidungsstufen sind weiterhin durch Pfeile
dargestellt. Betrachtet man nun den Knoten x4 = 1, so gibt es genau zwei
Mo¨glichkeiten, um den Endknoten B zu erreichen. Eine Mo¨glichkeit fu¨hrt
u¨ber den Knoten x5 = 1, die andere Mo¨glichkeit u¨ber den Knoten x5 = 0.
Um vom Knoten x4 = 1 zum Knoten x5 = 0 zu gelangen, fallen Kosten in
Ho¨he von einer Kosteneinheit an. Um von dort dann in den Endknoten B
zu gelangen, fallen weitere Kosten in Ho¨he von 2 Kosteneinheiten an. Der
gesamte Weg wird damit also mit 1 + 2 = 3 Kosteneinheiten bewertet. Bei
der anderen Variante, u¨ber x5 = 1, fallen Kosten in Ho¨he von jeweils einer
Kosteneinheit an, um von dem Knoten x4 = 1 in den Knoten x5 = 1 und
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Abbildung 2.5: Ru¨ckwa¨rts-Rechnung mit festem Endpunkt
von dort dann in den Endknoten B zu gelangen. Fu¨r den gesamten Weg
x4 = 1 → x5 = 1 → B fallen somit Kosten in Ho¨he von 1 + 1 = 2 Kosten-
einheiten an. Dieser Weg ist also der gu¨nstigere der beiden Alternativen. Es
werden deshalb ein Pfeil vom Knoten x4 = 1 zum Knoten x5 = 1 gezogen
und die Gesamtkosten des optimalen Weges mit Anfangsknoten x4 = 1 und
Endknoten B u¨ber dem Anfangsknoten in einem Kreis notiert. Die Werte
in den Kreisen entsprechen also den Gesamtkosten der optimalen Wege, die
im zugeho¨rigen Knoten beginnen und im Endknoten B enden. Die Dynamik
des Systems gema¨ß Gleichung (2.4) folgt somit der optimalen Trajektorie,
wenn sie den Pfeilen folgt. Die beschriebene Auswertungssystematik wird fu¨r
sa¨mtliche Knoten einer Entscheidungsstufe durchgefu¨hrt; erst dann wird zur
vorausgehenden Entscheidungsstufe u¨bergegangen.
Sehr interessant und bemerkenswert ist dabei das Potenzial fu¨r eine Parallel-
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verarbeitung, denn die Auswertungen fu¨r die Knoten bzw. diskreten Zusta¨n-
de einer Entscheidungsstufe sind vo¨llig unabha¨ngig voneinander: Kann das
betrachtete System auf einer beliebigen Entscheidungsstufe n verschiedene
Zusta¨nde annehmen, so ko¨nnen die Berechnungen fu¨r die jeweilige Entschei-
dungsstufe prinzipiell auf n Rechner verteilt und parallel durchgefu¨hrt wer-
den. Vor dem U¨bergang zur na¨chsten Entscheidungsstufe mu¨ssen allerdings
die Ergebnisse der parallelen Berechnungen synchronisiert werden.
Zu einem Knoten einer Entscheidungsstufe k ko¨nnen mehrere Pfeile aus der
vorherigen Entscheidungsstufe k−1 fu¨hren. Dies ist der Fall, wenn es mehrere
Knoten auf der Entscheidungsstufe k − 1 gibt, von denen aus der U¨bergang
zum betrachteten Knoten auf der Stufe k gleich bewertet wird. Es ko¨nnen
auch mehrere Pfeile aus einem Knoten weg fu¨hren. In diesem Fall gibt es meh-
rere optimale Wege bzw. mehrere Wege mit identischer Kostenbewertung, die
von dem betrachteten Knoten zum gewu¨nschten Endknoten B fu¨hren. Ein
Beispiel dafu¨r ist der Knoten x3 = −1 in Abbildung 2.5. Fu¨r diesen Knoten
existieren zwei Wege zum Endknoten B, die beide die optimale Kostenbewer-
tung von 4 Kosteneinheiten besitzen. Der eine Weg fu¨hrt u¨ber den Knoten
x4 = 0, der andere u¨ber den Knoten x4 = −1.
Sobald man die Auswertungen im Rahmen der Ru¨ckwa¨rts-Rechnung bis zur
Stufe k = 0 nach obigem Schema durchgefu¨hrt hat, kennt man auch die opti-
malen Wege fu¨r sa¨mtliche Knoten dieser Stufe. Das System gema¨ß Gleichung
(2.4) kann sich dann also in einem beliebigen Anfangszustand befinden, und
vo¨llig unabha¨ngig von diesem Zustand ist bereits die optimale Trajektorie
bzw. Strategie bekannt. Man muss lediglich dem Pfeil folgen, der in dem
jeweiligen Knoten bzw. Zustand beginnt. Fu¨hrt man dies fu¨r den Anfangs-
zustand A durch, so ergeben sich die folgenden drei optimalen Trajektorien,
die in Abbildung 2.5 jeweils durch die dickeren Pfeile dargestellt sind:
x0 → x1 → x2 → x3 → x4 → x5 → x6
(1) 0 −1 0 0 1 1 0
(2) 0 −1 −2 −1 0 0 0
(3) 0 −1 −2 −1 −1 0 0
Die Besonderheit der Ru¨ckwa¨rts-Rechnung mit festem Endknoten und va-
riablem Anfangsknoten besteht darin, dass optimale Strategien und somit
auch ku¨rzeste Wege von sa¨mtlichen Anfangsknoten zu dem festen Endkno-
ten bestimmt werden. Bei einem dynamischen System gema¨ß Gleichung (2.1)
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wird der Zustandsraum aus der Zukunft kommend bzw. ru¨ckwa¨rts schreitend
exploriert. Dadurch entstehen in der Regel in der Na¨he des Endzustands
Bereiche des Zustandsraumes, von denen aus der Endzustand nicht mehr er-
reichbar ist. Diese Zusta¨nde werden daher mit∞ bewertet. In Abbildung 2.5
ist der erreichbare Zustandsraum grau hinterlegt. Die Ru¨ckwa¨rts-Rechnung
kann anstatt mit festem Endknoten auch mit variablem Endknoten durchge-
fu¨hrt werden. In diesem Fall wird bei einem dynamischen System der gesamte
Zustandsraum untersucht, mit dem Ergebnis, dass optimale Trajektorien von
jedem beliebigen Anfangszustand zu jedem beliebigen Endzustand bekannt
sind.
Die Vorwa¨rts-Rechnung
Die Vorwa¨rts-Rechnung mit festem Anfangsknoten und variablem Endknoten
geht von einem festen Anfangsknoten aus, der nach n Entscheidungen in einen
beliebigen Endknoten u¨berfu¨hrt werden soll. Das Vorgehen wird anhand von
Abbildung 2.6 erla¨utert. Beginnend mit dem Anfangsknoten A auf Stufe k =
1, wird analysiert, u¨ber welche Kanten die jeweiligen Knoten auf der na¨chsten
Stufe k + 1, jeweils vom Anfangsknoten A aus, in optimaler Weise erreicht
werden ko¨nnen. Fu¨r die Stufe k + 1 sind dies die drei Knoten x1 = 1, x1 = 0
und x1 = −1. Diese Knoten ko¨nnen unmittelbar und nur auf einem Wege
vom Anfangsknoten A aus erreicht werden. Es handelt sich also um optimale
Wege, und folglich ist ein Pfeil von A zu diesen drei Knoten zu ziehen. Bei den
Knotenu¨berga¨ngen von der Stufe k = 1 zur Stufe k = 2 sieht dies anders aus.
Beispielsweise kann der Knoten x2 = 0 u¨ber alle drei von A aus erreichbaren
Knoten x1 der vorherigen Stufe k = 1 erreicht werden. Gelangt man von A aus
u¨ber den Knoten x1 = 1 in den Knoten x2 = 0, so wird dieser Weg mit 2+1 =
3 Kosteneinheiten bewertet. Im Falle des Weges u¨ber den Knoten x1 = 0 sind
es 2 + 3 = 5 Kosteneinheiten, und bei dem Weg u¨ber den Knoten x1 = −1
sind es 1+1 = 2 Kosteneinheiten. Dies sind alle existierenden Mo¨glichkeiten,
wie man, vom Anfangsknoten A ausgehend, zum Knoten x2 = 0 gelangen
kann. Die optimale Strategie fu¨hrt somit u¨ber den Knoten x1 = −1, da hier
die geringsten Kosten in Ho¨he von 2 Kosteneinheiten anfallen. Es wird somit
ein Pfeil vom Knoten x1 = −1 zum Knoten x2 = 0 gezogen. Weiterhin
werden u¨ber dem Knoten x2 = 0 die Gesamtkosten in einem Kreis notiert,
die anfallen, wenn man dem optimalen Weg von A zu diesem Knoten folgt.
Dieses Vorgehen wird auf sa¨mtliche Knoten der Stufe k = 2 angewendet.
Danach wird zu den Knoten der na¨chsten Stufe u¨bergangen und immer so
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Abbildung 2.6: Vorwa¨rts-Rechnung mit festem Endpunkt
der letzten Stufe k = 6 entsprechen den Gesamtkosten der ku¨rzesten Wege,
die entstehen, wenn man der optimalen Strategie, vom Knoten A ausgehend,
zu dem jeweils betrachteten Endknoten x6 folgt.
Mo¨chte man nun nach Durchfu¨hrung der Vorwa¨rts-Rechnung die optimale
Strategie bzw. den ku¨rzesten Weg vom Knoten A zum Knoten B bestimmen,
so startet man im Knoten B (k = 6) und verfolgt dann von dort aus die Pfeile
zuru¨ck, die jeweils von einem Knoten der vorherigen Stufe k−1 in den jeweils
betrachteten Knoten der Stufe k fu¨hren. In Abbildung 2.6 sind diese Pfeile
dicker dargestellt. Man erkennt schließlich, dass man durch dieses Vorgehen
dieselben Wege erha¨lt, die sich bei der Ru¨ckwa¨rts-Rechnung ergeben.
Auch bei der Vorwa¨rts-Rechnung lassen sich die Berechnungen je Entschei-
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dungsstufe massiv parallelisieren. Eingehende Pfeile und Gesamtkosten von
Wegen zu Knoten der Stufe k sind lediglich abha¨ngig von den Gesamtkosten
und Knotenu¨berga¨ngen der Stufe k − 1, nicht jedoch von Gro¨ßen dersel-
ben Stufe k. Auch hier ko¨nnen somit die Berechnungen fu¨r n Knoten (bzw.
diskrete Zusta¨nde des Zustandsraumes) je Entscheidungsstufe parallel auf n
verschiedenen Rechnern durchgefu¨hrt werden.
Die Vorwa¨rts-Rechnung mit festem Anfangsknoten und variablem Endkno-
ten kann ebenfalls auch als Vorwa¨rts-Rechnung mit variablem Anfangsknoten
und variablem Endknoten durchgefu¨hrt werden. Die Ergebnisse und der Re-
chenaufwand wa¨ren in diesem Fall identisch mit den Ergebnissen und dem
Rechenaufwand bei der Ru¨ckwa¨rts-Rechnung mit variablem Endknoten und
variablem Anfangsknoten. Geht man jedoch von der beschriebenen Variante
mit festem Anfangsknoten aus, so sieht man, dass im Falle eines Systems
gema¨ß Gleichung (2.1) der komplette Zustandsraum erst nach und nach ex-
ploriert wird. Je na¨her sich die Entscheidungsstufe an dem festen Anfangszu-
stand befindet, desto mehr Zusta¨nde derselben Entscheidungsstufe sind in der
Regel nicht vom Anfangszustand aus erreichbar. Dies kann je nach Problem-
stellung mit einer mehr oder weniger signifikanten Reduktion der Anzahl von
Berechnungen verbunden sein. In Abbildung 2.6 sind die erreichbaren Knoten
bzw. Bereiche des Zustandsraumes wieder grau hinterlegt dargestellt.
Im weiteren Verlauf dieser Arbeit wird deutlich werden, dass die Vorwa¨rts-
Rechnung mit festem Anfangs- und variablem Endpunkt pra¨destiniert ist fu¨r
die Anwendung auf die Problemstellungen des autonomen Kreuzungsmana-
gements.
Weiterhin sollte an dieser Stelle bereits klar geworden sein, dass es sich bei
der Dynamischen Programmierung prinzipiell um nichts anderes handelt als
um eine Methodik fu¨r die Suche ku¨rzester Wege auf azyklischen gerichteten
Graphen bzw. auf Netzwerken. Das einfu¨hrende Beispiel gema¨ß Abbildung 2.1
in Abschnitt 2.1 kann somit auch gema¨ß der Dynamischen Programmierung
formuliert werden. In diesem Fall entsprechen die Entscheidungsstufen den
Wahlmo¨glichkeiten, die man in einer beliebigen Stadt hat, bezu¨glich der als
na¨chstes zu erreichenden Stadt. Befindet man sich beispielsweise in der Stadt
Stuttgart, so ist diese Stadt einer Entscheidungsstufe zuzuordnen, auf der man
fu¨r diese Stadt bzw. fu¨r den zugeho¨rigen Knoten die Entscheidungsmo¨glich-
keiten hat, als na¨chstes nachWiesbaden, Frankfurt oder Erfurt zu fahren und die-
se Sta¨dte dann auf der na¨chsten Entscheidungsstufe zu erreichen. Abbildung
2.7 stellt dies fu¨r sa¨mtliche Sta¨dte des einfu¨hrenden Beispiels dar und zeigt
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weiterhin, wie der Graph gema¨ß Abbildung 2.1 umstrukturiert werden kann,
um den Zusammenhang mit der Dynamischen Programmierung offensichtlich



















2.1. 3. 5.4. 6.
Abbildung 2.7: Strukturierung des Wegenetzes gema¨ß Abbildung 2.1 nach der
Systematik der Dynamischen Programmierung
zu denselben Ergebnissen, die bereits in Abbildung 2.2 dargestellt wurden. In
diesem Fall ist die Dynamische Programmierung als Vorwa¨rts-Rechnung mit
festem Anfangsknoten und variablem Endknoten aufzufassen. Das Ziel Ham-
burg ist zwar fest, es kann aber nach unterschiedlichen Entscheidungsstufen
erreicht werden. Im dargestellten Beispiel existieren prinzipiell 7 Endknoten,
die der Stadt Hamburg zuzuordnen sind. Von diesen Knoten sind allerdings
nur 3 Knoten erreichbar, na¨mlich nach der 4., 5. und 6. Entscheidungsstufe.
2.3.3 Vor- und Nachteile der Dynamischen
Programmierung
Im Falle eines dynamischen Systems gema¨ß (2.1) offenbaren sich die Nachtei-
le der Dynamischen Programmierung in der Tatsache, dass der Rechenauf-
wand mit den Dimensionen von Zustands- und Eingangsvektor exponentiell
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ansteigt. Das Beispielsystem gema¨ß Gleichung (2.4) weist nur eine Zustands-
variable xk sowie einen skalaren Systemeingang uk auf. Weiterhin wurden die
Randbedingungen gesetzt, dass xk nur insgesamt a = 7 diskrete Zusta¨nde
und uk nur b = 3 diskrete Werte annehmen du¨rfen. Da zusa¨tzlich noch fu¨r
|xk| = 3 die Werte von uk auf zwei Mo¨glichkeiten begrenzt werden, erge-
ben sich schließlich je Entscheidungsstufe 3 · 7 − 2 = 19 Wege bzw. theore-
tische Mo¨glichkeiten fu¨r Zustandsu¨berga¨nge, die analysiert werden mu¨ssen.
Bei n = 6 Entscheidungsstufen und sowohl variablem Anfangs- als auch va-
riablem Endzustand ergeben sich somit insgesamt 114 mo¨gliche Zustands-
u¨berga¨nge.
Stellt man sich nun vor, das zu untersuchende System habe die Ordnung 2
bzw. der Systemzustand sei durch den Zustandsvektor x = [x1, x2]
T definiert,
so wird die Ordinate (x-Achse) aus dem Beispielsystem zu einer Ebene mit
den Achsen x1 und x2. Wenn nun beide Zustandsvariablen gleichermaßen mit
a = 7 diskretisiert werden, wie zuvor die Zustandsvariable x, so ergibt sich je
Ebene bereits ein Raster mit a2 = 49 diskreten Zusta¨nden. Gleiches gilt bei
entsprechender Dimensionserweiterung des Systemeingangs. Allgemein kann
der Rechenaufwand bzw. die Komplexita¨t O mit der Formel
O = n · ap · bq (2.5)
abgescha¨tzt werden, wobei die folgenden Definitionen verwendet werden:
n : Anzahl der Entscheidungsstufen,
a : Anzahl der Diskretisierungswerte je Zustandsgro¨ße,
p : Systemordnung bzw. Anzahl der Zustandsgro¨ßen,
b : Anzahl der Diskretisierungswerte je Eingangsgro¨ße,
q : Anzahl der Eingangsgro¨ßen.
Einen Eindruck u¨ber das Anwachsen der erforderlichen Berechnungen im
Rahmen der Dynamischen Programmierung vermittelt Tabelle 2.1. Der Ta-
belle liegt die Annahme zugrunde, dass die Dynamische Programmierung 10
Entscheidungsstufen umfasst und sowohl jede Eingangs- als auch Zustands-
gro¨ße jeweils 10 diskrete Werte annehmen kann (n = a = b = 10). Bei einem
System 4. Ordnung und 2 Eingangsgro¨ßen mu¨ssen dann bereits 10 Millionen
unterschiedliche Zustandsu¨berga¨nge analysiert werden.
Es gibt jedoch mehrere Ansa¨tze, die je nach Problemstellung dafu¨r geeig-
net sind, die Anzahl der Berechnungen signifikant zu reduzieren. Zu diesen
Ansa¨tzen za¨hlen beispielsweise die Folgenden:
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2 Diskrete Optimierungsmethoden
1 2 3 4 5
1 100 1.000 10.000 100.000 1.000.000
2 1.000 10.000 100.000 1.000.000 10.000.000









Tabelle 2.1: Beispiele fu¨r Rechenaufwand
• Da die Systemordnung eine wesentliche Rolle beim Anwachsen der Be-
rechnungen spielt, sollte sie prinzipiell so gering wie mo¨glich angesetzt
werden. Bei der Systembeschreibung mittels physikalischer Beziehun-
gen kann allerdings ha¨ufig der Einfluss einzelner Zustandsgro¨ßen im
Hinblick auf die Modellgenauigkeit a priori nicht exakt eingescha¨tzt
werden. Die Systemanalyse im Rahmen einer Ordnungsreduktion [16]
gibt hier Aufschluss, inwieweit eine kompaktere Gestaltung des (phy-
sikalischen) Modells bei Einhaltung der geforderten Modellgenauigkeit
realisierbar ist.
• Unter Umsta¨nden la¨sst sich der Zustandsraum bzw. der (zula¨ssige)
Bereich des Zustandsraums, in dem die Dynamische Programmierung
sinnvolle Ergebnisse liefert, a priori begrenzen. Dies ist beispielsweise
beim Kreuzungsmanagement der Fall.
• Bei stetigen Optimierungsproblemen kann die sogenannte Iterative Dy-
namische Programmierung angewendet werden, die auf der wiederhol-
ten Ausfu¨hrung der Dynamischen Programmierung mit unterschiedli-
chen Diskretisierungen beruht. Anfangs wird die Dynamische Program-
mierung mit einem groben Raster (bzgl. n, a und b) durchgefu¨hrt. Die
erforderlichen Berechnungen ko¨nnen schnell erfolgen, jedoch ist die aus
ihnen resultierende Trajektorie entsprechend ungenau, gibt aber Hin-
weise auf die ungefa¨hre Lage der gesuchten Trajektorie. Um die gefun-
den Trajektorie wird nun eine“Schlauch“ gelegt, in dem die Dynamische
Programmierung erneut, aber nun mit einem feineren Raster durchge-
fu¨hrt wird. Dieser Vorgang wird so lange wiederholt, bis eine (optima-
le) Trajektorie mit ausreichender Genauigkeit gefunden ist. Da es sich
beim Kreuzungsmanagement um ein unstetiges Optimierungsproblem
handelt, kann diese Methode dort nicht angewendet werden. Die Uns-
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tetigkeiten resultieren aus der Verteilung der von anderen Fahrzeugen
besetzten Knoten im Kreuzungsbereich, was in den folgenden Kapiteln
noch deutlich werden wird.
• Die Dynamische Programmierung bietet gute Mo¨glichkeiten fu¨r eine
Parallelverarbeitung bzw. fu¨r die parallele Ausfu¨hrung der Berechnun-
gen auf mehreren Recheneinheiten (vgl. Abschnitt 2.3.2). Dies reduziert
zwar nicht die Anzahl der Berechnungen, bietet aber das Potenzial fu¨r
eine signifikante Verku¨rzung der Berechnungszeit. Die Option der Pa-
rallelisierung ist auch beim Kreuzungsmanagement gegeben.
• Eine weitere Reduktion der Berechnungen kann durch den Einsatz von
Heuristiken erreicht werden. Dabei handelt es sich im Prinzip um sinn-
volle Scha¨tzungen von Bereichen, innerhalb derer die optimale Trajek-
torie zu vermuten ist. Da mit Scha¨tzungen gearbeitet wird, gibt es dann
allerdings keine Garantie mehr dafu¨r, dass tatsa¨chlich die optimale Tra-
jektorie gefunden wird. In der Regel kann eine zula¨ssige Lo¨sung inner-
halb kurzer Zeit bestimmt werden, die allerdings nicht unbedingt der
optimalen Lo¨sung entspricht. Auch diese Mo¨glichkeit fu¨r die Reduktion
der Berechnungen kann im Kreuzungsmanagement genutzt werden.
Ein weiterer Punkt, der bereits bei der Einfu¨hrung der Iterativen Dyna-
mischen Programmierung indirekt angesprochen wurde, betrifft die Lo¨sung
kontinuierlicher Optimierungsprobleme. Kontinuierliche Probleme mu¨ssen bei
Anwendung der Dynamischen Programmierung zuvor diskretisiert werden. Je
nach Wahl der Diskretisierung wird dann die optimale Lo¨sung des diskreti-
sierten Problems von der tatsa¨chlich optimalen Lo¨sung, also von der Lo¨sung
des kontinuierlichen Problems, abweichen. Mit feiner werdender Diskretisie-
rungsschrittweite sinkt diese Abweichung, gleichzeitig erho¨ht sich allerdings
der Rechenaufwand. Hier besteht ein Zielgro¨ßenkonflikt, der einen auf die je-
weilige Problemstellung zugeschnittenen Kompromiss erforderlich macht. Bei
stetigen Problemen kann die Iterative Dynamische Programmierung diesen
Konflikt entscha¨rfen.
Nachdem die Nachteile der Dynamischen Programmierung dargelegt und ei-
nige Mo¨glichkeiten aufgezeigt wurden, wie man diesem entgegenwirken kann,




Der maximale Zeitbedarf TDP der Dynamischen Programmierung kann prinzi-
piell beliebig exakt bestimmt werden, da durch die Formulierung des Optimie-
rungsproblems (Systemordnung, Entscheidungsstufen, Diskretisierung etc.)
schon im Vorfeld feststeht, wie viele mo¨gliche Zustandsu¨berga¨nge maximal
analysiert werden mu¨ssen. Nach TDP Zeiteinheiten steht fest, ob es eine zu-
la¨ssige Lo¨sung fu¨r das Problem gibt und, falls ja, wie sie aussieht. Weiterhin
la¨sst sich TDP beeinflussen, beispielsweise durch die Wahl der Diskretisierung
oder durch die oben bereits aufgefu¨hrten Maßnahmen. Die Dynamische Pro-
grammierung kann somit in gewissen Grenzen an die zur Verfu¨gung stehenden
Rechenkapazita¨ten adaptiert werden, um Optimierungsaufgaben in einer vor-
geschriebenen Zeit zu lo¨sen. Vor diesem Hintergrund ist sie fu¨r den Einsatz in
Verbindung mit Echtzeitsystemen ideal geeignet. Optimierungsmethoden der
nichtlinearen, kontinuierlichen und beschra¨nkten Optimierung wie beispiels-
weise Gradienten- und Quasi-Newton-Verfahren haben unter diesem Aspekt
deutliche Nachteile, denn es la¨sst sich in der Regel nicht a priori sagen, wann
bzw. ob das gewa¨hlte Verfahren konvergiert!
Auffinden des globalen Optimums wird garantiert
Sofern die Dynamische Programmierung eine Lo¨sung fu¨r das jeweilige Pro-
blem ermitteln konnte, ist diese Lo¨sung automatisch auch die optimale Lo¨-
sung fu¨r die gegebene Konstellation des Optimierungsproblems. Bei kontinu-
ierlichen Problemen ist allerdings eine ada¨quate Diskretisierung Vorausset-
zung dafu¨r, dass das gefundene Optimum des diskretisierten Systems auch
in unmittelbarer Na¨he des (tatsa¨chlichen) Optimums des kontinuierlichen
Systems liegt. Der Grund fu¨r das Auffinden des globalen Optimums liegt
darin, dass die Dynamische Programmierung den gesamten zula¨ssigen Zu-
standsraum systematisch und sukzessive exploriert und analysiert. Bei vielen
Verfahren aus dem Bereich der nichtlinearen Optimierung kann, falls das
Verfahren gegen eine Lo¨sung konvergiert, ha¨ufig nicht gesagt werden, ob die
gefundene Lo¨sung tatsa¨chlich auch dem globalen Optimum entspricht oder
ob es sich nur um ein lokales Minimum bzw. Maximum handelt.
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Gute Eignung fu¨r unstetige Probleme
Viele Optimierungsverfahren, insbesondere Verfahren, die mit Ableitungen
bzw. Gradienten der Zielfunktionen arbeiten, reagieren a¨ußerst empfindlich
auf Unstetigkeiten in den Verla¨ufen der Zielfunktionen. Bei der Optimie-
rung dynamischer Systeme kann dies der Fall sein, wenn bestimmte Berei-
che des Zustandsraumes auf einer Entscheidungsstufe nicht erlaubt sind und
sich dieser Sachverhalt nicht durch einen direkten funktionalen Zusammen-
hang beschreiben la¨sst. Das Kreuzungsmanagement ist dafu¨r ein Beispiel, da
durch andere Fahrzeuge belegte Knoten im Zustandsraum des aktuell zu op-
timierenden Fahrzeugs als unzula¨ssige Zusta¨nde auftreten, durch die keine
Trajektorie fu¨hren darf. Dies wird in Kapitel 5 noch ausfu¨hrlich erla¨utert.
Fu¨r die Dynamische Programmierung stellt dies allerdings kein Problem dar,
da ohnehin der gesamte zula¨ssige Zustandsraum sukzessive analysiert wird.
Unstetigkeiten in Form von einzelnen, stochastisch verteilten, unzula¨ssigen
Zusta¨nden in einem prinzipiell zula¨ssigen Bereich des Zustandsraums ko¨nnen
einfach beru¨cksichtigt werden, indem man die zugeho¨rigen Zustandsu¨berga¨n-
ge schlichtweg ignoriert.
Abschließend la¨sst sich noch anmerken, dass es prinzipiell eine Vielzahl unter-
schiedlicher Optimierungsverfahren gibt, die alle ihre Vor- und Nachteile be-
sitzen und fu¨r bestimmte Optimierungsprobleme jeweils besser geeignet sind
als die anderen Verfahren. Die wesentlichen Vorteile der Dynamischen Pro-
grammierung wurden ausreichend dargelegt, und es wird im weiteren Verlauf
dieser Arbeit noch deutlich werden, dass sie fu¨r die Lo¨sung der Optimierungs-
probleme im Rahmen des Kreuzungsmanagements in hervorragender Weise




Die dem Kreuzungsmanagement inha¨rente Problemstellung kann leicht zu ei-
nem Netzwerkflussproblem abstrahiert werden. Die Fahrzeuge im Kreuzungs-
bereich bewegen sich auf Fahrspuren1, die einander schneiden. Aus diesen
Schnittbeziehungen resultieren Positionen bzw. Zonen innerhalb der Kreu-
zungsebene (xy-Ebene), die zu mehreren Fahrspuren gleichzeitig geho¨ren und
im Folgenden als Schnittmengen der Fahrspuren bezeichnet werden. Die Ele-
mente der Schnittmengen entstehen durch einander direkt schneidende bzw.
kreuzende Fahrspuren, wie in Abbildung 3.1 dargestellt, oder aber durch die
Tatsache, dass Fahrspuren im Ein- und Ausfahrtsbereich der Kreuzung direkt




Fahrzeug   1
Fahrzeug   2
Abbildung 3.1: Typische Problemstellung
1Der Begriff Fahrspuren ist hier im Sinne von Routen bzw. Passiermo¨glichkeiten zu verstehen.
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bildung 3.1 Geradeausfahrer, Links- und Rechtsabbieger, die aus derselben
Richtung in die Kreuzung einfahren, denselben Einfahrtsbereich.
Durch die Elemente der Schnittmengen werden die Fahrspuren zu einem Netz-
werk verknu¨pft. Fahrzeuge, die in die Kreuzung einfahren, werden als in das
Netzwerk eintretende Objekte betrachtet, die auf ihrem Weg durch das Netz-
werk Ressourcen belegen. Die Ressourcen des Netzwerks entsprechen Posi-
tionen bzw. Zonen im Kreuzungsbereich, die zu jedem Zeitpunkt jeweils nur
von einem Fahrzeug belegt werden du¨rfen. Durch dieses Netzwerk ist nun fu¨r
jedes Fahrzeug ein Weg zu planen, der optimal ist bezu¨glich zuvor definierter
Zielgro¨ßen.
Wie der NameKreuzungsmanagement bereits andeutet, bestand die urspru¨ng-
liche Aufgabenstellung darin, den Verkehrsfluss an Kreuzungen zu optimie-
ren. Die in dieser Arbeit vorgestellte Systematik ist allerdings fu¨r beliebige
andere Verkehrsknotenpunkte ebenfalls geeignet. Bei der Erla¨uterung der Sys-
tematik wird im Folgenden jedoch gro¨ßtenteils, stellvertretend fu¨r sa¨mtliche
Verkehrsknotenpunkte, eine Kreuzung gema¨ß Abbildung 3.1 herangezogen.
Das Lo¨sen von Netzwerkflussproblemen ist dem Bereich der kombinatorischen
Optimierung zuzuordnen (Kapitel 2). Aus diesem Grund mu¨ssen die prinzipi-
ell kontinuierlichen Vorga¨nge im Kreuzungsbereich diskretisiert werden. Wie
dies im Detail erfolgt, wird in den folgenden Abschnitten dargelegt.
3.1 Modellierung der Verkehrsknotenpunkte
Die beispielhaft betrachteten Verkehrsknotenpunkte (Kreuzungen und Kreis-
verkehre) verfu¨gen u¨ber jeweils nf = 4 · 3 = 12 Fahrspuren: Ein Fahrzeug
kann u¨ber 4 unterschiedliche Einfahrten in den Knotenpunkt hineinfahren
und dann zwischen 3 mo¨glichen Ausfahrten wa¨hlen. Bei einer Kreuzung, fu¨r
die im Folgenden die Modellierung erla¨utert wird, entsprechen diese Wahl-
mo¨glichkeiten dem Geradeausfahren, dem Links- und dem Rechtsabbiegen.
Sa¨mtliche Fahrspuren sind in der Menge F = {1, ..., nf} zusammengefasst.
Fu¨r die Fahrspur f gilt somit f ∈ F .
Die Position pf ∈ R
2 in der Kreuzungsebene eines sich auf der Fahrspur
f (La¨nge smax,f) bewegenden Fahrzeugs la¨sst sich zuna¨chst durch kontinu-
ierliche Funktionen2 des zuru¨ckgelegten Weges sf ∈ R≥0 auf der jeweiligen
2Konkret wurden in der Arbeit bikubische parametrische Splines verwendet.
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Fahrspur beschreiben (vgl. Abbildung 3.2):
pf(sf) := (xf(sf), yf(sf)), mit 0 ≤ sf < smax,f , (3.1)
wobei sf = 0 fu¨r den Beginn und sf = smax,f fu¨r das Ende der Fahrspur im
Kreuzungsbereich steht.










s∗h−1,f nicht a¨quidistant sein muss und dies insbesondere im Zentrum des
Verkehrsknotenpunktes auch nicht ist. Auf diese Weise entsteht die Menge
SD,f = {s
∗
h,f}, h = 0, ..., ns∗,f , (3.2)
in der sa¨mtliche Wegstu¨tzstellen der Fahrspur f zusammengefasst sind. Durch
die Diskretisierung des Weges ergibt sich gema¨ß (3.1) weiterhin die Menge




h,f))}, h = 0, ..., ns∗,f , (3.3)






a a b b
p (s ) p (s )=
*
h,a h ,a
p (s ) Fahrspur a
Fahrspur b
*
h 1,a h 1,a
p (s )- -
Abbildung 3.2: Diskretisierung des Ortes
Knoten) ph,f wird eine Zone zh,f zugeordnet (ph,f 7→ zh,f), die einem kon-
tinuierlichen Wegbereich auf der jeweiligen Fahrspur entspricht. Auf Basis


















fu¨r h = 1, ..., (ns∗,f − 1),
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≤ sf < smax,f
}
, n = ns∗,f .
Die Mengen
Zf = {zh,f}, h = 0, ..., ns∗,f , (3.5)
SD,f und Pf sind demnach paarweise bijektiv zueinander.
Sofern zwei Fahrspuren a, b ∈ F mit a 6= b einander schneiden, so existieren
gema¨ß (3.1) Positionen, fu¨r die
pa(sa) = pb(sb) (3.6)
gilt. U¨ber die Wegkoordinaten sa und sb ko¨nnen diese Positionen eindeutig
einer Zone und somit auch einer diskreten Position bzw. einem Knoten der
jeweiligen Fahrspur zugeordnet werden:
pa(sa) = pb(sb) 7→
{
zha,a 7→ pha,a ∈ Pa
zhb,b 7→ phb,b ∈ Pb .
(3.7)
Da sich in sa¨mtlichen Zonen zh,f zu jedem Zeitpunkt nur ein Fahrzeug auf-
halten darf, muss das bisherige Modell noch um die Dimension Zeit erweitert
werden. Zu diesem Zweck wird eine Diskretisierungsschrittweite ∆t∗ ∈ R>0





i := i ·∆t
∗}, i = 0, ..., nt∗, (3.8)
diskreter Zeitpunkte (Index i) resultiert.
Die h-te Position ph,f(s
∗
h,f) ∈ Pf in der Kreuzungsebene und auf der Fahrspur
f , zum diskreten Zeitpunkt t∗i betrachtet, wird als Knoten αf,h,i definiert. Auf
dieser Basis wird die Menge






h ∈ SD,f , t
∗
i ∈ TD}, f ∈ F (3.9)
gebildet, die sa¨mtliche Knoten der Fahrspur f entha¨lt und eindeutig be-
schreibt. Prinzipiell kann die Menge Af auch als Kreuzprodukt der Mengen
SD,f und TD ausgedru¨ckt werden:
Af = SD,f × TD (3.10)
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gegeben. In Abbildung 3.3 ist dies anschaulich fu¨r einige Knoten der Mengen

































































Abbildung 3.3: Diskretisierung von Ort und Zeit
Die kontinuierlichen Bewegungen sf(t) der Fahrzeuge im Kreuzungsbereich
bzw. ihre Trajektorien (Abbildung 3.3, 1© und 2©) mu¨ssen nun auf die Menge
A von diskreten Knoten abgebildet werden. Zu diesem Zweck wird fu¨r jeden
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Knoten αf,h,i ein Einzugsbereich Θf,h,i definiert (αf,h,i 7→ Θf,h,i), der durch
die beiden Bedingungen












gegeben ist (siehe Abbildung 3.3):
∀αf,h,i : Θf,h,i =
{
sf(t)








Dies entspricht im Wesentlichen der Zonendefinition gema¨ß (3.4), erweitert
um die Dimension Zeit. Sobald die beiden Bedingungen (3.12) und (3.13) fu¨r
einen beliebigen Punkt auf einer Trajektorie entlang des Weges sf(t) erfu¨llt
sind, ist der zugeho¨rige Knoten zu sperren bzw. als besetzt zu kennzeichnen.
Dies wird mit der Abbildung ω : A → {0, 1} erreicht, die folgendermaßen
definiert ist:
α ∈ A 7→ ω(α) =
{
0, wenn Knoten frei,
1, wenn Knoten besetzt.
(3.15)
Auf besetzte Knoten kann bei der Trajektorienplanung fu¨r neu in die Kreu-
zung einfahrende Fahrzeuge nicht mehr zugegriffen werden, da es sonst zu
Kollisionen kommen kann. Weiterhin mu¨ssen fu¨r jeden Zeitpunkt t∗i sa¨mtli-
che Fa¨lle beru¨cksichtigt werden, die durch die Beziehung (3.6) und ihre Im-
plikationen beschrieben werden. Existieren also Schnittbeziehungen fu¨r den
betrachteten Knoten αa der Fahrspur a mit einem Knoten αb einer Fahrspur
b, so ist fu¨r die einzuplanende Trajektorie nicht nur die Operation
ω(αa,ha,i) = 1 (3.16)
auszufu¨hren, sondern zusa¨tzlich auch noch die Operation
ω(αb,hb,i) = 1. (3.17)
Ferner darf in dem beschriebenen Fall die Operation (3.16) nur ausgefu¨hrt
werden, wenn ω(αb,hb,i) = 0 gilt.
Die Menge SD,f bzw. die Gesamtheit aller Wegstu¨tzstellen s
∗
h,f der Knotenan-
ordnung Af wird hiermit als Kollisionsraster der Fahrspur f definiert.
Das beschriebene Vorgehen la¨sst sich in gleicher Weise fu¨r Kreisverkehre und
beliebige andere Verkehrsknotenpunkte anwenden.
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3.2 Modellierung der Fahrzeuge
Um fu¨r die Fahrzeuge im Kreuzungsbereich sinnvolle Trajektorien bzw. Soll-
Geschwindigkeitsverla¨ufe planen zu ko¨nnen, mu¨ssen ihre unterschiedlichen
fahrdynamischen Eigenschaften in ausreichender Weise beru¨cksichtigt wer-
den. Ein PKW kann in der Regel schneller beschleunigen als ein Bus oder
LKW; auch werden wa¨hrend Kurvenfahrten in der Regel ho¨here Querbe-
schleunigungen auf einen PKW wirken ko¨nnen, bevor dieser ausbricht. Da die
Algorithmen fu¨r das Kreuzungsmanagement echtzeitfa¨hig sein sollen, muss
bei der Beru¨cksichtigung der Fahrzeugdynamik ein ada¨quater Kompromiss
zwischen Genauigkeit und Berechnungsaufwand gefunden werden. Der aus
dieser Aufgabenstellung resultierende Lo¨sungsansatz wird in den folgenden
Abschnitten skizziert.
La¨ngsdynamik als Basis der Modellierung
Ein bewa¨hrter Ansatz fu¨r die Modellierung der Fahrzeugla¨ngsdynamik be-
steht in der Beschreibung durch eine Differentialgleichung 2. Ordnung der
folgenden Form:
m · s¨ =
∑
F = Fu − d · s˙, (3.18)
mit m : Masse des Fahrzeugs,
s : zuru¨ckgelegter Weg,
s˙ : Geschwindigkeit v = ds/dt,
s¨ : Beschleunigung a = dv/dt,
d : Widerstandsbeiwert (Luftwiderstand, Rollreibung etc.) und
Fu : Systemeingang bzw. Eingangskraft, mit
max. Bremskraft FB,max ≤ Fu ≤ max. Antriebskraft FA,max.





















Die Tragfa¨higkeit dieses Ansatzes wird durch Abbildung 3.4 illustriert, in der
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beispielhaft ein Beschleunigungsdiagramm eines PKW3 wiedergegeben wird.
Befindet sich das Fahrzeug zu Beginn der Betrachtung im Stillstand, so erha¨lt



































Abbildung 3.4: Beschleunigungsdiagramme im Vergleich











fu¨r die Geschwindigkeit im Zeitbereich. Das Beschleunigungsdiagramm gibt
den schnellstmo¨glichen Geschwindigkeitsaufbau in Abha¨ngigkeit von der Zeit
wieder. Dies entspricht einer Beschleunigung mit maximaler Antriebskraft
(Fu = FA,max), die idealisiert als konstant u¨ber den zula¨ssigen Drehzahl-
bereich des Motors angenommen wird. Mit der Beziehung (3.20) und ent-
sprechenden Messwerten ko¨nnen im Rahmen einer Parameteridentifikation
die Werte fu¨r die Parameter bzw. Variablen d und Fu bestimmt werden. Die
Masse m wird als bekannt angenommen. Das Ergebnis des Identifikationspro-
zesses ist in Abbildung 3.4 als Approximation I dargestellt. Man kann erkennen,
dass selbst bei hohen Geschwindigkeiten (bis etwa 200 km/h) mit dieser Ap-
proximation eine hohe Genauigkeit erzielt werden kann.
Gleichung (3.20) weist PT1-Verhalten auf. Die Parameter eines PT1-Glieds
ko¨nnen auch anhand eines Punktes auf der Kurve der Sprungantwort und
der Lage der waagerechten Asymptote bestimmt werden. Die Lage der waa-
gerechten Asymptote entspricht in diesem Fall der maximal mo¨glichen Ge-
schwindigkeit vmax. Der Punkt auf dem Kurvenverlauf kann prinzipiell ein
3Sa¨mtliche Daten des Beispielfahrzeugs AUDI A4 2.0 TFSI stammen von www.autozeitung.de bzw. aus
dem Magazin AUTOZEITUNG, Ausgabe 24/04, Bauer Vertriebs KG, Hamburg.
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beliebiger sein, fu¨r die meisten Fahrzeuge ist jedoch die Dauer t100 der Be-
schleunigung von 0 auf v100 = 100 km/h bekannt. Fu¨r das Beispielfahrzeug
wurden t100 = 7, 4 s und vmax = 241 km/h angegeben. Auf Basis dieser











abgeleitet werden, mit der sich schließlich die Approximation II in Abbildung
3.4 ergibt. Sind fu¨r ein Fahrzeug vmax und t100 gegeben, so ko¨nnen mit den
folgenden Formeln die Werte der Parameter d und Fu = FA,max berechnet
werden:








FA,max = d · vmax. (3.23)
Man kommt schnell zu einer ho¨heren Genauigkeit fu¨r einen vorgegebenen Ge-
schwindigkeitsbereich, indem man einfach vmax anpasst. Auf diese Art kann
man sich die Parameteridentifikation mit einem Optimierungsverfahren spa-
ren und erha¨lt trotzdem eine in der Regel vo¨llig ausreichende Genauigkeit.
Im Kreuzungsmanagement treten Geschwindigkeiten auf, die deutlich unter-
halb des Bereiches von 100 km/h liegen. Aus diesem Grund erscheint die Ap-
proximation der Fahrzeugla¨ngsdynamik durch das Gleichungssystem (3.19)
als vo¨llig ausreichend.
Der Fall der Verzo¨gerung eines Fahrzeugs wird in a¨hnlicher Weise behandelt
wie zuvor beschrieben. Prinzipiell kann, unabha¨ngig vom Fahr- bzw. System-
zustand, von einer konstanten Verzo¨gerung ausgegangen werden. Dadurch
vereinfacht sich die Modellierung signifikant und die erzielte Genauigkeit ist
immer noch vo¨llig ausreichend.
U¨bergang in den zeitdiskreten Bereich
Nachdem nun ein zeitkontinuierliches Modell fu¨r die Fahrzeuge entwickelt
wurde, sind die zwei folgenden Aufgaben zu bearbeiten: Das lineare, zei-
tinvariante Differentialgleichungssystem (3.19) muss gelo¨st werden. Weiter-
hin muss das Fahrzeugmodell in den zeitdiskreten Bereich u¨bertragen wer-
den, damit die Optimierungsaufgabe als Netzwerkflussproblem formuliert und
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letztlich auch gelo¨st werden kann. Beide Aufgaben lassen sich in einem Ar-
beitsgang erledigen, was zuna¨chst im Allgemeinen erla¨utert und dann auf den
speziellen Fall des Gleichungssystems (3.19) u¨bertragen wird.
Lineare, zeitinvariante Differentialgleichungssysteme sind ha¨ufig in der Zu-
standsraumdarstellung gegeben. Das Gleichungssystem (3.19) ist ein Beispiel
dafu¨r. Allgemein wird fu¨r diese Art der Beschreibung die Form
x˙ = A · x+B · u (3.24)








eA·(t−τ) ·B · u(τ) dτ + eA·(t−t0) · x(t0). (3.25)
Betrachtet man nur den Zustandsu¨bergang zwischen zwei diskreten Zeitpunk-
ten tk und tk+1 = tk+T und nimmt an, dass der Eingangsvektor u(τ) zwischen
diesen beiden Zeitpunkten konstant gehalten wird (u(τ) = u(tk), tk < τ <




eA·(T−τ) ·B dτ · u(tk) + e
A·T · x(tk). (3.26)
Im vorliegenden Beispiel kann die Matrizen-e-Funktion durch die Potenz-
reihenentwicklung fu¨r die e-Funktion analytisch bestimmt werden. Fu¨r das

















Aus (3.26) und (3.27) ergibt sich dann nach Lo¨sung des Integrals von (3.26)
und in Anlehnung an [14] der Ausdruck
xk+1 = Φ(T ) · xk + H(T ) · uk, (3.28)
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 · Fu,k. (3.31)
Bei der Kraft Fu,k handelt es sich um die Eingangs- bzw. Steuergro¨ße des
Systems, die gema¨ß der oben getroffenen Annahme im Intervall [tk, tk+1)
einen konstanten Wert annimmt. Je nach Gro¨ße und Vorzeichen dieser Kraft
legt das Fahrzeug im Intervall bzw. innerhalb der Zeit T den Weg ∆s = sk+1−
sk zuru¨ck und a¨ndert seine Geschwindigkeit von vk auf vk+1. Die Basis fu¨r die
Beru¨cksichtigung der La¨ngsdynamik bilden die beiden folgenden Gleichungen





































Vergleicht man allgemein die zeitkontinuierliche Darstellung eines dynami-
schen Systems in Form eines Differentialgleichungssystems gema¨ß (3.24) mit
der zeitdiskreten Darstellung eines diskretisierten Differentialgleichungssys-
tems bzw. einem Differenzengleichungssystem gema¨ß (3.28) bei konstanter
Eingangsgro¨ße, beispielsweise bei einer Sprunganregung, so liefert das Diffe-
renzengleichungssystem an den diskreten Stu¨tzstellen bzw. zu den Zeitpunk-
ten tk fu¨r jeden Zustand exakt denselben Wert, den auch das kontinuierliche
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System liefern wu¨rde. Es spielt dabei keine Rolle, ob die Intervallla¨nge T stets
a¨quidistant ist oder variiert. Im Rahmen der Diskretisierung sollte T klein ge-
nug gewa¨hlt werden, so dass die realen Brems- und Beschleunigungsvorga¨nge
noch hinreichend gut angena¨hert werden.
Beru¨cksichtigung der Querdynamik als Modellerweiterung
Bei der Betrachtung der Querdynamik liegt das prima¨re Interesse auf dem
Verlauf der Quer- bzw. Zentripetalbeschleunigung aQ wa¨hrend Kurvenfahr-
ten. Die Zentripetalbeschleunigung darf je Fahrsituation einen bestimmten
Grenzwert nicht u¨berschreiten, damit die Fahrsicherheit bzw. die Fahrsta-
bilita¨t nicht gefa¨hrdet wird. Des Weiteren wird sie auch als Maßzahl fu¨r
das Komfortempfinden der Fahrzeuginsassen angesehen4. Daher muss das
Fahrzeugmodell eine ausreichend genaue Approximation dieser Kenngro¨ße
zur Verfu¨gung stellen. Auf welche Art und Weise dies innerhalb des Kreu-
zungsmanagements durchgefu¨hrt wird, wird im Folgenden erla¨utert.
Auf ein Fahrzeug, das sich auf einer Kurvenfahrt befindet, wirkt die Zentri-




= κ ·m · v2 (3.34)
gegeben ist. Bei rκ handelt es sich um den Radius der Bahnkurve, auf dem sich
das Fahrzeug bewegt. Mit κ wird die Kru¨mmung der Bahnkurve bezeichnet.
Es gilt rκ = 1/κ. Je nach Verlauf der Bahnkurve kann sich die Kru¨mmung
a¨ndern. Die Kru¨mmung einer beliebigen Bahnkurve in der xy-Ebene wird mit










Auch hier steht s wieder fu¨r den zuru¨ckgelegten Weg auf der Bahnkurve
und wird als Parameter der Bahnkurve bezeichnet. In Abha¨ngigkeit von s ist
ein beliebiger Punkt auf der Bahnkurve exakt durch seine Koordinaten x(s)
und y(s) bestimmt. Derartige Bahnkurven lassen sich gut durch bikubische
parametrische Splines beschreiben, die auch zu diesem Zweck im Kreuzungs-
simulator implementiert sind. Die innerhalb des Simulators implementierte
4Bei der Deutschen Bahn gilt beispielsweise ein Regelwert fu¨r die Querbeschleunigung aQ von 0, 65 bis
0, 85 m/s2.
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Geometrie beschra¨nkt sich zuna¨chst auf Bahnkurven im Sinne von Kreisseg-
menten, so dass wa¨hrend eines Abbiegevorgangs mit konstanten Kru¨mmun-
gen κ gearbeitet werden kann.












= v2k · κk (3.37)
fu¨r den diskreten Zeitpunkt tk. Damit sind nun sa¨mtliche Bestandteile des
Fahrzeugmodells eingefu¨hrt und abgeleitet. Die Struktur des resultierenden

















Abbildung 3.5: Blockbild des verwendeten Fahrzeugmodells
3.3 Bildung des Netzwerks
Das Fahrzeugmodell gema¨ß dem Differenzengleichungssystem (3.31) bestimmt
in Abha¨ngigkeit der intervallweise konstanten Eingangskraft Fu,k−1 den zu-
ru¨ckgelegten Weg sk und die Geschwindigkeit vk zum diskreten Zeitpunkt tk.
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Fu¨r die Gesamtheit aller betrachteten Zeitpunkte tk (k = 0, ..., nt) ergibt sich
dann die Folge
P˜k = {p˜k|p˜k := (sk, tk, vk), p˜k ∈ R
3
≥0}, k = 0, ..., nt, (3.38)
aus diskreten Punkten5 p˜k im dreidimensionalen Raum B ∈ R
3
≥0, der durch
die Dimensionen Weg, Zeit und Geschwindigkeit aufgespannt wird. Diskre-
te Punkte in diesem Raum werden als Knoten bezeichnet. Zula¨ssige U¨ber-
ga¨nge gema¨ß (3.31) vom Zustand [sk, vk]
T im Zeitpunkt tk in den Zustand
[sk+1, vk+1]
T zum Zeitpunkt tk+1 werden als Kanten bezeichnet. Jeder Kante
wird ein Gu¨tewert ck fu¨r die Bewertung des zugeho¨rigen Zustandsu¨bergangs
zugeordnet.
3.3.1 Die potenziellen Knoten des Netzwerks
Die Punktfolge (3.38), welche die Trajektorie des Fahrzeugs repra¨sentiert,
wird fu¨r ein Fahrzeug auf Fahrspur f nun derart gestaltet, dass sie konform
ist mit der Knotenanordnung Af und auf diese abgebildet werden kann. Zu
diesem Zweck wird im Folgenden der Raum B bzw. vielmehr seine diskreti-
sierte Repra¨sentation BD genauer definiert:
Zuna¨chst wird die Dimension Geschwindigkeit diskretisiert, indem auf Basis





j := j ·∆v
∗}, j = 0, ..., nv∗, (3.39)
diskreter Geschwindigkeiten (Index j) gebildet wird.
Im na¨chsten Schritt wird gema¨ß der Definition
SD,Bf : SD,Bf ⊆ SD,f (3.40)
die Knotenmenge








h ∈ SD,Bf , t
∗
i ∈ TD, v
∗
j ∈ VD}, (3.41)
mit f ∈ F , definiert. Diese Menge entspricht einer Diskretisierung von B, die
konform ist zu Af . Jeder Knoten von BD,f kann durch Projektion bzw. durch
einfaches Streichen seiner Geschwindigkeitskoordinate auf einen Knoten der
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Abbildung 3.6: Zusammenhang zwischen Af und BD,f
Menge Af abgebildet werden (βh,i,j ∈ BD,f 7→ αf,h,i ∈ Af). Die Abbildung
3.6 veranschaulicht diesen Zusammenhang.
Die Menge BD,f kann auch durch das Kreuzprodukt
BD,f = SD,Bf × TD × VD (3.42)
ausgedru¨ckt werden. Die Elemente von BD,f entsprechen den Knoten des
Netzwerks, mit dem die optimale Trajektorie eines Fahrzeugs auf Fahrspur f
berechnet wird. Sie bilden einen Quader mit maximal (ns∗,f + 1) · (nt∗ + 1) ·
(nv∗ + 1) diskreten Punkten bzw. Knoten.
Den dreidimensionalen Raum B, der durch die Knotenmenege BD,f repra¨sen-
tiert wird, kann man sich auch als Aneinanderreihung von zweidimensionalen
Unterra¨umen BV T,h mit den Dimensionen Geschwindigkeit (v) und Zeit (t)
vorstellen, wobei jeder diskreten Wegstu¨tzstelle s∗h,f ∈ SD,f ein solcher Unter-
raum zugeordnet werden kann, aber nicht muss (SD,Bf ⊆ SD,f). Wichtig ist
lediglich die Projektionseigenschaft von BD,f : Jeder Knoten von BD,f muss
5Diese Punkte sind nicht zu verwechseln mit den Positionen pf (sf ) gema¨ß (3.1), die ein Fahrzeug auf
Fahrspur f einnehmen kann.
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auf einen Knoten von Af projiziert werden ko¨nnen. In den folgenden Ausfu¨h-
rungen (vgl. Abschnitt 3.4) wird noch deutlich werden, dass es sinnvoll ist,
nicht an jeder Wegstu¨tzstelle einen Unterraum BV T,h zu definieren.
Die Gesamtheit aller Wegstu¨tzstellen sk ∈ SD,Bf der Knotenanordnung BD,f
wird hiermit als Optimierungsraster der Fahrspur f definiert. Wird nicht
fu¨r jede Wegstu¨tzstelle s∗h,f ∈ SD,f ein Unterraum BV T,h definiert, so bildet
die Gesamtheit der Stu¨tzstellen des Optimierungsrasters eine echte Teilmenge
der Gesamtheit aller Stu¨tzstellen des zugeho¨rigen Kollisionsrasters (SD,Bf ⊂
SD,f).
3.3.2 Die Kanten des Netzwerks
Mit dem Differenzengleichungssystem (3.31) ist nun eine Trajektorie zu pla-
nen, die durch die Folge (3.38) diskreter Punkte repra¨sentiert wird und die
Bedingung
∀p˜k ∈ P˜k : sk ∈ SD,Bf ∧ tk ∈ TD ∧ vk ∈ VD bzw. (3.43)
∀p˜k ∈ P˜k : p˜k ∈ BD,f
erfu¨llt.
Das Gleichungssystem (3.31) besteht aus zwei Gleichungen mit den zwei Un-
bekannten sk+1 und vk+1, die sich unmittelbar nach Vorgabe von T = tk+1−tk
und Fu,k ergeben. Im Falle des Kreuzungsmanagements ist diese Konstellation
allerdings ungu¨nstig, da Wegabha¨ngigkeiten beru¨cksichtigt werden mu¨ssen,
die unmittelbar aus der Kreuzungsgeometrie resultieren. So muss beispiels-
weise bei abbiegenden Fahrzeugen sichergestellt werden, dass an der Weg-
stu¨tzstelle, an der die Einfahrtsgerade in eine Bahnkurve u¨bergeht, eine vor-
gegebene Geschwindigkeit nicht u¨berschritten wird. Es wa¨re also wu¨nschens-
wert, wenn man anstelle von tk+1 ein sk+1 vorgeben ko¨nnte. Leider la¨sst sich
das Gleichungssystem (3.31) nicht explizit nach tk+1 bzw. T und Fu,k auf-
lo¨sen. Die Formulierung des Fahrzeugmodells in Abha¨ngigkeit des Weges s
fu¨hrt auf ein nichtlineares Differentialgleichungssystem und ist somit auch
nicht zielfu¨hrend. Aus diesem Grund wird die folgende Lo¨sung gewa¨hlt:
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Im Vorfeld wird das Gleichungssystem (3.31) nach vk+1 und Fu,k aufgelo¨st.
Dies fu¨hrt auf die beiden Gleichungen
vk+1 =
vk · d · T · e
− d
m
































Sei nun fu¨r den Punkt p˜k(sk, tk, vk) die Bedingung p˜k ∈ BD,f bereits erfu¨llt,
gibt man weiterhin ∆s durch sk+1 ∈ SD,Bf und T durch tk+1 ∈ TD vor, so
erha¨lt man gema¨ß (3.44) und (3.45) die Gro¨ßen vk+1 und Fu,k. Es mu¨ssen nun
lediglich noch die Bedingungen vk+1 ∈ VD und FB,max ≤ Fu,k ≤ FA,max erfu¨llt
werden.
Was die erste Bedingung betrifft, so wird in der Regel vk+1 /∈ VD der Fall
sein. Aus diesem Grund wird fu¨r jede diskrete Geschwindigkeitsstu¨tzstelle
v∗j , analog zum Vorgehen bei (3.4) bzw. (3.13), ein Einzugsbereich festgelegt













so wird als Geschwindigkeitskoordinate des Punktes p˜k+1 der Wert v
∗
j anstelle
von vk+1 festgehalten. Weiterhin wird fu¨r jeden Punkt p˜k+1 ein Korrektur-
wert
∆vk+1 = vk+1 − v
∗
j (3.47)
fu¨r die Geschwindigkeitskoordinate abgespeichert. Anhand des Korrekturwer-
tes ∆vk+1 kann die tatsa¨chliche Geschwindigkeit vk+1 gema¨ß (3.44) rekonstru-
iert werden und somit auch die exakte Trajektorie, die man erhalten wu¨rde,
wenn man wa¨hrend der Zeit tk ≤ t < tk+1 den Systemeingang auf den nach
obigem Vorgehen berechneten Wert Fu,k setzte.
Die Bedingung FB,max ≤ Fu,k ≤ FA,max la¨sst sich durch die Bedingung
tk+1min = tk + Tmin ≤ tk+1 ≤ tk+1max = tk + Tmax, (3.48)
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mit tk+1 ∈ TD,
ersetzen, denn der Zeitpunkt tk+1, in dem der Weg sk+1 zuru¨ckgelegt wor-
den ist, ha¨ngt unmittelbar von der Eingangskraft Fu,k ab. Wird das Fahr-
zeug mit der maximal mo¨glichen Antriebskraft Fu,k = FA,max beschleunigt,
so erreicht es die Position sk+1 zum fru¨hestmo¨glichen Zeitpunkt tk+1min nach
Tmin = tk+1min−tk Sekunden. Analog dazu la¨sst sich im Falle der maximal zu-
la¨ssigen Verzo¨gerung auch ein spa¨tester Zeitpunkt tk+1max = tk+Tmax bestim-
men. Nun la¨sst sich aber, wie bereits weiter oben erwa¨hnt, das Gleichungs-
system (3.31) nicht explizit nach tk+1 bzw. T und Fu,k auflo¨sen. Aus diesem
Grund wird ein numerisches Iterationsverfahren, das Newton-Verfahren fu¨r
einfache Nullstellen, fu¨r die Berechnung von Tmin und Tmax verwendet. Da im
Vorfeld bereits eine grobe Abscha¨tzung der gesuchten Werte durch einfachs-
te Berechnungen mo¨glich ist, kann auch ein sehr gu¨nstiger Startwert fu¨r das
Iterationsverfahren festgelegt werden. Dies fu¨hrt in seiner Konsequenz dazu,
dass bereits nach 1 bis 2 Iterationsschritten eine Lo¨sung mit ausreichender
Genauigkeit vorliegt. Der Rechenaufwand bleibt in einem vertretbaren Be-
reich und gefa¨hrdet die geforderte Echtzeitfa¨higkeit nicht.
Um die Menge
Ek(p˜k) = {ek,1, ek,2, ...} (3.49)
der prinzipiell mo¨glichen Kanten zu bestimmen, die in einem Knoten bzw.
Punkt p˜k ∈ BD,f beginnen und in p˜k+1 ∈ BD,f mit vorgegebenem sk+1 ∈ SD,Bf
enden (vgl. Abbildung 3.8), werden zuna¨chst also tk+1min und tk+1max nume-
risch berechnet. Dann werden fu¨r alle Paarungen sk+1 und tk+1, die der Bedin-
gung (3.48) genu¨gen, die zugeho¨rigen Werte von vk+1 und Fu,k berechnet.
Nach diesem Vorgehen erha¨lt man die Trajektoriensegmente, die in Abbil-
dung 3.7 (Projektion auf die Weg-Zeit-Ebene) dargestellt sind. Jedes dieser
Trajektoriensegmente entspricht einer prinzipiell mo¨glichen Kante ek ∈ Ek
im Netzwerk. Die Abbildungen 3.7 und 3.8 sind deshalb a¨quivalente Dar-
stellungen des gleichen Sachverhalts und ko¨nnen somit synonym verwendet
werden. Jedem Trajektoriensegment bzw. jeder Kante ek sind ein Startkno-
ten p˜k, ein Zielknoten p˜k+1, eine Kraft Fu,k, ein Korrekturwert gema¨ß (3.47)
fu¨r die Geschwindigkeitskomponente des Zielknotens und ein Gu¨tewert ck
zugeordnet:
ek := (p˜k, p˜k+1, Fu,k,∆vk+1, ck). (3.50)
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Abbildung 3.8: Kanten des Netzwerks
Mit dem Gu¨tewert ck wird der Knotenu¨bergang bzw. der U¨bergang vom Zu-
stand [sk, vk]
T im Zeitpunkt tk in den Zustand [sk+1, vk+1]
T zum Zeitpunkt
tk+1 bewertet. Die Bestimmung von ck wird in Kapitel 5 detailliert behan-
delt.
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s∗k,f , tk ∈ TD, vk ∈ VD
))
(3.51)
ausgedru¨ckt. Infolge der Beru¨cksichtigung von Nebenbedingungen bzw. Re-
striktionen, die im Wesentlichen aus den fahrdynamischen Eigenschaften der
einzelnen Fahrzeuge resultieren, wird diese Menge jedoch drastisch redu-
ziert.
3.4 Beru¨cksichtigung der Fahrzeuggeometrien
Bisher wurden die Fahrzeuge als sich auf einer Trajektorie bewegende Masse-
punkte betrachtet. Mit der Einfu¨hrung der Zonen zh,f bzw. Einzugsbereiche
Θf,h,i in Abschnitt 3.1 wurde jedoch bereits die Basis fu¨r die Beru¨cksichti-
gung der geometrischen Abmessungen der Fahrzeuge gelegt. Im Folgenden
wird zuna¨chst erla¨utert, wie die Breite der Fahrzeuge im Lo¨sungsalgorithmus
beru¨cksichtigt wird. Dies wiederum bildet die Grundlage fu¨r die Lage der
diskreten Wegstu¨tzstellen s∗h,f . Darauf aufbauend, wird dann die Beru¨cksich-
tigung der Fahrzeugla¨nge im Hinblick auf die Dimension Zeit beschrieben.
Fahrzeugausdehnung in Querrichtung
Die Bewegung der Fahrzeuge wird als Bewegung in einem Fahrschlauch auf-
gefasst, dessen Breite der Breite eines Fahrstreifens entspricht. Die Begriffe
Fahrschlauch und Fahrspur werden im Folgenden synonym verwendet. Im Si-
mulator wurde eine Fahrspurbreite von 3 m implementiert. Auf diesen Wert
ist somit auch die Breite der Fahrzeuge beschra¨nkt. Exakt in der Mitte einer
Fahrspur verla¨uft die Trajektorie eines sich auf der jeweiligen Fahrspur bewe-
genden Fahrzeugs (vgl. Abbildung 3.9). Schneiden die Fahrschla¨uche der zwei
Routen a ∈ F und b ∈ F einander, mit a 6= b, so bilden ihre jeweiligen Be-
grenzungen insgesamt 4 Schnittpunkte, welche die 4 Ecken der gemeinsamen
Fla¨che (Schnittfla¨che) beider Fahrschla¨uche bilden. In diese Schnittfla¨che,
wie u¨brigens in jeden anderen Bereich einer Zone zh,f auch, darf zu jedem
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Abbildung 3.9: Beru¨cksichtigung der Fahrzeugbreite
Zeitpunkt immer nur ein Fahrzeug hineinragen. Nur so ko¨nnen Kollisionen
definitiv ausgeschlossen werden.
Nachdem die 4 Schnittpunkte der Fahrschla¨uche bestimmt wurden, werden
nun die beiden Punkte ausgewa¨hlt, deren orthogonale Projektionen auf die
Trajektorien beider Routen außerhalb der Schnittfla¨che liegen. Im Beispiel
gema¨ß Abbildung 3.9 sind dies die Punkte P1 und P2. Ein Sonderfall liegt
vor, wenn die Fahrschla¨uche einander orthogonal schneiden. In diesem Fall
liegen die Projektionen jeweils genau auf der Begrenzung der Schnittfla¨che.
An die Positionen dieser Projektionen werden nun Wegstu¨tzstellen s∗h,f der
Routenprofile gelegt. Im Beispiel sind dies die Stu¨tzstellen s∗ha+1,a und s
∗
ha+3,a
fu¨r die Route a und s∗hb+1,b und s
∗
hb+3,b
fu¨r die Route b. Ebenfalls denkbar
– und im Hinblick auf den Durchsatz wahrscheinlich auch sinnvoller – wa¨re
es, die Wegstu¨tzstellen so zu legen, dass genau eine Zonengrenze duch die
orthogonalen Projektionen verla¨uft. In der aktuellen Implementierung des
Simulators ist dies jedoch noch nicht der Fall.
Je nachdem, wie fein eine Route diskretisiert werden soll, mu¨ssen nun zwi-
schen diesen Stu¨tzstellen weitere Stu¨tzstellen platziert werden. Bei der Simu-
lation eines Kreisverkehrs kann der Stu¨tzstellenabstand u¨ber die Benutzer-
schnittstelle konfiguriert werden. Bei der Modellierung einer Kreuzung mu¨s-
sen erheblich mehr und auch komplexere Kollisionsbeziehungen betrachtet
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werden, die sich mit A¨nderung des Stu¨tzstellenabstands ebenfalls a¨ndern.
Ein Automatismus kann natu¨rlich auch hier implementiert werden; dies wa¨re
allerdings erheblich aufwa¨ndiger als im Falle eines Kreisverkehrs. Aus die-
sem Grund wurden fu¨r eine spezielle Kreuzungsgeometrie mit gegebenen
Stu¨tzstellenabsta¨nden die Zonen und Kollisionsbeziehungen berechnet und
im Simulator hardcodiert. Das in Abbildung 3.9 dargestellte Beispiel ist an
die Diskretisierung der im Simulator verwendeten Kreuzungsgeometrie ange-




Wegstu¨tzstelle s∗ha+2,a platziert. Gleiches gilt entsprechend fu¨r die Route b.
Nachdem auf die beschriebene Art die jeweils relevanten Wegstu¨tzstellen s∗h,f
festgelegt wurden, werden nun gema¨ß der Beziehung (3.4) die zu den Stu¨tz-
stellen geho¨renden Zonen zh,f definiert. Im Anschluss sind die Kollisionsbe-
ziehungen der Zonen im Schnittbereich zu analysieren. Fu¨r jede Zone der
Route a muss also u¨berpru¨ft werden, mit welchen Zonen der Route b Schnitt-
fla¨chen existieren – und umgekehrt. Die Ergebnisse dieses Vorgehens fu¨r das
Beispiel in Abbildung 3.9 sind in der dort ebenfalls dargestellten Tabelle zu-
sammengefasst. Wenn sich also ein Fahrzeug auf der Route a bewegt und die
Zone zha+1,a der Stu¨tzstelle s
∗
ha+1,a
belegt, so mu¨ssen aus Sicherheitsgru¨nden
ebenfalls die Zonen um s∗hb+2,b und s
∗
hb+3,b
der Route b gesperrt werden.
Fahrzeugausdehnung in La¨ngsrichtung
unter Beru¨cksichtigung der Dimension Zeit
Es wird angenommen, dass sich ein Fahrzeug mit beliebiger La¨nge L auf
einer beliebigen Route f ∈ F bewegt und dabei die Position seines geome-
trischen Mittelpunktes durch das Differenzengleichungssystem (3.31) deter-
miniert wird. Die in Abbildung 3.7 dargestellten Trajektoriensegmente be-
schreiben dann also die Bewegung des geometrischen Mittelpunktes eines
Fahrzeug in Folge einer jeweils vorgegebenen Eingangskraft Fu,k. Diese Tra-
jektoriensegmente muss man nun auf die Knotenanordnung Af projizieren,
um dort zu pru¨fen, ob die fu¨r die Realisierung des jeweiligen Trajektorienseg-
ments erforderlichen Knoten αf,h,i bzw. Einzugsbereiche Θf,h,i nicht bereits
durch andere Fahrzeuge belegt sind. Nur im Fall der Nichtbelegung sa¨mtli-
cher Einzugsbereiche darf ein Trajektoriensegment bzw. eine Netzwerkkante
ek realisiert werden.
Um das genaue Vorgehen im Rahmen dieser Pru¨fung zu veranschaulichen,
wurde aus der Abbildung 3.7 ein Trajektoriensegment herausgegriffen und
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in der Abbildung 3.10 detailliert betrachtet. Das dargestellte Segment re-



































































Abbildung 3.10: Systematik der Knotensperrung
pra¨sentiert die zeitabha¨ngige Position des geometrischen Mittelpunktes eines
Fahrzeugs, das wa¨hrend der Zeit T = tk+1−tk = 10 s mit der konstanten Ein-
gangskraft Fu,k < 0 verzo¨gert wird und dabei den Weg ∆s = sk+1 − sk = 40
m zuru¨cklegt. Nun werden fu¨r die Zeitpunkte t∗i +
1
2∆t
∗, welche die zeitli-
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chen Grenzen der Einzugsbereiche beschreiben, die zugeho¨rigen Positionen
des geometrischen Mittelpunktes berechnet (Marker Typ 1 in Abbildung 3.10).
Um die jeweiligen Positionen des Fahrzeughecks zu bekommen, muss man
von den Positionen des Mittelpunktes lediglich die halbe Fahrzeugla¨nge (L/2)
subtrahieren. Im Falle der Fahrzeugfront muss entsprechend addiert werden
(Marker Typ 2).
Betrachtet man nun die Knoten α ∈ Af eines beliebigen Zeitpunktes t
∗
i , etwa
des Zeitpunktes t∗i = 4 s, so befinden sich das Fahrzeugheck bezu¨glich der
zugeho¨rigen Einzugsbereiche Θ an der Positon sH und die Fahrzeugfront an
der Position sV . Es mu¨ssen dann weiterhin sa¨mtliche Knoten α dieses Zeit-
punktes gepru¨ft werden, deren gro¨ßere o¨rtliche Begrenzung ihres jeweiligen
Einzugsbereichs Θ gro¨ßer ist als sH und deren kleinere o¨rtliche Begrenzung
















mit h = 1, 2, ...




i ∈ TD ≤ tk+1 (3.53)
durchgefu¨hrt und die betroffenen Knoten als besetzt markiert (ω(α) := 1).
Die zu dem dargestellten Trajektoriensegment geho¨rende Netzwerkkante ist
somit nur zula¨ssig, wenn keiner dieser Knoten bereits zuvor durch ein an-
deres Fahrzeug belegt wurde. Soll ein Trajektoriensegment fu¨r ein Fahrzeug
realisiert bzw. eingeplant werden, so muss man sa¨mtliche durch oben be-
schriebenes Vorgehen betroffenen Knoten als besetzt bzw. belegt markieren,
um sie dem Zugriff anderer Fahrzeuge zu entziehen und dadurch Kollisionen
auszuschließen.
Man kann in Abbildung 3.10 anhand der gesperrten Knoten mit ihren dunk-
ler markierten Einzugsbereichen auch gut erkennen, dass der Abstand von
aufeinader folgenden Fahrzeugen, und damit auch der Durchsatz, stark von
der Diskretisierung abha¨ngt. Eine zu grobe Diskretisierung fu¨hrt zu großen
Fahrzeugabsta¨nden, die wiederum den Durchsatz verringern. Weiterhin sieht
man, dass das Verha¨ltnis von zeitlicher Diskretisierung und Wegdiskretisie-
rung einen signifikanten Einfluss hat und somit sinnvoll gewa¨hlt werden soll-
te.
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Eine zu feine Diskretisierung fu¨hrt allerdings zu einem erho¨hten Rechenauf-
wand, der ebenfalls den Durchsatz einschra¨nken kann. Es ist also fu¨r das
jeweilige Zielsystem ein optimaler Kompromiss zwischen geringem Rechen-
aufwand und feiner Diskretisierung anzustreben, der den Durchsatz maxi-
miert.
Abbildung 3.10 verdeutlicht noch einen weiteren Zusammenhang: Der Fahrer
eines Fahrzeugs a¨ndert nicht mehrmals innerhalb ku¨rzester Zeit die Gaspedal-
stellung oder wechselt sogar zwischen Gas- und Bremspedal hin und her. Ge-
nauso wenig ist es sinnvoll, die Eingangskraft Fu,k fu¨r das Fahrzeug mehrmals
innerhalb ku¨rzester Zeit festzulegen. Aus diesem Grund wurde bei der Gene-
rierung des Trajektoriensegments in Abbildung 3.10 die Eingangskraft an der
Wegstu¨tzstelle sk festgelegt und bis zum Erreichen der Wegstu¨tzstelle sk+1
konstant gehalten. Um einen hohen Durchsatz am jeweiligen Verkehrskno-
tenpunkt sicherzustellen, mu¨ssen aber im Rahmen der Kollisionsvermeidung
weitere Wegstu¨tzstellen beru¨cksichtigt werden. Im dargestellten Beispiel sind
dies die Stu¨tzstellen zwischen sk und sk+1. Diesen Stu¨tzstellen s
∗
h,f ∈ SD,f des
Kollisionsrasters werden im Netzwerk bzw. im Optimierungsraum BD,f keine
Unterra¨ume BV T,h zugeordnet (vgl. Abschnitt 3.3.1). Die Wegstu¨tzstellen sk
der Knotenmenge BD,f des Netzwerks bilden als in der Regel echte Teilmenge
des Kollisionsrasters das Optimierungsraster, wobei stets sk ∈ SD,f gilt.
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Als Wunschfahrprofil wird eine Trajektorie bezeichnet, der ein Fahrzeug fol-
gen wu¨rde, sofern es auf keine anderen Verkehrsteilnehmer Ru¨cksicht nehmen
muss. Diese Trajektorie kann das Ergebnis einer oder mehrerer Zielgro¨ßenvor-
gaben sein, die vom jeweiligen Fahrzeug bzw. deren Insassen gemacht wur-
den.
Einerseits ist das Wunschfahrprofil damit selbst das Ergebnis einer Opti-
mierung (vgl. Abschnitt 1.2.4), andererseits dient es aber auch als essentielle
Grundlage fu¨r die Trajektorienoptimierung mit den in Kapitel 2 vorgestellten
Verfahren aus dem Bereich der kombinatorischen Optimierung, indem es die
Grundlage fu¨r die Berechnung der Gu¨tewerte ck von Trajektoriensegmenten
bzw. Kanten ek im Netzwerk bzw. Optimierungsraum BD,f bildet. Auf diese
Systematik wird in Kapitel 5 noch ausfu¨hrlich eingegangen.
In [22] wurde eine Methode fu¨r die Generierung von Wunschfahrprofilen vor-
gestellt, die auf dem Einsatz von Verfahren der nichtlinearen beschra¨nkten
Optimierung basiert. Das Problem wurde als Optimierungsproblem mit meh-
reren Zielgro¨ßen und mehreren Parametern beschrieben, fu¨r dessen Lo¨sung
Abstiegsverfahren wie das Gradienten- oder das Quasi-Newton-Verfahren ein-
gesetzt wurden. Als Zielgro¨ßen fu¨r die Optimierung wurden Durchfahrtszeit,
Kraftschlussbeanspruchung, Quer- und La¨ngsbeschleunigung sowie Energie-
verbrauch festgelegt. Vor Beginn der Optimierung mussten die relevanten
Zielgro¨ßen ausgewa¨hlt und Unter- bzw. Obergrenzen fu¨r ihre jeweiligen Werte
definiert werden. Optimiert wurde die Lage von Punkten einer Geschwindig-
keits-Weg-Kurve (v(s)-Kurve), die entsteht, wenn man einen kubischen Spline
durch diese Punkte legt. Die Weg-Koordinaten (Stu¨tzstellen) waren dabei fest
vorgegeben, und die jeweils zugeho¨rigen Geschwindigkeitskoordinaten (Stu¨tz-
werte) bildeten die Parameter der Optimierung. Die Werte dieser Parameter
definierten ein Fahrprofil, mit dem die komplette Kreuzungsdurchfahrt des
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Fahrzeugs simuliert wurde. Wa¨hrend der Simulation wurden Zielgro¨ßenwerte
berechnet und am Ende der Simulation an das Optimierungsverfahren u¨ber-
geben. Der Optimierungsprozess wurde beendet, sobald ein Parametersatz
bestimmt wurde, bei dem sa¨mtliche Werte der relevanten Zielgro¨ßen inner-
halb der jeweils gewa¨hlten Unter- und Obergrenzen optimal ausbalanciert
waren. Das oben beschriebene Verfahren ist zwar prinzipiell einsetzbar, im
Rahmen von Echtzeit-Anwendungen allerdings mit folgenden Nachteilen be-
haftet:
• Pro Optimierungsschritt mu¨ssen mehrere Simulationen der geplanten
Kreuzungsdurchfahrt durchgefu¨hrt werden. Bei p Parametern sind min-
destens p Simulationen je Optimierungsschritt erforderlich, bei einigen
Verfahren sogar 2 · p oder mehr. Diese Tatsache schla¨gt sich in erhebli-
chem Rechenaufwand bzw. in erheblicher Berechnungsdauer nieder.
• A priori kann keine Aussage u¨ber die Anzahl der erforderlichen Optimie-
rungsschritte getroffen werden. Je nach Beschaffenheit der Zielfunktio-
nen kann nicht einmal festgestellt werden, ob das Verfahren u¨berhaupt
gegen das globale Optimum konvergiert, da der Optimierungsprozess
prinzipiell auch in einem lokalen Minimum abgebrochen werden kann.
Aus diesen Gru¨nden wird im Folgenden eine Methodik vorgestellt, bei der
die gewu¨nschten Werte der wesentlichen Zielgro¨ßen direkt (oder indirekt)
vorgegeben werden. Auf Basis dieser Vorgaben wird dann mit quadratischen
Splines bei deterministischem und die Echtzeit-Anspru¨che erfu¨llendem Zeit-
aufwand das Wunschfahrprofil bestimmt.
4.1 Ausgangssituation
Bei der Generierung von Fahrprofilen muss beru¨cksichtigt werden, dass wa¨h-
rend Abbiegevorga¨ngen und Kreisfahrten oder allgemein auf Bahnkurven
bestimmte Geschwindigkeitsgrenzen nicht u¨berschritten werden du¨rfen, da
die Fahrsicherheit sonst gefa¨hrdet ist. Diese Geschwindigkeitsgrenzen ha¨n-
gen vom Ort und nicht von der Zeit ab. Die Kreuzungsu¨berquerung kann
prinzipiell in drei Phasen unterteilt werden (vgl. Abbildung 4.1). Die ers-
te Phase entspricht der Kreuzungseinfahrt. Bei der aktuellen Implementie-























Abbildung 4.1: Phasen beim Passieren einer Kreuzung
mit einer La¨nge von 88 m zugeordnet. In dieser Phase reduziert das Fahr-
zeug gegebenenfalls seine Geschwindigkeit, falls in der zweiten Phase, der
Durchfahrtsphase, eine Kurvendurchfahrt erfolgt. Bei der zugrunde geleg-
ten Kreuzungsgeometrie wird bei den Abbiegerouten von einer konstanten
Kru¨mmung ausgegangen, das heißt die Fahrzeuge bewegen sich auf einem
Kreisbogen. Bei realen Kreuzungsgeometrien wird eine Abbiegeroute in der
Regel durch eine Klothoide oder einen dreiteiligen Korbbogen beschrieben.
Bezu¨glich der in dieser Arbeit propagierten Lo¨sungsidee fu¨r das Kreuzungs-
management ist diese Tatsache aber ohne Belang. Die Kreuzungsgeometrie
des Simulators kann prinzipiell beliebig aufwa¨ndig hinsichtlich der Anzahl
von Fahrspuren und ihrer Verla¨ufe gestaltet werden, ohne dass sich dies auf
den Lo¨sungsalgorithmus auswirkt. Wichtig ist lediglich, dass im Durchfahrts-
bereich von den Fahrzeugen bestimmte Geschwindigkeiten, die von der jewei-
ligen Kru¨mmung des gerade durchfahrenen Kurvensegments abha¨ngen, nicht
u¨berschritten werden, um die Fahrsicherheit nicht zu gefa¨hrden. Der zuru¨ck-
gelegte Weg wa¨hrend der Durchfahrtsphase ha¨ngt von der Fahrtrichtung ab;
bei Linksabbiegern betra¨gt er ca. 21, 2 m, bei Geradeausfahrern 24 m und bei
Rechtsabbiegern ca. 16, 5 m. Am Ende der Durchfahrtsphase fa¨hrt das Fahr-
zeug wieder geradeaus und verla¨sst den Kreuzungsbereich. Dieser Phase ist
ebenfalls ein Geradenstu¨ck von 88 m La¨nge zugeordnet. Der oben beschriebe-
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ne Sachverhalt fasst im Wesentlichen die Ausgangssituation zusammen, vor
deren Hintergrund fu¨r unterschiedliche Fahrzeuge Wunschfahrprofile erzeugt
werden mu¨ssen. Ab der Version R2008b des Simulators ist weiterhin die Si-
mulation eines Kreisverkehrs mo¨glich, wobei der Radius des Innenkreisels frei
vorgegeben werden kann. Die Systematik hier ist identisch mit der zuvor fu¨r






















Abbildung 4.2: Phasen beim Passieren eines Kreisverkehrs
Unterschied besteht lediglich darin, dass sich die La¨ngen der zuru¨ckgelegten
Wege innerhalb der Durchfahrtsphase sta¨rker unterscheiden.
4.2 Vereinfachte Fahrdynamik
Die speziellen fahrdynamischen Eigenschaften der am Kreuzungsmanagement
beteiligten Fahrzeuge mu¨ssen sowohl bei der Generierung der Wunschfahr-
profile als auch bei der Bestimmung der optimalen Trajektorie beru¨cksichtigt
werden. Bei der Bestimmung der Wunschfahrprofile werden diese dynami-
schen Eigenschaften in vereinfachter, aber vollkommen ausreichender Weise





Die wichtigste Kenngro¨ße bei der Betrachtung der La¨ngsdynamik ist die
La¨ngsbeschleunigung bzw. ihr zeitlicher Verlauf. Anhand dieser Kenngro¨ße
la¨sst sich direkt das Komfortempfinden der Fahrzeuginsassen beurteilen. Wei-
terhin ko¨nnen anhand des zeitlichen Verlaufs der La¨ngsbeschleunigung und
bei Kenntnis des Streckenverlaufs Aussagen zur Durchfahrtszeit und zum
Kraftstoffverbrauch gemacht werden. Generell zeichnen sich Fahrzeuge bei
maximal mo¨glicher Beschleunigung durch ein Beschleunigungsverhalten aus,
das mit zunehmender Geschwindigkeit abnimmt (vgl. Abschnitt 3.2, Abbil-
dung 3.4). Diese Abnahme wird bei der Bestimmung der Wunschtrajektorie
intervallweise als linear angenommen (konstanter Ruck), wobei die Genauig-
keit im Hinblick auf das tatsa¨chliche Beschleunigungsverhalten bei maximal
mo¨glicher Beschleunigung mit kleiner werdender Intervallla¨nge zunimmt. Der
Hauptgrund fu¨r diesen Ansatz besteht darin, dass eine lineare A¨nderung der
Beschleunigung von Fahrern als angenehm und eine Vera¨nderung in wahr-
nehmbaren Stufen als unangenehm empfunden wird. Die zeitliche Ableitung
der Beschleunigung wird als Ruck bezeichnet. Die mo¨gliche Beschleunigung
und der zugeho¨rige Ruck in Abha¨ngigkeit einer gegebenen Geschwindigkeit
und einer gegebenen Antriebskraft werden aus den Daten abgeleitet, die auch
die Grundlage der in Abschnitt 3.2 eingefu¨hrten Fahrzeugmodellierung bil-
den. Es ist aber auch denkbar, diese Daten in Kennfeldern zu speichern. An-
hand dieser Kennfelder ko¨nnen dann fu¨r bestimmte Fahrsituationen zula¨ssige
Ru¨cke und Beschleunigungen festgelegt werden. Im Rahmen der im Folgen-
den vorgestellten Methodik werden fu¨r einige ortsfeste Wegstu¨tzstellen eines
Geschwindigkeitsverlaufs (v(s)-Kurve) maximale Beschleunigungen vorgege-
ben, die vom jeweiligen Fahrzeug im jeweiligen Geschwindigkeitsbereich pro-
blemlos realisiert werden ko¨nnen. In gleicher Weise kann dieser Sachverhalt
auch auf den Vorgang der Verzo¨gerung (negative Beschleunigung) u¨bertragen
werden. Fu¨r die Bestimmung von Wunschfahrprofilen ist diese vereinfachte
Beru¨cksichtigung der Fahrdynamik vo¨llig ausreichend, was in den folgenden
Abschnitten noch deutlich wird.
Querdynamik
Bei der Betrachtung der Querdynamik ist die wichtigste Kenngro¨ße die Quer-
bzw. Zentripetalbeschleunigung aQ. Sie la¨sst sowohl die direkte Beurteilung
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des Komfortempfindens als auch Aussagen zur Fahrstabilita¨t bzw. zur Fahr-
sicherheit zu.
Erst die Reibungskraft zwischen Reifen und Fahrbahn ermo¨glicht es dem
Fahrzeug, die fu¨r die Kurvendurchfahrt erforderliche Zentripetalkraft aufzu-
bringen. Die maximal mo¨gliche Reibungskraft errechnet sich aus dem Produkt
von Haftreibungskoeffizient µH und Normalkraft FN , die hier der Gewichts-
kraft des Fahrzeugs entspricht. Daraus folgt na¨herungsweise fu¨r die maximale
Haftreibungskraft
FR,max = µH · FN = µH ·m · g. (4.1)
Einige Richtwerte fu¨r Haftreibungszahlen in Abha¨ngigkeit unterschiedlicher
Materialpaarungen sind in der folgenden Tabelle1 gegeben. Das Fahrzeug
Materialpaarungen Haftreibungszahl
Gummireifen auf Asphalt, trocken
Gummireifen auf Asphalt, nass
Gummireifen auf Beton, trocken







Tabelle 4.1: Richtwerte fu¨r Haftreibungen
droht auszubrechen bzw. ins Schleudern zu geraten, wenn die erforderliche
Zentripetalkraft fu¨r die Durchfahrt der Kurve nicht mehr durch den Kraft-
schluss zwischen Reifen und Fahrbahn aufgebracht werden kann. La¨sst man in
einem ersten Ansatz die Besonderheiten des jeweiligen Fahrzeugs wie Schwer-
punktlage und Fahrwerk außer Acht, so wird dies spa¨testens der Fall sein,
wenn die erforderliche Zentripetalkraft die maximale Haftreibungskraft u¨ber-











den Wert von 1 u¨bersteigt. Mo¨chte man beispielsweise eine Sicherheit von
ca. 30 % auf trockener Fahrbahn realisieren, so entspra¨che das einer maxi-
malen Durchfahrtsgeschwindigkeit von ca. 8 m/s auf der Rechtsabbiegerspur
1Werte gema¨ß http://de.wikipedia.org/
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(10, 5 m Kru¨mmungsradius) und ca. 9 m/s auf der Linksabbiegerspur (13, 5 m
Kru¨mmungsradius). Die zugeho¨rige Zentripetalbeschleunigung liegt in diesem
Fall bei ca. 6 m/s2 bzw. bei ca. 0, 63 g. Wirkt gleichzeitig zur Quer- auch eine









4.3 Methodik der Generierung
Die hier vorgestellte Methodik basiert auf der Verwendung von quadratischen
Splines fu¨r die Definition von Wunschfahrprofilen. Der Grund fu¨r die Wahl
von quadratischen Splines besteht einerseits darin, dass die damit verbundene
Berechnung der Koeffizienten sehr einfach erfolgen kann. Andererseits wird
eine lineare A¨nderung der Beschleunigung vom Menschen als angenehm emp-
funden. Eine lineare Beschleunigungsa¨nderung bedeutet, dass die Ableitung
der Beschleunigungsfunktion – die Ruckfunktion – intervallweise konstant ist.
Genau diese Eigenschaft wird durch den Einsatz quadratischer Splines er-
reicht. Die folgende Tabelle verdeutlicht diesen Zusammenhang. Vor diesem
21
20 0 0
v(t) v a t r t= + +2
0 1 2
v(t) k k t k t= + +
1 2
a(t) k 2k t= +
0 0
a(t) a r t= +
2
r(t) 2k konst.= =
0
r(t) r konst.= =




Tabelle 4.2: Physikalische Funktion und quadratischer Spline
Hintergrund bietet es sich an, die Kreuzungsdurchfahrt in mehrere Zeitfens-
ter bzw. Zeitintervalle aufzugliedern, deren Lage und Gro¨ße jeweils von den
o¨rtlichen Gegebenheiten und den jeweiligen Fahrzeugeigenschaften abha¨n-
gen. Die Methodik ist sowohl fu¨r geradeausfahrende als auch fu¨r abbiegende
Fahrzeuge geeignet, das heißt das Geschwindigkeitsniveau im Innenbereich
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der Kreuzung kann sowohl angehoben als auch gesenkt werden. Letzteres ist
insbesondere bei abbiegenden Fahrzeugen erforderlich.
Ein Wunschfahrprofil fu¨r Abbieger sieht prinzipiell so aus wie das in Abbil-
dung 4.3 dargestellte Profil. Das Passieren einer Kreuzung oder eines Kreis-





















































Abbildung 4.3: Prinzipielle Struktur von Wunschfahrprofilen
verkehrs wird in die sechs Zeitintervalle T1 bis T6 untergliedert, wobei T1,
T2 und T3 die Einfahrt (Phase 1, Abbildung 4.1 bzw. Abbildung 4.2) be-
schreiben, T4 die Durchfahrt des Innenbereichs (Phase 2) und letztlich T5
und T6 die Ausfahrt (Phase 3). Anhand von definierten Freiheitsgraden bzw.
Parametern kann das Wunschfahrprofil fu¨r diese Intervalle individuell einge-
stellt werden. Fu¨r die Intervalle T1 und T2 ist dies der konstante Ruck r1,
mit dem das Fahrzeug innerhalb der Zeit T1 auf die sich aus der Vorgabe
des Rucks ergebende konstante Geschwindigkeit vR gebracht wird. Mit dieser
Geschwindigkeit wird das Intervall T2 durchfahren. Die Vorgabe der maxi-
malen Verzo¨gerung bzw. Beschleunigung (a3 und a5) legt das Profil fu¨r die
Intervalle T3, T5 und T6 fest. Der Profilverlauf im Intervall T4 wird durch die
Geschwindigkeitsvorgabe vM determiniert. Bei geradeaus fahrenden Fahrzeu-
gen erfolgt die Vorgabe von vM direkt, wa¨hrend im Falle von Fahrzeugen,
die sich auf einer Bahnkurve bewegen, die maximale Querbeschleunigung aQ
vorgegeben und anhand der Beziehung (3.36) auf die Geschwindigkeit vM
umgerechnet wird. Das Wunschfahrprofil eines Fahrzeugs wird somit durch
Vorgabe der vier Parameter r1, vM (bzw. aQ), a3 und a5 exakt festgelegt. Es
bleibt noch die Frage, wie die Fahrerpra¨ferenzen am besten in die Generierung
der Wunschfahrprofile einfließen ko¨nnen. Zu diesem Zweck wird ein Ansatz
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gewa¨hlt, der auch in der Realita¨t als sehr praktikabel erscheint: Es wird ein
Fahrerpra¨ferenz-Parameter W eingefu¨hrt, mit 0 ≤ W ≤ 1, der vom Fahrer
beispielsweise u¨ber einen Schieberegler vorgegeben bzw. eingestellt werden
kann. Dieser Parameter dient dazu, die zuvor beschriebenen vier Parameter
innerhalb ihrer Gu¨ltigkeitsbereiche eindeutig festzulegen. Eine ausfu¨hrliche
Beschreibung der Systematik wird im Folgenden gegeben.
Sobald sich ein Fahrzeug in den Einfahrtsbereich bewegt, wird dem Fah-
rer die Kontrolle u¨ber sein Fahrzeug entzogen. Zu diesem Zeitpunkt besitzt
das Fahrzeug die Eintrittsgeschwindigkeit vE und die Eintrittsbeschleunigung
aE. Die Eintrittsbeschleunigung soll nun bei einem vorgegebenen, konstanten
Ruck r1 innerhalb der Zeit T1 auf Null reduziert werden. Damit sind nun drei
Bedingungen gegeben, mit denen sich die drei Koeffizienten eines quadrati-
schen Splines berechnen lassen. Es folgt daraus fu¨r die Geschwindigkeit die
Beziehung





t21 mit t1,0 ≤ t1 ≤ T1. (4.4)
An dieser Stelle sei angemerkt, dass in jedem der Zeitintervalle mit einer
lokalen Zeitrechnung gerechnet wird. So tritt ein Fahrzeug beispielsweise zum
(lokalen) Zeitpunkt t3,0 = 0 in das Intervall T3 ein und verla¨sst es wieder
nach genau T3 Sekunden. Diese Systematik mag auf den ersten Blick etwas
verwirren, fu¨hrt aber zu deutlich einfacheren Gleichungen.
Die Beziehung (4.4) la¨sst sich in eine Darstellung in Abha¨ngigkeit des Rucks
r1 u¨berfu¨hren:









Der Ruck r1 dient der Parametrierung dieses ersten Segments des Wunsch-
fahrprofils (Zeitintervall T1). Sein Vorzeichen ist dem von aE entgegengesetzt.











zuru¨ckgelegt, seine Beschleunigung auf Null reduziert und dabei die Ge-
schwindigkeit







4 Wunschfahrprofile als Ziele der Optimierung
erreicht (Abbildung 4.3). Sie ist die Geschwindigkeit jeweils am Anfang der
Zeitintervalle T2 und T3. Wa¨hrend des Zeitintervalls T2 soll das Fahrzeug mit
konstanter Geschwindigkeit fahren. Im Zeitintervall T3 hingegen wird das
Fahrzeug mit konstantem Ruck auf die Geschwindigkeit vM gebracht. Die
maximale Beschleunigung (bzw. Verzo¨gerung) a3 im Intervall T3 wird genau
nach T31 =
1
2T3 Sekunden erreicht. Nach weiteren T32 =
1
2T3 Sekunden erreicht
die Beschleunigung (bzw. Verzo¨gerung) wieder den Wert Null, exakt am Ende
des Außenbereichs bzw. nach sE Metern und bei der Geschwindigkeit vM , mit
der dann der Innenbereich der Kreuzung bzw. des Kreisverkehrs durchfahren
wird. Die Parametrierung des Zeitintervalls T3 erfolgt mit den Parametern vM
und a3, wobei die beiden folgenden Restriktionen beachtet werden mu¨ssen:
• Um die Fahrstabilita¨t bzw. -sicherheit des Fahrzeugs garantieren zu
ko¨nnen, darf die Geschwindigkeit vM einen Maximalwert vM,max bei
abbiegenden Fahrzeugen nicht u¨bersteigen. Weiterhin muss jedes Fahr-
zeug innerhalb eines gegebenen Zeitfensters die Kreuzung passiert ha-
ben, was wiederum zur Folge hat, dass ein Minimalwert vM,min nicht un-
terschritten werden darf. Zwischen diesen beiden Grenzwerten kann der
Parameter vM frei eingestellt werden. Geht der Parameterwert in Rich-
tung vM,max, so wird die Zielgro¨ße Durchfahrtszeit verbessert, wa¨hrend
die Zielgro¨ße Komfort durch eine Erho¨hung der Zentripetalbeschleu-
nigung verschlechtert wird – und umgekehrt. Bei geradeaus fahrenden
Fahrzeugen entfa¨llt diese durch die Querdynamik bedingte Restriktion,
so dass prinzipiell auch der Fall vM,max > vR zula¨ssig ist.
• Der Wert a3 der Beschleunigung (Abbildung 4.3) muss so gewa¨hlt wer-
den, dass einerseits die zula¨ssige maximale Verzo¨gerungsfa¨higkeit aB,max
(Fall vM < vR) bzw. die zula¨ssige maximale Beschleunigungsfa¨higkeit
aA,max (Fall vM > vR) des jeweiligen Fahrzeugs nicht u¨berschritten wird.
Andererseits darf die Summe der in den Zeitintervallen T1 bis T3 zu-
ru¨ckgelegten Wege die La¨nge der Kreuzungseinfahrt sE (im Beispiel 88
m) nicht u¨berschreiten. Bei dem aus der letzten Forderung resultieren-
den Grenzwert a3,Gr wird die La¨nge des Zeitintervalls T2 zu Null, und
das Fahrzeug erreicht exakt am Ende des Einfahrtsbereiches die Ge-
schwindigkeit vM . Im Falle von vM < vR ist a3,Gr die kleinste zula¨ssige
Verzo¨gerung, im Falle von vM > vR die kleinste zula¨ssige Beschleuni-
gung. Geht der Parameterwert a3 im Falle von vM < vR in Richtung
aB,max, so wird die Zielgro¨ße Durchfahrtszeit verbessert, da la¨nger mit
der relativ hohen Geschwindigkeit vR gefahren werden kann (T2 > 0).
Das Fahrzeug bremst erst spa¨ter, dafu¨r aber sta¨rker. Sta¨rkeres Brem-
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sen bzw. eine ho¨here Verzo¨gerung hingegen verschlechtert die Zielgro¨ße
Komfort. Der hier beschriebene Sachverhalt gilt analog auch fu¨r das
Zeitintervall T5.
Fu¨r das konkrete Vorgehen folgt daraus, dass zuerst die Grenzwerte vM,min
und vM,max bekannt sein mu¨ssen. Im Anschluss werden dann anhand der ge-
wa¨hlten Geschwindigkeit vM die Grenzwerte a3,min und a3,max bestimmt sowie
a3 gewa¨hlt. Der Grenzwert vM,min bzw. die Mindestgeschwindigkeit sa¨mtli-
cher Fahrzeuge wa¨hrend der Durchfahrt des jeweiligen Verkehrsknotenpunk-
tes wird entsprechend der Simulatorkonfiguration einmal fu¨r alle Fahrzeuge
festgelegt. Der Grenzwert vM,max wird bei abbiegenden Fahrzeugen im We-
sentlichen durch die Oberfla¨chenbeschaffenheit der Straße und durch fahrzeu-
gindividuelle Parameter wie zum Beispiel Schwerpunktlage und Fahrwerks-
kinematik bestimmt. Im ersten Schritt wird nun vM aufgrund der jeweiligen
Zielgro¨ßenpra¨ferenz festgelegt (Abschnitt 4.2). Mo¨chte man beispielsweise auf
einer Abbiegespur mit der Kru¨mmung κ die Zentripetalbeschleunigung aQ






gewa¨hlt werden. Der Grenzwert a3,max,
a3,max > 0 =⇒ a3,max := aA,max,
a3,max < 0 =⇒ a3,max := aB,max,
ist durch die Fahrzeugeigenschaften (Motorleistung, Bremssystem etc.) und
die daraus resultierenden maximalen Beschleunigungs- und Verzo¨gerungsfa¨-
higkeiten des jeweiligen Fahrzeugs im Geschwindigkeitsbereich bis ca. 15−20
m/s festgelegt, wa¨hrend der Grenzwert a3,Gr nach Wahl von vM gema¨ß (4.12)
berechnet wird. Sind beide Gro¨ßen bekannt, so kann die Einfahrt in den
Verkehrsknotenpunkt durch direkte bzw. indirekte Vorgabe der Zielgro¨ßen-
auspra¨gungen mittels der Parameter r1, vM (bzw. aQ bei abbiegenden Fahr-
zeugen) und a3 festgelegt werden.
Das Geschwindigkeitsprofil im Zeitintervall T3 wird mit zwei quadratischen
Splines bestimmt. Dazu mu¨ssen sechs Bedingungen angeben werden, um die
insgesamt sechs Koeffizienten der beiden Splines zu bestimmen. Im U¨ber-
gangspunkt bei 12T3 mu¨ssen beide Splines den gleichen Funktionswert und
die gleiche Steigung besitzen (2 Bedingungen); der erste Spline startet mit
dem Funktionswert vR und hat die Steigung Null (2 Bedingungen), und der
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zweite Spline endet mit dem Funktionswert vM und soll an dieser Stelle eben-
falls die Steigung Null besitzen (2 Bedingungen). Damit ergeben sich fu¨r den
ersten Spline die Gleichung
v31(t31) = vR +
2 (vM − vR)
T 23
t231, t31,0 ≤ t31 ≤ T31, (4.9)





2 (vR − vM)
T3
t32 +
2 (vR − vM)
T 23
t232, (4.10)
t32,0 ≤ t32 ≤ T32.
Aus der weiteren Forderung, dass nach T31 =
1
2T3 Sekunden die Steigung
genau a3 betragen soll, kann man die folgende Definition fu¨r T3 ableiten:
T3 =
2 (vM − vR)
a3
. (4.11)
Letztlich muss aber noch eine weitere Forderung erfu¨llt sein. Diese besteht
darin, dass die La¨nge sE der Kreuzungseinfahrt exakt zuru¨ckgelegt wurde,
wenn das Zeitfenster T4 erreicht wird. Wenn das Fahrzeug mit minimal zula¨s-
siger Geschwindigkeitsa¨nderung a3,min fa¨hrt, dann schrumpft das Zeitfenster
T2 auf Null zusammen. Mit den Integralen der Gleichungen (4.9) und (4.10)







Prinzipiell mu¨ssen an dieser Stelle die folgenden 3 Fa¨lle unterschieden wer-
den:
1. Fall: vM > vR =⇒ a3,Gr > 0 =⇒ a3,Gr ≤ a3 ≤ aA,max.
2. Fall: vM < vR =⇒ a3,Gr < 0 =⇒ aB,max ≤ a3 ≤ a3,Gr.
3. Fall: vM = vR =⇒ a3 = 0.
Eine sta¨rkere Geschwindigkeitsa¨nderung |a3,Gr| < |a3| fu¨hrt dazu, dass aus
s1+s3 = sE die Ungleichung s1+s3 < sE wird. In diesem Fall gilt T2 > 0. Da
innerhalb des Zeitfensters T2 mit der konstanten Geschwindigkeit vR gefahren
werden soll, ergibt sich T2 zu
T2 =
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berechnet. Zu Beginn und wa¨hrend des Zeitfensters T4 besitzt das Fahrzeug
die Geschwindigkeit vM . Mit dieser Geschwindigkeit wird der Innenbereich





Sekunden, wobei sM der La¨nge der Bahnkurve im Innenbereich entspricht.
Die Ausfahrt aus der Kreuzung erfolgt analog zu dem beschriebenen Vorge-
hen fu¨r die Einfahrt. Der Unterschied besteht lediglich in der Vereinfachung,
dass sa¨mtliche Fahrzeuge, welche die Kreuzung verlassen, eine identische Ge-
schwindigkeit vA (15 m/s) und Beschleunigung Null haben sollen. Dies liegt
daran, dass am Ende der Kreuzungsausfahrt die Kontrolle u¨ber die Fahrzeu-
ge wieder an die Fahrer u¨bergeben wird. Wu¨rde beispielsweise auf der selben
Ausfahrt einem stark verzo¨gernden Fahrzeug mit geringer Geschwindigkeit
ein beschleunigendes Fahrzeug mit hoher Geschwindigkeit folgen, so ko¨nnte
der Fahrer im Zeitpunkt der U¨bergabe nicht mehr rechtzeitig reagieren, um
ein Auffahren zu verhindern. Durch die Strategie, sa¨mtliche Fahrzeuge mit
identischer Geschwindigkeit und Beschleunigung Null aus der Kreuzung zu
schleusen bzw. zu entlassen, wird diese Gefahr weitestgehend entscha¨rft.
Fu¨r die Bestimmung des Ausfahrtssegments der Trajektorie sind also die Ge-
schwindigkeiten vM und vA sowie die La¨nge der Ausfahrt sA (sA = sE beim
derzeitigen Simulator) gegeben. Der Verlauf der Geschwindigkeit im Zeitin-
tervall T5 wird wieder mit zwei quadratischen Splines beschrieben, die, auf das
Intervall T5 bezogen, ihre gro¨ßte Steigung nach T51 =
1
2T5 Sekunden haben.
Diese Steigung entspricht der vorgegebenen Beschleunigung (bzw. Verzo¨ge-
rung) a5. Auch hier muss a5 wieder innerhalb der Grenzen a5,Gr und a5,max
gewa¨hlt werden. Bei a5,Gr wird nach sA Metern exakt die vorgegebene Aus-
fahrtsgeschwindigkeit vA erreicht. Fu¨r das Zeitfenster T6 gilt in diesem Fall
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gegeben. Sobald |a5,Gr| < |a5| ≤ |a5,max| gilt, gilt ebenfalls T6 > 0, da s5 < sA.







Meter. Der Geschwindigkeitsverlauf im Zeitfester T5 ist in Anlehnung an das
fu¨r die Einfahrt beschriebene Vorgehen durch die Gleichungen
v51(t51) = vM +
2 (vA − vM)
T 25






2 (vM − vA)
T5
t52 +
2 (vM − vA)
T 25
t252, (4.19)
t52,0 ≤ t52 ≤ T52,
gegeben, mit
T5 =
2 (vA − vM)
a5
. (4.20)





Fu¨r die Beru¨cksichtigung der Fahrerpra¨ferenzen stehen gema¨ß obigen Aus-
fu¨hrungen die vier Parameter r1, vM (bzw. aQ), a3 und a5 zur Verfu¨gung.
Weiterhin sind fu¨r diese Parameter Unter- und Obergrenzen bekannt, inner-
halb derer der jeweilige Parameter variiert werden darf. So kann zum Beispiel
der Parameter a3 innerhalb der Grenzen a3,Gr und a3,max gewa¨hlt werden.
U¨ber die lineare Transformation
a3(W ) = a3,Gr + (a3,max − a3,Gr) ·W (4.22)
wird nun der Fahrerpra¨ferenz-Parameter W , mit 0 ≤ W ≤ 1, auf den Werte-
bereich des Parameters a3 abgebildet. Analog zu diesem Beispiel wird auch
bei allen anderen Parametern verfahren. Auf die beschriebene Art wird die
Parametrierung des Wunschfahrprofils fu¨r den Fahrer auf die Festlegung eines
einzigen Parameters reduziert.
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Abbildung 4.4: Adaption der Profilgenerierung an den Fahrer
Die bisherigen Ausfu¨hrungen werden in Abbildung 4.4 zusammengefasst: Im
ersten Schritt (siehe 1©) gibt der Fahrer den Parameter W vor, der seine
Pra¨ferenz bezu¨glich der U¨berquerung des Verkehrsknotenpunktes zwischen
komfortorientiert bzw. energiesparend (0) und sportlich/schnell (1) einord-
net. Dieser Wert wird an den Profilgenerator u¨bergeben. Dort wird dann im
zweiten Schritt (siehe 2©) die Durchfahrtsgeschwindigkeit vM fu¨r den Innen-
bereich gema¨ß dem zuvor beschriebenen Beispiel durch eine lineare Abbildung
von W auf den Gu¨ltigkeitsbereich von vM festgelegt. Nach der Bestimmung
von vM werden die Grenzwerte fu¨r die Beschleunigungen bzw. Verzo¨gerungen
a3 und a5 berechnet. Im dritten und letzten Schritt (siehe 3©) werden r1, a3
und a5 ebenfalls auf Basis einer Transformation vonW berechnet. Somit sind
nun sa¨mtliche Parameter des Wunschfahrprofils festgelegt.
Abbildung 4.5 zeigt zum Vergleich zwei unterschiedliche Wunschfahrprofile,
die nach der oben beschriebenen und implementierten Systematik erzeugt
wurden.
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Abbildung 4.5: Vergleich unterschiedlicher Wunschfahrprofile
96
5 Strukturierung und Lo¨sung des
Netzwerkflussproblems
In Kapitel 3 wurde gezeigt, wie man die Vorga¨nge im Kreuzungsbereich mo-
dellieren kann, um sie als Netzwerkflussproblem darzustellen. Die Knoten des
Netzwerks sind durch die Knotenmenge BD,f gegeben. Diese Menge spannt
einen Raum mit den Dimensionen Weg (s), Geschwindigkeit (v) und Zeit
(t) auf. Die Trajektorie eines Fahrzeugs wird vorwa¨rtsschreitend entlang der
Wegstu¨tzstellen sk dieses Raumes (Optimierungsraster) geplant, wobei sich
eine Trajektorie dann aus mehreren Segmenten zusammensetzt. Ein Trajek-
toriensegment beschreibt den U¨bergang vom Zustand [sk, vk]
T im Zeitpunkt
tk in den Zustand [sk+1, vk+1]
T zum Zeitpunkt tk+1. Trajektoriensegmente sind
jedoch nur zula¨ssig, wenn ihre Projektion auf die Knotenmenge Af (Kollisi-
onsraster) nicht mit als besetzt markierten Knoten zusammenfa¨llt (Abschnitt
3.3).
Die Wunschtrajektorie bzw. das Wunschfahrprofil, das gema¨ß der in Kapi-
tel 4 beschriebenen Systematik gebildet wird, kann man sich prinzipiell als
im Raum BD,f liegend vorstellen. Es spiegelt die Fahrerpra¨ferenzen bezu¨g-
lich Komfortempfinden, Kraftstoffverbrauch, Sicherheit und Zeitbedarf wi-
der. Das Wunschfahrprofil kann nur realisiert werden, wenn keine Kollisio-
nen mit anderen Verkehrsteilnehmern zu befu¨rchten sind. Dies ist jedoch in
der Regel nicht der Fall. Daher muss ein Fahrprofil gefunden werden, das
dem Wunschfahrprofil mo¨glichst nahe kommt, jedoch nicht mit Fahrprofi-
len anderer Verkehrsteilnehmer kollidiert. Dieses Fahrprofil ist dann das fu¨r
das jeweilige Fahrzeug optimale zula¨ssige Fahrprofil. In der Terminologie der
Graphentheorie ausgedru¨ckt, resultiert daraus die folgende Aufgabe: Fu¨r je-
des Fahrzeug ist ein optimaler Fluss von der Einfahrt bis zur Ausfahrt des
jeweiligen Verkehrsknotenpunktes (Kreuzung, Kreisverkehr etc.) zu bestim-
men, der zu keinen Kollisionen mit anderen Fahrzeugen fu¨hrt.
Die prinzipielle Vorgehensweise fu¨r die Bestimmung der optimalen zula¨ssi-
gen Trajektorie sieht so aus, dass vorwa¨rtsschreitend, entlang der Wegstu¨tz-
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stellen von BD,f , alternative Trajektoriensegmente entwickelt und anhand
des zugeho¨rigen Trajektoriensegments des Wunschfahrprofils bewertet wer-
den. In die Bewertung eines Segments fließen die Bewertungen der diesem
Segment unmittelbar vorausgehenden Segmente mit ein (Additivita¨tseigen-
schaft, Abschnitt 2.3.1). Durch dieses Vorgehen erha¨lt man einen Graphen in
der Form eines Wurzelbaumes (Abschnitt 2.2), dessen Wurzel der Knoten mit
den Koordinaten sk=0 = 0 vk=0 = ve und tk=0 = 0 bildet, also der Knoten,
der den Eintritt des Fahrzeugs in den Verkehrsknotenpunkt repra¨sentiert. Im
Anschluss wird von den Knoten, deren Wegkoordinate smax,f entspricht, der-
jenige mit der besten Bewertung gewa¨hlt. Der Weg durch den Graphen, von
seiner Wurzel bis zu diesem Knoten, repra¨sentiert die optimale Trajektorie.
5.1 Die Bewertung von Trajektoriensegmenten
Prinzipiell werden Trajektoriensegmente gema¨ß ihrer Abweichung vomWunsch-
fahrprofil bewertet. Die Trajektorie eines Fahrzeugs ist gegeben durch die
Folge Pk diskreter Punkte in BD,f (vgl. (3.38) in Abschnitt 3.3), wobei die
Wegkoordinaten sk a priori festgelegt sind. Diese Punktfolge Pk unterteilt
die Trajektorie in Segmente. Nach dem gleichen Prinzip wird nun aus dem
Wunschfahrprofil die Punktfolge
P˜W,k = {p˜W,k|p˜W,k := (sk, tW,k, vW,k), p˜W,k ∈ R
3
≥0}, k = 0, ..., nt, (5.1)
gebildet. Gema¨ß dem Wunschfahrprofil wu¨rde das Fahrzeug also die Weg-
stu¨tzstelle sk zum Zeitpunkt tW,k erreichen. Seine Geschwindigkeit wu¨rde zu
diesem Zeitpunkt vW,k betragen.
Weicht nun ein Trajektoriensegment der durch P˜k gegebenen Trajektorie von
dem entsprechenden Segment der durch P˜W,k repra¨sentierten Wunschtrajek-
torie ab, so gibt es prinzipiell eine Vielzahl von Mo¨glichkeiten, wie diese Ab-
weichung bewertet werden kann. Eine Mo¨glichkeit ko¨nnte beispielsweise in
der folgenden Kosten- bzw. Gu¨tefunktion bestehen:
ck = (tW,k+1 − tk+1)
2 (5.2)
Durch die Quadrierung werden einerseits Vorzeichen eliminiert, und anderer-
seits werden gro¨ßere Abweichungen progressiv steigend sta¨rker gewichtet. Die
Anwendung einer solchen Gu¨tefunktion wu¨rde dazu fu¨hren, dass im Rahmen
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der Optimierung versucht wu¨rde, mo¨glichst geringe Abweichungen zu den
jeweiligen Zeitpunkten tW,k des Wunschfahrprofils zu realisieren. Mu¨sste al-
so ein Fahrzeug wegen zuvor den Innenbereich des Verkehrsknotenpunktes
durchfahrender Fahrzeuge abbremsen, so wu¨rde im Folgenden versucht, den
aus dem Bremsen resultierenden Zeitverlust wieder zu kompensieren. Wenn
mo¨glich, wu¨rde das Fahrzeug also in folgenden Trajektoriensegmenten sta¨rker
beschleunigen, als im Wunschfahrprofil vorgesehen. Dies ist jedoch bei Fah-
rern mit komfortorientierten Wunschfahrprofilen unerwu¨nscht. Bei dieser Art
von Wunschfahrprofilen wa¨re es am besten, die Verzo¨gerung in Kauf zu neh-
men und dann zu versuchen, fu¨r den Rest des noch zuru¨ckzulegenden Weges
mo¨glichst die entsprechenden Segmente des Wunschfahrprofils zu realisieren.
Eine Gu¨tefunktion, die dieser Forderung schon sehr nahe kommt, wa¨re








Mit dieser Gu¨tefunktion wird zumindest sichergestellt, dass im Zuge des
Optimierungsprozesses in den einzelnen Trajektoriensegmenten eine gleiche
Durchschnittsgeschwindigkeit wie im zugeho¨rigen Segment des Wunschfahr-
profils angestrebt wird. Es ist jedoch auch der Fall denkbar, dass ein Segment
des Wunschfahrprofils mit einer geringen Geschwindigkeit startet, dann ein
Beschleunigungsvorgang erfolgt und das Segment mit einer hohen Geschwin-
digkeit endet, wa¨hrend es im Fall des entsprechenden zu bewertenden Trajek-
toriensegments genau umgekehrt ist. In diesem Fall wu¨rde das zu bewertende
Segment signifikant vom Wunschfahrprofil abweichen, ha¨tte aber dennoch ei-
ne gute Bewertung. Eine mo¨gliche Lo¨sung fu¨r dieses Problem besteht darin,
die Geschwindigkeiten am Ende der Trajektoriensegmente ebenfalls in die
Gu¨tefunktion miteinzubeziehen. Dies fu¨hrt dann auf die Gu¨tefunktion
ck = kv¯ · |v¯W,k − v¯k|+ kv · |vW,k+1 − vk+1| . (5.4)
Bei kv¯ und kv handelt es sich um Gewichtungsfaktoren fu¨r die beiden Ab-
weichungstypen. Es hat sich jedoch in Simulationen gezeigt, dass die besten
Ergebnisse mit kv¯ ≈ kv ≈ 1 erzielt werden, so dass man die Faktoren prinzi-
piell auch wegfallen lassen ko¨nnte.
Unter normalen Bedingungen, bei gleichartigem Verkehrsaufkommen fu¨r alle
Routen, erzielt man mit der Gu¨tefunktion gema¨ß (5.4) gute Ergebnisse. Den-
noch kann auch noch eine erhebliche (situationsabha¨ngige) Feinabstimmung
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betrieben werden. So hat sich beispielsweise gezeigt, dass Staubildung im
Einfahrtsbereich bei starkem einseitigen Verkehrsaufkommen reduziert bzw.
aufgelo¨st werden kann, wenn man die Faktoren kv¯ und kv an den Stu¨tzstellen
sk variiert bzw. bei den Stu¨tzstellen im Einfahrtsbereich gro¨ßer wa¨hlt als bei
denen im Ausfahrtsbereich. Prinzipiell sind hier jedoch noch weitere Unter-
suchungen erforderlich, um den Algorithmus fu¨r eine gegebene Verkehrssitua-
tion optimal konfigurieren zu ko¨nnen.
5.2 Formulierung eines heuristischen Ansatzes
Eine eingeplante Trajektorie auf der Fahrspur a ∈ F fu¨hrt zu besetzten Kno-
ten innerhalb der Knotenanordnung Aa (vgl. Abbildung 3.6 und Abbildung
3.10). Durch Schnittbeziehungen von a (Abschnitt 3.1 und Abschnitt 3.4) wer-
den dadurch automatisch auch auf anderen Fahrspuren b ∈ F ∧ b 6= a Knoten
gesperrt. Ist eine Schnittbeziehungen derart, dass der Einfahrts- oder Aus-
fahrtsbereich von a identisch ist mit dem von b, so sieht das Muster gesperrter
Knoten in Ab fu¨r diesen Bereich genauso aus wie in Aa. Es besitzt die Form
eines Schlauches (vgl. Abbildung 3.10). Anders sieht dies aus, wenn sich die
Fahrspuren a und b im eigentlichen Sinne des Wortes schneiden (Abbildung
3.9). In diesem Fall wird von Ab nur ein Knoten-Cluster geringer Ausdehnung
im Innenbereich der Kreuzung gesperrt.
Vor diesem Hintergrund ist nun fu¨r ein Fahrzeug auf Fahrspur f ∈ F mit
einem Wunschfahrprofil, gegeben durch die Punktfolge P˜W,k, ein Fahrprofil
zu bestimmen, das dem Wunschfahrprofil mo¨glichst nahe kommt, gleichzei-
tig aber nur auf freie Knoten von Af zugreift. Ein mo¨glicher, heuristischer
Ansatz fu¨r diese Problematik besteht darin, sich an einem Wasserfluss, wie
er in Abbildung 5.1 dargestellt ist, zu orientieren. Das Wasser fließt durch
die tiefsten Stellen des Flussbettes und wird erst auf ein ho¨heres Niveau an-
steigen, wenn die Tiefe abnimmt oder andere Hindernisse, zum Beispiel in
Form von Steinen oder Felsen, den Fluss behindern. In diesem Fall wird das
Wasser dann solange gestaut, bis ein ausreichend hohes Niveau erreicht ist,
damit das jeweilige Hindernis umflossen werden kann.
U¨bertra¨gt man dieses Beispiel nun auf die Problematik der Trajektorienpla-
nung, so kann man die Wunschtrajektorie prinzipiell mit dem Verlauf der
tiefsten Stellen des Flussbettes vergleichen. Die durch andere Fahrzeuge be-
setzten Knoten von Af entsprechen den Hindernissen (Steine, Felsen etc.).
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Abbildung 5.1: Vorbild Wasserfluss
Die Trajektorienplanung folgt der Wunschtrajektorie. Ist dies aufgrund von
besetzten Knoten (Hindernisse) nicht mehr mo¨glich, so mu¨ssen diese Knoten
umflossen werden.
Anhand dieser U¨berlegungen kann ein erster Ansatz fu¨r die Trajektorienpla-
nung nun folgendermaßen aussehen: Ausgehend von einem gegebenen Start-
knoten p˜k, wird die Wunschtrajektorie bis zu der Stelle realisiert, an der
auf einen besetzten Knoten αf,h,i bzw. einen besetzten Einzugsbereich Θf,h,i
des Kollisionsrasters gestoßen wird. In diesem Fall werden, wenn mo¨glich,
zwei alternative Trajektoriensegmente bestimmt, die in p˜k beginnen und in
p˜k+1,1 bzw. p˜k+1,2 enden ( 1© und 2© in Abbildung 5.2). Diese beiden Segmen-
te werden so gebildet, dass ihre Abweichung von dem zugeho¨rigen Segment
der Wunschtrajektorie minimal ist, jedoch der besetzte Bereich nicht mehr
geschnitten wird. Das zum Knoten p˜k+1,1 fu¨hrende Segment weicht von der
Wunschtrajektorie zu einem fru¨heren Zeitpunkt ab, das zum Knoten p˜k+1,2
fu¨hrende Segment zu einem spa¨teren Zeitpunkt. Von den Knoten p˜k+1,1 und
p˜k+1,2 ausgehend, wird nun versucht, den Rest der Wunschtrajektorie zu reali-
sieren. Ein alternatives Trajektoriensegment entspricht dem zugeho¨rigen Seg-
ment der Wunschtrajektorie, wenn es in der Darstellung gema¨ß Abbildung 5.2
parallel zur Wunschtrajektorie verla¨uft, also lediglich entlang der Zeitachse
verschoben ist. Ist es nicht mo¨glich, den Rest des Wunschfahrprofils zu rea-
lisieren, so wird die oben beschriebene Prozedur wiederholt. In Abbildung
5.2 ist dies beispielhaft gezeigt. Ergebnis sind die beiden Trajektorien mit
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Abbildung 5.2: Beispiel fu¨r einen heuristischen Ansatz
den Bezeichnungen HV 1 und HV 2. Die Bewertung kann analog zu den in
Abschnitt 5.1 beschriebenen Berechnungen erfolgen. Letztlich ist aus sa¨mtli-
chen zula¨ssigen Trajektorien HV 1, HV 2, ... die Trajektorie mit dem besten
Gu¨tewert zu wa¨hlen.
Der skizzierte heuristische Ansatz ist sehr einfach und bietet noch viel Op-
timierungspotenzial. Beispielsweise ist es sicherlich sinnvoll, mehr als 2 al-
ternative Trajektoriensegmente zu bilden, falls an einer Stelle der Wunsch-
trajektorie nicht mehr gefolgt werden kann. Weiterhin ist zu erwarten, dass
dieser Ansatz im Hinblick auf die Berechnungsdauer deutlich schneller ist als
die Dynamische Programmierung, die im na¨chsten Abschnitt vorgestellt wird.
Allerdings hat diese Schnelligkeit auch einen Preis, der darin besteht, dass
das Auffinden des Optimums bzw. der optimalen Trajektorie nicht garantiert
werden kann.
Prinzipiell sind neben dem zuvor skizzierten heuristischen Ansatz noch eine
Vielzahl anderer Ansa¨tze denkbar. Dazu za¨hlt zum Beispiel auch die Anwen-
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dung genetischer Algorithmen. Diese Ansa¨tze zeichnen sich aber dadurch aus,
dass sich Aussagen bezu¨glich der Laufzeit und der Optimalita¨t der gefunde-
nen Lo¨sung in der Regel nicht oder nur sehr schwer treffen lassen.
Im Rahmen des entstandenen Simulators wurde bisher der Ansatz auf Basis
der Dynamischen Programmierung implementiert, da zuerst analysiert wer-
den sollte, inwieweit ein mathematisch exaktes Verfahren unter Echtzeitanfor-
derungen verwendet werden kann. Es wird an dieser Stelle ausdru¨cklich darauf
hingewiesen, dass die Dynamische Programmierung hier so verstanden wird,
dass sa¨mtliche vorhandenen Entscheidungsmo¨glichkeiten1 des mehrstufigen
Entscheidungsprozesses systematisch ausgewertet werden. Dadurch wird der
gesamte erreichbare Zustandsraum analysiert und das Auffinden des Opti-
mums fu¨r die jeweilige Konstellation des Optimierungsproblems garantiert.
Erst wenn absehbar ist, dass der mit der Dynamischen Programmierung ver-
bundene Rechenaufwand nicht mehr in Echtzeit abgearbeitet werden kann, ist
ein U¨bergang auf einen rein heuristischen Ansatz sinnvoll. Alternativ dazu
kann die Dynamische Programmierung auch mit dem Ziel der Laufzeitver-
besserung um Heuristiken erweitert werden. Diese Mo¨glichkeit wird am Ende
dieses Kapitels nochmals aufgegriffen.
5.3 Anwendung der Dynamischen
Programmierung
Ein heuristischer Ansatz, wie er in Abschnitt 5.2 beschrieben wurde, kann
das Auffinden des Optimums nicht garantieren. Dies liegt daran, dass Ent-
scheidungen im Hinblick auf die Entwicklung von alternativen Trajektori-
ensegmenten getroffen werden, bevor sa¨mtliche Informationen u¨ber den Lo¨-
sungsraum bekannt sind. So ko¨nnen beispielsweise zu Beginn Trajektorien-
segmente entwickelt werden, die spa¨ter in einer Sackgasse enden. Bei der
Dynamischen Programmierung sieht dies anders aus, denn im Rahmen dieses
Verfahrens wird der gesamte Raum BD,f (in Verbindung mit Af) systematisch
analysiert. Erst dann wird von der letzten Wegstu¨tzstelle aus die optimale
Trajektorie entwickelt. Die Ergebnisse dieses Vorgehens sind schematisch in
Abbildung 5.3 dargestellt. Der dunkel hinterlegte Bereich repra¨sentiert analy-
1Das bedeutet, sa¨mtliche Kanten aller erreichbaren Knoten gema¨ß der Definitionen in Abschnitt 3.3.
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Abbildung 5.3: Beispiel fu¨r die Dynamische Programmierung
sierte Knoten- bzw. Zustandsu¨berga¨nge, die einem Trajektoriensegment ent-
sprechen, mit dem das Fahrzeug innerhalb des zula¨ssigen maximalen Zeit-
fensters den jeweiligen Verkehrsknotenpunkt u¨berqueren kann. Jeder Knoten
p˜k+1 ∈ BD,f eines potenziellen Trajektoriensegments innerhalb dieses Be-




cκ∗ (eκ∗ ∈ Eκ∗), mit k = 0, ..., nt − 1, (5.5)
sowie u¨ber die Information des optimalen Vorga¨nger-Knotens (Abschnitt 3.3.2).
Am Ende der Durchfahrt – an der Stu¨tzstelle sk=nt – wird der Knoten ge-
wa¨hlt, der die Bedingung
min {C(p˜nt)|tnt ∈ TD ∧ vnt ∈ VD)} (5.6)
erfu¨llt. Von diesem Knoten aus wird u¨ber die Vorga¨nger-Beziehung die opti-
male Trajektorie ru¨ckwa¨rts schreitend entwickelt. Dieses Vorgehen fu¨hrt dann
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zu Trajektorien, die a¨hnlich aussehen wie die mit DP 1 und DP 2 bezeichneten
Trajektorien in Abbildung 5.3.
5.3.1 Adaption und Umsetzung im Simulator
Die Dynamische Programmierung entspricht einem mehrstufigen Entschei-
dungsprozess. Aus diesem Grund sind im Vorfeld Entscheidungsstufen fest-
zulegen. Im Hinblick auf das Kreuzungsmanagement entspricht eine Entschei-
dungsstufe prinzipiell einer Wegstu¨tzstelle sk ∈ SD,Bf des Optimierungsras-
ters, an der fu¨r das Fahrzeug eine Antriebs- bzw. Bremskraft festgelegt wird,
die bis zum Erreichen der Wegstu¨tzstelle sk+1 ∈ SD,Bf konstant gehalten
wird.
Das im Simulator implementierte Optimierungsraster besteht aus fixen (sk,fix)
und variablen (sk,var) Wegstu¨tzstellen, wobei auch bei den variablen Stu¨tz-
stellen die Restriktion zu beachten ist, dass nur Stu¨tzstellen zula¨ssig sind,
die auch zum Kollisionsraster geho¨ren (sk,var ∈ SD,Bf , SD,Bf ⊆ SD,f): Gema¨ß
Abschnitt 4.1 wird die Durchfahrt eines Verkehrsknotenpunktes in 3 Pha-
sen unterteilt, die von den Grenzen zwischen Innen- und Außenbereich des
jeweiligen Verkehrsknotenpunktes abha¨ngen. An diesen Grenzen sowie am
Anfang und am Ende des gesamten Durchfahrtsweges sind fixe Wegstu¨tzstel-
len definiert. Dazwischen ko¨nnen, jeweils an der Position einer Stu¨tzstelle des
Kollisionsrasters, beliebig viele variable Stu¨tzstellen realisiert werden. Expe-
rimente haben jedoch gezeigt, dass das Einfu¨gen von 1-2 variablen zwischen
den fixen Stu¨tzstellen bereits zu sehr guten Ergebnissen fu¨hren. Mehr varia-
ble Stu¨tzstellen erho¨hen im Wesentlichen lediglich den Berechnungsaufwand.
Sa¨mtliche fixe und variable Stu¨tzstellen, mit Ausnahme der letzten Wegstu¨tz-
stelle, bilden damit die Entscheidungsstufen der Dynamischen Programmie-
rung. Auf dieser Basis wird dann der Raum BD,f gebildet, indem fu¨r jede
Stu¨tzstelle sk des Optimierungsrasters ein Unterraum BV T,k definiert wird
(Abschnitt 3.3.1).
Der Eintritt eines Fahrzeugs in einen Verkehrsknotenpunkt ist durch den
Knoten pk=0 ∈ BD,f := (sk=0 = 0, tk=0 = 0, vk=0 = ve) definiert. In diesem
Knoten startet der Algorithmus der Dynamischen Programmierung, indem
sa¨mtliche Kanten bzw. Trajektoriensegmente bestimmt werden, mit denen
das Fahrzeug zu der Wegstu¨tzstelle sk+1 gelangen kann (Abschnitt 3.3.2),
ohne dass dabei auf besetzte Knoten von Af zugegriffen wird. Fu¨r sa¨mtliche
Zielknoten auf der Stufe sk+1 wird nun gema¨ß der Gu¨tefunktion (5.4) der
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zugeho¨rige Gu¨tewert berechnet und gespeichert, wobei fu¨r sa¨mtliche Knoten
von BD,f der Wert ∞ vorinitialisiert ist. Dieser vorinitialisierte Wert wird
jeweils durch den berechneten Gu¨tewert u¨berschrieben. Weiterhin wird der
optimale Vorga¨nger gespeichert, der in diesem Fall stets in dem Knoten pk=0
besteht.
Beim U¨bergang zur Stufe sk=1 muss das im vorherigen Abschnitt beschriebe-
ne Verfahren fu¨r sa¨mtliche Knoten durchgefu¨hrt werden, die von der vorhe-
rigen Stufe sk=0 aus erreicht wurden. Diese Knoten sind daran zu erkennen,
dass ihr Gu¨tewert nicht mehr dem Wert ∞ entspricht. Das Resultat dieses
Vorgehens besteht darin, dass auf der Stufe sk=2 erstmalig Knoten auftau-
chen, die mehrere Vorga¨nger haben ko¨nnen bzw. durch mehrere Knoten auf
der Stufe sk=1 erreicht werden ko¨nnen. Hier wird nun die zentrale Idee des
Bellman-Ford-Algorithmus (Abschnitt 2.2) aufgegriffen und angewendet:
Wenn von einem Knoten der Stufe sk aus ein Knoten auf der Stufe sk+1 er-
reicht werden kann, so wird zuerst gepru¨ft, ob der Gu¨tewert des jeweiligen
Knotens auf der Stufe sk+1 verbessert werden kann. Wird dieser Knoten erst-
malig erreicht, so wird dies immer der Fall sein, denn der initiale Wert ist∞.
Im anderen Fall werden Gu¨tewert und Vorga¨ngerbeziehung nur dann u¨ber-
schrieben, wenn eine Verbesserung des Gu¨tewertes mo¨glich ist (Prinzip der
LC-Verfahren). Bevor beide Werte jedoch u¨berschrieben werden, sind die ent-
sprechenden Knoten von Af (Kollisionsraster) zu pru¨fen. Ein U¨berschreiben
darf nur stattfinden, wenn das jeweilige Trajektoriensegment nur auf solche
Knoten von Af zugreift, die nicht bereits durch andere Fahrzeuge besetzt
sind. Nach dieser Systematik wird nun der gesamte Raum BD,f sukzessive
entlang der Wegachse, im Unterraum BV T,0 beginnend und im Unterraum
BV T,nt endend, exploriert. Der diesem Vorgehen entsprechende Pseudo-Code
hat prinzipiell die Form des Listings 5.1.
Die a¨ußere Schleife (while ...) la¨uft u¨ber die Entscheidungsstufen der Dy-
namischen Programmierung. Auf der letzten Entscheidungsstufe (Stu¨tzstelle
nt−1) werden sa¨mtliche Mo¨glichkeiten bzw. Trajektoriensegmente ermittelt,
mit denen das jeweilige Fahrzeug den Verkehrsknotenpunkt verlassen kann.
Diese Mo¨glichkeiten fu¨hren in der Regel zu Bewertungen von Knoten an der
Stu¨tzstelle sk=nt bzw. von Knoten im Unterraum BV T,nt. Sollte an dieser
Stelle kein Trajektoriensegment realisiert werden ko¨nnen, so ist die Trajekto-
rienplanung fehlgeschlagen. Es konnte in diesem Fall fu¨r das Fahrzeug keine
Trajektorie berechnet werden, mit der es den Verkehrsknotenpunkt in dem
gegebenen Zeitfenster durchfahren kann. Die Konsequenz daraus ist, dass das
Fahrzeug warten und der Algorithmus erneut ausgefu¨hrt werden muss. Die
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100 Startknoten a = pk=0 ;
101 Bewertung C[ i ] von Knoten i := ∞ f u¨ r a l l e i∈ BD,f ;
102 Bewertung C[ a ] := 0 ;
103 Routenvorga¨nger R[ i ] von Knoten i := ∅ f u¨ r a l l e i∈ BD,f ;
104 k := 0 ;
105
106 while ( k < nt )
107 {
108 for ( a l l e Knoten i∈ BV T,k , mit C[ i ] < ∞ )
109 for ( a l l e fahrdyn . z u l a¨ s s i g e n Kanten [ i , j ] , mit j∈ BV T,k+1 )
110 {
111 i f (C[ i ] + c ( i , j ) < C[ j ] ) )
112 {
113 i f ( ke ine Ko l l i s i o n en auf Af durch Kante [ i , j ] )
114 {
115 C[ j ] := C[ i ] + c ( i , j ) ;





121 k := k+1;
122 }
Listing 5.1: Pseudo-Code der Dynamischen Programmierung
im Kreuzungsmanagement
Trajektorienplanung schla¨gt immer dann fehl, wenn die maximale Kapazita¨t
des jeweiligen Verkehrsknotenpunktes erreicht wird.
Konnte die Trajektorienplanung erfolgreich ausgefu¨hrt werden, so befinden
sich im Unterraum BV T,nt Knoten mit einer Bewertung ungleich∞. Von die-
sen Knoten wird nun derjenige ausgewa¨hlt, der u¨ber die beste Bewertung
verfu¨gt. Dann wird von diesem Knoten aus u¨ber die Vorga¨ngerbeziehung
die optimale Trajektorie, vom Ende ausgehend, ru¨ckwa¨rts schreitend bis zu
ihrem Anfang entwickelt. Letztlich ergeben sich daraus die optimalen Ent-
scheidungen (bzw. die optimale Strategie) fu¨r die Entscheidungsstufen sk der
Dynamischen Programmierung mit k = 0, ..., nt − 1. Ein repra¨sentatives Er-
gebnis der vorgestellten Systematik wird durch Abbildung 5.4 geliefert. Die
Abbildung zeigt die Ergebnisse der Trajektorienplanung mittels der Dynami-
schen Programmierung fu¨r ein Fahrzeug, das eine Kreuzung durchfa¨hrt. Das
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Abbildung 5.4: Beispiel fu¨r die Ergebnisse einer Trajektorienberechnung
maximale Zeitfenster fu¨r die Durchfahrt entspricht 30 Sekunden, die Diskreti-
sierungsschrittweite der Zeit ∆t∗ entspricht 0,5 Sekunden. Die Diskretisierung
des Weges variiert, wie bereits in Kapitel 3 angedeutet. Der Innenbereich der
Kreuzung ist aufgrund der vielen Kollisionsbeziehungen mit anderen Rou-
ten deutlich feiner und in nicht a¨quidistanten Absta¨nden diskretisiert. Im
Außenbereich, also auf der Einfahrts- und der Ausfahrtsgerade, wurde eine
a¨quidistante Diskretisierung mit einem Abstand von 4 Metern gewa¨hlt2. Die
2Die Diskretisierung fu¨r die Kreuzung ist hardcodiert (vgl. Abschnitt 3.4). Der Stu¨tzstellenabstand im
Ausfahrtsbereich kann mit geringem Aufwand modifiziert werden, im Innenbereich ist dies jedoch nicht
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dunklen Bereiche entsprechen Einzugsbereichen Θf,h,i, die bereits durch an-
dere Fahrzeuge gesperrt wurden. Die dargestellten Kanten entsprechen Ent-
scheidungsmo¨glichkeiten an den Entscheidungsstufen der Dynamischen Pro-
grammierung. Ferner repra¨sentieren sie in ihrer Gesamtheit sa¨mtliche Trajek-
torien bzw. Mo¨glichkeiten, mit denen das Fahrzeug den Verkehrsknotenpunkt
innerhalb des eingera¨umten Zeitfensters durchfahren kann. Der die optima-
le Trajektorie repra¨sentierende Pfad3 ist dicker hervorgehoben und fu¨hrt zu
dem Knoten an der Stu¨tzstelle snt, der die gu¨nstigste Bewertung hat. Man
kann gut erkennen, wie durch die gewa¨hlte Gu¨tefunktion versucht wird, der
Wunschtrajektorie mo¨glichst zu folgen und wie Unstetigkeiten im Innenbe-
reich, in Form von besetzten Knoten-Clustern, einfach umflossen werden.
Weiterhin sollte klar sein, dass mit einer feineren Diskretisierung bessere
Trajektorien und ein ho¨herer Durchsatz bzw. eine Erho¨hung der Kapazita¨t
des jeweiligen Verkehrsknotenpunktes zu erzielen sind. Eine Verfeinerung der
Diskretisierung ist jedoch mit einer Erho¨hung des Rechenaufwands verbun-
den. Die Diskretisierung muss also je nach (Rechner-)Zielsystem so gewa¨hlt
werden, dass die Berechnungen noch in Echtzeit ausgefu¨hrt werden ko¨nnen.
Bezu¨glich der Echtzeitfa¨higkeit wurde die folgende Anforderung festgelegt:
Die Trajektorienplanung mittels der Dynamischen Programmierung fu¨r ein
Fahrzeug soll in einer Zeit unterhalb von einer Sekunde abgeschlossen sein
(TDP < 1.0 [s]), und zwar weil zu erwarten ist, dass die Bewegung eines Fahr-
zeugs fu¨r den Zeitraum von einer Sekunde mit hoher Genauigkeit extrapoliert
bzw. gescha¨tzt werden kann. Im Zeitpunkt t−1 = x [s] wird dann mit der Pla-
nung einer Trajektorie begonnen, die nahtlos an den Zustand anknu¨pft, den
das Fahrzeug mit ho¨chster Wahrscheinlichkeit im Zeitpunkt t0 = x + 1.0 [s]
erreicht haben wird. Ab dem Zeitpunkt t0 realisieren die Fahrdynamikregler
des Fahrzeugs die berechnete Trajektorie. Erst wenn diese Trajektorie voll-
sta¨ndig abgefahren wurde, wird am Ende des Verkehrsknotenpunktes wieder
die Kontrolle an den Fahrer u¨bergeben.
5.3.2 Betrachtungen zum Rechenaufwand
Der große Vorteil der Dynamischen Programmierung besteht darin, dass fu¨r
die gegebene Konstellation das Optimum in jedem Fall gefunden wird, und
dies auch innerhalb einer deterministischen Zeitspanne, die weiterhin durch
ohne Weiteres mo¨glich.
3Ein Pfad ist als Weg durch ein Netzwerk im Sinne einer Folge von Kanten zu verstehen.
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die gewa¨hlte Diskretisierung stark beeinflusst werden kann. Fu¨r Systeme mit
geringer Ordnung ist die Methode somit gut geeignet, wenn Echtzeitanfor-
derungen zu erfu¨llen sind, denn alternative Optimierungsverfahren aus dem
Bereich der nichtlinearen Optimierung, wie beispielsweise das Gradientenver-
fahren, ko¨nnen weder Konvergenz in endlicher Zeit noch (globale) Optimalita¨t
der gefundenen Lo¨sung garantieren.
Der Nachteil der Dynamischen Programmierung offenbart sich bekannterma-
ßen bei ho¨heren Dimensionen, denn diese gehen exponentiell in den Rechen-
aufwand ein (Abschnitt 2.3.3).
Zur Abscha¨tzung des Rechenaufwands beim Kreuzungsmanagement wird das
folgende Beispiel betrachtet:
Eine verwendete Konfiguration beru¨cksichtigt die Geschwindigkeit im Inter-
vall von 0 bis 20 m/s, wobei in Schritten von ∆v∗ = 0, 5 m/s diskretisiert wird
(41 diskrete Werte). Den Fahrzeugen wird fu¨r das Durchfahren der gegebenen
Kreuzung (Ein- und Ausfahrt jeweils ca. 100 m) ein maximales Zeitfenster
von 40 Sekunden eingera¨umt. Es wird dabei in Schritten von ∆t∗ = 0, 5 s
diskretisiert (81 diskrete Werte). Die Anzahl der Entscheidungsstufen bzw.
Wegstu¨tzstellen sk ∈ SD,f liegt bei dieser Konfiguration bei 8, es sind jedoch
sowohl mehr als auch weniger denkbar. Daraus ergibt sich ein Umfang von
8·41·81 = 26.568 diskreten Knoten fu¨r den Raum BD,f , wobei fu¨r jeden dieser
Knoten, der durch ein Fahrzeug erreicht werden kann, sa¨mtliche ausgehende
Kanten (Abschnitt 3.3.2) analysiert werden mu¨ssen. Da jedoch, beginnend
mit einem konkreten Anfangsknoten (pk=0), der Raum BD,f sukzessive ex-
ploriert wird – bestimmte Knoten des Raumes also gar nicht erst erreicht
werden ko¨nnen (vgl. Abbildung 5.4) – und weiterhin sinnvolle Begrenzungen
dieses Raumes im Vorfeld mo¨glich sind, la¨sst sich diese Anzahl signifikant
reduzieren, teilweise auf ein Drittel oder weniger. Geht man von etwa 10.000
Knoten aus, so mu¨ssen fu¨r 10.000 Knoten Tmin und Tmax bestimmt sowie
die zwischen diesen Grenzen liegenden U¨berga¨nge analysiert werden. Auf ei-
nem 3-GHz-Rechner (Single-Core) werden dafu¨r je Optimierung bzw. Fahr-
zeug ca. 50 Millisekunden beno¨tigt. Durch Anpassung der Diskretisierung
und Variation der Entscheidungsstufen la¨sst sich dieser Wert stark beeinflus-
sen und prinzipiell auf die Kapazita¨t beliebiger Zielsysteme adaptieren. Eine
gro¨bere Diskretisierung geht zu Lasten der Genauigkeit und reduziert auch
den Durchsatz, da sich Fahrzeugabsta¨nde vergro¨ßern, ermo¨glicht andererseits
aber, dass Rechnersysteme mit geringer Kapazita¨t die Optimierungsaufgabe
noch in Echtzeit lo¨sen ko¨nnen.
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Neben der bereits in Abschnitt 3.3 eingefu¨hrten Unterscheidung zwischen
Kollisionsraster und Optimierungsraster gibt es noch weitere Mo¨glichkeiten,
die Laufzeit der Dynamischen Programmierung zu verbessern. Diese werden
in den folgenden Abschnitten kurz vorgestellt.
Ausschluss von Netzwerkknoten
Eine Mo¨glichkeit zur Reduktion des Rechenaufwands besteht in der bereits
im obigen Beispiel erwa¨hnten Begrenzung des fu¨r die Dynamische Program-
mierung erreichbaren Raumes, also einer Begrenzung von BD,f . Aufgrund
diverser Rahmenparameter (maximales Zeitfenster fu¨r Kreuzungsdurchfahrt,
Geschwindigkeitslimits in bestimmten Bereichen etc.) kann im Vorfeld mit
geringem Aufwand ein Bereich zula¨ssiger Trajektorien bestimmt werden, mit
denen Knoten ausgeschlossen werden, die zu keiner zula¨ssigen Trajektorie
fu¨hren wu¨rden. Abbildung 5.5 zeigt ein Beispiel fu¨r den Bereich zula¨ssiger
Knoten. Die Optimierung beru¨cksichtigt lediglich Knoten bzw. Knotenu¨ber-
ga¨nge, die in diesem zula¨ssigen Bereich liegen. An dieser Stelle werden letzt-
lich auch die querdynamischen Restriktionen beru¨cksichtigt, die durch be-
reichsabha¨ngige Geschwindigkeitslimits in die Begrenzung einfließen. So kann
eine querdynamische Restriktion zum Beispiel darin bestehen, dass ein abbie-
gendes Fahrzeug wa¨hrend des eigentlichen Abbiegevorgangs eine bestimmte
Geschwindigkeit nicht u¨berschreiten darf, da sonst die Gefahr des Ausbre-
chens besteht. Daraus folgt, dass an Wegstu¨tzstellen sk vor Beginn des Ab-
biegevorgangs nicht jedes Geschwindigkeitsniveau zula¨ssig ist. Dazu geho¨ren
sa¨mtliche Geschwindigkeiten, von denen aus das Fahrzeug nicht mehr recht-
zeitig auf das maximal zula¨ssige Niveau fu¨r den Abbiegevorgang abbremsen
kann. Man erkennt dies in Abbildung 5.5 an der Wo¨lbung des zula¨ssigen
Bereichs.
Wie hoch das Potenzial fu¨r die Reduktion der Berechnungen ist bzw. wie viele
Knoten von der Berechnung ausgeschlossen werden ko¨nnen, ha¨ngt letztlich
von mehreren Faktoren ab, wie zum Beispiel von der Eintrittsgeschwindigkeit
des Fahrzeugs (vE niedrig oder hoch?) oder von den Fahrzeugeigenschaften
(agiler PKW oder tra¨ger LKW?). Die Erfahrungen zeigen aber, dass bei einer
leeren Kreuzung bei geradeaus fahrenden Fahrzeugen ca. 50 % der Knoten
von BD,f nicht analysiert werden mu¨ssen, sei es durch die sukzessive Ex-
ploration oder durch direkten Ausschluss. Bei abbiegenden Fahrzeugen kann
sogar von ca. 75 % ausgegangen werden. Mit steigendem Verkehrsaufkommen
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Abbildung 5.5: Begrenzung von BD,f am Beispiel eines abbiegenden
Fahrzeugs
findet eine weitere Reduktion der zu analysierenden Knoten statt, da paral-
lel zum Anstieg des Verkehrsaufkommens auch immer mehr Knoten durch
andere Fahrzeuge gesperrt werden (vgl. Abbildung 5.4). Die durchschnittli-
che Laufzeit der Dynamischen Programmierung sinkt daher mit steigendem
Verkehrsaufkommen (vgl. auch Abbildung 6.5).
Parallelisierung
In Abschnitt 2.3 wurde gezeigt, dass die Auswertungen von Knoten derselben
Entscheidungsstufe prinzipiell unabha¨ngig voneinander sind. Bei dem hier
vorgestellten Verfahren ist diese Unabha¨ngigkeit leider nicht mehr vollsta¨n-
dig gegeben, da die Kanten nicht a priori feststehen, sondern zur Laufzeit der
Dynamischen Programmierung aus den Fahrzeugmodellen gewonnen werden.
Dies fu¨hrt dazu, dass mehrere unterschiedliche Knoten der Entscheidungsstu-
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fe sk auf einen Knoten der Entscheidungsstufe sk+1 parallel zugreifen ko¨nnen.
Dennoch besteht auch in diesem Fall die Mo¨glichkeit einer Parallelverarbei-
tung. Ein mo¨glicher Ansatz hierfu¨r wurde in [36] vorgestellt.
In diesem Ansatz werden die zweidimensionalen Unterra¨ume BV T,h (Ab-
schnitt 3.3.1), die zu den jeweiligen Entscheidungstufen sk geho¨ren, in n
Partitionen zerlegt. Jede dieser Partitionen wird von einer Recheneinheit be-
arbeitet, so dass die Dynamische Programmierung prinzipiell auf n Rechnern
parallel durchgefu¨hrt wird. Jede dieser n Recheneinheiten berechnet fu¨r sa¨mt-
liche Knoten ihrer zugeordneten Partition die optimalen Trajektoriensegmen-
te zu den Knoten der na¨chsten Entscheidungsstufe sk+1.
Das Problem besteht nun darin, dass auf einen Knoten der Entscheidungsstu-
fe sk+1 von mehreren Knoten der Entscheidungsstufe sk zugegriffen werden
kann, die aber wiederum zu unterschiedlichen Partitionen bzw. Rechenein-
heiten geho¨ren ko¨nnen. Diesem Problem wurde begegnet, indem zuna¨chst
jede Recheneinheit mit einer Kopie des zugeho¨rigen Unterraumes BV T,h der
Entscheidungsstufe sk+1 arbeitet. Nachdem sa¨mtliche Recheneinheiten ihre
Partitionen vollsta¨ndig bearbeitet haben, mu¨ssen die Kopien der Unterra¨ume
synchronisiert werden. Dies nimmt Rechenzeit in Anspruch. Weiterhin fu¨hrt
die Verwendung von Kopien der Unterra¨ume zu zusa¨tzlichen Berechnungen
gegenu¨ber der nichtparallelisierten Variante: Wurde bei der nichtparallelisier-
ten Variante fu¨r einen Knoten der Stufe sk+1 bereits fru¨hzeitig der optimale
Vorga¨nger gefunden bzw. wurde dieser Knoten mit einer gu¨nstigen Bewer-
tung versehen, so werden U¨berpru¨fungen bzw. Zugriffe durch andere Knoten
fru¨hzeitig abgebrochen.
Es hat sich jedoch gezeigt, dass sich diese nachteiligen Eigenschaften durch
geschickte Partitionierung und sequenzielle Synchronisation wa¨hrend der par-
allelen Verarbeitung der Partitionen deutlich reduzieren lassen. Es konnte
gezeigt werden, dass durch eine Parallelisierung eine signifikante Laufzeit-
verbesserung erreicht werden kann. Als weiteres Hemmnis wurden Kommu-
nikationszeiten identifiziert, sofern die parallel arbeitenden Recheneinheiten
u¨ber ein Netzwerk (TCP/IP) kommunizieren. Prinzipiell bietet die Mo¨g-
lichkeit der Parallelverabreitung noch hohes Potenzial fu¨r eine Laufzeitver-
besserung. Vor diesem Hintergrung erscheint es vielversprechend, das Po-
tenzial von Multi-Prozessor-Graphikkarten auszuloten. Die Prozessoren von
Graphikkarten ko¨nnen sehr gut fu¨r parallelisierbare Berechnungen genutzt
werden. Unter der Bezeichnung General Purpose Computation on Graphics-
Processing Units (GPGPU) entstehen derzeit immer komfortablere Software-
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Bibliotheken fu¨r die parallele Nutzung von Recheneinheiten innerhalb eigener
Anwendungen.
Einsatz von Heuristiken
In Abschnitt 5.2 wurde ein heuristischer Ansatz fu¨r die Planung alternativer
Trajektoriensegmente vorgestellt. Dabei sollte klar geworden sein, dass es sich
bei heuristischen Ansa¨tzen um keine mathematisch exakten Verfahren han-
delt, sondern vielmehr um sinnvolle Annahmen, die fu¨r eine schnelle Berech-
nung einer zula¨ssigen, aber in der Regel nicht optimalen Lo¨sung herangezogen
werden ko¨nnen. Heuristiken ko¨nnen zu einem ausgewogenen Kompromiss der
beiden in den meisten Fa¨llen gegensa¨tzlichen Zielgro¨ßen Gu¨te einer Lo¨sung
und Berechnungsaufwand dieser Lo¨sung fu¨hren.
Anders als in Abschnitt 5.2 werden Heuristiken im Folgenden nicht als ei-
gensta¨ndige Ansa¨tze aufgefasst, sondern als sinnvolle Modifikationen fu¨r ma-
thematisch exakte Verfahren, wie zum Beispiel die Dynamische Programmie-
rung.
Fu¨hrt man sich die Systematik der Trajektorienplanung gema¨ß Kapitel 3 vor
Augen, so stellt man fest, dass sich der Raum alternativer Trajektorienseg-
mente mit zunehmender Wegstu¨tzstelle bzw. Entscheidungsstufe sk immer
weiter aufweitet. Folglich finden die meisten Berechnungen im Ausfahrtsbe-
reich des jeweiligen Verkehrsknotenpunktes statt (vgl. Abbildung 5.4). Im
Einfahrtsbereich mu¨ssen nur sehr wenige Berechnungen durchgefu¨hrt wer-
den, wa¨hrend im Durchfahrtsbereich bereits ein starker Anstieg zu beobach-
ten ist. Der Durchfahrtsbereich muss als kritisch angesehen werden, da hier
das gro¨ßte Kollisionspotenzial besteht. Im Ausfahrtsbereich hingegen ko¨nnen
nur noch Kollisionen mit vorausfahrenden Fahrzeugen auftreten. Um die-
sem Kollisionspotenzial zu begegnen, sind in der Regel beim U¨bergang vom
Durchfahrts- in den Ausfahrtsbereich keine extremen Fahrmano¨ver erforder-
lich. Diese Beobachtung fu¨hrt auf folgende beiden Heuristiken, die unabha¨n-
gig voneinander ab der letzten Entscheidungsstufe sk des Durchfahrtsbereichs
fu¨r alle weiteren Entscheidungsstufen anzuwenden sind:
1. Es werden von allen erreichten Knoten p˜k ∈ BD,f nur noch die n Knoten
mit der besten Bewertung weiterentwickelt.
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2. Fu¨r sa¨mtliche Knoten p˜k werden nicht sa¨mtliche Kanten ek ∈ Ek weiter-
entwickelt, sondern nur eine bestimmte Anzahl. Die Auswahl der wei-
terzuentwickelnden Kanten sollte sich dabei an der Kante des Wunsch-
geschwindigkeitsprofils fu¨r die jeweilige Entscheidungsstufe orientieren.
In [36] wurde die letzte dieser beiden Mo¨glichkeiten genauer untersucht. Als
Ergebnis konnte gezeigt werden, dass sich dadurch der Berechnungsaufwand
um mehr als 50 % reduzieren la¨sst, wa¨hrend im Mittel nur eine minimale
Abweichung von der optimalen Trajektorie hingenommen werden musste.
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Mit dem vorgestellten Verfahren wurden bisher Kreuzungen (Abbildung 6.1)
und unterschiedlich große Kreisverkehre (Abbildung 6.2) mit jeweils einer
Abbildung 6.1: Simulation einer ampelfreien Kreuzung
Ein- bzw. Ausfahrtsspur je Richtung untersucht. Fu¨r die maximale Kapazita¨t
einer solchen Kreuzung bei Nutzung herko¨mmlicher Lichtsignalanlagen kann
ein Richtwert von maximal ca. 1.800 Fahrzeuge/Std. angenommen werden;
den Durchsatz reduzierende Faktoren wie ein LKW-Anteil oder bevorrechtig-
te Fußga¨nger sind bei diesem Wert nicht beru¨cksichtigt [13].
In Simulationen mit dem in dieser Arbeit vorgestellten Verfahren wurden
mit einem Zufallsgenerator (Gleichverteilung) Fahrzeuge (PKW) fu¨r alle 12
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Abbildung 6.2: Simulation eines Kreisverkehrs (Durchmesser: 12 m)
Durchfahrtsmo¨glichkeiten bzw. Routen erzeugt. Die fahrdynamisch relevan-
ten Eigenschaften der Fahrzeuge (maximale Antriebs- und Bremskraft, Ge-
wicht, Luftwiderstand etc.), ihre Eintrittsgeschwindigkeiten sowie ihre Wunsch-
fahrprofile wurden ebenfalls mit einem Zufallsgenerator bestimmt.
In den folgenden Abschnitten werden die Simulationsergebnisse1 vorgestellt.
Sie geben Aufschluss u¨ber die Leistungsfa¨higkeit des Verfahrens.
6.1 Simulationsergebnisse
Die im Folgenden dargestellten Simulationsergebnisse wurden mit einem 3,4-
GHz-Rechner (Single-Core) erzielt und sind in unterschiedliche Simulations-
la¨ufe unterteilt. Jeder Simulationslauf entspricht einer bestimmten Konfigu-
ration des Simulators, mit der jeweils eine bestimmte Eigenschaft des Verfah-
rens untersucht wurde. Weiterhin besteht jeder Simulationslauf aus n = 16
1Der Simulator, mit dem die Ergebnisse generiert wurden, kann u¨ber das Internetportal
http://www.kreuzungsmanagement.de/ bezogen werden. (Unter Umsta¨nden ist eine Simulation
nicht mo¨glich, wenn die Firewall Zonealarm auf dem Simulationsrechner installiert ist.)
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Einzelsimulationen, die sich bezu¨glich ihrer Konfiguration lediglich durch das
jeweilige Verkehrsaufkommen unterscheiden. Ein beim Simulator eingestelltes
Verkehrsaufkommen von zum Beispiel 8.000 Fahrzeugen/Std. bedeutet, dass
durch den Zufallsgenerator im Durchschnitt 8.000 Fahrzeuge/Std. erzeugt
werden, mit ebenfalls zufa¨llig erzeugten Eigenschaften. Fu¨r alle diese Fahr-
zeuge mu¨ssen Trajektorien berechnet werden. Konnten bei dieser Einstellung
im Rahmen einer einstu¨ndigen Simulation lediglich 7.500 Fahrzeuge den Ver-
kehrsknotenpunkt passieren, so bedeutet dies prinzipiell, dass etwa 500 Fahr-
zeuge inzwischen an den 4 Einfahrten des Verkehrsknotenpunktes warten,
also ca. 125 Fahrzeuge an jeder Einfahrt. Die Kapazita¨t des Verkehrsknoten-
punktes bzw. der Durchsatz betra¨gt bei der entsprechenden Konfiguration des
Simulators also 7.500 Fahrzeuge/Std. Bezu¨glich der zuvor genannten Simula-
tionsla¨ufe gilt ferner das Folgende: Fu¨r die i-te Simulation (i = 1, ..., n) eines
Simulationslaufes betra¨gt das Verkehrsaufkommen 500 · i Fahrzeuge/Std. Je-
der Einzelsimulation liegt eine Simulationsdauer von 10 Minuten zugrunde.
Weiterhin wurde wa¨hrend sa¨mtlicher Simulationen bezu¨glich der Dimension
Geschwindigkeit eine Diskretisierungsschrittweite von ∆v∗ = 0, 5 m/s vorge-
geben.
6.1.1 Variation der Fahrzeugabsta¨nde und
Einfahrtsgeschwindigkeiten
Allgemeine Aussagen zu Kreuzung und Kreisverkehr
Zuna¨chst wird gezeigt, wie sich die Durchschnittsgeschwindigkeit v¯ wa¨hrend
der U¨berquerung des jeweiligen Verkehrsknotenpunktes, gemittelt u¨ber alle
Fahrzeuge, und der (maximale) Durchsatz an diesem Verkehrsknotenpunkt
verhalten, wenn der Abstand sowie die Eintrittsgeschwindigkeit vE der ein-
fahrenden Fahrzeuge variiert werden. In Abbildung 6.3 sind die Ergebnisse
von insgesamt 5 Simulationsla¨ufen fu¨r die Kreuzung dargestellt. Mit dem Fak-
tor sp wurde der minimale Abstand2 zum vorausfahrenden Fahrzeug fu¨r neu
in den Verkehrsknotenpunkt einfahrende Fahrzeuge festgelegt. Der Abstand
ergibt sich dabei aus der Multiplikation der Geschwindigkeit [m/s] des vor-
ausfahrenden Fahrzeugs mit dem Faktor sp. Der in Fahrschulen propagierten
2Dieser Abstand darf bei hohem Verkehrsaufkommen nicht unterschritten werden; mit abnehmendem Ver-


































































Abbildung 6.3: Durchschnittsgeschwindigkeit und max. Kapazita¨t
(Kreuzung)
Faustformel “Halbe Tachoanzeige gleich Sicherheitsabstand in Metern“ fu¨r
den Sicherheitsabstand entspricht ein Wert von sp = 1,8:
v [km/h] → v · 1000/3600 [m/s] · 1,8 [s] = 12 · v [m] = Abstand [m]
Die Einfahrtsgeschwindigkeiten von neu in den Verkehrsknotenpunkt einfah-
renden Fahrzeugen werden mit einem Zufallsgenerator (Gleichverteilung) er-
zeugt, wobei die Intervallgrenzen der mo¨glichenWerte variieren: Sofern es vor-
ausfahrende Fahrzeuge im Einfahrtsbereich gibt, so wird der Faktor vpmit der
Geschwindigkeit des vorausfahrenden Fahrzeugs vvF multipliziert. Die Ober-
grenze des Intervalls ergibt sich in diesem Fall dann gema¨ß min(max(v∗j ∈
VD), vp · vvF ). Fu¨r die Untergrenze gilt max(vM,min, 0.9 · vvF ). Bewegt sich
das vorausfahrende Fahrzeug mit 10 m/s , so fa¨hrt ein folgendes Fahrzeug bei
einem Faktor von 1,6 maximal mit einer Geschwindigkeit von 16 m/s in die
Kreuzung oder den Kreisverkehr ein. Bei einem Faktor von 1,0 hat das neu
einfahrende Fahrzeug maximal die Geschwindigkeit des ihm vorausfahrenden
Fahrzeugs.
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Die Abbildung 6.3 zeigt, dass der prinzipielle Verlauf der Durchschnittsge-
schwindigkeit unabha¨ngig ist vom Abstand zum vorausfahrenden Fahrzeug
und dem jeweiligen Niveau der Eintrittsgeschwindigkeit. Es kann jedoch eben-
falls abgelesen werden, dass sich die Kapazita¨t bzw. der maximale Durchsatz
an der betrachteten Kreuzung steigern la¨sst, wenn ein geringer Fahrzeugab-
stand, zusammen mit einem mo¨glichst gleichbleibenden Geschwindigkeitsni-
veau, eingestellt wird. Auf diese Weise konnte in den dargestellten Simula-





































































Abbildung 6.4: Durchschnittsgeschwindigkeit und max. Kapazita¨t
(Kreisverkehr mit 12 m Durchmesser)
In Abbildung 6.4 sind die Ergebnisse fu¨r den Kreisverkehr dargestellt. Auch
hier kann man erkennen, dass der prinzipielle Verlauf der Durchschnittsge-
schwindigkeiten unabha¨ngig zu sein scheint von den Absta¨nden und den Ein-
trittsgeschwindigkeiten der Fahrzeuge. Weiterhin fa¨llt auf, dass die Durch-
schnittsgeschwindigkeiten und auch die maximale Kapazita¨t unterhalb der
jeweiligen Werte der Kreuzung liegen3. Dies erscheint jedoch plausibel: Wa¨h-
3Zum Vergleich sind in Abbildung 6.4 die Ergebnisse gema¨ß Abbildung 6.3 fu¨r eine Kreuzung eingefu¨gt.
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rend es sich bei ca. einem Drittel (bei Gleichverteilung) aller Fahrzeuge, die
eine Kreuzung passieren, um Geradeausfahrer handelt, die ihre Geschwindig-
keit nicht reduzieren mu¨ssen, prinzipiell wa¨hrend der Durchfahrt des Innen-
bereichs sogar beschleunigen ko¨nnen, mu¨ssen in einem Kreisverkehr sa¨mtliche
Fahrzeuge ihre Geschwindigkeit wa¨hrend der Durchfahrt des Kreisels deutlich
verringern. Zusa¨tzlich befinden sich Fahrzeuge beim Durchfahren eines Kreis-
verkehrs ha¨ufig auch deutlich la¨nger auf einer Bahnkurve, bei relativ niedri-
gem Geschwindigkeitsniveau, als Fahrzeuge wa¨hrend des Durchfahrens einer
Kreuzung. Insbesondere Linksabbieger mu¨ssen den Kreisel fast vo¨llig durch-
fahren. All dies resultiert dann in einer deutlich geringeren Durchschnitts-
geschwindigkeit fu¨r das Durchfahren eines Verkehrsknotenpunktes vom Typ
Kreisverkehr. Im Gegensatz zur Kreuzung scheinen in dem untersuchten Kreis-
verkehr keine Kapazita¨tssteigerungen durch eine Verringerung der Fahrzeu-
gabsta¨nde mehr mo¨glich. Dies deutet auf einen Engpass im Kreisel hin. Wa¨h-
rend bei einer Kreuzung durch Verringerung der Fahrzeugabsta¨nde mehr
Fahrzeuge auf den jeweiligen Einfahrtsgeraden Platz finden und so zu einer
Durchsatzanhebung fu¨hren, hat dies beim untersuchten Kreisverkehr keine
nennenswerte Auswirkung, da das zusa¨tzliche Fahrzeugaufkommen nicht u¨ber
den Kreisel abfließen kann. Auch dies erscheint plausibel, da sich Fahrzeuge,
insbesondere Linksabbieger, die den Kreisel fast vo¨llig durchfahren mu¨ssen,
la¨nger im Kreisel bzw. im Innenbereich des Verkehrsknotenpunktes befinden
und diesen blockieren, als es bei einer Kreuzung der Fall ist.
Zusammenhang zwischen Rechenzeit und Kapazita¨tsgrenze
Abbildung 6.5 zeigt die Laufzeiten TDP der Dynamischen Programmierung
am Beispiel der Kreuzung, wa¨hrend Abbildung 6.6 die Ha¨ufigkeiten der jewei-
ligen Simulationsla¨ufe darstellt, mit denen die Dynamische Programmierung
abbricht und fu¨r jeweilige Fahrzeug erneut aufgerufen werden muss. Be-
trachtet man beide Abbildungen zusammen, so fa¨llt auf, dass bis zu einem
Verkehrsaufkommen von ca. 6.000 Fahrzeugen/Std. die Dauer der Dynami-
schen Programmierung bei der zugrundeliegenden Simulationskonfiguration
relativ konstant zwischen 500 und 600 Millisekunden liegt. Bis zu diesem
Verkehrsaufkommen ko¨nnen auch die Fahrprofile fu¨r sa¨mtliche in die Kreu-
zung einfahrenden Fahrzeuge im ersten Versuch erfolgreich berechnet werden.
Wird die Grenze DGr von ca. 6.000 Fahrzeugen/Std. jedoch u¨berschritten, so
Ferner wurde fu¨r diese Ergebnisse ein Regressionspolynom 6. Ordnung bestimmt.
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Abbildung 6.5: Durchschnittliche Dauer TDP einer Optimierung (Kreuzung)
ist zu beobachten, dass die Anzahl der abgebrochenen Optimierungen rapide
ansteigt, wa¨hrend sich die durchschnittliche Dauer eines Optimierungslaufes
signifikant verku¨rzt. Der Grund dafu¨r ist, dass je nach Simulationskonfigu-
ration (Diskretisierungsschrittweite, Zeitfenster etc.) der Optimierungsraum
BD,f mit bereits eingeplanten Trajektorien gefu¨llt bzw. der Großteil seiner
Knoten als besetzt markiert sind. Die zugeho¨rige Grenze DGr beim Fahrzeug-
aufkommen entspricht dem Beginn des Sa¨ttigungsbereiches. Sie deutet dar-
auf hin, dass die maximale Kapazita¨t des jeweiligen Verkehrsknotenpunktes
bei der gegebenen Simulationskonfiguration fast erreicht ist. Fu¨r neu ein-
zuplanende Fahrzeuge ergeben sich im nahezu gefu¨llten Optimierungsraum
nur noch wenige Mo¨glichkeiten fu¨r alternative Trajektoriensegmente. Diese
wenigen Mo¨glichkeiten ko¨nnen relativ schnell berechnet werden, was zu ei-
ner signifikanten Verku¨rzung der Laufzeit der Dynamischen Programmierung
fu¨hrt. Gleichzeitig steigt die Zahl der nicht erfolgreich durchgefu¨hrten Opti-
mierungen an. Mit Beginn des Sa¨ttigungsbereiches besteht die Mo¨glichkeit,
dass Fahrzeuge kurzzeitig warten mu¨ssen, da nicht umgehend ein Fahrpro-
fil errechnet werden kann. Errechnete Fahrprofile weichen ab dieser Grenze

































































Abbildung 6.6: Anzahl der nicht erfolgreichen Optimierungen (Kreuzung)
der Eindringung in den Sa¨ttigungsbereich steigt also die Wahrscheinlichkeit
fu¨r Wartezeiten der Verkehrsteilnehmer, genauso wie die Abweichung vom
Wunschfahrprofil.
Bei Kreisverkehren wird dieselbe Beobachtung gemacht. Der einzige Unter-
schied besteht darin, dass bei einem Kreisverkehr bei gleicher bzw. a¨hnlicher
Wahl der Diskretisierung der Beginn des Sa¨ttigungsbereiches bereits bei ei-
nem geringeren Verkehrsaufkommen (ca. 5.500 Fahrzeuge/Std.) erreicht wird.
Dies liegt daran, dass die maximale Kapazita¨t eines Kreisverkehrs in der Re-
gel4 geringer ist als bei einer Kreuzung, wie schon weiter oben angedeutet.
6.1.2 Variation der Wegdiskretisierung am Beispiel des
Kreisverkehrs
In Abbildung 6.7 sind fu¨r den Kreisverkehr die Auswirkungen einer A¨nde-
rung der Wegdiskretisierung ∆s∗ dargestellt. Als Ergebnis kann prinzipiell
4Hier spielt natu¨rlich auch der Durchmesser des Kreisverkehrs eine Rolle (vgl. Abschnitt 6.1.4).
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festgehalten werden, dass sich der Durchsatz durch eine Verfeinerung der





































































+ ca. 65 %
Abbildung 6.7: Durchschnittsgeschwindigkeit bei Variation von ∆s∗
(Kreisverkehr mit 12 m Durchmesser)
Experiment liegen insgesamt 5 Simulationsla¨ufe zugrunde, wobei sich die letz-
ten beiden La¨ufe lediglich bezu¨glich der Wegdiskretisierung der Ein- bzw. der
Ausfahrt des Kreisels unterscheiden. Da diese beiden La¨ufe zu nahezu iden-
tischen Ergebnissen fu¨hren, liegt der Schluss nahe, dass der Engpass eines
Kreisverkehrs prima¨r durch die Diskretisierungsschrittweite des Innenkreisels
bestimmt ist.
Aus den Ergebnisdaten der einzelnen Simulationsla¨ufe ko¨nnen Mittelwerte fu¨r
die Laufzeit einer Optimierung (T¯DP [s]) sowie fu¨r die maximale Kapazita¨t
(K¯S [Fahrzeuge/Std.]) bei der jeweiligen Simulationskonfiguration errechnet
werden. Diese Mittelwerte sind fu¨r einen Simulationslauf mit i = 1, ..., n















D(i), mit I = {i | D(i) ≥ DGr} , (6.2)
definiert, wobei |I| fu¨r die Anzahl der summierten Werte steht.
Bei der Mittelwertbildung gema¨ß (6.1) werden nur Laufzeiten beru¨cksichtigt,
die zu Simulationen geho¨ren, die unterhalb des Sa¨ttigungsbereichs liegen (vgl.
Abbildungen 6.5 und 6.6). Bei (6.2) werden hingegen nur Durchsa¨tze von Si-
mulationen beru¨cksichtigt, die innerhalb des Sa¨ttigungsbereiches liegen, da
hier die maximale Kapazita¨t bzw. der maximale Durchsatz von Interesse
ist.
Anhand dieser Mittelwerte wird nun versucht, einen funktionalen Zusam-
menhang zwischen der Diskretisierungsschrittweite ∆s∗, als unabha¨ngige Va-
riable, und den abha¨ngigen Variablen T¯DP (∆s
∗) und K¯S(∆s
∗) herzustellen.
Dazu wird die Ausgleichsrechnung verwendet.
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Abbildung 6.8: Durchsatzmaximierung durch Variation von ∆s∗
(Kreisverkehr mit 12 m Durchmesser)
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gezeigt, dass die durchschnittliche Dauer T¯DP (∆s
∗) einer Optimierung am






beschrieben werden kann. Auf dieser Basis kann dann eine theoretische ma-






berechnet werden, die lediglich auf der durchschnittlichen Dauer einer Opti-
mierung beruht und somit ein Maß fu¨r die Kapazita¨t der fu¨r die Optimierung




∗ + p0,K¯S , (6.5)
die hier durch eine Geradengleichung approximiert wird. Sie steht fu¨r die
Kapazita¨t des Verkehrsknotenpunktes bei der jeweiligen Simulatorkonfigura-
tion.
Soll nun fu¨r eine gegebene Simulatorkonfiguration und eine gegebene Rechen-
einheit lediglich durch Variation von ∆s∗ der Rechenaufwand derart skaliert
werden, dass bei voll ausgelasteter Recheneinheit der Durchsatz maximiert
wird, so ist folgendermaßen vorzugehen:
Auf Basis von Simulationsla¨ufen mit unterschiedlicher Diskretisierungsschritt-




bzw. Regressionskurven zu bilden. Dann ist der Schnittpunkt der Funktionen
von K¯Th(∆s
∗) und K¯S(∆s
∗) zu ermitteln. Er gibt unmittelbar an, bei welcher
Wegdiskretisierung die verwendete Recheneinheit voll ausgelastet ist.
6.1.3 Variation der Zeitdiskretisierung
Variation der Zeitdiskretisierung beim Kreisverkehr
Die Abbildung 6.9 zeigt die Auswirkung von A¨nderungen der Zeitdiskreti-































































Abbildung 6.9: Durchschnittsgeschwindigkeit bei Variation von ∆t∗
(Kreisverkehr mit 12 m Durchmesser)
werden, dass sich der Durchsatz durch eine Verfeinerung der Diskretisierungs-
schrittweite signifikant anheben la¨sst.
Bildet man nun gema¨ß den Gleichungen (6.1) und (6.2) auch hier inner-
halb der Simulationsla¨ufe die Mittelwerte fu¨r die Laufzeit einer Optimierung
T¯DP (∆t
∗) sowie fu¨r die maximale Kapazita¨t K¯S(∆t
∗) gema¨ß Simulatorkonfi-
guration, so fu¨hrt die anschließende Suche nach geeigneten Regressionskurven
auf die Potenzfunktion
T¯DP (∆t





∗ + p0,K¯S . (6.7)
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T ( t ) p tD = D
Abbildung 6.10: Durchsatzmaximierung durch Variation von ∆t∗
(Kreisverkehr mit 12 m Durchmesser)
Diese Ergebnisse sind graphisch in Abbildung 6.10 dargestellt.
Es fa¨llt auf, dass sich durch eine A¨nderung der Zeitdiskretisierung der Re-
chenaufwand erheblich reduzieren la¨sst. So kann im dargestellten Fall bei
einer mittleren Laufzeit T¯DP der Dynamischen Programmierung von ca. 10
Millisekunden (∆t∗ = 0, 5 Sekunden) immer noch ein Durchsatz von ca. 4.000
Fahrzeuge/Std. realisiert werden, also mehr als doppelt so viel wie im Falle
einer Kreuzung mit herko¨mmlicher Lichtsignalanlage. Bei diesem Durchsatz
bleiben im Mittel jedoch ca. 0,9 Sekunden Zeit fu¨r die Optimierung eines
Fahrzeugs. Unterstellt man nun einen linearen Zusammenhang zwischen Pro-
zessortaktung und Dauer der Optimierung, so fu¨hrt dies zu dem Ergebnis,
dass eine zentrale Recheneinheit mit ca. 40 MHz ausreichend ist, um einen
Durchsatz von ca. 4.000 Fahrzeuge/Std. zu gewa¨hrleisten.
Als wesentliche Stellschrauben fu¨r die Skalierung der Optimierungsdauer die-
nen die Diskretisierungsschrittweiten ∆t∗ und ∆s∗. Die Schrittweite ∆v∗ fu¨r
die Dimension Geschwindigkeit wurde wa¨hrend sa¨mtlicher Simulationsla¨ufe
bei 0,5 Meter/Sekunde konstant gehalten. Dies hat sich als vo¨llig ausreichend
128
6.1 Simulationsergebnisse
erwiesen, da dieser Dimension gegenu¨ber den Dimensionen Zeit und Weg nur
eine untergeordnete Bedeutung bezu¨glich des erzielbaren Durchsatzes an ei-
nem Verkehrsknotenpunkt zukommt. Bei weniger leistungsstarken Rechen-
einheiten kann diese Schrittweite auch noch problemlos vergro¨ßert werden.
Die Gleichungen (6.3) und (6.6) geben Hinweise, wie ∆t∗ oder ∆s∗ zu wa¨hlen
sind, wenn die jeweils andere Gro¨ße konstant gehalten wird. Die optimale
Wahl von ∆t∗ oder ∆s∗ fu¨r einen maximalen Durchsatz la¨sst sich auf diesem
Wege allerdings nicht finden. Abhilfe schafft hier die Mo¨glichkeit, durch die
gema¨ß (6.1) und (6.2) ermittelten Punkte eine Regressionsfla¨che zu legen.
Sofern die Fla¨che durch eine Linearkombination beschrieben oder ihre Be-
schreibung auf eine Linearkombination transformiert werden kann, so lassen
sich die gesuchten Parameter leicht anhand der Pseudoinversen [26] ermitteln:
Fu¨r den zuvor betrachteten Fall des Kreisverkehrs wird eine Regressionsfla¨che
der Form
T¯DP (∆t
∗,∆s∗) = p0 ·∆t
∗p1 ·∆s∗p2 (6.9)
definiert. Die Parameter p0, p1 und p2 der Fla¨che T¯DP (∆t
∗,∆s∗) lassen sich





i ), mit i = 1, ..., n, zu dieser Fla¨che nach der Methode
der kleinsten Quadrate minimiert wird. Das Ergebnis dieses Vorgehens zeigt
Abbildung 6.11. Jeder Punkt auf der dargestellten Fla¨che entspricht einer
Kombination von ∆t∗ und ∆s∗ und liefert einen Scha¨tzwert fu¨r die zugeho¨-
rige mittlere Dauer einer Optimierung T¯DP (∆t
∗,∆s∗). Fu¨r sa¨mtliche Kombi-
nationen ist nun unter Beru¨cksichtigung der Kapazita¨tsbeschra¨nkungen von
Recheneinheit und Simulationskonfiguration ein Maximum zu finden.
Analog zu den Beziehungen (6.4) und (6.8) kann die theoretische Kapazita¨t









definiert werden. Die Kapazita¨tsbeschra¨nkungen K¯S(∆t
∗,∆s∗) gema¨ß Simu-





∗ + p5 (6.11)
angena¨hert. Die Parameter p3, p4 und p5 ko¨nnen hier wieder leicht anhand der
Pseudoinversen bestimmt werden. Die Ergebnisse sind in Abbildung 6.12 dar-
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Abbildung 6.11: Regressionsfla¨che fu¨r T¯DP (∆t
∗,∆s∗)
(Kreisverkehr mit 12 m Durchmesser)
schneiden. Sa¨mtliche Punkte, die auf der Schnittlinie beider Fla¨chen liegen,
entsprechen Kombinationen von ∆t∗ und ∆s∗, bei denen die verwendete Re-
cheneinheit voll ausgelastet ist. Auf dieser Schnittlinie ist nun derjenige Punkt
zu identifizieren, der dem maximalen Durchsatz entspricht.
Dazu wird K¯Th(∆t
∗,∆s∗) = K¯S(∆t






∗ − p5 (6.12)
gebildet. Mit dem Newton-Verfahren ko¨nnen dann fu¨r vorgegebene ∆t∗ die
zugeho¨rigen Nullstellen von ∆s∗ berechnet werden. Fu¨r die daraus resultie-
renden Wertepaare (∆t∗,∆s∗) sind dann die zugeho¨rigen Durchsatzwerte zu
berechnen und der maximale Wert zu identifizieren. Im beschriebenen Fall
fu¨hrt dies auf die Diskretisierungsschrittweiten ∆t∗ ≈ 0,130 Sekunden und
∆s∗ ≈ 0,120 Meter. Dieser Kombination entspricht ein maximaler Durchsatz
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Abbildung 6.12: Skalierung der Diskretisierung auf max. Kapazita¨t
(Kreisverkehr mit 12 m Durchmesser)
Variation der Zeitdiskretisierung bei der Kreuzung
Variiert man die Zeitdiskretisierung ∆t∗ bei der Kreuzung, so fu¨hrt dies auf
prinzipiell identische Ergebnisse wie beim Kreisverkehr. Dies gilt sowohl fu¨r
den Verlauf von T¯DP (∆t
∗) als auch den von K¯S(∆t
∗). Abbildung 6.13 zeigt
die Auswirkungen bezu¨glich Durchschnittsgeschwindigkeit und maximalem
Durchsatz. Beide Gro¨ßen befinden sich jedoch bei a¨hnlicher Diskretisierung
auf einem ho¨heren Niveau als beim Kreisverkehr. Das anna¨hernd gleich hohe
Durchsatzniveau beim Kreisverkehr (Abbildung 6.9) resultiert ausschließlich
daraus, dass im Vergleich zur Kreuzung mit einer etwa halb so großen Weg-
diskretisierung ∆s∗ im Engpassbereich bzw. in der Mitte des Verkehrsknoten-
punktes gearbeitet wurde. Bei der Kreuzungsgeometrie ist dies aufgrund der
hardcodierten Wegstu¨tzstellen im Innenbereich zur Zeit noch nicht mo¨glich.
Dies ist auch der Grund dafu¨r, weshalb zuvor die optimale Abstimmung von
∆t∗ und ∆s∗ am Beispiel des Kreisverkehrs gezeigt wurde.
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Abbildung 6.13: Durchschnittsgeschwindigkeit und maximale Kapazita¨t
(Kreuzung)
6.1.4 Einfluss des Durchmessers eines Kreisverkehrs
Wie Abbildung 6.14 zeigt, ko¨nnen sowohl die Durchschnittsgeschwindigkeit
als auch der Durchsatz eines Kreisverkehrs durch den Durchmesser des In-
nenkreisels beeinflusst werden. Je gro¨ßer der Durchmesser, desto ho¨here Ge-
schwindigkeiten sind auf dem Innenkreisel mo¨glich. Weiterhin finden auch
mehr Fahrzeuge im Innenbereich des Verkehrsknotenpunktes Platz, so dass
dem prinzipiellen Engpasscharakter des Innenkreisels eines Kreisverkehrs auf
diese Weise gut entgegengewirkt werden kann. Andererseits haben die Fahr-
zeuge aber bei einem gro¨ßeren Durchmesser auch einen la¨ngeren Weg zu-
ru¨ckzulegen, was zu la¨ngeren Laufzeiten der Dynamischen Programmierung
fu¨hrt und in der Regel den maximal mo¨glichen Durchsatz wieder reduziert.
In realen Szenarien kommt hinzu, dass aufgrund des begrenzten Platzes nicht
beliebig große Kreisverkehre realisiert werden ko¨nnen.
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Abbildung 6.14: Durchschnittsgeschwindigkeit und maximale Kapazita¨t
in Abha¨ngigkeit der Kreisverkehrgro¨ße
6.2 Zusammenfassung und Ausblick
6.2.1 Zusammenfassung
Die wesentlichen Sta¨rken des vorgestellten Verfahrens sind seine Leistungsfa¨-
higkeit und Flexibilita¨t. Die auf systematischer Diskretisierung und kombina-
torischer Optimierung basierende Trajektorienplanung ist echtzeitfa¨hig bzw.
kann auf die Kapazita¨ten unterschiedlicher Zielsysteme (im Sinne von Rechen-
einheiten) skaliert werden. Die Skalierung erfolgt im Wesentlichen u¨ber die
Wahl der Diskretisierungsschrittweiten. Große Schrittweiten reduzieren zwar
die Leistungsfa¨higkeit, im konkreten Anwendungsfall die maximale Kapazita¨t
eines Verkehrsknotenpunktes, ermo¨glichen dafu¨r aber noch Recheneinheiten
mit geringer Leistungsfa¨higkeit die Abarbeitung der Optimierungsaufgabe in
Echtzeit. Es kann fu¨r die jeweils gegebene Konstellation der Optimierungsauf-
gabe garantiert werden, dass das Optimum innerhalb einer deterministischen
Zeitspanne gefunden wird.
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Die Flexibilita¨t findet ihren Ausdruck darin, dass das Verfahren prinzipiell auf
beliebige Verkehrsknotenpunkte angewendet werden kann, unabha¨ngig von
den Verla¨ufen und der Anzahl der Fahrspuren. Auch ko¨nnen die unterschied-
lichsten Fahrzeugtypen, unabha¨ngig von ihren geometrischen Abmessungen
oder von ihren fahrdynamischen Eigenschaften, beru¨cksichtigt werden. Theo-
retisch ko¨nnten sogar Fahrspuren des Gegenverkehrs fu¨r eine Durchsatzerho¨-
hung genutzt werden. Weiterhin ko¨nnen u¨ber die Wunschtrajektorie beliebi-
ge Zielgro¨ßen wie beispielsweise Gesamtdurchsatz, Durchfahrtszeit, Komfort
oder Energieverbrauch in die Optimierung eingebunden werden.
6.2.2 Ausblick auf zuku¨nftige Arbeiten
Die in dieser Arbeit vorgestellten Methoden und Verfahren ko¨nnen als Ba-
sis fu¨r unterschiedlichste weitere Arbeiten dienen. Diese Arbeiten ko¨nnen im
Bereich des Kreuzungsmanagements, aber durchaus auch in anderen Berei-
chen, angesiedelt sein, in denen a¨hnliche Optimierungsaufgaben unter Echt-
zeitanforderungen zu lo¨sen sind. Im Folgenden werden einige mo¨gliche weitere
Arbeiten kurz skizziert.
Weiterfu¨hrende Arbeiten im Rahmen des Kreuzungsmanagements
Eine besondere Herausforderung besteht in der Realisierung eines Demons-
trators. Als Basis ko¨nnen herko¨mmliche Modellfahrzeuge in einem geeigneten
Maßstab benutzt werden, die um entsprechende Sensorik, Aktorik und um
eine leistungsfa¨hige Recheneinheit in der Gro¨ßenordnung eines Pocket-PCs
erweitert werden.
Innerhalb dieser Arbeit wurden die theoretischen Grundlagen und ein tragba-
res Konzept fu¨r die Trajektorienplanung unter Echtzeitanforderungen vorge-
stellt. Man muss sich allerdings daru¨ber im Klaren sein, dass die Ergebnisse
der Simulationen auf idealen Bedingungen basieren: Die Positionen sa¨mtli-
cher Fahrzeuge sind stets beliebig genau bekannt, zwischen den Fahrzeugen
ist stets eine uneingeschra¨nkte, verzo¨gerungsfreie Kommunikation mo¨glich,
und die Fahrzeuge folgen immer exakt der vorgegebenen Trajektorie. In der
Realita¨t sind diese idealen Rahmenbedingungen allerdings nicht gegeben.
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Es muss ein speziell auf den konkreten Anwendungsfall zugeschnittenes Ver-
fahren entwickelt werden, das eine echtzeitfa¨hige und ausreichend genaue Po-
sitionsbestimmung der Fahrzeuge ermo¨glicht. Dies kann beispielsweise auf der
Auswertung von elektromagnetischen Wellen (Infrarot, Funk etc.) oder von
Videoinformationen (Bilderkennung) basieren. Erste Untersuchungen und Kon-
zepte liegen hier bereits vor. So wurde bereits im Jahr 2007 im Rahmen eines
Projektseminars ein Demonstrator aufgebaut, in dem 3 Leuchtfeuer integriert
waren. Bei diesen Leuchtfeuern handelte es sich um LEDs, deren Standorte
fix und den Empfa¨ngern bzw. Fahrzeugen bekannt waren. Sie waren in ei-
nem Dreieck angeordnet und sendeten Lichtimpulse (Wellenla¨nge: 530 nm)
mit unterschiedlicher Frequenz. Ein Fahrzeug wurde mit einer rotierenden
Fotodiode ausgestattet und war in der Lage, jedes einzelne Leuchtfeuer exakt
anhand der Frequenz des jeweils detektierten Lichtsignals zu identifizieren.
Weiterhin wurden die Relativwinkel zwischen zwei unterschiedlichen Impuls-
folgen bzw. zwischen zwei benachbarten Leuchtfeuern gemessen. Damit waren
ausreichend Informationen vorhanden, um den Standort eines Fahrzeugs be-
stimmen zu ko¨nnen.
Die zweite große Aufgabe besteht in dem Aufbau einer geeigneten Funkkom-
munikation, wobei der informationstechnische Umgang mit deren Eigenhei-
ten in ada¨quater Form zu spezifizieren ist. Anstatt mit verzo¨gerungsfreier
Kommunikation muss man bei der Kommunikation via Funk mit variablen
Latenzzeiten umgehen. Zeitkritische Daten kommen also erst mit einer varia-
blen Verzo¨gerung beim jeweiligen Empfa¨nger an. Weiterhin muss der Fall be-
ru¨cksichtigt werden, dass Teile des Kommunikationsnetzes ausfallen. All dies
muss bei der Regelung der Fahrzeuge beru¨cksichtigt werden. Vergleichbare
Problemstellungen ru¨cken momentan sta¨rker in den Fokus des wissenschaftli-
chen Interesses und resultieren in entsprechenden Forschungsaktivita¨ten wie
zum Beispiel im Schwerpunktprogramm “Regelungstheorie digital vernetzter
dynamischer Systeme“ 5 (SPP 1305) der Deutschen Forschungsgemeinschaft
(DFG).
Aber auch im Bereich der theoretischen Grundlagen und Basiskonzepte des
vorgestellten Verfahrens sind noch weitere Arbeiten denkbar. Hier steht die
Laufzeitoptimierung der Dynamischen Programmierung im Vordergrund. Vor-
arbeiten im Bereich der Parallelisierung und beim Einsatz geeigneter Heu-
ristiken sind bereits erfolgt [36]. Sehr interessant wa¨re auch eine Analyse,
inwieweit sich das Laufzeitverhalten a¨ndert, wenn ein Algorithmus aus dem
5Weitere Informationen sind unter http://spp-1305.atp.rub.de/ abrufbar.
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Bereich der LS-Verfahren fu¨r die Trajektorienberechnung verwendet wird.
Prinzipiell scheint in diesem Bereich noch ein hohes Optimierungspotenzial
zu bestehen.
Berechnung von Ausweichtrajektorien
Fahrerassistenzsysteme der Zukunft werden zunehmend autonome Fahrfunk-
tionen integrieren. Dazu geho¨rt beispielsweise auch das autonome Ausweichen
vor plo¨tzlich auftretenden Hindernissen (Fahrzeuge, Fußga¨nger, Wild etc.),
wenn diese vom Fahrer nicht oder zu spa¨t erkannt werden. Zu diesem Zweck
muss von dem Fahrzeug innerhalb weniger Millisekunden eine Ausweichtra-
jektorie berechnet werden. Fu¨r diese Berechnung erscheint die vorgestellte
Methode der Dynamischen Programmierung als sehr gut geeignet.
Trajektorienplanung im dreidimensionalen Raum
Die Trajektorienplanung beim Kreuzungsmanagement beschra¨nkt sich auf ei-
ne Ebene. Es sind aber durchaus auch Anwendungen denkbar, bei denen eine
Trajektorienplanung im dreidimensionalen Raum stattfinden muss. Ein Bei-
spiel dafu¨r sind Roboter, deren Arbeitsra¨ume einander u¨berschneiden und
fu¨r die optimale und kollisionsfreie Trajektorien zu planen sind. Ein weite-
res Szenario kann darin bestehen, fu¨r einen Roboter in einer unbekannten
Umwelt, die u¨ber eine ada¨quate Umfeldsensorik erst nach und nach wahrge-
nommen wird, Trajektorien in Echtzeit zu planen, bspw. um Hindernisse zu
u¨berwinden. Das in dieser Arbeit vorgeschlagene Verfahren muss in den zuvor
skizzierten Fa¨llen um eine Dimension erweitert werden. Dabei ist jedoch mit
einem u¨berproportionalen Zuwachs bei der Dauer der Dynamischen Program-
mierung zu rechnen. Je nachdem, welche Echtzeitanforderungen zu erfu¨llen
sind, ist dann zu untersuchen, inwieweit die Dynamische Programmierung an-
gewendet werden kann bzw. inwieweit sich ihre Laufzeit auf ein tolerierbares
Niveau reduzieren la¨sst. Es erscheint jedoch als sehr wahrscheinlich, dass die
Dynamische Programmierung auch bei der Erweiterung des Optimierungs-
raumes um eine weitere Dimension immer noch sehr gut eingesetzt werden
kann. Falls dies nicht der Fall sein sollte, so kann natu¨rlich auch versucht
werden, einen anderern Algorithmus fu¨r die Lo¨sung des gema¨ß der Kapitel
3 und 4 modellierten Problems zu verwenden, bspw. eine Heuristik oder ein
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LS-Verfahren. In jedem Fall sollte jedoch eine leistungsfa¨hige Adaption bzw.
Modifikation des vorgestellten Verfahrens mo¨glich sein.
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