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“The aim of science is not to open the door to infinite wisdom, but to set a limit to
infinite error”
Bertolt Brecht
“If we knew what it was we were doing, it would not be called research, would it?”
Albert Einstein
“The first principle is that you must not fool yourself and you are the easiest person
to fool.”
Richard P. Feynman
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Abstract
The present research is a development of an existing numerical methodology, based
on a one-dimensional two-fluid model. This model is capable of simulating two-phase
slug flow for horizontal and nearly horizontal pipes, using a slug capturing technique.
However, the governing system of equations is known to be only conditionally well-
posed.
The main objective of the research is to extend the applicability of the model
to a wider range of cases, through the introduction of various closure models, which
aim to better describe the physics of the flow. The approach to the problem starts
from a mathematical evaluation of additional relations for the equation system in
order to study their contribution to the well-posedness of the problem by means of a
characteristics analysis. A stability analysis provides information on the growth rate
of the instabilities: if this growth rate is bounded for short wavelength instabilities the
system can be considered well-posed.
Among the closure relations studied and tested are those relating to the effects of
surface tension, virtual mass (due to relative acceleration), shape of velocity profiles
and axial diffusion. Suitable closure relationships are then implemented and tested in
the numerical code and the results are validated against available experimental data
for slug flows. For a successful improved model, numerical results must be both in good
agreement with experiments and converge to the same solutions with grid refinement,
which is a clear manifestation of the well-posedness of the system.
The main advance made in this research project comes from the formulation,
analysis and implementation of appropriate coefficients for the inclusion of diffusive
terms in the mathematical and numerical model. It was found that these terms are
able to render the system of equations well-posed and that the results of simulations
are in good agreement with the experimental evidence for slug flow cases.
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Greek Symbols
Symbol Description Dimension
α phase fraction [−]
αg gas volume fraction [−]
αk generic phase fraction [−]
αl liquid volume fraction [−]
αˆ up-winded volume fraction [−]
α∗ coefficient for the stability criterion [−]
β pipe inclination [◦]
η coefficient in equation (4.14) [−]
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φ generic concentration [kg/m3]
Γ mass diffusion coefficient [m2/s]
γ stratification angle [◦]
Γk generic phase mass diffusion coefficient [m
2/s]
Γl liquid phase mass diffusion coefficient [m
2/s]
γ∗ adiabatic index or ratio of specific heats [−]
Γg gas phase mass diffusion coefficient [m
2/s]
Γn numerical diffusion coefficient [m
2/s]
γ∗ coefficient for the stability criterion [−]
Γx numerical diffusion coefficient for the spatial discretisation [m
2/s]
Γt numerical diffusion coefficient for the temporal discretisation [m
2/s]
λ virtual mass bubble shape parameter [−]
µ dynamic viscosity [kg/ms]
µg gas phase dynamic viscosity [kg/ms]
µk generic phase dynamic viscosity [kg/ms]
µl liquid phase dynamic viscosity [kg/ms]
µ∗l liquid phase turbulent dynamic viscosity [kg/ms]
ν∗l liquid phase turbulent kinematic viscosity [m
2/s]
ν kinematic viscosity [m2/s]
νg gas phase kinematic viscosity [m
2/s]
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νk generic phase kinematic viscosity [m
2/s]
νl liquid phase kinematic viscosity [m
2/s]
νs slug frequency [1/s]
pi pi [pi=3.14159]
ρ density [kg/m3]
ρg gas phase density [kg/m
3]
ρg0 gas phase density at atmospheric pressure [kg/m
3]
ρˆ up-winded density [kg/m3]
ρBT weighted mixture density [kg/m
3]
ρg−Ref gas reference density [kg/m
3]
ρk generic phase density [kg/m
3]
ρl liquid phase density [kg/m
3]
σ surface tension [N/m]
τ shear stress [N/m2]
t0 initial time [s]
τg gas phase shear stress [N/m
2]
τi gas-liquid interfacial shear stress [N/m
2]
τl liquid phase shear stress [N/m
2]
τxy stress tensor [N/m
2]
τyy stress tensor [N/m
2]
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ω angular frequency [1/s]
Superscripts
Symbol Description
eq equilibrium condition
IN at inlet
n nth time step
OUT at outlet
Subscripts
Symbol Description
0 initial
b bubble
d drift
m mixture
e east face
f film
g gas phase
I imaginary part
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i interface
k generic phase, k = g, l
l liquid phase
p central face
R real part
s slug
tot total
w west face
Abbreviations
Symbol Description
1D One-Dimensional
2D Two-Dimensional
3D Three-Dimensional
AD Artificial Diffusion
BC Boundary Conditions
CFD Computational Fluid Dynamics
CMFD Computational Multiphase Fluid Dynamics
CPU Central Processing Unit
δt discretised time step
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δx mesh spacing
FV KH Floating Production, Storage and Oﬄoading
FV KH Full Viscous Kelvin-Helmholtz
GUI Graphical User Interface
LHS Left Hand Side
RHS Right Hand Side
MFP Momentum Flux Parameter
ODE Ordinary Differential Equation
PDE Partial Differential Equation
STN Surface Tension
VM Virtual Mass
〈 〉 area average over the cross-section
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1 Introduction
1.1 Background
Multi-phase flow systems are common in many fields like nuclear power generation
where the cooling systems are based on liquid-vapour flows as well as in the oil and
gas industry where a mixture of crude oil, gas, water and possibly dispersed particles,
such as sand, are usually transported from off-shore wells to on-shore processing plants
or separators (see figure 1.1).
The exploration of ever deeper and harsher waters has rendered the transport of a
mixture of hydrocarbons to onshore facilites through a single multiphase pipeline the
only practical way. Nowadays, the tasks of processing the fluids on site is considered
far too demanding because of the cost of building and maintaining complex offshore
platforms with processing facilities such as slug catchers and separators. Therefore, the
necessary network of pipelines needed to transport the products from the reservoirs to
a more efficient and cost effective onshore facility can be extended up to a few hundred
kilometres following the complex contour of the seabed. In other cases, long trunklines
from different reservoirs or different exploration areas can be connected to a single riser
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Figure 1.1: Schematic of a flowline: from well to offshore platform
leading to centralised facilities, such as a shallow water platform or a FPSO (Floating
Production, Storage and Oﬄoading) vessel.
It is evident that determining the behaviour of the multifluid flows and the
interaction between the different phases is of great importance in order to ensure
an efficient design of the flowlines and a safe operation of the equipment.
Of particular interest is the prediction of the pressure drop across the flowlines
which represents the driving force for the transport of the fluids and hence determines
the overall flowrate. Also the forecast of the flow regime for different operational
situations (start-up, normal operation, shut-down, turndown, depressurisation, etc.)
is required for a correct sizing of the receiving facilities.
1.2 Two-phase flow patterns
For co-current flows of gas and liquid in a pipeline, the two phases distribute themselves
into various structures. The different regimes depend on the geometry of the pipe
(diameter, inclination), the local flow condition (pressure, volume fraction, gas and
liquid phase velocities) and on the fluid properties of both phases (density, viscosity,
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surface tension and other surface interaction components). Large differences in
pressure and flow rates of the different phases can be observed along the pipelines,
leading to specific flow regimes, such as stratified, wavy, slug or bubbly flow. For each
of these regimes the fluids undergo different interactions with each other and with the
structure in which they are flowing.
Experimental work has been carried out for decades with different combinations of gas
and liquids in various flow conditions and the examples in the literature are countless.
For air and water a classification of the different flow patterns for horizontal pipes has
been established and is now widely accepted. A graphical example of this classification
is shown in figure 1.2 and is based on the results of photographic observations of the
flow patterns at different gas and liquid flow rates (Govier and Aziz, 1972). These
sketches represent the most common flow configurations in pipes. However, it is worth
noting that the transition from one regime to the other is a gradual phenomenon rather
than an abrupt change and it again depends on the geometry of the pipe as well as
the dynamics of the flow and the properties of the fluids.
For horizontal pipes the following flow patterns can be observed
Separated flow patterns: the two phases are separate and flow independently at
different velocities.
Stratified flow: at low liquid and gas velocities the effect of gravity separates
the two phases, leading to a gaseous upper layer and a liquid lower layer
separated by a steady horizontal interface.
Wavy flow: as the gas velocity increases, waves are formed at the interface as
a consequence of hydrodynamic instabilities. The amplitude of the waves
depends on the relative velocity between the two phases, however their
crests are not able to reach the top of the tube due to the counterbalancing
effect of the gravity.
Intermittent flow patterns: the two phases alternately flow in the pipe.
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Figure 1.2: Flow patterns in two-phase flow for horizontal pipes (Hale, 1994)
Slug flow: at higher liquid velocities the instabilities can grow until they bridge
the pipe and become slugs. This causes a highly intermittent flow regime in
which a series of liquid slugs are separated by relatively large gas pockets.
Plug flow: this is characterised by elongated gas bubbles confined at the top
of the pipe, while the continuous liquid phase flows along the bottom of
the tube below the bubbles.
Dispersed flow patterns: one of the two phases is dispersed in the other, droplets
in the gas or bubbles in the liquid.
Bubbly flow: for very high liquid flow rates, the gas is dispersed in the form of
discrete bubbles in the continuous liquid phase, with a higher concentration
in the upper half due to their buoyancy. The bubbles can vary in shape and
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dimension but are normally spherical and much smaller than the diameter
of the pipe.
Annular flow: if on the other hand the gas velocity increases from a stratified
wavy condition, the liquid forms a continuous annular film around the
pipe’s wall, leaving the gas to flow together with dispersed droplets in
the tube core. The interface between the two fluids is disturbed by small
amplitude waves and the pinch-off of droplets can be observed.
This thesis focuses on multiphase flows of liquid-gas mixtures, typically water and
air in circular pipelines. Particular emphasis has been placed on the slug flow regime
and the transition from stratified to slug flow.
The slug flow regime is a source of special concern for engineers, designers and
operators for a number of reasons. The large fluctuations in phase flow rates can cause
problems to the operability of process equipment such as slug catchers and separators.
The liquid flowrate within a slug can be much higher than the average one and cause
difficulties in disposing of such a high surge through a separator or a slug catcher,
which for this reason are normally oversized.
Moreover, liquid slugs travel at high speed and can also generate very high
forces on pipes, fittings and receiving equipment especially in relation to bends or
junctions. Large pressure losses are also observed within each slug. Also slugs give
rise to highly intermittent forces to which the flowlines are exposed and this may
cause hazardous displacements of the equipment as well as subjecting them to fatigue
inducing vibrations, especially if they reach their resonance frequency. Generous safety
margins must be embodied to ensure mechanical integrity of the pipelines at the
expense of weight and space.
Despite the importance of a correct prediction of slug characteristics and the
interest and support exhibited by the petroleum industry for multiphase flows and
the slug flow regime in particular, a complete understanding of its nature has yet
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to be achieved, due to the complexity, irregularity and intermittency of the physical
phenomena involved. As a consequence, the modelling of such a complicated flow
regime is still a dynamic and lively field of research and very many different approaches
have been proposed in the past few years with the aim of providing a numerical tool
to predict the phenomenon.
1.3 Review of methods for modelling slug flow
There are four main methods which are used to calculate the flow associated with slug
flow:
1. Simple correlations of field data
2. Unit cell models
3. Slug tracking simulations
4. Slug capturing technique
All these methodologies rely on empirical data to a varying extent, being lesser
with ascending order. This is more obvious in the first case, but even in numerical
simulations, empirical closures are necessary to represent three-dimensional phenomena
in the common 1D approximation (see section 2.4).
1.3.1 Correlations of slug properties
In this section the most relevant slug properties will be presented together with the
main available correlations which are based on empirical studies.
Referring to figure 1.4, it is necessary to introduce the slug unit length which is
the sum of the lengths of the slug body and the film region
lu = ls + lf (1.1)
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Moreover, in pipe flows it is common to assume that the mixture velocity Um is constant
on the scale of a unit length
Um = Ug + Ul = αgug + αlul (1.2)
where ul and ug are the actual liquid and gas phase velocities, while αl and αg are
the phase fractions and Ul = ulαl and Ug = ugαg are the liquid and gas superficial
velocities respectively. Finally the slug frequency is defined as the number of slugs
passing through a specific point per unit time and is given by
νs =
ut
lu
(1.3)
where ut is the translational velocity or the velocity of the slug.
Slug length
The slug body length ls is of particular interest for the design of pipeline systems. In
laboratory experiments in the case of horizontal pipes, this property of the flow has
been found to be relatively insensitive to the gas and liquid flow rates and is commonly
assumed to be in the following range mainly depending on the pipe diameter
ls ≈ 12D − 30D (1.4)
Slug translational velocity
The translational velocity is the speed at which the slug tail or bubble nose travels
along the pipe and it is usually greater than the mixture velocity.
In the case of vertical flows Nicklin (1962) was the first to express a correlation for
this velocity as follows
ut = C0Um + ud (1.5)
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where C0 is a certain coefficient which depends on whether the flow is laminar (C0 ≈
1.2) or turbulent (C0 ≈ 2), while ud is the drift velocity, which is the velocity of a
bubble rising in stagnant water.
Later Gregory and Scott (1969) correlated the translational velocity to the mixture
velocity as
ut = 1.35Um (1.6)
Based on these two formulae, many different correlations can be found in the
literature for the translational velocity (among others Bendiksen (1984), Fabre and
Line` (1992), Cook and Behnia (2000)).
Slug frequency
Many different authors have reported slug frequency data and proposed empirical
correlations. Some of which are summarised in the following.
Gregory and Scott (1969) suggested
νs = 0.0226
[
Ul
gD
(
19.75
Um
+ Um
)]1.2
(1.7)
Greskovich and Shrier (1972) rearranged this expression as follows
νs = 0.0226
[
αl
(
2.02
D
+
U2m
gD
)]1.2
(1.8)
Heywood and Richardson (1979) arrived at a different multiplying coefficient and
power in the expression based on the probability density function and power spectral
density of the hold-up to give
νs = 0.0434
[
αl
(
2.02
D
+
U2m
gD
)]1.02
(1.9)
Later Tronconi (1990) based his ideas and on the fact that not all the waves caused
by instabilities at the interface grow into slugs and suggested a linear correlation
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Figure 1.3: Experimental traces recorded from two different conductivity
probes (Ujang, 2003)
between the frequency of formation of waves νw and the slug frequency
νw = 2νs (1.10)
from which he derived the correlation for the slug frequency
νs = 0.61
ρg
ρl
ug
hl
∣∣∣∣
eq
(1.11)
Experimentally slugs are identified by observing the peaks in the measurement
of the liquid volume fraction through conductivity probes. However, due to air
entrainment and inaccuracy of the instruments these peaks can be lower than unity.
It is therefore necessary to establish a specific threshold in the liquid hold-up and
calculate the slug frequency counting the number of peaks above the threshold.
Ujang (2003) pointed out that the liquid volume fraction traces of big roll waves
could be very similar to slugs and suggested to differentiate roll waves from slugs
according to the velocity of their front, since the propagation velocity of a slug is
higher than the mixture velocity, while the velocity of a wave is closer to the actual
liquid velocity (Bendiksen, 1984, Ujang et al., 2006). Measuring the time that a peak
front needs to travel trough the distance between two different probes it is easy to
work out the translational velocity, as shown in figure 1.3.
In the present work only a limited treatment is given to the issue of phenomeno-
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Figure 1.4: Unit cell as in Dukler and Hubbard (1975) for slug flow in horizontal
pipes
logical slug flow modelling: a more comprehensive analysis is beyond the scope of this
thesis and for further details the reader is refereed to more comprehensive reviews,
such as Manfield (2000), Hale (2000) or Bonizzi (2003) and Hetsroni (1982), Fabre and
Line` (1992) or Taitel and Barnea (1990).
1.3.2 Unit cell models
In “unit cell” models the slug characteristics are considered periodic and do not change
in time; for this reason these models are also named “steady-state” models. Dukler
and Hubbard (1975) considered a cell which consists of the slug body ls and liquid film
lf , as shown in figure 1.4. The equations for the conservation of mass and momentum
are formulated in a frame of reference which moves at the slug translational velocity
and therefore the flow appears to be steady. The authors took also into account in
their model the pickup and shedding processes at the slug front and tail respectively,
which influence the calculation of the pressure gradient. Later Taitel and Barnea
(1990) and Cook and Behnia (2000) revised and modified the model of Dukler &
Hubbard introducing the effects of pipe inclination and taking into account the gas
compressibility and the gas entrainment in the slug body.
However, in their representation of the dynamics of the flow, these models are
not able to consider either different slugs or transient phenomena, such as formation
and dissipation of slugs, sudden changes in flow rates and transitions among different
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regimes. Therefore, new mathematical and numerical models for transient multiphase
flows have been developed starting from the early ‘90s: for example some of the
most well-known ones are PLAC (Black et al., 1990), OLGA (Bendiksen et al., 1991)
and TACITE (Pauchon et al., 1994), all of which solve the transient one-dimensional
governing equations numerically, for different flow patterns and different geometries of
the pipe. In these models, closure laws are normally dependent on the flow regime and
additional closures are required, such as flow regime transition criteria.
1.3.3 Slug tracking and slug capturing
Slug tracking models (among others Zheng (1991), Nydal and Banerjee (1994) and
Taitel and Barnea (1998)) have been implemented in one-dimensional numerical codes
and are particularly useful in the case of complicated geometries. These models are
based on the idea of following and controlling the formation and decay of individual
slugs of a certain slug distribution, based on the modelling of the pickup process at
the slug front and the shedding at the slug tail. They are normally implemented in
numerical simulators using a Lagrangian frame of reference in order to follow the time
development of the slugs.
Codes based on slug tracking are able to handle networks of long pipelines showing
a good compromise between accuracy of the final results and computational time and,
therefore, are often used for industrial applications.
However, even though slug tracking represents a considerable improvement on
classic ways of predicting slug flow through empirical correlations, a slug tracking
transient simulator needs to assume the initiation of a predetermined train of slugs in
the pipe as an initial condition. Therefore, the simulation is only able to predict the
flow characteristics some distance downstream of where the slugs are initiated by using
a slug initiation model at specified body lengths. The advantage of this approach is to
keep the computing time to a reasonable value by making use of large mesh spacing
of the computational grid. However, much reliance on empiricism is still retained.
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In order to remedy these drawbacks and in particular the inability to capture the
initiation mechanism of the phenomenon, a new methodology has been introduced: the
“slug capturing” technique (Issa and Kempf, 2003, Issa and Woodburn, 1998) in which
the slug flow regime is predicted as a mechanistic natural outcome of the solution of
the conservation equation system. This method uses an Eulerian approach to solve the
one-dimensional two-fluid model (see section 2.1), in order to automatically capture the
natural growth of hydrodynamic instabilities and the development, growth or collapse
of the slugs.
In slug capturing, as opposed to slug tracking, no external excitation is needed
to generate a perturbation of the solution. The inception of slugs from a stratified
condition is due to the disturbances in the solution continually generated by round-off
and discretisation errors: these disturbances are of random nature and therefore have
different wave spectra. This leads to different wave lengths which give different wave
growth rates, hence varying wave structures and eventually slugs which are different
to each other. As a consequence a slug capturing computation takes advantage of the
random-like nature of the machine errors and use it as the engine to reproduce the
experimentally observed random nature of slug flow.
In order to capture all the details and the smallest instabilities necessary to obtain
a correct and accurate solution, a very small time step and an extremely fine mesh is
required at the expense of the computational time needed for a simulation (usually
δx/D ≈ 0.4 and δt ≈ 10−3s). The higher computing time is, however, largely
compensated by a more detailed representation of the flow properties.
1.4 The issue of well-posedness
The slug capturing technique developed by Issa and co-workers is based on the one-
dimensional two-fluid model (Ishii, 1975) which is extensively presented in section 2.1.
This model represents a system of partial differential equations, which attempts to
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mathematically describe and reproduce the fundamental properties of the different flow
regimes. Despite the three-dimensional nature of two-phase flow, and in particular of
phenomena such as turbulence and the presence of slugs, the one-dimensional approach
still is the most appropriate for modelling the flow in long pipelines in light of the
current computational capabilities.
In the two-fluid model each phase is described by a continuity and a momentum
equation, whilst the interaction between liquid and gas phases is represented by specific
closure relations. The dynamics of slugs when they occur are captured and predicted
by this mathematical model as a mechanistic result of the growth of hydrodynamic
instabilities; the flow stability is usually investigated by analysing the tendency of a
perturbation to grow or decay and is determined by the fluid dynamics of the flow (see
section 2.6).
In spite of the aforementioned simplifications introduced in the modelling, the
principal and most fundamental physical aspects of the problem can still be captured.
Therefore, the same set of equations is capable of simulating stratified and slug flow
regimes and the transition between them, without the additional support of specific
empirical models. However, empirical relations are required for approximating the
shear stresses (see section 2.4).
However, the equations of the model are only conditionally well-posed for horizontal
and nearly horizontal pipes and always ill-posed for vertical pipes. In the case of the
two-fluid model, the mathematical classification of the system of equations can be
defined by the characteristics analysis: if the characteristics are real the equations are
hyperbolic and the system is well-posed, on the other hand if the characteristics are
complex the equations are elliptic and the initial value problem is ill-posed (see section
2.5). A different definition of the well-posedness of the equation system comes from a
linear stability analysis: necessary, but not sufficient, condition for the system to be
well-posed is that short wavelength instabilities must be damped and for all possible
wavelengths their growth rate must be bounded by a certain value (see section 2.6.2).
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(a) horizontal pipe
Figure 1.5: Flow pattern map for horizontal pipes (Taitel and Dukler, 1976)
with the well-posedness limit
The flow pattern map in figure 1.5 gives a clear graphical illustration of the
issue. The continuous line represent the limit of the well-posedness as given by a
characteristics analysis. All the cases below this line are well-posed and the solution
of the model are legitimate from a mathematical point of view, while the cases above
the limit are ill-posed and the numerical results, if any, are unreliable.
Therefore, the well-posedness line on the flow pattern map clearly defines the
limitation of the standard mathematical model. Indeed flows in the ill-posed area
of the map and in inclined and vertical pipes have been experimentally observed to
behave similarly to those in the well-posed area and therefore the system of equations
must be at fault, i.e. the model is incomplete.
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From a numerical prospective, simulations are always subject to machine round-off
and these errors in the specific case of an ill-conditioned or ill-posed system may grow
sometimes to such an extent so as to dominate the solution and render the final result
meaningless. This is due to the fact that the instabilities predicted by the two-fluid
model are not always appropriate solutions reflecting the real flow conditions, but could
also be a manifestation of the mathematical or numerical instability of the model (Issa
and Kempf, 2003).
1.5 Present approach and contribution
This thesis describes the progress realised in the development of simulating two-phase
flow in pipelines by means of the aforementioned slug capturing technique. The starting
point is an existing numerical procedure which is based on the two-fluid model. The
available code is able to simulate a limited range of slug flow cases only, since the
one-dimensional two-fluid model is known to be well-posed only under certain specific
conditions.
Modelling a physical phenomenon involves by definition a simplification of the
physics itself, which for the sake of simplicity results in the neglect of some forces or
effects and in the loss of an otherwise overly immense amount of information.
This research project is focused on the investigation of these forces or effects, with
the main purpose of better describing the physics of the flow and enhancing the well-
posedness of the two-fluid model for the simulation of slug flow.
The approach adopted during this research project starts from a mathematical
analysis of the two-fluid model and in particular an analysis of the characteristics
and the stability of the system. The characteristics analysis defines whether the
characteristics are real and the system is hyperbolic and therefore well-posed, while
the stability analysis gives an indication of the growth rate of the perturbations of the
solution.
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Since the well-posedness of the problem is a specific property of the modelling
process rather that a physical property of the flow, the standard formulation of the
two-fluid model seems to be missing some term for the correct and complete description
of slug flows.
Through an analysis of the existing literature both on the specific topic of the
well-posedness of the two-fluid model and on more general additional closures for the
model, a few candidates which seem to be able to solve the problem of the ill-posedness
of the system have been identified.
The new improved model with these additional closures must be mathematically
analysed in order to understand whether their contribution is able to ensure real
characteristics and a bounded growth rate of the instabilities. Subsequently, the new
closures must be numerically implemented in the code with the aim of simulating cases
in the slug flow regime: the most clear evidence of the well-posedness of the system
lies in the numerical results which are independent of the mesh used.
Finally the numerical results must be in good comparison with existing experimen-
tal evidence.
More specifically, the tasks undertaken during this research project can be
summarised as follows:
• The introduction in the two-fluid model and implementation in the research code
of a surface tension term, which allows for the decoupling of the liquid and gas
phase pressures with the introduction of a new closure. The effect of surface
tension is that of damping short wavelength instabilities, however numerical
simulations suggested that its effect is not sufficiently strong to ensure the well-
posedness of the system.
• The introduction in the equation system and implementation in the code of
a model which takes into account for the virtual mass force. The virtual
mass force represents the effort that a gas bubble has to exert in order to
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displace the surrounding liquid when it accelerates. The mathematical analysis
of the new improved model gave a clear indication of the fact that this force
is able to damp small perturbations and render the system of equations well-
posed. Moreover, the results of preliminary numerical simulations confirmed this
indication. However, a more thorough analysis of the model is required before
a final conclusion can be reached and a few mathematical and also numerical
issues have yet to be solved that could not be attempted here due to the limited
time of the project.
• The inclusion in the existing mathematical and numerical model of the
momentum flux parameters for both the gas and liquid phase momentum
equation, which take into account the effect of velocity profiles in the one-
dimensional area averaged equations. It was found that the new model was
rendered well-posed for certain values of these coefficients. However, the values
necessary to ensure the well-posedness of the system are much higher than
is deemed to be physically plausible and the numerical results for the slug
properties are inconsistent with the experimental evidence.
• The formulation of the appropriate coefficients, analysis of the mathematical
system, implementation in the numerical code and testing against experimental
data of a new model for axial diffusion for both the momentum and the
continuity equations, which represent the most significant contribution in this
thesis. It was shown that with the introduction of diffusive terms in all the
governing equations of the system it is possible to obtain results converging to a
unique solution signifying a system that is well-posed. Two different formulations
have been implemented to determine a universal relationship for the diffusion
coefficients necessary to render the system well-posed for all the cases in the
slug flow regime. Firstly, the artificial diffusion was introduced in regions of
ill-posedness only by means of a constant coefficient. Alternatively, the artificial
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diffusion may be introduce to mimic the effect of numerical diffusion . The results
of numerical simulations with the new model taking into account for artificial
diffusion converge to a unique solution which is the most clear evidence of a
well-posed system. Moreover, the results are usually within 30% of experimental
values, which is an excellent agreement for a one-dimensional simulator of such
a complicated physical phenomenon.
1.6 Outline of the thesis
Chapter 2 presents the system of equations for the transient one-dimensional two-fluid
model. Closure relations for the shear stresses will be presented. Particular attention
will be posed to the mathematical analysis of the model: a review of the available
literature on the characteristics and stability analysis will be presented.
Chapter 3 gives an overview of the research code TRIOMPH which has been used
and developed during this research project and its different numerical aspects will be
described in details.
Chapter 4 describes some of the possible closures for the interfacial pressure
difference effect such as hydrostatic pressure, dynamic pressure and surface tension.
The mathematical model is firstly introduced and then the results of characteristics
and stability analyses are given for each closure.
Chapter 5 describes the work on the introduction of the virtual mass force within
the two-fluid model. A literature survey on the subject and a mathematical analysis
of the model are followed by a few preliminary results of numerical simulations.
Chapter 6 is dedicated to the work related to the modelling of the momentum flux
parameter, which takes into account the velocity distribution.
Chapter 7 contains the main contribution of this project. Starting from the idea
of Holma˚s et al. (2008) a mathematical and numerical model for the introduction of
artificial diffusion is presented. Different approaches to the modelling of the diffusion
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coefficients are analysed and numerical results are compared with experimental data
for slug cases in horizontal pipes.
The last chapter (chapter 8) presents the conclusions of the project together with
recommendations and some suggestions for the improvement of the current model and
for future development of the methodology.
2 Two Fluid Model
In two-phase flow the interaction and the relative motion between the different phases
is of fundamental importance and therefore it is essential to appropriately model the
two velocity fields. In the two-fluid model (Ishii, 1975, Ishii and Mishima, 1984) each
phase is considered separately, thus the model consist of two separate sets of balance
equations and the interactions between the phases are modelled through additional
terms in these equations. Starting from a different approach, the drift-flux model (Ishii,
1977, Wallis, 1969, Zuber and Findlay, 1969) is based on a single set of conservation
equations for the mixture of the two-phases, rather than for each phase, and the
relative motion between the two phases is modelled by a kinematic constitutive (usually
algebraic) equation.
The drift-flux model represents an approximation or rather a simplification of the
two-fluid model and it is indeed much simpler. It can be successfully applied to a
wide variety of engineering applications, in particular when the relative acceleration
between the phases is negligible (e.g. when the densities are close to each other); it is
also especially appropriate if one is mainly interested in the overall behaviour of the
mixture rather than the local response of each phase.
By contrast, in the formulation of the two fluid model the conservation and
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transport of the physical properties (mass and momentum) are expressed specifically
for each phase. This obviously means a more rigorous and detailed representation of
the phenomena but, on the other hand, implies a more complicated and expensive
formulation of the model. Moreover, an accurate representation of the interaction
terms is needed in the description of the transfer processes between the phases
trough the interface. Another important aspect, which renders the two-fluid model
a preferable choice over the drift-flux model for the purpose of this project, is that
by solving independently the two momentum equations the model is able to take into
account the dynamic and non-equilibrium interactions between the phases. Therefore,
it proves to be more appropriate in the solution of transient phenomena, transitions
between different regimes and stability problems (Ishii and Hibiki, 2006).
The one-dimensional form of the two-fluid model is based on the area averaging of
the three-dimensional equations, where all flow quantities are integrated over the cross-
sectional area of the pipe and subsequently substituted by appropriate mean values
(Drew, 1983, Ishii and Hibiki, 2006, Nigmatulin, 1979, Prosperetti and Tryggvason,
2007, Wallis, 1969).
The definition of the area average over a cross-section A of the pipe for a generic
quantity f is
〈f〉 = 1
A
∫
fdA, (2.1)
while the mean value of f for the generic phase k which occupies the area Ak is given
by
〈fk〉 =
∫
Ak
fkdA∫
Ak
dA
. (2.2)
In the following all the properties are area averaged if not otherwise stated and for
the sake of simplicity from here onwards the brackets <> indicating an area averaged
quantity will be omitted.
In pipe flow it is common to assume that the main variations occur in the axial
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direction and therefore the one dimensional model is a realistic approximation. The
transverse pressure gradient within a pipe is usually relatively small in comparison to
the axial one and, as a further justification of this assumption, the diameter of a pipe
is normally a few orders of magnitude smaller than its length. Therefore, predictions
of averaged quantities appear to be sufficient in the majority of the cases and indeed
the resulting one-dimensional system of equations forms a mathematical model which
is much simpler and smaller than the three-dimensional alternative. However, the
averaging leads to a loss of information of variations in the radial direction and therefore
the effects of mass and momentum transfer at the interface and the wall must be
reintroduced by means of empirical correlations and simplified models.
2.1 Model equations
One-dimensional two-fluid models (Ishii and Hibiki, 2006, Ishii and Mishima, 1984,
Stewart and Wendroff, 1984) are based on the following equations for the conservation
of mass and momentum
Continuity
∂
∂t
αlρl +
∂
∂x
αlρlul = 0, (2.3)
∂
∂t
αgρg +
∂
∂x
αgρgug = 0, (2.4)
Momentum
∂
∂t
αlρlul +
∂
∂x
αlρlu
2
l = −
∂αlPl
∂x
+ pil
∂αl
∂x
− αlρlg sin β − Fl + Fi, (2.5)
∂
∂t
αgρgug +
∂
∂x
αgρgu
2
g = −
∂αgPg
∂x
+ pig
∂αg
∂x
− αgρgg sin β − Fg − Fi, (2.6)
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Figure 2.1: Pipe cross-sectional area and lateral view with relevant properties
where the subscripts l and g represent the liquid and gas phases respectively, while i
defines quantities at the interface between the two phases. In these equations αk (where
k is either g or l) represents the volume fraction with the condition αl + αg = 1, ρk
the phase density, uk the velocity, Pk the cross-sectional averaged pressures and pik
the interfacial pressure for each phase. Furthermore, g is the gravitational acceleration
and β is the angle between the pipe and the horizontal line. Finally, the terms Fg,
Fl and Fi represent the frictional forces between each phase and the wall and at the
gas-liquid interface.
2.2 Geometric relations
For a separated flow in a pipe where D is the diameter and γ is the stratification angle
(see figure 2.1 which defines the geometry), the values for the area of the two phases
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are as follows
Al =
D2
4
(γ
2
− sin γ
2
cos
γ
2
)
,
Ag =
D2
4
(
pi − γ
2
+ sin
γ
2
cos
γ
2
)
,
Atot = Al +Ag =
D2
4
pi
(2.7)
and the “wetted” perimeters for the different interfaces can be expressed as
Sl =
D
2
γ,
Sg =
D
2
(2pi − γ),
Si = D sin
γ
2
.
(2.8)
Moreover, the height of the gas-liquid interface from the bottom of the pipe is
hl =
D
2
(
1− cos γ
2
)
, (2.9)
while the volume fractions of the two phases are
αl =
Al
Atot
=
1
pi
(γ
2
− sin γ
2
cos
γ
2
)
=
1
2pi
(γ − sin γ) ,
αg =
Ag
Atot
=
1
pi
(
pi − γ
2
+ sin
γ
2
cos
γ
2
)
=
1
2pi
(2pi − γ + sin γ)
(2.10)
and obviously αg+αl = 1 is always valid. Finally from these expressions, it is possible
to determine a relationship which links the spatial derivative of the height of the gas-
liquid interface hl to the one of the liquid volume fraction αl (see Appendix A)
∂hl
∂x
=
piD
4 sin γ2
∂αl
∂x
. (2.11)
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Figure 2.2: Hydrostatic approximation for a gas-liquid stratified flow
2.3 Hydrostatic pressure
In the momentum equations (2.5) and (2.6) it is common to consider a single value
p for the overall pressure across the whole cross-sectional area of the pipe and the
pressure gradients for the generic phase k become
pig = pil = Pg = Pl = p =⇒ −∂αkPk
∂x
+ pik
∂αk
∂x
= −αk ∂p
∂x
(2.12)
Therefore the generic phase momentum equation can be rewritten as
∂
∂t
αkρkuk +
∂
∂x
αkρku
2
k = −αk
∂p
∂x
− αkρkg sin β − Fk ± Fi, (2.13)
However, this is just one approximation and several alternative ways of modelling the
pressure variations in each phase and at the interface will be presented in further
sections. In the following, attention is paid to the influence that the hydrostatic
pressure has on the system of governing equations.
One of the most common causes for variations in the phase pressure is the
hydrostatic effect in horizontal pipes, which represents the local gravitational
contribution to the liquid pressure in stratified flow (Wallis, 1969).
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With reference to figure 2.2, the local liquid pressure Pl is given by
Pl = pil +
∫ hl
0
ρlg(hl − y)cosβdy. (2.14)
On the basis of this formulation and taking into account relation (2.11) for the spatial
derivative of hl and αl, it is possible to write the pressure gradient terms as follows,
− ∂αlPl
∂x
+ pil
∂αl
∂x
= −αl ∂pil
∂x
− αlρlg cos β∂hl
∂x
= −αl ∂pil
∂x
− αlρlg cos β piD
4 sin γ2
∂αl
∂x
. (2.15)
This approximation is also valid for the gas phase, but since the density ρg is
typically much smaller than the liquid phase density ρl, very often the equivalent term
in the gas momentum equation is neglected. Here and in the following the gas phase
hydrostatic pressure is taken into account and as a result the momentum equations
become
∂
∂t
αlρlul +
∂
∂x
αlρlu
2
l = −αl
∂pil
∂x
− αlρlg cos β piD
4 sin γ2
∂αl
∂x
+ Fl (2.16)
∂
∂t
αgρgug +
∂
∂x
αgρgu
2
g = −αg
∂pig
∂x
− αgρgg cos β piD
4 sin γ2
∂αl
∂x
+ Fg, (2.17)
where Fk = −αkρkg sin β − Fk ± Fi represents all the algebraic terms for the generic
phase k.
2.4 Shear stresses
The averaging of the equations over the cross-sectional area of the pipe results in a loss
of information for the variations of the variables in the radial direction, normal to the
main flow. This loss of information has to be compensated with auxiliary relationships.
Therefore, the mass and momentum transfer with the walls and between the fluids
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represent an aspect of great importance in the process of modelling the flows and must
be reintroduced through simplified models or empirical correlations.
In the two fluid model proposed in equations (2.3)-(2.6), it is therefore necessary to
introduce closure relations for the frictional forces between the liquid-phase and the
wall, the gas-phase and the wall and at the interface between the two phases. These
forces Fk are modelled as follows
Fl =
Sl
A
τl,
Fg =
Sg
A
τg,
Fi =
Si
A
τi
(2.18)
and depend on the shear stresses τk (see figure 2.1) and are determined from
τl = flρl
ul|ul|
2
,
τg = fgρg
ug|ug|
2
,
τi = fiρg
(ug − ul)|ug − ul|
2
.
(2.19)
Although the system is almost entirely mechanistic, it requires empirical closure
models for the three friction factors fl, fg and fi, which are in turn determined from
empirical correlations.
Many different correlations can be found in the literature: for example Agrawal
et al. (1973), Taitel and Dukler (1976), Andritsos and Hanratty (1987), Kowalski
(1987), Hand (1991), Srichai (1994) and Grolman and Fortuin (1997). Furthermore,
several researchers addressed the issue of the optimum combination of the three friction
factors, for example Lin and Hanratty (1986), Spedding and Hand (1997) and Issa and
Kempf (2003).
The following briefly describes the approach used in the development of the
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numerical code TRIOMPH (Issa and Abrishami, 1986) used herein for the solution
of the two fluid model including the additional closures that are introduced later in
the thesis. In all the simulations presented the closure laws suggested by Rippiner
(1998) are adopted if not otherwise stated and therefore will be described in details in
the following of this section.
The correlation for the gas-wall and interfacial friction factors are usually based
on the standard Blasius (Blasius, 1913) equation
fg = CgwRe
−ngw
g (2.20)
fi = CiRe
−ni
i (2.21)
where the gas phase and interfacial Reynolds numbers are
Reg =
Dgugρg
µg
(2.22)
Rei =
Dg|ug − ul|ρg
µg
(2.23)
and the gas phase hydraulic diameter is
Dg =
4Ag
Si + Sg
(2.24)
Following the implementation of the closures suggested by Taitel and Dukler (1976),
in equations (2.20) and (2.21) the coefficients Cgw and Ci are set to 16 in the case of
laminar flow (Reg < 1180 and Rei < 1180 respectively) and are equal to 0.046 if the
flow is turbulent (Reg ≥ 1180 and Rei ≥ 1180), while the coefficients ngw and ni are
equal to 1 for laminar flow and switch to 0.2 if the flow becomes turbulent.
In the case of the liquid-wall friction factor the correlation used is the one suggested
by Hand (1991) and Spedding and Hand (1997), which is again based on a Blasius-like
equation but is defined in a slightly different way. The expression for the laminar case
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(Rel ≤ 2100) is the following
fl =
24
Resl
(2.25)
where the superficial Reynolds number Resl is determined by the liquid superficial
velocity Ul and the actual pipe diameter D as opposed to the actual Reynolds number
Rel based on the actual velocity ul and the liquid phase hydraulic diameter
Dl =
4Al
Sl
. (2.26)
The two different Reynolds numbers therefore are
Resl =
ρlUlD
µl
(2.27)
Rel =
ρlulDl
µl
(2.28)
If the liquid flow is turbulent (Rel > 2100) then the friction factor becomes
fl = Clw(αlRe
s
l )
nlw (2.29)
where the two coefficients are Clw = 0.0262 and nlw = 0.139.
If the gas superficial velocity increases above a certain value (Ug & 5.0m/s) the
interface between the liquid and the gas phase may become wavy. In this case the
Taitel & Dukler model (Taitel and Dukler, 1976) fails to give good results and it is
preferable to replace it with a different model such as that by Andritsos and Hanratty
(1987). Their formulation specifies the ratio between the gas-wall and the interfacial
friction factors as follow
fi
fg
=

= 1 for Ug ≤ Ug,t
= 1 + 15
(
hl
D
) 1
2
[(
Ug
Ug,t
) 1
2
− 1
]
for Ug > Ug,t
(2.30)
where Ug,t is the gas superficial velocity which correspond to the transition from a
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smooth interface to the inception of large irregular waves and is defined as
Ug,t = 5
(
ρg0
ρg
)1
2
. (2.31)
Here ρg0 is the density of the gas at atmospheric pressure and ρg is the operating density
in the pipe. It is worth noting that the quotient
fi
fg
increases with the superficial gas
velocity Ug and the height of the liquid phase hl.
2.5 Characteristics analysis
For the purpose of examining the mathematical properties of the system as presented
herein, the two phases are treated as incompressible, immiscible and isothermal if not
stated otherwise. This is a usual assumption for such analyses and does not invalidate
the findings in any way as was shown for example by Bonizzi and Issa (2003a), who
found that compressibility of the gas merely introduced two characteristics relating to
the propagation of acoustic waves.
The entire mathematical model (2.3)-(2.6) presented in section 2.1 is a system of
partial differential equations and can be rewritten in a more compact matrix form as
follows
A(v)
∂
∂t
v +B(v)
∂
∂x
v+C(v) = 0, (2.32)
where v is a column vector of the independent variables and A and B are the Jacobian
matrices of dimension n×n (where n is the number of independent variables) containing
the coefficients of the differential equations and C is a column vector of dimension n
which contains the algebraic terms.
For isothermal conditions and no mass exchange, the initial value problem described
by equation (2.32) is defined in a space-time domain of the form
x1 ≤ x ≤ x2, t ≥ 0 (2.33)
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where the physical boundaries are set at x = x1 and x = x2. The problem is dependent
upon certain initial conditions
v(x, t = 0) = v0 (2.34)
and also boundary conditions. These can be values of v (Dirichlet conditions) or its
derivative
∂v
∂x
(Neumann conditions) or a combination of both (Robin condition) at
the boundaries x = x1 or x = x2
v(x = x1,2, t) = vBC and/or
∂v
∂x
(x = x1,2, t) =
∂v
∂x
∣∣∣∣
BC
. (2.35)
A generic mathematical problem, like the one described above, is correctly set or well-
posed according to Hadamard (1902) when, with appropriate boundary conditions and
initial values for the system of equations,
1. a solution exists,
2. the solution is unique and
3. the solution depends continuously on the data (i.e. small variations of the initial
data cause small variations of the solution).
When these three conditions do not hold, the problem is ill-posed, although it may
still give a solution.
The existence and uniqueness of the solution normally do not originate big
difficulties, apart from specific cases in which the solution shows singularities or
discontinuities and the boundary conditions are not properly defined. On the other
hand, the initial or auxiliary data are usually approximated and can be easily modified
by means of a perturbation superimposed to the solution of the system. If the third
condition is not met the perturbation can grow rapidly as it propagates along the
domain, causing the solution to significantly differ from the original one.
In order to verify the well-posedness of the system different approaches may be
taken. Here for instance, the characteristics of the set of equations are analysed
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(Anderson, 1995, Fletcher, 2000, Hirsch, 2007, LeVeque, 2002, Tannehill et al., 1997).
The characteristics λn of the system are defined by
det(A− λnB) = 0. (2.36)
This equation has n roots λn for the n equations of the system and on the base of
these roots it is possible to define a classification for the system of Partial Differential
Equations (PDEs):
- if all these n roots are real and distinct, the set of differential equations is
hyperbolic
- in the presence of equal real roots, the system is called parabolic.
- in the case of complex roots, the system of equations is elliptic (given that the
coefficients in A and B must all be real, complex roots are pairs of conjugate
complex roots).
In the case of transient problems, if the system is hyperbolic or parabolic, a time
dependent problem is well-posed (Arai, 1980, Gidaspow, 1974, Ramshaw and Trapp,
1978, Song and Ishii, 2000), while an elliptic system is ill-posed.
Equation (2.36) is usually called characteristics equation and the roots
dx
dt
=
B
A
= λn of the system (2.32) determine the characteristic velocities along which the
physical information propagates through the flow fields. Consequently the information
travels at a certain finite speed in a number of direction equivalent to the number of
characteristics of the system.
In case these characteristics are real and distinct, the system is well-posed and
the information propagates in the real domain starting from a number of initial data
corresponding to the number of characteristics (initial value problem). However, the
existence of characteristics for an unsteady problem is a necessary but not sufficient
condition for well-posedness. If all or some of the characteristics are complex, the
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system is ill-posed and the problem must be solved as a boundary value problem. In
this latter case the boundary conditions must be prescribed on the whole boundary
in space and time, which implies the physically impossible condition of supplying
information at a future time (see figure 2.3).
It is worth noting that in equation (2.32) the algebraic terms in the vector C do not
influence the characteristics analysis of the system, therefore the choice of the friction
factors does not affect the outcome of the well-posed nature of the system (even though
the equilibrium holdup is influenced by them).
Issa and Kempf (2003) and Bonizzi (2003) showed that the two-fluid model as
presented in section 2.1 for stratified and slug flows is well-posed under certain flow
conditions only (see section 2.3 for further details). In this case, the characteristics of
the system are real and, therefore, the system is well-posed, if and only if the relative
velocities of the two phases obey the following condition (Barnea and Taitel, 1994a)
(ug − ul) ≤
√
g cosβpiD
4 sin γ2
(αlρg + αgρl)
ρlρg
(ρl − ρg). (2.37)
They also demonstrated that the results given by a numerical code for an ill-posed
problem are unreliable because the results of the computations do not converge to a
unique solution regardless of mesh density. Figure 2.4 presents a clarifying example
with some results of numerical simulations for different mesh sizes. The computed
time-averaged slug frequency is plotted against the size of the grid spacing: for a well-
posed system like in case I (figure 2.4(a)), a unique solution exists and the average
slug frequency converges to the same value, which is in excellent agreement with the
experimental value. On the other hand, for case II, which is ill-posed (figure 2.4(b)),
a unique solution no longer exists and consequently computed values of the frequency
diverge as the mesh is refined.
The flow conditions of these two cases which will be considered from now on as
test cases are summarised in table 2.1.
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(a) hyperbolic
(b) non-hyperbolic
Figure 2.3: Representation of the characteristics through a generic point P for
a hyperbolic (a) and a non-hyperbolic (b) problem (Prosperetti and Tryggvason,
2007)
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(a) Case I: well-posed (b) Case II: ill-posed
Figure 2.4: Computed slug frequency against mesh density (Bonizzi, 2003)
Table 2.1: Flow conditions for cases I and II
Ug Ul αl
case I 6.000 0.400 0.566
case II 6.532 0.532 0.606
2.6 Hydrodynamic instabilities
Instabilities may occur due to a disturbance of the equilibrium of the forces which play
a role in a specific system. In the cases of interest in the present work, these forces
are mainly represented by viscous stresses, pressure stresses, inertia and other external
forces, such as gravity and surface tension.
In the simplest and idealised case of a fluid which flows under equilibrium between
the pressure gradient and friction forces, a small perturbation can disturb this
equilibrium and can be amplified so to give rise to an instability.
The influence of viscosity, for example, is to dissipate the energy of any disturbance
and it has therefore a stabilising effect on the flow. The larger the viscosity the more
stable the flow (see also chapter 7 for a more detailed analysis on the effect of axial
diffusion). Also gravity has a stabilising effect since it tends to define a stratification of
different fluids according to their density (see section 2.3). Moreover, surface tension
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(see also section 4.4) tends to counteract the increase in area of a surface and once again
has a stabilising effect, specifically on small scale instabilities. Finally, it is important
to take into account the effect of the boundaries which may physically inhibit the
growth of a perturbation. For further details on hydrodynamic stability the reader is
referred to Drazin and Reid (1981).
The stability of stratified flow has been analysed in connection with both wave
generation and transition to slug flow (Espedal and Bendiksen, 1989, Kordyban and
Ranov, 1970, Mishima and Ishii, 1980, Taitel and Dukler, 1976). The main mechanisms
responsible for the transition from stratified to slug flow are the growth of natural
hydrodynamic instabilities and the accumulation of liquid caused by the geometry of
the pipe (the so called “severe slugging”). In the following analysis focus is placed on
the former case.
The present approach to stability analysis follows the work by Barnea and Taitel
(1993, 1994a) and by Lin and Hanratty (1986), who used a linear Kelvin-Helmholtz
(KH) analysis (Helmholtz, 1868, Kelvin, 1871, Lamb, 1932) to study the onset of
slugging for flow in a pipe, examining also the effect of viscosity and inertia.
Kelvin-Helmholtz instabilities can occur when there is a sufficient difference in
velocity across the interface between the gas and the liquid phase. The slug initiation
mechanism is normally due to a loss in pressure, which can be explained by the
Bernoulli effect, as the gas phase accelerates over a wave. If the consequent suction
effect is sufficiently large, the wave can grow and bridge the pipe, forming a slug,
otherwise it is damped by the stabilising effect of gravity.
2.6.1 Linear stability analysis
In order to examine the linear stability behaviour of the system, a small disturbance
is added to the unperturbed solution (Ramshaw and Trapp, 1978). Hence the solution
vector v in equation (2.32) is replaced by v+ δv and the result can be linearised with
2.6 Hydrodynamic instabilities 64
respect to the introduced perturbation δv, as follows
A(v) · ∂δv
∂t
+B(v) · ∂δv
∂x
+
(
δv · ∂A
∂v
)
· ∂v
∂t
+
(
δv · ∂B
∂v
)
· ∂v
∂x
+ δv · ∂C
∂v
= 0. (2.38)
The perturbation is then cast in the form of a Fourier series given by
δv = δv0e
i(kx−ωt), (2.39)
where k is the wave-number and ω is the angular frequency. Equation (2.38) then
becomes
−iωA(v)·δv0+ikB(v)·δv0+
(
δv · ∂A
∂v
)
· ∂v
∂t
+
(
δv · ∂B
∂v
)
· ∂v
∂x
+δv · ∂C
∂v
= 0, (2.40)
which has a non trivial solution if the determinant of the coefficient matrix vanishes.
The dispersion relation is, therefore, determined by
det(−iωA+ ikB+D) = 0, (2.41)
where
D =
(
∂A
∂v
· ∂v
∂t
)
+
(
∂B
∂v
· ∂v
∂x
)
+
(
∂C
∂v
)
. (2.42)
The system is unstable whenever the imaginary part of the roots ω(k) is negative,
which implies an exponential growth in time of the perturbation δv. On the other hand,
if the imaginary part of ω(k) is positive, the system is stable and every perturbation
is damped and therefore decays. The neutral stability of the system is found when
ωI(k) = 0 and in this case any disturbance neither die away nor grows, but it persists
as a disturbance of the same magnitude along the whole of the domain (see figure 2.5).
Moreover, it is important to highlight that the stability of a system of equations
closely depends on the specific wavenumber k considered. This means that if ωI(k) < 0
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Figure 2.5: Evolution of a finite disturbance for horizontal flow: (a) stable
flow - it decays, (b) neutral stability - it persists, (c-d) unstable flow - it grows
(Barnea and Taitel, 1994b)
for at least one specific disturbance of wavenumber k then the whole flow is unstable.
On the other hand, if ωI(k) ≥ 0 for each and all the values of k then the flow is stable.
2.6.2 Viscous versus inviscid approach
Milne-Thomson (1968) applied the inviscid Kelvin Helmholtz (IKH) instability theory
to a two-fluid system in a duct analysing the behaviour of a small sinusoidal
perturbation at the interface. The propagation equation of these small waves is
kρl(ul − C)2 coth khl + kρg(ug − C)2 coth khg = g(ρl − ρg) + σk2 (2.43)
where C is the wave velocity and σ is the surface tension coefficient. In the
approximation of “long waves” (khl ≪ 1 and khg ≪ 1) and neglecting the surface
tension (σ = 0) the criterion for unbounded growth rate of the waves which corresponds
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to the instability condition becomes the following
(ug − ul) >
√
g(ρl − ρg)(hg
ρg
+
hl
ρl
) (2.44)
If the liquid can be considered much heavier and much slower than the gas (ρl ≫ ρg
and ul ≪ ug) expression (2.44) may be simplified to
ug >
√
g(ρl − ρg)hg
ρg
(2.45)
Through a thorough analysis of experimental evidence and theoretical findings,
Wallis and Dobson (1973) claimed that the limit set by equation (2.45) over predicts
the value of the gas phase velocity at which the transition between stratified and slug
flow occurs and hence they corrected the criterion to obtain
(ug − ul) > 0.5
√
g(ρl − ρg)hg
ρg
(2.46)
Along the same lines, Taitel and Dukler (1976) suggested that this transition takes
place when the pressure difference due to the Bernoulli effect overcomes the stabilising
effect of gravity. They proposed the following criterion for the stability of finite
amplitude waves in a duct
ug > K1
√
g(ρl − ρg)hg
ρg
(2.47)
and extended the same reasoning to a pipe
ug > K2
√
g(ρl − ρg) Ag
ρg
dAl
dhl
(2.48)
Here the two constants are evaluated by means of qualitative arguments to be
K1 = K2 = 1− hl
D
(2.49)
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In case
hl
D
= 0.5 then K1 = 0.5 recovering the formulation (2.46) by Wallis and Dobson
(1973).
Kordyban and Ranov (1970) were among the first to apply the mechanism of
hydrodynamic instabilities to the initiation of slugging. They took also into account
the influence of the proximity of the wave to the roof of the channel and made similar
assumptions to those suggested by Milne-Thomson (1968) and mentioned before. They
proposed this criterion for the stability of finite amplitude waves, the coefficients of
which rely on an experimental correlation between the wave amplitude η and the
wavenumber k (kη = 0.9)
(ug − ul) > KKR
√
gρl
kρg
(2.50)
where
KKR =
√
1
coth(khg − 0.9) + 0.45 coth2(khg − 0.9)
(2.51)
However, this criterion has a strong limitation in the fact that the depth of the gas
channel hg and the wavenumber (or the wavelength) must still be known.
Extending the analysis of Kordyban & Ranov, Mishima and Ishii (1980) simplified
their stability analysis, assuming again that the surface tension effects are negligible,
ρl ≫ ρg and kη = 1. Therefore, they proposed the following expression for the stability
coefficient to be substituted in equation (2.50)
KKR = KMI =
√
1
[1 + 12 coth(khg − 1)] coth(khg − 1)
(2.52)
They then worked out from theoretical considerations the value of khg = 2.26, which
can be determined by the wavelength of the “most dangerous wave”, and reached a
result for the slug formation criterion which is very similar to that of Wallis and Dobson
(1973) in equation (2.46)
(ug − ul) > 0.487
√
g(ρl − ρg)hg
ρg
(2.53)
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The inviscid theory can be applied with good results to low liquid viscosity systems,
but fails to provide reasonable predictions in the case of high viscosity. Lin and
Hanratty (1986) were among the first to derive the viscous Kelvin-Helmholtz (VKH)
limit, taking into account in their analysis the viscous and inertia algebraic terms.
They carried out a stability analysis on the system of equations (2.3)-(2.6) assuming
that all the quantities are described as an average bulk flow (ug, ul, hl, p, etc.) on
which a perturbation (u′g, u
′
l, h
′
l, p
′, etc.) is superposed. For example for a generic
quantity
f = f + f ′ (2.54)
the perturbation f ′ is taken to have the form
f ′ = fˆeik(x−Ct) (2.55)
where C =
ω
k
is the velocity of the wave. The geometrical quantities are then non-
dimensionalised with respect to the diameter D and are indicated by a overhead tilde
(∼). Finally, considering that CR is the real part of the wave velocity, the neutral
stability equation is given as (see also Appendix D)
(
CR
ul
− 1
)2 1
gD cos β
 A˜2
A˜3l
 A˜l
h˜l
U2l +
ρg
ρl
1
gD cos β
 A˜2
A˜3g
 A˜l
h˜l
U2g − 1 = 0 (2.56)
Bendiksen and Espedal (1992) performed a similar analysis to show that in
expression (2.56) some terms have been neglected due to the fact that they are not
significant at low pressure and high density ratio
ρl
ρg
≫ 1. Therefore the complete
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criterion should be
[(
CR
ul
− 1
)2 1
gD cos β
A˜l
h˜l
 A˜2
A˜3l
+ ρg
ρl
1
gD cosβ
A˜l
h˜l
 A˜2
A˜2lAg
(CR
ul
)2U2l
−ρg
ρl
2
gD cos β
A˜l
h˜l
 A˜2
A˜2gAl
(CR
ul
)
UlUg
+
ρg
ρl
1
gD cos β
A˜l
h˜l
 A˜2
A˜3g
Ug − ρl − ρg
ρl
= 0 (2.57)
Condition (2.57) can be simplified to
(CR − ul)2 + ρgαl
ρlαg
(CR − ug)2 = (ρl − ρg)gAl cosβ
ρl
dAl
dh
(2.58)
which can be reduced to the standard KH limit as in expression (2.48) when CR = ul.
The aforementioned authors also clarified the difference between the onset of large
waves able to bridge the pipe (criterion (2.57)) and the onset of stable slug flow given
below
uB ≤ ug
αeqg − αg Ugueqg
αeqg − αg (2.59)
where the quantities defined by eq represent the values in the equilibrium stratified
condition before the transition to slug flow and uB is the velocity of a Taylor bubble.
A comparison with experimental data taken from the SINTEF laboratory by Bendiksen
et al. (1986) showed that this new criterion proves to be more accurate then the VKH
limit in equation (2.57), especially at very high pressure.
Barnea and Taitel (1994a) analysed the interfacial linear stability of the two-fluid
model in a circular pipe (equations (2.3)-(2.6)) using both the VKH theory and the
IKH theory. They introduced a closure for the pressure which takes into account for
the surface tension
pig − pil = σ
∂h2l
∂x2
(2.60)
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with which it is possible to combine the two momentum equations
ρl
∂ul
∂t
− ρg ∂ug
∂t
+ ρlul
∂ul
∂x
− ρgug ∂ug
∂x
+ (ρl − ρg)g cosβ∂hl
∂x
− σ∂h
2
l
∂x2
= F (2.61)
where
F = −τlSl
Al
+
τgSg
Ag
+ τiSi
(
1
Al
+
1
Ag
)
− (ρl − ρg)g sin β (2.62)
and linearised the new system about a steady state solution. They then substituted a
perturbed liquid level
h′l = hˆle
i(ωt−kx) (2.63)
in the linearised system, obtaining the following dispersion equation for the angular
frequency ω (see Appendix D for further details)
ω2 − 2(ak − ib)ω + ck2 − dk4 − iek = 0 (2.64)
where
a =
1
ρBT
(
ρlul
αl
+
ρgug
αg
)
(2.65)
b =
1
2ρBT
[(
∂F
∂Ul
)
Ug,αl
−
(
∂F
∂Ug
)
Ul,αg
]
(2.66)
c =
1
ρBT
(
ρlu
2
l
αl
+
ρgu
2
g
αg
− (ρl − ρg)g cos β AdAl
dhl
)
(2.67)
d =
σ
ρBT
A
dAl
dhl
(2.68)
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e = − 1
ρBT
(
∂F
∂αl
)
Ul,Ug
(2.69)
ρBT =
ρl
αl
+
ρg
αg
(2.70)
Therefore, the general solution for ω is
ω = (ak − ib)±
√
(a2 − c)k2 − b2 + dk4 + i(ek − 2abk) (2.71)
As mentioned in the previous section 2.6.1, the solution is unstable whenever the
imaginary part of the angular frequency ω in equation (2.71) is negative (ωI < 0).
This becomes clear by observing the sinusoidal perturbation in equation (2.63): the
growth rate of h′l becomes exponential where −ωI is the amplification factor.
The KH criterion for neutral stability can be eventually expressed as follows (see
also Appendix D)
(ug − ul) < KBT
√
(ρlαg + ρgαl)
ρl − ρg
ρlρg
g cos β
A
dAl
dhl
(2.72)
where for the inviscid case the constant KBT = 1, while for the viscous case
KBT =
√√√√1− (CV − CIV )2ρl−ρg
ρBT
g cosβ AdAl
dhl
(2.73)
where CV and CIV are the critical wave velocities at the onset of the instability for
the viscous and inviscid analysis respectively.
It is worth noting that the IKH limit in equation (2.72) corresponds to the well-
posedness limit presented in equation (2.37). Figure 2.6(a) presents plots of the given
IKH and VKH conditions in the flow pattern map (Ul−Ug) by Taitel and Dukler (1976).
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(a) VKH and IKH neutral stabilities (b) Amplification factor
Figure 2.6: (a) Effect of liquid viscosity on neutral stability by Lin and
Hanratty (1986) and (b) Growth rate for the instabilities at different velocities
by Barnea and Taitel (1994a)
The neutral stability curve defined by the inviscid analysis is at higher values of the
gas and liquid velocities than the VKH curve. Therefore, three regions are defined by
the KH and characteristics analysis with different properties: above the IKH limit the
flow is unstable but the equations are ill-posed, below the VKH limit the system is
well-posed and stable (i.e. stratified flow) and finally for relative velocities between
the two limits the flow is unstable and the equations are well-posed. In the latter case
instabilities induced in the flow can grow to bridge the pipe, allowing the model to
capture slugs. However, due to the limit of grid refinement, the numerical model is
only able to capture instabilities larger than a certain wavelength.
As a further result of the stability analysis, it is possible to obtain the growth rate
of the instabilities from the dispersion equation (2.41) as a function of the wavelength.
As shown in figure 2.6(b), for different liquid and gas phase velocities, one observes
that the rate at which an instability characterised by a certain wavelength grows can
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Figure 2.7: Growth rate for the instabilities for cases I and II
vary considerably, thus the time necessary for the instability to reach the top of the
pipe and become a slug can also vary considerably.
In the case of lower gas velocities, where the growth rate is similar for all the
captured instabilities, the numerical solution gives more regular and periodic slugs
than for higher gas velocities. The irregular and random intermittency, experimentally
observed in slug flow, can be simulated more accurately by capturing instabilities
having a range of different growth rates.
As shown in figure 2.7 also the linear stability analysis can give clear indications
regarding the well-posedness of the system. In the case of a well-posed system the
growth rate of instabilities must be bounded for all possible wavelengths; furthermore,
infinitesimally short waves must also be damped. This is a necessary, but not sufficient,
condition for the well-posedness of the problem. On the other hand for an ill-posed
case the growth rate of the instabilities is unbounded and it grows indefinitely as the
wavelength becomes smaller. A small perturbation in the initial condition can therefore
2.6 Hydrodynamic instabilities 74
lead to very different solutions, therefore failing to depend continuously on the initial
data (Prosperetti and Tryggvason, 2007).
This picture can also explain the behaviour of the slug frequency presented in
figure 2.4: in numerical terms, as the mesh is refined, it is possible to capture shorter
instabilities. In the well-posed case, once the instabilities with the highest value of
the growth rate are captured the solution stabilises at a certain value, while for an
ill-posed case there will always be shorter and faster instabilities which can develop
into slugs, thus the slug frequency increases accordingly.
2.6.3 Stability-hyperbolicity theorem
A comparison of equations (2.36) which defines the characteristics of the system and
(2.41) which represents the dispersion equation for the perturbed system shows the
relationship between characteristics and stability analyses. The two analyses differ
because of the presence of D: if D were zero the values of the characteristics λn would
be equal to k/ω. The matrix D vanishes if A, B and C do not depend on v and when
the unperturbed solution remains constant in time and space.
Prosperetti and Tryggvason (2007) presented a very exhaustive analysis of the issue
of well-posedness in strong relationship to the stability of the system. They show that
the third condition of Hadamard (continuous dependence on the data) is “intimately
related” to the hyperbolicity of the system and that the solution of a non-hyperbolic
problem changes according to small changes in the initial conditions.
As already presented in section 2.6.1, they assume that v(x, t) is a solution of the
initial value problem described by equation (2.32) with initial condition v(x, 0) and
that v′(x, t) is a different solution corresponding to a slightly different initial value
v′(x, 0). Therefore, the solution v(x, t) depends continuously on the initial data if
the perturbation δv(x, t) = v′(x, t)− v(x, t) remains small when the perturbed initial
condition δv(x, 0) = v′(x, 0)− v(x, 0) is sufficiently small. Given that the system can
be treated as linear, the perturbation can then be expanded in a Fourier series as in
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equation (2.39)
δv(x, 0) = δv0e
ik(x−λt), (2.74)
where δv0 is a constant vector, λ is the characteristics root and k is the wavenumber.
Since the wavenumber must be always positive the perturbation will grow indefinitely if
λI > 0. It is also evident that the value of k does not influence the initial perturbation.
However, the wavenumber has a great impact on the temporal evolution of the initial
disturbance. Moreover, in the limit for very short wavelength k →∞ the growth rate
of the instabilities tends to infinity.
As a consequence it is possible to conclude that in the case of a non-hyperbolic
problem (λI > 0) for short waves, two initial conditions which differ by a very small
amount can result in very different solutions, therefore failing to depend continuously
on the initial data. On the other hand the behaviour of long wavelength instabilities
(k → 0) can lead to a hyperbolic condition. In conclusion the lack of hyperbolicity
renders only short wavelengths unstable.
In numerical simulations it is a common practice to think that even if the system
is not hyperbolic, sufficiently long waves will be stable, particularly in light of the
presence of the artificial diffusion induced by the numerical discretisation of the
equations. It is also quite likely to obtain solutions which match very well with
experimental results and look very satisfactory. Moreover, considering that the model
is volume averaged, it cannot predict details at a scale smaller than the averaging area.
Therefore, the lack of hyperbolicity is normally considered to be a minor anomaly
rather than a fault in the model.
Jones and Prosperetti (1985) discredited this argument, showing that for one-
dimensional multi-fluid models the stability condition is independent of the wavelength.
As a result they formulated a theorem, called the stability-hyperbolicity theorem,
which extends the instability at all wavelengths and not only at small waves in the
case of a non-hyperbolic system.
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The sensitivity analysis on the mesh refinement shown later in this chapter in
figure 2.9 is an evident example of the fact that a finer grid allows the capture of
shorter and more unstable perturbation and highlights the importance for the system
to be hyperbolic in order to produce reliable results. Nevertheless, the level of grid
refinement is mostly imposed by the computational resources and the introduction of
new terms which render the system well-posed does not seem to have an effect on the
solution at certain level of refinement.
In a further paper Prosperetti and Jones (1987) studied the effect of the
introduction of higher order derivative terms in the model, reaching the expected
conclusion that these terms make the stability of the system dependent on the
wavenumber k and may render short waves stable. Nevertheless, for long waves k → 0
the effect of higher derivatives vanishes and one recovers the results obtained with the
standard model.
2.6.4 1D versus 2D analysis
It is interesting to understand what is the effect of the averaging of the equations
on the stability analysis of the flow. The behaviour of waves at an interface has
been extensively studied in the past in two dimensions and classic examples of the
instability of the interfaces between two incompressible fluids can be found in Lamb
(1932), Milne-Thomson (1968), Yih (1969), Landau and Lifschitz (1987) and Ishii and
Hibiki (2006).
In order to follow these analyses and in particular the derivation in article 232
by Lamb (1932) reproduced also in Ramshaw and Trapp (1978) for two-dimensional
inviscid flow, it is necessary to introduce the velocity potentials
ug = △φg (2.75)
ul = △φl (2.76)
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Figure 2.8: Stability analysis in two-dimensions
where the potentials satisfy ∇2φ = 0. The perturbed complex potentials for the case
in which the two fluids are confined by a pipe or a duct are
φg = −ugx+ φ˜g where φ˜g = φ′gcosh[k(y + hg)]ei(kx−ωt) (2.77)
φl = −ulx+ φ˜l where φ˜l = φ′lcosh[k(y − hl)]ei(kx−ωt) (2.78)
The Bernoulli principle states that the pressure in each phase is
pk = ρk
∂φk
∂t
− 1
2
u2k − gy (2.79)
and by substituting the velocity potentials and linearising this expression it is possible
to obtain the following dispersion equation already presented in section 2.6.2 (Andritsos
et al., 1989, Hurlburt and Hanratty, 2002)
kρl
(
ul − ω
k
)2
coth[khl] + kρg
(
ug − ω
k
)2
coth[khg] = g cos β(ρl − ρg) (2.80)
The usual assumption which can be found in all the aforementioned publication is
that of a deep liquid layer, which means that the height of the phase is much bigger
than the wavelength, khk ≫ 1 and therefore it is possible to apply the approximation
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coth(khk) = tanh(khk) = 1, leading to the following phase velocity
cIV =
ω
k
=
ρlul + ρgug
ρl + ρg
±
√
g cos β
k
ρl − ρg
ρl + ρg
− ρlρg
(ρl + ρg)2
(ul − ug)2 (2.81)
hence
(ug − ul) <
√
(ρl + ρg)
ρl − ρg
ρlρg
g cos β
k
(2.82)
It is also possible to consider the effect of surface tension adding σk2 on the RHS of
equation (2.80) and the phase velocity then becomes
ω
k
=
ρlul + ρgug
ρl + ρg
±
√(
g cos β(ρl − ρg)
k
+ σk
)
1
ρl + ρg
− ρlρg
(ρl + ρg)2
(ul − ug)2 (2.83)
hence the following stability criterion
(ug − ul) <
√
(ρl + ρg)
ρlρg
(
g cos β(ρl − ρg)
k
+ σk
)
(2.84)
In this case (Yih, 1969) the inviscid analysis can predict a short wavelength instability
where the critical wavelength of the disturbance is
kcrit =
√
g cos β(ρl − ρg)
σ
(2.85)
and the criterion for the stability of the system becomes
(ug − ul) <
√
2
ρl + ρg
ρlρg
√
σg cos β(ρl − ρg) (2.86)
On the other hand, if the depth of the fluid is negligible with respect to the
wavelength (but still large with respect to the amplitude of the perturbation) the
opposite approximation is true in which khk ≪ 1 and therefore khk coth(khk) = 1. In
order to apply this approximation to the dispersion equation it is necessary to rewrite
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it as follows
hgρl
(
ul − ω
k
)2
khl coth[khl] + hlρg
(
ug − ω
k
)2
khg coth[khg] = hghlg cos β(ρl − ρg)
(2.87)
By applying the aforementioned approximation the phase velocity becomes
cIV =
ω
k
=
ρlul
hl
+
ρgug
hg
ρl
hl
+
ρg
hg
±
√√√√√√√g cos β(ρl − ρg)ρl
hl
+
ρg
hg
−
ρlρg
hlhg
(ul − ug)2(
ρl
hl
+
ρg
hg
)2 (2.88)
hence
(ug − ul) <
√
(ρlhg + ρghl)
ρl − ρg
ρlρg
g cos β (2.89)
which ultimately corresponds to expression (2.72), given that hk = αk
A
dAl
dhl
.
A comparison between the two stability limits (2.82) and (2.89) shows that in the
former case, where the deep water approximation is considered, the neutral stability
limit depends on the wavenumber, while in the second case, where the shallow water
(or long wavelength) approximation is considered, there is no longer a dependency on
k. Moreover, in this latter case the neutral stability limit corresponds exactly to the
neutral stability limit calculated for the one-dimensional equations (as in inequality
(2.72)). Therefore, the logical consequence is that the averaging of the equations in
order to obtain a one-dimensional system intrinsically implies the long wavelength
(k → 0) assumption, since the way in which Barnea and Taitel obtain their neutral
stability limit for the one-dimensional model does not involve any approximation. The
fact that the depth of the fluid must be smaller than the wavelength of the perturbation
is in agreement with the assumption that the main variations in the flow occur in the
axial direction.
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2.6.5 Non-linear analysis
In the foregoing analysis it is necessary to assume that for a sufficiently small
disturbance the system can be linearised. The linearisation is quite straightforward
and it only involves that the products of incremental values δv are simply neglected.
The assumption of linearity holds for very small instabilities (deep water assumption),
which are, for example, not affected by the presence of boundaries and can not be
applied to fully developed roll waves or slugs. In fact, these latter phenomena are
strongly influenced by the non-linearities of the system. Nevertheless, the linear KH
stability analysis has been proved to provide a good qualitative indication of the
behaviour of the flow and has been used in the past to define the transition between
stratified (stable) and slug (unstable) flow regimes (Barnea, 1991).
Based on the idea that the linear analysis does not provide sufficient information
regarding the evolution of instabilities up to the point of the development of large waves
and of the actual transition from stable stratified flow, Barnea and Taitel (1993, 1994b)
presented a non-linear approach to the stability of a two-fluid model which should be
rather less speculative than the linear one. However, in order to carry out the analysis
they introduced a few approximations and simplified the form of the system. They
assumed that the gas phase is in a quasi steady-state condition, on the basis of the
fact that the dynamic response of the gas is much faster than that of the liquid. Under
such an assumption the gas phase continuity equation (2.4) can be substituted by
Agug = AtotUg (2.90)
The mathematical problem resulting from this simplification is much easier to
analyse since it is unconditionally well-posed. The system of equations can, therefore,
be solved using the method of characteristics, which unlike all the finite-difference
schemes does not introduce numerical dissipation and is particularly appropriate for
accurate simulations of the propagation and evolution of waves. The non-linear analysis
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is then carried out by solving numerically the system and by tracking the development
of finite disturbances: the results match very well the linear theoretical findings.
Later Issa and Kempf (2003) performed computations using the full model (2.3)-
(2.6), without introducing approximations. They suggested that the growth of a
perturbation can be determined by examining the amplitude of the disturbance at
successive time steps as it propagates along the pipe. In order to remedy the issue of
unwanted numerical diffusion and to reduce numerical errors, they successively refined
the computational mesh until they were able to obtain a convergent solution. They
found that the non-linear numerical simulations confirm the theoretical conclusions of
the linear KH analysis. Moreover, those computations provide useful information on
the behaviour of an ill-posed system. As shown in figure 2.9, if the system is hyperbolic
but unstable (between VKH and IKH limits) the growth rate of the instabilities
stabilises around the correct analytical value (obtained from the linear analysis) as
the grid is refined. Conversely, for an ill-posed unstable system (above the IKH limit)
the value of the growth rate of the instabilities increases unboundedly.
A mathematical derivation of the non-linear stability for the two-fluid model would
be indeed highly desirable, despite being anything but straightforward. Anyhow, it can
be concluded that the linear analysis provides reasonably good results for the purpose
of defining the inception of instabilities and identifying the transition from stratified
to slug flow.
2.6.6 Effect of compressibility
In all the analyses presented in this chapter, both gas and liquid phases are usually
considered incompressible for the sake of simplicity, with the assumption that this
would not invalidate the results. However, inclusion of compressibility is mandatory
for the simulation of slugging in horizontal pipes.
Computations using the slug capturing methodology, developed by Issa and
Kempf (2003) and described in chapter 3, clearly show the importance of the gas
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Figure 2.9: Growth rate of the liquid volume fraction instabilities for a well-
posed case (a) and an ill-posed case (b) as a function of the grid refinement (Issa
and Kempf, 2003)
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incompressible flows
compressibility in the prediction of slug properties. When the gas is considered
as compressible the results are in good agreement with experiments; on the other
hand, if the gas density is considered constant hardly any slugs are predicted by the
computations, as shown in figure 2.10.
In order to model the gas phase as a compressible fluid in this work the gas density
ρg is linked to the pressure by using the perfect gas law as follow
p = ρgRT (2.91)
where R = 286.7J/kg ◦K is the air characteristic gas constant and T is the absolute
temperature (the use of the perfect gas equation of state is made here for convenience
and is not a requirement for the slug capturing methodology). By considering the
expression for the speed of sound as a function of the temperature
c2s = γ
∗RT =⇒ c
2
s
γ∗
= RT (2.92)
it is possible to substitute it into equation (2.91) and rewrite the formulation of the
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Figure 2.11: Well-posedness limit for air-water horizontal flow (Bonizzi, 2003)
pressure as follows
p =
c2s
γ∗
ρg (2.93)
Here γ∗ =
cP
cV
i.e. is the ratio of the heat capacity at constant pressure cP to the heat
capacity at constant volume cV .
Assuming isothermal conditions, the temperature and consequently the speed of
sound are constant and therefore it is possible to express the pressure gradient as a
function of the derivative of the density
∂p
∂x
=
c2s
γ∗
∂ρg
∂x
(2.94)
and substitute this expression in the system of equations.
When the compressibility of the gas phase is accounted for by means of the ideal
gas law, the analysis of the characteristics reveals that the limiting criterion for the
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Figure 2.12: Wave growth rates from linear stability analysis
well-posedness of the system is the same as that for the incompressible case. As shown
in figure 2.11, Bonizzi (2003) presented the results of the characteristics analysis for
the compressible case: two of the four characteristics calculated from equation (2.32)
correspond to the continuity waves (Wallis, 1969) which are of the same order of
magnitude of the phasic velocities (λ1 ≈ Ug and λ2 ≈ Ul) and the other two are
associated with the compressibility waves which travel along the pipe at the speed
of sound (λ3,4 = ±cs). The former two characteristics closely correspond to the
characteristics of the incompressible case, in which the latter are for obvious reasons
non-existent (see section 2.5).
Given the importance of the gas compressibility in numerical simulations, a
linear Kelvin-Helmholtz stability analysis was performed taking into account the
compressibility of the gas phase. The results of the analysis are presented in figure
2.12 for two cases, one that is well-posed mathematically (wherein the wave growth
rate is bounded for all wave numbers), and the other which is ill-posed (where wave
growth is unbounded for certain wave numbers). The figure clearly shows that the
difference between the compressible and incompressible growth rates of disturbances
is very small, being less than three percent. This comparison suggests that the
incompressible assumption gives a sufficiently good approximation. The linear stability
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analysis therefore does not shed light onto why the slug flow predictions by the one-
dimensional two-fluid model differ widely when gas compressibility is accounted for
and when it is ignored.
Examination of the slug capturing simulations, shown in figure 2.13, reveals that
pressure (hence corresponding gas density) variations can be substantial, reaching
forty percent if not more; this clearly suggests that non-linear events associated with
these large density variations are the dominant factor in determining the ensuing slug
characteristics, something with which a linear stability analysis is not able to deal.
3 Numerical solution
The system of equations presented in chapter 2 is solved in the numerical code
TRIOMPH (TRansient Implicit One-dimensional Multi-PHase) by Issa and Abrishami
(1986). The slug capturing technique developed in this code has the unique ability to
reproduce at least two different flow regimes using the same set of equations in a
mechanistic way without introducing an empirical slug model. This methodology has
been successfully tested and validated in the past years not only for two-phase flow
(Issa and Kempf, 2003, Issa and Woodburn, 1998), but also for three-phases (Bonizzi,
2003, Bonizzi and Issa, 2003a,b).
The equations of the model are discretised on a staggered grid using a finite volume
method. A staggered grid has been chosen, in order to avoid the odd-even decoupling
between the pressure and the velocities. In this configuration the scalar variables,
such as pressure and densities, are stored at ordinary nodes, whereas the velocities
are stored on a staggered grid. The latter nodes are centred on the cell faces of the
ordinary grid, half way from the cell centres. Figure 3.1 shows the arrangement of the
one-dimensional staggered grid used in the TRIOMPH code.
When a slug forms the gas volume fraction tends to zero and consequently the
gas momentum equation becomes singular, because every term is multiplied by the
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Figure 3.1: Staggered grid arrangement as described in Issa and Kempf (2003)
gas phase volume fraction itself. In order to prevent spurious numerical result, when
the liquid volume fraction exceeds a certain threshold value (αl > 0.98) the cell is
considered slugged. Hence, the velocity of the gas phase is set to zero. Moreover, on
the slug front a hybrid differencing scheme is used: in these cells the upwind scheme is
blended with a downwind scheme in order to avoid false diffusion resulting in overshoots
in the gas velocity, particularly in sharp discontinuities or steep gradients,.
An ideal numerical model avoids numerical diffusion, captures very small in-
stabilities and obtains an accurate solution within a reasonable computational
cost. Sensitivity analyses (Bonizzi, 2003, Issa and Woodburn, 1998, Rippiner, 1998)
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recommend that the grid size should be less than one third of the diameter of the pipe
(δx/D ≃ 0.30) to achieve these requirements.
The TRIOMPH code employs a pressure-correction scheme (PISO Issa (1986)) to
solve the equations, which has been shown to be fast and efficient, although it requires
a high computational effort in terms of variable storage. Because of the strong non-
linearity of the two-phase equations, it has been necessary to use this algorithm in an
iterative manner. At each time step the procedure is hence iterated until convergence,
helped by under-relaxation, is obtained within a residual tolerance.
3.1 Finite volume formulation
In the finite volume formulation for the continuity and momentum equations, an
upwind difference scheme of the first order is employed for the spatial derivatives,
while a first order fully implicit scheme is applied for the temporal integration (Issa
and Abrishami, 1986).
Even though the accuracy of an upwind differencing scheme is only of the first order
and consequently less accurate than other possible schemes, it has some advantages,
which justify its choice, namely guaranteeing bounded solutions, especially for the
phase fraction which must not be allowed to fall below zero during the numerical
solution process.
As for the temporal differencing, the choice of a fully implicit scheme is justified
by the unconditional stability and robustness. On the other hand the accuracy of an
implicit method is only of the first order, which implies the use of a small time step in
order to ensure an accurate solution.
3.1.1 Continuity
The phase continuity equations (2.3) and (2.4) are used to solve for the generic phase
fraction αk. The discretised form of these equations is obtained by integrating them
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over a control volume which surrounds the primary nodes where volume fractions and
pressure are stored (see figure 3.1). The integral form of the continuity equation then
becomes ∫
p
(αρ)n+1 − (αρ)n
δt
Apδx+
∫
e
(αρu)eδA −
∫
w
(αρu)wδA = 0, (3.1)
where the subscripts p, e, w signify quantities prevailing at the centre, east and west
faces of the control volume respectively. The time derivative term can be expressed as
follows ∫
p
(αρ)n+1 − (αρ)n
δt
Apδx = Ap
δx
δt
[(αρ)n+1 − (αρ)n], (3.2)
while the spatial convective fluxes, which are the second and third terms in equation
(3.1), are approximated using a standard upwind differencing scheme (Versteeg and
Malalasekera, 1995). For example the flux Fe at the east face of the control volume is
Fe =
∫
e
(αρu)eδA = me[βeαe + (1− βe)αp], (3.3)
where me is the east mass flux defined as me = (ρuA)e. The quantity βe in equation
(3.3) is an upwind weighting factor and is given by
βe =
 0 if me > 01 if me ≤ 0 (3.4)
It is convenient to define the east cell coefficient by ae = −min
(
me, 0
)
and therefore
the east flux Fe can be rewritten as
Fe =
∫
e
(αρu)eδA = ae(αp − αe) +meαp (3.5)
and defining the west cell coefficient as aw = max
(
mw, 0
)
, it is possible to obtain a
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similar expression for the west flux Fw
Fw =
∫
w
(αρu)wδA = aw(αw − αp) +mwαp. (3.6)
Substituting the expression (3.2) for the time derivative and those in (3.5) and
(3.6) for the east and west fluxes into the discretised continuity equation (3.1) yields
the following finite volume formulation
(
ρn+1Ap
δx
δt
+ aw + ae +mw −me
)
αn+1p = awα
n+1
w + aeα
n+1
e + (ρ
na)p
δx
δt
αnp . (3.7)
This formulation can be compactly rewritten as
apα
n+1
p = H(α
n+1) + (ρnαnA)p
δx
δt
, (3.8)
where the coefficient ap and the operator H(α
n+1) are
ap =
(
ρAp
δx
δt
+ ae + aw +me −mw
)n+1
, (3.9)
H(αn+1) = aeα
n+1
e + awα
n+1
w . (3.10)
It is worth noting that because of the up-winding scheme, equation (3.7) is bounded
by α = 0, which means that the volume fraction can never be negative.
3.1.2 Momentum
The momentum equations in (2.5) and (2.6) may now be expressed in their finite
volume form following a similar discretisation to that used for the continuity equations.
In this case the control volumes used are the ones surrounding each velocity node in
the staggered grid as shown in figure 3.1. By defining a source term S which groups
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the hydrostatic pressure term, the gravitational term and the friction forces as follows
S = α
∂h
∂x
− αρg sinβ − Fk − Fi, (3.11)
it is possible to rewrite the generic momentum equation in the integral form
∫
p
(αρu)n+1 − (αρu)n
δt
Apδx+
∫
e
(αρu2)eδA −
∫
w
(αρu2)wδA (3.12)
=
∫
p
αp
∂p
∂x
Apδx+
∫
p
SApδx.
As for the continuity, considering each term in turn, the time derivative term becomes
∫
p
(αρu)n+1 − (αρu)n
δt
Apδx = Ap
δx
δt
[(αρu)n+1 − (αρu)n], (3.13)
while the spatial convective fluxes are approximated using a standard upwind
differencing scheme (Versteeg and Malalasekera, 1995). For example the flux Fe at
the east face of the control volume is
Fe =
∫
e
(αρu2)eδA = me[βeue + (1− βe)up], (3.14)
where again βe is an upwind factor defined by
βe =
 0 if me > 01 if me ≤ 0 (3.15)
Moreover, the weighted mass flux mw and me through the west and east cell face in
this case are defined as
mw = fw(αρuA)w + fp(αρuA)p, (3.16)
me = fp(αρuA)p + fe(αρuA)e, (3.17)
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where fw, fp and fe are geometric interpolation factors which depend on the grid
spacing.
Once again it is convenient to define the east cell coefficient by ae = −min
(
me, 0
)
and therefore the east flux Fe can be rewritten as
Fe =
∫
e
(αρu2)eδA = ae(up − ue) +meup, (3.18)
similarly for the west cell coefficient aw = max
(
mw, 0
)
and the west flux Fw
Fw =
∫
w
(αρu2)wδA = aw(uw − up) +mwup. (3.19)
Furthermore, the pressure term, which is the first one on the right hand side of
equation (3.12) can be discretised as
∫
p
α
∂p
∂x
Apδx = Apα
n+1(pe − pw)n+1, (3.20)
while the source term S becomes
∫
p
SApδx = S¯. (3.21)
Substituting all the expressions (3.13), (3.18), (3.19), (3.20) and (3.21) into
equation (3.12) yields the difference equation
(
αn+1ρn+1Ap
δx
δt
+ aw + ae +mw −me
)
un+1p = (3.22)
awu
n+1
w + aeu
n+1
e + (α
nρnA)p
δx
δt
unp − αn+1p Ap(pe − pw)n+1 + S¯.
For the sake of convenience the above equation can be rewritten in a more compact
form
apu
n+1
p = H(u
n+1) + (ρnαnA)p
δx
δt
unp − αn+1p Ap(pe − pw)n+1 + S¯, (3.23)
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where the coefficient ap and the operator H(u) are
ap =
(
αρAp
δx
δt
+ ae + aw +me −mw
)n+1
, (3.24)
H(u) = aeu
n+1
e + awu
n+1
w . (3.25)
3.1.3 Pressure
The pressure equation is derived from a combination of both the momentum and the
continuity equations of the two phases. First the integral form of the generic phase
continuity equation (3.1) is rewritten as
Ap
δx
δt
[(αρ)n+1 − (αρ)n] + (αˆρˆuA)e − (αˆρˆuA)w = 0, (3.26)
where ρˆ and αˆ are the up-winded values of density and volume fraction respectively.
By summing the liquid and gas continuity equation, it is possible to obtain an overall
density weighted continuity equation
Ap
δx
δt
[αn+1pl − αnpl] +
Ap
ρg−Ref
δx
δt
[(αρ)n+1pg − (αρ)npg] (3.27)
+ [(αˆuA)el − (αˆuA)wl] + 1
ρg−Ref
[(αˆρˆuA)eg − (αˆρˆuA)wg] = 0,
To obtain this equation the two continuity equations are density weighted by dividing
the liquid continuity equation by the constant liquid density and the gas continuity
equation by a reference gas density. The velocity fields in equation (3.27), specifically
the values of uwl, uel, uwg and ueg, must be replaced by those obtained from the
discretised momentum equation (3.22). Since the momentum equation contains terms
in the pressures pw, pp and pe, the overall continuity equation (3.27) can finally be
rearranged into a compact form
app
n+1
p = H(p
n+1) + S¯. (3.28)
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3.2 Solution algorithm
As mentioned earlier in this chapter, the solution algorithm used to solve the set
of discretised equations is based on an adaptation of the PISO method. The four
equations of the system are solved sequentially and in order to handle the strong non-
linearity of the equations the procedure is iterated at each time step. The iterative
sequence is the following:
1. The time step is determined based on the maximum gas phase velocity and
Courant number.
2. The friction forces are calculated.
3. The liquid and gas phase momentum equation are solved using a guessed or most
updated (previous iteration or time step in the case of the first iteration) value
for the pressure.
4. The pressure is corrected by solving (twice) the pressure equation based on the
overall continuity.
5. The gas and liquid velocity fields and the gas density are updated with the new
pressure values.
6. The volume fraction equation is solved.
7. The boundary conditions are imposed.
A flowchart describing the algorithm of TRIOMPH is presented in figure 3.2.
3.3 Boundary conditions
In section 2.5, the two-fluid model has been analysed from a mathematical prospective
and the characteristics of the problem have been identified as the directions along
which information propagates upstream and downstream (Prosperetti and Tryggvason,
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Figure 3.2: Flow chart of the TRIOMPH code
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2007). Therefore, it is important to define correct boundary conditions (BC) which
must reflect the physical properties of the problem. In light of these considerations and
taking into account that the system consists of four equations in four unknowns, then
a well-posed system must possess four distinct real characteristics and the solution at
any point in the domain in both time and space must be determined by four pieces
of data, usually called Cauchy data. The BC used in TRIOMPH are the following
properties, which are set to a fixed value throughout the entire simulation:
- liquid volume fraction at inlet: αl(x = 0, t) = α
IN
l ,
- superficial liquid velocity at inlet: Ul(x = 0, t) = U
IN
l ,
- superficial gas velocity at inlet: Ug(x = 0, t) = U
IN
g ,
- absolute pressure at outlet: p(x = L, t) = pOUT ,
where L is the length of the pipe. As mentioned in section 2.5 when the gas
compressibility is accounted for and the equation system is well posed, four real
characteristics are present: three positive (λ1 ≈ Ug, λ2 ≈ Ul and λ3 ≈ c) running in
the direction of the flow and one negative (λ4 ≈ −c) running in the opposite direction.
This is the reason why three boundary conditions must be set at inlet and one, the
pressure, at outlet.
The initial condition from which the simulation start is an arbitrary assumed
uniform stratified flow, where the inlet values may be assigned along the whole length
of the pipe. Because of this arbitrary choice, in the first few seconds of the simulation
the system evolves in time from an unrealistic and fictitious condition to a statistically
steady state: it is therefore important to establish whether the system reached such
a state, at which point data analyses can be performed, otherwise the results are
contaminates by the transition from the initial condition.
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3.4 Effect of discretisation
The characteristics and stability analysis presented so far in sections 2.5 and 2.6.1 have
been performed on the continuous set of equations (2.3)-(2.6). However, the system is
solved numerically and the equations are discretised using first order schemes in space
and time. Therefore, it is interesting to understand how differently the discretised
system of equations behaves in comparison to the continuous one in terms of stability
and hyperbolicity. An evaluation of this difference is of particular interest in the
definition of the transition between different flow regime: for example, the transition
from stratified to slug flow is usually defined by the VKH limit, which is calculated
from the linear stability analysis of the continuous equations.
In order to address this issues, Renault (2007) performed a linear stability analysis
on the discretised set of equations and compared the results with those presented by
Barnea and Taitel (1993) for the continuous equations, highlighting similarities and
differences between the two. For the comparison to be consistent, Renault carried out
the analysis using the same methodology proposed by Barnea & Taitel and presented
in Appendix D.
The analysis and especially the derivation of the discretised form of the equations
is very cumbersome and will not be repeated here, since all the details can be found in
Renault (2007). The dispersion equation for the discretised two-fluid model equations
becomes
ω2 − 2(ak − ib)ω + (c+ hδx)k2 − iek − imk3δx2
−(d+ 1
2
rδx2)k4 + irk3δx− iaωk2δx = 0 (3.29)
where δx is the mesh spacing and the coefficients a, b, c, e are defined in equations
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(2.65)-(2.69), while three new coefficients must be defined
r =
1
ρBT
(
ρlu
2
l
αl
+
ρgu
2
g
αg
)
(r > 0) (3.30)
h =
1
2ρBT
[(
∂F
∂Ul
)
Ug,αl
Ul −
(
∂F
∂Ug
)
Ul,αg
Ug
]
(h < 0) (3.31)
m =
1
8ρBT
(
∂F
∂αl
)
Ul,Ug
+
1
4ρBT
(
ρlul
αl
+
ρgug
αg
)
(3.32)
Taking the limit of infinitesimal mesh spacing (δx → 0), it is possible to recover the
standard VKH criterion for the continuous equations as in equation (2.64). The critical
wave velocity on the inception of instabilities for the viscous case in this case is
CV =
e+ (mδx2 − rδx)k2
2b− ak2δx
δx→0−→ CV = e
2b
(3.33)
which again reduces to the value of the continuous model and the stability criterion is
(CV − a)2 − (a2 − c− hδx)− (1
2
rδx2 + d)k2 < 0 (3.34)
Renault highlights three major differences between the continuous and discretised
analysis
- there is a new stabilising term hδx which depends on the grid size but not on
the wavenumber k (h is always negative)
- there is a numerical surface tension like term
1
2
rδx2 (r is always positive)
- the wave speed CV depends on the wavenumber k
A simple analysis of the terms dependent on the wavenumber k shows that they all
have a stabilising effect. Therefore, the most dangerous wavelength is infinite as in the
continuous system and this unrealistic limit can be neglected. The only extra term
which plays a role in the stability of the discretised equations is hδx and the criterion
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can be rewritten as follows
(CV − a)2 − (a2 − c− hδx)− dk2 < 0 where CV = e
2b
(3.35)
As shown in figure 3.3, the effect of the extra-stabilising term hδx is more evident
for smaller pipes and coarser meshes, as expected. The figure shows VKH stability
limits for three different pipe diameters (D = 1, 2.5, 25cm) and three different meshes
(δx = 0.1, 0.2, 0.5m), plotted on a (Ul−Ug) flow-map on the left and on a (Ul− hl
D
) on
the right. For a 10cm mesh size the match of the neutral stability between both the
analysis is satisfactory for the simulations presented in this thesis (see the introduction
of chapter 3 for further details).
Performing a characteristics analysis with the aim of deriving a well-posedness
criterion for the discretised two-fluid model equations would be worthwhile in order to
further explore and determine the impact that the discretisation has on the system.
Nevertheless, a few conclusions can be reached from the results of the stability analysis.
Bearing in mind the correspondence between the IKH limit (equation (2.72)) and
the well-posedness criterion (2.37) in the continuous case, it seems to be reasonable to
argue that even for the discretised equations the same correspondence holds. Therefore,
if the aforementioned assumptions are still valid the well-posedness criterion should also
contain the stabilising extra-term hδx
(ug − ul) ≤
√
(αlρg + αgρl)
ρlρg
[
g cos βpiD
4 sin γ2
(ρl − ρg)− hδx
]
(3.36)
Since the coefficient h is negative, the introduction of the extra term should results
in an enhancement of the well-posed area (as it enhances the VKH stable region).
Nevertheless, considering the grid size needed to ensure sufficient accuracy to capture
the slugging initiation (δx < 0.03m, see the introduction of chapter 3), the difference
between the continuous and discretised system can be again considered negligible,
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Figure 3.3: Numerical flow-maps for water and air from Renault (2007)
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Table 3.1: Geometry and flow properties
Pipe length Pipe diameter
L = 36.0m D = 0.078m
Air density Water density
ρg = 1.253kg/m
3 ρl = 998.2kg/m
3
Air viscosity Water viscosity
µg = 1.79 · 10−5kg/ms µl = 1.14 · 10−3kg/ms
since
g cos βpiD
4 sin γ2
(ρl − ρg)≫ hδx, where g cosβpiD
4 sin γ2
(ρl − ρg) ≈ 103N/m2 and hδx ≈
10−3N/m2.
3.5 Experimental and numerical procedure
All the data, both numerical and experimental, presented in this paper relate to
experiments performed on the WASP (Water Air Sand and Petroleum) facility in the
Department of Chemical Engineering at Imperial College London for flows of water
and air at atmospheric temperature and pressure. Relevant physical properties of the
flows are summarised in table 3.1.
The advantage of using data from the WASP programme is manifold. Firstly, a
very large data set exists, mainly contained in the theses of Hall (1991), Srichai (1994),
Manolis (1995), Shaha (1999), Manfield (2000) and Hale (2000). Secondly, the data
and, more importantly, the exact experimental conditions are readily obtainable due
to easy access.
With the aim of producing a significant comparisons between experimental data
and numerical results for an accurate validation of the new development of the research
code, it is extremely important to ensure that the numerical simulator faithfully reflects
the experimental conditions. Rippiner (1998) introduced in the TRIOMPH code the
“numerical equivalent” of monitoring probes in order to obtain the slug characteristics.
In the experimental rig, air and water superficial velocities are monitored by control
chokes at the beginning of the pipes and another probe at the end of the pipe measures
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the rig outlet pressure. Moreover, two conductivity probes are set at 28.30m and
29.02m from the inlet of the pipe respectively to measure the liquid hold up. As a
consequence, in the numerical code superficial gas and liquid velocities are set at inlet
and the pressure is set at outlet. Furthermore, monitoring points in the computational
domain are set at the same position of the probes in the rig. If the slugging criterion
is satisfied over a certain number of cells a new slug unit is formed and the first and
last cell of this unit represent the slug front and tail respectively. The translational
velocity is calculated monitoring the time of the passage of a slug front trough the two
monitoring point which are at a fixed distance apart. Once the translational velocity is
known the slug body length, film region length and slug unit length can be determined
from the time of the passage of the slug front and tail and also the front of the next
slug from the first monitoring probe. Other slug characteristics, such as liquid hold-up
and pressure drop, can be easily extrapolated from the local solution of the system.
At the end of each simulation, all the slug properties are averaged over a certain
period of time (usually around 300 seconds or the time necessary to observe at least
25 slugs) after the system has reached a statistically steady state. This procedure
reproduces exactly the experimental practise, therefore rendering the comparison
between experimental data and numerical results particularly meaningful.
4 Closure Relationships
4.1 Preamble on interfacial pressure difference
The governing equations, as presented in expressions (2.3)-(2.6), are ill-posed if the
pressure is considered constant over the cross-section Pl = Pg = p, except for the
trivial case in which the velocities of the two phases are equal ul = ug. Several
analyses have been proposed in recent years, with the purpose of solving the problem
of the ill-posedness of the equations, mainly focusing on the formulation of the pressure
difference terms.
4.2 Hydrostatic pressure
As mentioned in section 2.3, the introduction of the hydrostatic pressure term in
horizontal flow is a common practise to account for the difference in average pressures in
the two phases; in horizontal stratified flow, this difference arises from the hydrostatic
pressure variation in the vertical direction within each layer.
In this case, the characteristics of the system are real and, therefore, the system
is well-posed, if the relative velocities of the two phases obey the following condition
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Figure 4.1: Experimentally cases from Manolis’s thesis (Manolis, 1995) on the
flow pattern map
(Barnea and Taitel, 1994a)
(ug − ul) ≤
√
g cos βpiD
4ρg sin
γ
2
(αlρg + αgρl), (4.1)
while without hydrostatic pressure the condition would again reduce to the trivial case
(ug − ul) ≤ 0. (4.2)
A similar behaviour would appear in the case of the stability analysis and for this
reason the hydrostatic pressure term has always been considered as part of what it
would be referred to from now on as the “standard model”. The results of the linear
stability analysis in the presence of the hydrostatic pressure terms have been presented
in section 2.6.2.
Referring to figure 4.1, it is possible to plot the criterion of well-posedness by a
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curve in the Ug-Ul flow pattern map. In order to obtain the critical pairs of volumetric
flow rates (Ug,Ul), one can keep the superficial gas velocity Ug constant and vary
gradually the superficial liquid velocity starting from Ul = 0 until the inequality (4.1)
is satisfied and repeat the same procedure for different values of Ug (Bonizzi, 2003).
Moreover, on the flow pattern map in figure 4.1, a selection of the experimental
cases from Manolis’s thesis (Manolis, 1995) has been indicated by a star. These cases
and especially those labelled by a number will be used in the following chapters to
validate the numerical results of the new improved models which were implemented in
the research code TRIOMPH. The specific characteristics of these cases will be given
for convenience in the sections where the cases are analysed.
4.2.1 Unsteady inlet conditions
Referring to figure 2.4, Bonizzi (2003) analysed the differences between case I and case
II with the aim of understanding the origin of the ill-posedness of case II. The well-
posedness criterion presented in equation (2.37) is normally calculated for an assumed
stratified equilibrium condition, while Bonizzi checked the well-posedness of the system
locally for each cell of the computational grid: he found out that the equations are
mainly ill-posed in the initial stratified region where slugs initiate, as opposed to
the fully developed flow area towards the end of the pipe where the equations are
mainly well-posed. He than proceeded to replace the steady state inlet conditions,
which are responsible for the stratified ill-posed initial region, with unsteady boundary
conditions. Those are values of the two phasic velocities and of the volume fraction
stored during a previous simulation from a probe at the end of the pipe, which is a
mainly well-posed region.
Three different simulations were run with three different meshes to obtain three
different sets of unsteady inlet conditions for case II. These simulations for case II
were then repeated for each set of unsteady inlet conditions refining subsequently
the mesh as shown in figure 4.2: as opposed to the previous predictions with steady
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Figure 4.2: Computed slug frequency with unsteady inlet conditions (Bonizzi,
2003)
inlet conditions which diverge as the mesh is refined reflecting the behaviour of an ill-
posed system, the numerical results with unsteady inlet converge to the same solution
regardless of the mesh used.
4.3 Dynamic pressure
In the case of horizontal or nearly horizontal pipes the hydrostatic pressure term can
result in the well-posedness of the system. However, because of the dependence of this
term on the pipe inclination, the term vanishes for risers or vertical pipes, thereby
causing the system to become unconditionally ill-posed.
One approach to solve the problem is to consider the pressure terms in the
momentum equations as follows,
− ∂αkPk
∂x
+ pik
∂αk
∂x
= −αk ∂Pk
∂x
− (Pk − pik)∂αk
∂x
. (4.3)
In the gas phase it is often assumed that the pressure at the interface is very close to
the average pressure within the gas, i.e. Pg − pig = 0 and the pressure term becomes
−αg ∂Pg
∂x
.
Regarding the modelling of the interfacial pressure difference for the liquid phase,
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some of the earliest work can be found in an article by Stuhmiller (1977), who
introduced the following term
Pl − pil = Cip(ug − ul)2. (4.4)
Here, the coefficient Cip depends on the geometric properties of the interface and has
to be determined. The pressure terms in the momentum equation become
− ∂αlPl
∂x
+ pil
∂αl
∂x
= −Cip(ug − ul)2 ∂αl
∂x
− αl ∂Pl
∂x
. (4.5)
This approximation of the pressure allows the model to overcome the restrictive
condition ul = ug for the well-posedness.
Starting from Stuhmiller’s idea, several models have been developed by other
researchers and most of them lead to a term containing the spatial derivative of
the phase fraction
∂αl
∂x
multiplied by some coefficient CIPT . An analysis of the
characteristics of the resulting equations gives the following criterion for the well-
posedness
(ug − ul) ≤
√(
CIPT + (ρl − ρg)g cos βpiD
4 sin γ2
)
αlρg + αgρl
ρgρl
, (4.6)
by means of which it is possible to compare the importance of this interfacial pressure
model with the hydrostatic pressure term.
Implementations of this model can be found in the literature. For example, for
bubbly flow, Okawa and Kataoka (2000) proposed the following formulation for the
pressure terms of equation (4.5)
− ∂αlPl
∂x
+ pil
∂αl
∂x
= −αl ∂Pl
∂x
− ∂αl∆pil
∂x
where ∆pil = −Cipρl(ug − ul)2 (4.7)
while Lahey Jr and Drew (2001), Park et al. (1998), Yin and Lahey Jr (2004) developed
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Figure 4.3: Sketch of the pipe with relevant quantities (Renault and Nydal,
2004)
a slightly different version
− ∂αlPl
∂x
+ pil
∂αl
∂x
= −αl ∂Pl
∂x
−∆pil∂αl
∂x
(4.8)
with the same definition of ∆pil.
Barbeau (2008), Barbeau and Issa (2006) analysed the numerical results of the
implementation of these two formulations in the TRIOMPH numerical code. They
concluded that the two models do not bring improvements for horizontal slug flow
when the hydrostatic effect is already accounted for. On the other hand, in the case
of vertical pipes or risers, the contribution of the hydrostatic pressure term vanishes
(cos β = 0) and the interfacial pressure term remains the only factor in the well-
posedness criterion.
Renault and Nydal (2004) presented a model which builds on the hydrostatic
approximation stated in equation (2.15) and accounts not only for the hydrostatic
pressure but also for the dynamic pressure of the liquid phase.
They considered a cross-stream variation of the pressure pl(y) = pil + p
′
l(y) and,
making use of the Leibnitz rule of differentiation and cross-sectional averaging, they
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rewrote the pressure terms as
pil
∂
∂x
αl − ∂αlPl
∂x
= −αl ∂pil
∂x
−
∫ hl
0
∂
∂x
p′l(y)b(y)dy. (4.9)
The form of the pressure term p′l(y) is hence derived from a momentum balance in the
y-direction
ρl
[
∂vl
∂t
+ ul
∂vl
∂x
+ vl
∂vl
∂x
]
= −∂pl
∂y
− ρlg cos β + ∂τxy
∂x
+
∂τyy
∂y
(4.10)
where the stress tensors are taken as τxy = µ
∗
l
(
∂ul
∂y
+
∂vl
∂x
)
and τyy = 2µ
∗
l
∂vl
∂y
, while
vl is the transverse component of the velocity and µ
∗
l is the turbulent viscosity. After
some approximations and assumptions, such as low gas density and incompressibility
of the liquid phase, the following transverse momentum balance model for the pressure
terms is proposed
pil
∂αl
∂x
− ∂αlPl
∂x
= −αl ∂pil
∂x
− I1 − I2 − I3, (4.11)
I1 = αlρl
∂h
∂x
g cos β, (4.12)
I2 = αlρl
∂h
∂x
[
∂
∂t
+ ul
∂
∂x
]2
hl, (4.13)
I3 = −αlρlh2η
[
∂
∂t
+ ul
∂
∂x
− ∂ul
∂x
− µl
ρl
∂2
∂x2
](
∂2ul
∂x2
)
(4.14)
η =
1
2
[
1− A
αlpi
sin
(
pihl
aR
)]
. (4.15)
where the term I1 represents the hydrostatic pressure, already described in section 2.3,
and the terms I2 and I3 contain the contribution of the transient y-axis acceleration
term.
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4.3.1 Full viscous Kelvin-Helmholtz analysis
The linear stability analysis of the improved model proposed by Renault and Nydal
(2004) gives a dispersion equation similar to that of the VKH (Barnea and Taitel,
1994a) with the addition of a new term
(1+fk2)ω2−2[ak+fulk3− i(b− 1
2
fν∗l k
4)]ω+ ck2− (d−fu2l )k4− (ek−fν∗l ulk5)i = 0
(4.16)
where the coefficients ρ and a− e are the same as in Barnea and Taitel (1994a), while
f =
ρlh
2
l η
ραl
. (4.17)
The critical wave velocity at the inception of the instability now depends on the
wavenumber
CV =
e− fν∗l ulk4
b− 12fν∗l k4
(4.18)
and corresponds to CV ≈ Ul for small wavelengths (k → ∞) and CV = e
2b
for long
wavelengths (k → 0). Assuming low gas density (ρl ≫ ρg) the critical wave velocity
for the inviscid case correspond to the liquid phase velocity (a ≈ ul) and the stability
criterion becomes
(
e
2b − ul
1− fν∗l2b k4
)
(1 + fk2) + (c− a2)− dk2 < 0 (4.19)
It is worth noting that this criterion correspond to the VKH in the limit of long
wavelength instabilities (k → 0).
Consequently, with this model it should be possible to correctly predict the
initiation of slugs for both long and short-wave instabilities. However, the comparison
with experiments carried out by Renault and Nydal (2004) showed a slight under-
prediction of the transition to slug flow.
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4.4 Surface tension
The interaction among molecules in a fluid is the physical cause of the phenomena
which occurs near the surface separating two continuous media. The fact that the
interfacial pressure in each phase is different, the difference being due to the surface
tension, causes the curvature at the interface between two phases. The physical idea
behind surface tension is that it contracts the stretching of a surface and so exercises
a stabilising influence, in particular on disturbances of small length scale.
4.4.1 Mathematical model
The momentum equations for the two phases are thus coupled by the interface
condition (Landau and Lifschitz, 1987, Ramshaw and Trapp, 1978, Wallis, 1969)
pil − pig = σ
(
1
R1
+
1
R2
)
, (4.20)
where R1 and R2 are the principal radii of curvature at any given point on the surface.
In the case of a one-dimensional domain the expression (4.20) becomes
pil − pig = σ
(
1
R
)
, (4.21)
where the radius of the curvature at the interface is given by (see Appendix B)
1
R
= −∂
2h
∂x2
[
1 +
(
∂h
∂x
)2]−3/2
. (4.22)
If the assumption that (∂h/∂x)2 ≪ 1 is made (Ramshaw and Trapp, 1978), the relation
between interfacial pressure and surface tension force can be expressed as
pil − pig = σ∂
2hl
∂x2
=
piDσ
4 sin γ2
∂2αl
∂x2
. (4.23)
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Therefore the new system of equations consists of equations (2.3), (2.4), (2.5), (2.6)
and (4.23), and the momentum equation now is
∂
∂t
αkρkuk +
∂
∂x
αkρku
2
k = −αk
∂pik
∂x
− αkρkg cos β∂hl
∂x
− αkρkg sin β − Fk ± Fi (4.24)
4.4.2 System of equations with surface tension
∂αgρg
∂t
+
∂αgρgug
∂x
= 0, (4.25)
∂αlρl
∂t
+
∂αlρlul
∂x
= 0, (4.26)
∂αgρgug
∂t
+
∂αgρgu
2
g
∂x
= −αg ∂pig
∂x
− αgρgg cos β piD
4 sin γ2
∂αl
∂x
− αgρgg sin β − Fg − Fi,
(4.27)
∂αlρlul
∂t
+
∂αlρlu
2
l
∂x
= −αl ∂pil
∂x
− αlρlg cos β piD
4 sin γ2
∂αl
∂x
− αlρlg sinβ − Fl + Fi, (4.28)
pil − pig = σ piD
4 sin γ2
∂2αl
∂x2
, (4.29)
4.4.3 Well-posedness
To determine its characteristics, this new system must be reduced to a first order form.
This can be achieved by introducing a new variable ψ =
∂αl
∂x
and replacing equation
(4.23) with the following two expressions
pil − pig = −σAdAl
dhl
∂ψ
∂x
(4.30)
and
ψ − ∂αl
∂x
= 0. (4.31)
The matrix form of the system, as in equation (2.32), has now six equations and
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six unknowns, where the column vector of independent variables becomes
v = [αl, ug, ul, pig, pil, ψ]
T . (4.32)
The characteristics analysis of the governing equations including these terms gives
six real roots, all of which are zero: such a results is unfortunately misleading since
the mixture of first and higher order derivative terms and the way in which these
terms are commonly reduced to first order (for example in Arai (1980), Ramshaw and
Trapp (1978)) seems to invalidate the characteristics analysis. More specifically, in the
limit for σ → 0 the characteristics analysis is not able to recover the criterion for the
well-posedness of the system without surface tension (given in equation (2.37)).
4.4.4 Stability
Given the conclusion reached earlier that the characteristics analysis in the presence
of high order derivative terms is dubious, the results of the stability analysis can be
used instead to investigate the well-posedness of the system in the presence of surface
tension. Since the two test cases I and II are very close in the flow pattern map
(see figure 1.5) and their flow conditions are similar, their slug characteristics are also
similar. Therefore, the actual behaviour of the instabilities which are at the origin
of the slugs (hence the growth rates from the analysis) must be comparable. Bearing
in mind this reasoning, the ideal condition to render the system well-posed is that in
which a new force or effect is able to bound the growth rate of the instabilities of case
II in an analogous way as it naturally happens for case I.
The introduction of the surface tension term modifies the neutral stability limit as
follows (Barnea and Taitel, 1993, Prosperetti and Jones, 1987, Ramshaw and Trapp,
1978)
(ug − ul) ≤
√
piD
4 sin γ2
(σk2 + g(ρl − ρg) cos β) αlρg + αgρl
ρgρl
. (4.33)
The contribution of the new term depends on the wavenumber k, hence on the
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Figure 4.4: Growth rate for the instabilities with surface tension (Issa and
Montini, 2010)
wavelength of the instabilities and is specifically important for short wavelengths
disturbances. On the other hand, in the approximation of long waves (k → 0) it
becomes irrelevant (Barnea and Taitel, 1993).
Figure 4.4 shows the behaviour of the growth rate of the instabilities as a function
of the wavelength for case II with surface tension. The experimental value of this
coefficient for water is σ = 0.072. The surface tension suppresses short wavelength
perturbations (negative growth rate) and it limits their growth rate to a certain
value, while it does not affect longer wavelengths as expected. However, in this case
the peak value of the growth rate of the instabilities is approximately two order of
magnitude higher than the maximum value computed for case I, which is well-posed
with the standard model without surface tension (Issa and Montini, 2010). Moreover,
the growth rate of the instabilities keeps growing until it reaches a certain cut-off
wavelength without stabilising to a certain plateau value as for case I.
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4.4.5 Numerical implementation
Considering the pressure at the gas interface as the overall pressure across the section
of the pipe (pig = P ), the pressure at the liquid interface can be obtained from equation
(4.23) as follows
pil = P + σ
∂2hl
∂x2
. (4.34)
The surface tension term has been implemented in the TRIOMPH code as a source
term in the liquid momentum equation and equation (3.11) now is
S = α
∂P
∂x
+ ασ
∂3hl
∂x3
− αρg sin β − Fk − Fi, (4.35)
This term has then been discretised by means of central differencing scheme.
The same term, but with opposite sign would appear in the gas phase momentum
equation if the liquid interfacial pressure were considered as the reference pressure
(pil = P ). Moreover, it is possible to split the surface tension term in both the
momentum equations considering as reference pressure P =
1
2
(pil + pig). All these
three slightly different formulations are equivalent and have been validated on test
case I and shown to give the same result.
4.4.6 Numerical simulations
In the majority of the cases, the surface tension term is negligibly small compared
to the hydrostatic pressure term (σk2 ≪ gρl cosβ). For example at the interface
between water and air the value of the surface tension is σ = 7.2× 10−2N/m, whereas
the hydrostatic pressure term is gρl cos β ≈ 104N/m3. Keeping in mind the stability
criterion (4.33), this means that for the surface term contribution to be comparable to
the hydrostatic pressure contribution the wave number should be k2 ≈ 106m−2 ⇒ k ≈
103m−1 and consequently the wavelength of the perturbation is λ ≈ 10−3m. In the case
of a typical simulation with the TRIOMPH code a 36 meters long pipe is discretised
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Figure 4.5: Computed slug frequency against mesh density with surface tension
for case II
with a grid of 1250 nodes. The dimension of the cell is therefore δx = 3×10−2m which
is one order of magnitude bigger than the wavelength considered above. Hence, the
numerical model would not be able to capture such small instabilities1. On the other
hand, refining the mesh up the point where this effect is no longer negligible has been
proved to be computationally too expensive for the current numerical capabilities.
Even though the short wavelength instabilities are suppressed and the growth rate
is bounded, the numerical simulations for the slug flow case II including surface tension
did not give promising results. For actual values of the surface tension coefficients the
computed slug characteristics still showed a strong dependence on the grid used as
shown in figure 4.5. This is a consequence of the unrealistically high growth rates
displayed in figure 4.4 as well as the absence of a plateau in the growth rate curve.
As suggested by Ramshaw and Trapp (1978) and Holma˚s et al. (2008) the system
of equations with surface tension is unquestionably more physical than the standard
1As stated by the Shannon-Nyquist sampling theorem (Shannon, 1949), the shortest
wavelength captured by a computational grid is λmin = 2δx
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model, given that surface tension is a real phenomenon. However, even though the
surface tension has a stabilising effect it does not dissipate energy and hence it does
not damp instabilities. Once the amplitude of small instabilities grows beyond the
limit of linearity, their energy can be transferred to other wavelengths. Even longer
wavelength perturbations, which would be naturally stable but not damped, will grow
indefinitely, not because of their natural instability but due to the additional energy
received from shorter wavelengths, leading to an obviously unphysical instability of
the whole system. Instead, as will be seen later when accounting for axial diffusion
the short wavelength instabilities are actually damped and their energy is dissipated.
Therefore, this seems to be a more appropriate solution to the problem (see chapter
7).
5 Virtual Mass
5.1 Introduction
When a gas bubble immersed in the liquid phase accelerates, it must spend some
energy in accelerating and displacing the surrounding liquid. The virtual mass, also
known as added mass or apparent mass, represents the force necessary to move the
fluid surrounding an accelerating object.
5.2 Mathematical model
The classic result for virtual mass presented in Milne-Thomson (1968) is that the
acceleration of a sphere immersed in a fluid induces on the sphere a resiting force
equivalent to one half of the mass of the displaced fluid times the acceleration of the
sphere. Therefore the virtual mass of the sphere is
− 2
3
piR3ρl
dug
dt
(5.1)
In his derivation of a model for the dispersed two-phase flow problem, Zuber (1964)
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studied the effect of virtual mass and derived an approximate expression on the basis
of a cell model. Later Van Wijngaarden (1976) built on Zuber’s work and calculated
a slightly different virtual mass coefficient.
Drew and Passman (1999) summarised these and other ideas (for example those
of Voinov (1973) and Auton (1987)) and analysed a three-dimensional model of the
virtual mass term which in general can be written in the form
Fvm = Cvmαgρlavm, (5.2)
where Cvm is a coefficient that depends on the shape of the object, in this case a
bubble, and avm is the virtual mass acceleration. These authors derived the following
expression for the force of a single sphere in a fluid
Fvm = Cvmαgρlavm = Cvmαgρl
[(
∂ul
∂t
+ ul∇ul
)
−
(
∂ug
∂t
+ ug∇ug
)]
(5.3)
where the virtual mass coefficient is usually taken to be Cvm =
1
2
.
Park et al. (1998) and again Drew and Passman (1999) suggested a one-dimensional
two-phase flow model. These authors developed their model under certain assumptions
which limit the results to be valid for bubbly flow only. They considered inviscid,
incompressible fluids with constant thermo-physical properties and the gas phase to
be a uniform dilute dispersion of small spheres. Deriving the relation for the interfacial
pressure between the two phases they found an additional term which depends on the
time derivative of the bubble radius. After some mathematical manipulations (Park
et al., 1998) this term was interpreted as a further virtual mass effect, which describes
the variation of the bubble volume. Therefore the virtual mass term in their model
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becomes
Cvmαgρl
[(
∂ul
∂t
+ ul
∂ul
∂x
)
−
(
∂ug
∂t
+ ug
∂ug
∂x
)]
+
C∗vmρl(ug − ul)
(
∂αg
∂t
+ ug
∂αg
∂x
)
(5.4)
De Henau and Raithby (1995a,b) derived a very similar relation for the virtual
mass force for transient slug flow. They started from a simple potential flow analysis
using a Bernoulli equation on a simplified geometry for a slug unit and they also added
the contribution of the gas volume fraction to the virtual mass expression
Cvmρl
[
CDR1
d
dt
(ug − ul)− CDR2(ug − ul) d
dt
αg
]
. (5.5)
where the total derivative is defined as
d
dt
=
∂
∂t
+ ut
∂
∂x
(5.6)
Here ut is the slug unit translational velocity which depends on the velocity of the two
phases as follows (see also equation (1.6))
ut = CDR0(αlul + αgug) + ud (5.7)
where the flow distribution parameter CDR0 and the drift velocity ud are taken from
empirical correlations and depend on the inclination angle β and on the Froude number
Fr =
Um√
gD
. Moreover the two coefficients CDR1 and CDR2 are functions of the void
fraction. It is worth noting that the last term in equation (5.6) indicates that a
variation in the volume fraction of the two phases modifies the virtual mass force since
it induces a change in the relative velocity, similar to what was suggested by Park et al.
(1998) in equation (5.4).
Drew et al. (1979) and Drew and Lahey Jr (1987) noticed that the aforementioned
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formulation of the virtual mass force shows a dependence on the frame of reference
used: a simple transformation from a frame of reference to another changes the form
of the virtual mass. However, any force present in constitutive equations must be
invariant under changes of frame of reference. Therefore, the authors formulated a
new relationship for the virtual mass accelerations starting from the hypothesis that
it should be objective, hence frame indifferent. The frame indifferent formulation
proposed is
avm =
∂(ug − ul)
∂t
+ ug
∂(ug − ul)
∂x
+ (ug − ul)
[
(λ− 2)∂ug
∂x
+ (1− λ)∂ul
∂x
]
(5.8)
where the coefficient λ = λ(α) and Cvm are left to be experimentally determined.
Through a comparison with well-known formulation of the virtual mass in specific
cases the authors were able to define limiting values for λ. Moreover, the value of
the virtual mass coefficient has been determined to be Cvm =
1
2
for sparse spherical
bubbles although it may vary for other shapes and concentrations.
For example, in the classic case of a bubble rising in a still liquid, equation (5.8)
becomes
Fvm = Cvmρl
(
∂ug
∂t
+ ug
∂ug
∂x
+ (λ− 2)ug ∂ug
∂x
)
(5.9)
The comparison of the latter equation with the well-known formulation
Fvm =
1
2
ρl
(
∂ug
∂t
+ ug
∂ug
∂x
)
(5.10)
gives a value of λ = 2 and Cvm =
1
2
.
On the other hand, for a case of very high void fraction and dispersed liquid
spherical droplets, the velocities of the gas phase can be considered constant (ug =
const.) and the virtual mass force in equation (5.8) becomes
Fvm = Cvmρl
(
∂ul
∂t
+ ug
∂ul
∂x
− (1− λ)(ug − ul)∂ul
∂x
)
(5.11)
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Also in this case the value of the virtual mass force is well-known
Fvm =
1
2
ρg
(
∂ul
∂t
+ ul
∂ul
∂x
)
(5.12)
and therefore λ = 0 and Cvm =
1
2
ρg
ρl
.
It is possible to conclude that the limiting values for λ are
lim
αg→0
λ(αg) = 2 (5.13)
lim
αg→1
λ(αg) = 0 (5.14)
and the value of the virtual mass coefficient for a spherical bubble or droplet in a
dispersed two-phase flow system is Cvm =
1
2
.
The application of this formulation of the virtual mass force can be seen in the
work by Lahey Jr et al. (1980) on bubbly flow, where the authors show that this
force improves efficiency and numerical stability of numerical algorithms based on the
two-fluid model, without affecting the accuracy of the solution.
Also No and Kazimi (1985) applied the same model and in their conclusion they
recommend that the virtual mass term should be always included in the two-fluid
model since it stabilise the model and renders the system of equations conditionally
well-posed even without the presence of the hydrostatic pressure term.
Along the same lines, Thorley and Wiggert (1985) and Jones and Prosperetti (1985)
showed that with the inclusion of the virtual mass force it is possible to stabilise the
system and find real characteristics; they also carried out a sensitivity analysis on the
values of λ and Cvm for different applications.
Geurst in a series of three papers (Geurst, 1985, 1986, 1988) reached fairly similar
conclusions to those drawn by the aforementioned researchers. He derived the two-
fluid equations for superfluid 4He using an approach which starts from a generalised
form of the Hamilton’s variational principle applied to bubbly flow. He determined a
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(a) cylindrical bubble
(b) spherical-edged cylindrical bubble
Figure 5.1: Slug flow model (left) and virtual mass coefficient for dispersed
and slug flow regimes (right) (Ishii and Mishima, 1984)
relationship for the virtual mass coefficient as a function of the void fraction as follows
Cvm =
1
2
αg(1− αg)(1− 3αg) (5.15)
for the case of spherical gas bubbles. Here the transition between bubbly flow and a
different flow regimes is assumed to happen when the void fraction reaches the value
of
1
3
and consequently the virtual mass coefficient vanishes.
Ishii and Mishima (1984) also introduced the virtual mass force given by equation
(5.8) in their analysis of the two-fluid model. They worked out a correlation for the
virtual mass coefficient for both dispersed bubbles and slug flow. The former case is
an approximation of a sphere moving in a fluid, while in the latter they make use
of a simple potential flow analysis from the Bernoulli equation applied on a train of
cylindrical and spherical edged cylindrical bubbles (see figure 5.1); by approximating
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the void fraction in the slug bubble section by αg ≈ 0.8 they obtain
Cvm =

1
2
αg
1 + 2αg
1− αg for bubbly flow
5αg
[
0.66 + 0.34
(
1−Db/Lb
1−Db/3Lb
)]
for slug flow
(5.16)
where Db and Lb are the diameter and length of a cylindrical bubble.
5.2.1 System of equations with virtual mass
Gas phase continuity
∂αgρg
∂t
+
∂αgρgug
∂x
= 0 (5.17)
Liquid phase continuity
∂αlρl
∂t
+
∂αlρlul
∂x
= 0 (5.18)
Classic formulation
In the classic formulation the virtual mass force has the following form
Fvm =Cvmαgρl
[(∂ul
∂t
+ ul
∂ul
∂x
)
−
(∂ug
∂t
+ ug
∂ug
∂x
)]
where the two terms represent the relative acceleration between the two phases.
A third term which represents the effect of the bubble volume variations is presented
in the following equatiom as it appears in Drew and Passman (1999), where C∗vm is an
additional virtual mass coefficient (see section 5.2).
Fvm =Cvmαgρl
[(∂ul
∂t
+ ul
∂ul
∂x
)
−
(∂ug
∂t
+ ug
∂ug
∂x
)]
+C∗vmρl(ug − ul)
(∂αg
∂t
+ ug
∂αg
∂x
)
(5.19)
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In presence of virtual mass terms it is simpler to present the equations in their non-
conservative form where the continuity equation is also subtracted from them, as
follows
Liquid phase momentum
(αlρl + αgρlCvm)
(∂ul
∂t
+ ul
∂ul
∂x
)
= αgρlCvm
(∂ug
∂t
+ ug
∂ug
∂x
)
−αl ∂P
∂x
− αlρlg cos β∂h
∂x
− αlρlg sin β − Fl + Fi
−C∗vmρl(ug − ul)
(∂αg
∂t
+ ug
∂αg
∂x
)
(5.20)
Gas phase momentum
(αgρg + αgρlCvm)
(∂ug
∂t
+ ug
∂ug
∂x
)
= αgρlCvm
(∂ul
∂t
+ ul
∂ul
∂x
)
−αg ∂P
∂x
− αgρgg cos β∂h
∂x
− αgρgg sin β − Fg − Fi
+C∗vmρl(ug − ul)
(∂αg
∂t
+ ug
∂αg
∂x
)
, (5.21)
Frame indifferent formulation
On the other hand, in the frame indifferent derivation the virtual mass force contains a
second virtual mass coefficient λ which takes into account for the shape of the bubble
(see section 5.2). The virtual mass force is therefore as follows
Fvm = Cvmαgρl
{Dg(ug − ul)
Dt
+ (ug − ul)[(λ− 2)∂ug
∂x
+ (1− λ)∂ul
∂x
]
}
(5.22)
and the two momentum equations become
Liquid phase momentum
(αlρl + αgρlCvm)
∂ul
∂t
+
[
αlρlul + αgρlCvm(ug + (1− λ)(ul − ug))
]∂ul
∂x
= αgρlCvm
∂ug
∂t
+ αgρlCvm(ug + (λ− 2)(ug − ul))∂ug
∂x
−αl ∂P
∂x
− αlρlg cos β∂h
∂x
− αlρlg sin β − Fl + Fi (5.23)
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Gas phase momentum
(αgρg + αgρlCvm)
∂ug
∂t
+
[
αgρgug + αgρlCvm(ug + (λ− 2)(ug − ul))
]∂ug
∂x
= αgρlCvm
∂ul
∂t
+ αgρlCvm(ug + (1− λ)(ul − ug))∂ul
∂x
−αg ∂P
∂x
− αgρgg cos β∂h
∂x
− αgρgg sin β − Fg − Fi, (5.24)
5.2.2 Well-posedness
The characteristics analysis of the two-fluid model with the inclusion of the virtual
mass force as in equation (5.3) gives the following criterion
− (αl +Cvm)(ug − ul)2(αlρg + Cvmρl) ≥ 0. (5.25)
Again this is satisfied only in the trivial case when velocities are equal, since both the
factors αl and Cvm are positive. In this form the virtual mass term does not affect the
well-posedness of the system.
Considering the variation of the bubble volume in the virtual mass effect as in
equation (5.4) and that the two virtual mass coefficients are equal Cvm = C
∗
vm,
the characteristics analysis gives the following criterion for the well-posedness of the
equation system
− αlρl(ug − ul)2[ρlC2vm(9αg − 1) + 4Cvmαgαl(2ρl + ρg) + 4α2l αgρg] ≥ 0 (5.26)
Since αlρl(ug − ul)2 is always positive, the validity of the condition depends on the
relation between the virtual mass coefficient and the gas volume fraction αg contained
in the square brackets.
Moreover, if both the virtual mass and the hydrostatic pressure term are taken into
account the well-posedness criterion becomes far too cumbersome for the expression to
be presented here. Instead the results of the characteristics analysis are summarised
graphically in figure 5.2.2: in the case of the classic formulation, presented in equation
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Figure 5.2: Well-posedness limit for different values of the classic and frame
indifferent virtual mass coefficient in the horizontal flow pattern map (Taitel and
Dukler, 1976)
(5.4), the effect of the virtual mass is to shrink the area of well-posedness. On the
other hand, the frame indifferent formulation, presented in equation (5.8), enhances
the well-posed area. In the latter case the virtual mass parameter is taken to be λ = 1
for convenience.
Therefore, because of the objectivity of its formulation and since it is able to render
the system of equations better posed, the frame indifferent formulation has been chosen
over the classic formulation to be further analysed.
5.2.3 Stability
The new terms representing the virtual mass force strongly affect the linear stability
analysis presented in section 2.6.1. It is possible to rearrange the results in a similar
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fashion as in equation (2.64) where the coefficients for the stability criterion (2.65),
(2.67) and (2.67) now become
a =
1
ρBT
[
ρlul
αl
+
ρgug
αg
+
Cvms
2
(
uλ1 + ul
αl
+
uλ2 + ug
αg
])
, (5.27)
c =
1
ρBT
[
ρlu
2
l
αl
+
ρgu
2
g
αg
− (ρl − ρg)g cos β AdAl
dhl
+Cvms
(
uλ1ul
αl
+
uλ2ug
αg
)]
, (5.28)
ρBT =
ρl
αl
+
ρg
αg
+ Cvms
(
1
αl
+
1
αg
)
(5.29)
and three new coefficients have been defined for simplicity reasons
Cvms = Cvmρl
(
αg
αl
+ 1
)
, (5.30)
uλ1 = ug + (1− λ)(ul − ug), (5.31)
uλ2 = ug + (λ− 2)(ug − ul). (5.32)
The results of the analysis for test case II are shown in figure 5.3: the theoretical
growth rate of the instabilities is plotted against the non-dimensional wavelength of
the perturbations, normalised with diameter of the pipe.
The dashed line represents the behaviour of the growth rate in the case of the
standard model (as in figure 2.7), whereas the continuous line is the result of the
stability analysis in the presence of the frame indifferent virtual mass model. The
virtual mass force has the effect of damping short wavelength instabilities and now the
growth rate does not grow indefinitely but is bounded. As for the well-posed test case
I (figure 2.7) a long plateau at peak value can be observed before the cut-off beyond
which the perturbations are stable. As already mentioned in previous chapters, the
specific conditions of the stability curve being characterised by a long plateau at peak
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Figure 5.3: Growth rate of the instabilities with and without virtual mass
value before a sharp cut off which discerns the small stable perturbations from unstable
disturbances represents a necessary requisite for the well-posedness of the problem.
5.2.4 Numerical implementation
In order to implement the virtual mass model in the research code TRIOMPH it
is necessary to modify the subroutines where the coefficients for the solution of the
gas and liquid momentum equations are calculated. It is worth noting that for the
liquid momentum equation it is now necessary to discretise the virtual convective term
(αgρlCvmuλ1
∂ul
∂x
) and a virtual convective term for the gas phase (αgρlCvmuλ2
∂ug
∂x
)
together with the usual convective term (αlρlul
∂ul
∂x
). In addition one must take
into account along with the usual time derivative (αlρl
∂ul
∂t
) a virtual time derivative
(αgρlCvm
∂ul
∂t
) and a virtual time derivative for the gas phase (αgρlCvm
∂ug
∂t
). The
same happens for the gas phase momentum equation. The additional derivative terms
for the opposite phase are treated in an explicit way, hence are added as source terms.
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The numerical derivation of both the momentum equations is particularly
cumbersome to be reported in this section and can be found in appendix E.
5.3 Numerical simulations
After the implementation of the new model, the research code TRIOMPH has been
broadly tested on stratified flow cases and validated against both experimental data
and previous simulations with the standard model. In stratified flow, after reaching a
steady sate solution the velocity gradients are null and the solutions with and without
virtual mass correspond as expected (see also figure 5.3 at the end of the chapter for
further details).
After this initial validation, the new model was applied to test cases I and II. As a
preliminary test of the validity of the virtual mass model, the two coefficients Cvm and
λ were fixed along the entire pipe length and for the whole simulation time, regardless
of any variations of the flow conditions in both space and time. A sensitivity analysis on
the value of those coefficients has been carried out on the basis of the results of both the
characteristics and stability analysis and the numerical simulations in order to obtain
the best fit between numerical results and experimental data. Unfortunately, in the
literature it has not been possible to find any experimental work on the determination
of the two coefficients, λ and Cvm, for slug flow and apart from the limiting cases
described in section 5.2 intermediate values of λ are not clearly defined.
In light of the limiting values given in equations (5.13) - (5.14), the shape coefficient
has been set to λ = 1 in the film region and λ = 2 in the slug region, which seemed to
be a reasonable guess for slug flow. On the other hand, from the indications given by
the characteristics analysis, the value of the virtual mass coefficient has been chosen
to be Cvm = 0.01 so that test case II is just above the new well-posed limit for virtual
mass in the flow pattern map.
Since the virtual mass has a stabilising effect, for each and every simulated case it
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Table 5.1: Inlet properties of the flow for case 42
CASE Ug Ul α
eq
l
42 2.476 1.049 0.860
is important to choose a value for which the virtual mass is able to damp unphysical
short wavelength disturbances, without affecting the behaviour of long waves and slugs.
By introducing too big an amount of virtual mass force in the system through a high
value of the coefficient, it is in fact possible to render the solution independent of the
grid and therefore well-posed; however, the physical stability of the system will also be
affected in such a way to damp too many instabilities and produce erroneous results
in complete disagreement with experimental evidence.
In simulating test case I and II, very high values of the virtual mass force were
computed; by solving the two momentum equations iteratively the velocity fields are
not updated at the same time generating inconsistencies in the numerical solution.
These inconsistencies are normally small and become negligibly small in the iterative
process of the solution algorithm or can be adjusted along with the pressure correction;
however, in the present case they assume greater importance because of the presence of
space and time derivative of the opposite phase velocity in each momentum equation
and are the cause of numerical instabilities and convergence problems.
Given the high level of coupling between the two momentum equations, a different
test case was chosen: case 42 form Manolis’s thesis lies in the ill-posed area in the
slug flow regime but is characterised by relatively low inlet superficial velocities which
lead to smaller gradients. The inlet properties of this case are summarised in table 5.1
while the pressure at outlet is considered atmospheric (see also figure 4.1).
The results of numerical simulations for case 42 are shown in figure 5.4 with and
without virtual mass. This case is clearly ill-posed with the standard model, since
the results do not converge to a unique solution and depend on the grid used: the
computed time averaged slug frequency grows as the mesh is refined, as it did for case
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Figure 5.4: Computed slug parameters against mesh density with virtual mass
for case 42
II (see figure 2.4), and the slug unit and body length becomes smaller. On the other
hand, for the same case the numerical simulations taking into account of virtual mass
show a clear independence of the grid used.
One can argue that these computed slug properties are not always in perfect
agreement with experimental data: slug body length, slug frequency and slug velocity
are within 15% error, while the slug unit length is more widely over-predicted giving
a value which is twice as much as the experimental one. Nonetheless, this is an
encouraging result in terms of the well-posedness of the system and must be judged
bearing in mind that the virtual mass coefficients have been guessed and are considered
constant throughout the whole length of the pipe, while it seems reasonable to think
that they should depend on the liquid hold-up and the shape of the gas bubble as
suggested by Ishii and Mishima (1984).
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Tridiagonal block matrix algorithm
In order to solve the issue of the coupling between the two momentum equations, it is
probably necessary to rethink the entire solution algorithm, a demanding task which
goes beyond the purpose of the present research. Nevertheless, it is possible to solve
the two momentum equations simultaneously within the iterative procedure making
use of a tridiagonal block matrix algorithm, which can be implemented in TRIOMPH
without completely reorganising the original algorithm.
Given that the two momentum equations are very strongly coupled by the virtual
mass terms and in particular by the presence of space and time derivatives of the
opposite phase, the iterative procedure in which one momentum equation is solved after
the other ceases to be appropriate: the equations do not contain one main dependent
variable in either. Indeed as mentioned earlier in this chapter, this was the cause
of very high numerical instabilities and convergence problems. Therefore, the new
algorithm in which the two momentum equations are solved simultaneously had to be
implemented in the code.
The two momentum equations can be rewritten as a block tridiagonal system
expressed in a general form as
B2v2 +C2v3 = D1
A3v2 +B3v3 +C3v4 = D2
A4v3 +B4v4 +C3v5 = D3
...... ...... = ...
AI−2vI−3 +BI−2vI−2 +CI−2vI−1 = DI−2
AI−1vI−2 +BI−1vI−1 = DI−1
(5.33)
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and in matrix form this becomes

B2 C2
A3 B3 C3
A4 B4 C4
... ...
AI−2 BI−2 CI−2
AI−1 BI−1


v2
v3
v4
...
vI−2
vI−1

=

D2
D3
D4
...
DI−2
DI−1

(5.34)
An =
awl avmwg
avmwl awg
 Cn =
 ael avmeg
avmel aeg
 (5.35)
Bn =
 apl avmpg
avmpl apg
 Dn =
S¯l
S¯g
 vn =
ul
ug
 (5.36)
Here S¯l and S¯g contain also the pressure term, as opposed to the definition of equation
(3.11) where the source term only contains the hydrostatic pressure term, gravity term
and the friction forces.
Therefore, for each cell n the two momentum equations
awlul + a
vm
wg ug + aplul + a
vm
pg ug + aelul + a
vm
eg ug = S¯l (5.37)
avmwl ul + awgug + a
vm
pl ul + apgug + a
vm
el ul + aegug = S¯g (5.38)
can be solved simultaneously.
The procedure to solve this system is very similar to the classic Thomas algorithm
which solves tridiagonal systems of equations by forward elimination and back-
substitution (Hoffmann and Chiang, 1998, Tannehill et al., 1997, Versteeg and
Malalasekera, 1995).
The modified numerical code with the tridiagonal block matrix solver has again
been successfully tested against numerical data and previous calculations with the
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Figure 5.5: Stratified flow with virtual mass: comparison of different
algorithms
standard algorithm for stratified flow cases only, as reported in figure 5.5. This plot
shows the liquid hold-up as a function of time during the transition between a guessed
stratified initial condition and the equilibrium condition. The results with different
algorithms for the virtual mass implementation coincide as expected and they differ
only slightly from the case without virtual mass in the transition phase, while the
holdup at equilibrium is the same. This can be explained by observing that in the
transition phase a small gradient in the velocities is present and therefore the virtual
mass can play a role, even if minimal. However, once the equilibrium steady state
condition is reached in stratified flow, all the gradients are zero and the effect of
virtual mass which depends on the derivative of the velocities vanishes. Therefore, the
final solution of the equation system is the same with or without virtual mass.
Unfortunately, the issues with the convergence of the numerical solution of slug
flow cases have yet proved to be insurmountable within the time constraint of this
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project. A deeper and better validation of the model with the aim of solving the
numerical problems is left for future work.
5.4 Summary
The virtual mass force has been extensively studied in the literature as a possible
solution for the issue of the ill-posedness of the one-dimensional two-fluid model.
Unfortunately, very little is known about this force from an experimental point of
view and a debate seems to be open on the actual mathematical formulation of the
force as well.
In this chapter, a critical analysis of the different formulations has been presented
with the aim of identifying the validity of its applicability to slug flow simulations.
Preliminary results from both a mathematical analysis of the new improved system
and numerical simulations seem to be very promising. However, two main issues are
yet to be solved: the numerical stability of the system and the definition of appropriate
virtual mass coefficients. A first indication on how to tackle the former problem has
been given in the previous section but additional work is required to establish a better,
more reliable way of solving the system numerically for this specific case. Once this
issue is solved, a deep and thorough analysis of the effect of both the virtual mass
coefficients must be carried out in order to find their optimal relationship.
6 Momentum Flux Parameter
6.1 Introduction
In deriving the one-dimensional two-fluid model, the flow quantities are averaged over
the cross-section of the pipe and replaced by appropriate mean values (as already
presented in chapter 2). The area average over a cross-section A for a generic quantity
f has been defined as
〈f〉 = 1
A
∫
fdA, (6.1)
while the mean value of F for the generic phase k weighted in respect to the void
fraction αk is
〈〈fk〉〉 = 〈αkfk〉〈αk〉 . (6.2)
It is clear that this averaging leads to loss of information about the distributions
of the variables in the cross-section. However, in reality the velocity of the phases has
a specific profile depending on the flow conditions and the value of the velocity can
differ significantly in the cross-sectional area of the pipe. An example of such profiles
in stratified flow is shown in figure 6.1
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(b) gas (c) liquid
Figure 6.1: Velocity and turbulent energy profiles in channel flow at Reg =
2.34× 103 (Issa, 1988)
6.2 Mathematical model
Song (2003), Song and Ishii (2000, 2001a,b) introduced a modification of the two-fluid
model accounting for the effects of the velocities profile on the averaged momentum
flux.
On the basis of the considerations on the momentum distribution, Song and Ishii
reconsidered the equations for adiabatic flow and incompressible phases as follows
∂〈αk〉ρk
∂t
+
∂
∂x
〈αk〉ρk〈〈uk〉〉 = 0 (6.3)
∂
∂t
〈αk〉ρk + ∂
∂x
〈αk〉ρkCk〈〈uk〉〉2 =
−〈αk〉∂pk
∂x
+ (pik − pk)∂αk
∂x
− 〈αk〉ρkg sin β + 〈Fk〉. (6.4)
They introduced in the convective term (second term on the LHS of the momentum
equation) the momentum flux parameter (MFP) defined as follows,
Ck =
〈〈u2k〉〉
〈〈uk〉〉2 =
〈αku2k〉
〈αk〉〈〈uk〉〉2 =
∫
αku
2
kdA
∫
αkdA(∫
αkukdA
)2 . (6.5)
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The introduction of this coefficient restores some information about the flow
distribution as it attempts to account for the variations of velocity and void fraction
over the cross-section; it also removes the commonly made approximation that 〈〈u2k〉〉 =
〈〈uk〉〉2.
The momentum flux parameter would normally be dependent on velocities,
densities and void fraction. However, Song and Ishii confined their attention to
dispersed flow and in the process they assumed that the value of the parameter is
invariant with flow direction and is determined by the inlet conditions and the flow
geometry only (Song and Ishii, 2000). Assuming also constant pressure p over the cross-
section, the proposed momentum balance equation for the generic phase k therefore
becomes
ρkuk
∂αk
∂t
+ ρkCku
2
k
∂αk
∂x
+ ρkαk
∂uk
∂t
+ 2ρkαkCkuk
∂uk
∂x
= −αk ∂p
∂x
+ Fk. (6.6)
where the hydrostatic pressure term was not considered and for simplicity the brackets
denoting averaged quantities are now omitted. In this case, as opposed to the case of
virtual mass (see section 5.2.1), it is not useful to subtract the continuity equation from
the momentum equation in a non-conservative formulation because of the presence of
the momentum flux parameter Ck.
6.2.1 System of equations with momentum flux parame-
ters
∂αgρg
∂t
+
∂αgρgug
∂x
= 0 (6.7)
∂αlρl
∂t
+
∂αlρlul
∂x
= 0 (6.8)
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∂αgρgug
∂t
+
∂αgρgCgu
2
g
∂x
= −αg ∂p
∂x
−αgρgg cos β piDσ
4 sin γ2
∂αl
∂x
−αgρgg sin β−Fg−Fi. (6.9)
∂αlρlul
∂t
+
∂αlρlClu
2
l
∂x
= −αl ∂p
∂x
−αlρlg cos β piDσ
4 sin γ2
∂αl
∂x
−αlρlg sinβ −Fl +Fi. (6.10)
6.2.2 Well-posedness
Song and Ishii (2000) did not consider the hydrostatic pressure term and the
characteristics analysis of their system of equations gives the following criterion for
the roots λn to be real and hence for the equations to be well-posed
(αlρgCgug + αgρlClul)
2 − (αlρg + αgρl)(αlρgCgu2g + αgρlClu2l ) ≥ 0. (6.11)
The values of both the coefficients Cl and Cg are close to unity, since the correction
is usually small or negligible, but this small difference can be sufficient to guarantee
the well-posedness of the system. The introduction of the momentum flux parameter
and consequently the consideration of the void fraction and velocity distribution have
a stabilising effect. This allows the system to have real roots, for a wide range of flow
conditions.
The authors then state a relation between the two coefficients Cg and Cl, leading
to a range of values for which the flow equations are well-posed. These values vary
depending on the different types of flow (bubbly, annular, slug). On the basis of their
theoretical considerations and comparisons with some experimental data, the authors
concluded that the one-dimensional two-fluid model with appropriate momentum flux
parameters is stable in response to short wave-length disturbances, despite some
remaining restrictions on those parameters and the velocities of the two phases.
Taking into account for both the hydrostatic pressure term and the momentum flux
coefficients the characteristics analysis (see Appendix C) gives the following criterion
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Figure 6.2: Well-posedness limit for different values of the liquid (a) and gas
(b) phase momentum flux parameter in the horizontal flow pattern map (Taitel
and Dukler, 1976)
for the well-posedness of the system
(Cgug − Clul)2 < αlρg + αgρl
αgαlρgρl[
αlρgu
2
gCg(Cg − 1) + αgρlulCl(Cl − 1) + αgαlD(ρl − ρg)
]
(6.12)
where D = g cos β
piD
4 sin γ2
is the corrected diameter.
By observing the left hand side of this relationship it is possible to highlight the
effect of the MFP. Since in the slug flow regime the gas phase velocity is higher than the
one for the liquid phase the response to an increase in the value of Cl is to reduce the
term on the left hand side of the inequality, rendering the criterion less restrictive. On
the other hand, increasing the value of Cg that term would increase thereby diminishing
the envelope of well-posed regime.
As a consequence, there is a strong dependence on the momentum flux coefficient
for the liquid phase, Cl, which can extend the well-posedness region of the system as
shown in figure 6.2(a). As the value of Cl increases, the well-posedness limit moves
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towards the transition zone between slug and bubbly flow and for Cl = 1.65 almost
all the slug flow area in the pattern map becomes well-posed. By contrast, the effect
of the MFP for the gas phase is to reduce the area of well-posedness (figure 6.2(b)).
For this reason, it was decided to set this parameter to unity in all the simulations
performed.
6.2.3 Stability
The results of a linear stability analysis (see section 2.6.1) for test case II are shown
in figure 6.3 where the theoretical growth rate is plotted against the wavelength of the
perturbations normalised by the diameter of the pipe.
The presence of the momentum flux coefficients changes the two coefficients a and
c for the stability analysis as follows
a =
1
ρBT
(
ρlClul
αl
+
ρgCgug
αg
)
(6.13)
c =
1
ρBT
(
ρlClu
2
l
αl
+
ρgCgu
2
g
αg
− (ρl − ρg)g cos β AdAl
dhl
)
(6.14)
Once again the dashed line in figure 6.3 represents the behaviour of the growth
rate in the case of the standard model, whereas the continuous line is the result of the
stability analysis in the presence of the momentum flux parameter. The growth rate
for short wavelengths is clearly unbounded without the MFP model (Cl = 1.0) and
the system is therefore ill-posed. On the other hand for the same experimental case,
for a value of the liquid phase coefficient of 1.2 (Cl = 1.2), the growth rate for short
wavelengths becomes bounded, leading to a well-posed system.
This graph indeed clearly illustrates the link between the existence of real
characteristics and a bounded growth rate as stated in section 2.6.2 (Prosperetti and
Tryggvason, 2007).
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Figure 6.3: Growth rate of the instabilities with and without the MFP
6.2.4 Numerical implementation
This system of the equation has been implemented in the TRIOMPH code in two
different ways:
Explicitly where the term (1−Ck) ∂
∂x
(ρkαku
2
k) is added on the RHS of the momentum
equations (2.5) and (2.6) as an additional source term. In this case the source
term in equation (3.11) is
S = p
∂α
∂x
− αρg sinβ − Fk − Fi + (1− Ck) ∂
∂x
(ρkαku
2
k). (6.15)
Implicitly where the momentum flux coefficient Ck multiplies the convective term
on the LHS of the equations (2.5) and (2.6). Here, the weighted mass fluxes mw
and me in equations (3.16) and (3.17) for a generic momentum equation simply
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become
mw = fw(αρCuA)w + fp(αρCuA)p, (6.16)
me = fp(αρCuA)p + fe(αρCuA)e, (6.17)
Several simulations using the new model have been successfully accomplished on
stratified flows with both the implicit and explicit formulation. The former one
understandably appears to be less stable than the latter, leading to convergence
problems. In fact the addition of a term on the RHS of the equation can generate
instability in the solution process if this term is much bigger than the others. On the
other hand, the implicit implementation does not cause such problems.
6.3 Numerical simulations
The values for the momentum flux parameter Cl in the liquid phase were determined
individually for each case. Referring to figure 6.2(a) the criterion for the choice was to
use a value for which the simulated case was just inside the well-posed zone.
By analysing the values of the momentum flux parameter suggested in this survey,
one can argue that they are much higher than those recommended by Song (2003) and
they overestimate the physical representation of void fraction and velocity profiles,
for which they were introduced. However, it will be shown in the following that the
introduction of these parameters is able to render the system of equations well-posed
for a wider range of cases, which is the aim of this study on the applicability of the
momentum flux parameter on simulations of slug flow.
Preliminary results on horizontal slug flow show that the momentum flux
parameters have a stabilising effect on the system, which tends to suppress the
instabilities and therefore to decrease the slug frequency.
Figure 6.4 shows the results obtained by Bonizzi (2003) with the original model
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Figure 6.4: Different properties of the flow against mesh spacing for case II
without MFP (Bonizzi, 2003)
(equations (2.3)-(2.6)) for which case II is ill-posed. The numerical value of four time-
averaged properties of the flow, namely liquid hold-up, slug frequency, slug unit length
and slug velocity, are plotted against different mesh sizes. As anticipated in section
2.5, the non-uniqueness of the solutions leads to different results depending on the grid
used. The finer the mesh, the shorter and more frequent are the slugs. Also the value
of the liquid hold-up decreases for finer meshes; only the value of the slug velocity
seems to remain essentially constant.
On the other hand, this same case II becomes well-posed with the addition of the
momentum flux parameter to the model and the results of the simulations can be
seen in figure 6.5. Now all the flow properties converge to the same value and do not
depend on the mesh density anymore: there is a unique numerical solution which is the
proof of the well-posedness of the system. As already verified (Bonizzi, 2003), the only
condition for the solution to be sufficiently accurate is that the mesh spacing must be
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Figure 6.5: Different properties of the flow against mesh spacing for case II
with MFP (Issa and Montini, 2009)
of the order of 0.4 diameters (see section 3). This limit is indicated in the graph with
a vertical dashed line; to the right of the line the results are deemed to be inaccurate
because of insufficient numerical resolution.
On the basis of these promising preliminary results, six different cases, all of
which would normally correspond to an ill-posed system, were chosen from Manolis’s
experimental data bank (Manolis, 1995) with the aim of validating the modified model
(see also figure 4.1). These cases are indicated by circles in the flow pattern maps in
figure 6.2 and their inlet conditions are summarised in table 6.1, in which the fourth
column um represents the measured mixture velocity of the flow.
In order to carry out a meaningful comparison between the unmodified model and
the model with MFP, it is necessary to have results for these cases using the model
without MFP but ensuring that the solutions correspond to a well-posed system. This
can indeed be achieved by imposing unsteady inlet boundary conditions (obtained
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Table 6.1: Inlet properties of the flow for six test cases
CASE Ug Ul Um α
eq
l Cl
13 10.474 0.761 11.235 0.587 1.35
14 7.907 0.745 8.652 0.634 1.33
15 6.837 0.772 7.609 0.666 1.34
29 6.541 1.065 7.606 0.726 1.43
30 5.505 1.041 6.546 0.748 1.42
31 8.572 1.081 9.653 0.686 1.43
from previous calculations) that yield a predominantly well-posed system along the
whole pipe; such a procedure has been already introduced in section 4.2.1 and used
previously to obtain unique solutions for cases that would otherwise correspond to an
ill-posed system as explained by Issa (2007). This procedure was followed here too.
The results of three different sets of calculations for every experimental case are
presented in figure 6.6. The first set (squares ) was performed using the unmodified
model with unsteady inlet conditions (to ensure well-posedness of the solutions). The
other two sets of calculations were performed using the MFP model: in the first, the
coefficient was applied along the entire length of the pipe (triangles △) and in the
second, it was set in the film region only (inverted triangles ▽). In the latter case,
in the film region the flow can be considered stratified and the system is again more
likely to be locally ill-posed.
From figure 6.6 it can be seen that the numerical results obtained with unsteady
inlet conditions are in very good agreement with experimental data. As for the
simulations with momentum flux closure, the computed slug frequencies are lower than
the experimental ones. By contrast, all the other properties are grossly over predicted:
slug velocity and liquid hold-up are more than double the experimental values and for
the slug unit length the computed values are up to six times those of the experimental
values. It is worth noting that by applying the momentum flux parameter in the film
region only, better agreement with the experiments can be obtained than by applying
the model to the whole pipe; however, the slug frequency is still underestimated and
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Figure 6.6: Different properties of the flow as a function of the mixture velocity
for six test cases (Issa and Montini, 2009)
all the other values are still highly overestimated (up to three times the experimental
value for the slug unit length). This observation corroborates the fact that the ill-posed
behaviour of the flow has its origins in the stratified region. The slugs simulated with
the MFP model are on average much longer but also much faster than the experimental
slugs, leading also to a lower value of the frequency (figure 6.6).
Following a similar reasoning as that of Bonizzi (2003) on unsteady inlet conditions
(see section 4.2.1), the MFP has been applied in the region of local ill-posedness only:
the well-posedness criterion for the unmodified model (equation (2.37)) is calculated
locally for each control volume of the computational mesh and the value of the
momentum flux coefficient is set to one if the system is locally well-posed and is equal
to the value suggested in table 6.1 if the system is locally ill-posed.
In this case the stabilising effect of the momentum flux coefficient starts playing
a role only once the liquid hold-up exceeds a certain value which ensures the well-
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Figure 6.7: Slug unit length and frequency as a function of the mixture velocity
for six test cases with the MFP in the locally ill-posed region
posedness of the system and the growing instabilities are damped unless their growth
rate is able to overcome this stabilising effect. Therefore, once again the slug frequency
is under-predicted as shown in figure 6.7 and the computed slug unit length is up
to three or even four times bigger than the experimental value. The other slug
characteristics behave similarly to the results shown in figure 6.6 and therefore have
been omitted. Also in this case, the simulations predict faster, longer and fewer slugs.
6.4 Summary
Even though the mathematical analysis seemed to be promising, the numerical results
suggest that the MFP model is not an adequate framework for the problem considered
here. The values of the coefficients, needed to ensure the well-posedness of the system,
are unrealistically higher than the values proposed by Song and Ishii, hence they do
not reflect the true correction for which they were intended. Using such high values
for the momentum flux coefficients, it is possible to obtain a numerically well-posed
system. However, this produces much longer and faster slugs in comparison to the
experimental evidence. As a result the model is no longer able to appropriately reflect
the correct physics of the problem. Therefore, the correction given by the introduction
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of the MFP should be taken into account in future simulation using more physically
sensible values for the coefficients (Issa and Montini, 2009).
7 Momentum and Mass
Diffusion
7.1 Introduction
Other approaches have been explored with the main purpose of modelling additional
forces and their effects on the system so to increase the region of well-posedness of
the equations. In this chapter it will be shown that the introduction of axial diffusion
terms is able to damp short wavelength disturbances, dissipating their energy and
suppressing unphysical numerical instabilities.
It is a standard practice to use Fick’s laws of diffusion (Fick, 1855) to describe the
diffusive transport of a component of a mixture which postulate that the diffusive flux
(flow of mass by diffusion) is proportional to the gradient of the specific component in
the mixture as follows
J = −Γ∇φ (7.1)
where J is the diffusion flux, Γ is the diffusion coefficient and φ is a generic
concentration (e.g.: mass).
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7.2 Mathematical model for the momentum
diffusion
Reasoning along similar lines, Arai (1980) proposed to take into account the effects of
viscosity not only through the shear stress terms but also by introducing the following
diffusive term in the momentum equations
− ∂
∂x
(
αkµk
∂uk
∂x
)
, (7.2)
where µk is the dynamic viscosity coefficient for the generic phase k. This term is
derived from the usual form of the viscous stress tensor, as in the Navier-Stokes
equations for incompressible fluids. The generic phase momentum equation thus
becomes
∂αkρkuk
∂t
+
∂αkρku
2
k
∂x
= −αl ∂pik
∂x
+
∂
∂x
(
αkµk
∂uk
∂x
)
+ Fk. (7.3)
7.2.1 Well-posedness
In order to proceed with the characteristics analysis of the new system of equations, the
second order derivative has again to be reduced to a first order form by the substitution
ak =
∂uk
∂x
and equation (7.3) can be replaced by
∂αkρkuk
∂t
+
∂αkρku
2
k
∂x
= −αl ∂pik
∂x
+
∂αkµkak
∂x
+ Fk (7.4)
and
ak − ∂uk
∂x
= 0. (7.5)
The vector of unknowns then becomes
v = [αl, ug, ul, p, ag, al]
T (7.6)
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and the characteristics analysis gives four null roots plus two real roots, λ5 = ul and
λ6 = ug. Once again the result is clouded by the presence of a mixture of first and
second order derivatives. Indeed also in this case, the well-posedness condition in the
limit for the viscosity coefficients which tend to zero (µg,l → 0) is not the same as
the one found without considering the viscosity terms in the first instance. Hence the
analysis is inconclusive, because of the method with which the second order derivative
terms have been reduced to first order.
7.2.2 Stability
The result of the stability analysis for the system including viscous terms in the
momentum equations is the dispersion equation (Appendix D)
ω2 − 2(ak − ib+ ifk2)ω + ck2 + i(gk3 − ek) = 0, (7.7)
where
f =
1
2ρBT
(
µl
αl
+
µg
αg
)
, (7.8)
(7.9)
g =
1
ρBT
(
µlul
αl
+
µgug
αg
)
.
Figure 7.1 shows the behaviour of the growth rate curves as a function of the
dimensionless wavelength of the instabilities for case II when including viscous terms
in both the gas and the liquid momentum equations. For a value of the viscosity
coefficient which corresponds to the molecular viscosity (µl ≈ 10−3kg(ms)−1 and µg ≈
10−5kg(ms)−1) and even for turbulent viscosities, which are approximately two orders
of magnitude bigger than the molecular ones, the upper values of the growth rate are
still extremely high in comparison to that of case I.
Short wavelength instabilities still play a dominant role in the simulations,
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Figure 7.1: Growth rate for the instabilities with viscous terms
leading to unphysical and erroneous results. This is due to the fact that the
instabilities predicted by the standard two-fluid model are not always appropriate
solutions reflecting the real flow conditions, but could also be a manifestation of the
mathematical or numerical instability of the model (Issa and Kempf, 2003).
7.3 Mathematical model for the mass and mo-
mentum diffusion
In order to overcome this issue, Holma˚s et al. (2008) suggested to introduce a diffusion-
like term in the continuity as well as the momentum equations of the system (2.3)-(2.6).
The idea behind these new mass diffusion terms is that they are not meant to represent
any specific physical phenomenon, but to suppress the short wavelength instabilities
which have numerical origins and therefore are captured by the model despite not
being physical. For this reason, these new terms are referred to as artificial diffusion.
In the new model, the generic phase momentum equation has the same form as in
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equation (7.3), while the continuity equations become
∂αkρk
∂t
+
∂αkρkuk
∂x
=
∂
∂x
(
ρkΓk
∂αk
∂x
)
, (7.10)
where Γk represent the artificial mass diffusion.
7.3.1 System of equations with diffusion
∂αgρg
∂t
+
∂αgρgug
∂x
− ∂
∂x
(
ρgΓg
∂αg
∂x
)
= 0, (7.11)
∂αlρl
∂t
+
∂αlρlul
∂x
− ∂
∂x
(
ρlΓl
∂αl
∂x
)
= 0, (7.12)
∂αgρgug
∂t
+
∂αgρgu
2
g
∂x
= −αg ∂p
∂x
− αgρgg cos β∂hl
∂x
+
∂
∂x
(
αgµg
∂ug
∂x
)
−αgρgg sin β−Fg−Fi,
(7.13)
∂αlρlul
∂t
+
∂αlρlu
2
l
∂x
= −αl ∂p
∂x
− αlρlg cos β∂hl
∂x
+
∂
∂x
(
αlµl
∂ul
∂x
)
−αlρlg sin β−Fl+Fi,
(7.14)
7.3.2 Well-posedness
If the effects of diffusion for both mass and momentum are taken into account as
suggested by Holma˚s et al. (2008), a similar treatment to that described in equations
(7.4)-(7.5) can be applied to the diffusion terms in equations (7.11)-(7.14). The second
order derivative has again been reduced to a first order form and the characteristics
analysis once more gives six null roots (Holma˚s et al., 2008).
Once again the result is clouded by the presence of a mixture of first and second
order derivatives. Indeed also in this case, the well-posedness condition in the limit
for the diffusion coefficients which tend to zero (µg,l,Γg,l → 0) is not the same as the
one found without considering the diffusion terms. Hence the analysis is yet again
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inconclusive because of the way with which the second order derivative terms have
been reduced to first order.
The considerations previously drawn for both surface tension and viscous terms
regarding the characteristics analysis in presence of high order derivative terms hold
for the case of artificial diffusion as well. Hence the analysis does not shed any light
on the issue of the well-posedness of the system.
7.3.3 Stability
On the other hand a linear KH stability analysis provides the following dispersion
equation (Appendix D)
ω2 − 2(ak − ib+ ifk2)ω − dk4 + ck2 + i(gk3 − ek) = 0, (7.15)
where
d =
1
ρBT
(
µlΓl
αl
+
µgΓg
αg
)
, (7.16)
f =
1
2ρBT
(
µl
αl
+
µg
αg
+
ρlΓl
αl
+
ρgΓg
αg
)
, (7.17)
g =
1
ρBT
(
µlul
αl
+
µgug
αg
+
ρlulΓl
αl
+
ρgugΓg
αg
)
. (7.18)
The neutral stability criterion eventually becomes
(cV − a)2 + (c− a2)− dk2 < 0, where cV = e− gk
3
2(b− fk2) . (7.19)
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Moreover, for the sake of simplicity both the gas and liquid coefficients in what follows
are considered equal for both the mass and momentum diffusion (µl = µg = µ and
Γl = Γg = Γ).
Figure 7.2 shows the effect of the diffusion terms on the stability of the system. The
coefficient for the mass diffusion has a strong influence on the peak value of the growth
rate of the instabilities: the higher the value of Γ the lower the value of the plateau
which bounds the growth rate (figure 7.2(a)). On the other hand the momentum
diffusion acts on the cut-off wavelength beyond which the perturbations are stable:
the higher the value of µ the longer the cut-off wavelength (figure 7.2(b)).
The mass diffusion has a much stronger influence on the results of the numerical
simulations since it influences the peak value of the growth rate of the instabilities
and therefore the slug frequency. On the other hand, the momentum diffusion plays
an important role in damping short wavelength instabilities but does not have a great
effect on the computed results: it is unlikely that even the finest grid used allows the
capturing of instabilities the wavelength of which is a few order of magnitude smaller
than the mesh size (δx/D ≈ 0.1). Moreover, once the longer instabilities corresponding
to the plateau of the growth rate are captured the system converges to a unique solution
and the contribution of shorter instabilities does not change the overall time averaged
slug characteristics.
7.3.4 Numerical implementation
The diffusion terms in both the continuity and the momentum equations can be easily
implemented in a classic upwind discretisation. The generic west and east coefficients
are now defined as
aw = max
(
mw, 0
)
+
Γw
δxWP
(7.20)
ae = −min
(
me, 0
)
+
Γe
δxPE
(7.21)
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Figure 7.2: Growth rate for the instabilities with artificial diffusion for different
values of the diffusion coefficients
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where Γ is a generic viscosity or diffusion coefficient.
More interesting is the way in which the presence of mass diffusion affects the
pressure equation derived from the overall density weighted continuity equation (3.27)
which now is
Ap
δx
δt
[αn+1pl − αnpl] +
Ap
ρg−Ref
δx
δt
[(αρ)n+1pg − (αρ)npg]
+ [(αˆuA)el − (αˆuA)wl] + 1
ρg−Ref
[(αˆρˆuA)eg − (αˆρˆuA)wg]
+
(
ρ
Γ
δx
A
)
el
(αel − αpl)−
(
ρ
Γ
δx
A
)
wl
(αpl − αwl)
+
(
ρ
Γ
δx
A
)
eg
(αeg − αpg)−
(
ρ
Γ
δx
A
)
wg
(αpg − αwg) = 0,
7.4 Numerical simulations
7.4.1 Preamble
On one hand, the behaviour of the growth rate of the perturbations as a function of
the wavelength must reflect that of the well-posed case I, where the short wavelength
instabilities are damped (negative growth rate) and the growth rate is bounded by a
certain value. On the other hand, a clear evidence of the well-posedness of the system
emerges from grid independence tests as already shown in figure 2.4. The ideal set
of diffusion coefficients should be able to render the system well-posed suppressing
the unphysical short wavelength instabilities without affecting the stability of long
wavelength perturbations and hence the natural stability of the flow.
In case the amount of diffusion introduced in the system is not sufficient to damp
these spurious instabilities, the system will behave like an ill-posed system, in which
the computed results show a strong dependence on the grid used. In case too much
diffusion is introduced in the equations, the system would behave like a well-posed
case converging to a unique solution regardless of the mesh. However, the slug
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characteristics (such as frequency) predicted by the numerical simulations would be in
poor agreement with experiments.
Finally, if the results of the numerical simulations converge to the same solution for
different mesh refinements and this solution is in good agreement with experiments,
the perfect and ideal amount of diffusion has been introduced in the system. The
stability curve for the aforementioned optimal combination of coefficients is graphically
represented in both figure 7.2(a) and 7.2(b) by the thick black line. Here the length
of the plateau at peak value does not play an important role as long as the short
wavelength instabilities are damped. Indeed the cut-off wavelength in all cases is far
beyond the resolution capabilities of the grid used.
7.4.2 Results
A sensitivity analysis aimed at finding the optimal combination for the diffusion
coefficients for case II, indicated that values of Γ = 0.1 and µ = 10−5 are optimal
to yield good solutions. This was based on both the linear stability analysis and
numerical simulations.
The computed slug frequency for case II with and without artificial diffusion is
plotted in figure 7.3. The results of the computations with the standard model
are the same shown earlier in figure 2.4, where the slug frequency increases as the
mesh is refined. Introducing the most favourable amount of diffusion, the numerical
computations using different grids converge to the same value, which is consistent with
experimental evidence. This is a clear manifestation of the well-posedness of the system
and a demonstration that the introduction of axial diffusion is able to render the system
of equations well-posed while retaining the ability to capture natural hydrodynamic
instabilities leading to slug flow.
As a further confirmation of the validity of the new model, the same procedure has
been applied to a series of four cases from Manolis’s experimental data bank (Manolis,
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Figure 7.3: Computed slug frequency against mesh density with artificial
diffusion for case II
Table 7.1: Inlet properties of the flow for test cases
CASE Ug Ul Um α
eq
l Γ µ
26 5.707 0.748 6.455 0.691 0.075 10−5
27 4.506 0.735 5.241 0.725 0.075 10−5
42 2.476 1.049 3.525 0.860 0.1 10−5
43 3.340 1.023 4.363 0.830 0.1 10−5
1995). All these cases, like test case II, lie in the ill-posed region (see also figure 4.1)
according to the criterion expressed in equation (2.37) for the standard model.
As shown in figure 7.4, for all the four cases considered here the results of numerical
simulations with the standard model are typical of an ill-posed system: the value of
the computed slug frequency strongly depends on the grid used and grows as the
mesh is refined (see also section 2.5). On the other hand, once the axial diffusion is
introduced in the model the numerical results converge to the same value for different
grids and, therefore, the solution to the problem is unique, which again is the most
evident confirmation of the well-posedness of the model. Moreover, these results are
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Figure 7.4: Computed slug frequency against mesh density with artificial
diffusion
all within 25% of error from the experimental value which is a remarkable result for a
one-dimensional model of such a complex phenomenon.
As suggested by Bonizzi (2003) in his survey on unsteady inlet conditions (see
section 4.2.1), the ill-posedness of the system stems from assumed steady conditions
at inlet which are mathematically ill-posed. If unsteady well-posed inlet conditions
are introduced the system originally ill-posed becomes well-posed leading to unique
solutions.
The same reasoning can be applied to the introduction of artificial diffusion which
can be easily applied locally in region of ill-posedness only (similarly to the case of
the momentum flux parameter in section 6.3). In such a situation the well-posedness
criterion (2.37) is calculated for each control volume of the computational grid and the
effect of diffusion is introduced only if the condition is not satisfied. On the other hand,
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if the condition is met the system is locally well-posed and the diffusion is suppressed
by setting the coefficients to zero.
It was found that unique values of the diffusion coefficients (γ = 0.5 and µ = 10−5)
lead to well-posed behaviour while giving the correct slug characteristics, in the eight
different cases analysed (input data can be found in in figure 4.1 and tables 6.1 and
7.1). This is in contrast with the situation in which the diffusion is applied along the
entire profile of the pipe where the value of the coefficients had to be worked out from
a sensitivity analysis to match the experimental results.
The results of numerical simulations are shown in figures 7.5 to 7.12. By comparing
the results obtained with the standard model to those obtained with the inclusion of
axial diffusion, it is evident that the system of equations for the new model is well-
posed in all the situation since all the results converge to a unique value. Moreover,
almost all the results are within 30% of error from the experimental value which again
can indeed be considered a remarkable achievement1.
1In some of the cases presented, namely case 27 and case 42, couples of slugs which travel
very close to each other have been predicted in few occasions with the finer meshes used. The
film region which divides these coupled slugs is smaller than the slug body length and the
hold-up is much higher than the average value. This phenomenon has been experimentally
observed in slug flow especially in proximity of junctions by Belgratis et al. (2007). However,
in the statistical analysis of the numerical data these “caravan/camel” slugs (as they have
been named by Professor Azzopardi at the University of Nottingham) have been considered as
a single slug.
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Figure 7.5: Slug characteristics for case 14 with a constant diffusion coefficient
applied in the ill-posed regions only
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Figure 7.6: Slug characteristics for case 15 with a constant diffusion coefficient
applied in the ill-posed regions only
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Figure 7.7: Slug characteristics for case 26 with a constant diffusion coefficient
applied in the ill-posed regions only
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Figure 7.8: Slug characteristics for case 27 with a constant diffusion coefficient
applied in the ill-posed regions only
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Figure 7.9: Slug characteristics for case 29 with a constant diffusion coefficient
applied in the ill-posed regions only
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Figure 7.10: Slug characteristics for case 30 with a constant diffusion coefficient
applied in the ill-posed regions only
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Figure 7.11: Slug characteristics for case 42 with a constant diffusion coefficient
applied in the ill-posed regions only
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Figure 7.12: Slug characteristics for case 43 with a constant diffusion coefficient
applied in the ill-posed regions only
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7.5 Numerical diffusion
7.5.1 Preamble
It is well-known that first order discretisation and in particular an upwind scheme
gives numerical solutions which are distorted primarily by dissipative errors. The
lowest order term of the truncation error has the form of a second order derivative
and therefore is similar to a diffusion term: the upwind differencing scheme introduces
in the solution an implicit artificial viscosity. The consequent diffusive effect is often
referred to as “numerical diffusion” and has the tendency to numerically smear all
the gradients in the solution (Tannehill et al., 1997). Therefore, bounded first order
accurate differencing schemes produce a numerical diffusion-type term of the form
∇ · (Γn∇f) (7.22)
where Γn is the numerical diffusion coefficient.
It is possible to quantify the magnitude of the truncation error for both the spatial
and temporal discretisation in a similar way by examining the Taylor’s series expansion
representing first and second order derivatives. For a generic variable f in an upwind
scheme
fx−δx,t = fx,t − δx ∂f
∂x
∣∣∣∣
x,t
+
δx2
2
∂2f
∂x2
∣∣∣∣
x,t
+ ... (7.23)
⇒ fx,t − fx−δx,t
δx
=
∂f
∂x
∣∣∣∣
x,t
− δx
2
∂2f
∂x2
∣∣∣∣
x,t
+ ... (7.24)
leading to a numerical diffusion coefficient which depends on the mesh spacing δx
Γx =
δx
2
(7.25)
Also the temporal discretisation can produce a numerical diffusion error. For an
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Euler implicit scheme
fx,t−δt = fx,t − δt ∂f
∂t
∣∣∣∣
x,t
+
δt2
2
∂2f
∂t2
∣∣∣∣
x,t
+ ... (7.26)
⇒ fx,t − fx,t−δt
δt
=
∂f
∂t
∣∣∣∣
x,t
− δt
2
∂2f
∂t2
∣∣∣∣
x,t
+ ... (7.27)
leading in this case to a numerical diffusion coefficient which depends on the time step
δt
Γt =
δt
2
(7.28)
After some simple transformation and by introducing the Courant number Cnum =
u
δt
δx
, the discretised total derivative of f becomes
df
dt
=
fx,t − fx,t−δt
δt
+ u
fx,t − fx−δx,t
δx
(7.29)
=
∂f
∂t
+ u
∂f
∂x
− uδx
2
(1 + Cnum)
∂2f
∂x2
(7.30)
By applying the same reasoning to all the four constitutive equations (2.3)-(2.6),
it is possible to obtain a quantitative estimate of the numerical diffusion coefficient
Γn = ρkuk
δx
2
(1 + Cnum) (7.31)
which is in agreement with the well-known results on the stability of a discretisation
scheme.
By looking at the numerical results with the standard model in figures 7.3 and 7.4, it
is easy to see that the computed slug frequency is always in reasonably good agreement
with the experiments for a value of the non-dimensional mesh spacing which approaches
0.4. One can argue that this specific grid introduces the right amount of numerical
diffusion for the solution to converge to the correct value. If the grid is coarser, too
much numerical diffusion is introduced in the system by the discretisation scheme,
therefore suppressing many disturbances and resulting in a lower slug frequency. In
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the case of finer meshes, the system is less diffusive and more and more numerical
instabilities are allowed to grow and become slugs leading to a higher slug frequency.
The computed slug frequency varies inversely with the mesh spacing (see also section
2.6.2): the finer the mesh and therefore the less diffusive the discretisation scheme,
the higher the frequency. However since the numerical diffusion at a certain mesh size
appears to be adequate to suppress the spurious instabilities yet correctly capturing
the physical ones, one can deduce that artificial diffusion needs only to be introduced
for meshes that are finer than that mesh size.
From this picture it is possible to define a relationship for the coefficient for the
artificial diffusion which mimic the effect of an additional numerical diffusion. This
coefficient linearly depends on the mesh spacing as follows
Γn =
1
2
ρkuk(1 +Cnum)max(δx0 − δx, 0.0) (7.32)
where δx0 represents the mesh size which gives numerical results in good agreement
with experiments by introducing the right amount of numerical diffusion.
7.5.2 Results
The same cases presented in the previous sections were simulated with this new model
for the numerical diffusion-type system and the results of the calculations are shown
in figures (7.13) to (7.20). Once again the results are both independent of the mesh
spacing and in very good agreement with the experimental evidence.
A comparative analysis of the numerical results obtained both with constant
coefficients for the diffusion terms and numerical diffusion like terms highlights the
following aspect. There is a widespread tendency in the results to underestimate
the slug body length and overestimate the slug unit length and this seems to be
more evident for cases characterised by higher values of the inlet superficial velocities.
Therefore, it seems to be plausible that this issue is related to the choice of friction
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factors: as mentioned in section 2.4 the interphase correlation by Taitel and Dukler
(1976), which has been used in all the simulations, fails to give satisfactory results
for high superficial gas velocities. Since the main focus of this survey was the well-
posedness of the equations an analysis on different closure correlations for frictions has
not been carried out but it is highly recommend for any future development of the
project.
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Figure 7.13: Slug characteristics for case 14 with dynamic diffusion coefficient
which mimics numerical diffusion
7.5 Numerical diffusion 178
0 0.1 0.2 0.3 0.4 0.5
dimensionless mesh spacing, ∆x/D [--]
0
0.2
0.4
0.6
0.8
1
slu
g 
fre
qu
en
cy
, ν
s 
[1
/s]
standard model
numerical diffusion
experimental value
30% error
0 0.1 0.2 0.3 0.4 0.5
dimensionless mesh spacing, ∆x/D [--]
0
10
20
30
40
50
60
70
slu
g 
un
it 
le
ng
th
, l
u
 
[m
]
0 0.1 0.2 0.3 0.4
dimensionless mesh spacing, ∆x/D [--]
0
0.5
1
1.5
2
2.5
3
slu
g 
bo
dy
 le
ng
th
, l
s 
[m
]
0 0.1 0.2 0.3 0.4 0.5
dimensionless mesh spacing, ∆x/D [--]
0
0.2
0.4
0.6
0.8
1
liq
ui
d 
ho
ld
-u
p,
 α
l [-
-]
0 0.1 0.2 0.3 0.4
dimensionless mesh spacing, ∆x/D [--]
0
5
10
15
20
slu
g 
ve
lo
ci
ty
, u
t 
[m
/s]
case 15
Figure 7.14: Slug characteristics for case 15 with dynamic diffusion coefficient
which mimics numerical diffusion
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Figure 7.15: Slug characteristics for case 26 with dynamic diffusion coefficient
which mimics numerical diffusion
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Figure 7.16: Slug characteristics for case 27 with dynamic diffusion coefficient
which mimics numerical diffusion
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Figure 7.17: Slug characteristics for case 29 with dynamic diffusion coefficient
which mimics numerical diffusion
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Figure 7.18: Slug characteristics for case 30 with dynamic diffusion coefficient
which mimics numerical diffusion
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Figure 7.19: Slug characteristics for case 42 with dynamic diffusion coefficient
which mimics numerical diffusion
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Figure 7.20: Slug characteristics for case 43 with dynamic diffusion coefficient
which mimics numerical diffusion
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7.6 Slug frequency distribution along the pipe
In a series of experiments on the WASP facility in the Department of Chemical
Engineering at Imperial College, Ujang (2003) studied the phenomenon of the initiation
of slugs. She set up a series of 14 conductivity probes along the pipe (distances from
the inlet of the pipe: 0.76m, 1.46m, 2.86m, 3.56m, 5.01m, 5.695m, 6.995m, 13.319m,
14.392m, 20.574m, 26.62m, 27.22m, 34.548m and 35.105m) and determined the slug
frequency distribution along the pipe, using the post-processing methodology already
described in section 1.3.1.
A specific case from Ujang’s data-set was chosen, which happens to be ill-posed
with the standard model. The physical properties of this case are summarised in table
7.2.
As shown in figure 7.21, Ujang observed that slugs initiate after the first two meters
of the pipe followed by a peak in frequency between the second and the fifth meter of
the pipe eventually stabilising to a value around 0.25 slugs per second downstream.
This behaviour can be explained looking at the experimental configuration of the pipe
inlet section in figure 7.22: the gas and liquid enter the pipe through different ducts
at different pressures, which must lead to a complex three dimensional flow pattern.
Therefore the flow is more likely to slug at a period corresponding to the state of
the agitated fluids. As the fluids flow along the pipe and tend to a much smoother
statistically steady state, some of the slugs decay and towards the outlet, where the
Table 7.2: Physical properties for Ujang’s case
Ug Ul αexp αeq
4.64m/s 0.61m/s 0.5 0.7
air water
density (kg/m3) 1.18 997.1
viscosity (kg/ms) 1.83×10−5 0.98×10−3
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Figure 7.21: Distribution of the slug frequency: for different inlet conditions
(left) and different mesh densities (right)
flow is fully developed, the remaining slugs travel steadily with little change in their
characteristics (Barbeau, 2008).
Figure 7.21 also presents numerical results of simulations ran with different
conditions. On the left Ujang’s case has been simulated with the standard model,
changing only the inlet liquid hold-up. On the right the same case has been simulated
with the new diffusion model with fixed coefficients. This was done to study the effect
of diffusion for different mesh refinements starting from an equilibrium condition at
inlet.
As already observed by Barbeau (2008), the inlet condition for the liquid phase
fraction plays an important role in the prediction of the slug distribution along the
pipe. Starting from the equilibrium condition which can be calculated from equations
(2.5) and (2.6), it is possible to observe that in the first seven meters of the pipe the
peak in frequency is higher than the experimental one and is followed downstream
by a frequency which stabilises to a value within 30% of the experimental value. On
the other hand, with an inlet liquid hold-up of αl = 0.5 the flow starts slugging only
after seven meters from the pipe inlet and the downstream slug frequency stabilises to a
value within 5% of the experimental data. In this case, the behaviour of the curve does
not match the experimental one, since the initial peak in frequency is not captured.
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Figure 7.22: The inlet section for two-phase gas-liquid flow from Manfield
(2000)
However, in the fully developed flow towards the end of the pipe the frequency is in
agreement with the experiment.
Analysing the liquid phase fraction profile for the two cases, as shown in figure
7.23, reveals the differences between the two cases. In the latter case, in the first six
meters of the pipe the flow is not prone to slugging but as it proceeds towards the
equilibrium condition it starts to slug; however, in the former case the equilibrium is
already established and even small perturbations can easily grow into slugs at pipe
inlet (Barbeau, 2008).
On the other hand, looking at the plot on the right of figure 7.21, it is evident
that the introduction of numerical diffusion-like terms is able to render the system
well-posed and therefore the numerical solutions for different grids converge to the
same result, which is within 8% of the experimental value. However, the initial peak
in frequency has now been damped out by the diffusion effect.
This analysis brings attention to two different considerations. Firstly, the choice
of the inlet hold-up has an important influence on the development of the flow at
the inlet of the pipe but does not seem to affect the fully developed regime at the
end of the pipe. Secondly, the peak in the slug frequency observed in the numerical
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Figure 7.23: Liquid hold-up distribution along the pipe for the experimental
condition (top) and the equilibrium condition (bottom)
simulations starting from an equilibrium hold-up seems to have numerical origins in
small unphysical disturbances which decay after the transition to a fully developed
flow, whereas the experimental peak may be attributed to the specific geometry of the
pipe inlet section (figure 7.22) which for obvious reasons can not be reproduced by a
one-dimensional model.
7.7 Summary
Mass and momentum axial diffusion seems to be an appropriate effect to dissipate
and damp unphysical short wavelength perturbation for the one-dimensional two-
fluid model. Indeed by adding artificial diffusion to the standard two-fluid model
it is possible to obtain a well-posed system of equations. This has been shown by
looking at both theoretical predictions from a linear stability analysis and results
of numerical simulations. The former shows that in presence of diffusion, short
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wavelength perturbations are damped out and the growth rate of the entire range
of wavelengths is bounded. The latter show that the computed slug characteristics
converge to a unique solution regardless of the mesh used which can be construed as
a manifestation of the well-posedness of the system. Moreover, the numerical results
are also in good agreement with experimental data.
8 Conclusions and
Recommendations
8.1 Preamble
The one-dimensional multiphase model is currently the only practical means for
modelling the flow in long pipelines such as those encountered in oil and gas production.
To obtain this form of the model, all flow quantities are averaged by integration
over the cross-sectional area of the pipe assuming that the main variations occur
only in the axial direction. The resulting one-dimensional system of equations forms
a mathematical model which is much simpler and more practicable than the full
three dimensional alternative, yet yielding predictions that are considered to be quite
adequate in many engineering calculations.
However, the area-averaging of the equations results in loss of information, which
has to be compensated by auxiliary closure relationships to reintroduce some of the
physics of the flow that is fundamentally multi-dimensional in nature. These closure
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relations also play a key role in improving the mathematical nature of the two-fluid
model, which is well known to be ill-posed in the absence of any of these relations.
The results of a numerical simulation represent a mere simplification of the real
physical phenomena which are intended to be reproduced or predicted. In the
particular case analysed in this project, the number of steps leading to the final results
can be summarised as follows: the physics is represented by analytical equations in the
continuum; then, the equations are reduced to a one-dimensional system by means of
the averaging over the cross section of the pipe; eventually the equations are discretised
so that they can be solved numerically; the numerical results are finally compared with
experimental evidence which itself is prone to measurement uncertainties. Through all
these steps, a large number of assumptions and simplifications make the numerical
model unable to produce an appropriate reliable prediction for certain flow conditions.
It is therefore possible to conclude that during the modelling process some rather
fundamental forces or effects have not been taken into account properly.
The main purpose of this research project is to analyse the nature of the equations
and the physics of the problem both from a mathematical and a numerical point
of view in order to improve the existent model for the simulation of slug flows in
horizontal pipes. Two powerful tools have been used to analyse the equation system:
the characteristics analysis and the stability analysis.
The analysis of the characteristics of the systems is useful in understanding the
nature of the system. In the case of a transient two-fluid model if the characteristics
are real, then the system is hyperbolic and therefore well-posed, leading to reliable
solutions. Conversely, in the presence of imaginary characteristics the equation system
is considered ill-posed and the numerical results show a clear continuous dependence
on the grid used. However, the characteristics analysis fails in the case of a system
which contains a mixture of terms of different derivative orders. A clear demonstration
of this is the fact that it is not possible to recover the results obtained without high
order terms simply by making the coefficients of these term vanish.
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On the other hand it is always possible to rely on the results of a Kelvin-Helmholtz
linear stability analysis which is able to give information on the stability of short
wavelength instabilities. A necessary, however not sufficient, condition for the well-
posedness of the system is that extremely short wavelength perturbations must be
damped and the growth rate of the instabilities must be always bounded. Moreover,
it has been observed that for a well-posed system the growth rate curve as a function
of the wavelength in a log-log diagram is characterised by a plateau at its maximum
value.
The most clear evidence of the well-posedness of the equation system comes
form the results of numerical simulations: not only they have to be in agreement
with experimental data but also they must on refinement show independence of the
numerical mesh used as long as the refinement is sufficient to capture all the necessary
details. These factors were used to evaluate the performance of the new models.
8.2 Conclusions
Several attempts in the direction of improving the one-dimensional two-fluid model
have been proposed in the literature and this thesis not only presents an extensive
and critical review of the issue but also proposes new successful ideas to improve the
well-posed nature of the equations.
This research work has investigated a number of approaches with the aim of finding
a solution for the issue of the well-posedness of the two-fluid model. The principal
objective was to be able to simulate a wider range of cases in the slug flow regime. The
forces and effects in the following list were mathematically analysed and numerically
implemented in the research code TRIOMPH within the framework of slug capturing:
1. Surface tension.
The introduction in the equation system of the model for surface tension is able
to satisfy the conditions of stable short wavelength perturbations while capping
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their maximum growth rate. However, surface tension effects are negligible in
the range of wavelengths which can be captured by a numerical simulation.
Moreover, the energy of short wavelength perturbations is not dissipated but only
transferred to longer waves with an unphysical effect of overall destabilisation of
the numerical system. Indeed the implementation of this model in the numerical
code and its testing proved to give unsatisfactory results in simulating slug flows.
2. Virtual mass force.
An extensive and critical analysis of the available literature has been reported
aimed at understanding the contribution of this force to the well-posedness of
the two-fluid model. A model suitable for this purpose was identified, analysed
and consequently implemented and tested in TRIOMPH. Preliminary numerical
results confirm that the introduction of the virtual mass in the equation system
is able to render it well-posed by showing convergence to the same solutions
for different mesh densities. However, the current numerical algorithm has been
proved to be too unstable in the presence of this closure model and unfortunately
a first attempt in solving this issue by using a block tridiagonal algorithm
to solve the momentum equations simultaneously did resolve those difficulties.
Additional work in both the derivation of universal virtual mass coefficients for
slug flow and the numerical stability of the algorithm is required before reaching
final conclusions.
3. Momentum flux parameters.
Prompted by the work of Song and Ishii (2000) on the effect that velocity
profiles have on the convective term in the one-dimensional two-fluid model, the
applicability of the momentum flux coefficients to slug flow was investigated. It
was found that for values of these parameters in a specific range, the equation
system becomes well posed and the theory was corroborated by numerical
calculations. However, the values required to ensure the well-posedness of the
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system are not only much higher than those suggested by Song and Ishii (2000)
but also physically unrealistic since they do not reflect the true, experimentally
found shape of velocity profiles. As a result, the computed slug flow properties,
such as slug frequency, length and velocity are inconsistent with experimental
results.
4. Momentum and mass diffusion.
A mathematical and numerical analysis of the two-fluid model including the
effects of axial diffusion has also been presented. The introduction of diffusive
terms has the desired effect of dissipating and damping unphysical short
wavelength perturbations and therefore it has been possible to obtain a well-
posed system of equations. The well-posedness of the system has been predicted
by a stability analysis which showed a bounded growth rate for the instabilities
and was also proven through numerical simulations which converge to the same
results that do not depend on the mesh spacing. After an initial theoretical
study in which the value of the diffusion coefficients were guessed so as to
obtain the best agreement with experimental data, a further achievement came
from identification of more general coefficients. When constant coefficients were
introduced only in the region of ill-posedness, good agreement with experimental
data was shown in a variety of slug flow cases. Good numerical data resulted
also from the implementation of a dynamic coefficient dependent on the flow
conditions and suited to reproduce the effect of numerical diffusion.
8.3 Suggestions and recommendations for fu-
ture work
Some suggestions and recommendations for a future development of this research are
proposed in what follows.
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Building on the analysis presented in this thesis, the effect of velocity profiles
should be taken into account in the numerical model after deriving a more accurate
and realistic dynamic relationship for the two momentum flux parameters as a function
of the velocity of their respective phases. Despite the fact that this implementation
would not solve the problem of the well-posedness of the system as it has been shown
here, the numerical solution could improve in accuracy of the representation of the
physical phenomena.
Furthermore, the introduction of the model for the virtual mass has given good
preliminary indications from both a theoretical and a numerical point of view that it
could render the system of equations well-posed. There are two main aspects which
require a better understanding. Firstly, the identification of a more stable numerical
algorithm for the case of high liquid and gas velocities, which are those typical of slug
flow. Secondly, as opposed to the vastly available and well established literature on
bubbly flow very little is known about the possible values of the virtual mass coefficients
for slug flow.
If the introduction of axial diffusion in the four equations of the system has been
shown to be able to render the model well-posed, only a preliminary indication about
the value of the coefficients could be arrived at. The suggested values have been tested
and validated and are certainly applicable to the cases of slug flow tackled. However,
further validation will be required for the simulation of a wider range of flow conditions.
Particularly sensitive is the evaluation of the coefficients for the mass diffusion which
can also be related to physical effects, such as mass transfer.
Once the issue of the ill-posed nature of the equations is properly solved through
a more thorough testing and validation of the suggestions presented in this research
project and the overall methodology is verified to be sound, a somehow natural step
forward would be to start exploring all those flow conditions which were considered to
be outside the scope of this work. Of great importance is the extension of the existing
methodology to flows in vertical and inclined pipes as well as to annular and bubbly
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flow in order to be able to simulate as wide a range of cases as possible with the same
numerical tool. Moreover, it would be of interest to understand whether the model
is able to capture the transition between all the different flow regimes with the same
reliability as it predicts the transition between stratified and slug flow. However, new
friction closures must be introduced in the model which are applicable and valid for
such a great variety of geometries and flow conditions.
The great majority of the testing and validation of the numerical results calculated
with TRIOMPH was done against experimental data obtained from the WASP rig in
the Chemical Engineering Department at Imperial college, due to ease of access to data
and the continuous close collaboration and profitable exchange of information and ideas
established between the numerical and the experimental groups at Imperial College.
However, it would be interesting to extend this validation to other experimental data
available in the literature and to fluids with properties other than water and air, that
are of greater interest to the gas and oil industry.
A path only partially explored by Barbeau (2008) is that of taking into account
the thermal properties of the flow by introducing an enthalpy equation in the equation
system. Again the additional equations does not solve the issue of the well-posedness of
the system as shown by Barbeau and therefore it has not been taken into consideration
in the present work. However, the variations of pressure and temperature in pipelines
can vary quite dramatically affecting the properties of the fluids and leading to different
flow regimes and accordingly the thermodynamic properties of the flow must be taken
into account for a better accuracy of the results of the model.
This latter and all the previous suggestions would be beneficial for the aim of
delivering a numerical simulator able to deal not only with the theoretical aspect
more typical of the academic environment but also with real life complex industrial
applications.
From a mathematical point of view, it would be highly desirable to derive a more
precise criterion to determine the classification of the equation system based on the
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linear stability analysis. As already mentioned, in the case of a mixture of first and
higher order derivatives a characteristics analysis fails to give reliable results and
one must turn to an analysis of the stability of the system. However, stable short
wavelength perturbations and a bounded growth rate for all the possible wavelength
represent a necessary but not sufficient condition for the well-posedness of the system
and give only a qualitative indication about the well-posedness of the system. It is
possible to determine the shortest possible wavelength captured by the computational
grid and also the stability analysis can determine its growth rate and whether short
wavelength perturbations will be bounded or will grow indefinitely. However, it does
not seem to be straightforward to derive a quantitative relationship which relates
a suitable maximum value of the growth rate of the instabilities to the main flow
parameters.
On the numerical side, with the development of more and more powerful multi-core
CPUs the parallelisation of the numerical code would represent a major advantage in
the reduction of the simulation time, which is currently quite high1 since the solution
requires very small time-steps and a very fine grid. Moreover, the implementation of
a local adaptive mesh refinement would further save in both computational time and
data storage. However, particular care should be taken in the choice of the refinement
criterion since the numerical slugging is a continuous dynamic process of damping and
capturing instabilities and therefore using a too coarse grid, even locally, could result
in failing to capture important details of the flow.
Finally, the research code TRIOMPH was written more than twenty five years ago
and countless students and academics gave their contributions to its development.
As a results the code, however able to give excellent results, is a mixture of
different programming styles, numerous attempts at solving different problems and
implementations of various numerical methods. Therefore, the code could only benefit
1Up to 20 hours for 300 seconds of slug flow in a 36m long pipe discretised on 1250 cells on
an Intel Xeon E5530 @ 2.4GHz CPU with 4GB of Ram
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in terms of speed, ease of use and clarity by a new and fresh rewriting in a modern
programming language along with the implementation of a user-friendly GUI. Indeed
these numerical improvements would require an extensive amount of work in modifying
or even rewriting the existing routines and in the consequent testing and validation.
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Appendix A
Relation between hl and αl
Referring to figure 2.1 in section 2.2, the height of the liquid phase from the bottom
of the pipe is
hl =
D
2
(
1− cos γ
2
)
(A.1)
and derivatives of the height hl in respect to the stratification angle γ is
∂hl
∂γ
=
D
4
sin
γ
2
(A.2)
Therefore, through a simple change of variables the spacial derivatives becomes the
following
∂hl
∂x
=
∂hl
∂γ
∂γ
∂x
=
D
4
sin
γ
2
∂γ
∂x
(A.3)
The liquid volume fraction αl on the other hand is
αl =
Al
Atot
=
1
pi
(γ
2
− sin γ
2
cos
γ
2
)
=
1
2pi
(γ − sin γ) (A.4)
whilst its derivative in γ is
∂αl
∂γ
=
1
2pi
(1− cos γ) (A.5)
Appendix A - Relation between hl and αl 224
and finally its space derivative becomes
∂αl
∂x
=
∂αl
∂γ
∂γ
∂x
=
1
2pi
(1− cos γ)∂γ
∂x
(A.6)
Considering the half-angle trigonometric formula
1
2pi
(1− cos γ) = 1
pi
sin2
γ
2
(A.7)
and substituting
∂γ
∂x
from A.3 and A.6 it is possible to obtain
∂hl
∂x
=
 D4 sin γ21
2pi
(1− cos γ)
 ∂αl
∂x
=
 D4 sin γ21
pi
sin2
γ
2
 ∂αl
∂x
=
piD
4 sin γ2
∂αl
∂x
(A.8)
Appendix B
Curvature of the interface
In two dimensions, let a plane curve be given by Cartesian parametric equations x =
x(t) and y = y(t). Then the curvature
1
R
is defined by
1
R
=
∂φ
∂s
=
∂φ
∂t
/
∂s
∂t
=
∂φ
∂t
/√(
∂x
∂t
)2
+
(
∂y
∂t
)2
(B.1)
=
∂φ
∂t
/√
x′2 + y′2
where φ is the tangential angle and s is the arc length. As can readily be seen from
the definition, curvature therefore has units of inverse distance. The ∂φ/∂t derivative
in the above equation can be found using the identity
tan φ =
∂y
∂x
=
∂y
∂t
∂t
∂x
=
y′
x′
(B.2)
so
∂
∂t
(tan φ) = sec2 φ
dφ
dt
=
x′y′′ − y′x′′
x′2
(B.3)
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and
∂φ
∂t
=
1
sec2 φ
∂
∂t
tan φ
=
1
1 + tan2 φ
x′y′′ − y′x′′
x′2
(B.4)
=
1
1 + y
′2
x′2
x′y′′ − y′x′′
x′2
=
x′y′′ − y′x′′
x′2 + y′2
Combining the further equations then gives
1
R
=
x′y′′ − y′x′′
(x′2 + y′2)3/2
(B.5)
For a two-dimensional curve written in the form y = f(x), the equation of curvature
finally becomes
1
R
=
∂2y
∂x2
[
1 +
(
∂y
∂x
)2]−3/2
(B.6)
Appendix C
Characteristics analysis
In the following the characteristics analysis id presented including the momentum flux
parameters (see chapter 6) but the same approach is valid for any variation of the
two-fluid model. In this case, the system of equations is:
∂
∂t
αgρg +
∂
∂x
αgρgug = 0 (C.1)
∂
∂t
αgρgug +
∂
∂x
αgρgCgu
2
g = −αg
∂P
∂x
− ρgαgg∂h
∂x
cos β − Fg (C.2)
∂
∂t
αlρl +
∂
∂x
αlρlul = 0 (C.3)
∂
∂t
αlρlul +
∂
∂x
αlρlClu
2
l = −αl
∂P
∂x
− ρlαlg∂h
∂x
cos β − Fl (C.4)
where Fk = ρkαkg sin β+Fk ±Fi for the phases k = g, l are the algebraic terms which
do not influence the characteristic analysis.
Considering
- the momentum flux parameter constant Ck = const.,
- the volume fraction for the gas phase αg = α, and for the liquid phase αl = 1−α
- the hydrostatic pressure term ρkαkg
∂h
∂x
cos β = −ρkαkD∂α
∂x
, where D =
g cos β
piD
4 sin γ2
is the corrected diameter,
the equations for the two-fluid model become:
Appendix C - Characteristics analysis 228
ρg
∂α
∂t
+ αρg
∂ug
∂x
+ ugρg
∂α
∂x
= 0 (C.5)
− ρl ∂α
∂t
+ (1− α)ρl ∂ug
∂x
− ulρl ∂α
∂x
= 0 (C.6)
ugρg
∂α
∂t
+ αρg
∂ug
∂t
+ u2gCgρg
∂α
∂x
+ 2αugCgρg
∂ug
∂x
− ρgαD∂α
∂x
+ α
∂P
∂x
= Fg (C.7)
− ulρl ∂α
∂t
+ (1− α)ρl ∂ul
∂t
− u2lClρl
∂α
∂x
+ 2(1 − α)ulClρl ∂ul
∂x
− ρl(1− α)D∂α
∂x
+ (1− α)∂P
∂x
= Fl (C.8)
Now we can consider v = (α, ug, ul, P )
T as the vector of unknown and the system
can be rewritten as A
∂v
∂t
+B
∂v
∂x
+C = 0 (as in section 2.5). The characteristics are
defined by the equation det(A− λB) = 0, where the two matrices are:
A =

ρg 0 0 0
−ρl 0 0 0
ugρg αρg 0 0
−ulρl 0 (1− α)ρl 0

(C.9)
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B =

ugρg αρg 0 0
−ulρl 0 (1− α)ρl 0
u2gCgρg − ρgαD 2αugCgρg 0 α
−u2lClρl − ρl(1− α)D 0 2(1 − α)ulClρl (1− α)

(C.10)
|A− λB| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ρg − λugρg −λαρg
−ρl + λulρl 0
ugρg − λu2gCgρg + λρgαD αρg − λ2αugCgρg
−ulρl + λu2lClρl + λρl(1− α)D 0
0 0
−λ(1− α)ρl 0
0 −λα
(1− α)ρl − λ2(1 − α)ulClρl −λ(1− α)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (C.11)
Solving the previous system with Mathematica2 we obtain two null roots λ1,2 = 0 and
two roots in the form λ3,4 =
a±√b
c
. Since the system is well-posed only if the four
roots are real, the coefficient b must be positive and we have the following criterion for
the well-posedness:
2Version 7.0.1.0 for Windows Platform, c©Copyright 1988-2009 Wolfram Research, Inc.
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b = [2Cg(−1 + α)ugρg − 2Clαulρl]2 − 4[(−1 + α)ρg − αρl]×
[(−1 + α)(Dα+ Cgu2g)ρg + α(D −Dα− Clu2l )ρl] ≥ 0 (C.12)
Appendix D
Stability analysis
In this appendix the stability analysis of the system of equations is presented following
both the analysis suggested by Lin and Hanratty (1986) and that by Barnea and Taitel
(1994a). The two analyses treat the equations in a slightly different way but the same
result can be obtained. For completeness reasons, the following analysis takes into
account both the surface tension and the diffusion. In any case the same methodology
can be applied for any variation of the two-fluid model.
The four equations of the system (continuity and momentum for both the gas and
liquid phase) are the following
∂αlρl
∂t
+
∂αlρlul
∂x
− ∂
∂x
(
ρlΓl
∂αl
∂x
)
= 0 (D.1)
∂αgρg
∂t
+
∂αgρgug
∂x
− ∂
∂x
(
ρgΓg
∂αg
∂x
)
= 0 (D.2)
∂αlρlul
∂t
+
∂αlρlu
2
l
∂x
+ αl
∂pil
∂x
+ ρlαlg cosβ
∂hl
∂x
− ∂
∂x
(
µlαl
∂ul
∂x
)
+
Slτl
A
− Siτi
A
+ αlρlg sinβ = 0 (D.3)
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∂αgρgug
∂t
+
∂αgρgu
2
g
∂x
+ αg
∂pig
∂x
+ ρgαgg cos β
∂hg
∂x
− ∂
∂x
(
µgαg
∂ug
∂x
)
+
Sgτg
A
+
Siτi
A
+ αgρgg sin β = 0 (D.4)
pig − pil = σ∂hl
∂x
(D.5)
which can be rearranged according to the following criteria
- non conservative form subtracting the continuity equation to the momentum
equation
- incompressible fluids: ρg = const. and ρl = const.
- linear approximation of the diffusion terms (with constant coefficients):
∂
∂x
(
µkαk
∂uk
∂x
)
= µkαk
∂2uk
∂x2
and
∂
∂x
(
ρkΓk
∂αk
∂x
)
= ρkΓk
∂2αk
∂x2
- relation between α and hl:
∂αl
∂x
= H
∂hl
∂x
where H = shape factor (H =
D for a duct or H =
1
dAl
dhl
for a pipe)
∂αl
∂t
+ αl
∂ul
∂x
+ ul
∂αl
∂x
− ρlΓl ∂
2αl
∂x2
= 0 (D.6)
− ∂αg
∂t
+ αg
∂ug
∂x
− ug ∂αg
∂x
− ρgΓg ∂
2αg
∂x2
= 0 (D.7)
∂ul
∂t
+ ul
∂ul
∂x
+ ulΓlH
∂2hl
∂x2
+
1
ρl
∂pil
∂x
+ g cos β
∂hl
∂x
− νl
∂u2l
∂x2
+
Slτl
Alρl
− Siτi
Alρl
+ g sin β = 0 (D.8)
∂ug
∂t
+ ug
∂ug
∂x
− ugΓgH∂
2hl
∂x2
+
1
ρg
∂pig
∂x
+ g cos β
∂hl
∂x
− νg
∂u2g
∂x2
+
Sgτg
Agρg
+
Siτi
Agρg
+ g sin β = 0 (D.9)
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pig − pil = σ∂hl
∂x
(D.10)
Following the analysis by Barnea and Taitel (1994a) the two continuity equations
can be rearranged so to depend on hl only and from these equations it is possible to
obtain an expression of
∂uk
∂x
as a function of hl as follows
∂hl
∂t
+
αl
H
∂ul
∂x
+ ul
∂hl
∂x
− Γl ∂
2hl
∂2x
= 0 ⇒ ∂ul
∂x
= −H
αl
[
∂hl
∂t
+ ul
∂hl
∂x
− Γl ∂
2hl
∂2x
]
(D.11)
∂hl
∂t
− αg
H
∂ug
∂x
+ ug
∂hl
∂x
− Γg ∂
2hl
∂2x
= 0 ⇒ ∂ug
∂x
=
H
αg
[
∂hl
∂t
+ ug
∂hl
∂x
− Γg ∂
2hl
∂2x
]
(D.12)
The two momentum equations can be summed up as already shown in section 2.6.2
ρl
∂ul
∂t
− ρg ∂ug
∂t
+ ρlul
∂ul
∂x
− ρgug ∂ug
∂x
+
(
ρlulΓl
αl
+
ρgugΓg
αg
)
H
∂2hl
∂x2
(D.13)
+(ρl − ρg)g cos β∂hl
∂x
− σ∂h
3
l
∂x3
− µl
∂u2l
∂x2
+ µg
∂u2g
∂x2
= F (D.14)
where
F = −τlSl
Al
+
τgSg
Ag
+ τiSi
(
1
Al
+
1
Ag
)
− (ρl − ρg)g sin β (D.15)
and then differentiated with respect to x
∂F
∂x
= ρl
∂2ul
∂t∂x
− ρg ∂
2ug
∂t∂x
+ ρlul
∂2ul
∂x2
− ρgug ∂
2ug
∂x2
+
(
ρlulΓl
αl
+
ρgugΓg
αg
)
H
∂3hl
∂x3
+
(ρl − ρg)g cos β∂
2hl
∂x2
− σ∂
4hl
∂x4
− µl∂
3ul
∂x3
+ µg
∂3ug
∂x3
(D.16)
∂F
∂x
=
∂F
∂ul
∂ul
∂x
+
∂F
∂ug
∂ug
∂x
+
∂F
∂hl
∂hl
∂x
(D.17)
Substituting the velocity derivatives (D.11) and (D.12) and combining the two
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equations (D.16) and (D.17) it is possible to rearrange them
[
σ
H
+
µlΓl
αl
+
µgΓg
αg
]
∂4hl
∂x4
−
[
µlul
αl
+
µgug
αg
+
ρlulΓl
αl
+
ρgugΓg
αg
]
∂3hl
∂x3
−
[
µl
αl
+
µg
αg
+
ρlΓl
αl
+
ρgΓg
αg
]
∂3hl
∂t∂x2
+
[
ρlu
2
l
αl
+
ρgu
2
g
αg
− (ρl − ρg)g cos β
H
]
∂2hl
∂x2
(D.18)
+
[
ρl
αl
+
ρg
αg
]
∂2hl
∂t2
− 2
[
ρlul
αl
+
ρgug
αg
]
∂2hl
∂t∂x
−
[
∂F
∂Ug
− ∂F
∂Ul
]
∂hl
∂t
−
[
∂F
∂αl
]
∂hl
∂x
= 0
Here three new coefficients depending on the momentum and mass diffusion must be
introduced
d =
1
ρBT
(
σ
H
+
µlΓl
αl
+
µgΓg
αg
)
(D.19)
f =
1
2ρBT
(
µl
αl
+
µg
αg
+
ρlΓl
αl
+
ρgΓg
αg
)
(D.20)
g =
1
ρBT
(
µlul
αl
+
µgug
αg
+
ρlulΓl
αl
+
ρgugΓg
αg
)
(D.21)
Substituting the space and time derivative of hl, the coefficients f and g and the
expressions (2.65)-(2.70) for the other coefficients from section 2.6.2 it is possible to
obtain the dispersion equation
ω2 − 2(ak − ib+ ifk2)ω + ck2 − dk4 + i(gk3 − ek) = 0 (D.22)
The solution for ω become
ω1,2 = (ak − ib+ ifk2)
±
√
(d− f2)k4 + (a2 + 2bf − c)k2 − b2 + i(2af − g)k3 + i(e − 2ab)k (D.23)
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and can be rearranged in polar form
ω1 = (ak − ib+ ifk2) +
√
α2
∗
+ γ2
∗
exp i
1
2
arctan
γ∗
α∗
(D.24)
ω2 = (ak − ib+ ifk2) +
√
α2
∗
+ γ2
∗
exp i
1
2
[
arctan
γ∗
α∗
+ 2pi
]
(D.25)
where
α∗ = (d− f2)k4 + (a2 + 2bf − c)k2 − b2 (D.26)
γ∗ = (2af − g)k3 + (e− 2ab)k (D.27)
The growth rate or amplification factor finally is represented by the imaginary part of
the second solution −Im(ω2)
The condition for marginal stability can be found from the dispersion equation for
the special case in which −Im(ω2) = 0
(CV − a)2 + (c− a2)− dk2 < 0 (D.28)
Moreover it is possible to obtain the expression for both the viscous and inviscid critical
wave velocities
CV =
e− gk2
2(b− fk2) (D.29)
CIV =
ρlαgUl + ρgαlUg
ρlαg + ρgαl
(D.30)
It is worth noting that the contribution of both the surface tension and the
momentum diffusion depend on the wavenumber k and for long wavelength instabilities
these terms tend to zero and become negligible. Therefore, the neutral stability
criterion which should apply to all wavelengths is not affected by high order derivative
terms.
The mathematical approach of Lin and Hanratty (1986) is slightly different, but
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more general. Instead of reducing the system of equation to a mere dependence upon
the liquid height hl (which is not always possible) and then superposing a sinusoidal
perturbation at the interface, they consider that all the quantities undergo a linear
response to the perturbation in αl
α′l
αˆl
=
u′l
uˆl
=
u′g
uˆg
=
p′il
pˆil
=
p′ig
pˆig
=
τ ′l
τˆl
=
τ ′g
τˆg
=
τ ′i
τˆi
= exp i(ωt − kx) (D.31)
Therefore, the system can be rewritten in matrix form Av = 0 where vT =
[α′l, u
′
l, u
′
g, p
′
il, p
′
ig]. The determinant of the matrix is defined as follows
Det(A) = |A| = (D.32)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−iω + ikul + k2Γl ikαl 0 0 0
iω − ikug − k2Γg 0 ikαg 0 0
ikg cosβH − k2ulΓl − ik
αlρl
∂F
∂αl
−iω + ikul + µlk2 + ik ∂F
∂ul
0
ik
ρl
0
ikg cosβH + k2ugΓg +
ik
αgρg
∂F
∂αl
0 −iω + ikug + µgk2 + ik ∂F
∂ug
0
ik
ρg
σHk2 0 0 −1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Since the system is linear and homogeneous in the variables v, for a non-trivial solution
to exist, the determinant of the coefficients must vanish. When it vanishes (|A| = 0),
it gives the dispersion equation, from which it is possible to obtain the two roots ω1,2
again solving the system with Mathematica3. The results correspond to the value
previously obtained following the methodology of Barnea & Taitel.
A similar analysis has been applied to the standard system of equations taking
into account for the compressibility of the gas phase as explained in section 2.6.6. The
3Version 7.0.1.0 for Windows Platform, c©Copyright 1988-2009 Wolfram Research, Inc.
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resulting matrix form is
|A| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−iω + ikul ikαl
iω − ikug 0
ikg cos βH − ik
αlρl
∂F
∂αl
−iω + ikul + µlk2 + ik ∂F
∂ul
ikg cos βH +
ik
αgρg
∂F
∂αl
0
σHk2 0
0 0 0
ikαg 0
iαg
ρg
(ω − kug)
0
ik
ρl
0
−iω + ikug + µgk2 + ik ∂F
∂ug
0
ik
ρg
0 −1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (D.33)
Appendix E
Derivation of the discretised
momentum equations with
virtual mass terms
The momentum equation is solved in the non-conservative form where the continuity
equation is subtracted from the momentum equation, therefore the time derivative
term becomes
∫
p
(u)n+1 − (u)n
δt
(αρA)pδx = (αρA)p
δx
δt
[(u)n+1 − (u)n], (E.1)
For example for the liquid phase momentum equation in the presence of the virtual
mass, the term αlρlA can be simply substituted by (αlρl + αgρlCvm)A and the time
derivative of the liquid phase velocity is
∫
p
(ul)
n+1 − (ul)n
δt
[(αlρl + αgρlCvm)A]p δx =
[(αlρl + αgρlCvm)A]p
δx
δt
[(ul)
n+1 − (ul)n], (E.2)
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while αρA in (E.1) is replaced by (αgρlCvm)A for the time derivative of the gas phase
velocity
∫
p
(ug)
n+1 − (ug)n
δt
[(αgρlCvm)A]p δx = [(αgρlCvm)A]p
δx
δt
[(ug)
n+1 − (ug)n], (E.3)
Similarly for the gas phase momentum equation.
The weighted mass flux mw and me presented in equations (3.16) and (3.17)
through the west and east cell face in this case are defined for the liquid phase
momentum equation as
mwl = fw(mlA)w + fp(mlA)p, (E.4)
mel = fp(mlA)p + fe(mlA)e, (E.5)
and for the gas phase momentum equation as
mwg = fw(mgA)w + fp(mgA)p, (E.6)
meg = fp(mgA)p + fe(mgA)e, (E.7)
where ml and mg represent the sum of the actual and virtual mass fluxes for the liquid
and gas phase momentum equation respectively, which are defined as
ml = αlρlul + αgρlCvm(ug + (1− λ)(ul − ug)) = αlρlul + αgρlCvmuλ1 (E.8)
mg = αgρgug + αgρlCvm(ug + (λ− 2)(ug − ul)) = αgρgug + αgρlCvmuλ2 (E.9)
On the other hand, it is now necessary to define weighted virtual mass fluxes mvmw
and mvme through the west and east cell face which are
mvmwl = fw(m
vm
l A)w + fp(m
vm
l A)p, (E.10)
mvmel = fp(m
vm
l A)p + fe(m
vm
l A)e, (E.11)
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for the liquid phase and
mvmwg = fw(m
vm
g A)w + fp(m
vm
g A)p, (E.12)
mvmeg = fp(m
vm
g A)p + fe(m
vm
g A)e, (E.13)
for the gas phase. Here mvml and m
vm
g represent the virtual mass fluxes of the opposite
phase and are defined as
mvml = αgρlCvm(ug + (λ− 2)(ug − ul)) = αgρlCvmuλ2 (E.14)
mvmg = αgρlCvm(ug + (1− λ)(ul − ug)) = αgρlCvmuλ1 (E.15)
It is now convenient to define new east and west cell coefficients by avmel =
−min(mvmel , 0) and avmwl = max(mvmwl , 0) and therefore the east and west virtual mass
fluxes
F vmel =
∫
e
(mvml )eδA = a
vm
el (upl − uel) +mvmel upl, (E.16)
F vmwl =
∫
w
(mvml )wδA = a
vm
wl (uwl − upl) +mvmwl upl. (E.17)
These virtual mass fluxes and the opposite phase time derivative are then added as
source terms in the discretised equation
[
[(αn+1l ρ
n+1
l + α
n+1
g ρ
n+1
l Cvm)A]p
δx
δt
+ awl + ael +mwl −mel
]
un+1pl =
+ awlu
n+1
wl + aelu
n+1
el + [(α
n+1
l ρ
n+1
l + α
n+1
g ρ
n+1
l Cvm)A]p
δx
δt
unpl
+
(
αn+1g ρ
n+1
l CvmAp
δx
δt
+ avmwl + a
vm
el +m
vm
wl −mvmel
)
un+1pg
+ avmwl u
n+1
wg + a
vm
el u
n+1
eg + [(α
n+1
l ρ
n+1
l + α
n+1
g ρ
n+1
l Cvm)A]p
δx
δt
unpg
− αn+1pl Ap(pe − pw)n+1 + S¯l
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which can be rewritten in the more compact form
apu
n+1
pl = H(u
n+1
l )+ [(ρ
n+1
l α
n+1
l +ρ
n+1
l α
n+1
g Cvm)A]p
δx
δt
unpl−αn+1pl Ap(pe−pw)n+1+Σ,
(E.18)
where a new source term Σ has been defined
ap =
[
(αlρl + αgρlCvm)Ap
δx
δt
+ ae + aw +me −mw
]n+1
, (E.19)
H(u) = awlu
n+1
wl + aelu
n+1
el (E.20)
Σ =
(
αn+1g ρ
n+1
l CvmAp
δx
δt
+ avmwl + a
vm
el +m
vm
wl −mvmel
)
un+1pg
+ avmwl u
n+1
wg + a
vm
el u
n+1
eg + [(α
n+1
l ρ
n+1
l + α
n+1
g ρ
n+1
l Cvm)A]p
δx
δt
unpg + S¯l (E.21)
The same discretisation must be applied to the gas phase.
