Abstract. Regularization algorithms are often used to produce reasonable solutions to ill-posed problems. The L-curve is a plot--for all valid regularization parameters--of the size of the regularized solution versus the size of the corresponding residual. Two main results are established. First a unifying characterization of various regularization methods is given and it is shown that the measurement of "size" is dependent on the particular regularization method chosen. For example, the 2-norm is appropriate for Tikhonov regularization, but a 1-norm in the coordinate system of the singular value decomposition (SVD) is relevant to truncated SVD regularization. Second, a new method is proposed for choosing the regularization parameter based on the L-curve, and it is shown how this method can be implemented efficiently. The method is compared to generalized cross validation and this new method is shown to be more robust in the presence of correlated errors.
1. Introduction. In many applications such as spectroscopy [1] , seismography [13] , and medical imaging [11] , data are gathered by convolution of a noisy signal with a detector. A linear model of this process leads to an integral equation of the first kind: (1) jo k(s, t) x(t) dt yo(s) 4- 
e(s).
Here, yo(s) + e(s) is the measured signal, yo(s) is the true signal, e(s) is the unknown noise, and the kernel function k(s, t) is the instrument response function.
Since the measured signal is usually available only at a finite number of values of s, the continuous model (1) is replaced by a discrete linear model equation (2) Kx Yo + e =_ y, where K is a matrix of dimension m x n and we assume that m > n. In all but trivial deconvolution problems, the continuous problem is illposed in the sense that small changes in the data can cause arbitrarily large changes in the solution, and this is reflected in ill conditioning of the matrix K of the discrete model, increasing as the dimension of the problem increases. Thus attempts to solve (2) directly yield solution vectors that are hopelessly contaminated with noise.
Hence some sort of regularization of the problem is required to filter out the influence of the noise. Well-known regularization methods are Tikhonov regularization and the truncated singular value decomposition (SVD). A common feature of these regularization methods is that they depend on some regularization parameter that controls how much filtering is introduced by the regularization. Often the key issue in connection with these methods is to find a regularization parameter that gives a good balance, filtering out enough noise without losing too much information in the computed solution. The purpose of this paper is to propose new methods for the choice of the regularization parameter through use of the the L-curve. The L-curve is a plot--for all valid regularization parameters--of the size of the regularized solution versus the size of the corresponding residual. It was used by Lawson and Hanson [10] and further studied by Hansen [9] . In this work we establish two main results. First we give a unifying characterization of various regularization methods and show that the measurement of "size" is dependent on the particular regularization method chosen; for example, the 2-norm is appropriate for Tikhonov regularization, but a 1-norm in the coordinate system of the SVD is relevant to truncated SVD regularization. Second, we propose a systematic a posteriori method for choosing the regularization parameter based on this L-curve and show how this method can be implemented efficiently. We compare the method to generalized cross validation and the discrepancy principle.
Our analysis differs from the "asymptoti c theory of filtering" [6] where the problem size (m and n) goes to infinity, in that we consider problems where the problem size is typically fixed, e.g., by the particular measurement setup. Thus we are ignoring the very important questions of convergence of the estimates as the model converges to the continuous problem or as the error converges to zero.
We give a unified survey of regularization methods in 2 and of algorithms for choosing the regularization parameter in 3. We investigate various important properties of the L-curve in 4 and demonstrate how a good regularization parameter can actually be computed from the L-curve. In 5 we discuss several important computational aspects of our method, and, finally, in 6 we illustrate the new method by numerical examples.
2. Regularization methods. Practical methods for solving the discretized problem (2) must diminish the influence of noise. They differ only in the way that they determine the filtering function for the noise. We illustrate this by discussing several of these methods in a common framework, using the SVD of the matrix K. Let
Here, the left and right singular vectors u and v are orthonormal, and the singular values ai are nonnegative and nonincreasing numbers, i.e., a >_ a: _> _> a, _> 0. Common for all discrete ill-posed problems is that the matrix K has a cluster of singular values at zero and that the size of this cluster increases when the dimension m or n is increased.
Using the SVD of K, it is straightforward to show that the ordinary least squares solution to (2) Perhaps the best own regularization method is the one due to Tionov [16] , which chooses the solution x x that solves the minimization problem (7) min { IIKx YlI + 211zll }.
Here, the parameter A controls how much weight is given to minimization of Ilxl12 relative to minimization of the residual norm. In some applications it is not appropriate to minimhe the 2-norm of the solution, but rather a seminorm IlL xl12 where L ically is a discrete appromation to some derivative operator. However, Eld6n [2] has shown that it is always possible to transform such problems into a form where the 2-norm is minimized.
other regularizing method is ncated SVD [7] , [17] , where one simply truncates the summation in (5) at an upper limit k < n, before the small singular values start to dominate.
Certain iterative methods for solving the least squares problem (4) From this discussion we see that the choice of regularization method is a choice of an appropriate pair offunctions p and r]. The proper choice of the regularization parameter is a matter of choosing the right cutofffor the filter factors fi, i.e., the breakpoint in the singular value spectrum where one wants the damping to set in. Algorithms for choosing the regularization parameter are still a subject of research. In the next section we survey two proposals for choosing the regularization parameter. Their shortcomings lead us to propose choosing the parameter based on the behavior of the L-curve, a plot of (A) vs. p(A). The remainder of the paper is devoted to a discussion of the properties of the L-curve, numerical issues in using it to choose a regularization parameter, and examples of its performance compared with other methods. 3 . Choosing the regularization parameter. We survey the discrepancy principle and generalized cross validation, and then we propose the new method based on the L-curve.
3.1. The discrepancy principle. Perhaps the simplest rule is to choose the regularization parameter to set the residual norm equal to some upper bound for the norm Ilell2 of the errors in the right-hand side. In connection with discrete ill-posed problems this is called the discrepancy principle [5, 3.3] . There is also a generalized discrepancy principle that takes errors in the matrix K into account [9] . A major disadvantage of this methodapart from the fact that often a close bound on Ilell is not knownis the generally accepted fact that the discrepancy principle "oversmooths" the solution: i.e., it will choose the Tikhonov parameter too large, will drop too many singular values in the truncated SVD, or will halt LSQR at too early a stage. Thus we will not recover all the information actually present in the given right-hand side .
3.2. Generalized cross-validation.A more promising rule is generalized crossvalidation (GCV) [4] , [18] . The basic idea in cross-validation is the following: if any data point yi is left out and a solution z x,i is computed to the reduced problem of dimension (m-1) x n, then the estimate of g computed from xx, must be a good estimate.
While ordinary cross-validation depends on the particular ordering of the data, generalized cross-validation is invariant to orthogonal transformation (including permutations) of the data vector y.
The GCV function to be minimized in this method is defined by
I is any matrix that maps the right-hand side y onto the solution x(A), i.e., x(A) K(A)Iy.
Although GCV works well for many problems, there are some situations in which GCV has difficulty finding a good regularization parameter. One difficulty is that the GCV function can have a very flat minimum and hence the minimum itself may be difficult to localize numerically. This is illustrated in [17] .
Another difficulty is that GCV can sometimes mistake correlated noise for a signal.
The underlying assumption when deriving GCV, cf. [4] , [18] , is that the errors in the righthand. side are normally distributed with zero mean and covariance matrix a2I. We state from [18, p. 65] that GCV "is fairly robust against nonhomogenity of variance and non-
Gaussian errors
However, the method is quite likely to give unsatisfactory results if the errors are highly correlated." We illustrate this difficulty with a numerical example in 6.
3.3. The L-curve method. Another, more recent, alternative is to base the regularization parameter on the so-called L-curve [9] . The L-curve is a parametric plot of (p(A), r/(A)), where (A) and p(A) measure the size of the regularized solution and the corresponding residual [10] . The underlying idea is that a good method for choosing the regularization parameter for discrete ill-posed problems must incorporate information about the solution size in addition to using information about the residual size. This is indeed quite natural, because we are seeking a fair balance in keeping both of these values small. The L-curve has a distinct L-shaped corner located exactly where the solution x changes in nature from being dominated by regularization errors (i.e., by oversmoothing) to being dominated by the errors in the right-hand ,side. Hence the corner of the L-curve corresponds to a good balance between minimization of the sizes, and the corresponding regularization parameter A is a good one.
A feature of the L-curve that has not previously been considered is that the 2-norm is not always the appropriate measure of the size of the solution and residual vectors. The natural way to measure size is induced by the choice of the regularization method. Referring to Table 1 , we conclude that the 2-norm is natural for Tikhonov regularization, for example, while the l norm should be used for the truncated SVD, since that is the norm in which it is optimal.
The idea of using the corner of the L-curve as a means for computing a good regularization parameter was originally proposed in [9] , where it is also demonstrated that under certain assumptions that this criterion is indeed similar to both GCV and the discrepancy principle. Experiments confirm that whenever GCV finds a good regularization parameter, the corresponding solution is located at the corner of the L-curve.
The L-curve method for choosing the regularization parameter has advantages over GCV: computation of the comer is a well-defined numerical problem, and the method is rarely "fooled" by correlated errors. Even highly correlated errors will make the size of the solution grow once the regularization parameter A becomes too small, thus producing a corner on the L-curve. We make these statements more precise in the next section.
4. Properties of the L-curve.
4.1. The shape of the curve. Many properties of the L-curve for Tikhonov regularization are investigated in [9] . In particular, it is shown that under certain assumptions the L-curve (p, r/) for Tikhonov regularization has two characteristic parts, namely, a "fiat" part where the regularized solution zx is dominated by regularization errors and an almost "vertical" part where zx is dominated by the errors. The three assumptions made in [9] are:
1. The discrete Picard condition is satisfied, i.e., the coefficients on average decay to zero faster than the singular values ai.
2. The errors in the right-hand side are essentially "white noise." 3. The signal-to-noise ratio is reasonably large.
It was also shown in [9] 2. We could choose the point on the L-curve where the curvature is maximum. The curvature is a purely geometrical quantity that is independent of transformations of the regularization parameter. We discuss implementation of this idea in 5.
The rationale behind using the corner to find a regularization parameter is that the corner corresponds to a solution in which there is a fair balance between the regularization and perturbation errorsmbecause the corner separates the horizontal part of the curve from the more vertical part. This choice of may lead to a slightly underregularized solution because the influence of the perturbation errors must become apparent before the corner appears.
We stress numerically reliable methods but emphasize the fact that the L-curve picture gives a check on any method for locating the corner, as well as further insight into problem behavior, and that the user should not fail to look at it. There is good reason to use a set of routines that provide reliable numerical methods as well as good graphics, such as the Matlab-based code of Hansen [8] . 4 .2. Distinguishing signal from noise. In our experiments we have found that in many cases it is advantageous to consider the L-curve (p, r/) in a log-log scale. There is strong intuitive justification for this. Since the singular values typically span several orders of magnitude, the behavior of the L-curve is more easily seen in such a log-log scale. In addition, the log-log scale emphasizes "fiat" parts of the L-curve where the variation in either p or r/is small compared to the variation in the other variable. These parts of the L-curve are often "squeezed" close to the axes in a lin-lin scale. Hence the log-log scale actually emphasizes the corner of the L-curve. One more advantage of the log-log scale is that particular scalings of the right-hand .side and the solution simply shift the L-curve horizontally and vertically. Thus we do all of our computations related to curvature on (log p, log r/).
The log-log transformation has a theoretical justification as well. Consider the (p, r/) curve for the truncated SVD algorithm. Recall that the p is the l norm of the residual, while r/is the 11 norm of the solution vector, and the curve consists of the points produced by the truncated SVD algorithm for various numbers of retained singular values, 1 < k < n. Using (5) In a computational sense, the L-curve then consists of a number of discrete points corresponding to different values of the regularization parameter at which we have evaluated and ). In many cases, these points are clustered, giving the L-curve fine-grained details that are not relevant for our considerations. For example, if there is a cluster of small singular values tr through tr. with right-hand-side coefficients even smaller, then the L-curve for the truncated SVD will have a cluster of points for values of k from i to i. This situation does not occur for Tikhonov regularization because all the components in the solution come in gradually as the filter factors change from zero to one.
We must define a differentiable, smooth curve associated with the discrete points in such a way that fine-grained details are discarded while the overall shape of the L-curve is maintained; i.e., we want the approximating curve to achieve local averaging while retaining the overall shape of the curve. A reasonable approach is therefore to base the approximating smoothing curve on cubic splines. If we fit a pair of cubic splines to (A) and (), or if we fit a cubic spline to (), then we have difficulty with approximating the corner well because dense knots are required here. This conflicts with the purpose of the fit, namely, to locate the corner.
Instead, we propose fitting a cubic spline curve to the discrete points of the L-curve. Such a curve has several favorable features in connection with our problem: it is twice differentiable, it can be differentiated in a numerically stable way, and it has local shapepreserving features [3] . Yet we must be careful not to approximate the fine-grained details of clusters of points too well. Since a cubic spline curve does not intrinsically have the desired local smoothing property, we propose the following two-step algorithm for computing a cubic spline-curve approximation to a discrete L-curve.
ALGORITHM Step 1 essentially controls the level of fine-grained details that are ignored. We have good experience with fitting a straight line in the least squares sense to five points centered at the point to be smoothed (a 1-norm fit may also work well, but is more difficult to compute). We illustrate the use of this algorithm in 6.
In connection with using this algorithm as a stopping criterion for LSQR or any other iterative method, we stress that it is our belief that any sophisticated stopping rule for regularizing iterative methods (GCV, locating the point closest to the origin, finding the point of maximum curvature, etc.) must go a few iterations too far in order to determine the comer of the L-curve. 5 Initial points for step 1 can be generated by choosing very "large" and very "small" regularization parameters, for example, A equal to try, tr, 10tr,, and r,. Since these initial points may be far from the corner, we found it convenient to introduce an artificial temporary point (mini (i), mini ()i)) between the points corresponding to "large" and "small" A. This temporary point is replaced by the first L-curve point ((A0), )(A0)) computed in the first iteration.
6. Numerical examples. In this section we illustrate the theory from the previous sections with numerical examples. We consider a first-kind Fredholm integral equation which is a one-dimensional model problem in image reconstruction from [14] . In this model, the unknown function z is the original signal, the kernel function k(s, t) is the point spread function of an infinitely long slit, and the right-hand side is the measured signal: i.e., consists of the original signal z integrated with k(s, t) plus additional noise e. The kernel is given by (9) We consider two different right-hand sides, both generated by multiplying the matrix K times the corresponding true solution vector x. The first right-hand side, yl, satisfies the discrete Picard condition; i.e., the Fourier coefficients ai u/Tyl decay to zero faster than the singular values ai, so the solution coefficients oi/ai also decay to zero. This right-hand side y corresponds to a solution x with two "humps" given by (0) Xl (t) 2 exp(--6 (t O.S)) + exp(--2 (t + 0.5)). To each of these right-hand sides we add perturbation error consisting of normally distributed numbers with zero mean and standard deviation 10 -2 so that Ilel12 8.10-2.
The L-curves associated with truncated SVD, Tikhonov regularization, and the o methods (see 2) are shown in Fig. 1 . In lin-lin scale the truncated SVD and curves are piecewise linear, but these segments appear curved in the log-log scale. For both model problems and all three methods, the L-shaped appearance of the curves is very distinct. In particular, we notice the fiat parts of the curves, corresponding to domination by the regularization error, and the vertical parts, corresponding to domination by perturbation errors. We also notice that even though the discrete Picard condition is barely satisfied for the second right-hand side y2, the corresponding L-curves still have a distinct flat part.
The rounded corner on the L-curve for truncated SVD shows the need for a rigorous definition of the "corner" of the L-curvembut in fact the other L-curves also have a rounded "corner" on a finer scale.
For In the bottom part of the figure the GCV function is quite fiat, and the regularization parameter is a factor 10 too small. Thus Fig.  2 illustrates the major difficulty with the GCV method, namely, that the minimum is not always so well-defined. Finally, let us consider problems with highly correlated errors. For this purpose we use the first problem, but now the perturbation e is generated as follows. Once the matrix K and the right-hand-side yl have been computed, we smooth their elements kj and yl, by the following scheme:
), Y, + # (Yl,i-1 + Yl,i+I), 2,..., n 1, kj k + # (k_, + ki+l,j + k,:-i + ki,j+l), i,j 2,..., n-1.
Hence the right-hand-side errors are ei 1,i -Y,i, and similarly for the matrix. The parameter # controls the amount of smoothing. These errors may, for example, represent sampling errors or the approximation errors involved in computing K and y by means of a Galerkin-type method where some "local" integration is performed. The noise is not "white" as in the first two model problems; rather, e has larger components along the singular vectors corresponding to the larger singular values.
We carried out several experiments with this third model problem for various values of/z. For all these experiments, the GCV method completely failed to compute a reasonable regularization parameter. Fig. 5 shows a typical GCV function for these experiments, for the particular choice # 0.05. The GCV function is monotonically 7 . Conclusions. We have shown that a number of regularization methods have naturally associated L-curves defined in terms of norms that are characteristic for the particular method. We have introduced new regularization methods, based on lp norms in the coordinate system of the singular vectors of the matrix. Moreover, we have shown that, when plotted in a log-log scale, L-curves indeed have a characteristic L-shaped appearance and that the corner corresponds to a good choice of the regularization parameter.
Based on this characterization of the L-curves, we have proposed a new a posteriori scheme for computing the regularization parameter for a given problem. This scheme uses the parameter corresponding to a corner of the L-curve, a point of maximum curvature. We have also extended this idea to discrete L-curves such as those associated with truncated SVD and iterative methods.
Our numerical examples clearly illustrate the usefulness of the L-curve criterion for choosing the regularization parameter. Although the L-curve criterion sometimes fails to compute a reasonable regularization parameter, it seems to be much more robust than its main competitor, generalized cross-validation. Of course, one can always construct problems that will also "fool" the L-curve criterion; but it is our feeling that it works so well in practice that it is indeed a useful method. Further work is needed to determine circumstances under which the regularized solution converges to the true solution as the size of the error converges to zero.
