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Abstract
A topological conjugacy is established between certain elliptic PDEs with one unbounded
time direction and a simple second-order differential equation, admitting the dynamics of such
PDEs to be examined on a two-dimensional submanifold. By this means, periodic solutions
can be obtained to elliptic equations as perturbations of those that are independent of time.
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1. Introduction
This paper is an investigation of certain nonlinear elliptic PDEs on domains with
one unbounded time-like direction. Of interest is obtaining solutions that vary in the
time direction as perturbations of solutions that are independent of time. These
problems have the form
d2U
dt2
þ LU þ GðU ; lÞ ¼ 0 ð1Þ
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on a suitable domain, where L is an elliptic differential operator and G is a
nonlinearity that satisﬁes properties to be addressed later. The requirements on L are
relaxed enough that a variational formulation for (1) is not necessary; in fact, later
we investigate a problem that is not variational. The main contribution of this work
is the establishment of conditions under which a topological conjugacy exists
between bounded solutions of (1) and a relatively simple second-order differential
equation.
We begin with an example that serves to illustrate the motivation behind the
reduction. Consider ﬁrst the two-parameter normal form for a saddle node given by
x2 þ l e ¼ 0; where 0oloe: ð2Þ
For ﬁxed e there is a turning point at ðl; xÞ ¼ ðe; 0Þ; with x-intercepts of7 ﬃﬃep : Now
viewing x and x0 as state variables and adjoining a second derivative term (in t; say)
to (2) yields the equation
x00 þ x2 þ l e ¼ 0; where 0oloe and 0 ¼ d=dt: ð3Þ
The steady states of the system arising from (3) are ðx; x0Þ ¼ ð7 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃe lp ; 0Þ; with
ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃe lp ; 0Þ a saddle point and ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃe lp ; 0Þ a center for periodic orbits.
If to the ðl; xÞ-plane we adjoin another axis representing the variable x0; we can
graph both relations simultaneously in ðl; x; x0Þ-space as shown in Fig. 1: For each
choice of l; 0oloe; there is a ‘‘base curve’’ of steady-state solutions in the ðl; xÞ-
plane, where on the positive x-branch of x2 þ l e ¼ 0 in that plane each point is a
center for periodic orbits and on the negative x-branch each point is a saddle.
This idea may be generalized and compared with (1) in the following way. Suppose
that it is known that the elliptic operator L in (1) gives rise to an equation LU þ
GðU ; lÞ ¼ 0 that has a turning point in ðl;UÞ-space. Then under reduction
techniques used in [5] and employed in this work, the addition of the second time-like
derivative in (1) gives rise to dynamical behavior similar near the turning point to
that exhibited in the example above. Hence, (1) is an evolution equation in a suitable
Fig. 1. Phase diagram for the normal form of a saddle node.
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domain. In fact, although U inhabits an inﬁnite-dimensional function space, it is
shown that the dynamics of all bounded solutions of (1) occur on a two-dimensional
submanifold. This result is obtained in Section 2.
An example that arises in [1] is studied in Section 3 of the paper. This is the
semilinear elliptic PDE given by
Du þ lf ðuÞ ¼ 0 in Oe; lARþ;
u ¼ 0 on @Oe; ð4Þ
where OeCRnþ1 is a special type of noncontractible domain with a large hole,
obtained by translating a domain OCRn a distance of 1=e then rotating it about the
xnþ1 axis. In [1] a connection is made between positive solutions of the semilinear
elliptic equation
Du þ lf ðuÞ ¼ 0 in O; lARþ;
u ¼ 0 on @O; ð5Þ
and those of the corresponding problem on the annular domain Oe introduced
above. Brieﬂy stated, in [1] it is shown that if a solution curve a/ðuðaÞ; lðaÞÞ exists
for (5) on the rotated domain, under certain conditions there exists a solution surface
of rotationally invariant solutions of (4) (with respect to Oe) emanating from the
solution curve as e-0:
It is natural to ask whether any solutions of (4) exist aside from the rotationally
invariant ones. It turns out that the answer to the question is afﬁrmative in certain
situations; existence of periodic solutions can be shown using a topological
conjugacy established in Section 2. Emanation of these solutions from the curve
of solutions of (5) is established. Thus Section 3 is devoted to describing this
breaking from rotational symmetry as well as some asymptotic properties of these
solutions as e approaches zero.
The existence of nonradial bifurcation from radial solutions has been studied in
various settings. For example, Dancer [3] and Smoller and Wasserman [9,10] have
examined the problem on ball domains, and for annular domains in R2 the
bifurcation has been investigated by Lin [4]. We note that the treatise of nonradial
bifurcation on annular domains in [4] will correspond closely to our result for a
rotated one-dimensional domain; in fact, in that work only sufﬁciently thin domains
are investigated, which coincides with the restriction imposed on our analysis: Only
for small e do our conclusions apply. In the example of Section 4 the two results are
compared and combined.
We add to the results in [4] in Section 3 by demonstrating approximately where
bifurcations arise on the curve of rotationally invariant solutions. Moreover, besides
holding for annular domains in R2 as in [4], our results are applicable to a domain in
Rnþ1 that is a rotation of any smooth, bounded domain in Rn on which a turning
point can be shown to exist. As an example, whenever f 0040; f ð0Þ40; and f exhibits
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superlinear growth at inﬁnity, the existence of a turning point is guaranteed (see [2]).
(These results can be generalized to nonlinearities which satisfy f ð0Þ ¼ 0; a good
review of conditions required for the existence of a turning point is found in [8].)
In [1] the implicit function theorem is the mechanism used to establish the
existence of the surface of rotationally invariant solutions of (4) emanating from the
base curve (the curve of positive solutions to (5)). The only place where its existence
is difﬁcult to establish is near turning points of the base curve; everywhere else the u-
linearization is invertible and there is no difﬁculty in a straightforward application of
the implicit function theorem. This is the reason that it is possible to have extra
solutions of (4) near a turning point.
A main difference in this contribution is the local setting of the problem. In [1] the
analysis begins with a global branch of solutions of (5) from which the existence of
rotationally invariant solutions of (4) for nonzero e is shown. Here we are only
concerned with local properties of solutions of (4); that is, only near the turning
point. However, in Section 4 the two are combined for f ðuÞ ¼ eu:
2. The conjugacy theorem
The main theorem in this work has its beginnings in a reduction principle found in
[5]. In that setting, G is allowed to have a domain with a topology as strong as the power
g ¼ 1 of X only in case X is a Hilbert space. In our results here it is necessary that
GAC4ðX g 	 R	 R;X Þ with go1; ð6Þ
whereas in [5], G only need be of class C3 for a general Banach space X : We require
the extra derivative for the proof of the conjugacy theorem (Theorem 2.1). However,
for applications of interest here, the perturbation in (1) involves second-order
derivative terms. So g ¼ 1 is required in order to extract enough regularity from G:
But the Hilbert space setting is problematic for nonlinearities which grow too
quickly. Fortunately, as is demonstrated in Section 4, such nonlinearities can be modiﬁed
using a cutoff function and elliptic regularity theory, so the Hilbert space framework is
sufﬁciently general for our purposes. So g ¼ 1 is used throughout this paper.
Now let
Fðu; l; eÞ :¼ Lu þ Gðu; l; eÞ: ð7Þ
As mentioned in the Introduction, this analysis is local: speciﬁcally, in a
neighborhood of a turning point. So general conditions on F under which a turning
point ðu; lÞ exists need to be satisﬁed. Following [2], we require that
Fðu; lÞ ¼ 0 and for T :¼ DuFðu; lÞ;
NðTÞ ¼ spanfrg; reRðTÞ;
DuuFðu; lÞ ðr; rÞeRðTÞ;
Dli Fðu; lÞeRðTÞ for some i; i ¼ 1;y; n: ð8Þ
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More speciﬁcally, suppose that P is the orthogonal projection operator onto
spanfrg: Then (8) implies that ca0 and b :¼ ðb1;y; bnÞTa0; where
PDuuFðu; lÞðr;rÞ ¼ 2cr;
PDli Fðu; lÞ ¼ bir:
ð9Þ
Now assume that the spectrum SðTÞ of T satisﬁes
SðTÞCf0g,fsAC jReðsÞo kg for some k40; ð10Þ
and let E be the direct sum of the generalized eigenspaces of T for nonzero
eigenvalues. Then for resolvent set elements s with ReðsÞ4k; T must satisfy the
spectral property
jjðT  sÞ1jjE-Ep
C
js wj; ð11Þ
where wAR; wo0 and C is constant.
With these preliminaries in hand we may state the conjugacy theorem, which
investigates solutions uAC1b;uððN;NÞ;X 1Þ-C2b;uððN;NÞ;XÞ of (1) with
ðuðxÞ; u0ðxÞ; lÞ in an X 1 	 X 1 	 Rn-small neighborhood of ðu; 0; lÞ: (By Cb;u we
mean bounded and uniformly continuous functions.)
Theorem 2.1 (Conjugacy Theorem). Assume (6)–(11) are satisfied for ðu; lÞ: Then
there exist neighborhoods N1ð0ÞCR2; N2ðlÞCRn; N3ðu; 0ÞCX 1 	 X 1 and a
continuous map p :N2-R such that for all lAN2; the bounded flow of
u00 þ Fðu; lÞ ¼ 0 ð12Þ
in N3 is topologically conjugate to the bounded flow of
z00 þ z2  pðlÞ ¼ 0 ð13Þ
in N1: That is, there exists a map HACðN1 	 N2;N3Þ such that Hð; lÞ is topological
for every lAN2; and Hð; lÞ establishes a conjugacy between (12) and (13): Namely,
there exists ðu; u0ÞACb;uððN;NÞ;N3Þ solving (12) if and only if there exists
ðz; z0ÞACb;uððN;NÞ;N1Þ solving (13) with ðuðxÞ; u0ðxÞÞ ¼ HðzðxÞ; z0ðxÞ; lÞ: The
maps p and H ¼ ðH1;H2Þ satisfy the properties
pðlÞ ¼ 0; rpðlÞ ¼ c  b; ð14Þ
where b and c are given by (9), and
H1ðx; y; lÞ ¼ H1ðx;y; lÞ; H2ðx; y; lÞ ¼ H2ðx;y; lÞ: ð15Þ
A few comments on the signiﬁcance of the theorem are in order here before giving
a proof.
1. The conjugacy gives several nice properties. It implies that the dynamical
behavior of (12) and (13) is practically indistinguishable near the turning point: That
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is, time is preserved under H; ﬁxed points are mapped to ﬁxed points, homoclinic
orbits are mapped to homoclinic orbits and periodic orbits to periodic orbits with the
same period under H:
2. By (14), p has the form
pðlÞ ¼ c  b  ðl lÞ þ oðl lÞ: ð16Þ
3. H is a homeomorphism between a neighborhood of 0AR2 and a two-
dimensional submanifold of N3; although U inhabits an inﬁnite-dimensional space,
the conjugacy implies that all dynamics of bounded solutions of (1) in the space
occur on this two-dimensional submanifold.
4. It is not difﬁcult (only tedious) to prove the theorem for a conjugacy of class C1
instead. A function s can be demonstrated such that if (13) is replaced by
z00 þ ðz2  pðlÞÞð1þ sðlÞzÞ ¼ 0; ð17Þ
the mapping Hð; lÞ would establish a C1-conjugacy between (17) and (12). Because s
is a small function, no additional ﬁxed points are contributed near the origin anyway
by (17). However, in the applications of interest here, we only need the topological
conjugacy. In any case, the only point at which that conjugacy in the theorem is not
C1 is at the homoclinic point of (12).
Proof. For ease of notation, we may assume that l ¼ 0ARn in the theorem. We ﬁrst
employ a time-dependent Liapunov–Schmidt reduction and split according to
projection on the generalized eigenspaces of T; where T is given by (8)
X  ¼ E0"E; E0 ¼ spanfrg;
P : X-E0; Q ¼ I  P : X-E:
Let PðuðtÞ  uÞ ¼ aðtÞr and QðuðtÞ  uÞ ¼ vðtÞ so that uðtÞ ¼ u þ aðtÞrþ vðtÞ:
Deﬁne lAX  by
lðuÞ ¼ a; where Pu ¼ ar:
Then expressing the t-dependence allows (12) to be split as
a00ðtÞ þ lFðu þ aðtÞrþ vðtÞ; lÞ ¼ 0;
v00ðtÞ þ QFðu þ aðtÞrþ vðtÞ; lÞ ¼ 0:
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For use of the reduction principle in [5] we brieﬂy rewrite this as a ﬁrst order system:
a0
b0
 !
 0 1
0 0
 !
a
b
 !
¼ 0
f1ða; v; lÞ
 !
;
v0
w0
 !
 0 I jET jE 0
 !
v
w
 !
¼ 0
f2ða; v; lÞ
 !
: ð18Þ
Here, f1 ¼ lf and f2 ¼ Qf ; where
f ða; v; lÞ ¼Fðu; 0Þ  Fðu þ arþ v; lÞ
¼  DlFðu; 0Þlþ Tðarþ vÞ þ oða; v; lÞ:
(By assumption the ‘‘o’’ is with respect to the X 1-topology.)
We need to check that (18) admits reduction to a weak integral manifold
v
w
 !
¼ h a
b
 !
; l
 !
:
According to [5], it must be veriﬁed that the operator
B :¼ 0 I jET jE 0
 !
has the correct spectral properties; all other assumptions are easily satisﬁed.
Following the notation there, let
H2 ¼ðX-EÞ 	 ðX-EÞ;
H3 ¼ðX 1-EÞ 	 ðX 1-EÞ ¼ DðBÞ
and
V ¼ f0g 	 ðX-EÞCH2:
We then investigate the resolvent of B on H2 restricted to V : Note that
ðB  xÞ1 ¼  xðT
 þ x2Þ1 ðT þ x2Þ1
x2ðT þ x2Þ1  id xðT þ x2Þ1
 !
and xArðBÞ3 x2ArðTjEÞ:
First, note that xArðTjEÞ for all x with jRe xjoe for some small e40: Under
x2 the region jRe xj ¼ e is mapped into the parabolic region
Reðx2ÞXðImðx2ÞÞ2=e2  e2:
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Since it is assumed that T is sectorial with the spectrum S contained in an angular
region in the negative complex half-plane, the parabolic region will not meet S for
sufﬁciently small e:
Next, the following resolvent estimates must be shown for jRe xjoe:
jjðB  xÞ1jj
H2-H2
paekjxj; ð19Þ
jjðB  xÞ1jj
V-H2
p k
1þ jxj ð20Þ
and
jjðB  xÞ2jjV-H2p
k
1þ jxj2 ð21Þ
for some k40: We claim that these follow directly from hypothesis (11) for ðTÞ1:
To see this, observe that
jjðB  xÞ1jjH2-H2p1þ ð1þ jxj þ jxj2ÞjjðT þ x2Þ1jjE-E ;
and is better on V ; namely
jjðB  xÞ1jjV-H2p1þ ð1þ jxjÞjjðT þ x2Þ1jjE-E :
Then
jjðB  xÞ1jjH2-H2p1þ
1þ jxj þ jxj2
jx2 þ wj pcpN;
verifying (19) for jRe xjoe if we pick e2ojwj: Using a similar calculation establishes
(20) as well.
Now for (21), consider
ðB  xÞ2 0
g
 !
¼ xðT
 þ x2Þ1 ðT þ x2Þ1
x2ðT þ x2Þ1  id xðT þ x2Þ1
 !
ðT þ x2Þ1g
xðT þ x2Þ1g
 !
¼ 2xðT
 þ x2Þ2g
ð2x2  1ÞðT þ x2Þ2g
 !
;
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which yields
jjðB  xÞ2jjV-H2p cð1þ jxj þ jxj2ÞjjðT þ x2Þ2jjE-E
p c 1þ jxj þ jxj
2
jx2 þ wj2 ;
and (21) is veriﬁed.
It has now been shown that solutions of (12) with l in a neighborhood N2 of
l ¼ 0 and ðuðtÞ; u0ðtÞÞ in a neighborhood N3 of ðu; 0Þ are contained in an ðn þ 2Þ-
dimensional manifold
ðuðtÞ; u0ðtÞÞ ¼ ðu; 0Þ þ ðaðtÞr; a0ðtÞrÞ þ hðaðtÞ; a0ðtÞ; lÞ;
where ðaðtÞ; a0ðtÞÞAN1ð0ÞCR2: Studying (12) in this set then reduces to studying
Eq. (18) with vðtÞ replaced by h1ðaðtÞ; a0ðtÞÞ; which becomes a parameter-dependent
scalar second-order ODE
a0 ¼ b; b0 ¼ f ðaðtÞ; bðtÞ; lÞ; ð22Þ
where 0 ¼ d=dt and now f ða; b; lÞ ¼ lFðu þ arþ h1ða; b; lÞ; lÞ: Furthermore, we
note that (22) has time reversability symmetry.
Our goal is now to demonstrate an e40 and a map N3ð0Þ{l/pðlÞAR such that
(22) is topologically conjugate to
z00 þ z2  pðlÞ ¼ 0: ð23Þ
This is accomplished by completing the following steps.
Step 1: Show that for jljoe; (22) in N1ð0Þ either has no invariant set in N1 or that
the largest invariant set consists of a homoclinic orbit O enclosing a single steady
state ðsþ; 0Þ with the region between ðsþ; 0Þ being ﬁlled with periodic orbits. (By
results in [7], once this is established, we know that the periods are strictly increasing
along any ﬁxed ray emanating from ðsþ; 0Þ that passes through the bounding
homoclinic orbit.)
Step 2: Deﬁne p in such a way that the limiting period at ðsþ; 0Þ of (22) is the same
as the one of (23) at its center, or that po0 if (22) has no invariant set in N2:
Step 3: Prove that the period of (22) is strictly increasing along any ﬁxed ray with
initial value ða0; 0Þ through the bounding homoclinic orbit.
Once these are established we can exhibit the conjugacy between (22) and (23) in
the following way. Let g be the ﬂow of (22) and c that of (23). Let Pgða; 0Þ be the
period of t/gtða; 0Þ; where a is between %s and sþ and let Pcðz; 0Þ be the period of
t/ctðx; 0Þ; where x is between
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pðlÞp and %p; both given in the ﬁgure. Then both Pg
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and Pc are homeomorphisms with range ðP0;NÞ; say
Pg : ð%s; sþÞ 	 f0g-ðP0;NÞ;
Pc : ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pðlÞ
p
; %pÞ 	 f0g-ðP0;NÞ:
(In fact, it can be shown that Pg and Pc are diffeomorphisms having differentiable
extensions to the closed intervals, but we will not do so here.)
Let Ig be the region in N1ð0Þ consisting of the bounding homoclinic orbit of (22)
and its interior periodic orbits; deﬁne Ic similarly. Then for ðx; yÞAIc\fð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pðlÞp ; 0Þg
we can ﬁnd t such that ctAð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pðlÞp ; %pÞ but cteð ﬃﬃﬃﬃﬃﬃﬃﬃﬃpðlÞp ; %pÞ for 0ptot: (Note that
t ¼ 0 if ðx; yÞ is already in the set; t depends continuously on ðx; yÞ:)
Now deﬁne
bHðx; yÞ ¼ g
t
ðP1g ðPcðctðx; yÞÞÞÞ:
Because the periods of c and the conjugate orbit g have been matched, bH will also be
continuous in ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃpðlÞp ; %pÞ 	 f0g: It is easy to see that
bH : ðIc\@IcÞ\fð ﬃﬃﬃpp ; 0Þg 	 f0g-ðIg\@IgÞ\fðs; 0Þg
is continuous with continuous inverse, and that it has an extension to a
homeomorphism
bH : Ic-Ig;
preserving conjugacy. Now making Hð; lÞ the same as bH on Ic; but expressing the
continuous l dependence guaranteed by F in (12) for small l yields the conjugacy
whose existence is claimed in the theorem.
In order to complete the proof of the theorem, Steps 1–3 must be carried
out. First, a suitable blowup technique is employed to establish Step 1. When
there is enough information about f ; the map p is given to complete Step 2.
Step 3 is established in the last section (Section 5) due to the technical nature of its
proof.
Combining (9) with the deﬁnition for f in (22) gives the following values for
derivatives of f at ð0; 0; 0Þ:
* f ¼ @f@a ¼ @f@b ¼ 0 by time reversability,
* @f
@li
¼ bia0 for some i; where we assume i ¼ 1 without restriction,
* @
2f
@a2
¼ 2ca0; and we may assume c40 without restriction,
* @
2f
@b2
¼ 0 since @h1@b ¼ 0 and @
2h1
@b2
AE;
* @
2f
@a@b ¼ 0 since @f@bða; 0; lÞ ¼ 0 for every a; l by time reversability, and
* rl @f@b ¼ 0:
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Then letting @2f =@l2 ¼: 2AARn;n and ~d ¼ rlð@f =@aÞ; a Taylor expansion gives
the second-order normal form
f ¼ b  lþ ca2 þ ð~d  lÞa þ/Al; lSþ Oðjða; b; lÞj3Þ
for f in (22), where min f ¼ 0 and f ða; 0; lÞ ¼ @f =@aða; 0; lÞ ¼ 0:
Now assume that N1 and N2 are sufﬁciently small that D
2
af40 and Dl1f40
throughout N1 	 N2: Because f ¼ fa ¼ 0 and flia0 at 0, the implicit function
theorem reveals an ðn  1Þ-dimensional manifold
ðl2;y; lnÞ :¼ bl/ðaðblÞ;LðblÞÞ
such that f ð; 0; ðLðblÞ;blÞÞ has a unique minimum of 0 at aðblÞ and f has a negative
minimum for l1oLðblÞ; while f40 on N1 for l14LðblÞ:
This implies that for l14LðblÞ; (22) has no invariant set in N1; whereas for
l1oLðblÞ there are precisely two steady states ðsþðlÞ; 0Þ and ðsðlÞ; 0Þ; sosþ; with
@f
@a
ðsþðlÞ; 0; lÞ40 and @f
@a
ðsðlÞ; 0; lÞo0;
so that ðsþðlÞ; 0Þ is a center and ðsðlÞ; 0Þ is a saddle.
So note that once pðlÞ40 has been deﬁned suitably for l1oLðblÞ in order to
establish the conjugacy, we may extend p and the conjugacy to l14LðblÞ in a natural
way by deﬁning
pðLðblÞ þ kÞ :¼ pðLðblÞ  kÞ: ð24Þ
The conjugacy may then be a natural extension which requires no additional
investigation. So henceforth we restrict the analysis to the region l1oLðblÞ:
As a ﬁrst step we let
l1 ¼ LðblÞ  q2; qX0:
This q will be the desired blowup parameter. Then replacing aðblÞ þ a by a and
renaming f ðaðblÞ þ a; b; ðLðblÞ  q2;blÞÞ to f ða; b; qÞ; regarding bl as ﬁxed, jbljoe; f
has a domain which contains the set Ne :¼ fjajoe; jbjoe; q2oeg for some e40: The
new f has the following properties on its domain:
@2f
@a2
Xc40;
@f
@q
ða; b; 0Þ ¼ 0; @
2f
@q2
p co0
and
f ð0; 0; 0Þ ¼ @f
@a
ð0; 0; 0Þ ¼ @f
@b
ða; 0; qÞ ¼ 0:
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Then the transformed system for (22)
a0 ¼ b; b0 ¼ f ða; b; qÞ
has exactly two steady states which can be written as ðqs7ðqÞ; 0Þ with sosþ
satisfying
lim
q-0
s7ðqÞ ¼7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
@
2f
@q2
=
@2f
@a2
s
¼:7s0
at (0,0,0). We can then write f ða; 0; qÞ as
f ða; 0; qÞ ¼ f1ða; qÞða  qsþðqÞÞða  qsðqÞÞ;
and because @f@bða; 0; qÞ ¼ 0;
f ða; b; qÞ ¼ f ða; 0; qÞ þ b2f2ða; b; qÞ
for all ﬁxed bl: Properties satisﬁed by f1 and f2 are
0oc1pf1ða; qÞpc2oN;
jf2ða; b; qÞjpcoN;
and if the original fAC3; f1 and f2 are C1 functions in Ne:
Now for q40 we make another transformation, namely
a-qa; b-q3=2b and t ¼ t= ﬃﬃﬃqp ; so that d
dt
¼ ﬃﬃﬃqp d
dt
to get
q3=2
da
dt
¼ q3=2b;
q2
db
dt
¼  f1ðqa; qÞq2ða  sþðqÞÞða  sðqÞÞ  f2ðqa; q3=2b; qÞq3b;
which yields the new system
da
dt
¼ b;
db
dt
¼  ðd þ OðqÞÞða  sþðqÞÞða  sðqÞÞ þ Oð1Þqb2; ð25Þ
where d40; d þ OðqÞ40; and s7ðqÞ-7s0 as q-0 where s040: With the
assumption that f is C3; (25) has a differentiable right-hand side.
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We are now ready to give the invariant set. For any ﬁxed q40; the right-hand
side of (25) is deﬁned for jajoe=q and jbjoe=q3=2; so certainly for a; b ¼ Oð1Þ if
jqjoe: As q-0; the right-hand side of (25) converges in C1 to the right-hand
side of
da
dt
¼ b;
db
dt
¼  dða  s0Þða þ s0Þ ¼ dða2  s20Þ: ð26Þ
This system has a maximal invariant set of the nature we wish to establish: Since (25)
has its saddle ðsðqÞ; 0Þ close to ðs0; 0Þ for q small, we know that the local stable
and unstable manifolds are close, and the stable and unstable directions of ðsðqÞ; 0Þ
converge to the ones of ðs0; 0Þ:
For small d40; a solution of (26) starting at a ¼ s0 þ d on its unstable manifold
will reach a point ða0; b0Þ with bo d in some ﬁnite time Td: So if q is small enough,
a solution of (25) starting at the same a-value on the unstable manifold of (25) will be
so close to ða0; b0Þ after time Td that the right unstable manifold of ðsðqÞ; 0Þ
intersects the line a4sþðqÞ; b ¼ 0: By time reversability symmetry of (25), the right
unstable manifold coincides with the right stable manifold, such that there exists a
homoclinic orbit originating in ðsðqÞ; qÞ:
This establishes a priori bounds for all orbits starting inside the homoclinic. The
fact that ðsþðqÞ; 0Þ is the only steady state in this region, combined with the
symmetry of the phase diagram with respect to b ¼ 0 implies (by the Poincare´–
Bendixson theorem) that the region inside the homoclinic orbit is ﬁlled with periodic
orbits encircling ðsþðqÞ; 0Þ; ﬁnishing Step 1.
Now for the second step, we note that
pðlÞ ¼ 1
4
faðsþðlÞ; 0; lÞ2;
ensures that the limiting period at ðsþ; 0Þ of (22) is the same as that of (23) at its
center. Then since
pl ¼ 12½faafl þ fafal ¼ 12ðb  2cÞ
as l-0; the second comment following the theorem is veriﬁed. Applying (24) to p;
the function is deﬁned in a neighborhood of l ¼ 0 and satisﬁes all of the desired
properties. This completes Step 2.
We now proceed to the point of stating a lemma that establishes Step 3; however,
due to the technical nature of the proof we postpone it until Section 5.
We ﬁrst note that the rescalings applied to (22) to obtain (25) do not
change the strict monotonicity of the period map as time is only scaled
by a constant, so it sufﬁces to investigate a system with a one-dimensional parameter
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q of the form
da
dt
¼ b;
db
dt
¼  f1ða; qÞða  sþðqÞÞða  sðqÞÞ þ f2ða; b; qÞqb2:
Because js7ðqÞjXc40 we can rescale the roots to become 1 and 0 under
1þ a  s

sþ  s-a;
so we get
da
dt
¼ b;
d2a
dt2
¼  f1ða; qÞða2 þ aÞ þ f2ða; a0; qÞqða0Þ2: ð27Þ
where f1ð; qÞ-d40 in C1½c; c as q-0 for sufﬁciently small q and f2 is bounded on
½c; c2 	 ½0; e; without restriction we choose d ¼ 1:
Now for ﬁxed q and for 0oaoaþðqÞ; let aðtÞ ¼ Aðt; aÞ be the solution of (27) with
initial condition að0Þ ¼ a; a0ð0Þ ¼ 0: Then we can deﬁne the period map
P : ð0; aþÞ-R; by
PðaÞ :¼ fthe first t40 where Aðt; aÞ ¼ ag: ð28Þ
We are now ready to state the crucial lemma.
Lemma 1. P is continuously differentiable on ð0; aþÞ; and P0ðaÞ40 for sufficiently
small q.
This is all that is needed to ﬁnish the proof of Theorem 2.1. As mentioned, its
proof is found in Section 5.
3. An application: solutions that vary with rotation
The application has its origin in [1]. A brief overview of the setting is appropriate
for the beneﬁt of the reader and is provided next.
The problem of interest is
Du þ lf ðuÞ ¼ 0 in Oe; lARþ;
u ¼ 0 on @Oe; ð29Þ
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where OeARnþ1 is a translation of a domain O by 1=e with a rotation about the xnþ1-
axis: namely
Oe :¼fðx01;y; x0nþ1Þ j ðx01; x0nþ1Þ ¼ x1 þ
1
e
 
ðcos y; sin yÞ;
x02 ¼ x2;y; x0n ¼ xn; ðx1;y; xnÞAO; 0pyo2pg: ð30Þ
Problem (29) is obtained by applying the change of variables (30) to
Du þ lf ðuÞ ¼ 0 in OARn; lARþ;
u ¼ 0 on @O: ð31Þ
Under (30) the Laplacian becomes
De :¼ Dþ 1ðx1 þ 1eÞ2
@2
@y2
þ 1ðx1 þ 1eÞ
@
@x1
; ð32Þ
where D is the normal Laplacian in x1;y; xn: Then (31) together with (30) and (32)
becomes an equation on O	 S1 that needs to be written in the form of (1) in order to
satisfy the theorem. So let y ¼ ef and deﬁne vðx; yÞ :¼ uðx; e1yÞ: Then substituting v
in for u and renaming it back to u; we get all solutions as 2p=ne-periodic solutions of
Du þ 1ðex1 þ 1Þ2
@2u
@f2
þ e
ex1 þ 1
@u
@x1
þ lf ðuÞ ¼ 0 in O	 R; lAR;
u ¼ 0 on @ðO	 RÞ: ð33Þ
Now we compare (33) with (1) by letting UðfÞðxÞ :¼ uðx;fÞ; with U : R-X :¼
L2ðOÞ: Then X 1 ¼ W 2;2ðOÞ-W 1;20 ðOÞ; where the second space implies zero
boundary conditions. Deﬁne
GðU ; l; eÞðxÞ :¼ðe2x21 þ 2ex1ÞðDxUÞðxÞ
 eðex1 þ 1Þð@1UÞðxÞ  ðex1 þ 1Þ2lf ðUðxÞÞ:
Because of the perturbation involving second-order derivative terms in (33), in order
for G to be sufﬁciently regular we require g ¼ 1: As previously stated, in this case the
reduction in [5] only applies to Hilbert spaces. Since LU :¼ DxU ; we see that
L : DðLÞCX-X is unbounded, and DðLÞ is dense in X : Furthermore, Lg is deﬁned
for every gAð0; 1; with DðLgÞ :¼ X g:
Much is known about (31). For example, under minimal conditions on f named
below, a parameterized curve of positive solutions a/ðuðaÞ; lðaÞÞ is known to exist
(where a ¼ maxO u; say) if O is partially convex for n ¼ 2 or a ball for any n: In [1] it
is shown that a surface of positive rotationally invariant solutions
ða; eÞ/ðbuða; eÞ;blða; eÞÞ emanates from the base curve of (31) in (29), with
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ðbuða; 0Þ;blða; 0ÞÞ ¼ ðuðaÞ; lðaÞÞ; as long as f satisﬁes
f : Rþ ¼ ½0;NÞ-Rþ is in C2ðRþ;RþÞ;
has at most isolated zeros and f ð0ÞX0: ð34Þ
(We shall later require more differentiability for f :) Omitting the y-derivative term in
(32) allows investigation of rotationally invariant terms in (29); putting it back in
allows use of Theorem 1 to ﬁnd periodic solutions. Once the conditions of the
theorem have been veriﬁed for (29), we may use the conjugacy to get some additional
information about them.
Using reference to the solution surface in [1], let ðu; l; eÞ ¼ ðu0; l0; 0Þ be a solution
to the e ¼ 0; y-constant problem (which is merely (31)). Let the u in (8) be u0 and let
l become ðl0; 0Þ: Note that (11) is a natural property for elliptic operators whose
leading eigenvalue is zero at the turning point. This follows from the Lumer–Phillips
theorem (see e.g. [6]) by taking wAðk; 0Þ: Hence for the problem at hand, the u-
linearization T0 of F at the point ðu0; l0; 0Þ; given by T0 ¼ D  þl0f 0ðu0Þ; satisﬁes
(11). In [1], it is shown that kerðT0Þ is one dimensional at a turning point on the types
of domains mentioned previously; call that kernel element r: Moreover, 0 is the
leading eigenvalue of T0: Then following notation in (8) and (9), since
DuuFðu0; l0; 0Þðr; rÞ ¼ l0f 00ðu0Þr2
and
DlFðu0; l0; 0Þ ¼ f ðu0Þ while DeFðu0; l0; 0Þ ¼ @1u0;
under P we see that
c ¼
Z
O
l0f 00ðu0Þr3 dx ð35Þ
and
b1 ¼
Z
O
f ðu0Þr dx and b2 ¼
Z
O
ð@1u0Þr dx ð36Þ
because of the Hilbert space setting.
The additional assumptions on f (over those in (34)) needed for our speciﬁc
problem to match the abstract setup can now be stated.
(i) f is globally Lipschitz and C4 with all derivatives bounded, and
(ii) there exists a solution ðu; l; eÞ ¼ ðu0; l0; 0Þ to (29) such that 0 is an eigenvalue
of the u-linearization there with eigenfunction r; and with c and b1 nonzero in
(35) and (36).
Property (i) is sufﬁcient to guarantee (6). Although this condition may seem
restrictive, we see later how these properties can be localized; the result ends up being
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local with respect to a Ho¨lder norm. Also note that property (ii) gives no conditions
on b2: The reason is that both u0 and r are symmetric, and hence b2 will be zero. All
these properties are veriﬁed in [1].
Since the requirements of the theorem are satisﬁed a conjugacy is guaranteed
between (33) and (13) in a neighborhood of ðu; l; eÞ ¼ ðu0; l0; 0Þ: Let ea0 (along with
its coordinate triple) be any value for which the conjugacy exists. It is clear that a
solution vðx;fÞ of (33) is either f-invariant or has a primitive period of 2p=ne in f
for some nAZþ: Also, for each f Theorem 1 guarantees that vð;fÞAW 2;2ðOÞ; in
fact, it is of class C2b;uððN;NÞ;W 2;2ðOÞÞ: This carries over naturally to a solution
of (29). Of course, an x-scaling may be used to show the same for any sufﬁciently
thin domain. Hence, the conjugacy between (13) and (33) may be applied to (29) to
investigate solution properties.
We introduce regions that will allow us to study the multiplicity of periodic
solutions for a ﬁxed small e: It is necessary to say more about the dynamical setup of
(13) before proceeding.
Extracting the sets N2ðl0; 0Þ and N3ðu0; 0Þ from Theorem 2.1, let ðl; eÞAN2ðl0; 0Þ:
Recalling (14), there are three possibilities for solutions of (29) depending on where
the coordinate ðl; eÞ lies with respect to the curve pðl; eÞ ¼ 0: If pðl; eÞo0 for the
given pair, then there are no steady states for (13) and ðl; eÞ lies in a region which
gives no solutions to (29). If pðl; eÞ40; then we have steady states
ðz; z0Þ ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pðl; eÞ
p
; 0Þ ¼: P0ðl; eÞ and
ðz; z0Þ ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pðl; eÞ
p
; 0Þ ¼: P1ðl; eÞ
of (13). P0 is a homoclinic point, while P1 is a center for periodic orbits. The periods
of the orbits are strictly increasing from
Pðl; eÞ :¼
ﬃﬃﬃ
2
p
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pðl; eÞ4p
(the period of solutions to the linearized problem) to inﬁnity. This implies that
2p=ne-periodic solutions of (29) will exist for n ¼ 1; 2;y as long as n; l and e satisfy
2p
ne
4Pðl; eÞ: ð37Þ
From this it is clear that in the ﬁnal case pðl; eÞ ¼ 0; ðz; z0Þ ¼ ð0; 0Þ is the only steady
state of (13) and there is a rotationally invariant solution at the given pair. Hence
p ¼ 0 is a curve of fold points for the rotationally invariant problem.
Now from (37) comes the ðl; eÞ-regions Rn of multiple periodic solutions of (29)
deﬁned next. They are given by
Rn :¼ ðl; eÞAN2 j 2p
ne
4Pðl; eÞ

 
: ð38Þ
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Note that by deﬁnition R1*R2*?: Since the boundaries of the Rn are given by
4p2p ¼ n4e4; by (38) they are C0-close to the functions 4p2b1ðl0  lÞ ¼ n4e4 by (16).
Taking into consideration that b140; we have sketched the regions in Fig. 2 with
their approximate shapes.
Note that l is a function of e: (This can be seen by applying the implicit function
theorem to the function P and using the fact that @r=@la0:) For ﬁxed e we deﬁne
lnðeÞ to be the root of (37) with equality replacing the inequality, or the l-
intersection point with the boundary of Rn for ﬁxed e; where ðlnðeÞ; eÞAN3: For
the given e; the collection of images of steady states ðP1ðl; eÞ; l; eÞ of (13) under H
will be called the one branch, while the collection of homoclinic points
ðP0ðl; eÞ; l; eÞ mapped into under H will be called the zero branch. Since r and
H are both smooth functions, both of these branches will be smooth, and hence there
is a C1-curve of steady states of (29) consisting of the zero branch, the one branch,
and a fold point.
Having veriﬁed all of the previous results, we are ready to state the existence of
periodic solutions of (29) as a theorem. The b1 and c given in the theorem are those
constants given in (35) and (36).
Theorem 3.1. Suppose that f satisfies ðiÞ and ðiiÞ and ðu0; l0Þ is a solution of (31). Then
there is a d40 independent of e such that there exist solutions of (29) satisfying
(a) jðl; eÞ  ðl0; 0Þjod and
(b) jju  u0jj
LNðOeÞ
od
that can be enumerated in the following way:
There exist regions Rn; n ¼ 1; 2;y; defined in ðl; eÞ-space, such that if
ðl; eÞARK \RKþ1; there exist 2K þ 2 solutions ðu; l; eÞ in C2;mðOeÞ to (29) satisfying
ðaÞ and ðbÞ: For each n, the boundary @Rn of Rn is smooth, and @Rn is oðjej þ jl l0jÞ-
Fig. 2. The regions Rn:
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close (in the graph norm) to the function
n4e4 ¼ 4p2cb1ðl l0Þ:
For a given e; there exists a curve t/ðuðtÞ; lðtÞ; eÞ of rotationally invariant solutions of
(29) satisfying ðaÞ and ðbÞ so that if ðlðtÞ; eÞ lies on the boundary of RK ; then
ðuðtÞ; lðtÞ; eÞ is a C0 pitchfork bifurcation of solutions with y-period 2p=K from the one
branch of the curve of solutions of (31) in C2;mðOeÞ:
We depict the situation in Fig. 3.
4. A ﬁnal example
We wish to mention how the results we have obtained extend those in [4]. We will
do this with the nonlinearity f ðuÞ ¼ eu: The results are derived for an annulus in R2;
which corresponds in our setup to a base domain OAR that is translated and rotated
to obtain Oe: A result in [4] states that for f ðuÞ ¼ eu; there is a sequence of points
ln-0 as n-N such that ln is a bifurcation for nonradial solutions of (29) for e
small enough. We can examine the existence of rotationally variant solutions near the
ﬁrst turning point ðu0; l0; 0Þ since the leading eigenvalue of the linearization is zero
there. We do this for (29) on a rotated ball domain in Rn; so that OeCRnþ1: When
n ¼ 1; there results an annulus in R2 and results can be compared with those in [4].
Starting with a base domain O that is a ball in Rn; we can get turning points with
leading eigenvalue zero in the case no9: We translate this domain and rotate it to
obtain a torus Oe: We wish to apply Theorem 3.1 to solutions on Oe: The problem is
that f is not globally Lipschitz; because of excessively rapid growth, the function G
Fig. 3. Depiction of bifurcations for ﬁxed e:
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in (1) is not even in C3ðX 1 	 R	 R;X Þ as required unless O is of dimension less than
three. However, results here are local. So we replace f by bf ; where bf ðtÞ ¼ f ðtÞ for
some t04t; and bf is bounded and Lipschitz on ðt0;NÞ; where t0 depends on a priori
bounds of ðu; lÞ: (For example, the choice of t0 ¼ 2 maxO u0 would be appropriate
in this setting.)
With the bound on solutions near the turning point, it is easy to see that
conditions on (35) and (36) are satisﬁed in any case since bf ; bf 00; and r are positive in
the bounded region. Since bf is globally Lipschitz, with bf replacing f in (29) Theorem
2 yields rotationally variant solutions for pairs l0; e0 where e0 and l0  l0 are
sufﬁciently small.
In this way we get multiplicity results of periodic solutions for (29) with f ðuÞ ¼ eu
near the ﬁrst turning point on Oe; where e is arbitrarily close to zero. It is clear from
Theorem 2 (speciﬁcally, the properties of the regions Rn) that the smaller e becomes,
the more rotationally variant solutions there will be bifurcating from the invariant
curve, and the closer the rotationally variant bifurcation points become to the ﬁrst
turning point.
The addition to results in [4] is that we can say approximately where the
bifurcation points are located on the curve of rotationally invariant solutions.
Furthermore, we can say more of the nature of the points: Since the rotationally
invariant solution set consists of all rotations of the solutions found in the theorem,
the bifurcation is shown to be smooth and two dimensional.
5. Proof of a fundamental lemma
We ﬁnish by proving Lemma 1. That P can indeed be written as a function of a
and that P0ðaÞ exists is a simple application of the implicit function theorem to At;
given that PðaÞ is also equal to the second t40 for which Atðt; aÞ ¼ 0: We wish to
exhibit a suitable representative of P: Let gðaÞ :¼ a2 þ a (as in (27)). Then note that
for f1 ¼ 1 and f2 ¼ 0; (27) would be integrable with a ﬁrst integral
1
2
ða0Þ2 þ GðaÞ  C; where GðaÞ ¼
Z
gðaÞ da ¼ 1
3
a3 þ 1
2
a2:
We make a transformation that would map the orbits of the simpliﬁed problem into
circles in the following way.
Deﬁne a function h : ð1
6
; 1
6
Þ-ð1; aþÞ by
GðhðxÞÞ ¼ 1
2
x2; sign hðxÞ ¼ sign x:
It is easy to see that h is a smooth function with h0ðxÞ40: We now make the
transformation
a ¼ hðxÞ; a0 ¼ y
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and obtain
h0ðxÞx0 ¼ y;
h0ðxÞy0 ¼ f1ðhðxÞ; qÞx  f2ðhðxÞ; y; qÞqy2;
xð0Þ ¼ h1ðaÞ; yð0Þ ¼ 0 ð39Þ
since gðhðxÞÞh0ðxÞ ¼ d
dx
GðhðxÞÞ ¼ x:
This suggests introducing polar coordinates
x ¼ rðtÞcos t; y ¼ rðtÞsin t:
Now
dr
dt
¼ 1
r
ðx0x þ y0yÞ
¼ 1
r
xy  f1ðhðxÞ; qÞxy  f2ðhðxÞ; y; qÞqy2
h0ðxÞ
¼ 1 f1ðhðxÞ; qÞÞr cos y sin y f2ðhðxÞ; y; qÞqr
2 sin2 y
h0ðxÞ ;
and
dy
dt
¼ xy
0  yx0
r2
¼f1ðhðxÞ; qÞx
2  f2ðhðxÞ; y; qÞqxy2  y2
r2h0ðxÞ
¼ ð1 f1ðhðxÞ; qÞÞ cos
2 y 1 f2ðhðxÞ; y; qÞqr cos y sin2 y
h0ðxÞ ;
so for small q; dy=dto0 and we can regard t and r as depending on the independent
variable y: Using the previous calculations gives
dr
dy
¼ðdr=dtÞðdt=dyÞ
¼ ½ð1 f1ðhðxÞ; qÞÞr cos y sin y f2ðhðxÞ; y; qÞqr2 sin2ydt
dy
=h0ðxÞ;
dt
dy
¼  h0ðxÞ=½1þ ðf1ðhðxÞ; qÞ  1Þ cos2 yþ f2ðhðxÞ; y; qÞqr cos y sin2 y
¼  h0ðxÞ þ OðqÞ;
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so
dr
dy
¼ f3ðr; y; qÞr;
dt
dy
¼  h0ðxÞ þ f4ðr; y; qÞ;
where both f3; f4-0 in C
2 as q-0: Our initial conditions become
rð0Þ ¼ h1ðaÞ; tð0Þ ¼ 0:
Now it is easy to see that
PðaÞ ¼ tð2pÞ
and we get the formula
PðaÞ ¼
Z 0
2p
½h0ðr cos yÞ þ f4ðr; y; qÞ dy;
where
dr
dy
¼ f3ðr; y; qÞr;
rð0Þ ¼ h1ðaÞ :¼ b;
where b is a new parameter. Then we may associate PðaÞ with PðbÞ and r with
Rðy; bÞ:
So we have that
P0ðbÞ ¼
Z 0
2p
h00ðR cos yÞ@R
@b
cos yþ @f4
@r
ðr; y; qÞ@R
@b
 
dy;
and P0ð0Þ ¼ 0: Using the regularity of f to differentiate f4 one more time, we get
P00ðbÞ ¼
Z 0
2p
h000ðR cos yÞ @R
@b
cos y
 2
þh00ðR cos yÞ@
2R
@b2
cos y
"
þ @f4
@r
ðr; y; qÞ@
2R
@b2
þ @
2f4
@r2
ðr; y; qÞ @R
@b
 2#
dy:
Following [7] (speciﬁcally the proof of Theorem 1.4.2), we have that h000Xc40: Also
from the fact that
@
@b
Rð0; bÞ ¼ 1 and @
2R
@t@b
-0
as q-0; we get that
@R
@b
Xc40; while
@2R
@b2
-0
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as q-0 follows in a similar way. Hence the sign of h000 dominates the integral, and
the monotonicity of the period map is established.
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