This study employs fourteen global economic and financial variables to predict the return of the Islamic stock market as identified by the Dow Jones Islamic stock market. It implements alternative forecasting methods and allows for nonlinearity in the multivariate predictive regressions by estimating time-varying parameter models. All the methods fail to forecast the returns of the Sharia-based DJIM index over the out-of-sample period. The forecasts are weak at best, with only four predictors the three-month Treasury bill rate, inflation, oil price and return on the S&P500 index outperforming the benchmark autoregressive model of order one. The study suggests that the DJIM return is best predicted by an AR(1) model, and that future research should aim at analysing whether the performance of the linear autoregressive model can be improved by using nonlinear methods
Forecasting equity market returns is important in the financial markets since it results have significant influence on investment decisions, risk management and market regulations.
Many researchers have endeavoured to find the correct answer for the question of how to forecast stock returns the best way possible. Many variables, methodologies and forecast horizons have been used to achieve this goal, but no particular consensus has been reached during the last two decades. Some studies of conventional stock market returns have found that these returns are predictable using some economic variables such as interest rates, inflation and industrial production. Others find some forecasting success by using financial ratios such dividend yield and earning-price ratio. More eclectic forecasting methods have been used recently.
To our knowledge, no studies have attempted to forecast the returns of Islamic stock markets. As difficult it is to forecast the returns of conventional markets, it should be more cumbersome to forecast the returns of the Islamic markets. The Islamic and conventional markets differ in several ways. The Islamic markets prefer growth and small cap stocks, while conventional markets favour value and mid cap stocks. Furthermore, Islamic finance restricts investments in some industries such alcohol, tobacco, rearms, gambling, nuclear power and military-weapons activities. It also restricts speculative financial transactions such as financial derivatives which have no underlying real transactions like futures and options, government debt issues with a fixed coupon rate, and hedging by forward sale, interest-rate swaps and any other transactions involving items not physically in the ownership of the seller (e.g., short sales).
Nevertheless, forecasting the Islamic stock markets is valuable and timely. The markets that follow the Sharia-based principles have grown 500% in the last five years to reach $ 1.6 trillion in 2013 (Hammoudeh et al., 2013) , rising from $1.46 in 2012 (Vizcaino, 2013) .
Despite this fast growth, Islamic finance accounts for only 1% of all global finance while Muslims constitutes 25% of the world's population, which is equivalent to 1.6 billion people. model. We find that the limited predictability of the four predictors listed above, disappears as well. Our results thus tend to lean toward the DJIM market being efficient.
The rest of the paper is organized as follow. Section 2 provides a brief review of the literature related to forecasting stock market returns. Section 3 presents the methods which are used in forecasting the DJIM returns. Section 4 discusses the data and Section 5 provides the result. Section 6 concludes the paper.
Review of the literature
A number of studies have used a range of variables in an attempt to predict stock market returns. Ball (1978) , Rozeff (1984) , Shiller (1984) , Fama and French (1988a and b) , Hodrick (1992) , Menzly, Santos, and Veronesi (2004) use the dividend yield to forecast stock returns. Kothari and Shanken (1997) , and Pontiff and Schall (1998) employ the book-tomarket ratios. Lintner (1975 ), Famaand Schwert (1977 ), and Fama (1981 utilize economic variables such as the inflation rate. Balvers, Cosimano and McDonald (1990) and Schwert (1990) use industrial production. Campbell (1987) , Hodrick (1992) , and Ang and Bekaert (2007) employ short-term interest rates.
Among these forecasting factors, the dividend yield and the earning-price ratio are judged to be the best candidates since they both demonstrate relationships to stock market returns as they have the price in the denominator. As indicated earlier, Islamic finance imposes limits on financial ratios because they are related to interest rates, debt and leverage which can be related to bubbles and speculative behavior. This makes forecasting Islamic stock market returns more challenging relative to their conventional counterparts.
Recent forecasting techniques of conventional stock markets include neural network, data mining, Markov model and neuro-fuzzy system. In those techniques, the firms' characteristics are not taken into consideration in the forecasting process.
The literature on the relations between the Islamic and conventional stock markets is very mixed. There are studies that support the dichotomy hypothesis for these markets (Hakim and Rashidian, 2002; Dewi and Ferdian, 2010) and contend that the Islamic markets have not been affected much by the recent global financial crisis (Chapra, 2008; Dridi and Hassan, 2010; Arouri et al., 2013) compared to their conventional counterparts. Others find a unidirectional relationship between these markets. More recently, using asymmetric and nonlinear techniques, some studies find a bidirectional relation (Ajmi et al., 2014) . Thus, it is not clear if the conventional markets can be used to forecast Islamic markets.
Methodology
Several forecasting approaches exist in the financial literature. To our knowledge, no forecasting approaches have been used to forecast the Islamic stock market returns. Based on various theoretical considerations, an array of fourteen predictors has been selected to forecast the DJIM returns, using predictive regressions with a particular focus on the out-ofsample predictability. The recursive scheme used to test the out-of-sample predictability for DJIM returns is based on the following predictive regression framework 2 :
where the total sample of T observations is divided into the in-sample 1990:M1 to 2006:M12 period and the out-of-sample 2007:M1 to 2013:M6 period. The in-sample observations span the first R observations for the series t y and t z ' while the out-of-sample spans the last P observations for t y and t z . The first unrestricted predictive regression model specified in Equation (1) for the out-of-sample forecast is generated as in Rapach et al. (2005) . First, we estimate the unrestricted predictive regression model using the OLS, with the data available through period R. The OLS estimates in Equation (1) 
. Second, we generate the forecast error for the restricted model in a similar manner, except we set 0 = β , using the data available to period R in order to obtain the OLS estimates in Equation (1) In order to generate a second set of forecasts, we update the above procedure one period using the data available through period 1 + R . That is, we estimate both the unrestricted and the restricted predictive regression models using data available through period 1 + R and we use these parameter estimates and the observations for To formally test for the superiority of the unrestricted model forecast to the restricted model forecast, we followed the MSE-F statistics provided in McCracken (2004) . The MSE-F is the variant of the Diebold and Mariano (1995) and West (1996) statistics designed to test for equal predictive ability. We use the MSE-F to test the null hypothesis that the unrestricted model forecast MSE is equal to the MSE for the restricted model against the one-sided (upper-tail) alternative that the unrestricted model forecast MSE is less than the MSE forecast for the restricted model. The MSE-F statistic is based on the loss differential Let:
where:
The McCracken (2004) MSE-F statistic is therefore given by:
A significant MSE-F indicates that the unrestricted model forecasts are statistically superior to those of the restricted model.
Data
The analysis in this paper is based on monthly data, mostly sourced from the Federal index, the return of which is what we forecast, there are the real and financial predictors: the US financial stress index maintained by the Kansas City Federal Reserve, the US economic policy uncertainty measure 4 , the US default spread, the US industrial production, the nominal trade weighed US dollar index, the US short-term interest rate (three-months Treasury bills rate), the US stock market index, the US inflation, the European stock market index, the Asian stock market index, the oil price, the US employment rate, the US consumer sentiment index maintained by the University of Michigan and the US stock market volatility. The explanatory variables therefore comprise both demand and supply determinants of the DJIM index. They also include two important measures of the economic and financial risks: the US economic policy uncertainty and Kansas City Fed's financial stress index 5 . Furthermore, the interest rate captures the opportunity cost of holding the DJIM instead of investing in other return-yielding assets, while the oil price and employment account for possible changes in economic activity and business cycles.
All variables are obtained in their seasonally adjusted forms and the variables that are available at higher frequencies than a month are averaged out over the respective days to obtain monthly figures. Standard unit root tests are performed on all the variables to test for stationarity 6 . In the cases where the variables are not stationary, transformations similar to those used by Koop and Korobilis (2012) are applied to ensure stationarity of all the variables. The different transformation codes and the detailed descriptions of the data, including their sources, are listed and defined in Table 1 and Table A1 
Empirical Results
The empirical results analyse the forecast performance of the predictive regression, our preferred model, using the mean squared errors (MSE) over the out-of sample period 2007:M1 to 2013:M6. We consider the following forecast horizons: 1(h=1), 3 (h=3), 6 (h=6), 9 (h=9) and 12 (h=12) months. The model includes an intercept and one lag of the dependent variable (DJIM) selected by the Schwartz information criterion. As provided in Table 2 , the main predictors of the DJIM return appear to be SP500 (h=3), TBILL (h=9 and 12), INF (h=6, 9, 12) and OP (h=6) which are major cyclical economic and financial variables related to the U.S. economy. More specifically, the predictive regression suggests that INF (inflation) has less predictive power than OP or the NITWIT (though significant at the 10% level) at a 6-month horizon while at longer horizons (h=9, 12), INF has more predictive power than TBILL. It is surprising to have the TBill variable as a predictor of the Sharia-compliant Islamic stock market which prohibits using interest and restricts the interest-bearing investments to be less than a certain level.
In general, the predictability of the DJIM returns is weak at best. To try to improve the forecast performance of the individual predictors, we implement alternative forecasting methods that allow one to incorporate the information content of each of the predictors simultaneously. Firstly, we look at alternative methods of forecast combinations, namely mean, median, trimmed mean, discounted mean square forecast error, cluster, principal components and bagging (bootstrap aggregating). Secondly, we use all the predictors simultaneously or a set of factors extracted from all the predictors in the predictive regression framework. That is, we construct forecasts based on multiple predictors-based predictive regressions, unlike the bivariate predictive regressions discussed above.
In addition, we allow for nonlinearity in the multivariate predictive regressions by estimating time-varying parameter models. The time-varying parameter approach has the advantage to allow the parameters to change over time, but may have a poor out-of sample performance in the presence of large sets of predictors. Hence, we use the Bayesian shrinkage based on the least absolute shrinkage selection operator (LASSO) (Belmonte et al., 2013 ), the dynamic model averaging (DMA) and the dynamic model selection (DMS) (Koop and Korobilis, 2012) . In particular, the DMA combines information from a set of predictors by averaging forecast across a set of equations, while the DMS involves selecting the single model with the highest predictive power and using this to forecast. DMA and DMS are conditional on the forgetting parameters (α and λ) imposed on the state equation for the models and the state equation for the parameters, respectively. Note that we also look at the Bayesian model averaging (BMA) model which is limited to static models with parameter uncertainty. It is therefore a special case of DMA where α= λ=1. Interestingly, these methods fail to improve the forecast performance of the DJIM relative to the benchmark AR model as the ratio of the mean square error from these models relative to the AR(1) model always exceeds unity. Hence, we report these results in Table A2 in the Appendix of the paper.
Reverting back to the bivariate predictive regressions again, it must be noted that the usage of many variables in a predictive regression model has been shown to be questionable as the estimation results become susceptible to datamining. To circumvent this issue, a bootstrap procedure (as in Rapach et al., 2005 and Wohar, 2006 ) is used to construct critical values that account for datamining. As confirmed in 
Conclusions
This study uses fourteen global economic and financial variables to predict the return of the Islamic stock market as identified by the Dow Jones Islamic stock market (DJIM) index.
It implements alternative forecasting methods that allow one to incorporate the information content of each of the predictors simultaneously. The paper also allows for nonlinearity in the multivariate predictive regressions by estimating time-varying parameter models including the use of Bayesian shrinkage based on the least absolute shrinkage selection operator (LASSO), the dynamic model averaging (DMA) and the dynamic model selection (DMS).Moreover, it also considers the following forecast horizons: 1(h=1), 3 (h=3), 6 (h=6), 9 (h=9) and 12 (h=12) months. Some studies have some success in forecasting the returns of conventional stock markets using financial ratios such as the dividend yield and the earning-price ratio. It will be remiss if we do not raise the question of whether Islamic stock markets are efficient. This is a subject for a future research. In addition, given that our paper tends to suggest that the DJIM return is best predicted by an AR(1) model, future research would also be aimed at analysing whether the performance of the linear autoregressive model can be improved by using nonlinear (smooth or discrete regime-switching) and or nonparametric versions of the univariate autoregressive model due to the wide evidence on the existence of nonlinear data-generating process for asset returns (see for example Guidolin et al., 2009 Guidolin et al., , 2010 , and references cited therein). 7 Note that, this will also allow one to test the predictability of the DJIM returns at the highest possible (daily) frequency. 2. a, b, c refer to skewness, kurtosis and JarqueBera statistics, respectively. 3. *, ** and *** denote statistical significance at the 10%, 5% and 1% levels, respectively. The entries are the average ratio of the combined method MSEs relative to the AR benchmark MSE so that a ratio above unity (as it is the case) indicates that the combined method forecast is less accurate than the AR benchmark forecast in terms of MSE. All forecasts are recursive and MSEs are computed over the period 2007:1-(2013:6-h). The forecast mnemonics are:
-Mean: Average of individual forecast at date t; -Median: Median of individual forecast at date t; -Trimmed mean: Trimmed mean of individual forecast at date t, 5 percent symmetric trimming; -DMSFE (delta): Combined forecast where the Discount Mean Square Forecast Error criterion is used to determine the weights of the individual forecast at date t; delta being the discount factor; -C (K, PB): Cluster combining method forecast with K the number of clusters; -PC (IC_P3): Forecasts from regression onto principal components of the panel of forecasts; number of principal components determined by IC_P3 information criteria proposed by Bai and Ng (2002) ; -A 60 month holding period is used for the DMSFE and cluster combination methods; -BA refers to the Bootstrap Aggregating, popularly known as bagging model; -Factor model: 3 factors (chosen based on the IC_P3) used together in equation (1) and λ is the forgetting factor for the state equation for the parameter; -BMA: Specific form of DMA limited to static models with parameter uncertainty; -DMS: Dynamic Model Selection; and -The reader is referred to Belmonte et al. (2013) and Koop and Koroboris (2012) for further details on the time-varying models.
