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СПОСОБ ФОРМИРОВАНИЯ ВХОДНЫХ ВОЗДЕЙСТВИЙ 
ДЛЯ СИСТЕМ ИМИТАЦИОННОГО МОДЕЛИРОВАНИЯ
Широков О. Ю.
. Использование метода имитационного моделирования при экспери­
ментальных исследованиях дает ряд преимуществ, наиболее ценное из 
которых -  получение оценок при невозможности их аналитического опи­
сания. Другим важным достоинством является неограниченная возмож­
ность повтора эксперимента, причем исходными данными могут служить 
реальные выборки данных.
Важным этапом имитационного моделирования является выбор, 
обоснование и моделирование сигналов, используемых в модельном экс­
перименте. В самом общем виде выбор образцового сигнала осуществля­
ется [4]:
— выбором наихудшего сигнала из множества возможных входных сиг­
налов, для обеспечения гарантированной погрешности результата из­
мерения;
— формированием набора типовых сигналов, то есть наиболее часто 
встречающихся входных сигналов или сигналов, наиболее интере­
сующих исследователя;
— формированием набора типовых сигналов, включающих в себя наи­
худший сигнал.
Использование синтезированных входных воздействий позволяет по­
лучить общую картину исследуемых характеристик, а в ряде случаев пе­
рейти и к частным выводам. Примером успешного применения имитаци­
онного моделирования в решении задач современной радиотехники может 
служить методика, описанная в [2,4,5].
На практике, довольно часто возникает необходимость исследования 
характеристик неравномерно дискретизированных случайных процессов 
различной природы, так называемых неэквидистантных временных рядов. 
Наиболее часто встречающиеся в радиотехнике случайные процессы 
имеют нормальный закон распределения и при известном математическом 
ожидании полностью описываются корреляционными функциями. В [5] 
были представлены результаты оценок методических погрешностей изме­
рения корреляционных функций неэквидистантных временных рядов. 
Метод предполагает проведение исследования в несколько этапов:
— моделирование сигналов, характеристики которых подлежат оценке;
— моделирование эталонного сигнала;
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— реализация алгоритма оценки параметра моделируемого сигнала;
— реализация алгоритма оценки погрешности измерения выбранного
параметра.
В данной работе рассмотрены первые два этапа исследования. Задача 
моделирования сигнала с заданным видом АКФ решается методом циф­
ровой фильтрации. Как показано в [4], наименьшее время формирования и 
наименьшую погрешность восстановления имеют рекурсивные фильтры. 
В таблице 1 приведены формулы для вычисления коэффициентов им­
пульсной характеристики рекурсивного цифрового фильтра при равно­
мерном распределении входного сигнала [3]. Структурные схемы цифро­
вых фильтров синтезируются, используя методики [1].
Для экспериментального исследования генерируются последователь­
ности с шагом дискретизации, выбранным в соответствии с табл.2 для 
линейной интерполяции [4]. Сигнал с равномерным законом распределе­
ния в простейшем случае можно получить, используя стандартный гене­
ратор случайных чисел, обеспечивающий достаточную для инженерных 
расчетов точность. Пример моделирования для последовательности 5000 
отсчетов с погрешностью интерполяции а = 2% представлен на рисунке.
В качестве нерегулярных дискретизирующих потоков использо­
вались две последовательности:
— модель случайной дискретизации с пропусками наблюдений;
— модель аддитивной случайной дискретизации.
При формировании первой модели потока использовался метод 
р-преобразования. При этом генерировалась случайная величина ©ь рас­
пределенная равномерно на интервале [0 ;1], и отсчет записывался в поток 
в соответствии с алгоритмом:
(1,если 6i >р; 
[О иначе,X; 0 т ) =
где р -  постоянная величина, равная вероятности "попадания".
Значения потока с аддитивной случайной дискретизацией рассчиты­
вались путем функционального преобразования, при котором отсчет х; 
определяется обратной функцией распределения вероятностей. Для экс­
поненциального закона распределения fx(x)=Xe~Xx преобразование имеет 
вид [4]:
Fx(x )  = l - e “ix ;
,=  В Д ± >
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Проведенные эксперименты с описанными выше моделями позволили 
получить удовлетворительные результаты при анализе методической по­
грешности оценки корреляционных функций неэквидистантных времен­
ных рядов методом имитационного моделирования [5 ].
Таблица 1. Параметры формирующего ЦФ
Вид модели 
КФ





ао= д /1 р~  ; bj = р ; 
р = е_у ; у = a  At
е~а |г | (1+а|т | )
ao = k ; a[ = k0/ k  ; bj= 2p ; b2 = -  p2; 
ко = p3(l+ y )-  p ( l -  y ) ; kt = 1 -  p4' -  4p2y ; 
p = e Y; y = a A t
'е_а!т! Со8(ш0т)
k0 = P(p2-  
1 )Cosy0 ; 
ki = l - p 4 ; 
p  = e Y; 
у = a  At; 
y0= ®oAt
е-а|т|  ̂0 os(ft)oX) 
+
а  /®0 Sin(coo|T|))
)<п)=аох(п)+ 
as х(п-1) +
bi у(п-1) + 
Ь2 у(п-2)
ao = k
= ko / k
bj= 2p Cos уо 
Ь2 = - Р 2





k]= 1 - p 4-- 
-4p2 aJ®0* 
Sinyo Cosy0; 
P = e'r ; 
у = a  A t; 
Yo= ®oAt
е-а|г] ( Q)s(C00T)
ko= p(p -l)*  




а  /®0 Sin(co0|r|))
-4p2oc/co0* 
Smy0Cosy0; 
p = e~Y; 
у = a ,A t; 
Уо= ffloAt
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Таблица 2. Интервалы дискретизации.
Вид модели Ato •
1 .р (т )= е -аМ / 8 с / а
2. р(т)=е_а |т | ( 1 + а  I т | ) ,/8а/а
3 .  р (т)=е“ а Ы ( 1 -  о е I т I )
'8  а
Л / — /а
V з
4. р(т)=е_а|1:| Cos(a>oT)
1 Г  88
а] Ц  ц2 -1|
5. р(т)=е“ а ^  [Cos(cd0t )  +  а  Sin(oo0х)/оо0]
1 j 88
а  | j i 2 + 1  |
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АНАЛИЗ ПАРАЛЛЕЛЬНО ВКЛЮЧЕННЫХ RC-СТРУКТУР С 
РАСПРЕДЕЛЕННЫМИ ПАРАМЕТРАМИ
Дмитриев В.Д.,Миронов А.А,
Пленочная RC-структура с распределенными параметрами представ­
ляет собой трехслойный элемент, состоящий из резистивной, диэлектри­
ческой и проводящей пленок. Такая RC-структура может быть использо­
вана в качестве фильтров нижних и верхних частот, ускоряющих цепей, 
фазосдвигающих цепей для RC-генераторов и режекторных фильтров. По 
своим частотным характеристикам она значительно отличается от цепей с 
сосредоточенными параметрами.
В данной работе рассматривается фильтр нижних частот, составлен­
ный из двух параллельно включенных RC-структур.
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