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ABSTRACT
Measurements of the galaxy UV luminosity function at z & 6 suggest that young stars
hosted in low-mass star-forming galaxies produced the bulk of hydrogen-ionizing photons
necessary to reionize the intergalactic medium (IGM) by redshift z ∼ 6. Whether star-forming
galaxies dominated cosmic reionization, however, also depends on their stellar populations
and interstellar medium properties, which set, among other things, the production rate of
H-ionizing photons, ξ?ion, and the fraction of these escaping into the IGM. Given the difficulty
of constraining with existing observatories the physical properties of z & 6 galaxies, in this
work we focus on a sample of ten nearby objects showing UV spectral features comparable to
those observed at z & 6. We use the new-generation beagle tool to model the UV-to-optical
photometry andUV/optical emission lines of these Local ‘analogues’ of high-redshift galaxies,
finding that our relatively simple, yet fully self-consistent, physical model can successfully
reproduce the different observables considered. Our galaxies span a broad range ofmetallicities
and are characterised by high ionization parameters, low dust attenuation, and very young
stellar populations. Through our analysis, we derive a novel diagnostic of the production rate
of H-ionizing photons per unit UV luminosity, ξ?ion, based on the equivalent width of the bright
[O iii] λλ4959,5007 line doublet, which does not require measurements of H-recombination
lines. This new diagnostic can be used to estimate ξ?ion from future direct measurements of
the [O iii] λλ4959,5007 line using JWST/NIRSpec (out to z ∼ 9.5), and by exploiting the
contamination by Hβ + [O iii] λλ4959,5007 of photometric observations of distant galaxies,
for instance from existing Spitzer/IRAC data and from future ones with JWST/NIRCam.
Key words: galaxies: evolution – galaxies: ISM – galaxies: dwarf – HII regions – dark ages,
reionization, first stars – methods: data analysis
1 INTRODUCTION
The appearance of the first stars and galaxies in the Universe at
the end of the Dark Ages marked the beginning of the epoch of
reionization (EoR, e.g. Bromm & Yoshida 2011). The EoR appears
? E-mail: jchevall@cosmos.esa.int
† ESA Research Fellow
‡ Hubble Fellow
to have lasted mostly between z ∼ 15 (Planck Collaboration et al.
2016) and z ∼ 6 (e.g. Fan et al. 2006). Reionization is generally
thought to have been mainly driven by young stars in low-mass
galaxies (see review by Stark 2016), with minor contributions by
active galactic nuclei (e.g. Parsa et al. 2017), X-ray binaries (e.g.
Mirabel et al. 2011) and Population-III stars (e.g. Wise et al. 2014).
The observed steepening of the faint-end slope of the ultraviolet
(UV) galaxy luminosity function at redshift z ∼ 4 – 8 (e.g. Bouwens
et al. 2015a; Finkelstein et al. 2015) in fact suggests that low-mass
© 2017 The Authors
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galaxies were more abundant in the early Universe than at more
recent times, potentially providing enough H-ionizing photons to
reionize the IGM (e.g. Robertson et al. 2015; Bouwens et al. 2015b).
However, this interpretation is subject tomajor uncertainties: current
data do not allow any accurate determination of the abundances of
low-mass galaxies during the EoR, because of degeneracies among
the luminosity function parameters (e.g. Finkelstein et al. 2015)
and the difficulty of probing magnitudes fainter than MUV ∼ −17
(except in lensed fields, e.g. Atek et al. 2015a,b; Ishigaki et al.
2018). Another major source of uncertainty is the relation between
the (non-ionizing) UV-continuum emission of EoR galaxies, their
production rate ofH-ionizing photons, ÛNion, and the number of these
photons escaping from the galaxies, fesc. Direct measurements of
the rate of ionizing photons escaping from galaxies (the product
fesc × ÛNion) are only possible at lower redshifts (e.g. Izotov et al.
2016; Vanzella et al. 2016), since any H-ionizing photon emitted by
EoR galaxies would be absorbed by neutral H along the line of sight.
Indirect diagnostics on fesc have been proposed, for instance based
on the relation betweenH-Balmer lines andUV-continuumemission
(Zackrisson et al. 2013) and on the Lyα-line profile (Verhamme et al.
2015, 2017), but have not yet been tested on EoR galaxies.
In this paper, we focus on the production rate of H-ionizing
photons per unit intrinsic monochromatic UV (1500Å) lumi-
nosity, ξ?ion = ÛNion/L?UV. This quantity depends only on the
properties of the stellar populations emitting the ionizing pho-
tons, i.e. mainly age and metallicity. Analytical reionization mod-
els often assume a fixed value for ξ?ion, typically in the range
log(ξ?ion/erg−1 Hz) ∼ 25.2 – 25.3 (e.g. Kuhlen & Faucher-Giguère
2012; Robertson et al. 2013), although the dependence of ξ?ion
on stellar population properties would introduce galaxy-to-galaxy
variations (both stochastic and systematic). Here, we use the new-
generation spectral analysis tool beagle (Chevallard & Charlot
2016) to measure the production rate of H-ionizing photons of
ten extreme nearby star-forming regions found by Senchyna et al.
(2017, hereafter S17) to have UV spectra similar to those of z ∼ 6–7
star-forming galaxies. Our simultaneous modelling of several UV
and optical emission lines also provide valuable constraints on the
properties of the ionizing stars, photoionized gas and attenuation by
dust. Beyond the demonstration that the stellar population and pho-
toionization models incorporated into beagle offer accurate fits to
the data, this analysis allows us to uncover and calibrate a relation
between ξ?ion and equivalent width of (Hβ+) [O iii] λλ4959,5007.
This relation extends from canonical ξ?ion values at low line equiv-
alent widths up to nearly an order or magnitude larger for the most
extreme galaxies.
2 DATA AND MODELLING APPROACH
2.1 Spectro-photometric observations of Local ‘analogues’ of
high-redshift galaxies
Weappeal to a sample of ten nearby analogs of primeval galaxies, for
which our team has acquired high-quality UV data from HST/COS
(G160M and G185M gratings) and optical spectra from MMT (see
S17 for details). These galaxies were selected from a sample of
He ii λ4686 emitters dominated by stellar photoionization, identi-
fied by Shirazi & Brinchmann (2012) from the SDSS DR7 (Abaza-
jian et al. 2009). These objects show extremely large equivalent
widths of optical emission lines (e.g. [O iii] λλ4959,5007 & 1000
Å), which, although rare in the nearby Universe (only ∼ 0.01 per
cent of SDSS galaxies), they become far more common at higher
redshifts (e.g. Smit et al. 2014; Rasappu et al. 2016). The ten galax-
ies in our sample have hard ionizing spectra able to doubly ionize
He, i.e. with substantial flux at λ < 228 Å (54.4 eV), although
only half show Wolf-Rayet (WR) spectral features. Our follow-up
HST observations of these objects succeeded in revealing high-
ionization UV lines (C iv λλ1548,1551, [C iii] λ1907+C iii] λ1909,
O iii] λλ1660,1666) similar to those typically observed in galaxies
at z & 5 (Stark et al. 2015a,b, 2017; Mainali et al. 2017; Schmidt
et al. 2017; Smit et al. 2017), providing a unique reference sample
for high-redshift studies.
The location of our galaxies in the ‘[N ii]’ Baldwin et al. (1981,
BPT) diagram shown in Fig. 1a is typical of sub-solarmetallicity gas
(Z/Z ∼ 0.1 – 0.7) with a high ionization parameter (see, e.g., fig. 2
of Gutkin et al. 2016). The large O32 values at fixed R23, shown in
Fig. 1b, also indicate a high ionization parameter, although these val-
ues can also be caused by density-bounded H ii regions (e.g. Jaskot
& Oey 2013; Stasińska et al. 2015). As we show below, ionization-
bounded regions are favoured by our model, which well matches
the observed [O i] λ6363 fluxes, which should appear weaker for
density-bounded regions. Fig. 1a also shows that our galaxies have
lower [N ii] λ6584/Hα, at fixed [O iii] λ4959/Hβ, than those in the
KBSS sample of Strom et al. (2017). These ratios are similar to
those of the z ∼ 0.3 LyC leakers of Izotov et al. (2016), although
they do not reach the extreme [N ii] λ6584/Hα ∼ −2.5 of the com-
pact star-forming galaxies of Izotov et al. (2017b). Interestingly,
Fig. 1b shows no significant offset between our galaxies, the KBSS
sample and the LyC leakers in the O32 vs R23 diagram, while Izo-
tov et al. (2017b) specifically targeted extreme O32 emitters. We
also note the presence of a broad (a few × 102 km/s) component in
several emission lines ([O iii] λλ4959,5007, Hβ, Hα), at a level of
a few per cent the intensity of the narrow component. Such low-
intensity broad components have been observed in other low-mass,
low-metallicity, highly star-forming galaxies and linked to energy
injection from stellar winds and supernovae (e.g. Izotov et al. 2007;
James et al. 2009; Amorín et al. 2012), since Active Galactic Nuclei
(AGNs) typically produce broader components (& 103 km/s) with
intensities comparable to the narrow ones (e.g. Izotov & Thuan
2008; Izotov et al. 2010).
2.2 Emission line fluxes measurements
We measure the fluxes of the emission lines listed in Table 1–2 and
their associated errors with a custom fitting software described in
S17. In summary, for each line, or group of neighbouring lines, we
consider a linear function to describe the local continuum and fit
the line profile with a Gaussian function. For lines with multiple
kinematic components, we consider a secondGaussian function.We
do not attempt to subtract the underlying stellar absorptions from the
measured line fluxes, since stellar absorptions are self-consistently
included in our stellar population + photoionization model (see
Section 2.3 below). We rescale the formal errors on the line fluxes
measured from SDSS spectra by a factor 1.8, the average error
scaling suggested by the MPA/JHU analysis.1 As in S17, we correct
the line fluxes for Galactic extinction using the dust map of Schlafly
& Finkbeiner (2011) and assuming the RV = 3.1 extinction curve of
Fitzpatrick (1999). Since the predictions of our model include only
H-Balmer transitions of principal quantum number n ≤ 6, where
n = 6 corresponds to Hδ, we subtract from the measured He i λ3889
flux the contribution from the Hζ λ3889 line using the measured Hδ
1 https://wwwmpa.mpa-garching.mpg.de/SDSS/DR7/raw_data.html
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Figure 1. (a) [N ii] BPT diagram showing star-forming galaxies at z ∼ 2 – 2.6 from the KBSS survey (blue circles, Strom et al. 2017), the 4 LyC continuum
‘leaker’ at z ∼ 0.3 from Izotov et al. (2016) (red circles), the 5 compact star-forming galaxies at z < 0.07, candidates LyC continuum leakers, from Izotov
et al. (2017b), and the ten galaxies presented in S17 analysed in this work (grey diamonds), along with the model predictions obtained with beagle (red
diamonds). As a reference, we also show with a grey-scale (linear) density plot galaxies from the MPA/JHU emission line catalogue based on SDSS DR7
data. MPA/JHU fluxes are corrected for Galactic extinction only, while the other fluxes for internal extinction as well. (b) same as (a), but showing the
O32 = log ([O iii] λλ4959,5007/[O ii] λλ3726,3729) vs R23 = log ([O iii] λλ4959,5007 + [O ii] λλ3726,3729)/Hβ) diagram.
log [F/F(Hα)]
ID #2 #36 #80 #82 #110
Line Data Model Data Model Data Model Data Model Data Model
Hδ −1.17 ± 0.07 −1.18 −1.10 ± 0.03 −1.09 −1.14 ± 0.06 −1.12 −1.12 ± 0.04 −1.11 −1.08 ± 0.04 −1.10
Hγ −0.90 ± 0.07 −0.89 −0.82 ± 0.03 −0.82 −0.86 ± 0.06 −0.84 −0.84 ± 0.04 −0.84 −0.81 ± 0.04 −0.82
Hβ −0.54 ± 0.08 −0.54 −0.48 ± 0.03 −0.48 −0.52 ± 0.07 −0.50 −0.49 ± 0.04 −0.50 −0.48 ± 0.03 −0.47
Hα 0.00 ± 0.1 0.00 0.00 ± 0.04 0.00 0.00 ± 0.08 0.00 0.00 ± 0.06 0.00 0.00 ± 0.05 0.00
O iii] λ1661 −2.14 ± 0.07 −2.21 −2.02 ± 0.04 −1.98 −2.51 ± 0.07 −2.47 −1.81 ± 0.04 −1.90 −2.08
O iii] λ1666 −1.76 ± 0.07 −1.78 −1.53 ± 0.03 −1.55 −2.06 ± 0.06 −2.03 −1.47 ± 0.04 −1.47 −1.64 ± 0.04 −1.65
C iii] λ1908 −1.24 ± 0.08 −1.27 −1.0 ± 0.06 −1.04 −1.69 −0.84 ± 0.04 −0.86 −1.37
[Ne iii] λ3868 −0.95 ± 0.07 −0.97 −0.85 ± 0.03 −0.85 −0.90 ± 0.06 −0.88 −0.79 ± 0.04 −0.78 −0.80 ± 0.04 −0.80
[O ii] λ3727 −0.63 ± 0.08 −0.64 −0.40 ± 0.05 −0.32 −0.29 ± 0.07 −0.24 −0.60 ± 0.06 −0.60 −0.21 ± 0.05 −0.15
He i λ3889 −1.66 ± 0.07 −1.72 −1.56 ± 0.04 −1.60 −1.62 ± 0.06 −1.65 −1.67 ± 0.04 −1.65 −1.56 ± 0.05 −1.65
[O iii] λ4363 −1.48 ± 0.07 −1.57 −1.49 ± 0.04 −1.60 −1.80 ± 0.07 −1.82 −1.37 ± 0.04 −1.47 −1.61 ± 0.05 −1.71
[Ar iv] λ4740 −2.54 ± 0.1 −2.77 −2.68 ± 0.3 −2.89 −3.06 ± 0.3 −2.94 −2.32 ± 0.09 −2.55 −2.62 ± 0.3 −2.87
[O iii] λ4959 −0.26 ± 0.08 −0.30 −0.23 ± 0.03 −0.27 −0.25 ± 0.07 −0.23 −0.15 ± 0.04 −0.18 −0.24 ± 0.03 −0.26
[O iii] λ5007 0.21 ± 0.1 0.18 0.25 ± 0.04 0.21 0.24 ± 0.08 0.25 0.34 ± 0.05 0.30 0.23 ± 0.04 0.21
He i λ5875 −1.46 ± 0.08 −1.44 −1.44 ± 0.03 −1.40 −1.40 ± 0.06 −1.38 −1.43 ± 0.04 −1.42 −1.45 ± 0.04 −1.40
[O i] λ6363 −2.69 ± 0.1 −2.63 −2.40 ± 0.2 −2.41 −2.47 ± 0.09 −2.35 −2.63 ± 0.09 −2.71 −2.52 ± 0.1 −2.44
[N ii] λ6548 −2.52 ± 0.1 −2.61 −2.49 ± 0.3 −2.32 −2.00 ± 0.08 −1.97 −2.38 ± 0.2 −2.55 −1.93 ± 0.07 −1.97
[N ii] λ6583 −1.97 ± 0.08 −2.13 −1.70 ± 0.03 −1.84 −1.49 ± 0.06 −1.50 −1.76 ± 0.04 −2.07 −1.42 ± 0.04 −1.49
[S ii] λ6716 −1.59 ± 0.07 −1.64 −1.38 ± 0.03 −1.42 −1.33 ± 0.06 −1.31 −1.59 ± 0.04 −1.65 −1.23 ± 0.04 −1.27
[S ii] λ6730 −1.70 ± 0.07 −1.75 −1.50 ± 0.03 −1.54 −1.43 ± 0.06 −1.42 −1.69 ± 0.04 −1.77 −1.37 ± 0.04 −1.38
[Ar iii] λ7136 −1.75 ± 0.07 −1.73 −1.69 ± 0.03 −1.64 −1.49 ± 0.06 −1.47 −1.66 ± 0.04 −1.65 −1.55 ± 0.04 −1.49
Table 1. UV and optical emission lines fluxes computed from the HST/COS, MMT, and SDSS spectra, along with the fluxes predicted by our model. The
model fluxes correspond to the posterior median of the marginal posterior distribution of each line flux. Although in our analysis we fitted the individual flux
measurements, in this table, to facilitate the intepretation, we express the fluxes as log [F/F(Hα)], where F is the flux of any emission line and F(Hα) is the
observed Hα flux. The complete table is available online.
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log [F/F(Hα)]
ID #111 #179 #182 #191 #198
Line Data Model Data Model Data Model Data Model Data Model
Hδ −1.10 ± 0.04 −1.06 −1.24 −1.11 ± 0.04 −1.08 −1.06 ± 0.1 −1.06 −1.09 ± 0.07 −1.08
Hγ −0.82 ± 0.04 −0.80 −0.89 ± 0.06 −0.87 −0.85 ± 0.04 −0.81 −0.80 ± 0.1 −0.80 −0.84 ± 0.07 −0.81
Hβ −0.48 ± 0.04 −0.47 −0.54 ± 0.06 −0.49 −0.50 ± 0.04 −0.48 −0.47 ± 0.1 −0.47 −0.50 ± 0.08 −0.47
Hα 0.00 ± 0.04 0.00 0.00 ± 0.09 0.00 0.00 ± 0.06 0.00 0.00 ± 0.2 0.00 0.00 ± 0.1 0.00
O iii] λ1661 −2.03 ± 0.05 −1.79 −2.16 −2.00 ± 0.04 −2.03 −2.29 ± 0.1 −2.34 −2.35
O iii] λ1666 −1.35 ± 0.03 −1.36 −1.93 ± 0.06 −1.92 −1.65 ± 0.04 −1.60 −1.91 −1.90
C iii] λ1908 −1.32 −1.23 ± 0.06 −1.19 −0.93 ± 0.04 −0.90 −1.16 ± 0.1 −1.19 −1.40 ± 0.08 −1.37
[Ne iii] λ3868 −0.88 ± 0.04 −0.82 −1.05 ± 0.06 −1.0 −0.84 ± 0.04 −0.81 −0.81 ± 0.1 −0.83 −1.02 ± 0.07 −0.97
[O ii] λ3727 −0.50 ± 0.05 −0.39 −0.26 ± 0.07 −0.15 −0.36 ± 0.06 −0.28 −0.54 ± 0.1 −0.45 −0.00.1 ± 0.08 −0.04
He i λ3889 −1.60 ± 0.05 −1.58 −1.90 −1.65 ± 0.04 −1.60 −1.49 ± 0.1 −1.64 −1.53 ± 0.08 −1.62
[O iii] λ4363 −1.43 ± 0.05 −1.52 −2.02 ± 0.07 −2.09 −1.49 ± 0.04 −1.61 −1.80 ± 0.1 −1.83 −1.98 ± 0.09 −1.89
[Ar iv] λ4740 −2.55 ± 0.3 −2.79 −3.59 ± 1 −3.09 −2.72 ± 0.2 −2.83 −2.78 ± 0.2 −2.66 −3.51 ± 1 −3.28
[O iii] λ4959 −0.26 ± 0.04 −0.25 −0.35 ± 0.06 −0.31 −0.19 ± 0.04 −0.21 −0.15 ± 0.1 −0.12 −0.38 ± 0.08 −0.36
[O iii] λ5007 0.22 ± 0.05 0.22 0.12 ± 0.07 0.17 0.29 ± 0.05 0.27 0.32 ± 0.2 0.36 0.08 ± 0.09 0.12
He i λ5875 −1.49 ± 0.04 −1.41 −1.42 ± 0.06 −1.37 −1.44 ± 0.04 −1.39 −1.39 ± 0.1 −1.35 −1.46 ± 0.08 −1.39
[O i] λ6363 −2.75 ± 0.3 −2.52 −2.61 ± 0.1 −2.45 −2.41 ± 0.08 −2.39 −2.90 ± 0.2 −2.68 −2.45 ± 0.1 −2.24
[N ii] λ6548 −2.53 ± 0.2 −2.49 −1.95 ± 0.09 −1.73 −2.22 ± 0.07 −2.22 −2.23 ± 0.1 −2.16 −1.85 ± 0.09 −1.93
[N ii] λ6583 −2.01 ± 0.06 −2.01 −1.41 ± 0.07 −1.24 −1.68 ± 0.05 −1.75 −1.73 ± 0.1 −1.69 −1.32 ± 0.08 −1.45
[S ii] λ6716 −1.51 ± 0.03 −1.53 −1.29 ± 0.06 −1.26 −1.37 ± 0.04 −1.41 −1.62 ± 0.1 −1.62 −1.21 ± 0.07 −1.19
[S ii] λ6730 −1.68 ± 0.04 −1.64 −1.41 ± 0.06 −1.37 −1.48 ± 0.04 −1.52 −1.76 ± 0.1 −1.73 −1.35 ± 0.07 −1.30
[Ar iii] λ7136 −1.76 ± 0.04 −1.70 −1.50 ± 0.06 −1.47 −1.73 ± 0.04 −1.58 −1.43 ± 0.1 −1.51 −1.56 ± 0.08 −1.56
Table 2. Continues from Table 1.
flux, and assuming a case B recombination ratio of Hζ/Hδ = 0.41
valid for a T = 104 K gas (see Table 4.2 of Osterbrock & Ferland
2006).2 Given the similar (circular) apertures of SDSS fibers and
HST/COS (diameters of 3′′ and 2.5′′, respectively), we do not
apply any aperture correction to the UV and optical emission lines
measurements.
2.3 Stellar-population and photoionization modelling
We model the UV-to-optical photometry and emission lines inte-
grated fluxes of our galaxies to constrain their physical properties
and production rate of H-ionizing photons. To achieve this, we use
beagle, a new-generation spectral analyses tool which incorpo-
rates a self-consistent description of the emission from stars (based
on the latest version of the Bruzual & Charlot 2003 stellar popula-
tion synthesis code3) and photoionized gas (using cloudy version
13.3, last described in Ferland et al. 2013). In practice, we consider
a Chabrier (2003) stellar initial mass function truncated at 0.1 and
100 M , and adopt a constant star formation rate and a constant
metallicity. The star formation and chemical enrichment history of
2 The proximity in wavelength of Hδ at λ = 4101.7 Å to Hζ λ3889 allows
us to ignore the potential impact of dust attenuation on the estimation of the
Hζ flux, since Hδ and Hζ would suffer a comparable amount of attenuation.
3 See appendix A of Vidal-García et al. 2017 for a comparison of the
population synthesis code used in this work with the original version of
Bruzual & Charlot (2003).
our galaxies is hence parametrised in terms of the galaxy stellar
mass M, age of the oldest stars t (or age of the galaxy) and stel-
lar metallicity Z. Following S17, we account for the effect of dust
attenuation by considering the Small Magellanic Cloud extinction
curve (Pei 1992), and vary the V-band attenuation optical depth τˆV .
The choice of using an extinction curve is justified by the fact that
geometry and scattering effects should have only a minor influence
on line emission from the small physical regions probed by our data.
We followGutkin et al. (2016) to account for (line+continuum)
nebular emission. We fix the gas density at nH = 102 cm−3, the
typical value observed in local compact star-forming galaxies (e.g.
Izotov et al. 2006; Jaskot&Oey 2013), set the interstellarmetallicity
equal to the stellar metallicity (ZISM = Z), and vary the ionization
parameter logUS, which sets the ratio of H-ionizing-photon to gas
density at the Strömgren radius,4 the dust-to-metal mass ratio ξd,
which sets the depletion of heavy elements onto dust grains, and the
carbon-to-oxygen abundance ratio C/O, where C/O = 1 implies a
scaled-Solar abundance.
We perform two separate fittings with beagle: one to a com-
bination of UV and optical photometry and Balmer emission lines,
to derive the intrinsic UV luminosity of our galaxies; the other to a
broad set of UV and optical emission lines, to derive the physical
properties of the ionized gas and ionization sources. In the combined
photometry+Balmer lines fit, we consider the H-Balmer lines Hα,
4 This parametrization translates into a volume-averaged ionization param-
eter 〈U 〉 = 9/4US (see equation 1 of Hirschmann et al. 2017).
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Parameter Prior Description
log(M/M) U ∈ [1, 9] Stellar mass
log (t/yr) N(7.5; 1.5)∈ [7, 10.15]
Age of oldest stars in the
galaxy
log(Z/Z) U ∈ [−2.2, 0.25] Stellar and interstellarmetallicity
logUS U ∈ [−4, −1] Effective gas ionizationparameter
τˆV exp−τˆV ∈ [0, 2] V -band attenuationoptical depth
C/O U ∈ [0.1, 1] Carbon-to-oxygen ratio
ξd U ∈ [0.1, 0.5] Dust-to-metal mass ratio
Table 3. Free parameters of the model adopted in beagle to fit the
COS/SDSS photometry + Balmer emission lines [parameters log(M/M),
log (t/yr), log(Z/Z), logUS and τˆV ], and to fit the emission line fluxes (all
parameters in the table) of the ten nearby star-forming galaxies analysed in
this work. The symbol U indicates a uniform distribution in the specified
range, N(µ; σ) a Gaussian (Normal) distribution with mean µ and standard
deviation σ, truncated in the specified range.
Hβ, Hγ and Hδ, the ugri optical (fiber) photometry from SDSS,5
and a single UV photometric band, which we compute from an in-
tegration of the HST/COS spectra.6 Because of the different filter
configurations used when acquiring the COS data, we consider a flat
filter covering the region λ ∼ 1620 – 1660Å for the objects SB 36
and SB 182, and a filter covering the range λ ∼ 1480 – 1515Å for
the other 8 objects. Both regions sample the rest-frame UV con-
tinuum of the galaxies, and are not significantly affected by neb-
ular emission lines or ISM absorption lines. Since Balmer lines
alone cannot constrain the several nebular emission parameters, we
simplify the model and fix the carbon-to-oxygen abundance ratio
to the Solar value [C/O = (C/O)] and the depletion factor to
ξd = 0.3, to obtain a model described by the 5 free parameters
Θphot+Balmer = [log(M/M), log (t/yr), log(Z/Z), logUS, τˆV ].
In a separate fitting, we model the broad range of UV and
optical emission lines listed in Table 1–2. Besides the H-Balmer
lines Hα, Hβ, Hγ and Hδ, we include several O, O+ and O2+
lines, the nitrogen and sulphur doublets [N ii] λλ6548,6584 and
[S ii] λλ6716,6731, the [C iii] λ1907+C iii] λ1909 line, helium lines,
and lines from Ar2+, Ar3+ and Ne2+. We fit with beagle the inte-
grated line fluxes, computed from the observed spectra as detailed in
Section 2.2, with a model similar to the one described above, but let-
ting the carbon-to-oxygen abundance ratio and depletion factor free
to vary. This model is therefore described by the 7 free parameters
Θ lines = [log(M/M), log (t/yr), log(Z/Z), logUS, τˆV ,C/O, ξd].
The Bayesian approach adopted in beagle allows us to de-
rive the posterior probability distribution of the model parameters
Θphot+Balmer and Θ lines,
P(Θ | D,H) ∝ pi(Θ) L(Θ) , (2.1)
where D indicates the data, H the adopted model, pi(Θ) the prior
distribution, and L(Θ) the likelihood function. We adopt indepen-
dent priors for each parameter, uniform for log(M/M), log(Z/Z),
5 We do not fit the reddest SDSS band (z) since the adopted (constant)
star formation histories may introduce biases when fitting a band potentially
dominated by evolved stellar populations.
6 Note that we do not use GALEX photometry, to avoid potential biases
introduced by the large GALEX PSF.
logUS, ξd, C/O, Gaussian for log (t/yr), and exponential for τˆV ,
and report the prior definitions and ranges in Table 3. We adopt
a Gaussian likelihood function with independent errors on each
measurement,
−2 lnL(Θ) =
∑
i
[
yi − yˆi(Θ)
σi
]2
, (2.2)
where the summation index i runs over all observables considered
in the fitting, i.e. the Balmer lines and COS+SDSS photometry in
one case, the emission lines listed in Table 1–2 in the other case.
In equation 2.2, yi indicates the data, σi the observational error
and yˆi(Θ ) the model prediction. We adopt the Nested Sampling
algorithm (Skilling et al. 2006) in themultinest implementation
(Feroz et al. 2009) to sample the posterior probability distribution
of the free parameters of our model. We note that this implies
that each model spectrum is computed in beagle ‘on-the-fly’ for
each combination of parameters selected by multinest during
the sampling of the posterior probability distribution of the model
parameters.
3 RESULTS
The model we have adopted allows us to well reproduce all the
observables here considered , i.e. the combination of COS/SDSS
photometry and H-Balmer lines, and the emission lines of Table 1–
2. In Table 1–2, we also report the emission line fluxes predicted by
our model for each object fitted, while we show in Fig. 2 a visual
example of the fitting of the object SB 80, an embedded H ii region
at z = 0.01085. We show in Figs 1a,b, the line ratios predicted by
beagle for all fitted objects in our sample. Table 1–2 indicates
a remarkable agreement between the predictions of our relatively
simple model and the data.
3.1 Physical properties of extreme star-forming regions
Table 4 lists the physical properties of our sample derived from the
beagle-based emission lines fitting. As already shown in S17,
our ten galaxies cover a broad range of gas-phase metallicities
12 + log(O/H) ∼ 7.9 – 8.5 [log(Z/Z) ∼ −0.8 to − 0.2] and show
low dust attenuation values. We derive high ionization parameters
in all galaxies [logUS & −3], even in the highest metallicity ones,
namely SB 179 and SB 191 [12 + log(O/H) ∼ 8.5], which show
logUS ∼ −2.60 and ∼ −2.14, respectively. Galaxies showing in-
termediate metallicities and high ionization parameters are rare in
the Local Universe (e.g. among SDSS galaxies, see fig 2 of Carton
et al. 2017), while they become more common at higher redshifts,
as suggested by the detection of high-ionization metal lines at z & 5
(e.g. Stark et al. 2015a; Mainali et al. 2017). The emission lines that
we consider in this analysis originate from both refractory (O, C)
and non-refractory (N, S, Ar, Ne) elements, and this enables us to
place tight constraints on the fraction of metals depleted onto dust
grains ξd. The ξd values reported in Table 4 are significantly lower
than the Solar value ξd = 0.36, indicating that most metals in
these galaxies are in the gas phase and not locked into dust grains.
Fig. 3 compares the gas-phase metallicity 12 + log(O/H) de-
rived with our analysis with the values obtained by S17 using a
standard method, the ‘direct-Te’ one (see their section 3.2). S17
measure the electron temperature (Te) of O+ and O2+ using ra-
tios of auroral ([O ii] λλ7320,7330 and [O iii] λ4363) and strong
([O ii] λλ3726,3729 and [O iii] λλ4959,5007) lines, and then com-
pute the abundances of the O+ and O2+ ions using the strong lines.
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Figure 2. Example of a beagle fitting of the galaxy SB 80, an embedded H ii region. Observed fluxes are indicated by grey diamonds, model fluxes by red
ones. Note that in most cases the error bars on the observed fluxes are contained within the markers.
ID t/Myr 12 + log(O/H) logUS ξd τˆV
2 1.10 ± 0.1 7.87 ± 0.02 −2.56 ± 0.02 0.15 ± 0.03 0.37 ± 0.01
36 1.11 ± 0.1 7.97 ± 0.03 −2.77 ± 0.02 0.19 ± 0.04 0.1 ± 0.02
80 3.10 ± 0.8 8.31 ± 0.03 −2.65 ± 0.03 0.18 ± 0.03 0.17 ± 0.03
82 2.03 ± 0.1 7.95 ± 0.01 −2.36 ± 0.02 0.28 ± 0.01 0.18 ± 0.008
110 11.06 ± 4 8.15 ± 0.03 −2.66 ± 0.02 0.35 ± 0.03 0.04 ± 0.02
111 1.27 ± 0.3 7.90 ± 0.03 −2.68 ± 0.02 0.18 ± 0.04 0.04 ± 0.02
179 177.99 ± 5 8.49 ± 0.02 −2.60 ± 0.03 0.18 ± 0.03 0.01 ± 0.01
182 1.07 ± 0.08 8.10 ± 0.03 −2.68 ± 0.02 0.16 ± 0.03 0.08 ± 0.02
191 3.15 ± 0.2 8.47 ± 0.01 −2.14 ± 0.03 0.12 ± 0.02 0.00 ± 0.005
198 7.05 ± 2 8.20 ± 0.08 −2.95 ± 0.06 0.12 ± 0.02 0.02 ± 0.02
Table 4. Physical parameters of the ten objects analysed in this work, obtained by fitting with beagle the emission lines listed in Table 1–2. We report the
posterior median and 68 per cent central credible interval of stellar age t , gas-phase metallicity 12 + log(O/H), ionization parameter logUS, dust-to-metal mass
ratio ξd andV -band attenuation optical depth τˆV .
As Fig. 3 shows, the agreement between the S17, direct-Te based
estimates of 12 + log(O/H) and our values (listed in Table 4) is gen-
erally good, although the beagle-based metallicities are slightly
larger than the S17 ones, by ∼ 0.05 dex at 12 + log(O/H) . 8.3,
and by ∼ 0.2 dex for the two galaxies with larger 12 + log(O/H)
values, SB 179 and SB 191. These two objects show large ioniza-
tion parameters, and S17 ignore the contribution from O3+ when
measuring the oxygen abundance, but they evaluate the contribu-
tion of O3+ to be minor by considering a relation between O3+
and He2+/He+ (Izotov et al. 2006). The only object that does not
follow the trend above is SB 198, for which our metallicity estimate
is ∼ 0.3 dex lower than the S17 one. The metallicity estimated for
SB 198, however, is the most uncertain, and the statistical signif-
icance of the difference among the two methods is ∼ 3σ, hence
more data would be necessary to gain better insight into the origin
of this discrepancy.
We note that differences between metallicities estimated with
photoionization models and with the ‘direct-Te’ method, such as
those discussed above, have been reported in several recent works
(e.g. Blanc et al. 2015; Vale Asari et al. 2016; Pérez-Montero &
Amorín 2017). Interestingly, both Blanc et al. (2015) and Vale Asari
et al. (2016) find that metallicities estimated with photoionization
models are systematically larger (by ∼ 0.2 to 0.4 dex) than those
estimated with the direct-Te method, qualitatively consistent with
our findings, and that photoionization models can provide metal-
licity estimates in better agreement with those derived from metal
recombination lines. In Vale Asari et al. (2016) (see their sec. 6.3)
it is suggested that the [O iii] λ4363 line is at the origin of the
measured differences among photoionization- and direct-Te- based
metallicities. The [O iii] λ4363 line is used to determine the electron
temperature in the O2+ zone, but this line can be affected by tem-
perature fluctuations and non-Maxwellian velocity distributions of
the free electrons (Nicholls et al. 2012). These effects can boost the
[O iii] λ4363 line flux, thus modifying the derived electron temper-
ature and, consequently, the metallicity. In this work, the differences
among the photoionization- and direct-Te- based metallicities are,
for most objects, significantly smaller than found in previous works.
The reason is likely related to the fact that S17 directly measure the
Te of both O+ and O2+, instead of only measuring the temperature
of O2+ and using calibrated relations to derive that of O+. The S17
approach can thus alleviate some of the limitations of the direct-Te
method, providing estimates in better agreement with those derived
with the photoionization models incorporated into beagle.
3.2 Production rate of H-ionizing photons
In this paper, we define ξ?ion = ÛNion/L?UV as the ratio between
the production rate of H-ionizing photons ( ÛNion) and the intrinsic
stellar monochromatic UV luminosity (L?UV). The quantity L
?
UV is
computed from the pure stellar spectrum considering a flat filter
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Physical properties of extreme nearby star-forming regions 7
7.8 8.0 8.2 8.4 8.6
log(O/H) (Te)
7.8
8.0
8.2
8.4
8.6
lo
g(
O
/H
)(
b
e
a
g
le
)
110
111
179
182
191
198
2
36
80
82
−2.8
−2.6
−2.4
−2.2
lo
g
U
s
Figure 3. Comparison between the gas-phase metallicity 12 + log(O/H)
obtained in this work with the beagle tool (y-axis) and by S17 with
the ‘direct-Te ’ method. Colour-coded is the ionization parameter logUS
obtained with the beagle analysis. Error bars indicate the 68 per cent
central credible interval.
ID log ξ?ion log ξ
H ii
ion log ξion
2 25.84 ± 0.05 25.81 ± 0.11 26.42 ± 0.10
36 25.37 ± 0.02 25.36 ± 0.03 25.38 ± 0.04
80 25.73 ± 0.01 25.69 ± 0.01 26.26 ± 0.03
82 25.80 ± 0.01 25.84 ± 0.02 25.85 ± 0.02
110 25.24 ± 0.02 25.26 ± 0.03 25.27 ± 0.04
111 25.38 ± 0.03 25.37 ± 0.03 25.47 ± 0.04
179 25.50 ± 0.03 25.52 ± 0.04 25.84 ± 0.03
182 25.57 ± 0.02 25.61 ± 0.03 25.73 ± 0.05
191 25.82 ± 0.02 25.94 ± 0.04 26.06 ± 0.03
198 25.65 ± 0.02 25.60 ± 0.03 25.63 ± 0.03
Table 5. Production rate of H-ionizing photons per unit monochromatic
UV luminosity [expressed in units of log(erg−1 Hz)]. We report different
definitions of this quantity, using the intrinsic stellar luminosity (ξ?ion), the
stellar+nebular luminosity (ξH iiion ), and the observed (i.e. attenuated) lumi-
nosity (ξion, see Section 3.2). The reported values correspond to the posterior
median, while the errors indicate to the 68 per cent central credible interval.
centred at 1500 Å and of 100 Å width (e.g. see Robertson et al.
2013). L?UV is the emission from stars that would be observed in
the absence of gas and dust in galaxies, i.e. it does not include the
effect of absorption and emission from neutral and photoionized
gas, nor of dust attenuation. Previous studies have adopted different
definitions of the monochromatic UV luminosity, for example, by
considering the stellar+nebular luminosity LH iiUV , corrected for dust
attenuation outside H ii regions but not for dust attenuation inside
H ii regions nor for recombination-continuum emission, or the ob-
served luminosity LUV. For the sake of clarity, we introduce here
the symbols ξH iiion and ξion to differentiate between our definition of
ξ?ion and the ratios ξ
H ii
ion =
ÛNion/LH iiUV and ξion = ÛNion/LUV.
To compute ξ?ion, we combine the monochromatic UV lumi-
nosity (L?UV) inferred from the fitting to COS/SDSS photometry +
Balmer lines with the rate of H-ionizing photons ( ÛNion) obtained
by fitting the different UV and optical emission lines. We report in
Table 5 the ξ?ion values for the ten galaxies in our sample. Our galax-
ies exhibit log(ξ?ion/erg−1 Hz) values in the range ∼ 25.2 to ∼ 25.8,
i.e. generally larger then the values adopted in standard reionization
models (25.2 to 25.4).We also report in Table 5 the values we derive
for ξH iiion and ξion, to highlight the impact that different definitions
of this quantity can have on the quoted values. In particular, ξH iiion
can be either smaller or larger than ξ?ion, depending on the rela-
tive strengths of dust attenuation inside H ii regions (which lowers
LH iiUV and raises ξ
H ii
ion; see e.g. object SB 191) and recombination-
continuum emission (which boosts LH iiUV and hence lowers ξ
H ii
ion; see
e.g. SB 2). Considering the observed (i.e. attenuated) UV lumi-
nosity LUV generally implies larger ξion values, but the difference
between ξ?ion and ξion depends on the amount of dust attenuation
affecting stellar and nebular emission outside H ii regions.
In Fig. 4, we show the relation between ξ?ion and equivalent
width of the [O iii] λλ4959,5007 doublet. Objects exhibiting larger
EW([O iii]) also show larger ξ?ion. A relation between the two quan-
tities is expected, since large [O iii] λλ4959,5007 equivalent widths
are typically produced by stellar populations with young ages and
sub-solar metallicities, which would also produce copious amounts
of H-ionizing photons. Moreover, part of the small scatter visi-
ble in Fig. 4 can be ascribed to the relatively narrow range of
[O iii] λλ4959,5007/Hβ probed by our objects (Fig. 1a). Remark-
ably, the tight relation in Fig. 4 also implies a limited variation
of ionized-gas properties in our objects, since the relation between
ξ?ion and EW([O iii]) depends on the shape of the ionizing spec-
trum (e.g. stellar age and metallicity), ionization parameter (ge-
ometry of the photoionized regions), metal abundances and gas
density. The colour coding of the circles in Fig. 4 further indicates
the equivalent width of [C iii] λ1907+C iii] λ1909 measured from
the COS spectra. As noted by S17 (their fig. 10), the equivalent
widths of [C iii] λ1907+C iii] λ1909 and [O iii] λλ4959,5007 are re-
lated to each other, the most extreme C iii] emitters showing largest
[O iii] emission. Additional high-quality rest-frame UV spectra are
required to calibrate a relation between ξ?ion and C iii], but this rela-
tion has the potential to allow indirect constraints on ξ?ion even for
galaxies deep into the EoR.
We fit the relation between ξ?ion and EW([O iii]) using ‘Or-
thogonal Distance Regression’, a linear regression method which
allows us to account for errors along both the y- and x-axis.7 The
black line in Fig. 4 show the best-fitting relation
log(ξ?ion/erg−1Hz) = 22.12±0.48+1.15±0.16×log
(
EW [O iii]/Å) ,
(3.1)
while the grey bands indicate the 68 per cent credible region around
the best-fitting relation. We also fit a relation considering the com-
bined equivalent widths of Hβ+ [O iii] λλ4959,5007, obtaining a re-
lation with intercept (slope) = 21.95 (1.18) instead of 22.12 (1.15).
Such a relation is particularly useful to convert in a physically-
motived way broad-band colour excesses (e.g. IRAC excess, Shim
et al. 2011; Stark et al. 2013; Smit et al. 2014) into ξ?ion values.
4 DISCUSSION
The results presented in the previous section allow us to draw several
conclusions regarding our modelling approach. Thebeagle-based
fitting of the UV and optical emission lines, and in particular our
7 https://docs.scipy.org/doc/scipy/reference/odr.html
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Figure 4. Relation between production rate of H-ionizing photons per unit
intrinsic monochromatic UV luminosity (y-axis) and equivalent width of the
[O iii] λλ4959,5007 doublet (x-axis). Colour-coded is the equivalent width
of [C iii] λ1907+C iii] λ1909, while grey circles indicate objects with no
[C iii] λ1907+C iii] λ1909 detections. Error-bars on the circles indicate the
68 per cent central credible region. The black line indicates the best-fit linear
relation between ξ?ion and EW([O iii]) reported in equation (3.1), while the
grey bands indicate the 68 per cent credible region. The red hatched region
indicates typical ξ?ion values adopted in reionization models.
ability to match simultaneously the emission from different ioniza-
tion states of the same element (e.g. O+ and O2+; Ar2+ and Ar3+),
ions with widely different ionizing energies (e.g. 27.6 eV for Ar2+
and 41.0 eV for Ne3+) and electron temperature-sensitive ratios
(e.g. [O iii] λ4363/[O iii] λλ4959,5007), suggests that the ionizing
stellar-population prescription and nebular parametrization of our
model are suited to interpret observations of extreme star-forming
regions. The matching of the different H-Balmer lines validates our
adoption of an SMC extinction curve to model dust attenuation, and
that of the [S ii] λλ6716,6731 line doublet the gas density we have
adopted. Also, the ability of our model to match emission lines of
different elements (C, N, O, Ne, S and Ar) suggests that these galax-
ies show similar metal abundance ratios, which we can reproduce
by varying only the interstellar metallicity, dust depletion factor and
carbon-to-oxygen ratio.
We note, however, that in our analysis we did not attempt to
fit the He ii recombination lines (He ii λ1640 and He ii λ4686). As
we have discussed in S17, the stellar population + photoionization
models incorporated in beagle are unable to reproduce the very
large equivalent widths of the He ii λ1640 nebular line (up to ∼ 1.7
Å) observed in the galaxies of our sample that do not show WR
spectral features, i.e. galaxies with metallicities 12 + log(O/H) .
8. As discussed in Shirazi & Brinchmann 2012, this problem is
common to other widely used stellar population models, which fail
in providing enough He+ ionizing photons for stellar populations
with Z/Z . 0.2. Several potential sources of additional He+
ionizing photons have been proposed in the literature, such as X-
ray binaries, fast radiative shocks, and low-luminosity AGNs (e.g.
Stasińska et al. 2015). As discussed in sec. 5.3 of S17, data on
our galaxies do not provide evidence for the presence of X-ray
binaries or fast radiative shocks, although deeper X-ray observations
and larger grids of shock models (extending to lower metallicities)
would be required to rule out such presence. Thanks to the recent
incorporation into beagle of the AGN models for Narrow Line
Region emission of Feltre et al. (2016), in a future work we will
test the possibility of low-luminosity AGNs to explain the observed
He ii λ1640 nebular emission of our non-WR galaxies.
The constraints obtained with our beagle-based modelling
of emission lines + photometry on ξ?ion have potentially impor-
tant implications for our understanding of the sources of H-
ionizing photons in pristine star-forming galaxies. We find that
ξ?ion can reach values significantly larger than those considered
in many reionization models, especially for galaxies exhibiting
EW([O iii] λλ4959,5007) & 1000. Such galaxies are relatively rare
at low redshifts, while they become much more common at higher
ones. Very large equivalent widths of optical emission lines are
routinely inferred from contamination of broad-band Spitzer/IRAC
photometry, corresponding to EW(Hα + [N ii] λλ6548,6584 +
[S ii] λλ6716,6731) up to ∼ 400 for galaxies at z ∼ 4.5 (Stark
et al. 2013; Smit et al. 2016; Mármol-Queraltó et al. 2016), reach-
ing& 1000 for galaxies at z ∼ 5.2 (Rasappu et al. 2016). Smit et al.
(2014) derive EW(Hβ+ [O iii] λλ4959,5007) & 1000 for extremely
blue IRAC galaxies at z ∼ 7. Observations of high-ionization UV
lines provide a consistent picture: while high equivalent widths of
UV lines, such as C iv λλ1548,1551, [C iii] λ1907+C iii] λ1909 and
O iii] λλ1660,1666, are rare at low redshift, they have been routinely
detected at higher redshifts (e.g. Stark et al. 2015a,b, 2017; Mainali
et al. 2017). The emerging picture is that at z & 6 a combination of
high star formation rates per unit stellar mass, young stellar popu-
lations, low metallicities and high ionization parameters favour the
presence of EW & 1000 (10) for the brightest optical (UV) lines,
which our analysis suggest correspond to values of ξ?ion significantly
larger than canonical values used in reionization models.
From a theoretical perspective, simulations indicate that the
escape fraction of H-ionizing photons from galaxies is time-
dependent, being tightly coupled to the energy input from stellar
feedback (winds, SNe), which opens ‘clear’ channels through which
ionizing radiation can escape (e.g. Wise & Cen 2009; Trebitsch
et al. 2017). The presence of broad components in the emission
lines of our objects suggests that such feedback mechanisms are at
work in star-forming regions with a high production efficiency of
H-ionizing photons. If regions with high ξ?ion also exhibit large fesc,
then short, powerful bursts of star formation in low-metallicity, low-
mass galaxies can provide enough H-ionizing photons to achieve
the time-averaged value log( fesc ξ?ion/erg−1Hz) = 24.5 (Bouwens
et al. 2016) necessary to keep the IGM ionized.8
5 COMPARISONWITH PREVIOUS WORK
The importance of constraining the production rate of H-ionizing
photons to understand the role of star-forming galaxies in cos-
mic reionization motivated several recent studies in which this
quantity has been estimated using different observables. Bouwens
et al. (2016) consider star-forming galaxies at z ∼ 3.8 – 5.4 in
the GOODS North and South fields, and estimate the produc-
tion rate of H-ionizing photons ÛNion from the contamination of
Hα + [N ii] λλ6548,6584 + [S ii] λλ6716,6731 to broad-band pho-
tometry. In practice, they derive the Hα luminosity by adopting
fixed ratios of [N ii]/Hα and [S ii]/Hα, and estimate the amount of
dust attenuation from the UV-continuum slope. They then derive
a dust-corrected UV luminosity LH iiUV . The ξ
H ii
ion they obtain span
a broad range of values log(ξH iiion/erg−1 Hz) ∼ 24.2 – 26, compatible
8 This value assumes a minimum UV magnitude M1500 = −13, while
adoptingM1500 = −17would imply a higher log( fesc ξ?ion/erg−1Hz) = 24.9.
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with the values spanned by our galaxies, with the bulk of their galax-
ies showing values log(ξH iiion/erg−1 Hz) ∼ 25 – 25.6, and the bluest
and less luminous galaxies exhibiting the highest values.
Schaerer et al. (2016) analyse five LyC-leaking galaxies at
z ∼ 0.3 with large EW([O iii]) & 1000, deriving ÛNion from
the (dust-corrected) Hβ luminosity, and LH iiUV from fitting the UV
(GALEX) and optical (SDSS) photometry of the galaxies. As in
Bouwens et al. (2016), Schaerer et al. (2016) derive a dust-corrected
UV luminosity, but without correcting for the contribution from re-
combination continuum and dust within H ii regions. The values
they obtain are in the range log(ξH iiion/erg−1 Hz) ∼ 25.1 – 25.5, gen-
erally lower than the values we derive for galaxies with comparable
EW([O iii]).
Matthee et al. (2017) study a sample of ∼ 600 Hα emit-
ters at z = 2.2 from the HiZELS survey (Geach et al. 2008).
They measure the Hα luminosity from a narrow photometric
band centred on Hα + [N ii] λλ6548,6584, correcting Hα for the
[N ii] λλ6548,6584 contribution. They derive dust corrections with
different methods, and compute ÛNion from the dust-corrected Hα
luminosity. The ξH iiion they derive cover a broad range of values
log(ξH iiion/erg−1 Hz) ∼ 24 – 26, with the exact values being sensitive
to the adopted dust correction method. They find a strong corre-
lation among ξH iiion and EW(Hα), with the highest equivalent width
galaxies exhibiting the large ξH iiion values.
Izotov et al. (2017a) study a sample of ∼ 14000 compact
star-forming galaxies at z ≤ 1 from SDSS DR12. They derive
dust corrections from Balmer line ratios, compute ÛNion from the
dust-corrected Hβ luminosity, and obtain the monochromatic UV
luminosity fromSEDfitting toGALEXandSDSSphotometry. They
derive ξH iiion values in the range log(ξH iiion/erg−1 Hz) ∼ 24.4 – 25.6,
with the bluest galaxies exhibiting the largest ξH iiion values.
Shivaei et al. (2018) consider a large sample of ∼ 700 galaxies
at redshift z ∼ 1.4 – 2.6 from the MOSDEF survey (Kriek et al.
2015). They derive ÛNion from the dust-corrected Hα luminosity,
and obtain LH iiUV by fitting the 3D-HST multi-band photometry with
the Bruzual&Charlot (2003) population synthesis code. They apply
average corrections to ÛNion to account for a non-zero escape fraction
of H-ionizing photons, and find log(ξH iiion/erg−1 Hz) values in the
range ∼ 25.00 to ∼ 25.6 (assuming an SMC extinction curve). As
found by Bouwens et al. (2016) and Izotov et al. (2017a), they also
find that the bluest galaxies exhibit the largest ξH iiion values.
Measurements of the production rate of H-ionizing photons in
EoR galaxies are difficult because of the challenges in performing
spectroscopic observations of such galaxies with existing facilities.
Stark et al. (2015b) and Stark et al. (2017) present detections of Lyα,
C iv λλ1548,1551 and [C iii] λ1907+C iii] λ1909 in 3 galaxies at z &
7, and estimate ξ?ion from the stellar populations + photoionization
modelling of their UV emission lines and photometry. They derive
log(ξ?ion/erg−1 Hz) ∼ 25.6 – 25.8, comparable to the largest values
obtained in the present work.
6 CONCLUSIONS
We have analysed a sample of ten extreme nearby star-forming
regions with high-quality UV-to-optical spectra from HST/COS,
MMT and SDSS. Our objects are characterised by low metallici-
ties and high ionization parameters, as suggested by the locus they
occupe in the [N ii]-BPT diagram and in the O32 vs R23 one. Us-
ing a combination of stellar population + photoionization models
incorporated into the beagle spectral analysis tool, we have fitted
a combination of UV-to-optical photometry + Balmer lines, and a
broad set of UV and optical emission lines sensitive to the ionizing
spectrum, ionization parameter, electrons temperature and density,
metal abundances and dust attenuation. This modelling has allowed
us to constrain the intrinsic UV luminosity of the galaxies L?UV, their
production rate of H-ionizing photons, and their physical properties,
such as gas-phase and stellar metallicities, ionization parameters,
dust depletion factors, stellar ages and dust attenuation.
The ten galaxies of this work are characterised by large
ionization parameters (logUS & −3), low dust depletion fac-
tors (ξd ∼ 0.1 – 0.3), low dust attenuation and very young stellar
ages (t . 10 Myr in all but one case). As already shown in
S17, our galaxies span a broad range of gas-phase metallicities
12 + log(O/H) ∼ 7.9 – 8.5. We have compared the 12 + log(O/H)
values estimated with beaglewith those estimated in S17 with the
direct-Te method, finding an overall good agreement among the esti-
mates, although the beagle-based metallicities are systematically
larger (by ∼ 0.05 dex) than the S17 ones. Larger differences (∼ 0.2
dex) among the two methods appear at 12 + log(O/H) & 8.3. This
confirms previous findings that metallicities derived with photoion-
ization models are systematically larger than those derived with the
direct-Te method, although the differences found in this work are
significantly smaller than those reported in the literature.
The production rate of H-ionizing photons per unit (in-
trinsic) UV luminosity of our galaxies spans a wide range
[log(ξ?ion/erg−1 Hz) ∼ 25.2 – 25.8] compatible with the valuesmea-
sured in previous works, but with a strong dependence of ξ?ion on
the equivalent width of the [O iii] λλ4959,5007 line, such that high-
EW([O iii]) galaxies exhibit larger ξ?ion values. Such a relation is not
completely surprising, since high-EW([O iii]) are typically associ-
ated with young, metal-poor stellar populations, which are expected
to emit large amounts of H-ionizing photons. Energy injection from
young stellar populations (i.e. stellar ‘feedback’) is also expected
to create clear channels in the ISM through which ionizing radia-
tion can escape, and it is likely the cause of the low-intensity broad
components emission lines observed in our galaxies. The combi-
nation of large ξ?ion and fesc in short bursts of star formation in
low-mass galaxies can hence supply large quantities of H-ionizing
photons to the IGM. To enable more accurate determinations of ξ?ion
in EoR galaxies, we have calibrated a new relation between ξ?ion and
EW [O iii] λλ4959,5007 (EW [O iii] λλ4959,5007 + EWHβ). This
relation can be used to derive ξ?ion from broad-band observations of
galaxies at z& 6, e.g. from existing Spitzer/IRAC observations and
future JWST/NIRCam ones, and from spectroscopic observations
of [O iii] λλ4959,5007 with JWST/NIRSpec out to redshift ∼ 9.5.
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