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The k-means method is a popular algorithm for clustering, known for its speed
in practice. This stands in contrast to its exponential worst-case running-time. To
explain the speed of the k-means method, a smoothed analysis has been conducted.
We sketch this smoothed analysis and a generalization to Bregman divergences.
1 k-Means Clustering
The problem of clustering data into classes is ubiquitous in computer science, with applications
ranging from computational biology over machine learning to image analysis. The k-means
method is a very simple and implementation-friendly local improvement heuristic for clustering.
It is used to partition a set X of n d-dimensional data points into k clusters. (The number k of
clusters is fixed in advance.) In k-means clustering, our goal is not only to get a clustering of
the data points, but also to get a center ci for each cluster Xi of the clustering X1, . . . , Xk. A
center can be viewed as a representative of its cluster. We do not require centers to be among
the data points, but they can be arbitrary points. The goal is to find a “good” clustering,
where “good” means that the clustering should minimize the objective function
k∑
i=1
∑
x∈Xi
δ(x, ci) .
Here, δ denotes a distance measure. In the following, we will mainly use squared Euclidean
distances, i.e., δ(x, ci) = ‖x− ci‖2.
Of course, given the cluster centers c1, . . . , ck ∈ Rd, each point x ∈ X should be assigned to
the cluster Xi whose center ci is closest to x. On the other hand, given a clustering X1, . . . , Xk
of the data points, each center ci should be chosen as the center of mass
1
|Xi| ·
∑
x∈Xi x in order
to minimize the objective function. (This holds in particular for squared Euclidean distances,
but also for Bregman divergences, which we consider in Section 3.6.)
The k-means method (often called k-means for short or Lloyd’s method because it is based on
ideas by Lloyd [18]) exploits that the centers define the clustering and the clustering defines the
centers. Thus, we optimize alternatingly centers and clustering until we find a local optimum:
1. Choose initial cluster centers c1, . . . , ck.
2. For each data point x: If ci is the center closest to x, then assign x to Xi. (We ignore
ties here for simplicity.)
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(a) Initial clustering. (b) After readjusting the centers. Two points (cir-
cles) are now in the wrong cluster.
(c) After reassigning the two points. (d) This clustering is a local optimum.
Figure 1: An example of k-means: (a) The initial centers (filled gray) induce an initial cluster-
ing. (b) We move the centers. Now some points prefer to be in a different cluster,
whose center is closer to them. (c) The points are reassigned. (d) The centers are
again adjusted. No further reassigning of points is needed, and k-means terminates.
3. For each i ∈ {1, . . . , k}: Set ci = 1|Xi| ·
∑
x∈Xi x.
4. If anything has changed during the last iteration, then go back to Step 2.
Figure 1 shows an example. The gray lines are the Voronoi diagram of the cluster centers.
This means that all points within one cell are closest to the cluster center in this cell.
The k-means method is one of the most popular clustering algorithms [9]. The main reason
for its popularity is its speed: The number of iterations is often less than the number of data
points [14]. This, however, is at stark contrast to its performance in theory: In the worst case,
k-means requires 2Ω(k) iterations [29]. By choosing k ∈ Θ(n), this can be made exponential in
the number of data points. The only known upper bound for its running-time is poly(nkd) (we
frequently use the short-hand poly(. . .) to denote an arbitrary but fixed polynomial), which is
simply the number of possible Voronoi-based clusterings of n points in the d-dimensional space
into k clusters [17]. A clustering is Voronoi-based if it can be represented by cluster centers
such that every data point is assigned to its nearest cluster center. However, this bound is far
from the observed speed of k-means. But what can we do in order to explain the performance
of k-means theoretically? We can use the framework of smoothed analysis.
2 Smoothed Analysis
2.1 Worst-Case Analysis
Most widely used for the analysis of algorithms is the worst-case measure: The performance
of an algorithm is measured by means of the most difficult instances. If the worst-case perfor-
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mance of an algorithm is good, then this is a very strong statement: The algorithm has a good
performance on every instance that it is given, no matter where this instance comes from.
Unfortunately, many algorithms do not have a good worst-case performance. But still,
many of them show a remarkably good performance in practice. A famous example is the
simplex method to solve linear optimization problems: Although the running-time of the sim-
plex method is exponential in the worst-case, it often outperforms other algorithms (ellipsoid
method or interior-point methods) that come with a polynomial worst-case running-time.
The reason for this discrepancy between worst-case and practical performance is that worst-
case analysis is often dominated by pathological instances that do not even resemble realistic
instances. In this sense, worst-case analysis’ drawback is that it is often far too pessimistic.
2.2 Average-Case Analysis
A frequently used alternative to worst-case analysis is average-case analysis. Here, we do not
measure by means of most difficult instances, thus avoiding the major drawback of worst-case
analysis. Instead, we measure the expected performance on random inputs. But also average-
case analysis has a crucial drawback: Instances from practice might have little in common with
these random instances. Thus, even if an algorithm has a good average-case performance, this
does not necessarily explain why or imply that this algorithm is efficient in practice.
The problem in fact is that random instances are often not typical instances, but they are
instances that have very specific properties with overwhelming probability. And the fact that
random inputs have specific properties does not mean that typical inputs share these properties.
2.3 Smoothed Analysis
To overcome the drawbacks of both average-case and worst-case analysis and in order to explain
the speed of the simplex method, Spielman and Teng introduced the notion of smoothed
analysis [27]. Smoothed analysis is a hybrid of average-case and worst-case analysis: First,
an adversary chooses an instance. Second, this instance is slightly randomly perturbed. The
smoothed performance is the expected performance, where the expectation is taken over the
random perturbation. The adversary, trying to make the algorithm look as bad as possible, of
course chooses an instance that maximizes the expected performance.
The perturbation reflects, for instance, that the input is subject to measurements or rounding
errors. We might also think of the perturbation as modeling arbitrary circumstances, whose
precise influence we do not know but where we have also no reason to believe that it is
adversarial.
Let us now give a somewhat more formal definition of smoothed analysis. To do this, it helps
to recapitulate worst-case and average-case analysis. Let t(X) denote the number of iterations
that k-means needs on point set X. The worst-case running-time as a function of the number
n of data points is the maximum running-time over all sets of n points:
Tworst(n) = max
X:|X|=n
t(X).
For the average-case analysis, we need a probability distribution according to which the in-
stances are drawn. For instance, let Pn denote the probability distribution that draws n points
in Rd according to independent Gaussian distributions with mean 0 and standard deviation 1.
Then we have
Taverage(n) = EX∼Pn t(X).
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In smoothed analysis, as mentioned above, an adversary chooses an instance X. And then
this instance is subject to a random perturbation. In our case, the adversary chooses X =
{x1, . . . , xn}. Let Y = {y1, . . . , yn} be a set of n points drawn according to independent
Gaussian distributions with mean 0 and standard deviation 1. We obtain our actual instance
as Z = X +σY = {x1 +σy1, . . . , xn +σyn}. The parameter σ, which is called the perturbation
parameter, measures the strength of the perturbation. It is the standard deviation of the
perturbed points. Overall, we get the following definition for the smoothed running-time:
Tsmoothed(n, σ) = max
X:|X|=n
EY∼Pn
(
t(X + σY )
)
.
If the perturbation parameter σ is extremely small, then X+σY is approximately X. Thus, we
obtain the worst case. If σ is extremely large, then the perturbation swamps out the original
instances, and we obtain the average case. Smoothed analysis interpolates between these two
extreme cases.
In order to get a realistic performance analysis, we are particularly interested in the case that
σ is reasonably small. Here, this means that σ should be about 1/ poly(n). Such perturbations
take into account the aforementioned measurement or rounding errors or other circumstances.
If the smoothed running-time of an algorithm is low, then this does not mean that bad inputs
do not exist. But we must be very unlucky to get a bad input. Thus, it can explain the
performance of the algorithm in practice.
Smoothed analysis has been invented by Spielman and Teng in order to explain the perfor-
mance of the simplex method for linear programming [27]. Since its invention in 2001, smoothed
analysis has been applied to a variety of different algorithms and problems. This includes linear
programming [10,26,30], integer programming [6–8,22–24], online algorithms [5,25], searching
and sorting [3,13,16,19], game theory [11,12], and local search [2,15]. Spielman and Teng have
written a comprehensive survey of smoothed analysis [28].
3 Smoothed Analysis of k-Means
Now, we sketch the smoothed analysis of k-means. In a series of papers [1, 2, 20], it has been
shown that the smoothed running-time of k-means is bounded by a polynomial in n and 1/σ
(we need k, d ≤ n; apart from that k and d are arbitrary and need not be constants). This
explains why we do not see instances in practice, where k-means requires exponential time.
Theorem 1 (Arthur et al. [1]). Let X ⊆ [0, 1]d be an arbitrary set of n points, and assume
that each point in X is perturbed by a Gaussian distribution with mean 0 and standard deviation
σ, yielding a new set Z of points as described above. Then the expected running-time of k-means
on Z is bounded by a polynomial in n and 1/σ.
In the following, we call the quantity analyzed, namely the expected running-time in the
setting above, simply the smoothed running-time of k-means. Two remarks about this theorem
are in order: First, instead of X ⊆ Rd, we have X ⊆ [0, 1]d. This is only a matter of scaling.
What really matters is not the strength σ of the perturbation, but the ratio of σ to the size
of the space from which the adversarial points come. Thus, we could replace [0, 1]d by Rd
and consequently σ by σ ·maxx∈X ‖x‖. Second, the dependency of the bound on 1/σ is quite
natural: The smaller σ, the more powerful the adversary. Consequently, the bound on the
running-time gets worse for smaller σ. For σ = 1/ poly(n), we get a polynomial expected
running-time.
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In the following, we will sketch a proof of the following weaker bound, which was the first
bound on the smoothed running-time of k-means [2]. In order to simplify the proof sketch, we
combine their ideas with ideas from Arthur et al. [1].
Theorem 2 (Arthur, Vassilvitskii [2]). The smoothed running-time of k-means is bounded
by poly(nk, 1/σ).
3.1 High-Level Idea
The (very) high-level idea to prove a bound on the smoothed running-time of k-means is using
a potential function argument: We use the objective function as the potential. If we can show
that
1. initially the potential is at most P and
2. it decreases in every iteration of k-means by at least ∆,
then k-means can run for at most P/∆ iterations. The reason is simply that the objective
function cannot become negative. It is not too difficult to show that the potential is initially
bounded by P = poly(n, 1/σ) with high probability (strictly speaking, this holds after the first
iteration): All data points come from [0, 1]d, and the perturbation is concentrated around 0.
Thus, all perturbed points are within a reasonably small hypercube around the origin, and
each point is not too far away from some center.
What remains to be done is to show that ∆ is at least poly(n−k, σ) with high probability.
If this holds, then we can bound the expected running-time by P/∆ = poly(nk, 1/σ).
To show that the potential decreases in every iteration by at least poly(n−k, σ), we distinguish
two cases: First, we consider iterations in which many points are reassigned to a different
cluster. We call these iterations dense. Second, we consider the case that only few points are
reassigned. These iterations are called sparse.
3.2 Dense Iterations
An iteration is called dense if there is one cluster that gains or loses at least 2kd points during
this iteration. Consider any dense iteration, and let X1 be the cluster that gains or loses at
least 2kd points. Since there are k−1 other clusters, there must be another cluster with which
X1 exchanges at least 2d+ 1 points. Let X2 be this other cluster.
Now we observe the following (see Figure 2(a)): If there is one point x that is reassigned
from X1 to X2 (or the other way round) and this point is much closer to c2 than to c1, then
reassigning this point to X2 decreases the potential significantly. More formally: Assume that
x is at a distance of ε from the boundary between X1 and X2. Let δ be the distance between
c1 and c2. Then reassigning x from X1 to X2 decreases the potential by at least 2εδ.
Why do we need 2d+ 1 points that are exchanged between X1 and X2? It cannot be ruled
out that a single point is almost exactly on the boundary, and just a tiny bit closer to c2 than
to c1. But: It is very unlikely that all 2d+ 1 points are close to the boundary.
Fix any hyperplane H. The probability that a Gaussian point x is within a distance of ε
from H is bounded by ε/σ. Thus, the probability that all 2d+ 1 points are within distance ε
of H is (ε/σ)2d+1. However, the problem is now that H is not fixed. It is the hyperplane that
bisects the clusters X1 and X2. Its position depends on c1 and c2, and c1 and c2 depend on
the points in X1 and X2. Thus, we cannot simply use the bound (ε/σ)
2d+1, but have to take
into account these dependencies. This can be done according to the following lemma.
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ε
(a) Dense iteration: Three points want to switch
from the right to the left cluster. The top-most
point is significantly far away from the bound-
ary. Thus, the potential decreases significantly.
(b) Three sets for the same cluster. Circles plus squares
form X ′i, circles plus triangles form X
′′
i . Their centers are
close together. Circles plus stars form X ′′′i , and its center
is far away from the other centers.
Figure 2: Dense and sparse iterations.
Lemma 3 (Arthur, Vassilvitskii [2]). The probability that there exists a hyperplane H
and 2d + 1 points of Z such that all these points are poly(n−k, σ)-close to H is bounded by
poly(n−kd).
Now there is no more dependency on H, as the lemma is simultaneously about all hyper-
planes. If there is no hyperplane and set of 2d+ 1 points that are all poly(n−k, σ)-close to this
hyperplane, then every dense iteration decreases the potential by at least poly(n−k, σ).
3.3 Sparse Iterations
Sparse iterations are a bit more complicated to handle. In a sparse iteration, any cluster gains
or loses at most 2kd data points. In contrast to dense iterations, we cannot guarantee that
one of the points that switches to another cluster is significantly far away from the boundary
that separates the two clusters. Thus, it might happen that reassigning the data points does
not decrease the potential significantly.
However, we have not taken into account the other step of k-means: adjusting the cluster
centers (Step 3). Assume that some cluster center ci is at position c
′
i before executing Step 3
and at position c′′i =
1
|Xi| ·
∑
x∈Xi x afterwards. Then this decreases the potential function by
‖c′i − c′′i ‖2 · |Xi|.
Now one might want to argue along the following lines: Assume that cluster Xi changes
during an iteration. Let X ′i be the set of points in cluster Xi before the iteration and X
′′
i be
the set of points of Xi afterwards. If X
′
i and X
′′
i do not differ by too many points, then the
corresponding centers c′i and c
′′
i must be at least a certain distance apart (again, this should
hold with high probability).
Unfortunately, this cannot be shown. But something a bit weaker holds: It is very unlikely
that the centers of three sets X ′i, X
′′
i , X
′′′
i are very close to each other if the sets differ by not
too many elements. Figure 2(b) illustrates the situation.
Lemma 4 (Arthur et al. [1]). The probability that there exist sets X ′i, X
′′
i , X
′′′
i of points with
centers c′i, c
′′
i , c
′′′
i such that X
′
i and X
′′
i as well as X
′′
i and X
′′′
i differ by at most O(kd) points
and ‖c′i − c′′i ‖ ≤ poly(n−k, σ) and ‖c′′i − c′′′i ‖ ≤ poly(n−k, σ) is at most poly(n−kd).
Now we have to adjust our high-level idea from Section 3.1 a bit:
1. We have a dense iteration. We already saw how to deal with this case.
2. We have a sparse iteration. In this case, we consider a sequence of iterations until one
of the following two events happens:
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a) We encounter a dense iteration. This is fine as we then jump to case 1.
b) One of the clusters assumes a third set of points.
Case 2b remains to be analyzed. We have already said that the center of the cluster that
assumes three different sets is likely to make a significant move: If there are no three sets as
described in Lemma 4, then the move of the center if a cluster assumes a third set decreases
the potential by poly(n−k, σ).
How long can a sequence of iterations be until one center assumes a third set? The straight-
forward answer is 2k iterations: Each of the k clusters is either in its first or second set (it can
jump back and forth between these). This gives 2k configurations. None of these configurations
can repeat. Thus, after 2k iterations, either k-means terminates or one cluster assumes a third
set. The bound of 2k suffices here, but it can even be brought down to a constant [1].
3.4 Putting Things Together
From Sections 3.2 and 3.3, we obtain the following situation: With high probability, every
dense iteration and every sequence of 2k sparse iterations decreases the potential by at least
poly(n−k, σ). We combine this with the fact that, with high probability, the potential is initially
at most poly(n, 1/σ). Thus, the number of iterations is at most 2k · poly(n,1/σ)
poly(n−k,σ) = poly(n
k, 1/σ)
with high probability. If this does not hold, then we use the worst-case bound of poly(nkd).
However, the probability that we have to use the worst-case bound is at most poly(n−kd), which
makes this contribution to the expected running-time negligible. Thus, we get an expected
running-time of poly(nk, 1/σ), which proves Theorem 2.
3.5 Towards the Polynomial Bound
The above distinction into two different types of iterations is a bit crude and does not suffice to
prove Theorem 1. In this section, we will give a very brief idea how Theorem 1 can be proved.
We have to take into account the positive correlations between similar iterations: Assume
that we have two similar clusterings, and we perform one step of k-means on them. Assume
further that this yields a significant decrease of the potential with respect to the first one.
Then it is likely that also in the second case, the potential decreases significantly. Thus, we
divide the possible iterations of k-means into classes of similar transitions. This is the purpose
of a transition blueprint.
Consider the situation in Figure 3(a). For every point that wants to switch to another
cluster, we draw an edge between the respective cluster centers. This gives us the transition
graph shown in Figure 3(b). A transition blueprint is a combination of a transition graph
together with a rough estimate of where the k cluster centers are. The idea is as follows: If
a transition blueprint describes an iteration of k-means, but a cluster center is far away from
its estimate in this transition, then this cluster center must make a significant move. This
decreases the potential. Otherwise, i.e., if all cluster centers are close to their estimates, then
we know (at least roughly) where all the centers are. This means that the hyperplanes are
(almost) fixed, as they depend only on the positions of the centers. Thus, we can (almost)
exploit what we already know from Section 3.2: The probability that a Gaussian point is ε-
close to a hyperplane is at most ε/σ. By taking into account the dependencies that are caused
by conditioning on the event that all cluster centers are close to their estimates, this can be
turned into a proof for Theorem 1.
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(a) (b)
Figure 3: A transition of k-means (a) and its transition graph (b).
3.6 Bregman Divergences
Squared Euclidean distance is the most obvious distance measure for k-means. (The square
guarantees that the center should be the center of mass.) However, for many applications other
distance measures are used. One example is the Kullback-Leibler divergence (KLD) or relative
entropy: We view c and x as probability distributions on the set {1, . . . , d}, i.e., ci, xi ≥ 0
for all i and
∑d
i=1 ci =
∑d
i=1 xi = 1. KLD measures the expected number of extra bits if
we code samples from x with a code based on c rather than a code based on x itself. Thus,
δKLD(x, c) =
∑d
i=1 xi · log(xi/ci).
KLD and squared Euclidean distance are two examples of Bregman divergences. A Bregman
divergence is a distance measure based on the following observation: Consider a strictly convex
function Φ : D → R. The domain D can be Rd or, as for KLD, the probability simplex. Now
we approximate Φ(x) from c by a linear approximation: Φ(x) = Φ(c) + (x − c)T∇Φ(c). The
distance of x to c is the error of this approximation: δΦ(x, c) = Φ(x)−Φ(x). Since Φ is strictly
convex, δΦ(x, c) ≥ 0 and δΦ(x, c) = 0 if and only if x = c. Bregman divergences are exactly the
distance measures that can be used for k-means, as they can be characterized by the property
that the center should be chosen as the center of mass [4].
Unfortunately, Gaussian perturbations are not appropriate for every Bregman divergence.
For instance, negative values are not allowed for KLD. Since the proof of the polynomial bound
heavily relies on properties of Gaussian perturbations, only the following weaker bounds are
known for k-means with nice Bregman divergences. (Many Bregman divergences are nice:
squared Euclidean distance, KLD, Mahalanobis distances, Itakura-Saito divergence. . . )
Theorem 5 (Manthey, Ro¨glin [21]). Consider k-means with a nice Bregman divergence.
Then the smoothed number of iteration is bounded by poly(n
√
k, 1/σ) and kkd · poly(n, 1/σ).
The second bound is particularly interesting as it yields polynomial smoothed running-time
if k and d are small compared to n, which is often the case in practice.
4 Concluding Remarks
Let us conclude with two remarks. First, the obvious open question is to prove a polynomial
bound for the smoothed running-time of k-means with Bregman divergences.
Second, the polynomial bound of Theorem 1 is O(n34k34d8 log4(n)/σ6), which is quite huge.
Often in smoothed analysis, results are more qualitative than quantitative. This is because the
combination of a worst-case part (the adversary) and the average-case part (the perturbation)
makes the analysis technically very challenging. However, Spielman and Teng’s bound for the
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simplex algorithm is O(n86d55/σ30). This bound has been improved dramatically to O((d9 +
d3/σ4) log7 n) by Vershynin [30]. Thus, there is hope that, with new techniques, the smoothed
running-time of k-means can also be improved drastically.
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