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Abstract
We provide algorithmic methods for the solution of the classification problem of bifurcations
by vanishing and non-vanishing derivatives. These methods come from a generalization of standard
bases for modules in local rings. We introduce the necessary theory of bifurcations, provide the
algorithmic tools, and show the effectiveness of these tools in several examples, including a new one.
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1. Introduction
In this paper we explore the application of computer algebra, in particular standard
bases for ideals in local rings, to bifurcation theory.
Bifurcation theory deals with the problem of investigating the solutions of a given
system
u˙ = F(u1, u2, . . . , uN , µ), (1)
where F : RN × R → RN is a C∞-mapping and N is relatively large (≥100). The
sensitivity of the solutions of (1) to the changes of the parameter µ is a central topic. First
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of all one is interested in the steady state solutions: (u, µ) ∈ RN+1 with F(u, µ) = 0. A
bifurcation point (u0, µ0) is a steady state solution in which the number of real solutions
changes as the parameter µ varies from µ < µ0 to µ > µ0. A necessary (but in general
not a sufficient) condition for the existence of a bifurcation point is the rank defect of the
Jacobian Du,µF(u0, µ0). A point with such a rank defect is called a critical point. The
task of numerical techniques is the identification and the approximate calculation of the
bifurcation points (u0, µ0).
Different phenomena that occur at a bifurcation point in principle already appear in
much smaller problems
f (x, λ) = 0, (2)
where f : Rn × R → Rn is a C∞-mapping for n = 1, 2 with bifurcation point
(x0, λ0) = (0, 0). Such a reduced problem associated to (1) is obtained at a critical point
by the Liapunov–Schmidt reduction. Thus the theory concentrates on problem (2) with the
primary task of classifying bifurcation types that can occur. Golubitsky and co-workers
(Golubitsky and Schaeffer, 1985; Golubitsky et al., 1988) have classified bifurcation
problems (2) for n = 1. This classification is done by vanishing and non-vanishing of
finitely many derivatives ∂ i+ j
∂ i x∂ jλ f (0, 0). In contrast to the well-known work of Arnold(1993, 1994), the theory in Golubitsky and Schaeffer (1985) is developed by giving the
parameter λ a distinguished role.
The classification of bifurcation problems by derivatives (the solution of the so-called
recognition problem) forms the basis of the numerical treatment of (1) as the monitor
functions and extended systems are based on the behavior of the derivatives of the reduced
problem (2). A plethora of numerical methods has been developed, implemented and
applied; see for example Kuznetsov (1995, Chapter 10), Govaerts (2000) and references
therein. These numerical aspects are not the topic of this article. We want to mention them
in order to emphasize the importance of the recognition problem. We also do not follow
the algebraic approach by constructing a resolution of the singularity as introduced by
Hironaka (1964). Interestingly, we will use standard bases which could be traced back to
Hironaka.
The aim of our work is to solve the recognition problem for n ≤ 2 using methods
from computational algebra. There have been several attempts to involve Gröbner bases
in the classification process based on singularity theory. The first was Armbruster (1985)
followed by Cowell and Wright (1987) while in Gatermann and Lauterbach (1998) the
focus has been on symmetry. Finally, Lunter’s work (Broer et al., 2003) provides a clear
introduction to Gröbner bases in dynamical systems. But Gröbner bases of ideals in
polynomial rings are not appropriate as pointed out in Cowell and Wright (1987) since
bifurcation is a local phenomena and leads to the investigation of ideals in a local ring and
modules over local rings.
We start in Section 2 with a description of the singularity theory approach as in
Golubitsky and Schaeffer (1985). There are two important modules that the theory
is interested in, namely S( f ) and P( f ), where f (x, λ) = 0 has a bifurcation at
(0, 0) (see below for the definitions). Computations of these modules are vital for the
recognition problem, and their particular structure which we look at first is central in
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Fig. 1. The pitchfork bifurcation x3 − λx = 0 and a rescaling x → 1/3x giving 1/3( 19 x2 − λ)x = 0.
these computations. We generalize the results on S( f ) when n = 1 (Golubitsky and
Schaeffer, 1985) and give a complete description of this module in Theorem 20. Moreover,
Theorems 10 and 12 give structural results for S( f ) as well as P( f ). All of these lead
to Theorems 22 and 23 which solve the recognition problem in terms of vanishing and
non-vanishing of derivatives. For the computations related to the recognition problem as
well as other computations in Section 4 we introduce standard bases of mixed modules
in Section 3. Mixed modules are sums of two modules in which one summand is also a
module over a larger ring. The culminating point of the developed theory will be a new
proof of the existence of universal unfoldings (Theorem 27). As mentioned above, the
last section is devoted to computations and examples. A new application of implicitation
appears in Example 55. The relations of coefficients of contact equivalent bifurcation
problems is computed algorithmically for the first time. Computations have been carried
out in Singular (Greuel et al., 2001).
2. Singularity theory in bifurcation theory
Golubitsky and Schaeffer apply in Golubitsky and Schaeffer (1985) singularity theory
to bifurcation theory in the following setting. One is interested in bifurcation problems
f (x, λ) = 0, (3)
where one would like to find all real solutions (x, λ) ∈ Rn+1 around the bifurcation point
(0, 0) as λ varies. Here f : Rn × R → Rn is a C∞-mapping with f (0, 0) = 0 and
rank(Dx f (0, 0)) < n. The aim of the theory is a classification of all possible bifurcation
scenarios.
Example 1. For n = 1 a typical example is the pitchfork bifurcation f (x, λ) = x3 − λx .
The real solutions of f (x, λ) = 0 are plotted in Fig. 1. Observe that for λ < 0 there is one
solution while for λ > 0 there are three. The rescaling x = 13 x modifies the bifurcation
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Fig. 2. The manifold of germs and the Lie group operating on it.
equation to f (x, λ) = 13 ( 19 x2 −λ)x = 0, but it does not change the bifurcation phenomena
in principle. ♦
2.1. Lie group action and tangent spaces
Since this theory requires local information only, we will use germs of C∞-functions
f : Rn×R → R defined at the origin. These germs form a local ring denoted by Ex,λ whose
unique maximal ideal is Mx,λ. Analogously, we have the ring Eλ of germs f : R → R
with its maximal ideal Mλ. In general, a bifurcation problem is given by an element of
the free Ex,λ-module
→
E x,λ := (Ex,λ)n of rank n. In addition, we will need the Ex,λ-module↔
E x,λ of n × n matrices with entries in Ex,λ.
Because the theory requires the study of perturbations we need to look at
→
E x,λ as
a smooth manifold with tangent spaces T f (
→
E x,λ) =
→
E x,λ at each bifurcation problem
f ∈ →E x,λ. Since the type of bifurcation is independent of a change of coordinates in the
image or domain of f (x, λ), a group action is introduced (see Fig. 2).
Definition 2 (Golubitsky and Schaeffer, 1985, p. 5). The group
B =
{(
S(x, λ), X (x, λ),Λ(λ)
) ∣∣∣ S ∈ ↔E x,λ, X ∈ (Mx,λ)n,Λ ∈Mλ,
det
(
S(0, 0)
)
	= 0, det
(
Dx X (0, 0)
)
	= 0, DλΛ(0) 	= 0
}
,
acts on
→
E x,λ as
(S, X,Λ) • f (x, λ) = S(x, λ) f
(
X (x, λ),Λ(λ)
)
.
Two bifurcation problems f and g are called contact equivalent, denoted by f ∼ g, if
g(x, λ) = S(x, λ) f
(
X (x, λ),Λ(λ)
)
.
If two germs f, g are contact equivalent with Λ(λ) ≡ λ then they are called strongly
contact equivalent. Strong contact equivalence is denoted by f ∼s g. The corresponding
subgroup is Bs = {(S, X,Λ) ∈ B | Λ ≡ Id}.
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The definition of contact equivalence makes sure that two bifurcation problems that
are contact equivalent have the same behavior at the bifurcation point (the origin for
simplicity). The notationB for the group of coordinate changes stems from Gaffney (1986).
In Golubitsky’s theory (Golubitsky and Schaeffer, 1985) one restricts to the connected
component of B with det(Dx X (0, 0)) > 0, det S(0, 0) > 0, dλΛ(0) > 0. This has the
advantage that stable bifurcation branches of (3) are mapped to stable branches.
Now the group B is a smooth manifold in which the manifold structure is compatible
with the group structure. Thus it is a Lie group of infinite dimension. This Lie group acts
on the manifold
→
E x,λ. A subset S of
→
E x,λ is called B-invariant, if with f ∈ S and g ∼ f
also g ∈ S. In Gaffney (1986) B-invariant sets are called intrinsic. For a given f (x, λ)
the smallest B-invariant set containing f is the orbit O f = {g ∈
→
E x,λ: g ∼ f } which is
a submanifold of
→
E x,λ. The subgroup Bs gives suborbits Osf which are submanifolds of
O f and the notion of Bs-invariant (which is called intrinsic in Golubitsky and Schaeffer
(1985)).
Definition 3 (Golubitsky and Schaeffer, 1985, p. 124). For f ∈ →E x,λ the tangent space at
f to the orbit O f is
TO f ( f ) =
↔
E x,λ f +Mx,λ
{
∂
∂x1
, . . . ,
∂
∂xn
}
f +Mλ ∂
∂λ
f.
Analogously, there is also a tangent space to the manifoldOsf which is called the restricted
tangent space
RT ( f ) = TOsf ( f ) =
↔
E x,λ f +Mx,λ
{
∂
∂x1
, . . . ,
∂
∂xn
}
f.
However, there is another tangent space defined as
T ( f ) = ↔E x,λ f +Mx,λ
{
∂
∂x1
, . . . ,
∂
∂xn
}
f + Eλ ∂
∂λ
f + R
{
∂
∂x1
, . . . ,
∂
∂xn
}
f.
While RT ( f ) is a Ex,λ-module, the tangent spaces TO f ( f ) and T ( f ) are only
Eλ-modules. Obviously, we have RT ( f ) ⊆ TO f ( f ) ⊆ T ( f ). The tangent space T ( f )
will play an important role in Section 3. The complexity of the bifurcation behavior is
measured by the codimension of the tangent space T ( f ) (as a vector space) within →E x,λ.
The codimension of T ( f ) is finite if and only if the codimension of RT ( f ) is finite (see
Golubitsky and Schaeffer, 1985, p. 127). A bifurcation problem f is said to have finite
codimension ifRT ( f ) has finite codimension. The theory focuses on bifurcations of finite
codimension. In this article we will do so as well.
2.2. S( f ) and P( f ) and their structure
There are two important submodules of
→
E x,λ associated to a given bifurcation problem
f (x, λ). The first one comes from the orbit Osf . This is in general not a Ex,λ-module, and
Golubitsky and Schaeffer (1985) consider the Ex,λ-module generated by Osf .
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Definition 4 (Golubitsky and Schaeffer, 1985, p. 87 ). Given f ∈ →E x,λ, the smallest Bs-
invariant Ex,λ-submodule of
→
E x,λ containing f is denoted by Ss( f ).
Note that by its definition Ss( f ) is equal to the module Ex,λOsf . The solution of the
recognition problem for n = 1 in Golubitsky and Schaeffer (1985) is done in the case
of strong contact equivalence. For general contact equivalence we need to consider the
following generalization.
Definition 5. Given f ∈ →E x,λ the smallest B-invariant submodule of
→
E x,λ containing f ,
namely Ex,λO f , is denoted by S( f ).
Obviously, S( f ) contains Ss( f ). In Corollary 18 it will turn out that they are the same.
In order to understand the second important submodule of
→
E x,λ associated to
a bifurcation problem we need to consider the action of B on the tangent bundle
∪
g∈ →E x,λ
Tg(
→
E x,λ) of the manifold
→
E x,λ. Each (S, X,Λ) ∈ B gives a mapping which sends
h ∈ Tg(
→
E x,λ) to (S, X,Λ) • h ∈ T(S,X,Λ)•g(
→
E x,λ). However, even if h ∈ TO f ( f ), it is
not guaranteed that (S, X,Λ) • h will be in TO(S,X,Λ) f ((S, X,Λ) • f ). Therefore, we will
restrict our attention to a subspace that is invariant under this action. Again this comes in
two versions.
Definition 6 (Golubitsky and Schaeffer, 1985, p. 89).
Ps( f ) = {h ∈
→
E x,λ | g + h ∼s f ∀ g with g ∼s f } = ⋂g∈O f RT (g).
Definition 7 (Gaffney, 1986, p. 99).
P( f ) = {h ∈ →E x,λ | g + h ∼ f ∀ g with g ∼ f } = ⋂g∈O f TO f (g).
In a certain sense P( f ) covers all the negligible terms in a Taylor expansion of f (x, λ)
from a bifurcation point of view. This is formulated more precisely with the notion of
determinacy (Gaffney, 1986).
Definition 8. Given M ⊂→E x,λ, a germ mapping f ∈
→
E x,λ is called M-determined if for
all h ∈ M we have f + h ∈ O f .
Theorem 9 (Gaffney, 1986, Proposition 1.7 ). P( f ) is the unique maximal B-invariant
Ex,λ-submodule M of
→
E x,λ such that f is M-determined.
Note that the above theorem states that P( f ) is not only a Eλ-module (which is obvious
from its definition) but in fact also a Ex,λ-module.
Since we assume that f has finite codimension P( f ) also has finite codimension as
a vector space (Gaffney (1986, Theorem 1.3) and Melbourne (1988, Lemma 2.1)). This
vector space contains Ex,λ ·Mkxλ · {e1, . . . , en} for some power k ∈ N, where {e1, . . . , en}
denote a basis for
→
E x,λ. Consequently, all higher order terms in a Taylor expansion of
a bifurcation problem f are negligible for classification purposes. This means that the
classification of bifurcation scenarios may be restricted to elements f of (R[x, λ]〈x,λ〉)n
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instead of
→
E x,λ, where R[x, λ]〈x,λ〉 = { hg | h, g ∈ R[x, λ], g(0, 0) 	= 0} is another
local ring.
When there is only one state variable in a bifurcation problem (n = 1), the classification
by derivatives and the solution of the recognition problem are based on the fact that Ss( f )
is a monomial ideal of a particular structure (Golubitsky and Schaeffer, 1985). For the
general classification problem we prove the following result.
Theorem 10. Assume M ⊂ →E x,λ is a Ex,λ-module which is B-invariant and of finite
codimension in
→
E x,λ. Then M = Ex,λ · I · {e1, . . . , en}, where I is a monomial ideal
of Ex,λ.
Proof. We introduce slack variables z1, . . . , zn and consider the ring Ex,λ[z1, . . . , zn] with
the total degree grading in z. Then M is isomorphic to the linear part of a homogeneous
ideal J of Ex,λ[z1, . . . , zn]. Since M has finite codimension, modulo a power ofMxλ, the
linear part of J is generated by polynomials. The group B contains the real algebraic torus
(R∗)2n+1 which acts as
(z, x, λ) → (s, t, u) · (z, x, λ) := (s1z1, . . . , snzn, t1x1, . . . , tn xn, uλ).
The corresponding group element of B acting on the elements of M is (S, X,Λ), where
S is the n × n diagonal matrix with the diagonal elements s1, . . . , sn , and where X and Λ
represent the coordinate transformations xi → ti xi and λ → uλ. Since polynomial ideals
which are invariant under a torus action are monomial ideals, we conclude that the degree
one component of J is generated by monomials in the variables z, x and λ. That means
there exist monomials xα11λβ11, . . . , xαnm λβnm such that M is generated by

xα11λβ11
0
...
0

 , . . . ,


0
...
0
xαnm λβnm

 .
Since B includes elements (S, Id, Id) with S a permutation matrix, each component of the
elements in M is generated by the same set of monomials. 
Even Bs-invariant modules of finite codimension are monomial modules:
Proposition 11. Assume M ⊂ →E x,λ is a Ex,λ-module which is Bs-invariant and of finite
codimension in
→
E x,λ. Then M = Ex,λ · I · {e1, . . . , en}, where I is a monomial ideal of
Ex,λ.
Proof. A similar argument as in the proof of Theorem 10 and using the torus (R∗)2n acting
as
(z, x, λ) → (s1z1, . . . , sn zn, t1x1, . . . , tn xn, λ)
shows that M is generated by elements of the type
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xα p(λ)ei =


0
...
xα p(λ)
...
0


where p is a polynomial. Suppose p(λ) = cβλβ + · · · + cγ λγ with γ > β and cβ 	= 0.
Then cβ + · · · + cγ λγ−β is a unit in the local ring Ex,λ and the generator above may be
replaced by the monomial generator xαλβei . 
The monomial ideals appearing in Theorem 10 and Proposition 11 have more structure.
This particular structure comes from the fact they are invariant ideals under the group
BX = {(X, Id) ∈
→
E x,λ × Eλ | det(Dx X (0, 0)) 	= 0, Id(λ) = λ }. Observe that when n = 1
an ideal being BX -invariant is the same as being Bs-invariant, and hence the following
theorem is the generalization of Proposition 7.1 in Golubitsky and Schaeffer (1985).
Theorem 12. Let I ⊂ Ex,λ be an ideal of finite codimension that is invariant under the
group action by the group BX . Then I is equal to
Mk +Mk1{λl1} + · · · +Mks {λls }, (4)
where M = 〈x1, . . . , xn, λ〉 is the maximal ideal in Ex,λ and 0 < l1 < · · · < ls and
k > k1 + l1 > · · · > ks + ls > 0.
Proof. By the proof of Theorem 10 the ideal I is a monomial ideal. Since I has finite
codimension (a zero dimensional ideal), some power of the maximal idealM is contained
in I . Let k be such that Mk ⊂ I but Mk−1 	⊂ I . Now from any monomial xαλl ∈ I we
can obtain all monomials of the form xβλl+s , where |α| = |β| + s with s ≥ 0: after a
generic linear transformation X we get a polynomial involving all the monomials of the
above type and since I is a monomial ideal, all these terms need to be in I . This shows that
M|α|λl is contained in I , and now the result follows. 
Corollary 13. Any ideal I ⊂ Ex,λ that is invariant under the more general group action
BXΛ = {(X,Λ) ∈
→
E x,λ × Eλ | det(Dx X (0, 0)) 	= 0,Λλ(0) 	= 0 } also has the form (4).
Proof. Any ideal invariant under BXΛ is also invariant under the subgroup BX . 
Finally, this gives the special form of the modules we are investigating which has been
stated for B-invariant modules in Gaffney (1986, p. 99).
Corollary 14. A Ex,λ-submodule M of
→
E x,λ which has finite codimension and which is
B-invariant or Bs-invariant is equal to Ex,λ · I · {e1, . . . , en}, where I is of the form (4).
Proof. By Theorem 10 the module M is the direct sum of the same monomial ideal.
This monomial ideal is invariant under the group BXΛ and the above corollary implies
the result. 
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As Golubitsky points out (Golubitsky and Schaeffer, 1985, p. 82), the converse is also
true: each ideal of the form (4) is BXΛ-invariant. And all modules Ex,λ · I · {e1, . . . , en}
with I of the form (4) are B-invariant.
Corollary 15. Assume f ∈ →E x,λ has finite codimension. Then P( f ) is a monomial module
Ex,λ · I · {e1, . . . , en} with I of the form (4).
Proof. By Theorem 9, the module P( f ) is a Ex,λ-module which is B-invariant. P( f ) has
finite codimension if and only if RT ( f ) has finite codimension (Gaffney, 1986, Theorem
1.3). Since we assume that f has finite codimension the result follows by Corollary 14. 
Now we are almost ready to show that the modules S( f ) and Ss( f ) are the same. First
we need the following lemma.
Lemma 16 (Golubitsky and Schaeffer, 1985, Lemma 7.5). Let M be a B-invariant Ex,λ-
module of finite codimension and let f be an element of M. Then Mx,λ ∂∂xi f is in M for
all i = 1, . . . , n. In particular,RT ( f ) is contained in M.
Proof. Since M is of finite codimension, it is possible to show that we may restrict to the
case that f is a vector of polynomials of degree at most k, where k is some given integer.
For all t > 0 and i = 1, . . . , n
ρ(t) = f (x1, . . . , txi , . . . , xn, λ) − f (x, λ)
t − 1
is in M since M is B-invariant. Since M ∩⊕ni=1(Mk+1)⊥ is closed, limt→1ρ(t) is also in
M . But this limit is xi ∂∂xi f . Similarly f (x1, . . . , xi + tx j , . . . , xn, λ) and f (x1, . . . , xi +
tλ, . . . , xn, λ) are in M for all t . Now differentiation with respect to t gives us x j ∂∂xi f ∈ M
and λ ∂
∂xi
f ∈ M . This proves the first statement.
Recall RT ( f ) =↔E x,λ f + Mx,λ{ ∂∂x1 , . . . , ∂∂xn } f . Since M is B-invariant, we have↔
E x,λ f ⊆ M . The first statement together with the module structure and invariance of M
impliesRT ( f ) ⊆ M . 
Remark 17. If we assume in Lemma 16 that f is a vector of polynomials then we can
drop the assumption that M has finite codimension.
Corollary 18. Let f ∈ →E x,λ be a germ of finite codimension. Then
(a) Ss( f ) has finite codimension.
(b) If g ∼s f then Ss( f ) = Ss(g).
(c) The B-invariant module S( f ) and the Bs-invariant module Ss( f ) are equal.
Proof. (a) Since RT ( f ) has finite codimension we can assume that f is a vector of
polynomials. Now Lemma 16 and the remark show that RT ( f ) ⊆ Ss( f ), and hence
Ss( f ) has finite codimension.
(b) By assumption g ∈ Ss( f ) and therefore Ss(g) ⊆ Ss( f ). Reversing the roles of f and
g proves the statement.
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(c) Using part (b) we will work with Ss( f ) and S( f ), where f is a polynomial. Part (a)
implies that Ss( f ) and hence S( f ) have finite codimension. Now Corollary 14 implies
that both Ss( f ) and S( f ) have the same form. But clearly ideals of the form (4) and hence
Ss( f ) is also B-invariant. Since S( f ) is the smallest B-invariant module containing f and
since Ss( f ) ⊆ S( f ), these two modules are equal. 
We need a few more lemmas for the classification of bifurcation problems which are
contact equivalent to a given f . Associated to a tuple of polynomials we have the following
monomial module of the nice form as a generalization of (8.1) (Golubitsky and Schaeffer,
1985, p. 87).
Definition 19. Suppose f ∈ (R[x, λ])n with
fi (x, λ) =
∑
(α,β)∈Ai
ciα,βx
αλβ, ciα,β ∈ R,
where the supports Ai ⊂ Nn+1 are finite. Then we define N( f ) = Ex,λ · J · {e1, . . . , en} by
J =
n⊕
i=1
⊕
(α,β)∈Ai ,ciαβ 	=0
M|α|〈λβ 〉.
We have the following theorem that allows us to compute S( f ).
Theorem 20. Suppose f is a germ of finite codimension and g ∈ R[x, λ]n is contact
equivalent to f . Then
S( f ) = N(g).
Proof. Since f and g are contact equivalent, part (b) of Corollary 18 implies that
S( f ) = S(g). Because g ∈ S(g) we obviously have N(g) ⊆ S(g). On the other hand
N(g) includes g and it is B-invariant. Since S(g) is the smallest B-invariant Ex,λ-module
containing g it follows that N(g) = S(g). This proves the result. 
Example 21. For n = 2 we consider one of the hilltop bifurcations (Golubitsky and
Schaeffer, 1985, p. 400)
f (x1, x2, λ) =
(
x21 − x22 + λ
2 x1x2
)
.
Then
S( f ) = Ex,λ I
{(
1
0
)
,
(
0
1
)}
with I =M2x,λ + 〈λ〉. ♦
An immediate consequence is the non-appearance of the low-order terms.
Theorem 22. Let f be a germ of finite codimension and g(x, λ) ∈ R[x, λ]n is contact
equivalent to f . Let J be the ideal that appears in the definition of N(g). If a germ h is
contact equivalent to f , then for each standard monomial xαλβ of J we have
∂ |α|+β
∂α1 x1 · · · ∂αn xn∂βλhi (0, 0) = 0.
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Proof. The germ h is in S( f ) which is equal to N(g) by Theorem 20. Now the form of
N(g) implies the result. 
Since P( f ) collects the negligible higher order terms a bifurcation problem contact
equivalent to f is by the above result a linear combination of monomial vectors of S( f )
not in P( f ). These terms are called intermediate order terms (Golubitsky and Schaeffer,
1985). We denote these monomial vectors by xαi1λβi1 ei , . . . , xαimi λβimi ei , i = 1, . . . , n.
Given S( f ) and P( f ) now we know that an associated bifurcation problem g(x, λ) is
of the form
g(x, λ) =
n∑
i=1
mi∑
j=1
ci j xαi j λβi j ei . (5)
Theorem 23. Let f be a germ of finite codimension where S( f ) = Ex,λ · I · {e1, . . . , en}
with I = Mk0 + Mk1 〈λl1〉 + · · · + Mks 〈λls 〉, where 0 < l1 < l2 < · · · < ls and
k0 > k1 + l1 > · · · > ks + ls . If g of the form (5) has finite codimension and is contact
equivalent to f then for each t = 0, . . . , s there exist 1 ≤ i(t) ≤ n and 1 ≤ j (t) ≤ mi(t)
such that |αi(t), j (t)| = kt , where the coefficient of xαi(t), j (t)λlt ei(t) in the representation of g
does not vanish.
Proof. Assume to the contrary that for some t the coefficients of xαi, j λlt ei for all 1 ≤ i ≤ n
and 1 ≤ j ≤ mi vanish. Then N(g) is a proper submodule of S( f ). However, Theorem 20
implies that S( f ) = N(g) because g is contact equivalent to f . This is a contradiction. 
Example 24. For the case n = 1 consider the example
f (x, λ) = x5 + x3λ + λ3.
Then the orbit of f under B generates the ideal
S( f ) =M5 +M3〈λ〉 + 〈λ3〉.
For each polynomial g(x, λ) contact equivalent to f we know that the coefficients of
x5, x3λ, λ3 are nonzero. This has a nice interpretation in terms of Puiseux series. For each
facet of the Newton polygon (lower hull of the Newton polytope) of f (x, λ) there exist
(several) series x0λγ + · · · (with the same term λγ , but different initial constants x0). One
expects that contact equivalent bifurcation problems have the same structure of Puiseux
series. In this example a zero coefficient of either x5, x3λ or λ3 would indeed change the
Newton polygon; see Fig. 3. In order to avoid misunderstandings we note that there exist
contact equivalent classes where Theorem 23 demands nonvanishing of a coefficient of a
monomial which is not part of the Newton polygon. These coefficients determine the next
terms in the Puiseux series. This agrees with the theory of Puiseux series (Hille, 1962;
Vainberg and Trenogin, 1974) that in some degenerate cases higher order terms are needed
in order to determine the Puiseux series uniquely. ♦
Theorems 22 and 23 are not sufficient to identify an element of a contact equivalent
class by using derivatives at zero (coefficients of monomials). For example x2 − λ3 and
x2 − λ4 have S( f ) =M2. For both contact equivalent classes we have that the coefficient
of x2 of a member does not vanish. A second condition to distinguish these two classes is
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Fig. 3. Example f (x, λ) = x5 + x3λ+ λ3 with S( f ) =M5 +M3〈λ〉 + 〈λ3〉. While x5, x3λ, λ3, x2λ2 are the
four monomial generators of S( f ) the three generators x5, x3λ, λ3 describe S( f ) as a B-invariant ideal. In this
case these generators are the vertices of the lower hull of the Newton polytope of f .
still needed. The tangent spaces T ( f ) and TO f ( f ) carry more information as presented in
the next subsection. In order to extract information from these tangent spaces we need to
be able to compute with these algebraic structures. This is the topic of Section 3.
2.3. Universal unfoldings
A central idea in bifurcation theory is to perturb bifurcations themselves through extra
parameters. This means that one studies families of germs f (x, λ, ε), ε ∈ R, where a
family γ (ε) =
(
S(x, λ, ε), X (x, λ, ε),Λ(λ, ε)
)
of group transformations acts with the
simple restrictions S(x, λ, 0) = Id and X (x, λ, 0) = x,Λ(λ, 0) = λ. Fig. 4 illustrates
an example in which the solutions of two members of a family of bifurcation problems
are exhibited. A perturbed bifurcation point may be still a bifurcation point, although
of a simpler type. In order to study all possibilities of perturbations modulo coordinate
transformations the theory provides the following concept.
Definition 25 (Golubitsky and Schaeffer, 1985, p. 120). Let f ∈ →E x,λ. A k-parameter
C∞-mapping F : Rn × R × Rk → Rn is called a (k parameter) unfolding of f , if
F(x, λ, 0) ≡ f . A second unfolding G(x, λ, β) factors through F(x, λ, α), if for each
β0 there is an α0 such that G(x, λ, β0) is contact equivalent to F(x, λ, α0). An unfolding
which factors through all unfoldings is called versal. If a versal unfolding has a minimal
number of parameters then it is called universal.
The following theorem (Golubitsky and Schaeffer, 1985, p. 125) is a cornerstone of
singularity theory in bifurcation theory.
Theorem 26. Let f ∈ →E x,λ be of finite codimension. If p1, . . . , pk ∈
→
E x,λ are linearly
independent with
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Fig. 4. A bifurcation scenario (the cusp f (x, λ) = x2 − λ3 = 0) and an unfolding f (x, λ, ε) = x2 − λ3 + ε · λ2
at a special value ε = −0.5 of its unfolding parameter giving the simple bifurcation point x2 − λ3 − 0.5λ2 = 0.
→
E x,λ = T ( f ) ⊕ R{p1, . . . , pk}
then
F(x, λ, α) = f (x, λ) +
k∑
i=1
αi pi (x, λ)
is a universal unfolding.
At the end of Section 3, with the theory of standard bases of mixed modules we will be
able to prove the following theorem. The practical use of this theorem comes from the fact
that monomial universal unfoldings are computable.
Theorem 27. Assume f ∈ →E x,λ of finite codimension. Then there exists a universal
unfolding
F(x, λ, α) = f (x, λ) +
k∑
i=1
αi pi (x, λ),
where pi(x, λ) are vectors of monomial terms. Moreover, the number of such universal
unfoldings given by monomials is finite.
Monomial universal unfoldings are easily computed with the tools which we develop in
the next section, where the proof of the theorem is also given.
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3. Standard bases of mixed modules
By the results in Section 2 on P( f ) we know that for bifurcation problems of finite
codimension we may restrict to polynomial vectors f ∈ (k[x, λ]〈x,λ〉)n . Then it is sufficient
to compute with the local rings k[x, λ]〈x,λ〉 and k[λ]〈λ〉 and the tangent spaces T ( f ) and
TO f ( f ) are generated by polynomial vectors. There are special algebraic objects over a
local ring which are defined as follows.
Definition 28. A (x, λ)-mixed module M ⊆ (k[x, λ]〈x,λ〉)n is a k[λ]〈λ〉-module which may
be written as a sum M = N + Q, where N ⊆ (k[x, λ]〈x,λ〉)n is a k[x, λ]〈x,λ〉-module
of finite codimension as a k-vector space in (k[x, λ]〈x,λ〉)n and Q ⊂ (k[x, λ]〈x,λ〉)n is a
k[λ]〈λ〉-module.
Remark 29. The representation N + Q is not unique in general.
An algorithmic theory is developed for ideals in local rings k[x, λ]〈x,λ〉 in Cox et al.
(1998, Chapter 4) analogous to Gröbner bases for ideals in polynomial rings. See also
Alonso et al. (1992), Grassmann et al. (1996) and Mora (1982). Henceforth we assume
familiarity with the material in Cox et al. (1998). First we will generalize the concept of
standard bases for local rings to bases of (x, λ)-mixed modules for n = 1. This is the case
when the summand N is an ideal. Then we will generalize to n > 1.
Let < be a local semigroup order on k[x, λ]. We define a Mora normal form algorithm
(Cox et al., 1998, p. 160) for mixed modules. In the rest of this section lm(p), lt(p), and
lc(p) denote the leading monomial, the leading term, and the leading coefficient of the
polynomial p respectively.
Definition 30. For a polynomial p ∈ k[x, λ] and a given semigroup order > we define the
degree defect as dft(p) = deg(p) − deg(lm(p)), where deg is the usual total degree in the
variables x, λ.
The following definition introduces restricted division as in the theory of involutive
bases (Calmet et al., 2001).
Definition 31. A monomial xαλβ, α ∈ Nn, β ∈ N is said to be an involutive multiple of
xγ λδ , if α = γ and β ≥ δ.
The basic idea of our normal form algorithm is the use of two units.
Algorithm 32 (Mora Normal Form Algorithm for Mixed Modules).
Input: polynomials f, f1, . . . , fm , g1, . . . , gl ∈ k[x, λ] and local order < for k[x, λ]
Output: polynomials u, ai , r ∈ k[x, λ] and v, bi ∈ k[λ], where u(0, 0) 	= 0 and v(0) 	= 0
u(x, λ)v(λ) f (x, λ) =
m∑
i=1
ai (x, λ) fi (x, λ) (6)
+ u(x, λ)
l∑
i=1
bi (λ)gi (x, λ) + r(x, λ)
satisfying the statements (i)–(v) in Lemma 33.
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Initialization:
r = f, u = 1, v = 1, ai = 0, i = 1, . . . , m, bi = 0, i = 1, . . . , l,
L := {}, L˜ := {}
repeat
M = { (g, a) |
∃ j ∈ {1, . . . , m}, term γ ∈ k[x, λ] with g = f j , lt(r) = γ lt( f j ) or
∃ j ∈ {1, . . . , l}, term γ ∈ k[λ] with g = g j and lt(r) = γ lt(g j ) or
g ∈ L ∪ L˜ with associated units uo, vo
and ∃ term γ ∈ k[x, λ] with lt(r) = γ lt(g) and
(with γ lt(vo) 	= lt(v) if u = uo or with γ lt(uo) 	= lt(u) if u 	= uo)
and a = dft(g) − dft(r)}
amin := min(a | (g, a) ∈ M), Mmin = {(g, a) ∈ M | a = amin}
select (g, amin) ∈ Mmin
if amin ≤ 0 then select (g, amin) ∈ Mmin with g = f j or g = g j (∗)
if amin = dft(g) − dft(r) > 0 then
if γ = lt(r)/lt(g) ∈ k[λ] then L˜ = L˜ ∪ {r} else L = L ∪ {r}
# also store u, v, ai , bi
(a) if lt(r) = γ (x, λ)lt( f j ) then update according to
r := r − γ f j ,
a j := a j + γ ,
because of the identity
uv f = a1 f1 + · · · + (a j + γ )︸ ︷︷ ︸
=:a j
f j + · · · + am fm + ub1g1
+ · · · + ubl gl + r − γ f j︸ ︷︷ ︸
=:r
(b) if lt(r) = γ (λ)lt(g j ) then update according to # involutive multiple
r := r − γ ug j ,
b j := b j + γlc(u)u,.
because of the identity
uv f = a1 f1 + · · · + am fm + ub1g1 + · · · + u
(
b j + γlc(u)
)
︸ ︷︷ ︸
=:b j
g j + · · · + ubl gl
+ r − γ
lc(u)
ug j︸ ︷︷ ︸
=:r
(c) if lt(r) = γ (x, λ)lt(ro) with ro ∈ L ∪ L˜ then
recall
uovo f = ao1 f1 + · · · + aom fm + u0bo1g1 + · · · + uobol gl + ro (7)
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(1) if γ ∈ k[λ] and u = uo then update according to # involutive multiple
r := r − γ ro,
u := u, v := v − γ vo,
ai := ai − γ aoi , i = 1, . . . , m,
bi := bi − γ boi , i = 1, . . . , l.
because (6)−γ ·(7) yields
u (v − γ vo)︸ ︷︷ ︸
=:v
f = (a1 − γ ao1)︸ ︷︷ ︸
=:a1
f1 + · · · + u (b1 − γ bo1)︸ ︷︷ ︸
=:b1
g1 + · · · + (r − γ ro)︸ ︷︷ ︸
=:r
(2) if u 	= uo and v = v0 then update according to
r := r − γ ro + γ uo ∑li=1 bi gi − γ uo ∑li=1 boi gi ,
u := u − γ uo, v := vo,
ai := ai − γ aoi , i = 1, . . . , m,
because (6)−γ ·(7) yields
(u − γ uo)︸ ︷︷ ︸
=:u
v f = (a1 − γ ao1)︸ ︷︷ ︸
=:a1
f1 + · · · + (u − γ uo)b1g1 + · · ·
+ r − γ ro + γ uo
l∑
i=1
bi gi − γ uo
l∑
i=1
boi gi︸ ︷︷ ︸
=:r
(3) if u 	= uo and v 	= v0 then update according to
r := uor − vγ ro + γ uovo ∑li=1 bi gi − γ uov∑li=1 boi gi ,
u := u − γ uo, v := v · vo,
ai := aivo − γ aoi v, i = 1, . . . , m,
bi := vobi , i = 1, . . . , l,
because vo·(6)−γ · v·(7) yields
(u − γ uo)︸ ︷︷ ︸
=:u
vvo︸︷︷︸
=:v
f = (voa1 − γ vao1)︸ ︷︷ ︸
=:a1
f1 + · · · + (u − γ uo) vob1︸︷︷︸
=:b1
g1 + · · ·
+ vor − γ vro + γ uovo
l∑
i=1
bi gi − γ uov
l∑
i=1
boi gi︸ ︷︷ ︸
=:r
until M = ∅
Lemma 33. Algorithm 32 terminates and for given f, f1, . . . , fm , g1, . . . , gl ∈ k[x, λ]
such that 〈lm( f1), . . . , lm( fm)〉 ⊂ k[x, λ]〈x,λ〉 has finite codimension computes a
representation
u(x, λ)v(λ) f =
m∑
i=1
ai (x, λ) fi + u(x, λ)
l∑
i=1
bi (λ)gi + r(x, λ) (8)
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with ai ∈ k[x, λ], bi ∈ k[λ], r ∈ k[x, λ] and such that
(i) lm(ai fi ) ≤ lm( f ) for ai 	= 0, i = 1, . . . , m.
(ii) lm(bi gi) ≤ lm( f ) for bi 	= 0, i = 1, . . . , l.
(iii) u and v are units in k[x, λ]〈x,λ〉 and k[λ]〈λ〉, i.e. u(0, 0) 	= 0 and v(0) 	= 0.
(iv) r = 0 or lm(r) ≤ lm( f ).
(v) lm(r) is not a multiple of any lm( f j ) and is not a involutive multiple of any lm(g j ).
Proof. (I) Correctness: We claim that the representation (8) fulfilling properties (i)–(iv)
is a loop invariant. In the beginning we have u = 1, v = 1, ai = bi = 0, r = f . The first
reduction step (if there is any) is of type (a) or (b). Since here lm(γ ug) = lm(γ )lm(g) =
lm(r) = lm( f ) we have lm(r) < lm( f ). Elementary calculations show that the reductions
in cases (a)–(c) give another representation (8) fulfilling properties (i)–(iii) as well as
lm(r) < lm( f ). In case (c) the units are updated. Since lt(u) and lt(v) are constants,
for non-constant γ the new polynomials u + γ uo or v + γ vo are units again. The case
when γ is a constant and matches with lt(u) or lt(v) is explicitly excluded in the definition
of M . Finally, (v) is satisfied in the end provided the algorithm terminates.
(II) Termination: The proof of termination uses the fact that the operations in the
algorithm may be performed on first homogenizing all polynomials using a new variable t ,
computing with the homogeneous polynomials, and then dehomogenizing. The semigroup
order < is extended to a monomial order <′ on k[t, x, λ] by first testing for total degree
in t, x, λ and then breaking ties with the semigroup order. Note that for the homogeneous
polynomials we have lt<′(gh) = tdft(g)lt<(g). Thus all operations in cases (a)–(c) are the
same for the homogeneous polynomials. The only difference is that the monomials in the
homogeneous polynomials have a decoration by a power of t .
After each extension of L or L˜ we define the monomial module Mk = Nk + Qk ⊂
k[t, x, λ], where
Nk = 〈tdft( f1)lt( f1), . . . , tdft( fm)lt( fm)〉 + 〈tdft(g)lt(g) | g ∈ L〉
and
Qk = k[t, λ] · {tdft(g1)lt(g1), . . . , tdft(gl )lt(gl)}
+ k[t, λ] · {tdft(g)lt(g) | g ∈ L˜}.
Since k[t, x, λ] is Noetherian the sequence of ideals Nk becomes stationary. The
polynomials lm( f1), . . . , lm( fm) form an ideal of finite codimension, and hence each Nk
has also finite codimension. This means that the sequence Qk has to become stationary as
well. The sets L and L˜ are not extended once the sequence Mk becomes stationary: since
lt<′(rh) = tdft(r)lt<(r) and γ exists, we have tamin lt<′(rh) = γ lt(g) for some lt(g) ∈ Mk .
But amin > 0 is minimal with this property, so lt<′(rh) 	∈ Mk . On the other hand, for
the stationary case lt<′(rh) ∈ Mk , a contradiction. Consequently, only reductions with
dft(r) = dft(g) are performed. In cases (a) and (b), and c(1), these are reductions as
in the usual division algorithm for polynomial rings with respect to a monomial order.
Since this classical division algorithm terminates we are left with the task to investigate the
reduction steps c(2) and c(3) are not performed in the final stage. We distinguish the cases
lm<(rnew) < lm<(rold) and lm<(rnew) > lm<(rold). For case lm<(rnew) < lm<(rold)
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remember that in the final stage always amin ≤ 0 and thus lm<′((rnew)h) <′ lm<′((rold)h).
The reduction is a reduction as in the classical division algorithm. The remaining case
is lm<(rnew) > lm<(rold). The next step could be of type (a), (b) or (c). Only finitely
many steps of type (c) may follow directly for the following reason. There are only finitely
many monomials outside 〈lm( f1), . . . , lm( fm)〉 + k[λ] · {lm(g1), . . . , lm(gl)} and there is
a preference for steps (a) and (b) in (∗). Nevertheless the algorithm may come back to the
same monomial as lm(r) 	∈ 〈lm( f1), . . . , lm( fm)〉+k[λ] ·{lm(g1), . . . , lm(gl)} and extend
again the units u or v. But the homogenized polynomials are always of the same degree
because amin = 0. Since there are only finitely many monomials of a fixed degree the units
are updated finitely often. Thus the number of steps c(2) and c(3) are finite. 
Lemma 33 shows that for given f, f1, . . . , fm , g1, . . . , gl ∈ k[x, λ] there exists a
representation
f =
m∑
i=1
a˜i (x, λ) fi +
l∑
i=1
b˜i (λ)gi + r˜(x, λ)
with a˜i = aiuv ∈ k[x, λ]〈x,λ〉, b˜i = biv ∈ k[λ]〈λ〉, r˜ = ruv ∈ k[x, λ]〈x,λ〉 and such that
(i) lm(a˜i fi ) ≤ lm( f ) for a˜i 	= 0, i = 1, . . . , m,
(ii) lm(b˜i gi ) ≤ lm( f ) for b˜i 	= 0, i = 1, . . . , l,
(iii) r˜ = 0 or lm(r˜) ≤ lm( f ) and lm(r˜) is not a multiple of any lm( f j ) and is not a
involutive multiple of any lm(g j ).
Definition 34. Given a local order < and a (x, λ)-mixed module M ⊂ k[x, λ]〈x,λ〉 the
initial module in<(M) ⊂ k[x, λ]〈x,λ〉 is defined as the k[λ]〈λ〉-module
in<(M) = k[x, λ]〈x,λ〉 · {lm( f ) | k[x, λ]〈x,λ〉 · f ⊂ M }
+ k[λ]〈λ〉 · {lm( f ) | f ∈ M }.
Lemma 35. Assume M ⊆ k[x, λ]〈x,λ〉 is a (x, λ)-mixed module. Then the initial module
in<(M) is a (x, λ)-mixed module, i.e. there exists a representation
in<(M) = N +Q,
such thatN is a k[x, λ]〈x,λ〉-module of finite codimension in k[x, λ]〈x,λ〉 andQ is a k[λ]〈λ〉-
module.
Proof. Obviously, in<(M) = N+QwithN = k[x, λ]〈x,λ〉·{lm( f ) | k[x, λ]〈x,λ〉· f ⊂ M }
and Q = k[λ]〈λ〉 · {lm( f ) | f ∈ M } is a representation as a sum of a k[x, λ]〈x,λ〉-module
and a k[λ]〈λ〉-module. It remains to prove that N is of finite codimension. Since M is a
(x, λ)-mixed module there exists a representation M = N+Q such that N is a k[x, λ]〈x,λ〉-
module of finite codimension in k[x, λ]〈x,λ〉 and Q a k[λ]〈λ〉-module. Since f ∈ N we have
k[x, λ]〈x,λ〉 · f ⊆ N ⊂ M . Thus in<(N) ⊆ N = k[x, λ]〈x,λ〉 · {lm( f ) | k[x, λ]〈x,λ〉 · f ⊂
M }. But finite codimension of N implies finite codimension of in<(N). ThusN has finite
codimension and in<(M) is a (x, λ)-mixed module. 
Now we are ready to define mixed standard bases.
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Definition 36. Let < be a local order for k[x, λ] and M ⊆ k[x, λ]〈x,λ〉 a (x, λ)-
mixed module. A (x, λ)-mixed standard basis of M is a combination of two sets
f1, . . . , fm , g1, . . . , gl ∈ k[x, λ] such that M = k[x, λ]〈x,λ〉 · { f1, . . . , fm} + k[λ]〈λ〉 ·
{g1, . . . , gl} and
k[x, λ]〈x,λ〉 · {lt( f1), . . . , lm( fm)} + k[λ]〈λ〉 · {lm(g1), . . . , lm(gl)} = in<(M).
Lemma 37. Let M ⊂ k[x, λ]〈x,λ〉 be a (x, λ)-mixed module and < a local order. Then
there exists a (x, λ)-mixed standard basis of M with respect to the local order.
Proof. Since M is a mixed module it has a representation N + Q, where N has finite
codimension. Thus in<(N) has finite codimension. By Cox et al. (1998, p. 165) the ideal
N has a standard basis f1, . . . , fm . Assume that M does not have a standard basis. Then
there exists a sequence of polynomials hi ∈ in<(M), but hi 	∈ 〈lm( f1), . . . , lm( fm)〉 +
k[λ]〈λ〉{lm(h1), . . . , lm(hi−1)}. Since in<(N) has finite codimension this sequence
terminates. Contradiction. 
Proposition 38. Let M be a (x, λ)-mixed module of k[x, λ]〈x,λ〉 and < a local order. Then
every f ∈ k[x, λ]〈x,λ〉 can be written uniquely in the form
f = g + r
with g ∈ M and r is a polynomial such that no term of r lies in in<(M). Furthermore r is
unique and can be computed algorithmically.
Proof. From a mixed standard basis of M choose the maximal subset which is a standard
basis of an ideal N ⊆ M ⊆ k[x, λ]〈x,λ〉. With respect to this there is a unique representation
f = g1 + r1,
with g1 ∈ N and no term of the polynomial r1 is in in<(N) by Cox et al. (1998,
Proposition 4.4). For r1 we compute with Algorithm 32 a representation
r1 = g2 + r2,
where g2 ∈ M and lm(r2) 	∈ in<(M). Then split r2 = lt(r2) + r3 with r3 ∈ k[x, λ]〈x,λ〉.
This step is repeated until the remaining rest is zero. There are only finitely many steps
since M has finite codimension. 
Lemma 39. Assume M is a (x, λ)-mixed module in k[x, λ]〈x,λ〉 and < is a local order for
k[x, λ]. Then
dim
(
k[x, λ]〈x,λ〉/M
)
= dim
(
k[x, λ]〈x,λ〉/in<(M)
)
.
This result turns out to be very important for bifurcation theory in order to determine the
codimension of a singularity. In Section 4 we will illustrate the practical use of Lemma 39
for several examples.
Like in the case of Gröbner bases and standard bases there exists an algorithm for
computing mixed standard bases. This is based on the (mixed) module of syzygies.
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Definition 40. Given f1, . . . , fm , g1, . . . , gl ∈ k[x, λ] the k[λ]-module
S =
{
(a1, . . . , am, b1, . . . , bl) ∈ k[x, λ]m × k[λ]l |
m∑
i=1
ai (x, λ)lt( fi ) +
l∑
i=1
bi (λ)lt(gi) = 0
}
is called the module of syzygies.
Obviously, the subset SN = {(a1, . . . , am , 0, . . . , 0) ∈ S} is a k[x, λ]-module. There
exists a k[λ]-module SQ such that S = SN + SQ . By a basis of S we mean a basis of SN
as k[x, λ]-module together with a basis of SQ as k[λ]-module.
Theorem 41. Let f1, . . . , fm , g1, . . . , gl ∈ k[x, λ]. Then { f1, . . . , gl} form a (x, λ)-mixed
standard basis of M = k[x, λ]〈x,λ〉 · { f1, . . . , fm } + k[λ]〈λ〉 · {g1, . . . , gl} if and only if for
each element (a1, . . . , bl) of a basis of S the polynomial
∑
i ai fi +
∑
i bi gi reduces to zero
when the generalized Mora normal form algorithm is applied.
This theorem is the basis of a Buchberger-like algorithm. One first computes a standard
basis of 〈 f1, . . . , fm〉 and then uses the generalized Mora normal form algorithm and
S-polynomials derived from a basis of S. In order for the algorithm to be efficient
one needs to find a basis of the module of syzygies which is as small as possible. It
would be interesting to derive results as in Gebauer and Möller (1988) for superfluous
S-polynomials.
However, we will take a more practical approach. We first compute a standard basis
of N , then reduce the additional generators modulo the standard basis and finally use
the Buchberger-like algorithm. This forms the base of our rough implementation for
computing mixed standard bases which we use in Section 4.
These results are easily generalized from polynomials to vectors of polynomials, i.e.
n > 1 in Definition 28. As usual the basic idea is to use slack variables z1, . . . , zn .
We extend a local semigroup order < to a semigroup order <z on k[x, λ, z] with the
property zi >z 1, i = 1, . . . , n. In Cox et al. (1998) two extensions called TOP and POT
are introduced. Then
Loc<z (k[x, λ, z]) = k[x, λ]〈x,λ〉[z] =
{ f (x, λ, z)
1 + g(x, λ) | lm(g) < 1
}
. (9)
Note that even if we allow the polynomial g in the denominator to depend on z as well the
condition lm(g) < 1 guarantees that g is independent of z.
While local rings like k[x, λ]〈x,λ〉 are not graded Loc<z (k[x, λ, z]) = k[x, λ]〈x,λ〉[z]
is naturally graded by degree in z. It is convenient to identify (k[x, λ]〈x,λ〉)n with the
degree one part k[x, λ]〈x,λ〉[z]1. Then every (x, λ)-mixed module M ⊆ (k[x, λ]〈x,λ〉)n
is isomorphic to a (x, λ)-mixed module of k[x, λ]〈x,λ〉[z]1.
Definition 42. M ⊆ k[x, λ]〈x,λ〉[z]1 is called a (x, λ)-mixed module, if it has a
representation M = N + Q such that N is a k[x, λ]〈x,λ〉-module of finite codimension
in k[x, λ]〈x,λ〉[z]1 and Q ⊆ k[x, λ]〈x,λ〉[z]1 is a k[λ]〈λ〉-module.
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Lemma 43. There exists a generalized version of the Mora normal form algorithm
computing the following: given f, f1, . . . , fm , g1, . . . , gl ∈ k[x, λ]〈x,λ〉[z]1 and a
semigroup order <z which is a local order on k[x, λ] there exists a representation
u(x, λ)v(λ) f (x, λ, z) =
m∑
i=1
ai (x, λ) fi (x, λ, z)
+ u(x, λ)
l∑
i=1
bi (λ)gi (x, λ, z) + r(x, λ, z)
with ai ∈ k[x, λ] , bi ∈ k[λ] , r ∈ k[x, λ][z]1 and such that lm(ai fi ) ≤z lm( f ) and
lm(bi gi ) ≤z lm( f ). u, v are units, r = 0 or lm(r) ≤z lm( f ) and lm(r) is not a multiple
or involutive multiple of lm( fi ) or lm(gi), respectively.
Given a (x, λ)-mixed module M of k[x, λ]〈x,λ〉[z]1 analogously as in Definition 34 the
initial module is defined to be in<z (M) ⊆ k[x, λ]〈x,λ〉[z]1.
Definition 44. A set of polynomials f1, . . . , fm , g1, . . . , gl ∈ k[x, λ][z]1 is called a (x, λ)-
mixed standard basis of M = k[x, λ]〈x,λ〉 · { f1, . . . , fm} + k[λ]〈λ〉 · {g1, . . . , gl}, if
in<z (M)=k[x, λ]〈x,λ〉 · {lm( f1), . . . , lm( fm)} + k[λ]〈λ〉 · {lm(g1), . . . , lm(gl)}.
As in Proposition 38 it is possible to show that given a (x, λ)-mixed module M of
k[x, λ]〈x,λ〉[z]1 and a polynomial f ∈ k[x, λ][z]1 there exists a representation f = g + r
such that g ∈ M and r is a polynomial in k[x, λ][z]1, whose terms are not in in<z (M).
Given a mixed standard basis the remainder r can be computed with a version of the Mora
normal form algorithm. As usual there exists a Buchberger-like algorithm to compute such
a mixed standard basis.
Before proving Theorem 27 we need the following lemma which is a generalization of
Lemma 39.
Lemma 45. Given a (x, λ)-mixed module M ⊆ (k[x, λ]〈x,λ〉)n, there is an isomorphic
(x, λ)-mixed module M˜ ⊆ k[x, λ]〈x,λ〉[z]1 such that
dim
(
(k[x, λ]〈x,λ〉)n/M
)
= dim
(
k[x, λ]〈x,λ〉[z]1/M˜
)
= dim
(
k[x, λ]〈x,λ〉[z]1/in<z (M˜)
)
.
Proof (Theorem 27). Let f be of finite codimension. Then T ( f ) is a mixed module, and
Lemma 45 implies that there are finitely many standard monomial vectors pi (x, λ) such
that
→
E x,λ = T ( f ) ⊕ R{p1, . . . , pk}
These monomial vectors can be computed by computing a mixed standard basis of T ( f ).
Because k[x, λ]〈x,λ〉[z]1 in Lemma 45 is Noetherian, any (x, λ)-mixed module of finite
codimension has finitely many initial modules, and hence a finite set of collections of
standard monomial vectors. 
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4. Computations
Given a polynomial vector f ∈ (k[x, λ])n we are interested in computing its tangent
space, its codimension, a monomial universal unfolding as well as S( f ) and P( f ). Finally,
one is interested in all formulas of coefficients of the contact equivalent bifurcation
problems. As it turns out, the last problem requires the study of the action of B on
S( f )/P( f ).
It was easy to implement routines in Singular (Greuel et al., 2001) for the computation
of (mixed) standard bases of the tangent space and the restricted tangent space, the
codimension of the tangent space and a monomial universal unfolding.
The next example explains the computation of a mixed standard basis to compute a
monomial universal unfolding.
Example 46. The bifurcation problem f = (x2 + λ)2 + x5 due to B. Keyfitz is treated in
Gaffney (1986, p. 105) and in Melbourne (1988, p. 229). The restricted tangent space is
RT ( f ) = 〈 f, x fx , λ fx 〉 = 〈λ2 +2x2λ+ x4+ x5, 4x2λ+4x4+5x5, 4xλ2 +4x3λ+5x4λ〉.
In this example we choose the term order to be x > λ with ds in Singular. The
standard basis is {λ2 + 2x2λ + x4 + x5, 4x2λ + 4x4 + 5x5, 16x6}. For the tangent space
T ( f ) = RT + k[λ]〈λ〉{ fλ} + R{ fx } we have the additional elements fλ = 2λ + 2x2 and
fx = 4xλ+4x3+5x4. We use the obvious propertyRT +R{ fx} = 〈 f, fx 〉 and compute its
standard basis {4xλ+4x3+5x4, λ2 +2x2λ+x4+x5, 16x6}. Then fλ modulo the standard
basis remains 2λ + 2x2. The S-polynomial 2(λ2 + 2x2λ + x4 + x5) − λ · (2λ + 2x2) =
2x2λ + 2x4 + 2x5 reduces with respect to the standard basis to −1/2x5. This element
is added. Then the criterion for mixed standard bases shows that we have found a mixed
standard basis. A universal unfolding is f (x, λ) + α1 + α2x + α3x2 + α4x3 + α5x4. ♦
Table 1 summarizes the computational results for bifurcation problems which were
taken from the literature. All timings have been below 1 s.
Given f ∈ (R[x, λ])n we are left with the problem of computing S( f ) and P( f ). But
S( f ) is obvious from Theorem 20. For P( f ) we use the results from Gaffney (1986). In
Theorem 50 below it will turn out that P( f ) is an invariant part of a particular structure.
Definition 47. For a given Ex,λ-module M ⊂
→
E x,λ we let InvB(M) be the largest B-
invariant Ex,λ-module contained in M . Similarly, InvBs (M) will denote the largest Bs-
invariant submodule of M .
In the literature InvBs (M) is denoted as Itr(M) since the notion of intrinsic is used
instead of invariant.
For n = 1 each element (S, X,Λ) of B may be written as a product of a scaling
S(x, λ) = a, X (x, λ) = bx, Λ(λ) = cλ,
where a, b, c are non-zero constants and a unipotent element
S(x, λ) = 1 +∑i+ j=n≥1 ai j x iλ j
X (x, λ) = x +∑i+ j=n≥2 bi j x iλ j ,
Λ(λ) = λ +∑ j≥2 c jλ j .
(10)
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Table 1
Bifurcation problems with some unfoldings given by standard monomials with respect to different local orders
f Codimension of Monomial universal unfoldings Ref.
RT TO f T
x4 + λ 4 3 2 f + α1x + α2x2 Golubitsky and Schaeffer (1985)
Pitchfork 4 3 2 f + α1 + α2 x2 Golubitsky and Schaeffer (1985)
x3 + λx f + α1 + α2λ
x2 + λ3 4 4 2 f + α1 + α2λ Golubitsky and Schaeffer (1985)
x4 − λx 5 4 3 f + α1 + α2 x2 + α3 x3 Govaerts (1997)
f + α1 + α2λ + α3x2
Cusp 5 4 3 f + α1 + α2 x + α3λx Govaerts (1997)
x3 − λ2
(x2 + λ)2 + x5 8 6 5 f + α1 + α2 x + α3 x2 + α4 x3 + α5 x4 Gaffney (1986)
f + α1 + α2 x + α3λ + α4λx + α5λ2
(x2 + λ)2 + x6 9 7 6 f + α1 + α2 x + α3 x2 + α4 x3 + α5 x4 + α6x5 Melbourne (1988)
f + α1 + α2 x + α3λ + α4λx + α5λ2 + α6λ2x
x4 + λ2x 9 8 7 f + α1 + α2 x + α3λ + α4x2 Melbourne (1988)
+ α5x3 + α6x2λ + α7x3λ
f + α1 + α2 x + α3λ + α4x2
+ α5λ2 + α6λx2 + α7λ3(
x21 − x22 + λ
2 x1 x2
)
6 4 3 f + α1
(
1
0
)
+ α2
(
0
x2
)
+ α3
(
x2
0
)
Golubitsky and Schaeffer (1985)
(
x21 + λ
x22 + λ
)
6 4 3 f + α1
(
0
1
)
+ α2
(
x1
0
)
+ α3
(
0
x2
)
Golubitsky and Schaeffer (1985)
f + α1
(
0
1
)
+ α2
(
0
x1
)
+ α3
(
x2
0
)
(
x1(λ + a1x21 + a2x22 ))
x2(λ + a2x21 + a1x22 ))
)
20 18 17 f +
(
α17 + α15x2 + α13x22 + α14x1 x2
α10 + α9 x1 + α7x2 + α4x22 + α6x1 x2
)
Mei (2000)
+
(
α16 x21 + α12 x32 + α11 x42
α8 x21 + α2x32 + α3x1 x22 + α5x21 x2 + α1 x42
)
The linear part of the latter is just the identity. The Lie group of all these elements is denoted
by U . The corresponding elements in the tangent space (=Lie algebra of U ) act on f . First
recall the action as defined in Section 2. A family (S(x, λ, ε), X (x, λ, ε),Λ(λ, ε)) ∈ B
gives an element ddε (S, X,Λ)|ε=0 in the Lie algebra LB which is the tangent space at the
identity TidB. This element is operating on
→
E x,λ by sending f to S˙ f + X˙ Dx f + Λ˙ fλ.
Recall that the orbit tangent space TO f ( f ) is the image of this action (TO f ( f ) = LB · f =
TidB · f ). Analogously, the restricted tangent space is RT ( f ) = LBs · f = TidBs · f .
Definition 48. An element (S, X,Λ) ∈ LB is called nilpotent, if its truncated Taylor
expansion operates nilpotently on
→
E x,λ /((Mx,λ)k
→
E x,λ) for some k ∈ N. That
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means that there exists l ∈ N with (S, X,Λ)l · f ≡ 0 modulo (Mx,λ)k
→
E x,λ for all
f ∈ →E x,λ.
For n = 1, a typical nilpotent element operates as x f +x2 fx +λ2 fλ. The subgroup U ⊂
B of all non-scaling elements has a Lie algebra TidU which consists of nilpotent elements.
The tangent space T (U, f ) is TidU · f = 〈x f, λ f, x2 fx , λ fx 〉 + Eλ · {λ2 fλ}; see Melbourne
(1988, p. 227). Given f ∈ →E x,λ, Gaffney (1986) introduced a partial order on the set of
vector spaces of nilpotent elements of LB by L1 ≤ L2 iff InvB(L1 · f ) ⊆ InvB(L2 · f ).
Definition 49 (Gaffney, 1986). A subspace L ⊆ LB which is maximal with this partial
order is called f -maximal.
Theorem 50 (Gaffney, 1986, Theorem 1.8). Suppose f ∈ →E x,λ has finite codimension and
L ⊂ LB is an f -maximal vector space of LB of nilpotent elements. Then
P( f ) = InvB
(
L · f
)
.
For n = 1, LU = TidU is f -maximal for any f (Gaffney, 1986). Thus P( f ) =
InvB(LU). For n ≥ 2, it appears to be a difficult task to find a f -maximal space of
nilpotent elements. In order to compute P( f ), we need an algorithm that will compute
the maximal B-invariant module of LU which is 〈x f, λ f, x2 fx , λ fx 〉 + Eλ · {λ2 fλ}. Below
we give an algorithm that computes the maximal B-invariant module from a generating set
of an arbitrary mixed module.
Algorithm 51 (Maximal B-invariant Module).
Input: generators f 1, . . . , f m, g1, . . . , gs ∈ (k[x, λ])n of mixed submodule
M = k[x, λ]〈x,λ〉{ f 1, . . . , f m} + k[λ]〈λ〉{g1, . . . , gs}
where k[x, λ]〈x,λ〉{ f 1, . . . , f m} has finite codimension in (k[x, λ]〈x,λ〉)n .
Output: maximal (Mk0 +∑sj=1Mk j 〈λl j 〉){e1, . . . , en} ⊂ M
(a) compute mixed standard basis F of M with respect to a local order >
(b) k0 := codim(k[x, λ]〈x,λ〉{ f 1, . . . , f m})
(c) j := 0; l0 := 0; # work down degree
for d = k0 − 1 step −1 to 1 do
flag := true, l := d
while flag and l ≥ l j do
if for all xα of degree d − l and all i generalMora>(xαλl ei , F) = 0 then
if l = l j then k j := d − l j
else
flag := false
if l < d then j := j + 1; l j := l + 1; k j := d − l j
if l = d then d := 0 # finished
end if
l := l − 1
end while
end do
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Fig. 5. The intrinsic generators of S( f ), the term x6, and P( f ) for the second member of the Keyfitz family. The
lower slope gives the Newton polygon.
Proof (Correctness). SinceB-invariant k[x, λ]〈x,λ〉-modules are monomial modules of the
special form described in Theorem 10 it is sufficient to determine k0, k1, l1, . . . , ks , ls .
And an argument analogous to Golubitsky and Schaeffer (1985, p. 75) shows that
Mcodim{e1, . . . , en} ⊂ M , whereM is the maximal ideal in Ex,λ. 
Example 52. Keyfitz investigated an infinite family of bifurcation problems, and in this
example we will study one element of this family, namely, f = (x2 + λ)2 + x6. It is easy
to see that
S( f ) =M4 +M2〈λ〉 + 〈λ2〉.
Also in this case, LU is〈
x(x2 + λ)2 + x7, λ(x2 + λ)2 + λx6, 4x3(x2 + λ) + 6x7,
4λx(x2 + λ) + 6λx5
〉
+ Eλ · {λ2(x2 + λ)}.
Then the algorithm above computes
P( f ) =M7 +M5〈λ〉 +M3〈λ2〉 +M〈λ3〉.
Fig. 5 shows S( f ) and P( f ) and the lower hull of the Newton polygon. S( f ) is not
sufficient to determine the equivalence class. Because the initial form (x2 − λ)2 has a
double root the Puiseux series depend on higher order terms. This is explained in Hille
(1962, p. 108) and Vainberg and Trenogin (1974, p. 22).
Example 53. In Mei (2000) Mei Zhen considered the example
f (x1, x2, λ) =


x1
(
λ + 5
(
( 94 a − 421330 )x21 + (3a − 1039 )x22
))
x2
(
λ + 5
(
(3a − 1039 )x21 + ( 94 a − 421330 )x22
))


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and claimed that it is 3-determined for almost all a when taking symmetry into account. We
are not able to determineP( f ) since the example has n = 2 state variables. By Theorem 50
P( f ) is the B-invariant part of an f -maximal vector subspace of nilpotent elements. For
n ≥ 2, it is already difficult to recognize whether one element of LB is nilpotent. For
instance, (S, X,Λ) ∈ LB acts nilpotently if and only if S(0, 0) and Dx X (0, 0) are nilpotent
and Λ ∈ Mλ (Gaffney, 1986). We have chosen a mixed module in which the k[x, λ]〈x,λ〉-
module is generated by 21 elements and the k[λ]〈λ〉-module by(
λ2 Dλ( f1)
0
)
,
(
0
λ2 Dλ( f2)
)
,
and for a = 1 computed with Algorithm 51 thatM10{e1, e2} ⊆ P( f ).
Finally, we would like to compute all elements in the same contact equivalence class of
a given f ∈ Ex,λ, up to higher order terms. This is equivalent to computing O f /P( f ) in
S( f )/P( f ). It turns out that B acts on S( f )/P( f ) algebraically. This means that every
element of B is represented by a matrix with polynomial entries in variables y1, . . . , yr
modulo an ideal in k[y1, . . . , yr ]. In order to computeO f /P( f ) we will use the following
theorem.
Theorem 54 (Gaffney, 1986, p. 99). Let U be a unipotent affine algebraic group acting
on an affine variety V . Then the orbits of this action are Zariski closed in V , i.e., these
orbits are given by polynomials.
We first describe how to compute the elements of B acting on S( f )/P( f ). These
will be given by a matrix Γ = (γi j ) whose rows and columns are indexed by the
monomials in S( f )/P( f ). Let a = (a1, . . .), b = (b1, . . .), and c = (c1, . . .), where
ai , bi , ci are coefficients appearing in (10). The entries γi j will be polynomials in the
coefficients a, b, c. First we will compute [g] = Γ (a, b, c) · [ f ], where [ f ] is the
representation vector of coefficients of f in the basis of monomials in S( f )/P( f ). Now
[g] = (g1(a, b, c), . . . , gt (a, b, c)). By the above theorem, the coefficients of the elements
appearing in the orbit of f are precisely the image of the polynomial map
(a, b, c) → (g1(a, b, c), . . . , (gt (a, b, c))
This image could be computed by eliminating a, b, c from the ideal
〈z1 − g1(a, b, c), . . . , zt − gt (a, b, c)〉.
This is accomplished by standard elimination techniques using Gröbner bases or resultants.
Example 55 (Example 52 Continued). Recall that f = (x2+λ)2+x6 = λ2+2x2λ+x4+
x6. Rescaling gives a · f (bx, cλ) = x4ab4 + 2 x2λ ab2c + λ2ac2 + x6b6a. The quotient
S( f )/P( f ) has a vector space basis consisting of the monomials
λ2, λ3, xλ2, x2λ, x2λ2, x3λ, x4, x4λ, x5, x6.
This means that those elements that are in the orbit of f modulo P( f ) are of the form
g = z02λ2 + z03λ3 + z12xλ2 + z21x2λ + z22x2λ2 + z31x3λ + z40x4
+ z41x4λ + z50x5 + z60x6.
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We just need to compute the image of the monomials appearing in f under the unipotent
transformations in (10) modulo P( f ). We find that
λ2 → a1,0xλ2 + λ2 + a2,0x2λ2 +
(
a0,1 + 2 c2
)
λ3
2x2λ → 2 (2 b2,0 + a1,0) x3λ + 2 x2λ + 2 (b2,02 + a2,0 + 2 a1,0b2,0) x4λ
+ 2 (a0,1 + 2 b1,1 + c2) x2λ2
x4 → x4 + (4 b2,0 + a1,0) x5 + (4 a1,0b2,0 + a2,0 + 6 b2,02) x6
+ (4 b1,1 + a0,1) x4λ
x6 → x6.
From here we conclude that the coefficients of g being contact equivalent to f satisfy
z40 = ab4
z31 = 2
(
2 b2,0 + a1,0
)
ab2c
z21 = 2 ab2c
z12 = a1,0ac2
z02 = ac2
z50 =
(
4 b2,0 + a1,0
)
ab4
z60 =
(
4 a1,0b2,0 + a2,0 + 6 b2,02
)
ab4 + b6a
z41 =
(
4 b1,1 + a0,1
)
ab4 + 2 (b2,02 + a2,0 + 2 a1,0b2,0) ab2c
z22 = 2
(
a0,1 + 2 b1,1 + c2
)
ab2c + a2,0ac2
z03 =
(
a0,1 + 2 c2
)
ac2.
By eliminating the coefficients a, b, and c, we find the following algebraic relations
between the coefficients of g:
−z1,2z2,12 − 4 z5,0z0,22 + 2 z0,2z2,1z3,1, 4 z4,0z0,2 − z2,12,
2 z5,0z0,2 − z3,1z2,1 + 2 z1,2z4,0
for arbitrary scaling factors a, b, c, and for fixed a, b, c
z0,2 − ac2, z2,1 − 2 ab2c, cb2z3,1 − c2z5,0 − b4z1,2, z4,0 − ab4,
4 b6ac3z4,1 − 4 b8ac2z2,2 + 4 b10caz0,3 + b8z1,22 − 2 b4z1,2c2z5,0 + c4z5,02
− 4 b4ac4z6,0 + 4 b10c4a2.
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