To compare the performance of four common methods of applying propensity scores: covariate adjustment, stratification, matching, and inverse probability of treatment weighting, in addressing issues of selection bias. The linked Surveillance, Epidemiology, and End Results Medicare database was used in this study. We compared mortality of patients with localized prostate cancer, in two different scenarios. In Scenario 1, treatment effect on non-prostate cancer mortality were compared between patients with localized prostate cancer receiving active treatment (radical prostatectomy or radiation) and those only being observed. In Scenario 2, prostate cancer specific mortality was compared between localized prostate cancer patients with and without primary androgen deprivation therapy (ADT). The known confounding factors of comorbidity (Scenario 1) or tumor grade (Scenario 2) were removed to evaluate the ability of each propensity score method to control for the selection bias caused by the presence of the factors. Matching yields slightly better control than the three other methods. None of the propensity score methods can eliminate bias caused by removing a known confounder.
Introduction


In the United States, prostate cancer is the second most common cancer among men [1] . How to select the best treatment for prostate cancer is one of the most controversial areas for consideration by both physicians and patients [2] . Because of the limitations of randomized controlled trials, such as lack of external validity [3, 4] , high cost [5] and the fact that they are time consuming [3, 5] , interest is growing for investigators to use observational data to compare the outcomes of different prostate cancer treatments [6] [7] [8] . However, a serious concern with observational studies is the existence of selection bias [9] . When different therapies are compared, patients with poorer cancer prognoses may be expected to receive more aggressive therapy, making therapy appear to be associated negative outcomes. Alternately, patients with better underlying health may be selected for more aggressive therapy, making therapy appear to be associated with better outcomes. Mitigating treatment selection bias is therefore the major challenge for observational studies of treatment effectiveness.
Propensity score methods have increasingly been used to control for the influence of effects of confounding, including selection bias, in observational studies [10] [11] [12] . Four of the most common methods of applying the propensity score are covariate adjustment, stratification, matching, and inverse probability of treatment weighting (IPTW) [13, 14] . In this paper, we assessed the performance of these methods in controlling for selection bias in the analyses of treatment effects on outcomes among prostate cancer patients. The novelty of this study was that the performance of each method was evaluated based on its ability to account for a selection bias that was induced by the removal of known confounders from a full multivariate model. We hypothesized that propensity matching would provide results with less bias than those using the other propensity methods.
Methods
Data Sources
The linked Surveillance, Epidemiology and End Results (SEER)-Medicare database 1992-2008 was used. The SEER database includes information on patient and tumor characteristics, treatments, and survival. Medicare is a primary health insurer that covers approximately 97% of US individuals aged 65 years and older. Medicare Part A covers inpatient claims and part B covers outpatient and physician claims. SEER patients who were older than 65 years have been linked to Medicare records by the collaborative effort of the National Cancer Institute and Medicaid Services [15] , and this Medicare data is provided within the SEER data set. United States 2000 Census data regarding income and education at the zip code level was used as a surrogate measure of patients' socio-economic status.
Study Design
We generated two scenarios in which there are unmeasured confounding effects, as well as selection bias mediated by two confounders: general health or comorbidities and cancer severity. In other words, the presence of these confounders in the full multivariate model removes the effect of selection bias from these two confounders, while removing them from the models creates a selection bias. Unmeasured confounding may still remain.
In Scenario 1, patients with localized prostate cancer receiving active treatment (radical prostatectomy or radiation) were compared to those only being observed. The average age at the time of diagnosis of prostate cancer is about 66 [1] , and comorbidity has a large impact on the non-prostate cancer mortality. More importantly to us, comorbidity has an impact on selection of treatment: those with greater burden of comorbidity are more likely to be in the watchful waiting group rather than treated by active treatment.
In this scenario, the known confounding factor-comorbidity as assessed using Charlson comorbidity index-was removed from the model, and estimates of treatment effect on non-prostate cancer mortality were compared between the full and reduced models in which the propensity score methods were applied.
In Scenario 2, localized prostate cancer patients with and without primary androgen deprivation therapy (ADT) were compared. Tumor grade has an impact on prostate cancer [16, 17] specific mortality, and also on the selection of treatment: those with higher tumor grade are more likely to receive ADT. This confounding factor was removed from the model. Estimates of treatment effect on prostate cancer mortality were compared between the full and reduced models in which the propensity score methods were applied.
Study Cohort
The study population included patients aged 66 years or old, diagnosed with prostate cancer from 1992 to 2007. Patients were followed until death or the end of study (December 31, 2008) .
In order to better compare with previous studies [18] , additional criteria were applied. In Scenario 1, men who (1) were older than 80 years, (2) had poorly differentiated or unknown tumor grade or (3) had unknown income or education information were excluded. In Scenario 2, men treated actively with radical prostatectomy or radiation therapy were excluded.
Variables
Patient demographic and tumor characteristics were [15] . Use of ADT was defined as the receipt of at least one dose of a gonadotropin-releasing hormone (GnRH) agonist or orchiectomy occurring within 6 months after prostate cancer diagnosis, and was assessed using previously published and validated methods [16] . These data are based on information from either SEER or Medicare claims, using previous published methods [17] . CPT (Current Procedural Terminology), ICD-9-CM (International Classification of Diseases, Ninth Revision, clinical modification), and HCPCS (Healthcare Common Procedure Coding System) used to identiy treatment variables are listed in Appendix 1. The outcome variable was mortality (non-prostate cancer mortality in Scenario 1 and prostate cancer-specific mortality in Scenario 2), obtained from SEER records.
Statistical Analyses
Demographic and tumor characteristics were compared between patients receiving and not receiving active treatment for Scenario 1, and between patients receiving and not receiving primary ADT for Scenario 2 ( Table 1) . Baseline characteristics were also compared between the different levels of comorbidity in Scenario 1, and between tumor grades in Scenario 2, to assess whether these two factors impacted the distribution of other covariates ( Table 2 ). Since all variables were treated as categorical variables, the chi-squared test was used for these tests.
In model 1, Cox proportional hazards models were built to evaluate the non-prostate cancer mortality in patients who received active treatment compared to those managed with observation (Scenario 1), and to evaluate the prostate cancer-specific mortality in patients who received primary ADT therapy compared to those who did not (Scenario 2). All variables between comparison treatment groups, as assessed on the first bivariate test above and listed in Table 2 , were adjusted for in this model. The results from model 1 (full models) were used as reference. We built a second model where non-prostate specific and prostate specific mortality were regressed on all variables, excluding comorbidity in Scenario 1 and tumor grade in Scenario 2. Finally, four propensity score adjustment methods were then applied in models where the known confounder (comorbidity in Scenario 1 and tumor grade in Scenario 2) was removed. Table 1 Treatment and associated CPT, ICD-9, and HCPCS codes.
Radical Prostatectomy
CPT codes 55810, 55812, 55815, 55801, 55821, 55831, 55842, 55845; ICD-9 procedure code 60.5.
Radiation Therapy CPT codes 77401-77499 and 77750-77799; ICD-9 procedure codes 92.21-92.29, and ICD-9 diagnosis codes V58.0, V66.1 and V67.1.
ADT
Orchiectomy: Any claim with CPT codes 54520, 54521, 54522, 54530, or 54535; or ICD-9 procedure code 62.4. GnRH agonist: Any outpatient or carrier claim with the HCPCS codes J9202 (goserelin), J1950 (leuprolide), J9217 (leuprolide), J9218 (leuprolide), J9219 (leuprolide implant) or J3315 (triptorelin). Propensity scores were generated using logistic regression. In Scenario 1, having active treatment or being in the observation group was the dependent variable, and age, race, year of diagnosis, SEER region, marital status, education, income, tumor stage and tumor grade were independent variables. In Scenario 2, having ADT or being in the no ADT group was the dependent variable, and age, race, year of diagnosis, SEER region, marital status, comorbidity, education, income, and tumor stage were independent variables. Since all covariates were categorical variables, the chi-square test was used to determine whether the covariates were balanced before applying propensity score.
2.5.1 Propensity Score-Covariate Adjustment Survival outcome was regressed on the estimated propensity score as a continuous variable, and on those covariates that were not balanced, as assessed by Cochran Mantel Haenszel Chi-square test after controlling for the quintile of propensity score. Age, year of diagnosis, marital status and tumor grade were not balanced in Scenario 1 and age and tumor stage were not balanced in Scenario 2.
2.5.2 Propensity Score-Stratification Propensity scores were used to group patients into five equal strata. A stratified Cox proportional hazard model was built with adjustment for unbalanced covariates described earlier.
2.5.3 Propensity Score-Matching Both greedy and caliper one-to-one matching were applied. In greedy matching, 8→1, 5→1 and 3→1 digit matching were all applied to provide more options for comparison. The criteria in caliper matching for selecting subjects with a similar propensity score was a caliper of width equal to 0.2 of the standard deviation of the logit of the propensity score [10] . The test for matching using chi-square test was repeated, and all variables were found to be balanced after matching. The Cox proportional hazard model was built using treatment status only, in all four matching methods.
Propensity Score-Inverse Probability of Treatment Weighting (IPTW)
The inverse of the propensity score was used to weight each subject in the treated group, and the inverse of one minus the propensity score was used for the controls. The mean weight was calculated and then used to normalize the IPTW weights to adjust for the extreme values [19] . Balance of covariates was assessed by chi-square test weighted by the created weights. The weights were then used in a Cox proportional hazard model with unbalanced covariates. SEER regions and race were not balanced in Scenario 1 and all variables were balanced in Scenario 2.
The results from the four methods were compared subjectively to the reference model to analyze which method produces an estimator of treatment effect similar to the reference model. Table 1 presents the patient and tumor characteristics stratified by the relevant treatment group for each scenario. Patients who received active treatment were younger, White, married, and had less comorbidity, more advanced stage and higher grade prostate tumors. Patients who received primary ADT were older, and had more advanced stage and higher grade prostate tumors. Table 2 displays the comparison between the different levels of comorbidity in Scenario 1, and between tumor grades in Scenario 2, to assess whether these two factors impacted the distribution of other covariates. In Scenario 1, patients with higher Charlson comorbidity index tended to be older, minorities, diagnosed later, not married, educated, have higher income, in T1 tumor stage, and well differentiated tumor grade. In Scenario 2, patients with poorly differentiated tumor grade were older, minorities, diagnosed later, not married, and with T2 tumor stage. Differences are more pronounced in Scenario 1 than in Scenario 2.
Results
The overlapping of propensity scores was checked in both scenarios and is described in Figure 1 . In Scenario
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Bias in Studies of Prostate Cancer 268 1, 36 patients in the non-overlap region were excluded. For patients who received observation or active treatment, the ranges of the propensity scores were 0.102 to 0.962 and 0.010 to 0.962, respectively. In Scenario 2, 95 patients in the non-overlap region were excluded. For patients treated with and without primary ADT, the ranges of the propensity scores were 0.092 to 0.790 and 0.090 to 0.790, respectively.
Fig. 1 Distribution of propensity score stratified by active treatment (a) and primary androgen deprivation therapy (b).
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Figure 2 (a) shows the hazard ratio (HR) of non-prostate cancer mortality estimated from the models with (model 1) and without comorbidity (model 2), compared to those obtained by applying the four different propensity score methods. In the full model men who received active treatment had a lower risk of death from other causes (HR, 0.70; 95% Confidence Interval CI, 0.68-0.72); the hazard ratio without comorbidity was 0.67 (95% CI, 0.65-0.69). After applying propensity score 3 to 1 digit matching, the HR was 0.69 (95% CI, 0.66-0.71). Figure 2 (b) shows the hazard ratio of prostate cancer mortality estimated from the model with (model 1) and without (model 2) tumor grade compared to those obtained from the four propensity score methods. Patients who underwent ADT had significantly higher prostate cancer-specific mortality (adjusted HR, 1.65; 95% CI, 1.56-1.74) compared with patients not treated with ADT. After tumor grade was removed from analysis, the hazard ratio was 2.25 (95% CI, 2.13-2.37). In the model with propensity score caliper matching, the HR for prostate cancer-specific mortality was 2.13 (95% CI, 2.00-2.26). For both scenarios, matching yielded a slight less biased result than covariate adjustment, stratification, or IPTW. 
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Unadjusted HRs for non-prostate cancer mortality (Scenario 1) and prostate cancer-specific mortality (Scenario 2) were calculated in Table 3 . Tumor grade has a very large effect on prostate cancer mortality (HR: 8.687, 95% CI, 7.728-9.765) for patients with poorly differentiated tumors in comparison to patients with well differentiated tumors. While comorbidity impacts less (HR: 4.612, 95% CI, 4.375-4.864).
The proportional hazards assumption was violated in scenario 1, as seen by checking the interaction between treatment groups and logarithm of follow-up time, and by visual inspection of the graph of hazard function, comparing treatment groups. We repeated our analyses using Cox models with time-dependent effect of treatment (up to 6 years and after 6 years). Results of comparisons across different methods were similar to those obtained without this correction (results not shown).
Discussion
In this study, we evaluated the ability of four common methods of applying propensity scores to control for selection bias induced by the removal of known confounders from a full multivariate model. Matching was shown to be the method that eliminates the greater proportion of bias, as compared to other methods of applying propensity scores. Our results are consistent with those of several prior studies [10, 20, 21] .
Propensity score matching produced an estimate closer to that of the full model in Scenario 1 than in Scenario 2. The impact on mortality of tumor grade is greater than that of comorbidity (Table 3) , which suggests that tumor grade is a very important confounder to assess prostate cancer specific mortality when comparing ADT patients and no ADT patients. Given the importance of grade, and its large impact, none of the propensity scoring methods could account for its influence. Further, it may be confounded by unmeasured confounders, for which we cannot control.
In Scenario 2, IPTW estimated a treatment effect even higher than that calculated from the conventional Cox proportional hazard model not including tumor grade. This is likely due to the fact that, given that extreme weights may not be eliminated in the entire study population even after normalization by mean weight, a high hazard ratio may occur [22] .
In our study, none of the four propensity score methods could perfectly remove the bias due to selection bias induced by removing a variable. This conclusion is similar to those of previous reports [9, 23] . The inability to balance unmeasured confounders is a major limitation of observational studies. In our empirical study, we can only try to balance the measured confounders and assume that this balance reduces the overall bias [24] .
Instrumental variable analysis has been proposed to reduce the variance and bias caused by unmeasured confounding [25, 26] . It requires identifying variables strongly related to the exposure but unrelated to the outcome. Several studies have used instrumental variable analysis to control selection bias [27, 28] . Correct estimation by using this method relies largely on the thoughtful consideration and selection of an appropriate instrumental variable(s).
One important assumption of applying propensity score methods is that there are no hidden confounders that will affect treatment assignment [14] . The selection bias caused by unmeasured confounders exists in the dataset and is not able to be evaluated, as we saw reflected in scenario 2. The main advice for selecting the best propensity score method is to select the one that yields the most balanced study sample. In our study of prostate cancer patients, propensity score matching outperformed covariates adjustment, stratification, and IPTW. However, none of the propensity methods produced estimates identical to the estimates when the removed confounders, comorbidity or cancer grade, were included. Fig. 3 Comapring hazard ratio of non-prostate cancer mortality (a, Scenario 1) and prostate cancer specific mortality (b, Scenario 2) estimated from the models with and without removed confouding factor, and hazard ratio estimated from for propensity score methods.
