Predictive control and intermittent setpoints are proposed to overcome the dead time that problem occurs in a new class of high precision position sensor for manufacturing equipment. In place of a rotary encoder or linear glass scale, a combination of a digital camera and a Liquid Crystal Display (LCD) screen is used to actively monitor two dimensional position changes on an XY table. In order to achieve precise spatial resolution, an actively-controlled planar pixel matrix is used as the tracking target for the system. A digital camera senses the location of the moving image displayed on the LCD screen and provides 2 dimensional position feedback. Thus, the timing and the quality of the visual feedback to the controller are the significant factors to determine the accuracy of the system. Due to the long image processing time, the vision feedback of the actual position of the stage is delayed. At the same time, with the slow frame capturing rates of the camera, dead time occurs between consecutive acquisitions of feedback signals from the vision system to the motion controller, which is detrimental to the performance of the system. Hence, studies and detailed analysis on different dead time compensation strategies and path planning algorithms have been performed to select the optimal strategy to address these challenges. Based on simulation results, a proposed method for integrating predictive control with virtual intermittent setpoints algorithm to mitigate dead time problem is presented in the final section of the paper.
INTRODUCTION
The use of high precision CNC machines requires spatial control resolution in the range of 1 micrometer (micron). For these machines, the position sensors for each axis and the path planning controller, in addition to the structure and hardware construction of the machine, play critical roles in maintaining the accuracy of the machine. In previous work, we have presented a novel positioning system that incorporates vision as the primary feedback mechanism [1] . This direct sensing algorithm, termed Position Sensing via Computer Vision (PSCV), is a potentially more efficient and inexpensive approach for position feedback control systems. By using a digital camera to track the centroid displacement within an actively controlled pixel array that is displayed on a LCD screen, the 2D planar motions can be detected within the path tracking control loop.
This approach has introduced some new challenges to the motion control system of PSCV, particularly the delay time associated with vision processing and issues associated with disparate feedback rates of the vision and control systems. To address these issues, this paper presents a novel predictive path planning controller, and a modified version of the Smith Predictor control algorithm to account for dead time in the feedback process.
POSITION SENSING VIA COMPUTER VISION (PSCV)
Position Sensing via Computer Vision (PSCV) is a unique position sensing system that not only actively monitors the actual position of the machine tool point but also potentially eliminates the need for machine error mapping and compensation for conventional CNC machines [1] .
To show the proof of concept, the prototype system of PSCV was developed, shown in Figure 1 . The LCD screen that is used to display the active array target is located on top of the XY table and a digital camera is mounted below the XY table as shown in Figure 2 . Hence, instead of using the feedback from the conventional position sensors together with kinematic model of the XY The objective of the motion controller is to move the machine axes in such a way that Active Cross Target (ACT), which is a geometric feature of the image displayed on the LCD screen, e.g. the intersection between the two diagonal lines shown in Figure 3 , to coincide with the Center of the Image Plane, CIP, on the camera.
Furthermore, in order to achieve precise resolution, calculation means for sub-pixel sensing is required, since the size of an LCD pixel is around 200-300µm. Tone method to achieve sub-pixel tracking and displacement, is to use the centroid of the displayed image as the ACT. This method was tested on the prototype system, and the experimental results shows that the achievable resolution is approximately 5 µm [2] .
METHODOLOGY
Ideally, the prototype system senses movement of the ACT on the LCD and instantaneously transmits that information to the controller. However, due to the frame rate of the camera and the duration of image processing algorithm, feedback delay is inevitable in the system. At the same time, with the motion controller loop rate running at 1 kHz and the vision feedback update rate at 2 Hz, this has created an intermittent actual feedback signal to the controller, also known as the "Dead Time Problem." The dead time problem directly affects motion controller because during the dead time window, the actual position of the XY table is unknown until the next vision feedback is attained. Therefore, the motion controller will not be able to accurately generate the optimal trajectory for the system because it cannot account for unknown trajectory and also its disturbance data during the dead time window.
As a result, the feedback delay and dead time problem have to be solved in order to ensure the success of this novel application.
Dead Time Compensation
The effect of dead time on position sensing is critical because the main sensing and motion control of the system relies directly on the feedback from the computer vision system. Although the dead time window of the prototype system is approximately 0.5 seconds, it will vary depending on the configuration of the image processing system.
The speed of the digital camera used in this research is fixed at 100fps but the image processing time, t ip , will vary depending on the accuracy that we are trying to attain. t ip has a direct impact on the dead time in the system. This is because higher position accuracy can be obtained by using additional images in the image processing algorithm. On the other hand, increasing the number of images used in the algorithm will increase t ip , which causes the dead time to be longer in the system. Furthermore, t ip also affects the stability and performance of the control system.
Figure 4: Smith Predictor
The most common method to overcome such delays in a closed loop system is by tuning the primary gains to increase the damping, which making the system more robust to the delays [3] . However, this is potentially leads to sluggish performance. One of the well known dead time compensation methods is the Smith Predictor (SP). In this control form, an additional inner loop is included to predict the path in between actual feedback signals to the controller using a generalized system model as shown in Figure 4 [4] . In the outer loop of the block diagram, G(s) is the physical servo motor of the system, which contains the dead time or delay caused by the vision system. In the inner loop, C(s) is the controller of the plant, G eo is the delay free plant model and G e is the delayed plant model.
While the controller waits for the actual feedback, y during the dead time window, the inner loop that consists of the both the delay free and delayed servo models will output an emulated path, v as a prediction of y. Thus, this is why the algorithm is called the "Predictor" [5] . The general Smith Predictor transfer function is shown in equation (1) .
Once the actual feedback y is obtained, it will then being used to compare with the desired setpoint to output the actual error e a to correct the predicted error, e e , which also corrects the actual path of the system. Although the theoretical analyses of the SP form shows that it can effectively mitigate dead time in closed loop control, there are still some imperfection to be taken into consideration. The system will have steady state error if the dead time is inconsistent and the initial conditions of the plant are not known in advance. Thus, many Modified Smith Predictor (MSP) schemes have been created for different dead time systems in industry. Simulation results show that the MSP has three major effects on dead time of affected systems: delays are overcome, dynamic interactions of delays to controller are solved and overall output performance is improved [6] . Figure 5 shows block diagram of the MSP used in PSCV. C(s) is the controller, G e0 (s) is the actual plant of the system, G e (s) is the mathematical plant model that is obtained from the system identification algorithm, e -Ds is the delay block to simulate the intermittent delay in the feedback loop of the system and F(s) is a first order low pass filter to minimize the disturbance of the feedback signal [7] . To simulate the PSCV, mathematical models of the motion control system were formulated so that the outcome and benefit of MSP structure control scheme to mitigate the dead time can be better observed. For the initial simulation of the MSP, a simple Proportional-Integral-Derivative (PID) controller was used in the MSP as shown in equation (4) . Equation (2) represents the actual model that has intermittent delays, equation (3) represents the mathematical plant model and Table 1 shows the values used in the simulation of PSCV.
Model Predictive Controller
From the simulation output of the MSP that uses a PID controller, the system is capable of improving performance. However, with the uncertainties such as variability in t ip , changes of the motor behavior with respect to time and changes of load acting on the stage, Model Predictive Control (MPC) is proposed to further improve the controller to monitor system performance and update itself as time-based changes are realized.
MPC has been widely implemented in continuous process industries to better control batch production. The main advantage of using MPC as compared to other control strategies is the use of an internal multi-variable model which adjusts and predicts the effect of manipulated variables and disturbance variables on the controlled variables. Basically, MPC focuses on adjusting the control action before the change in the output setpoint actually happens, whereas the PID controller is fundamentally designed to react to system changes. The MPC internal model prediction is utilized to calculate the optimal control action profile at the next update step to reduce the disturbance effects while tracking the setpoint alterations. This prediction is similar to an improved feedforward strategy with the advantage of considering, in the control action calculation, not only the current but also the most likely future profiles for the setpoints [8, 9] .
In addition, with the integration of optimization in MPC, the performance of the system can be further optimized with respect to the changes occurring throughout the run time of the process. The optimizer solution consists of a profile of future control action adjustments that minimizes a cost function subject shown in (6) to the dynamic model and to physical constraints. Table 2 shows the nomenclature of the terms used in formulate the cost function, J(k) for MPC described in (6) [9, 10] . The first summation term of the cost function, J(k) shows the prediction output error cost based on deviation of the predicted output to the expected output along the prediction horizon N p . The second term describes the predicted input error cost by finding the difference between the manipulated variables and the respective setpoints along the control horizon, N c. The last summation term shows the prediction input error cost based on deviation of the predicted input to the expected input along the prediction horizon N p .
N p is the number of samples in the future during which the MPC controller predicts the plant output. This horizon is fixed for the duration of the execution of the controller. N c is number of samples within the prediction horizon during which the MPC controller can affect the control action. Figure 6 shows the brief graphical time diagram of both the prediction and control horizon. The prediction method of MPC is considered a receding horizon strategy because after the first predicted setpoint is executed at k, the prediction and control horizons move forward in time at the next sample time k+1 and predicts the plant output again [9] .
If N p is short, the MPC will act as a normal feedback controller since there is less information for the MPC to predict the future setpoints. On the other hand, if N p is larger, the predictive capability and accuracy of the system will be improved but it requires extra calculations and time. In MPC, the control action cannot change after N c ends, so shorter N c will result in smaller but consistent careful changes within the N c and longer N c will generate more aggressive changes that can cause overshoot. Thus, tuning these parameters in MPC is critical to ensure optimal results [10] .
Consequently, MPC is preferable to PID to be implemented in this system due the fact that the prediction of the future states can be used as the setpoint reference during the dead time window. With the implementation of the MSP structure, the simulated plant in the inner loop of MSP will also assist the prediction of the MPC if the dead time of the system is too long. Integration of these methods will be pursued as a research subject of the project. Hence, the current PID controller used in the prototype will be replaced by MPC. N c and N p are part of the variables that will be decided based on the loop rates and image processing time of the system. Once the dead time range is known, optimal performance can be achieved by the tuning of N c and N p . Moreover, the tracking error and velocity of the axis will be the two main constraint variables that will be used in the constraint optimization algorithm. The current approach is to target a number of path correction approaches, evaluating each with respect to accuracy, and determine an optimal algorithm for correcting the path at discrete update points to ensure minimum deviation of each diagonal lines C1 or C2 continuity of the actual tool path, or minimization of time lag in the controller.
Virtual Intermittent Setpoints
Apart from developing a unique controller for the system, the intermittent path planning algorithm is also significant in maintaining the accuracy of the system. As seen in Figure 8 , the black solid line represents the desire path and the red dots represent the ACTs, which will be displayed on the LCD, in sequence. This is because each ACT will only be displayed on the LCD once the previous ACT reaches CIP. However, due to the dead time that occurs in the system, the performance of the path tracking from one ACT to another is affected. Once the trajectory setpoints (X i, Y i ) ,which is also the error between the ACT to the CIP, is obtained via the computer vision system, it will be sent to the PSCV motion controller. Due to the faster controller loop rates, once X i and Y i are obtained, the motion controller will execute the command and move the XY table in an open loop manner without knowing the actual location of the system during the dead time window. As a result, the controller will always assume that the last obtained measurement from the image processing algorithm is the real time location of the XY table during the dead time window, but the actual real time location of the XY stage had been moved.
Thus, in the uncompensated system, tracking error will continually increase until the next actual vision feedback signal is acquired. Only then the controller will know the exact location of the table and correct the actual path error. If the dead time is long, this can increase the tracking error unacceptably. In addition, the system outputs can oscillate around CIP, if trajectory setpoints are small in relation to the control action. As a result, a predictive path planning system using Virtual Intermittent Setpoints (VIS) is proposed.
In order to further improve the path tracking performance of the system, the VIS between each ACT to the CIP is created as shown in Figure 9 . This VIS set will be generated based on the configuration of the controller and image processing algorithm. With the usage of VIS, the controller will be tuned to synchronize the speed and position of each individual axis with respect to the image processing time (t ip ) so that the next trajectory setpoints will be sent to the controller after the last VIS (P n ) is executed. The VIS set acts as intermediate reference tracking function between feedback updates. It is predictive based on system information, and allows for system control with no new incoming information.
With the a-priori location of the ACTs shown in Figure 8 , the VIS will be modeled using parametric equations. For a 2 dimensional planar path planning algorithm, parametric curves such as B-splines, Bézier, Cubic and Hermite will be analyzed via simulations and hardware validations, in order to select the optimal algorithm to generate the VIS point set for PSCV. As an initial approach, linear interpolation with assumption of constant feedrate movement is used as the VIS generator system of PSCV.
controller f corresponds to the loop rate of the PSCV's controller. With the assumption that the image processing time (t ip ) is constant, although the actual t ip varies, equation (7) shows the derivation of the number of VIS points, n used for the system. Further, n will varies with the configuration of the system depending on the accuracy and speed commanded.
Meanwhile, L represents the path length from ACT to CIP and the number of generated VIS points depends on n and will be evenly distributed along L. P xi and P yi are the generated VIS points of the path with respect to the X and Y direction, respectively. Equation (12) shows the general parametric equations for the PSCV linear VIS model.
With this setup, the output of the system will become more stable and accurate. Together with the implementation of the proposed MSP structure, an emulated position from MSP will be fed into the predictive path planning algorithm to enhance the accuracy of the PSCV. As seen in Figure 9 , the predictive path planning algorithm will generate the VIS point set (P i …P n ) once it received the current feedback input from the image processing algorithm. Thus, the system is controlled on the intermediate points toward the CIP, and continuously comparing with the emulated position from the MSP, which helps to minimize the tracking error and avoid overshoot.
Overall Proposed Control Structure
In summary, Figure 10 shows the overall block diagram of the proposed approaches that are going to be taken in order to tackle these important issues. First, a VIS set is developed based on the input from the vision system, y. At the same time, the output from the MSP, v' will help to emulate the behavior of the servo during dead zone. As a result of these two position feedback together with the a priori trajectory of the path display on the LCD, the absolute position can be better estimated.
Figure 10: System Overall Block Diagram
Since the image processing time is long, the prediction from MPC might not be robust and accurate enough to provide an accurate prediction during the dead zone, especially when the accuracy of the system is targeted to the sub-micron level. Therefore, the MSP structure feedback will be integrated together with MPC so that the prediction of the MPC can be partially based on the behavior of the plant model in SP during the dead zone. In addition, online system identification using LabVIEW System Identification Toolbox is proposed to obtain the real-time plant model so that the behavior of the plants can be predicted more accurately in the MPC and MSP.
SIMULATION
Simulation of the prototype system was performed with the described system models in (2) and (3): to examine the behavior of the system dynamics in the case of dead time feedback and to analyze the performance of the VIS and MSP.
Virtual Intermittent Setpoints
In this section, simulations of the VIS within a dead time window were performed using LabVIEW. L as described in (8) is the motion path of the XY table, and will be measured from the CIP (0,0) to the ACT (4, 8) in the simulation. Then, VIS will be generated depending on the configuration of the system related to the loop rate and the image processing time. Two simple examples with n equals to 8 and 50 respectively were simulated and the graphical result of the simulation is shown in Figure 11A and Figure 11B . The diagonal line represents L, while the markers represent the generated VIS along the path. In addition, the marker that is located at the end of the diagonal line in both graphs represents the last VIS of the path before the next actual position from the image processing time is sent to the controller.
The simulation shows that the VIS will be able to serve as the intermittent reference setpoints, while waiting for the actual setpoint from the vision system. Depending on the number of VIS, the smoothness and the path tracking performance of PSCV can be further enhanced with this proposed method. This approach will be deployed to the prototype physical system shown in Figure 1 so that the practical performance of the VIS on the system can be evaluated.
A) Trajectory with 8 VIS B) Trajectory with 50 VIS Figure 11: VIS simulation example
To further observe and quantify the accuracy of the system, linear glass scales will be used in the prototype to measure the tracking error directly to compare the performance of the VIS system with the traditionally-controlled system. At the same time, multiple configurations with respect to a wide range of loop rates and image processing times will be tested in order to quantify the optimally-achievable resolution using the VIS strategy.
Modified Smith Predictor
Apart from VIS, simulation on MSP using the formulated models was simulated together with a PID controller. The simulation has been carried out using the LabVIEW Control and Simulation toolbox. The objective of this simulation is to observe the behavior of the plant and controller when dead time occurs in the system, and also the performance of the MSP. Figure 12A shows the nominal response of a PID controller for the servo with continuous feedback. To compare the behavior of the system response of the PID to the MSP when dead time occurs, simulations were carried out with feedback updating every 5 control loop cycles for both algorithms as shown in Figure 12B and Figure 12C respectively. In addition, similar simulation with feedback updating every 15 control loop cycles for both algorithms were performed as illustrated in Figure 12D and Figure 12E respectively.
The simulation results show that the step response of the PID controller starts becoming unstable and unable to track the desired setpoint if the system feedback signal is updating the controller every 7 loop cycles or more (see Figure 12D ). On the other hand with the same update rates, the MSP will still be able to track the desired path well with small tracking error, as shown in Figure 12E . Hence, the simulation results suggest that the MSP is capable of improving the path tracking performance of the dead time system while maintaining the stability of the system.
Model Predictive Control
As a preliminary research on substituting the PID controller with MPC, simulation on MPC has been carried out in LabVIEW Control and Simulation toolbox. The main objective of this simulation is to compare the result of path tracking performance of a PID controller versus an MPC on a delay free model as shown in equation (2) . In this simulation, the N p is set to be 30 and the N c is set to be 7. The simulation results as shown in Figure 13 , show that the MPC response in the broken line, react 0.6 second faster than the PID response in the dotted line. In addition, MPC has approximately 1.75 % overshoot as compare to 5% overshoot of the PID response. At the same time, the MPC response converges to the setpoint 4 times faster than the PID response. The absolute error for both of the controllers was also captured after the response reaches steady state, illustrated in Figure 14 .
The average MPC absolute error shown in the broken line has 4 times lower error than the average PID absolute error shown in the dotted line. As a result, MPC is a promising replacement to PID controller in this dead time system. Further improvement on the MSP structure of the system is proposed so that the tracking error of the system can be minimized at higher dead time rates so that higher accuracy can be achieved. Presumably with the integration of the MPC to the MSP structure, the impact from the dead time problem on the feedback loop of the PSCV's motion controller can be improved. Our goal is to reduce the tracking error of the system to close to one micron or less.
CONCLUSION
The initial simulations for the proposed intermittent setpoints and control strategies show improved results in mitigating the dead time problem that occurs in PSCV. In addition, with the implementation of VIS and MSP structure, the path tracking can be further improved to optimize the accuracy of the system.
For future work, hardware validations on the proposed algorithms and strategies will be carried out on the prototype system. The accuracy of the system will be measured using linear glass scales. At the same time, simulation and hardware validation of the overall system as shown in Figure 10 , where MPC will be used to substitute the PID controller in a MSP structure will be performed so that the comparison of two different controllers can be obtained. Once the integration of MPC to the MSP structure is done, noise and additional disturbance will also be injected to the system to observe and compare not only the path tracking performance but also the disturbance rejection capability of both algorithms so that the optimal control algorithm can be selected to be used in PSCV.
