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Abstract 
Metalloproteins are a class of proteins which contain metal ions in their active site. If 
these metal ions carry unpaired electrons, EPR spectroscopy can be used to identify 
and characterize these ions or even localize them within the protein backbone. This 
work describes the synthesis of chemical compounds containing paramagnetic metal 
ions and nitroxyl radicals and their application as model compounds for EPR distance 
measurements in metalloproteins or other metal containing biomolecules. In addition, 
the detection, identification, and characterization of reactive, paramagnetic 
substances using EPR spectroscopy is described. Chapter 1 gives a brief 
introduction into both fields, emphasizing the potential and importance of EPR 
spectroscopy in certain fields of structural biology as well as the versatility of EPR 
spectroscopy as a tool for the investigation of the electronic and geometric structure 
of small chemical compounds. Chapter 2 introduces the basic theoretical background 
of EPR spectroscopy, which is needed to understand the following chapters 
describing the experimental results. In chapters 3 and 4, the synthesis and 
crystallization of nitroxide substituted terpyridine ligands and their geometrical 
structure are described. The terpyridine and the nitroxide subunits are separated by 
phenylene and ethynylene building blocks. It is found, that the phenylene-ethynylene 
spacers are sufficiently rigid to yield predictable distances between the terpyridine 
nitrogen atoms and the nitroxide substituent. Chapter 5 describes the synthesis, and 
the full crystallographic and spectroscopic characterization of bis(terpyridine) copper 
bis(tetraphenylborate). It is shown that the coordination sphere is highly plastic and 
exhibits temperature dependent, dynamic and static Jahn-Teller distortions. These 
distortions are influenced by the choice of the solvent system and affect the EPR 
parameters of the copper ion, which is of importance for the EPR distance 
measurements described in chapter 6. There, the synthesis of homo- and nominally 
heteroleptic copper complexes of the terpyridine ligand introduced in chapter 4 and 
unsubstituted terpyridine is described. The resulting complexes are then used as 
model systems for EPR distance measurements. Using PELDOR, it is found that the 
obtained time traces are distorted by orientation selection and multi-spin effects. The 
RIDME experiment on the other hand is not subject to these effects and provides 
better sensitivity. Additionally, both experiments are used to investigate the 
immediate coordination sphere of the copper center. It is shown that one terpyridine 
ligand is removed from the central copper ion in acidic solvent systems. In chapter 7, 
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the manganese(II) analogue of the homoleptic copper complex is used as model 
system for EPR distance measurements involving high-spin ions. The most striking 
difference between the copper and the manganese complex is the high-spin (S = 5/2) 
state of the manganese ion. It is shown that orientation selection also plays a role in 
this system, albeit the selectivity is less pronounced than in the case of the copper 
system. In terms of sensitivity, RIDME is superior to PELDOR in the manganese 
system as well. However, RIDME suffers from the occurrence of intense artifact 
peaks due to higher harmonics of the dipolar frequency. The degree of ligand 
dissociation is estimated using PELDOR.  The studies on the metal-nitroxide model 
systems show up difficulties in EPR distance determinations that involve metal 
centers and possible ways to overcome those difficulties. The obtained results will be 
conveyed to biological systems in future studies, where one possible application 
would be the introduction of manganese(II) ions into RNA molecules and the 
subsequent use of these ions as spin label. 
The final three chapters describe the detection and characterization of reactive 
paramagnetic substances in their natural solvent environment. In chapter 8, the 
structure of a paramagnetic, N-heterocyclic carbene substituted disilicon radical 
cation containing a Si-Si multiple bond in solution is investigated. Using the 29Si 
satellites it is found that the radical is less symmetric than its Lewis formula would 
suggest. In chapter 9, the structure of an "Si2H" radical stabilized by N-heterocyclic 
carbenes is investigated in liquid solution. The structure of the nitrogen hyperfine 
coupling suggests that the hydrogen atom is localized on one silicon atom. Chapter 
10 focuses on catalytically active titanocene species used for epoxide hydrosilylation. 
Two titanocene hydride species are identified as hydrogen atom donors. 
Furthermore, a titanocene alkoxide species which occurs as resting state of the 
catalytic cycle is identified using deuteration experiments and ENDOR spectroscopy. 
Taken together, chapters 8 - 10 demonstrate that EPR spectroscopy can be used to 
obtain detailed pictures of the electronic and geometric structure of reactive 
paramagnetic compounds in liquid and frozen solvent matrices.  
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1. Introduction and Motivation 
The thesis presented in the following consists of three parts, each of which consists 
of several chapters. Part I gives a general introduction to the field of electron 
paramagnetic resonance (EPR) based distance measurements involving metal 
centers and the investigation of the electronic structure of paramagnetic compounds 
using EPR spectroscopy.  
The second part of this work describes the synthesis and investigation of small 
chemical model systems for EPR distance measurements involving metal centers. 
The obtained results will be useful in future investigations in the field of structural 
biology, which is a rapidly evolving, interdisciplinary field of science. The relevance of 
biochemistry and structural biology as a part of biochemistry is best demonstrated by 
realizing that ten out of the fifteen latest Nobel prizes for chemistry have been 
awarded to scientists either working in biochemistry or developing methods 
especially suited for biochemical analytics.1–17 One of the main concepts in 
biochemistry is the structure-activity relationship, which states that the function of a 
biomolecule is determined by its structure.18 The elucidation of the structure of 
biomolecules is therefore of key significance in the field of biochemistry.19 Analytic 
methods to obtain structures of biomolecules include X-ray (or neutron) crystal 
structure analysis,20 magnetic resonance techniques like nuclear magnetic 
resonance (NMR)21–23 and electron paramagnetic resonance (EPR),24–26 Foerster 
resonance energy transfer (FRET),27,28 electron microscopy (EM),29,30 and 
computational methods such as homology modeling31 or molecular dynamics (MD) 
simulations.32 Of these methods, X-ray crystallography is the most successful one, 
followed by NMR spectroscopy.19 This is also documented in the protein structural 
database (PDB), where 119303 structures of biological macromolecules have been 
deposited.33,i From these structures, 106560 and 11401 have been obtained using X-
ray structure analysis and NMR spectroscopy, respectively, amounting together to 
almost 99% of all deposited structures. Nonetheless, other methods are required for 
structural biology to complement these two methods, as both of them have their 
drawbacks. For X-ray structure analysis, it is necessary to obtain crystals of the 
biomolecules. This is not always possible, for examples if the molecules contain 
mobile domains.19 Membrane proteins represent another important class of 
                                                          
i
 Numbers of entries obtained by PDB queries on the 5th of June, 2016. 
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molecules where X-ray crystallography is less successful compared to soluble 
proteins. In their native environment, membrane proteins are embedded in a two-
dimensional, lipophilic matrix and are therefore often insoluble in water and thus 
difficult to crystallize. Only  3293 of all structures (i.e. less than 3%)  in the PDB 
belong to membrane proteins, although 30 - 40% of all expressed proteins belong to 
the class of membrane proteins.34 Another drawback of crystallography is that the 
crystalline environment strongly differs from the natural environment of biomolecules. 
Therefore, it is not always clear whether the observed structures represent the native 
state of the biomolecule. Finally, many proteins have several functional states and it 
is often not possible to crystallize the proteins in all states. These problems do not 
occur in NMR spectroscopy, where biomolecules can be studied in more realistic 
environments, like liquid solution or even in-cell.35,36 However, with the exception of 
specialized studies, NMR spectroscopy is limited to molecules having a molecular 
weight below 100 kDa as large molecular size leads to crowding of the NMR signals 
and to broadening of the NMR lines.19,37 Noteworthy, NMR spectroscopy is even less 
successful for membrane proteins than X-ray crystallography (151 PDB entries of 
membrane protein structures obtained using NMR, i.e. ~1.3% of all NMR entries). 
EPR spectroscopy is neither limited by the size of the molecule nor does it require 
crystalline samples, making it complement X-ray crystallography and NMR 
spectroscopy as a tool to investigate the structure of membrane proteins.34,38 Another 
class of biomolecules in which EPR offers advantages over X-ray crystallography 
and NMR spectroscopy are metalloproteins. The relevance of metals in biology 
cannot be overestimated and almost any metal has either a biological function or 
shows specific interaction with biomolecules, e.g. as a toxine.39,40 Important 
examples of metals in proteins include the manganese cluster in the photosynthetic 
reaction center,41 the iron ions which transport oxygen in hemoglobin,42 the copper 
protein hemocyanin which has the same function in invertebratess,43 the cobalt ion in 
vitamin B12 catalyzing redox reactions and rearrangements,44 iron and nickel ions in 
hydrogenating enzymes,45 and the iron-molybdenum centers in enzymes which 
reduce atmospheric nitrogen yielding ammonia.46 In some cases, naturally occurring 
metal ions can be replaced by others, opening up the possibility to introduce metal 
ions with specific, desired properties into biomolecules. As an example, diamagnetic 
magnesium ions in ribozymes have been shown to be selectively replaceable by 
diamagnetic cadmium(II) and paramagnetic manganese(II) ions.47 Using manganese 
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ions, the molecules are often found to retain or even increase their catalytic 
activity.47,48 Metalloproteins often lose their metal ions upon crystallization so that 
only the structure of the apo form can be determined by X-ray crystallography.49 If the 
metal ion in a metalloprotein is paramagnetic, NMR absorption lines are heavily 
broadened, especially for the nuclei in close proximity to the metal center.50 EPR 
spectroscopy on the other hand is a very versatile tool for the investigation of 
(paramagnetic) metalloproteins. It can be used to investigate the electronic structure 
of the metal center and to obtain details about the geometry of the immediate 
coordination sphere of the metal center.25,26,40,51 After introduction of spin 
labels,38,52,53 it is also possible to obtain information about the structure of the protein 
backbone54 or to localize the metal center within the protein.55 Such insights into the 
structure are obtained by conducting a series of EPR experiments to determine the 
interspin distance between the spin label attached to different sites of the 
biomolecule and the paramagnetic metal center.24 The EPR spectroscopic properties 
of metal ions complicate measurements of the interspin distance by introducing 
orientation selection, fast electron spin relaxation, low spectral densities, and 
interstate mixing between different ms levels in the case of high-spin (S > 1/2) metal 
ions.24,54 Establishing suitable measurement conditions for EPR distance 
measurements is therefore of prime importance to obtain reliable geometrical 
information from such measurements, which is the central aim of the second part of 
this work. 
The third part of this work is devoted to the detection and characterization of reactive 
radicals and paramagnetic, organometallic compounds using EPR spectroscopy. 
Owed to their paramagnetic nature, such compounds often cannot be analyzed by 
NMR spectroscopy, which is the standard spectroscopic method to obtain information 
about molecules in solution.50 In contrast, EPR spectroscopy is well suited to 
investigate such compounds in liquid or frozen solution and provides high sensitivity 
and resolution at the same time.56 All EPR parameters are defined by the ground and 
excited state wavefunctions of a given molecule, which also determine the geometric 
structure of this molecule.57 Conversely, the EPR parameters of a molecule can be 
used to make deductions about its electronic and geometric structure. However, 
interpretation of EPR spectroscopic data can be challenging and usually requires 
support by other spectroscopic methods and theoretical calculation. Here, some 
examples are used to illustrate the applicability of EPR spectroscopy when 
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addressing various questions regarding the electronic and geometric structure. The 
first example is the investigation of the one-electron oxidation of a rhodium(I) amide 
complex by Büttner et al. The resulting paramagnetic species showed a low degree 
of g-anisotropy and a large hyperfine splitting caused by one nitrogen atom. These 
observations suggest that the newly formed spin center is localized on the amide 
nitrogen nucleus rather than on the rhodium ion. Thus, the species generated by 
one-electron oxidation is better described as a rhodium(I) aminyl in contrast to a 
rhodium(II) amide (Figure 1.1a).58 Similar ligand centered redox processes have 
been observed in four subsequent single electron reduction steps for bis(terpyridine) 
chromium(III) whereas metal centered single electron reduction and oxidation occurs 
in a similarly substituted nickel(II) complex.59,60 In another examplary study presented 
by Maurelli et al., details of the arrangement of the water ligands in the Jahn-Teller 
active hexaqua complex of titanium(III) have been derived by combining EPR 
spectroscopy and theoretical calculations.61 In this study, the authors used the g-
anisotropy of structural models of the hexaqua complex with different point 
symmetries to rule out a D2h symmetric structure. The dependence of the hydrogen 
hyperfine coupling and the 17O quadrupole interaction on the orientation of the water 
ligands was investigated using density functional theory (DFT) calculations.  
 
Figure 1.1. Examples for the use of EPR spectroscopy to elucidate the electronic 
and geometric structures of small, paramagnetic molecules. a) Localization of the 
unpaired electron on the nitrogen donor atom of the ligand in a rhodium aminyl 
complex. 58 b) D3d symmetric proposal for the ground state structure of 
hexaquatitanium(III) obtained using ENDOR and ESEEM spectroscopy in 
combination with DFT calculations.61 
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Comparison of the theoretical hyperfine and quadrupole parameters with 
experimental data from electron nuclear double resonance (ENDOR) and electron 
spin echo envelope modulation (ESEEM) measurements revealed a D3d symmetric 
structure as one candidate for the structure of hexaquatitanium(III) (Figure 1.1b). X-
ray crystallography would not have been well suited for this compound, as it is 
difficult to reliably localize hydrogen nuclei using X-ray crystallography. Maurelli et al. 
also pointed out that specific hydrogen bonding interaction between the complexes 
and the solvent can be investigated using EPR spectroscopy. The last example was 
presented by Chiesa et al. There, the authors have characterized the binding sites of 
excess electrons in magnesium oxide. Adding ammonia to the surface allowed 
deriving the structure of the surface spin center to great detail.62,63 The occurrence of 
a nonet hyperfine coupling structure suggested that the excess electrons are 
preferedly localized in corner sites having three ammonia molecules in their first 
coordination sphere. Using hyperfine sublevel correlation spectroscopy (HYSCORE), 
stabilizing proton contacts from ammonia molecules in the second coordination 
sphere could be detected. In the cited examples, EPR spectroscopy has been used 
to: 
 localize unpaired electrons in compounds with known geometrical structure.  
 derive details of the geometrical structure in solution where only a rough 
approximation of the structure was known, e.g. a coordination number and an 
idealized symmetry. 
 localize electrons in bulk material and obtain the geometry of their immediate 
surroundings. 
The examples clearly demonstrate the versatility of EPR spectroscpy to investigate 
electronic and geometric structures, which will be exploited in chapter 8 - 10 to 
characterize reactive silicon and titanocene species. 
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2. Theoretical Background of Electron Paramagnetic Resonance Spectroscopy 
Most of the results presented in this work were obtained using electron paramagnetic 
resonance (EPR) spectroscopy. In order to make these results more accessible, the 
basic concepts and terms of EPR spectroscopy are introduced in this chapter. 
Furthermore, the used pulse sequences are briefly discussed. For brevity, most 
explanations are given on a non-formal qualitative level. For mathematical 
derivations and more details on the physical backgrounds, the readers are referred to 
the textbooks concerned with EPR spectroscopy in general56,64–67 and the original 
publications given in the corresponding subsections. Technical aspects of the 
measurements67–69 will not be discussed as this work is not concerned with the 
development of spectrometer hardware. 
2.1. Electron Spins and the Spin Hamiltonian 
EPR spectroscopy can be used to study paramagnetic substances, i.e. substances 
having a magnetic suscepitibility  > 0.70 Although exceptions exist,71 unpaired 
electrons are responsible for the occurrence of paramagnetism in most substances, 
including all paramagnetic substances discussed in parts II and III. Brought into a 
magnetic field, the magnetic moments of the unpaired electrons can attain different 
quantum states. Transitions between two states can be achieved if the samples are 
subjected to irradiation having a wavelength which matches the energetic difference 
of the two states. This allows obtaining information about the different quantum 
states and can be used to deduce details of the electronic and geometric structure of 
the sample molecule. In continuous wave (cw) EPR spectroscopy, the EPR spectrum 
of a substance is obtained by subjecting the sample to continuous MW radiation. On 
resonance, absorption of the magnetic component of the MW radiation occurs. The 
obtained signal intensity is proportional to the imaginary part of the complex 
susceptibility of the sample.65,72 This imaginary part of the magnetic susceptibility 
could be measured as a function of the wavelength of the radiation. However, in the 
standard experimental set up, the spectroscopist varies the strength of the applied 
magnetic field instead of the wavelength of the radiation. The results of an EPR 
experiment can be discussed using the quantum theory of individual electrons 
interacting with magnetic fields if the unpaired electrons within a sample are not 
strongly coupled to each other. The pioneering work in that area was conducted by 
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Stern and Gerlach,73 Dirac,74,75 van Vleck,76 and others.77–81 One of the results of 
their experiments was the discovery that every electron bears an electron spin s, 
giving rise to a magnetic moment s. Brought into a magnetic field, these electrons 
occupy one of two quantum states, corresponding to a parallel or antiparallel 
alignment of the magnetic moment and the magnetic field. This phenomenon is 
called Zeeman effect82 and is the basis for all EPR experiments. Although the results 
were obtained for free electrons, unpaired electrons bound to a molecule can be 
treated in an analogous manner. As with other quantum systems, it is possible to set 
up a Hamiltonian operator which describes the accessible quantum states and their 
corresponding energies. It is usually not necessary to consider the full electronic 
Hamiltonian ℋ𝑒𝑙 but only the part that accounts for the unpaired electron spins.
83 This 
operator is called the spin Hamiltonian ℋ𝑆  and summarizes the interaction of the 
electron spins with the external magnetic field and their surroundings:56,64,65 
  ℋ𝑆 = ℋ𝑍𝑒𝑒,𝐸𝑙 + ℋ𝐻𝐹𝐶 + ℋ𝑒𝑒 + ℋ𝑍𝑒𝑒,𝑁𝑢𝑐 + ℋ𝑁𝑄𝐶  (2-1) 
The terms given in eq. (2-1) are sufficient to describe every spin system in this work. 
However, depending on the type of sample and experiment some of the terms may 
be omitted.64 The first three terms consider the energy levels of electron spins under 
the influence of an external magnetic field (ℋ𝑍𝑒𝑒,𝐸𝑙, Zeeman effect of the electron), a 
magnetic field caused by nearby nuclei possessing a nuclear spin (ℋ𝐻𝐹𝐶 , HFC = 
hyperfine coupling), and a magnetic field caused by nearby electrons (ℋ𝑒𝑒). The HFC 
interaction is often described by an isotropic coupling interaction and a quasi-
classical dipolar interaction between electron and nuclear spins.65 The electron-
electron interaction can often be described as purely dipolar interaction between 
magnetic moments of electrons if the electrons are separated by more than 2 nm.66 
In such cases, the magnitude of the interaction amounts to only a few MHz and is 
therefore of similar magnitude as typical HFC interactions. However, if several 
unpaired electrons are localized in close proximity, the interaction can be very strong 
leading to zero-field splitting, the treatment of which can be complicated (see chapter 
2.1.3).84,85 The last two terms are dealing with nuclear energy levels. Nuclear spins 
experience the Zeeman effect (ℋ𝑍𝑒𝑒,𝑁𝑢𝑐) in analogy to electron spins. The last term 
ℋ𝑁𝑄𝐶  deals with nuclear quadrupole couplings (NQC) of spins on nuclei having a 
quadrupolar charge distribution. Such a charge distribution only occurs for nuclei 
having a nuclear spin I > ½. The energy splitting of the different nuclear spin states is 
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then affected by electric field gradients which are caused by a non-symmetric 
electron distribution around these nuclei. The terms given above will be briefly 
explained in the following subsections. Before doing so, it is sensible to consider the 
magnitude of the terms in eq. (2-1). For most samples presented in parts II and III, 
the electron Zeeman effect is the dominating interaction while all other terms are 
much smaller: 
   ℋ𝑍𝑒𝑒,𝐸𝑙 ≫ ℋ𝐻𝐹𝐶 ;ℋ𝑒𝑒;ℋ𝑍𝑒𝑒,𝑁𝑢𝑐;ℋ𝑁𝑄𝐶   (2-2) 
In these cases, it is possible to treat the smaller interactions in the framework of 
perturbation theory, the unperturbed reference system being the electron spins in the 
external magnetic field. If this is not appropriate, the Hamiltonian matrix has to be 
diagonalized using all significant terms simultaneously. 
2.1.1. Electronic and Nuclear Zeeman Effect 
In classical electrodynamics, the interaction energy W of a magnetic moment 𝜇 and a 
magnetic field ?⃑⃑? is given by 
     𝑊 = −?⃑? ∙ ?⃑⃑?.     (2-3) 
As mentioned above, electrons possess a spin s leading to a magnetic moment s. 
This magnetic moment interacts with magnetic fields and can attain two possible 
orientations which are energetically distinct. The restriction to two orientations is a 
consequence of the quantum nature of the electron and contrasts with the classical 
interaction, in which the magnetic moment can attain any orientation with respect to 
the external field. To characterize the state of the electron one assigns the quantum 
numbers s and ms. The two quantum numbers s and ms are called the spin quantum 
number and the magnetic spin quantum number, respectively. They quantify the 
magnitude of the electron spin and its orientation in an external magnetic field, 
respectively.83 For a single electron the quantum numbers are s = ½ and ms = ½ or 
ms = -½, corresponding to parallel or antiparallel orientation with respect to the 
external magnetic field. The magnetic moment is not fully aligned along the magnetic 
field but still has components perpendicular to the external field. In fact, the electron 
spin is said to precess around the external magnetic axis with only the component 
along that axis fixed. Two (or more) electrons strongly coupled to each other behave 
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in an analogous manner. Such a situation is met for example in high-spin metal ions. 
In the absence of strong zero-field splitting (see chapter 2.1.3), the electrons can 
then be assigned the quantum numbers S = s1 + s2 + … and Ms ∈ [-S, S]. As before, 
the quantum number Ms describes the orientation of S with respect to the external 
field. Importantly, Ms can only assume either integer or half-integer values, 
depending on whether or not S is an integer or a half-integer. Taking into account the 
restrictions for the magnetic quantum number, this gives rise to  
     𝑀 = 2𝑆 + 1     (2-4) 
possible orientations of the spin S in a magnetic field. The number M defined by eq. 
(2-4) is called the multiplicity of a given spin state. So far, only the possible 
orientations of the spins with respect to external fields have been considered. To 
calculate the magnitude of the Zeeman interaction, it is necessary to know the 
magnitude of the magnetic moment associated with the spin of unpaired electrons. 
The magnetic moment of electron spins is usually expressed in units of Bohr's 
magneton µB, which can be seen as the quantum of magnetic moment. Based on 
Bohr's model of the atom, the magnitude of the magnetic moment of an electron with 
charge e and mass me moving in an atomic orbital can be calculated according to:
86 
     𝜇𝐵 =
ħ𝑒
2𝑚𝑒
= 9.274 ∙ 10−24𝐽/𝑇.   (2-5) 
Emprically, the magnetic moment of a free electron 𝜇𝑒,𝑓𝑟𝑒𝑒 was found to deviate from 
µB. This is taken into account by introducing a proportionality factor ge:  
     𝜇𝑒,𝑓𝑟𝑒𝑒 = 𝑔𝑒𝜇𝐵    (2-6) 
In eq. (2-6), ge is the g-value of the free electron. An empirical factor of ge = 2 was 
introduced by Landé.87 Later, Dirac derived the same value using relativistic quantum 
mechanics, thereby showing that the deviation of 𝜇𝑒,𝑓𝑟𝑒𝑒 from 𝜇𝐵 is a relativistic 
effect.74,75 Using a more sophisticated approach in the framework of quantum electro 
dynamics a value of ge = 2.0023193048  is achieved.
81,88 For electrons in atoms or 
molecules, the g-value deviates from the free electron g-value ge owed to spin orbit 
coupling interactions in first or second order.56,65 Strong first order g-shifts only occur 
for degenerate ground states or when Russell-Saunders coupling is strong (i.e. for 
heavy elements like lanthanides).64,65,86 Therefore, first order g-shifts are not 
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expected to play an important role for any of the compounds presented herein and 
are not discussed further. The second order g-shift occurs in all spin centers and is 
an anisotropic property. This is represented in the g-matrix ?̿? (also called g-tensor), 
whose elements can be calculated using eq. (2-7):65 
    𝑔𝑖𝑗 = 𝑔𝑒 − 2 𝜆𝑆𝑂𝐶 ∑
<𝜓0|𝑙𝑖|𝜓𝑛><𝜓𝑛|𝑙𝑗|𝜓0>
𝐸𝑛−𝐸0
𝑛   (2-7) 
Thus, the g-values depend on the ground and excited state wave functions 𝜓0 and 
 𝜓𝑛 , on their respective energies E0 and En of these states and on the spin orbit 
coupling (SOC) constant 𝜆𝑆𝑂𝐶. As  𝜆𝑆𝑂𝐶 depends on the effective nuclear charge to 
the fourth power,86,89 the expected deviations from the free electron g-value are the 
larger the heavier the atom on which the spin density resides. The equation for the 
energy EZee owed to the Zeeman effect depends on the eigenstates |𝜓 > of the 
system and contains ?̿? as anisotropic proportionality factor 
     𝐸𝑍𝑒𝑒 =< 𝜓|𝜇𝐵?⃑⃑??̿?𝑆|𝜓 >.   (2-8)  
If the molecules rotate rapidly,56,90–93 the anisotropy is averaged out and eq. (2-8) is 
then simplified to yield eq. (2-9) 
     𝐸𝑍𝑒𝑒 = 𝜇𝐵𝑔𝑖𝑠𝑜𝐵0 ∙ 𝑚𝑠.   (2-9) 
where ms can be replaced by Ms in the case of high-spin (S > 1/2) compounds. The 
isotropic g-value 𝑔𝑖𝑠𝑜 in eq. (2-9) is the average of the principal values of ?̿? and can 
be calculated using the trace operation: 𝑔𝑖𝑠𝑜 =
1
3
𝑇𝑟(?̿?). In a standard EPR experiment 
using liquid samples, EPR transitions are only allowed if the EPR selection rule  
     |∆𝑚𝑠| = 1      (2-10) 
is met, thus the resonance condition for a spin transition is 
     ℎ𝜈 = 𝜇𝐵𝑔𝑖𝑠𝑜𝐵0.    (2-11) 
Eqs. (2-9) and (2-11) give the Zeeman energies of the ms states and the excitation 
energies for allowed EPR transitions. Additionally, it is often useful to define effective 
Zeeman relations. Such effective Zeeman relations can be used to relate line 
spacings B in multiline EPR spectra to interaction frequencies or to define effective 
g-values.56,94 To complete this subsection, the Zeeman effect is also discussed for 
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nuclear spins. Although the physics are essentially identical, some differences are 
noteworthy. The energy of a nuclear spin state can be written as 
     𝐸𝑍𝑒𝑒,𝑁𝑢𝑐 = 𝑔𝑁𝜇𝑁𝐵0 ∙ 𝑚𝐼.   (2-12) 
The nuclear magneton 𝜇𝑁  in eq. (2-12) can be obtained by replacing the electron 
mass me in eq. (2-5) by the proton mass mp.
86 As mp is ~1836 times larger than me, 
nuclear magnetic moments are three orders of magnitude smaller than electron 
magnetic moments. The nuclear g-factor gN is a nuclide specific proportionality 
constant.86 Sometimes, 𝑔𝑁𝜇𝑁 in eq. (2-12) is replaced by the magnetogyric ratio  
Nuclear spin transitionsi follow the selection rule 
     |∆𝑚𝐼| = 1 𝑎𝑛𝑑 |∆𝑚𝑠| = 0.   (2-13) 
In electron nuclear double resonance (ENDOR, see chapter 2.3.4), NMR and EPR 
transitions are combined to obtain spectra of the nuclear spin transitions. Transitions 
in which the magnetic quantum number of the electron spin and a nuclear spin are 
changed simultaneously can occur if anisotropic interactions are present and are 
briefly discussed in chapter 2.3.3. 
2.1.2. Hyperfine Coupling Interaction 
Unpaired electrons and nuclei with I ≠ 0 possess magnetic moments which give rise 
to dipolar magnetic fields (cf. Figure 2.1). These dipole fields lift or partially lift the 
degeneracy of the different ms states (or mI states, for nuclear spins). The different, 
interacting spins are said to be coupled. This coupling is called hyperfine coupling 
(HFC) and the coupling energy EHFC for the interaction of one electron with one 
nucleus is given by 
     𝐸𝐻𝐹𝐶 =< 𝜓| 𝑆?̿?𝐼|𝜓 > ,   (2-14) 
where 𝐼 is the nuclear spin operator and ?̿? the HFC matrix. If several magnetic nuclei 
and/or several independent unpaired electrons are present, all pair wise electron-
nucleus interactions need to be considered in a first order treatment of the HFC 
interaction. The HFC matrix can be represented in a diagonal form, depending on the 
choice of the coordinate system:65 
                                                          
i
 These transitions are also called NMR transitions, as nuclear spin transitions are the subject of 
nuclear magnetic resonance (NMR) spectroscopy. 
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  ?̿?𝑐ℎ𝑜𝑖𝑐𝑒 𝑜𝑓 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑠𝑦𝑠𝑡𝑒𝑚⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ?̿?𝑑𝑖𝑎𝑔 = (
𝐴𝑋𝑋
𝐴𝑌𝑌
𝐴𝑍𝑍
)  (2-15) 
The corresponding coordinate system is called the principal axes systems. In this 
coordinate system, the elements AJJ of the HFC matrix bear upper case indices and 
can be identified as the hyperfine coupling constants (HFCC) observed when the 
magnetic field is aligned along one of these principal axes. The HFCC generally 
consists of two contributions: 
     𝐴𝐽𝐽 = 𝑎𝑖𝑠𝑜 + 𝑇𝐽𝐽    (2-16) 
The first term in eq. (2-16) is the isotropic HFCC aiso and results from a non-zero 
electron spin density83 𝑄(0)  at the magnetic nucleus. The isotropic HFCC is 
proportional to the magnitude of the magnetic moments 𝑔𝜇𝐵 and 𝑔𝑁𝜇𝑁 of the electron 
and the nucleus, respectively, and can be calculated if 𝑄(0) is known:83 
    𝑎𝑖𝑠𝑜 =
8𝜋
3
𝑔𝜇𝐵𝑔𝑁𝜇𝑁𝜇0 ∙ 𝑄(0)   (2-17) 
The second term in eq. (2-16) is an element of the dipolar HFC matrix ?̿? . The 
elements of ?̿?  can be calculated using the classical theory of magnetic dipolar 
interactions. The equation for the general, non-diagonal case is given by eq. (2-18):65 
    𝑇𝑖𝑗 =
𝜇0𝑔𝜇𝐵𝑔𝑁𝜇𝑁
4𝜋𝑟5
〈3𝑖𝑗 − 𝑟²𝛿𝑖𝑗〉   (2-18) 
In eq. (2-18), 𝜇0 is the magnetic permittivity of the vacuum and 𝛿𝑖𝑗  is Kronecker’s 
symbol. The pointy brackets indicate that averaging over the electronic wavefunction 
has to be performed to calculate the elements of ?̿?. Anisotropic HFC interactions are 
averaged out if the molecule tumbles rapidly and the hyperfine splitting energy can 
then be calculated to first order according to eq. (2-19).65 
     𝐸𝐻𝐹𝐶 = 𝑎𝑖𝑠𝑜𝑚𝐼 ∙ 𝑚𝑠,    (2-19) 
In the resulting EPR spectrum, 𝑎𝑖𝑠𝑜 can then be read off from the separation between 
two hyperfine lines of the corresponding multiplet signal. The magnitude of the HFC 
interaction relative to the Zeeman interaction in different spin systems covers a wide 
range. As an example, for some Cu(II) complexes HFCCs of the order of 500 MHz 
are observed.40,95,96 At a field strength of about 350 mT, which is used in most EPR 
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experiments, the electron Zeeman splitting is of the order of 9.5 GHz, i.e. 18 times 
more than te HFC interaction. This means that the hyperfine field at the unpaired 
electron stemming from the Cu nucleus amounts to only 18 mT for a dipolar HFCC of 
500 MHz. Therefore, the electron spin is aligned along the external magnetic field 
and the HFC field can be treated as a small perturbation. In contrast, the nuclear 
Zeeman splitting of the Cu nucleus only amounts to ~4 MHz in the same external 
magnetic field. Still assuming a dipolar HFCC of 500 MHz, the nuclear Zeeman 
splitting owed to the external field is 125 times smaller than the dipolar HFC 
interaction. In this case, the corresponding, dipolar HFC field at the position of the Cu 
nucleus originating from the unpaired electron can be calculated to amount to 
~43750 mT. Hence, from the perspective of the nucleus, the HFC field is much 
stronger than the external magnetic field. As a consequence, the nuclear spin is 
orientated along the dipolar field of the electron instead of the external magnetic 
field.97 The second example is of practical importance and concerns nuclei which are 
further away from the unpaired electron. For such nuclei, the HFC field caused by the 
electron spin and the external field are often similar in strength. Therefore, both fields 
have to be added vectorially to find the quantization axis of the nuclear spin as 
illustrated in Figure 2.1.  
 
Figure 2.1. Orientation of the electron spin e and its dipolar field (full, red lines) in an 
external magnetic field (dashed, black arrows) for the (a) spin up and (c) spin down 
configuration. The nuclear spin n is oriented along the magnetic field resulting from 
both the external and the dipolar field of the electron at the nucleus. (b) and (d) 
illustrate how the resulting field (blue, dashed arrows) experienced by the nuclear 
spin is formed by vectorial addition of the external field and the dipolar field of the 
electron spin at the position of the nucleus (red, dashed lines). 
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In such a situation, changes of the electron spin orientation are accompanied by a 
change of the quantization axis for the nuclear spin. The realignment of this axis 
leads to the simultaneous occurrence of allowed (|ms| = 1 and |mI| = 0) and forbidden 
transitions (|ms| = 1 and |mI| ≠ 0). This phenomenon is used in ESEEM 
experiments.65,66 
2.1.3. Electron Dipolar, Zero-Field Splitting, and Exchange Interactions 
In this subsection, the effects of electron-electron interaction are discussed. As 
indicated in the title of this chapter, several types of electron-electron interaction will 
be differentiated. The first type of interaction is the through-space dipolar interaction 
between two electron spins which takes place when the two spins are separated far 
enough so that there is negligible overlap between their spin densities. This is the 
case for the nitroxide and metal centered spins presented in chapters 6 and 7. There, 
the magnitude of the dipolar interaction amounts to less than 5 MHz, i.e.  
~0.05 % of the microwave (MW) quantum at X-band frequency.i It is a purely dipolar 
magnetic interaction and hence it is described by equations similar to eqs. (2-14) and 
(2-18), where the nuclear spin has to be replaced by an electron spin:  
    𝐸𝑒𝑒 =< 𝜓| 𝑆1⃑⃑ ⃑⃑ ?̿?𝑑𝑖𝑝𝑆2⃑⃑ ⃑⃑ |𝜓 >     (2-20) 
    𝐷𝑑𝑖𝑝,𝑖𝑗 =
𝜇0𝑔1𝑔2𝜇𝐵
2
4𝜋𝑟5
(3𝑖𝑗 − 𝑟²𝛿𝑖𝑗).   (2-21) 
Eq. (2-20) represents the general case, in which averaging over the wavefunctions 
occurs. Owed to the averagaing procedure, it is not always possible to obtain a 
meaningful interspin separation from the dipolar interaction described by eqs. (2-20) 
and (2-21), especially if the spins are close to each other and delocalized over 
several atoms. However, for spins, which are confined to a small area (e.g. 
localization on a single atom or a bond between two atoms) and are separated far 
enough to prevent overlap of spin densities, the point dipole approximation is 
applicable. In this framework an average interspin separation r can be used and 
treated as the actual distance between the different electrons. In practice, it is more 
                                                          
i
 Normally, MW radiation of constant frequency is used in EPR spectroscopy and the resonance 
condition is established by varying the magnetic field [eq. (2-11)]. MW sources produce MW radiation 
which belongs to a certain frequency band. These bands are labelled by letters. Important MW bands 
often encountered in the field of EPR spectroscopy include the X-, Q-, and W-band with frequencies of 
approximately 9.5, 35, and 95 GHz, respectively.
65,67
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convenient to use the spherical coordinates r, , and  instead of the Cartesian 
coordinates x, y, and z (Figure 2.2). Then, the operator in eq. (2-20) can be rewritten 
using the so-called dipolar alphabet67,72  
   𝑆1⃑⃑ ⃑⃑ ?̿?𝑑𝑖𝑝𝑆2⃑⃑ ⃑⃑ =
𝜇0𝑔1𝑔2𝜇𝐵
2
4𝜋ℎ𝑟3
(𝐴 + 𝐵 + 𝐶 + 𝐷 + 𝐸 + 𝐹).  (2-22) 
The single terms of the dipolar alphabet are given by eqs. (2-23) - (2-28): 
   𝐴 = 𝑆1𝑧𝑆2𝑧(1 − 3𝑐𝑜𝑠
2𝜃)     (2-23) 
   𝐵 = −
1
4
(𝑆1
+𝑆2
− + 𝑆1
−𝑆2
+)(1 − 3𝑐𝑜𝑠2𝜃)   (2-24) 
   𝐶 = −
3
2
(𝑆1
+𝑆2𝑧 + 𝑆1𝑧𝑆2
+)𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃 ∙ 𝑒−𝑖𝜙   (2-25) 
   𝐷 = −
3
2
(𝑆1
−𝑆2𝑧 + 𝑆1𝑧𝑆2
−)𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃 ∙ 𝑒𝑖𝜙   (2-26) 
   𝐸 = −
3
4
𝑆1
+𝑆2
+𝑠𝑖𝑛²𝜃 ∙ 𝑒−2𝑖𝜙     (2-27) 
   𝐹 = −
3
4
𝑆1
−𝑆2
−𝑠𝑖𝑛²𝜃 ∙ 𝑒2𝑖𝜙     (2-28) 
In eqs. (2-24) - (2-28), the raising and lowering operators 𝑆+  and 𝑆−  have been 
introduced. These operators are defined by eqs. (2-29) and (2-30) 
     𝑆+ = 𝑆𝑥 + 𝑖𝑆𝑦    (2-29) 
     𝑆− = 𝑆𝑥 − 𝑖𝑆𝑦    (2-30) 
and have the effect of raising and lowering the magnetic spin quantum number ms  
by 1, respectively. The effect of each term in the dipolar alphabet may be understood 
by considering a two-spin system in an external magnetic field. The energy E of the 
two-spin system is determined by the Zeeman energy of electrons 1 and 2 (Ezee,1 and 
Ezee,2, respectively) and their interaction energy Eee. 
     𝐸 = 𝐸𝑍𝑒𝑒,1 + 𝐸𝑍𝑒𝑒,2 + 𝐸𝑒𝑒   (2-31) 
Importantly, the Zeeman terms are assumed to strongly exceed Eee, which is the 
case for biradicals under the standard experimental conditions where MW 
frequencies of 9.5 GHz are used. Then, the Zeeman interaction can be considered 
first and the electron-electron interaction can be introduced as a perturbation to the 
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Zeeman operator. Taking the products of the individual spin functions |𝛼 > and |𝛽 > 
as basis yields four basis functions |1 > - |4 >: 
     |1 > = |𝛼1𝛼2 >    (2-32) 
     |2 > = |𝛼1𝛽2 >    (2-33) 
     |3 > = |𝛽1𝛼2 >    (2-34) 
     |4 > = |𝛽1𝛽2 >    (2-35) 
In this basis, the Zeeman operators of spins 1 and 2 are diagonal (see chapter 2.1.1) 
and give the total Zeeman energies EZee,tot 
    𝐸𝑍𝑒𝑒,𝑡𝑜𝑡(|1 >) =
1
2
𝜇𝐵𝐵0(𝑔1 + 𝑔2)   (2-36) 
    𝐸𝑍𝑒𝑒,𝑡𝑜𝑡(|2 >) =
1
2
𝜇𝐵𝐵0(𝑔1 − 𝑔2)   (2-37) 
    𝐸𝑍𝑒𝑒,𝑡𝑜𝑡(|3 >) =
1
2
𝜇𝐵𝐵0(−𝑔1 + 𝑔2)   (2-38) 
    𝐸𝑍𝑒𝑒,𝑡𝑜𝑡(|4 >) = −
1
2
𝜇𝐵𝐵0(𝑔1 + 𝑔2)  (2-39) 
The A term of the dipolar operator is also diagonal in this basis and yields the dipolar 
interaction energies to first order if all other terms of the dipolar alphabet can be 
ignored. This is the case for unlike spins, in which  
   ∆𝐸𝑍𝑒𝑒 = |𝐸𝑍𝑒𝑒,𝑡𝑜𝑡(|2 >) − 𝐸𝑍𝑒𝑒,𝑡𝑜𝑡(|3 >)| ≫ 𝐸𝑒𝑒.  (2-40) 
Eq. (2-40) is met for the examples discussed in chapters 6 - 7. It is customary to 
define 𝜐𝑑𝑖𝑝 , which can be expressed as function of r and, using spherical 
coordinates (Figure 2.2): 
    𝜐𝑑𝑖𝑝 =
𝜇0𝑔1𝑔2𝜇𝐵
2
4𝜋ℎ𝑟3
(3𝑐𝑜𝑠²𝜃 − 1).   (2-41) 
In the absence of orientational selection, measurement of the dipolar interaction 
according to eq. (2-41) in frozen solutioni gives rise to a so-called Pake pattern if the 
EPR spectrum of the observed spin is not distorted by other anisotropic interactions 
                                                          
i
 In liquid solution the dipolar interaction is averaged out to zero (Tr(?̿?𝑑𝑖𝑝)=0) unless the rotational 
motion of the spin centers is hindered. 
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like g-anisotropy or HFC to nearby nuclei (Figure 2.2b). The dipolar coupling 
frequency at  = 90°, the so-called perpendicular orientation, can be obtained by 
measuring the separation B between the two singularities of the Pake pattern. B 
can be converted to frequency units by using 𝜐𝑑𝑖𝑝 =
𝑔𝜇𝐵∆𝐵
ℎ
 in the case of coupling 
between two unlike s = ½ spins (see chapter 2.1.1). The side wings are separated by 
two times B and correspond to the parallel orientation, i.e.  = 0°. 
Figure 2.2. a) Dipolar spin-spin interaction in Cartesian coordinates (x, y, z) or 
spherical coordinates (r, , ). b) Simulated cw EPR spectrum in the shape of a Pake 
pattern for a spin center which would have a single line, isotropic EPR spectrum in 
the absence of electron-electron interaction. c) Simulated nitroxide cw EPR spectra 
in the presence of dipolar electron-electron coupling of different magnitudes. 
Simulation parameters: gXX = 2.095; gYY = 2.0075; gZZ = 2.0025; AXX = 15 MHz; AYY = 
15 MHz; AZZ = 95 MHz, linewidth 0.65 mT ≈ 18.3 MHz. The parameter D is defined in 
eq. (2-48). 
The analysis is more complicated if the EPR spectrum is distorted by additional 
anisotropic interactions. Then, the EPR spectrum results from a convolution of the 
Pake pattern owed to the electron-electron interaction with the anisotropic EPR 
spectrum caused by the other anisotropic EPR parameters of the spin Hamiltonian. 
In such cases, an analysis of the dipolar coupling is only possible if the anisotropic 
electron-electron interaction is resolved and not obscured by other line broadening 
effects. At an interspin separation of 1 nm the frequency at the singularities of the 
Pake pattern amounts to ~52 MHz. This clearly exceeds the linewidth of nitroxides 
(see for example chapters 6 and 7) and many other organic spin centers.98 
Therefore, a dipolar interaction of this magnitude leads to an additional, characteristic 
broadening of the EPR spectrum and can be measured using cw EPR spectroscopy 
for such distances. At interspin separations of ≥2 nm the dipolar interaction frequency 
dip is reduced to ≤6.5 MHz. Such small interactions are usually obscured by the 
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linewidth and pulsed methods have to be applied to resolve them (chapter 2.3.5).66 
Distances in between 1 and 2 nm represent borderline cases (also see the 
discussion of the B term of the dipolar alphabet given below).67,99 Figure 2.2c shows 
simulated cw EPR spectra distorted by dipolar interactions of different magnitude. 
The simulations indicate that the lineshape of the EPR spectrum changes and new 
features like shoulders arise in the spectrum as the magnitude of the electron-
electron interaction increases. The analysis of the electron-electron interaction gets 
more complicated in the case of electron delocalization. As already mentioned 
above, an effective interspin distance is used in eq. (2-41) which may be an 
inappropriate description of the actual interelectron distance in the case of strong 
eletron delocalization. In such cases, the distributed dipole model can be used if the 
dipolar interactions occur between two delocalized spin centers which are separated 
far enough.100 A detailed discussion concerning the applicability of different models 
from a theoretical viewpoint is given by Riplinger et al.101 Riplinger's study also 
accounts for the occurrence of exchange interactions, which are often neglected in 
biradicals.i  
The B term of the dipolar alphabet contains products of the raising and lowering 
operators. These products change the magnetic spin quantum numbers of the two 
spins in opposite directions and therefore connect states |2 > and |3 >. The B term is 
also called pseudo-secular term, since the total change of magnetic quantum 
numbers ∆𝑚𝑠,𝑡𝑜𝑡 amounts to zero: 
    ∆𝑚𝑠,𝑡𝑜𝑡 = ∆𝑚𝑠,1 + ∆𝑚𝑠,2 = 0.   (2-42) 
The pseudo-secular term becomes important in the case of similar or like spins 1 and 
2. In the case of like spins, the total Zeeman energies of states |2 > and |3 > defined 
by eqs. (2-37) and (2-38) are zero. Thus, the elements of the B operator can no 
longer be neglected, as they are of the same order as the terms of the A operator. 
States |2 > and |3 > are then degenerate and mix to zero-order. Appropriate zero-
order wavefunctions for like spins which are diagonal in the A + B operator are 
    |2𝑙𝑖𝑘𝑒 > =
1
√2
(|2 > +|3 >)    (2-43) 
                                                          
i
 However, it has been pointed out by Jeschke
24
 that the dipolar approximation appears to be more 
robust than predicted by Riplinger et al. 
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and 
    |3𝑙𝑖𝑘𝑒 > =
1
√2
(|2 > −|3 >).    (2-44) 
These wavefunctions are identical to the singlet and triplet wavefunctions of an S = 1 
system.65 The functions |1 >  and |4 >  remain unaltered. The dipolar interaction 
observed in the case of like spins is 50 % larger than the dipolar interaction in cases 
where only the A term needs to be considered.67,72 Then, eq.  
(2-41) can be used after introducing a factor of 3/2. The most complicated situation is 
encountered, if the operator B needs to be taken into account because the spins are 
unlike and eq. (2-40) does not hold. In such cases, appropriate wavefunctions have 
to be derived by diagonalizing the Hamiltonian matrix before the magnitude of the 
dipolar interaction can be calculated.72,99 Jeschke and Polyhach give a value of 
∆𝐸𝑍𝑒𝑒 = 65 𝑀𝐻𝑧  to measure interspin separation as short as 1.5 nm between 
nitroxide spin pairs without having to consider the pseudo-secular term B of 
electronic dipolar interaction operator.102 However, it has been pointed out that 
pseudo-secular contributions might be more important for pairs of gadolinium(III) high 
spin centers with low zero-field spltting (ZFS, see below for a discussion).103 
The dipolar operators C and D connect both the functions |2 > and |3 > with either 
|1 > or |4 >, respectively, while operators E and F connect |1 > with |4 >. In other 
words, operators C - F are off-diagonal (i.e. non-secular) in the basis given by eqs. 
(2-32) - (2-35)i and connect states with different Zeeman energies. Since the Zeeman 
energies are much larger than the electron interaction energy Eee, the contributions of 
the non-secular terms are negligible under standard experimental conditions.67,72   
The second type of electron-electron interaction will be called zero-field splitting 
(ZFS) and occurs in the spin Hamiltonian whenever several electrons are centered in 
close proximity, for example electrons in a transition metal ion. In such a situation, 
the electrons can no longer be treated as individual spin centers but have to be 
treated as a single high-spin (S > ½) center. Owed to the close proximity of the 
electrons in a high-spin center, the ZFS is usually much larger than the dipolar 
interaction mentioned above (see chapter 7 for an example). Clearly, close proximity 
is a relative term and cannot be defined excatly. In this respect, the distinction 
between ZFS and the dipolar interaction is related to the situation in chemical 
                                                          
i
 They are also off-diagonal in the basis used for like spins. 
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compounds bearing two (or more) unpaired electrons. There, it is not always possible 
to clearly distinguish between a biradical (two spin centers, each carrying one 
unpaired electron, leading to purely dipolar, through-space electron-electron 
interaction) and a single high-spin center which carries two, strongly coupled 
electrons (leading to ZFS).56 An example for the simultaneous occurrence of both 
interactions is given by Cohen et al.104 Concerning the spin-spin interaction, it is 
clearly no longer possible to obtain a meaningful interspin separation r like in the 
point dipole model. Instead, an effective value of r can be obtained using eq. (2-20) 
after averaging over the electron wavefunctions.65 Dipolar spin-spin interactions 
represent the main source of the ZFS in organic triplet molecules.56,65,105 However, 
the ZFS arises not only from dipolar spin-spin coupling but also from spin orbit 
coupling.64,65 If heavier elements carry the spin density, the spin orbit coupling (SOC) 
contribution to the ZFS becomes increasingly important. In fact, as the SOC 
contribution increases with the fourth power of the effective nuclear charge,86 it is 
often treated as the main or even sole source of ZFS in transition metal 
complexes.64,106 Although this approximation leads to satisfying results in some 
cases like hexaquachromium(II/III)107 or some tetrahedral Co(II) complexes,108 the 
importance of dipolar contributions to the ZFS has been recognized for other 
transition metal complexes having manganese central ions in oxidation state II, III or 
IV.106,109–113 The spin Hamiltonian of the SOC-ZFS is formally identical to eq. (2-20).  
     𝐸𝑒𝑒 =< 𝜓| 𝑆1⃑⃑ ⃑⃑ ?̿?𝑆𝑂𝐶𝑆2⃑⃑ ⃑⃑ |𝜓 >   (2-45) 
The SOC-ZFS can be derived along the lines of 2nd order perturbation theory 
similarly to the g shifts (chapter 2.1.1). Then, ?̿?𝑆𝑂𝐶 is sometimes related to  ?̿?:
56,65  
     ?̿?𝑆𝑂𝐶 =
𝜆𝑆𝑂𝐶
2
(?̿? − 𝑔𝑒?̿?)   (2-46) 
In eq. (2-46), ?̿? is the unity matrix. As a consequence of eq. (2-46), ?̿?𝑆𝑂𝐶 is in general 
not traceless (in contrast to ?̿?𝑑𝑖𝑝). From the above discussion it is clear that both the 
spin-spin and the SOC-ZFS tensors have to be considered in general, leading to a 
ZFS tensor ?̿? of 
     ?̿? = ?̿?𝑆𝑂𝐶 + ?̿?𝑑𝑖𝑝.    (2-47) 
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Eq. (2-46) allows to separate the SOC and the dipolar contributions to the ZFS 
experimentally.56,65 To do so, one has to determine the ?̿? and ?̿? experimentally. The 
splitting of the EPR spectrum owed to g-anisotropy is proportional to the external 
magnetic field while all other terms in the spin Hamiltonian do not depend on the 
external field. Therefore, the g-tensor can be obtained experimentally by application 
of multi-frequency EPR spectroscopy. Analysis of the experimental ?̿? using eq. (2-7) 
allows estimating the value of the SOC constant SOC. Then, the SOC part of the 
zero-field splitting can be calculated using eq. (2-46). The difference between the 
experimental and the calculated ?̿? is the dipolar contribution to the ZFS. However, 
some care must be taken in using eq. (2-46). Application of eq. (2-46) appears to be 
possible in some cases (see references in the books of Atherton65 and Rieger56 as 
well as the study by Sundararajan et al.108). However, eq. (2-46) can only be applied 
if spin flip transitions do not contribute to the SOC-ZFS, as has been pointed out by 
Neese and Solomon.114 The importance of spin-flip transitions has been confirmed in 
later studies for various types of transition metal complexes.106,107,109–114 From the 
discussion and the cited examples it is also clear that the ZFS has various origins 
and that there is no simple approach to analyse this interaction on a theoretical 
basis. i  Aside from the origin of the ZFS, its magnitude is of great practical 
importance. If the magnitude of the ZFS is comparable to the used MW quantum, Ms 
is no longer a good quantum number as states of different Ms are mixed by the 
ZFS.65 Furthermore, the magnitude of the ZFS exceeds the X-band MW quantum in 
many transition metal complexes.116,117 Such complexes are EPR silent at X-band 
frequencies if the degeneracy of all electron spin levels in absence of an external 
magnetic field is lifted by the ZFS. However, this is never the case for high-spin 
centers with half-integer spin quantum numbers owed to the symmetry of the ZFS 
term in the spin Hamiltonian.65 In such complexes, so-called Kramer's doublets 
occur. These doublet levels behave like effective S = 1/2 spin levels. Nonetheless, 
rapid relaxation or strong linewidth broadening can obscure the EPR signals of 
Kramer's systems (one example is given in chapter 7). The consequences of large 
magnitude ZFS interactions make high frequency EPR a prerequisite for detailed 
experimental studies in most cases, making an experimental analysis of the ZFS very 
demanding.116,117 Finally, the parameters D and E (in frequency units) are introduced 
                                                          
i
 Even for organic radicals, where the SOC contributions are often negligible, theoretical predictions of 
the ZFS are often disappointing.
115
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in eqs. (2-48) and (2-49). These parameters are related to the elements of ?̿? in its 
principal axis system, i.e. in the axis system where ?̿? is diagonal.  
     𝐷 =
𝐷𝑍𝑍−
1
2
(𝐷𝑋𝑋+𝐷𝑌𝑌)
ℎ
    (2-48) 
     𝐸 =
1
2
(𝐷𝑋𝑋−𝐷𝑌𝑌)
ℎ
    (2-49) 
The parameters D and E are conventionally used when treating ZFS interactions. 
The last type of interaction is the exchange interaction. Here, only the isotropic 
exchange interaction is discussed briefly. Depending on the orientation of the 
magnetic orbitals,118–120 this interaction leads to the preference of either an 
antiferromagnetic or ferromagnetic ordering of two or more electron spins. In other 
words, this interaction is the main driving force for antiparallel or parallel spin pairing. 
In the majority of cases, the interaction is very strong and leads to spin pairing in 
antiparallel fashion,84 the prime examples being electron pairing in inner shells of 
atoms and chemical two-electron-two-center bonds.83 In other cases, the interaction 
is very strong but leads to parallel alignment of the spins, for example high-spin 
states in transition metal ions. As long as the magnitude of the exchange interaction 
clearly exceeds the other terms in the spin Hamiltonian, it is not necessary to 
introduce an explicit term for the exchange interaction in the spin Hamiltonian.83 In 
such situations, the excited spin states are not accessible thermally and it is sufficient 
to only consider the spin quantum number S of the ground state. However, if this 
interaction is of similar magnitude as the other terms in the spin Hamiltonian this 
leads to mixing of states of different multiplicities and heavily complicates the 
behavior of the spin system. When two spins are separated by saturated linkers at a 
distance of more than 1.5 nm, isotropic exchange interactions can usually be 
neglected when investigating the spin-spin interaction.102 The exchange interaction 
will not be treated further herein, as it was not investigated in any of the examples 
presented below. Detailed discussions including non-isotropic exchange are given by 
Atherton,65 Rieger,56 and Bencini.84  
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2.1.4. Nuclear Quadrupole Coupling  
The nuclear quadrupole coupling (NQC) occurs for nuclei with a nuclear spin 
quantum number I > ½. The Hamiltonian operator ℋ𝑁𝑄𝐶 is formally identical to that of 
the ZFS in that two spin operators and one coupling matrix occur in ℋ𝑁𝑄𝐶: 
     ℋ𝑁𝑄𝐶 = 𝐼?̿?𝐼     (2-50) 
The quadrupole interaction tensor ?̿?  in eq. (2-50) is traceless. The energy of the 
electron spin transitions is not affected by the NQC to first order, as the nuclear spin 
quantum number does not change in an EPR transition obeying the selection rule 
|ms| = 1 and |mI| = 0.
65 However, the NQC can lead to the occurrence of forbidden 
transitions. These can be observed as satellites of the EPR spectrum in some 
cases.65 In hyperfine EPR spectroscopies such as ESEEM or ENDOR (chapters 
2.3.3 and 2.3.4), the effects of NQC can often be very clearly observed (an example 
is presented in chapter 10).64–66 In these experiments, the transitions between 
nuclear spin states are probed. The energy shift of these states caused by the NQC 
leads to an increased number of observable nuclear spin transitions and has a large 
influence on their intensities as well. Occurrence of NQC complicates the 
interpretation of hyperfine spectra considerably. However, this interaction can be 
used to probe the surroundings of nitroxide spin centers, as the magnitude of the 
NQC is influenced by the polarity of the environment of the nitroxide.67,121  
2.2. Relaxation 
Before any pulsed EPR experiment can be discussed, it is necessary to extend the 
theory developed in the previous chapters to include relaxation effects. So far, only 
ℋ𝑆 has been discussed, which yields the energy levels of a microscopic system, e.g. 
a single spin. However, EPR experiments are conducted on macroscopic samples 
which contain large ensembles of spin centers. At a given temperature, such a 
sample has a certain degree of equilibrium magnetization which can be calculated 
using the energy levels predicted by the complete spin Hamiltonian [eq. (2-1)] and 
Boltzmann’s law.122 The MW irradiation used during an EPR experiment changes the 
magnetization of the investigated spin system. Importantly, continuous MW radiation 
would lead to equal population of all electron spin states (saturation) in the absence 
of processes which reestablish the equilibrium magnetization. Such processes are 
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called relaxation processes. As before, only a few important aspects of relaxation are 
discussed herein while more detailed and formal accounts are given by  
others.64–66,123 First of all, magnetization along the z-axis, 𝑀𝑧 ,  needs to be 
distinguished from magnetization in the xy-plane, 𝑀𝑥𝑦. The equilibrium magnetization 
𝑀0,𝑧  along the z-axis (longitudinal) is predicted by Boltzmann’s statistics, whereas 
magnetization in the xy-plane (transversal) amounts to zero in an equilibrium 
situation. Transversal magnetization can be created by application of MW radiation 
and is used to detect EPR signals  in pulsed EPR experiments (see chapter 2.3).65 
Correspondingly, two different relaxation processes occur for the two types of 
magnetization. These processes are called longitudinal and transversal relaxation. 
The former reinstalls a spin state distribution which follows Boltzmann's law while the 
latter destroys only the magnetization in the xy-plane. Importantly, longitudinal 
relaxation always leads to a change of the total energy of the spin system in contrast 
to transversal relaxation, during which the total energy of the system is 
conserved.64,69,123 Therefore, the spin system needs to exchange energy with the 
surrounding lattice (e. g. the solvent) to relax longitudinally. i  This can occur via 
different spin phonon coupling mechanisms where the spin system interacts with its 
surroundings.64,66,123 During transversal relaxation, the spins of the spin system 
interact with each other. ii The time scales on which the two relaxation processes 
occur are characterized by the longitudinal and transversal relaxation times T1 and 
T2, respectively. Since longitudinal relaxation reestablishes the Boltzmann distribution 
in the spin system, in which the transversal magnetization is zero, T1 ≥ T2 always 
holds. If only one (apparent) relaxation process leads to relaxation, both longitudinal 
and transversal relaxation can be described using single exponential decay 
functions.65,66,123 For the return to equilibrium magnetization 𝑀0  via longitudinal 
relaxation this yields 
𝑀𝑧 = 𝑀0,z ∙ (1 − 𝑎𝑒
−
𝑡
𝑇1).   (2-51)  
Eq. (2-51) predicts, that for times t >> T1 the longitudinal magnetization equals the 
equilibrium magnetization (i.e. Mz = M0,z) as demanded at thermal equilibrium, 
starting from an initial magnetization of 𝑀0,z ∙ (1 − a)  at t = 0. The value of a is 
                                                          
i
 Longitudinal relaxation is also called spin lattice relaxation. 
ii
 Transversal relaxation is also called spin-spin relaxation.  
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determined by the type of experiment (cf. chapter 2.3.2 and chapters 6 and 7 for 
examples). If only one relaxation mechanism is active, the decay of transient, 
transversal magnetization 𝑀𝑥𝑦 is given by  
𝑀𝑥𝑦 = 𝑀𝑥𝑦,𝑖𝑛𝑖 ∙ 𝑒
−
𝑡
𝑇2,    (2-52) 
where 𝑀𝑥𝑦,𝑖𝑛𝑖 is an initial, non-equilibrium magnetization in the xy-plane, which can 
be created by MW pulses (see chapter 2.3 and its subchapters). In practice, single 
exponentials are rarely observed and instead biexponential or multiexponential 
behavior is encountered. Experimentally, the decay of the primary echo in 
dependence of the interpulse separation is used to estimate the spin-spin relaxation 
time T2 (see chapters 2.3.1 and 2.3.3). In most experiments however, the echo 
decays with the phase memory time TM rather than with T2 (eq. (2-52) can still be 
applied if T2 is replaced by TM). The phase memory time TM contains contributions of 
spectral-, spin- and instantaneous diffusion while actual spin-spin relaxation stems 
only from spin flip flop transitions.66,123  
2.3. Pulsed EPR Experiments 
Pulsed EPR spectroscopy offers a variety of different pulse sequences to selectively 
address certain terms of the spin Hamiltonian experimentally. In contrast to cw EPR 
spectroscopy, the response of the spin system after application of a short period of 
strong MW radiation is detected. The pulsed EPR experiments used for the studies in 
the following chapters will be discussed qualitatively. For a quantitative or 
semiquantitative treatment one can use the density matrix65,66,124 or product operator 
formalism.125 Both of these formalisms describe the evolution of magnetization and 
magnetic coherences (these are the detectable signals in the xy-plane) during an 
actual EPR experiment. The experimental hardware is described in the literature, 
useful reviews can be found in the books of Bender et al.68 and Poole.69 
2.3.1. Spin Echo  
In EPR spectroscopy, coherent, linearly polarized MW radiation is used to induce 
spin state transitions. The magnetic field component B1 of the radiation is aligned 
perpendicular to the external magnetic field. If the magnetic field component of the 
MW radiation is defined to lie along the x-axis, the magnetization vector is turned 
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from the z-axis to the y-axis, then further on to the negative z-axis and so on. The 
behavior of the magnetization vector can be determined using Bloch's equations.65 In 
pulsed EPR experiments, MW pulses can be adjusted in their length and field 
strength to achieve a specific flipping angle of the magnetization.65,66 Specifically, a 
/2-pulse transfers magnetization coherently from the z-axis to the xy- plane, i.e. 
creates a coherent state for the spin ensemble. These coherent states (in short: 
coherences) of the spin system can be detected as time dependent magnetization in 
the xy-plane. Since this magnetization is induced by the MW radiation and decays 
freely (without any further interaction with radiation) over time, the resulting behavior 
of the spin system is also called free induction decay (FID). In principle, a single 
pulse would be enough to create and to observe an FID as the EPR signal, which is 
in fact the standard experiment in nuclear magnetic resonance (NMR) spectroscopy. 
A consequence of the finite length of the excitation pulse is its finite width in the 
frequency domain which leads to the simultaneous excitation of spins with different 
precession frequencies. i   Then, the superposition of the different precession 
frequencies within the spin packet excited by the finite width pulses gives rise to a 
modulated FID. Fourier transformation of this FID yields the transition frequencies 
contributing to the spin packet.125 However, this kind of experiment is usually not 
feasible in EPR spectroscopy, since both the excitation width exc and the spectral 
width spec usually exceed 50 MHz in EPR experiments. Thus, the excited spin 
packets have a distribution of precession frequencies exceeding 50 MHz, leading to 
defocussing of the coherences on a time scale of 20 ns. Such short FIDs cannot be 
recorded owed to the spectrometer dead-time.66 However, the defocussing of the FID 
does not stem from relaxation, which is irreversible, but from inhomogeneous 
broadening of the EPR transitions. Defocussing owed to inhomogeneous broadening 
can be reversed by application of a second pulse after an evolution period . This 
leads to the refocussing of the coherences at time t = 2 The resulting signal is 
called a spin echo and can be described as a back-to-back FID. Spin echoes can be 
formed by different pulse sequences and are the basis for most EPR experiments. 
The first successful spin echo EPR experiment conducted by Hahn used two /2-
pulses.126 Another obvious choice of pulse lengths to create a two-pulse echo 
                                                          
i
 The time and the frequency domain are related via the Fourier transform relation.
66,125
 Therefore, an 
MW pulse (or a radio frequency pulse in NMR) always excites several, different spin transitions, giving 
rise to a spin packet. 
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corresponds to flipping angles of /2 and  (Figure 2.3a). This sequence is also part 
of the three- and four-pulse PELDOR sequence and other EPR sequences (see 
chapters 2.3.2 - 2.3.4 and 2.3.6). The stimulated echo (SE) experiment is shown in 
Figure 2.3b. It is the basis for other EPR experiments, an important example in this 
work being the RIDME experiment (see chapter 2.3.7).66 In the standard SE 
experiment, the coherence created by the first /2-pulse is subjected to a second /2-
pulse after a period , thereby creating a polarization grating along the z-axis.i A third 
/2-pulse after a time T brings the polarization grating back into the xy-plane where it 
refocuses after another period . The polarization grating usually decays much slower 
than the coherences in the xy-plane would. This allows application of further pulses 
between the second and third pulse.66 Noteworthy, the SE sequence also creates a 
virtual echo (VE) at a time  before the third pulse, or, more precisely, the spin 
system behaves as if the VE was formed at time  before the third pulse (the VE 
cannot be observed directly).66,127 To observe the VE, it has to be refocused by 
application of a fourth pulse to yield an observable, refocused virtual echo (RVE). 
2.3.2. Inversion Recovery  
The inversion recovery (IR) experiment is used to measure the spin lattice relaxation 
time T1 of a spin system.
66 The IR sequence usually consists of a -pulse which is 
applied at a time T before a two-pulse echo sequence (Figure 2.3c). This additional 
pulse leads to an inversion of the magnetization Mz [meaning a = 2 in eq. (2-51)]. 
Since the echo intensity in the two-pulse echo experiment is proportional to the 
magnetization Mz an echo with negative intensity is formed if relaxation during the 
interpulse separation T is negligible. Eq. (2-51) suggests that the echo intensity can 
be fitted as a function of T to obtain an estimate of the spin lattice relaxation time T1. 
In practice, it is often necessary to use biexponential functions (or even higher order 
exponentials) to obtain a good fit. This might indicate the occurrence of several 
relaxation pathways.123 During inversion recovery, the echo intensity of the inverted 
spin centers amounts to zero at a separation of ~0.7 T1 between the inversion pulse 
and the following pulse sequence. This can be used to selectively suppress signals in 
samples which contains several species.128,129 
                                                          
i
 The alignment of a spin belonging to a certain spin packet after the second pulse depends on its 
precession frequency. The polarization grating is a function which describes the z-component of the 
spin orientation in dependence on their precession frequency.
66
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Figure 2.3. a) Two-pulse primary echo sequence. b) Stimulated echo sequence.  
c) Inversion recovery sequence, the interval T being incremented. 
2.3.3. Electron Spin Echo Envelope Modulation 
As stated above, anisotropic interactions (for example anisotropic HFC and NQC) 
can lead to the occurrence of forbidden electron spin transitions in which |mI| ≠ 0. 
Therefore, spin echoes contain contributions from coherences caused by allowed 
and forbidden transitions. These are phase shifted according to the difference in the 
respective precession frequencies and evolution times in the xy-plane. In electron 
spin echo envelope modulation (ESEEM) experiments, the superposition of phase 
shifted echoes from different coherence pathways is used to obtain a modulated 
echo decay curve by measuring the echo intensity as a function of the interpulse 
separation. The modulation frequencies are obtained by Fourier transformation of 
these time traces and provide information about nuclear transition 
frequencies.66,130,131 The two basic sequences, two-pulse and three-pulse ESEEM, 
are identical to the echo sequences depicted in Figure 2.3a and 2.3b. In two-pulse 
ESEEM experiment the interval  is incremented to obtain a modulated time trace of 
the echo intensity while in three-pulse ESEEM the interval T between the second and 
the third pulse is incremented. The modulation is introduced by the superposition of 
electron spin coherences from allowed and forbidden transitions in two-pulse 
ESEEM. In three-pulse ESEEM, the superposition of nuclear coherences stemming 
from allowed and forbidden transitions after the second pulse are responsible for the 
occurrence of the echo modulation.66 The third /2-pulse in the three-pulse 
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experiment transfers the nuclear coherences to electron coherences, which allows 
observing the echo modulation. If the echo intensity is modulated by more than one 
nuclear frequency, the resulting time traces can often be approximately treated as 
product functions of individual modulation functions.66,130,131 This is the case for most 
experiments in which the echo intensity is modulated and can lead to the occurrence 
of multispin effects (see chapter 6). Many modifications of these ESEEM sequences 
have been introduced to eliminate shortcomings of these experiments such as dead-
times, to facilitate the assignment of modulation frequencies to nuclear transitions, 
and to suppress of certain transitions.66,128,132–134 In this work, ESEEM was not 
primarily used to obtain information about nuclear transitions (an exception can be 
found in chapter 7, further examples are in the reviews25,51,135,136). Instead, two-pulse 
ESEEM was used to obtain TM (see chapter 2.2, eq. (2-52) and chapters 6 and 7) 
while the three-pulse ESEEM sequence forms the basis for the RIDME experiment 
discussed in section 2.3.7. In the case of RIDME, the ESEEM modulations caused by 
nuclear transitions give rise to unwanted peaks in the Fourier transform and have to 
be suppressed to improve the data quality (chapters 6 and 7). 
2.3.4. Electron Nuclear Double Resonance  
Electron nuclear double resonance (ENDOR) is another experiment to resolve small 
HFC interactions. In ENDOR, radio frequency (RF) radiation is used to excite nuclear 
spin transitions which affect the intensity of an electron spin transition. Usually, the 
field is kept constant while the RF is swept. The intensity of the electron spin 
transition is used to monitor the nuclear spin transitions. Here, only the echo detected 
Davies137 and Mims138 ENDOR sequences (Figure 2.4) are discussed, as these two 
sequences have been used in this work (chapter 10). More detailed discussions of 
ENDOR including some applications can be found in the literature.25,26,66  
The Davies ENDOR sequence is depicted in Figure 2.4a and can be explained using 
Figure 2.4c. Before the first pulse, the spin states are populated according to the 
Boltzmann distribution (1 in Figure 2.4c). An MW -pulse inverts the population of two 
electron spin states leading to the situation depicted under 2 in Figure 2.4c. Then, an 
RF -pulse is used to excite nuclear spin transitions, its frequency being swept. If its 
frequency matches a nuclear frequency it inverts the populations of two nuclear spin 
states (3 in Figure 2.4c). The combination of the resonant MW and RF -pulses thus  
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Figure 2.4. a) Davies ENDOR sequence. b) Mims ENDOR sequence. c) Populations 
of the spin states |1> - |4> at the times indicated in a). The dashed arrows indicate 
the coherences contributing to the echo formation. 
leads to a double polarization transfer and ideally equalizes the population of pairs of 
electron spin states. Therefore, the spin packet excited by the initial MW -pulse do 
ideally not yield an echo after the subsequent application of a two-pulse echo 
sequence at the same MW frequency (4 in Figure 2.4c). The double polarization 
transfer explained above requires the selective excitation of an electron spin 
transition from just one nuclear spin manifold. Therefore, the MW inversion pulse is 
optimally soft and selective while the echo can be generated by hard pulses. 
Naturally, it is easier to achieve selective pulses for large coupling constants and 
Davies ENDOR works well in such cases. For small coupling constants, Mims 
ENDOR yields better results.137 In Mims ENDOR, a stimulated echo sequence is 
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used to generate the echo. The RF pulse is applied during the occurrence of the 
polarization grating between the second and the third pulse and changes the 
intensity of the echo if th RF pulse is on resonance with a nuclear spin transition, as 
the corresponding spin packets do no longer refocus in phase. This leads to a higher 
sensitivity of the Mims sequence, as no selective pulses have to be applied and more 
spin packets contribute to the echo intensity. On the other hand, this leads to the 
occurrence blind spots for 𝜏 =
2𝜋𝑛
𝑎𝑖𝑠𝑜
 (n = 0,1,2…) as spin packets for which this 
condition applies refocus in phase after the third pulse. This blind-spot behavior is the 
reason why Mims ENDOR is not suited in the case of large HFCCs and the two 
ENDOR sequences can be used complementary.  
2.3.5. Methods to Measure Electron-Electron Dipolar Coupling 
As outlined in chapter 2.1.3, the electron-electron interaction can be measured over 
several nanometers using EPR spectroscopy to deduce geometrical parameters of 
the investigated molecules. The accessible range of pulsed EPR lies between 2 and 
10 nm66 (see also chapter 2.1.3 and the following chapters) and can even be 
extended if special precautions are taken during sample preparation.139 Such 
investigations of the geometric structure are not limited to paramagnetic molecules 
since spin bearing reporter groups (spin labels) can be introduced into diamagnetic 
compounds. This methodology is best developed for nitroxide spin labels in proteins 
and is called site directed spin labeling.140,141 In the last decade, other spin labels 
which show different properties which are optimized for different kinds of experiments 
(see chapter 2.3.8 for a general discussion and chapters 6 and 7 for examples) have 
been introduced by several groups.  Although many experiments to measure the 
dipolar coupling between a pair of spins separated by a certain distance are 
available, only those two which have been used extensively in this work will be 
discussed in detail. These two methods are the pulsed electron double resonance 
(PELDOR, also called double electron-electron resonance, DEER) and the relaxation 
induced modulation enhancement (RIDME) experiments. Figure 2.5 depicts some 
PELDOR and RIDME sequences which have been developed by various groups. 
The analysis of the shape of the EPR spectrum has been discussed briefly in chapter 
2.1.3. 99,142 Other methods which will not be discussed here include double quantum 
 
 
33 
 
coherence (DQC),143–145 single frequency techniques for refocusing dipolar couplings 
(SIFTER),146 the 2+1 experiment,147 and the analysis of the relaxation behavior.148–151  
 
 
Figure 2.5. PELDOR and RIDME pulse sequences. a) Three-pulse PELDOR. b) 
Dead-time free four-pulse PELDOR. c) Three-pulse RIDME. d) Dead-time free five-
pulse RIDME with the refocused stimulated and virtual echoes (RSE and RVE). The 
fifth pulse is only incremented when observing the RSE.  
2.3.6. Pulsed Electron Double Resonance 
In the pulsed electron double resonance (PELDOR) experiment the interspin 
separation between pairs of spins is measured by monitoring the effect of a spin flip 
of a pumped spin B on the echo intensity of an observer spin A. Spins A and B are 
often bound to the same molecule with an spin separation within the molecular 
backbone in the range of a few nanometers. The two types of spins are distinguished 
by applying two different MW frequencies to excite spin transitions. Figures 2.5a and 
2.5b depict the three-pulse and the four-pulse PELDOR experiments.152–154 The 
PELDOR effect can be explained most easily in the framework of the three-pulse 
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sequence (Figure 2.5a).152 This experiment consists of a two-pulse echo sequence 
applied at the observer MW frequency 𝜐𝐴 and an inversion pulse applied at the pump 
frequency 𝜐𝐵 at a time t after the first pulse of the observer sequence. This pump 
pulse has a chance, quantified by the inversion efficiency , to reorient the B spins 
and thus change the dipolar field 𝐵𝑑𝑖𝑝 at the A spins. The change in orientation of the 
B spins is equivalent to a change in their magnetic quantum number ms,B. The 
dipolar field 𝐵𝑑𝑖𝑝,𝐴 at the location of spin A caused by spin B is related to the dipolar 
frequency as given in eq. (2-41) by an effective Zeeman relation: 
    𝐵𝑑𝑖𝑝,𝑨(𝑚𝑆,𝑩) =  
𝜐𝑑𝑖𝑝
𝑔𝐴𝜇𝐵
ℎ⁄
≈
𝜐𝑑𝑖𝑝
2.8
𝐺
𝑀𝐻𝑧
𝑚𝑆,𝑩.  (2-53) 
In eq. (2-53), a useful approximation has been introduced for organic s = 1/2 radicals 
with g values close to ge. In such cases, field and frequency domains are related by a 
factor of 2.8 MHz/G. In the PELDOR experiment, the pump pulse inverts the 
orientation of the spins B which changes the dipolar field experienced by spin A. 
Since the dipolar field is changed by the pump pulse, the coherences of the A spins 
evolve for a time t under the influence of 𝐵𝑒𝑥𝑡 + 𝐵𝑑𝑖𝑝,𝑨(𝑚𝑆,𝑩 = ±
1
2
)  (𝐵𝑒𝑥𝑡  = the 
external magnetic field) and for a time of  - t under the influence of 𝐵𝑒𝑥𝑡 +
𝐵𝑑𝑖𝑝,𝑨(𝑚𝑆,𝑩 = ∓
1
2
) before the -pulse is applied at the observer frequency 𝜐𝐴.
i After 
the -pulse at the observer frequency 𝜐𝐴, the A spins evolve for a time of  under the 
influence of the same dipolar field that was experienced during  - t. Therefore, the 
coherences are refocused but attain a phase shift of 𝜐𝑑𝑖𝑝∆𝑡 . This leads to a 
modulation of the echo intensity with the same frequency. The function describing 
this modulation for A is called form factor Fn
ii and is given by eq. (2-54) for a two-spin 
system.155–157 
     𝐹2(∆𝑡) = (1 − 𝜆) + 𝜆𝑃2(∆𝑡)  (2-54) 
The formfactor 𝐹2(∆𝑡) in eq. (2-54) is normalized to a maximum intensity of 1 and 
consists of an unmodulated part having a weigth of (1-) and a two-spin correlation 
function P2 weigthed by a coefficient of P2 is a damped cosine function and will be 
explained in detail when discussing the four-pulse PELDOR experiment below. The 
                                                          
i
 s = ½ has been assumed for the B spins. 
ii
 The subscript n refers to the number of coupled electron spins. 
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weighting factor  corresponds to the chance of inverting a B spin which is coupled to 
the A spin used for observation. Conversely, the weight of the unmodulated part is 
identical to the chance of (1-) not to flip a B spin bound to the same molecule like an 
observed spin A. The form factor is also called the intramolecular contribution to the 
PELDOR signal. In addition to the intramolecular electron spin coupling, 
intermolecular coupling occurs. Assuming a homogenous, three-dimensional 
distribution of the two-spin system within the sample yields an exponential decay 
function for the intermoelcular electron spin coupling. The resulting background 
decay function B(t) is given by eq. (2-55)102      
     𝐵(∆𝑡) = 𝑒−𝐾∆𝑡,    (2-55) 
where K is a decay constant. The complete PELDOR time trace VPELDOR is given by 
the product of the form factor and the background decay function: 
    𝑉𝑃𝐸𝐿𝐷𝑂𝑅(∆𝑡) = 𝐹2(∆𝑡) ∙ 𝐵(∆𝑡)   (2-56) 
where a two-spin system has been assumed in eq. (2-56). To remove the 
background decay function from 𝑉𝑃𝐸𝐿𝐷𝑂𝑅 one uses the fact that the pair correlation 
function damps out completely out after a characteristic damping time Tdd.
102 Then, 
eq. (2-56) reduces to 
   𝑉𝑃𝐸𝐿𝐷𝑂𝑅(∆𝑡 > 𝑇𝑑𝑑) = (1 − 𝜆) ∙ 𝐵(∆𝑡 > 𝑇𝑑𝑑)  (2-57) 
and it is possible to fit an exponential decay function to the part of the time trace 
where ∆𝑡 > 𝑇𝑑𝑑 holds. Division of  𝑉𝑃𝐸𝐿𝐷𝑂𝑅 by the obtained exponential decay function 
then yields the intramolecular part, i.e. the form factor. The form factor contains the 
desired information about the interspin separation. It is even possible to obtain the 
distribution of interspin distances. However, such a detailed analysis of PELDOR 
time traces is only possible if the complete form factor is available, meaning that the 
observation window must start at t = 0 and end after all modulations have damped 
out. If the observation window is too short and the modulations have not damped out 
completely artificial broadening of the resulting distance distribution occurs. On the 
other hand, the initial part of the time trace is necessary to determine the 
experimental modulation depth. Furthermore, the shape of the initial part of the form 
factor is strongly affected by the distance distribution, especially in the case of broad 
distributions.154 Achieving t = 0 is not possible using the three-pulse PELDOR 
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experiment, as this experiment has a non-zero dead-time. Therefore, the three-pulse 
experiment has been replaced by the dead-time free four-pulse PELDOR 
experiment.153,154 In this experiment, the refocused echo of a primary Hahn echo is 
used for observation. This allows applying the pump pulse when (or even before) the 
primary echo is formed. Therefore, the coherences can evolve for equal time periods 
before and after the refocusing pulse which eliminates the dead-time and allows 
recording modulated time traces starting at t = 0. The two spin correlation function 
P2 can then be calculated according to eq. (2-58)
54 
   𝜆𝑃2 = ∬𝑊(𝑟)𝜆 ∙ cos(𝜐𝑑𝑖𝑝(𝑟, 𝜃)∆𝑡) ε(𝜃) 𝑑𝜃𝑑𝑟  (2-58) 
where W(r) is the distribution of interspin distances. The dipolar coupling frequency 
𝜐𝑑𝑖𝑝 is a function of the interspin distance r and the angle  as discussed in chapter 
2.1.3 [see eq. (2-41)]. The factor ε(𝜃)  is a geometrical weighting factor54 and is 
determined by the selection of orientations of the interspin vector with respect to the 
external magnetic field. If all orientations are equally excited by pump and observer 
pulses, the geometrical factor is given by sin (𝜃):  
   ε(𝜃)𝑒𝑞𝑢𝑎𝑙 𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑙𝑙 𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛𝑠⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑sin (𝜃).   (2-59) 
Then, the remaining factor determing the shape of the two-spin correlation function is 
the distance distribution W(r). Fourier transformation of a PELDOR time trace in the 
absence of orientation selection gives a Pake pattern in the frequency domain (full 
lines in Figure 2.6). The distance distribution can be obtained by fitting the form factor 
using the Tikhonov regularization procedure.102,158 In this procedure, the weighted 
sum G [eq. (2-60)] of the mean square deviation  between simulated and 
experimental time trace and the smoothness i of the time trace is minimized for 
different values of the regularization parameter : 
     𝐺 = 𝜌 + 𝛼𝜂.     (2-60) 
If eq. (2-59) does not apply, orientation selectivity has to be taken explicitly into 
account to fit PELDOR time traces and the Tikhonov procedure would not yield 
trustworthy distance distributions in such cases. Orientation selectivity effects occur if 
the orientation of A and B spins are correlated and at least one of the spins A or B is 
                                                          
i
 The smoothness  is proportional to the square of the second derivative of the simulated distance 
distribution.
102
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not excited equally in all orientations with respect to the external magnetic field. Such 
orientation selecitivty effects are discussed in detail in chapter 6 and have been used 
to obtain further geometrical parameters relating the two spin centers A and B aside 
from the interspin separation r.67,159–163 Figure 2.6 provides examples for PELDOR 
time traces and their Fourier transforms with and without orientation selection. Both 
time traces in Figure 2.6 have been simulated with an identical dipolar coupling 
frequency of 𝜐𝑑𝑖𝑝 = 3 MHz. For the non-orientation selective case, the Fourier 
transform has the shape of a Pake pattern similar to the one depicted in Figure 2.2. 
In the case of PELDOR measurements however, the singularities are separated by 
two times the dipolar coupling frequency 𝜐𝑑𝑖𝑝. Figure 2.6 also reveals that the time 
trace and the Fourier transform are heavily distorted in the orientation selective case. 
An interesting feature about the orientation selective data is the occurrence of 
pronounced Peaks in the Fourier transform at 𝜐𝑑𝑖𝑝= 3 MHz. These peaks occur 
despite the severe suppression of the perpendicular orientations ( = 90°) in the 
assumed orientation selection. The reason for the occurrence of these peaks can be 
found by inspection of eq. (2-41) and the orientation selection given by the dashed 
line in Figure 2.6a. There, strong selection for orientations with an angle  ≈ 35° 
occurs. This angle leads to a dipolar coupling frequency of the same magnitude as 
for an angle  90°, albeit with a different sign. As the sign of the dipolar coupling 
frequency is not reflected in the form factor, orientations corresponding to angles  
 ≈ 35° cannot be distinguished from actual perpendicular orientations (with  90°) 
in the Fourier transforms. It has been pointed out in an early account of orientation 
selection in PELDOR measurements that peaks at the dipolar coupling frequency 
with an apparent  of 90° are likely to occur even if orientation selectivity is 
present.164  
Another important parameter to be considered is the sensitivity of the PELDOR 
experiment. The echo intensity in both the three- and the four-pulse PELDOR 
experiment decays with a time constant of the same order as T2 [eq. (2-52)].
102 
Furthermore, the fraction of spins A contributing to the echo formation is reduced in 
the  four-pulse  experiment.102,i  Therefore,  the  three-pulse  PELDOR  experiment  is   
                                                          
i
 Generally, the more pulses are used in one sequence the lower the fraction of excited spins. The 
reason for that is that the excitation bandwidth for a series of pulses of a given length is lower than for 
a single pulse of the same length. 
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Figure 2.6. Simulated PELDOR data for non-orientation selective cases (full lines) 
and orientation selective cases (dashed dotted lines). a) Geometrical factor [eqs. (2-
58) and (2-59)]. b) Normalized PELDOR time traces. The dashed dotted line has 
been shifted upwards for better visibility. c) Normalized Fourier transforms of the time 
traces shown in b), the dashed dotted line has been shifted for better visibility. 
considerably more sensitive than its four-pulse pendant. If large observation windows 
are necessary, the DEER-Stitch experiment can be used to increase the sensitivity of 
PELDOR. DEER-Stitch combines both sequences by measuring the initial part of the 
time trace using the four-pulse sequence and a small observation window and the 
late parts of the time trace with the three-pulse sequence and an extended 
observation window.165 An even more effective way to increase the sensitivity of the 
PELDOR experiment is to optimize the relaxation times. According to eq. (2-52), the 
sensitivity can be increased exponentially by increasing T2. Normally, lower 
temperatures yield longer relaxation times. However, in the case of nitroxides it is 
observed that T2 increases strongly down to a temperature of 70 K but then stays 
nearly constant.102,166 The spin lattice relaxation time T1 on the other hand increases 
upon further reduction of the temperature, which reduces the EPR signal intensity S 
by a factor of √
1
𝑇1
 for a given number of averages of the PELDOR experiment: 
      𝑆 ~ √
1
𝑇1
.    (2-61) 
Eq. (2-61) does not account for the improved magnetization achieved at lower 
temperatures which can be included in eq. (2-61) by introducing a factor of 1/T.102,166 
Another factor influencing the apparent relaxation behavior of the spin center is the 
concentration c of the sample. At high concentrations, instantaneous diffusion 
strongly reduces the apparent T2 value of the spin centers.
123 The additional 
instantaneous diffusion damping factor DID of the intensity can be estimated using
102 
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𝐷𝐼𝐷 = 𝑒
−𝑓𝐴,𝜋𝑐𝑁𝐴
2𝜋²
9√3
𝑔𝐴𝑔𝐵𝜇0𝜇𝐵
2
ℎ
𝑡𝑠𝑒𝑞.  (2-62) 
In eq. (2-62), 𝑓𝐴,𝜋 is the fraction of spins A excited by an observer -pulse, NA is 
Avogadro’s constant and tseq is the total length of the pulse sequence (i.e. 2
.(1 + 2) 
in the case of four-pulse PELDOR). All other variables in eq. (2-62) have been 
introduced before. Optimization of the relaxation times can also be achieved by 
chosing spin labels with suitable relaxation behavior (see chapter 2.3.8). Finally, it is 
possible to completely deuterate the matrix in which the spin centers are embedded 
(and the spin center itself, too) which usually leads to an increased apparent T2 
value. The reason for this is that loss of the phase coherence is often dominated by 
spin diffusion mediated by nearby nuclei.64,66,123 The effectiveness of such processes 
depends on the magnitude of the magnetic moments of these nuclei to the third 
power.123 In the absence of fluorine nuclei, protons have by far the largest magnetic 
moments and are also often the most abundant nuclei in any sample. Importantly, the 
magnetic moment of deuterons is ~85% lower than that of protons. Thus, 
replacement of protons by deuterons makes spin diffusion less effective and strongly 
increases TM.
123,167,139 Another factor which can lead to a low sensitivity of the 
PELDOR experiment is a low inversion efficiency . Low inversion efficiencies are 
expected if the width of the spectrum of the pumped spins exceeds the excitation 
band width of the pump pulse. Using shaped (or composite), broadband pump 
pulses168,169 to achieve higher inversion efficiencies therefore leads to enhanced 
sensitivity, especially if combined with optimized, composite observer pulses.170 
So far, the PELDOR experiment has only been discussed for two-spin systems. If the 
number of coupled spins N within a molecule is larger than two, multi-spin effects 
have to considered.155–157 In such a situation, any spin A used for observation 
experiences dipolar magnetic fields stemming from more than one electron within the 
molecule. For a three-spin system AB2 the dipolar field present at spin A caused by 
spins B1 and B2 can be written as 
   𝐵𝑑𝑖𝑝,𝑨 = 𝐵𝑑𝑖𝑝,𝑨(𝑩
𝟏, 𝑚𝑠,𝑩𝟏) + 𝐵𝑑𝑖𝑝,𝑨(𝑩
𝟐, 𝑚𝑠,𝑩𝟐)  (2-63) 
The form factor F3 for this three-spin system is determined by the coupling to both B 
spins. Multi-spin effects arise if more than one of the spins B in a given molecule is 
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reoriented by the pumping pulse. Scheme 2.1 illustrates all possible combinations for 
an AB2 spin system, leading to different contributions to F3. 
 
Scheme 2.1. Zero, single or double spin flips at the pumped spins B1 and B2 and the 
respective probabilities of their occurrence. Before pumping, the two B spins can 
either be aligned parallel or antiparallel with approximately equal probabilities of 50%. 
Only one of two possible parallel or antiparallel alignments is shown in the scheme. 
The pump pulse can flip no spin (black arrows after pumping), one spin (blue arrows) 
or both spins (red arrows). These situations correspond to the unmodulated part of 
the PELDOR time trace, the two spin contribution (one observer and one pumped 
spin) and the three spin contribution (one observer and two pumped spins), 
respectively. The probabilities depend on the inversion efficiency  and are identical 
to the binomial coefficients in the case of two pumped spins (the factor of 0.5 
accounts for the two possible initial spin alignments). 
As apparent from scheme 2.1, the two B spins can have either spin up or down 
orientation before pumping, as symbolized by the black arrows. This gives rise to 
oparallel or antiparallel alignments of the spin pair. The parallel and antiparallel 
alignment are nearly equally populated according to Boltzmann's law for standard X-
band measurement conditions. The pump pulse can induce three possible events. 
First, it is possible to invert neither of the two B spins, which leaves the dipolar 
field𝐵𝑑𝑖𝑝,𝑨 [eq. (2-63)] at spin A unchanged (black arrows after pumping in scheme 
2.1). This leads to the unmodulated part in the form factor F3. The relative intensity of 
the unmodulated part amounts to (1-)², which can be obtained by summing the 
probabilities given in Scheme 2.1 for arrows of the same color after pumping. 
Secondly, it is possible to change the orientation of one of the B spins (blue arrows in 
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scheme 2.1). If the EPR spectrum of the B spins is identical, it is reasonable to 
assume identical inversion efficiencies for B1 and B2. Then, the probability for a 
single spin flip of either one of the B spins amounts to (1-). The single spin flip 
events give rise to two two-spin correlation functions P2(B
1) and P2(B
2)  as defined by 
eq. (2-58) which can be summed up to yield P3 (two-spin correlation within a three-
spin system): 
2𝜆(1 − 𝜆)𝑃3 = ∬𝑊(𝑟𝑩𝟏)𝜆(1 − 𝜆) ∙ cos(𝜐𝑑𝑖𝑝(𝑟𝑩𝟏 , 𝜃𝑩𝟏)∆𝑡) ε(𝜃𝑩𝟏) 𝑑𝜃𝑩𝟏𝑑𝑟𝑩𝟏
+ ∬𝑊(𝑟𝑩𝟐)𝜆(1 − 𝜆) ∙ cos(𝜐𝑑𝑖𝑝(𝑟𝑩𝟐 , 𝜃𝑩𝟐)∆𝑡) ε(𝜃𝑩𝟐) 𝑑𝜃𝑩𝟐𝑑𝑟𝑩𝟐 
   = 𝜆(1 − 𝜆)𝑃2(𝑩
𝟏) + 𝜆(1 − 𝜆)𝑃2(𝑩
𝟐)    (2-64) 
Taken together, the relative contribution of the two-spin correlation functions to F3 
amounts to 2(1-). Finally, if both B spins are inverted by the pump pulse, the 
dipolar field can change in two different ways (red arrows in scheme 2.1). If both B 
spin are flipped up (or down), the changes of their respective dipolar fields add up. 
Consequently, a sum frequency is observed in PELDOR experiments. On the other 
hand, if one spin is flipped up while the other one is flipped down the change of the 
dipolar field is partially or completely cancelled out, leading to the occurrence of 
difference frequencies in the PELDOR experiment. This behavior is described by a 
three-spin correlation function T3: 
   𝜆²𝑇3 = ∬𝑊(𝑟𝑩𝟏)𝑊(𝑟𝑩𝟐)𝜆
2 ∙ cos(𝜐𝑑𝑖𝑝(𝑟𝑩𝟏 , 𝜃𝑩𝟏)∆𝑡) ε(𝜃𝑩𝟏) ∙
                    cos(𝜐𝑑𝑖𝑝(𝑟𝑩𝟐 , 𝜃𝑩𝟐)∆𝑡) ε(𝜃𝑩𝟐) 𝑑𝜃𝑩𝟏𝑑𝑟𝑩𝟏𝑑𝑟𝑩𝟐    (2-65) 
In eq. (2-65) it has been assumed that the angles 𝜃𝑩𝟏 and 𝜃𝑩𝟐 are correlated:  
     𝜃𝑩𝟐 = 𝑓(𝜃𝑩𝟏)     (2-66) 
Then, it is sufficient to integrate over one of the angles  since it defines the other 
angle. Importantly, the three-spin correlation function is obtained by multiplying the 
two-spin correlation functions at a given orientation and then integrating over all 
required orientations. Summing up the unmodulated part (1 − 𝜆)2  and eqs. (2-64) 
and (2-65) yields the normalized form factor F3: 
    𝐹3 = (1 − 𝜆)
2 + 2𝜆(1 − 𝜆)𝑃3 + 𝜆²𝑇3  (2-67) 
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If no correlation between the the angles 𝜃𝑩𝟏 and 𝜃𝑩𝟐 is assumed, the formfactor F3 
can be obtained by taking the product of the two form factors F2(B
1) and F2(B
2): 
 𝐹3 = 𝐹2(𝑩
𝟏) ∙ 𝐹2(𝑩
𝟐) = ((1 − 𝜆) + 𝜆𝑃2(𝑩
𝟏)) ∙ ((1 − 𝜆) + 𝜆𝑃2(𝑩
𝟐)) = (1 − 𝜆)2 +
𝜆(1 − 𝜆) (𝑃2(𝑩
𝟏) + 𝑃2(𝑩
𝟐)) + 𝜆²𝑃2(𝑩
𝟏)𝑃2(𝑩
𝟐)     (2-68) 
In this product approach, identical terms for the two-spin correlation function as given 
in eq. (2-67) are obtained. However, the term in ² is different as no angular 
correlation has been taken into account in the product function. The form factors of 
multi-spin systems in which more than three spin centers contribute can be obtained 
by extending the outlined product approach to include the appropriate number of 
factors. Finally, eqs. (2-65), (2-67), and (2-68) provide an experimental approach to 
suppress contributions by the three-spin correlation functions, which have a 
contribution proportional to the square of the inversion efficiency ². This value can 
be reduced by using pump pulses of reduced power in the so-called power-scaling 
approach.157 
2.3.7. Relaxation Induced Dipolar Modulation Enhancement 
The relaxation induced dipolar modulation enhancement (RIDME) experiment is a 
single MW frequency experiment, examples of RIDME sequences are given in 
Figures 2.5c and 2.5d. As with PELDOR, the principle is most easily explained for the 
shortest pulse sequence, the three-pulse RIDME experiment (Figure 2.5c).171,172 The 
three-pulse RIDME experiment uses a stimulated echo for observation of the A spins 
while the intervals  are incremented. The interval T is chosen such that it equals or 
exceeds the spin lattice relaxation time of the B spins T1,B. This choice leads to 
statistical spin flips among the B spins during the interval T. If a single spin B runs 
through an uneven number of spin flips, the field under which the coherences of A 
evolve after the third pulse differs by the dipolar field exerted by spin B [eq. (2-53)] 
from the field which was felt between the first two pulses. The echo intensity is then 
modulated with 𝜐𝑑𝑖𝑝  yielding modulated time traces in complete analogy to the 
PELDOR experiment. The modulation depth in the RIDME experiment depends on 
the fraction of the B spins which undergoes a reorientation during the interval T. The 
reorientation proceeds by statistical processes on a time scale which is assumed to 
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be identical with the spin lattice relaxation time of the B spins T1,B. Accordingly, the 
modulation depth V,RIDME is approximately described by
67 
𝑉𝜆,𝑅𝐼𝐷𝑀𝐸 = 𝑉𝜆,𝑅𝐼𝐷𝑀𝐸
𝑚𝑎𝑥 (1 − 𝑒
−
𝑇
𝑇1,𝑩)   (2-69) 
The maximum modulation depth 𝑉𝜆,𝑅𝐼𝐷𝑀𝐸
𝑚𝑎𝑥  for an s = ½ B spin amounts to 0.5, i.e. 
50%.67,171 This value can be derived by assuming that the spin up and spin down 
orientation for the B spin is approximately equal under standard X-band 
measurement conditions according to Boltzmann’s law. During the interval T, each B 
spin can flip an either odd or even number of times. An odd number of flips alters the 
orientation of the corresponding B spin while an even number of flips leads to an 
unchanged orientation. Only those spins B which attain an orientation different from 
their orientation prior to the interval T contribute to the modulation of the RIDME time 
trace. As odd and even numbers of flips are equally likely a maximum of 50% of all B 
spins can contribute to the modulation in the RIDME experiment (assuming s = ½ for 
the B spin). The experimentally observed modulations depths are typically lower than 
the maximum of 50%.67 Similar arguments show that the expected modulation depth 
is higher for higher spin quantum numbers at the B spin, as more orientations 
different from the orientation before the interval T are available for each B spin. The 
increased modulation depths for high spin B have also been confirmed 
experimentally.173 However, if spin states differing by |ms| = 2, 3 and so on… are 
attained during the interval T, the resulting dipolar frequencies are higher harmonics 
of dip.
173,174 Inspection of eq. (2-69) reveals that 95% of the maximum modulation 
depth 𝑉𝜆,𝑅𝐼𝐷𝑀𝐸
𝑚𝑎𝑥 is obtained for T = 3.T1,B. During the interval T, the echo intensity of the 
observer spin A IA drops exponentially with T1,A according to eq. (2-70) (see also 
chapter 2.2). 
𝐼𝐴 = 𝐼0,𝐴𝑒
−
𝑇
𝑇1𝐀     (2-70) 
Eq. (2-70) predicts that 80% of the maximum echo intensity are conserved during the 
interval T if T1,A = 5
.T holds. The sensitivity SRIDME of the RIDME experiment depends 
on the product of the echo intensity of the observer spin A and the modulation depth, 
yielding eq. (2-71): 
𝑆𝑅𝐼𝐷𝑀𝐸 = 𝑉𝜆,𝑅𝐼𝐷𝑀𝐸
𝑚𝑎𝑥 (1 − 𝑒
−
𝑇
𝑇1,𝑩) ∙ 𝐼0,𝑨𝑒
−
𝑇
𝑇1𝐀   (2-71) 
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Eq. (2-71) and the discussion above reveal that the best sensitivities are obtained for 
spin systems consisting of A and B spins for which T1,A >> T1,B holds. This relation is 
normally valid when A is an organic radical and B a metal centered spin,123 making 
mixed metal-nitroxide spin systems suited for RIDME measurements. In such mixed 
systems, RIDME offers further advantages. First, the B spins flip during the interval T 
owing to random local field fluctuations in their immediate environment regardless of 
the orientation of the B spins. Thus, the width of the spectrum of the B spins does not 
influence the modulation depth, as no selection owed to limited excitation bandwidth 
arises in RIDME. This does not only lead to an increased modulation depth as 
compared to PELDOR, but also reduces the extent of orientation selection to the 
selection imposed on the observed spin A.175,176 Additionally, it has been shown that 
RIDME is more sensitive than PELDOR when measuring distances between metal 
and nitroxide spin centers.177,178 Noteworthy, the roles as spins A and B for the 
organic radical and the metal center are usually reversed in PELDOR as compared 
to RIDME.175,177,178 As discussed above, short values of T1,B are favorable to obtain a 
good sensitivity. However, minimum values for T1,B exist as flips of the spins B lead to 
modulation only if they occur during the interval T. Flips during the i intervals (i = 1 
and i = 1,2,3 in the case of three- and five-pulse RIDME, respectively) affect the 
phase of the echo of the A spins in an incoherent manner and lead to reduced signal 
intensity. Thus, T1,B  should exceed the length of all i intervals which is usually 
achieved with values of T1,B on the order of tens of microseconds. Finally, the 
sensitivity of the RIDME experiment is also affected by relaxation during the i 
intervals. During these intervals, the coherences of spins A decay with a time 
constant on the order of T2,A or, more preceisely, TM,A (eq. (2-52) and chapter 2.2). 
Therefore, it is necessary to optimize three relaxation times (T1,B, T1,A, and TM,A)  at 
once in order to conduct a sensitive RIDME experiment. This can be challenging, 
especially in the case of compounds which contain identical radical centers, e.g. 
bisnitroxide compounds. Importantly, spectral diffusion occurs during the long interval 
T and leads to a decreased value of TM,A as compared to the value which would 
occur in the PELDOR sequence. The decay of the RIDME time trace is therefore 
more rapid than the corresponding PELDOR time traces and is not described by a 
simple exponential decay curve.179 Owed to the slower decay of the echo intensity, 
PELDOR can be superior for long distances. This was shown in a recent study using 
pairs of gadolinium(III) spin centers by Collauto et al.174 There, correct distance 
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distributions have been obtained using PELDOR for a bis-gadolinium labeled protein 
with interspin separations of ~5.5 nm. Distance distributions obtained from RIDME 
time traces contained the correct peak but showed more intense peaks at distances 
corresponding to higher harmonic oscillations stemming from |ms| = 2 and |ms| =  3 
transitions of the B spins. The same study showed, however, that RIDME can be 
superior for measurements of shorter distances. These measurements have been 
performed in a model compound containing two like Gd(III) spin centers with small 
ZFS interactions (D < 1 GHz) and an interspin separation of only ~2.3 nm. In the 
case of the short interspin distance, the PELDOR time trace was heavily damped and 
it was impossible to obtain a correct distance distribution. This behavior was 
attributed to the occurrence of pseudo-secular contributions to the dipolar spin-spin 
interaction (chapter 2.1.3) in the PELDOR experiment using a frequency offset of 
only 100 MHz for pumping and observing. These interactions were observed to be 
less important in the RIDME experiment where spins from any region of the Gd(III) 
spectrum can act as B spins. Thus, the study of Collauto et al. also provides an 
example for the complementarity of PELDOR and RIDME. 
Importantly, the three-pulse RIDME sequence is identical to the three-pulse ESEEM 
sequence (although different time intervals are incremented). Therefore, the resulting 
time traces can show strong modulations stemming from forbidden spin transitions. 
These can be suppressed by going to higher MW frequencies or using soft pulses.177 
Another commonly applied method is to measure two RIDME time traces, the first 
one having T < T1,B and the second one with T > T1,B. With these settings, only the 
second time trace is modulated by both the ESEEM transitions and the spin flip of the 
B spins. Division of the second time trace by the first time trace reduces or even 
removes the ESEEM modulations (chapters 6 and 7). Instead of changing the length 
of the interval T it is also possible to measure at different temperatures, thereby 
changing the value of T1,B.
177 At the low temperature, T1,B > T holds, yielding the 
unmodulated time trace, while the modulated time trace is obtained at higher 
temperatures where T1,B < T is valid. 
The three-pulse RIDME sequence suffers from the occurrence of an instrumental 
dead-time. To remove the dead-time from RIDME, the five-pulse RIDME sequence 
can be used (Figure 2.5d).175 As in the four-pulse PELDOR experiment, the 
coherences formed by the first pulse are refocused prior to the spin flip events of the 
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B spins between the third and the fourth pulse. The third pulse can be applied at or 
even before the formation of the primary echo. The resulting echoes (see below) 
overlap with the fourth pulse at certain values of 𝜏2, so that another refocusing pulse 
is necessary. This allows recording the evolution of the A spin coherences from the 
beginning on, i.e. at 2 = 0. This method for generating an echo can also be applied 
to other sequences and has been termed remote echo detection.180 As apparent from 
Figure 2.5d, the third and the fourth pulse give rise to two echoes which, after the fifth 
pulse, yield a refocused stimulated and a refocused virtual echo (RSE and RVE, 
respectively). Both of these echoes can be used to record RIDME time traces using 
different time incrementation schemes. As the interpulse separations are 
incremented in a different manner, recording the RSE echo leads to a non-constant 
time experiment in contrast to detection of the RVE. This introduces a steeper 
background decay function, as the echo intensity diminishes during incrementing 𝜏2 
with a time constant of the order of TM.
175 This leads to an additional damping of the 
modulations and broadens the resulting distance distribution. A detailed comparison 
between both detection schemes is presented in chapter 7. 
2.3.8. The Choice of Spin Label 
As already indicated in the previous two chapters, measurements of interspin 
distances are especially interesting in structural biology. Studies in this field require 
the attachment of spin labels to the biological macromolecule if it is diamagnetic, as 
is often the case. Figure 2.7 shows some examples of spin labels which have been 
used as spin labels in different studies.181 The most frequently encountered spin 
labels are nitroxides, several of which have been designed to be linked selectively to 
certain sites in proteins or oligonucleotides.24,181 Among the nitroxides, possibly the 
most frequently used one is the methanthiosulfonate spin label (MTSSL). MTSSL can 
be attached to cysteine residues in proteins by site directed spin labeling.38,53 The 
sidechain of MTSSL, by which it is linked to the cysteine residue, is flexible, which 
can lead to broad distance distributions. One strategy to reduce the flexibility of the 
nitroxide spin labels is to bind it to two cysteine residues which are in close proximity 
within the protein (RX in Figure 2.7). For oligonucleotides, specific labeling strategies 
have been developed as well. One possibility is to attach the the spin label to one of 
the bases of the oligonucleotides. As an example, Figure 2.7 shows the 2,2,5,5-
tetramethylpyrroline-1-yloxy-3-acetylene (TPA) spin label which was attached to a 
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iodosubstituted uracil base by a Sonogashira-Hagihara cross coupling reaction.182 All 
nitroxide spin labels presented so far have four methyl groups adjacent to the spin 
center to sterically crowd the reaction nitroxide group and thus hinder the occurrence 
of disproportionation or reduction reactions.183 While the reduced reactivity is a 
desired property for nitroxides used as spin label, the tetramethyl substitution pattern 
leads to a strong decrease of the TM values at temperatures above 70 K. The fast 
loss of phase memory is caused by the alternating HFC fields of the protons on the 
rotating methyl groups.123 This makes helium cooling necessary to achieve sensitive 
measurements using nitroxide spin labels. To overcome this limitation, it is possible 
to either replace the protons with deuterons176 or to introduce spiro-cyclohexylgroups 
instead of the methyl groups (Spiro in Figure 2.7).184,185 Nitroxides have an EPR 
spectrum which spans a width of approximately 200 MHz at X-band MW frequency. 
Thus, short MW pulses applied at the center of the nitroxide spectrum lead to the 
excitation of a large fraction of the spectrum in the sample. In EPR distance 
measurements this is of importance as each part of the spectrum represents certain 
orientations of the spin label. A non-uniform excitation would therefore select certain 
orientations of spins A or B. In many cases, the orientations of spins A and B with 
respect to each other and to the external magnetic field are correlated. Then, 
selective excitation would lead to a selection of a subset of angles  in eq (2-41). 
Instead of the complete Pake pattern one would then obtain a distorted spectrum 
with frequencies determined by the interspin separation r and the subset of selected 
angles . Then, a safe extraction of the interspin distance from modulated time traces 
can only be obtained if the contributing orientations of the two spins in the external 
magnetic field are known. The low degree of orientation selection which can be 
obtained at X-band frequencies using nitroxide spin labels is lost at higher MW 
frequencies as the g-tensor anisotropy controls the width of the spectrum at high MW 
frequencies.67,186 Thiosubstituted triarylmethyl radicals (TAM, an example is given in 
Figure 2.7) produce very narrow EPR spectra even at high MW frequencies owing to 
the low g-anisotropy of thiosubstituted TAMs and the absence of HFC to protons or 
other nuclei with 𝐼 ≠ 0 nuclides in high natural abundance.187 The narrow spectrum 
allows non-selective excitation and leads to large modulation depths when used for 
pumping in PELDOR experiments.188 Narrow linewidths are also favorable for 
sensitive DQC experiments.188 Additionally, the low spectral width leads to slow 
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relaxation behavior.189 This allows measurements at temperatures above 80 Ki and 
even at room temperature in liquid samples, which is a better approximation of the 
natural environment of the biomolecules than the usual frozen solvent matrices.189–191 
Conversely, metal centered spins usually have large spectral widths and relax 
rapidly, which complicates pulsed EPR distance measurements.54,123 On the other 
hand, metal centered spins offer advantages in certain situations. As discussed in the 
introduction, many biological macromolecules contain paramagnetic metal centers 
which can be used as natural spin labels, strongly reducing the required labeling 
effort. The short spin lattice relaxation times allow fast shot repetition rates192 and 
sensitive RIDME experiments (see chapter 2.3.7). The large spectral width can lead 
to strong orientation selection in EPR-based distance measurements. A high degree 
of orientation selectivity has often been observed in the case of copper centered 
spins. While the occurrence of strong orientation selection complicates distance 
measurements, it offers the possibility to elucidate the relative orientation of the spin 
labels.67,159–163 Cunningham et al. proposed a facile, self-assembly strategy to 
introduce copper(II) spin labels into proteins.193 The two required histidine residues 
may be introduced by site selective mutagenesis if not already present in the wildtype 
structure of the protein of interest (dHis-Cu in Fifgure 2.7). In Cunninghams study, 
orientation selection was found to play only a minor role. In the case of paramagnetic 
metal ions having a half-filled shell of valence electrons, like Gd(III) (4f7) and Mn(II) 
(3d5), a symmetric A1g ground state is expected. This should reduce orientation 
selection for such ions. However, ZFS has to be accounted for as a complicating 
feature in these systems. For Gd(III), spin labels have been developed to introduce 
Gd(III) labels into proteins (Gd-DOTA in Figure 2.7),192,194 while it has been shown 
that Mn(II) can be site-selectively introduced into RNA oligonucleotides by 
titration.47,195,196 Iron is often contained in proteins ligated by a porphyrin group (an 
example is given in Figure 2.7, TPP), where different spin states for the iron can 
occur. For s = ½ states, PELDOR and RIDME studies have been conducted to 
measure distances between an organic radical center and the iron ion. 170,177,197 In 
the high spin state S = 5/2, a nitroxide-hemin distance has been obtained using 
saturation recovery studies.198 Recently, excited triplet states of porphyrins and low-
spin hemes with diamagnetic ground states have been used in EPR-based distance 
measurements.199,200 Porphyrins and hemes can be excited to their triplet state by 
                                                          
i
 Such temperatures can also be achieved using nitroxides if they are spiro-cyclohexyl substituted.
184
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irradiation using laser irradiation of appropiate wave lengths. In the study by Di 
Valentin et al., the excited triplet state porphyrin was used for observation. This 
allowed orientation selective PELDOR measurements with high sensitivity owed to a 
favorable polarization of the triplet state.67,199 In the study by Hintze et al., the laser 
pulse exciting the heme to its triplet state was used to replace the pump pulse in a 
three-pulse PELDOR experiment. This allowed non-orientation selective excitation of 
the heme and a dead-time free measurement despite using only two observer 
pulses, as the laser pump pulse does not interfere with the observer MW pulses. The 
modulation depth in this experiment is determined by the quantum yield of the triplet 
state generation and the polarization pattern of the excited triplet state.200 Therefore, 
each type of spin label discussed so far has its own advantages and challenges and 
the choice critically depends on the type of sample and experiment. Finally, the 
different properties of the spin labels allow orthogonal spin labeling.201 In orthogonal 
spin labeling, several types of spin labels are attached to one molecule. The different 
properties of each spin label allow addressing each of them selectively, thereby 
obtaining more than one distance from only one sample. 
 
Figure 2.7. Spin labels discussed in the text. TPP is capable of taking up various, 
paramagnetic metal ions and can be excited to a paramagnetic triplet states. 
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Introuction and Summary of Results 
The second part of this thesis is concerned with conducting and optimizing distance 
measurements on small metal-nitroxide model complexes. To be suited as model 
systems for distance measurements these complexes need to have certain 
properties. Most importantly, the separation between the metal and the nitroxide 
centered spin needs to be known or to be predictable with high accuracy even if no 
X-ray crystallographic structure or any further experimental result is available. 
Therefore, the spacer between the metal and the nitroxide needs to be rigid and 
should not have a high degree of rotational freedom. 1,4-Phenylene and ethynylene 
building blocks provide such properties, as they are stiff moieties owed to their 
multiple bonds and symmetry with respect to rotations around their linking single 
bonds. Additionally, these fragments can be attached easily to an existing molecule 
by Sonogashira-Hagihara cross coupling reactions using comercially available 
reagents.202 This allows devising a modular synthetic approach and opens up routes 
to a variety of ligands with different properties. Similarly, the immediate coordination 
sphere of the metal center should have a predictable structure, so that the number 
and the orientation of the ligands can be safely predicted prior to any measurement.  
Especially for high-spin metal centers, the coordination sphere should be highly 
symmetric to obtain low magnitude ZFS interactions.64 Finally, the metal complexes 
need to be sufficiently stable in solution to yield EPR samples containing defined 
molecules. Such properties are provided by terpyridines (tpy) which are relatively 
rigid and exert a chelate effect. Furthermore, it is already known that tpys are 
capable of taking up various metal ions in different oxidation states yielding 
octahedral bisterpyridine complexes with meridional ligation.203–205 The flexible 
synthetic route to obtain ligands and the possibility to take up various metal ions have 
both been exploited. Two nitroxide bearing ligands have been synthesized and 
investigated. The first example, 4''-{4-[(2,2,5,5-tetramethyl-N-oxyl-3-pyrrolin-3-
yl)ethynyl]-phenyl}-2,2':6',2''-terpyridine 3-1, is described in detail in appendix A. 3-1 
provides an interspin separation of approximately 16 Å. According to eq. (2-41), this 
gives rise to a dipolar coupling frequency of ~13 MHz at the singularities of the Pake 
pattern. An observation window as short as 400 ns would therefore suffice to record 
more than five full modulations, allowing highly sensitive measurements [cf. eq.  
(2-52)] at good spectral resolution. In order to aid the planned EPR spectroscopic 
investigations, the ligand was crystallized and subjected to X-ray crystallographic 
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investigations. The crystallographic investigation revealed, that the ligand 3-1 indeed 
has the expected geometry in which the distance between the nitroxide and the 
central pyridine ring of the terpyridine metal binding site amounts to 14.1 Å.i Only 
slight bending of the molecular backbone was observed. For example, the bond 
angles between the carbon atoms of the ethynylene group and its substituents 
deviate by less than 5° from 180°, which would be the expected angle for a linear 
alignment. Aside from the intramolecular geometrical parameters, the packing of the 
molecules within the crystal structure was investigated. It was observed that the 
terpyridine subunits are arranged in stacks and exhibit slipped face-to-face  
interactions, while edge-on C-H... interactions have been observed for the phenylene 
rings.206 3-1 was synthesized to obtain model complexes for distance measurements 
in which exchange coupling occurs as an additional parameter in the spin 
Hamiltonian. However, the corresponding studies have not been conducted so far 
and will be addressed in future work. Instead, the ligand 4'-{[4-(2,2':6',2''-terpyridyl-4'-
yl)phenyl]ethynyl}-biphenyl-4-yl-(2,2,5,5-tetramethyl-N-oxyl-3-pyrrolin-3-yl)formate (to 
be introduced in chapter 4) was used for all distance measurements discussed in 
chapters 6 and 7. 
 
 
 
 
 
 
 
 
 
 
                                                          
i
 An approximate nitrogen-copper bond length of 2 Å has to be added to this value to arrive at the 
suggested interspin separation of ~16 Å. 
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Introduction and Summary of Results 
The second ligand which was investigated in detail is 4'-{[4-(2,2':6',2''-terpyridyl-4'-
yl)phenyl]-ethynyl}biphenyl-4-yl-(2,2,5,5-tetramethyl-N-oxyl-3-pyrrolin-3-yl)formate 4-
1. The ligand is similar to 3-1 with respect to its overall design concept, i.e. a 
terpyridine which is linked to a nitroxide by a rigid bridge of 1,4-phenylene and 
ethynylene units. However, 4-1 differs in two important aspects from 3-1. First of all, 
the expected interspin separation in metal complexes of 4-1 amounts to ~26 Å. 
Therefore, an observation window of more than 1000 ns is necessary to observe 
three complete dipolar modulations which is 2.5 times larger than the expected 
observation window for 3-1. Larger observation windows reduce the sensitivity of 
EPR distance measurements according to eq. (2-52). However, a required 
observation window exceeding 1000 ns makes complexes of 4-1 more relevant as a 
model system for biological macromolecules.24 The greater interspin separation also 
reduces eventual exchange interactions as the magnitude of such interactions 
decreases exponentially with the interspin separation.207,208 As a second difference, 
the nitroxide is linked to the aromatic spacer via a carboxylate group. This group is 
expected to disrupt exchange pathways, as the pyrrolin-N-oxyl and the terpyridine-
phenylene-ethynylene system are then cross conjugated with the carboxylate 
group.209–212 The introduction of the carboxylate group comes at the cost of an 
increased flexibility. Most importantly, the existence of rotational degree of freedom 
around the bond between the carbonyl carbon atom and the hydroxyl oxygen atom of 
the carboxylate group can be suspected, giving rise to a cisoid and a transoid 
conformation. The separation between the nitroxide and the terpyridine groups differs 
by ~0.5 nm in the depicted conformations. In the studies presented in appendices D 
and E however, narrow distance distributions with only one expected distance are 
preferred, as broad or complicated distance distributions give rise to strongly damped 
PELDOR and RIDME time traces. Furthermore, complicated distance distributions 
with more than one actual interspin distance hamper the identification of artifact 
peaks. Hence, the occurrence of the two conformers given in Figure 4.1 would render 
complexes of 4-1 unsuited as model systems for the performed studies (Figure 4.1). 
Theoretical and experimental results suggest, that such rotations around the carbon 
oxygen single bond of the carboxylate group are hindered and that the transoid 
conformation (Figure 4.1) is clearly preferred.213,214 Previously, 4-1 has also been  
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Figure 4.1. Two conformations of the carboxylate group giving rise to different 
distances between the nitroxide and the terpyridine groups. 
used as ligand for zinc complexes and was also crystallized.215 The solvents used for 
crystallization differed from those used herein, and different solvate crystals of 4-1 
were obtained, namely the benzene solvate 4-2 (presented in appendix B) and the 
dichloromethane solvate 4-3. Therefore, the crystallographic study also allowed 
elucidating if strong conformational differences of 4-1 are observed in different 
environments and if those differences would affect the interspin separation in metal 
complexes of 4-1. In the study presented in appendix B, it was found that the 
carboxylate group assumes the transoid conformation in both 4-2 and 4-3. 
Furthermore, the phenylene-ethynylene backbone was found to be only slightly bent 
in both crystal structures and that the separation between the nitroxyl group and the 
nitrogen atom of the central pyridine ring of the terpyridine ligand amounts to 2.5 nm. 
This is in good agrement with the expected value given for the transoid conformation 
in Figure 4.1. Concerning the intermolecular interactions, slipped face-to-face  
stacking as well as edge-on C-H... bonding was observed, similar to the features 
observed for 3-1. 
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Introduction and Summary of Results 
Having obtained and analyzed ligand 4-1, it was possible to prepare metal 
complexes suitable for EPR distance measurements. The resulting complexes 
showed EPR spectra typical of nitroxides and copper bisterpyridines,216–218 indicating 
that any exchange interaction was suppressed sufficiently to be negligible. Moreover, 
initial EPR distance measurements could be conducted successfully. However, it 
turned out that the obtained time traces were not reproducible on a quantitative level 
in terms of modulation depth (PELDOR and RIDME) and the shape of the formfactor 
(PELDOR). It was also noted that the EPR spectrum and thus also the EPR 
parameters as e.g. ?̿? change depending on the choice of the solvent system and the 
measurement temperature. Copper(II) ions are often highly plastic in their immediate 
coordination environment,219–221 suggesting that a change of the solvent or of the 
temperature might lead to structural changes around the copper(II) ion. The 
occurrence of Jahn-Teller (JT) and pseudo Jahn-Teller (PJT) effects is one important 
reason for the observed plasticity in the coordination environment of the copper 
ions.220–224 The JT and PJT effects lead to a coupling of the electronic and the 
geometrical structure via molecular vibrations. Crystal and ligand field treatments 
suggest that changes in the coordination geometry lead to changes in the electronic 
structure of the metal ion,225,226 which relates to ?̿? via eq. (2-7). It was necessary to 
study these effects in detail since changes in both the geometric and the electronic 
structure of the copper center affect EPR distance measurements. To do so, the 
unsubstituted copper bis(terpyridine) complex was synthesized as tetraphenylborate 
[Cu(tpy)2](BPh4)2 5-1. In this complex, the EPR signal of the copper center is not 
superimposed with the signal of a nitroxide. Furthermore, it was possible to obtain 
single crystals of 5-1 suitable for X-ray crystallography and single crystal UV/Vis and 
EPR measurements. Additional experiments have been conducted on 
microcrystalline powders of 5-1. The results have been analyzed using a crystal field 
approach and the angular overlap model. Finally, experiments on frozen solutions of 
5-1 have been conducted and compared to the results obtained for the crystalline 
samples. Combining the above mentioned methods allowed obtaining a detailed 
picture of the geometric and electronic structure of copper bis(terpyridine) complexes. 
The X-ray crystallographic studies revealed that bis(terpyridine) copper(II) complex 
cations are elongated, distorted octahedra with D2d symmetry and contain three pairs 
of Cu-N bonds. These pairs can be classified as long, intermediate, and short bond 
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pairs. Single crystal EPR showed that a rhombic g-tensor with principal values of gx ≈ 
2.250, gy ≈ 2.095 and gz ≈ 2.045 is expected at low temperatures. Additionally, the 
single crystal EPR measurements allowed relating the orientation of the principal 
axes of the g-tensor to the long, intermediate, and short bonds, respectively. It was 
possible to relate bond lengths and g-values by using the X-ray crystallographic 
information, the single crystal EPR data, and angular overlap calculations which were 
supported by UV/Vis spectroscopy on single crystals and microcrystalline powders. It 
was furthermore shown, that g-values similar to those observed using single crystals 
are obtained in a solvent system consisting of dimethylsulfoxide (DMSO) and 
methanol. Contrastingly, pure DMSO or DMSO mixed with chloroform produced g-
tensors with higher g-anisotropy. This observation was attributed to a higher degree 
of PJT distortion of the coordination sphere or to the loss of one terpyridine ligand in 
the corresponding solvent systems. The possibility of ligand loss rendered these 
solvent systems unsuited for the EPR distance measurements discussed in chapter 
6. Thus, the results obtained applying X-ray crystallography, UV/Vis and EPR 
spectroscopy using single crystals (X-ray, UV/Vis, and EPR), microcrystalline 
powders (UV/Vis and EPR) and frozen solutions (EPR) helped to achieve 
reproducible results in EPR distance measurements on the copper complexes of 4-1. 
Furthermore, it was possible to obtain an understanding of the processes occurring in 
the coordination sphere of the copper center at different temperatures by conducting 
all experiments (EPR, X-ray diffraction, and UV/Vis) at different temperatures and 
observing the onset of the dynamical PJT effect at temperatures below 50 K. This 
understanding was relevant for the analysis of the distance mesaurements using 
copper complexes of 4-1, as the dynamic structural changes in 5-1 strongly affected 
the g-values of the copper centered spin. Analogous dynamic processes were 
expected for the copper complexes of 4-1 regardless of the bulky substituent in the 
4'-position of the terpyridine ligating subunit. The occurrence of such dynamic effects 
even at low temperatures emphasized the importance of conducting each distance 
measurement to be discussed in chapter 6 at an identical measurement temperature 
well below the onset point of the PJT effect. 
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Introduction and Summary of Results 
The analysis of the relation of the geometric and the electronic structure of copper 
bisterpyridine complexes and how these affect the EPR parameters allowed 
proceeding to the copper(II) complexes of ligand 4-1, specifically the heteroleptic 
complex [Cu(4-1)(tpy)](PF6)2
 (6-1a) and the homoleptic complex [Cu(4-1)2](PF6)2  
(6-1b). These copper compounds are low spin (s = ½) metal complexes bearing a 
nitroxide spin center separated by a distance of ~26 Å determined by the ligand 
backbone (chapter 4), which makes these complexes suited as test systems for EPR 
distance measurements. Measurements on copper(II) systems have been reported in 
the literature and some of the main challenges of distance measurements in such 
systems have been discussed.160,227–230 Therefore, the copper complexes could be 
used to set up measurement protocols for the subsequent experiments on the more 
challenging high-spin (S = 5/2) manganese analogue of 6-1b. Aside from this 
pragmatic aspect, the measurements would also shed light on some aspects not 
investigated previously. For example, 6-1b represents a three-spin system where one 
spin center is a metal ion with spectroscopic properties strongly different from those 
of the nitroxides in the ligand 4-1, thus forming an AB2-spin-system. A similar system 
has been investigated before by Narr et al.231 However, the primary aim of Narr’s 
early study was to establish the feasibility of copper-nitroxide distance determinations 
using PELDOR. The RIDME experiment was not conducted in this study and 
orientation selectivity was observed but not analysed in detail. The occurrence of 
multi-spin effects (MSE) in distance measurements155–157,232 was also not treated 
before. In the AB2-spin-system at hand, distortion of the time traces in PELDOR 
experiments by the combined effects of orientation selection and MSE is expected if 
the nitroxide is used for pumping. On the other hand, the AB2 composition of 6-1b 
allows selective excitation of one type of spin, opening up a possibility to suppress 
MSE by using the nitroxide for observation in either PELDOR or RIDME. MSE can 
also be used to assess how many spins are actually coupled to each other in a given 
spin system.155 Counting the spins per molecule allows investigating the inertness of 
the copper complexes with respect to ligand-solvent (6-1a and 6-1b) or ligand-ligand 
exchange (only 6-1a) in solution.203,215 For complexes 6-1a and 6-1b, the occurrence 
of orientation selectivity is expected in the distance measurements. This selectivity 
can be accounted for using PeldorFit.230 The crystal structures of 4-1 and 6-1b (see 
below) in combination with the detailed information concerning the orientation of the 
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molecular and the g-tensor framework of the copper center in bis(terpyridine) 
complexes (chapter 5) allowed analyzing the geometrical relation between the spin 
centers independent of any EPR measurement. Comparison of the PeldorFit 
parameters (i.e. the distance r and the angles  and ,Figure 6.1) with the values 
expected from crystallography can then be used to decide whether the fitting 
parameters are only effective parameters or if they have an actual geometric 
significance. 
 
Figure 6.1. Geometric parameters used by PeldorFit. A spin = observer spin, B spin 
= pumped spin. Figure reproduced from the original publication concerned with 
PeldorFit by Abdullin et al. 230 
Finally, no detailed comparison of the RIDME and PELDOR experiment in terms of 
orientation selection, sensitivity, and the ability to selectively measure a single 
interspin distance has been performed before on such a complex spin system. Thus, 
the investigations on the copper model systems contributed to this work in a twofold 
manner. First, the investigation served as preparation for the more challenging, high-
spin manganese(II) system discussed in chapter 7. Additionally, it also represents a 
study on a sophisticated metal-nitroxide spin system shedding light on some new 
aspects of EPR distance measurements involving metal centers. The first point 
addressed in the study presented in appendix D was the ligand exchange equilibrium 
for 6-1a. Measuring PELDOR time traces using the nitroxide for both observation and 
pumping should result in unmodulated time traces for pure 6-1a. However, the 
experimental time traces obtained show modulations corresponding to the 
internitroxide distance of ~52 Å. Repeating the same experiment on 6-1b and 
comparing the modulation depths of both experiments revealed that samples having 
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the same elemental composition as pure 6-1a would have actually consist of three 
different copper complexes, namely [Cu(tpy)2](PF6)2, 6-1a, and 6-1b in equal 
amounts. These complexes are formed via ligand exchange reactions and the 
resulting mixtures are referred to as 6-1x.  PELDOR measurements aimed at 
obtaining the copper-nitroxide distance in 6-1x and 6-1b yielded time traces which 
were strongly distorted by orientation selection. It was possible to account for these 
effects by using PeldorFit to simulate the PELDOR time traces. The obtained 
geometrical fitting parameters agree with the expectations based on the crystal 
structures of 4-1, 6-1b, and the EPR parameters obtained for 5-1. The observed 
modulation depths were much larger for 6-1b than for 6-1x, which is caused by the 
occurrence of MSE. However, the respective form factors differed only slightly, 
although three-spin correlations are expected to occur in three-spin systems showing 
MSE. These three-spin correlations supposedly lead to defomartions of the form 
factor. To investigate these seemingly contradicting results a combined experimental 
and theoretical approach was chosen. Experimentally, the pump pulse power was 
reduced and a series of PELDOR measurements aimed at the copper-nitroxide 
distance in 6-1b was conducted. Reducing the power of the pump pulse reduced its 
inversion efficiency and therefore suppresses three-spin correlations (see chapter 
2.3.6). The obtained form factor showed fewer deviations from the form factor of  
6-1x compared to the form factor obtained with full pumping power, indicating that 
the slight deviations observed using the full power pump pulses were indeed caused 
by three-spin correlations. Additionally, MSE have been simulated using the 
equations given in chapter 2.3.6 and the geometrical factors () given by PeldorFit 
for 6-1x to obtain theoretical form factors for 6-1x, 6-1b, and the hypothetical, pure  
6-1a. The simulated time traces showed modulation depths matching the 
experimental ones. Additionally, the three-spin correlation function was found to only 
slightly distort the form factors. The deviations in these theoretical form factors 
occurred at the same positions where deviations between the form factors have been 
observed experimentally. This showed that MSE did indeed occur in the orientation 
selective PELDOR measurements and also supported the analysis of the chemical 
composition of 6-1x. The copper nitroxide distance was also measured using RIDME 
for both systems. RIDME was shown to suppress orientation selection and yielded 
distance distributions with only a single peak at the correct distance of 2.53 nm. It 
was found that RIDME is more sensitive and suppresses MSE. Finally, the 
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occurrence of axial g-tensors was investigated by acidifying samples of  
6-1x and 6-1b. This was found to have the same effect on the EPR parameters 
observed previously on 5-1 using solvent systems consisting of either pure DMSO or 
mixtures of DMSO and CDCl3. In such systems, it was no longer possible to measure 
an internitroxide distance using PELDOR, as only unmodulated time traces could be 
obtained. This suggested that one of the ligands is replaced by solvent molecules in 
acidified solvent systems. Analysis of the modulation depths of PELDOR and RIDME 
measurements aimed at the copper nitroxide distance further validated this 
interpretation. Additionally, the PELDOR time traces obtained in acidified samples 
have been simulated using PeldorFit. The obtained geometrical parameters allowed 
suggesting a square-pyramidal coordination geometry for the copper-terpyridine 
solvent complexes. 
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Introduction and Summary of Results 
The investigation of the manganese(II) complex [Mn(4-1)2](PF6)2 (= 7-1, the 
manganese(II) analogue of [Cu(4-1)2](PF6)2 (6-1b) discussed in the previous chapter) 
represents the final chapter dealing with EPR distance measurements involving 
metal ions. A high-spin 6A1 ground state is expected for the manganese ion, which 
leads to the occurrence of ZFS interactions. It has been shown that ZFS occurs in 
bis(terpyridine) manganese(II) complexes despite the symmetric ground state. The 
reasons for the occurrence of ZFS are slight deviations from the ideal, high 
symmetry. These deviations reinstall the SOC contribution to the ZFS as well as a 
considerable contribution from spin-spin interaction to the ZFS.109–112,233 The ZFS 
interactions broaden the spectrum, as electron spin transitions from the different Ms 
states occur at different resonance fields.56,65 Additionally, transitions with |Ms| > 1 
can occur. The ZFS tensor ?̿? reacts very sensitively even to slight geometric changes 
around the spin center.233 Hence, varying degrees of deviation from the ideal 
coordination sphere around the manganese ion in 7-1b (as observed for its copper(II) 
analogue 6-1b) would lead to further broadening by the occurrence of ?̿?  strain 
effects. The occurrence of ZFS opens up further relaxation pathways and thus 
enhances the relaxation of the manganese centered spins.123,234–236 Finally, the 
absorption lines in high-spin complexes are broadened by 2nd order mixing of 
different spin states if the high field condition is not met.67 Then, the magnetic 
quantum numbers ms are no longer good quantum numbers. It is therefore expected, 
that measurements at higher MW frequency should yield results which are more 
readily analyzed. In contrast, for the copper complexes discussed in chapter 6, the 
higher MW frequency led to increased spectral widths owed to the large g-anisotropy 
of the copper center in 6-1a and 6-1b. For 7-1b, the 6A1 ground state is expected to 
result in nearly isotropic g- and A-values,233,237 which should drastically reduce 
orientation selection effects. As the geometries of 6-1b and 7-1 are very similar, 
multi-spin effects should behave completely analogous to those observed for 6-1b. 
Furthermore, the close similarity between 6-1b and 7-1 allows analyzing the 
spectroscopic data easily, as striking spectroscopic differences could be attributed to 
the ZFS. The main results of the investigation presented in appendix E are briefly 
summarized here. One of the striking differences between 6-1b and 7-1 is the 
necessity to measure at Q-band MW frequency to obtain a manganese(II) signal. 
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This signal could be fitted using a D value of 1.5 GHz in addition to isotropic g- and 
A-values of 2.004 and 250 MHz, respectively. It was possible to measure the 
manganese-nitroxide distance both with PELDOR and with RIDME. The PELDOR 
time traces measured at two observer positions did not show signs of strong 
orientation selection and could be analyzed with DeerAnalysis to yield distance 
distributions dominated by one peak at 2.68 nm. This distance corresponds to the 
expected manganese-nitroxide distance. A strong influence of interstate mixing for 
the manganese spin on the PELDOR time traces could not be observed, as this 
would supposedly lead to broad distance distributions. The intense main peak was 
accompanied by low intensity artifact peaks, especially for the case of a frequency 
offset of obs - pump = 90 MHz. Repeating the PELDOR measurement using reduced 
pump power led to fewer artifact peaks, suggesting that MSE are one source for the 
artifact peaks. Measuring the manganese-nitroxide separation with RIDME to further 
suppress MSE and orientation selection yielded time traces which could be 
converted to distance distributions without those weak artifact peaks observed in 
PELDOR. However, strong artifact peaks caused by higher harmonics of the dipolar 
coupling frequency could be observed. These higher harmonics were attributed to 
|Ms| = 2 and |Ms| = 3 transitions of the manganese spin during the interval T of the 
RIDME sequence. In addition to the metal-nitroxide distance, the nitroxide-nitroxide 
distance was measured using PELDOR. The resulting time traces were modulated by 
two dipolar frequencies corresponding to the nitroxide-nitroxide interaction and to the 
nitroxide-manganese interaction. This was caused by simultaneous pumping of the 
manganese spin when attempting to pump the nitroxide since the spectra of both 
spin centers are superimposed over the whole width of the nitroxide spectrum. 
Finally, the the chemical behaviour of 7-1 was investigated. Comparison of the 
modulation depths of the different PELDOR time traces allowed estimating that ~30% 
of the ligands in 7-1 have been replaced by solvent molecules. 
 
 
 
 
 
 
68 
 
 
 
 
Part III. 
 
Characterization of [Si2]-Radicals and 
Titanocene Complexes Using Electron 
Paramagnetic Resonance 
 
 
 
 
 
 
 
 
 
 
 
 
69 
 
8. One-Electron Oxidation of a Disilicon(0) Compound: An 
Experimental and Theoretical Study of NHC-trapped [Si2]
+
  
Marius I. Arz, i  Martin Straßmann,i Andreas Meyer, ii  Gregor Schnakenburg,i Olav 
Schiemann,ii and Alexander C. Filippoui 
 
 
Received 5th June 2015, published online 5th August 2015. 
 
Reprinted with permission from 
M. I. Arz, M. Straßmann, A. Meyer, G. Schnakenburg, O. Schiemann, and A. C. 
Filippou, Chemistry - A European Journal 2015, 21, 12509 - 12516. 
Copyright ©2015, WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. 
 
Own contributions to the manuscript 
 Conducting the EPR measurements. 
 Interpretation of the EPR spectra. 
 Writing parts of the manuscript. 
 
The reprint of the publication can be found in appendix F. 
 
 
 
 
 
                                                          
i  Institut für Anorganische Chemie, Universität Bonn, Gerhard-Domagk-Straße 1, 53121 Bonn, 
Germany. 
ii Institut für Physikalische und Theoretische Chemie, Universität Bonn, Wegelerstr. 12, 53115 Bonn, 
Germany. 
 
 
70 
 
Introduction and Summary of Results 
The first chapter of the 3rd part of this thesis is the investigation of an N-heterocyclic 
carbene (NHC) substituted disilicon radical cation [Si2(Idipp)2]
+. 8-1+. (Idipp = 1,3-
bis(2,6-diisopropylphenyl)imidazole-2-ylidene), which was synthesized by M. Arz in 
the group of Prof. Filippou and might be a model for the unsubstituted disilicon cation 
[Si2]
+. 8-1+. is obtained by electrochemical or chemical one-electron oxidation of the 
neutral disilicon(0) precursor Si2(Idipp)2 8-1. In accordance with its symmetric 
substitution pattern, 8-1 is a symmetric molecule as evidenced by X-ray 
crystallography and NMR spectroscopy.238 Its oxidation product 8-1+. on the other 
hand surprisingly shows only C1 symmetry instead of Ci or C2 symmetry in its crystal 
structure. This is reflected in the inequivalent pair of Si-CNHC bond lengths amounting 
to 1.899 and 1.910 Å, respectively, or even more clearly in the inequivalent pair of  
Si-Si-CNHC bond angles of 109.9 and 101.9°. In the crystal structure, deviations from 
the ideal symmetry may be explained by packing effects.239,240 However, such 
packing effects cannot be easily quantified or even verified. Comparison with 
structure of related compounds provides further information on possible molecular 
structures for 8-1+.. An analogous reduction of symmetry upon oxidation was 
observed in the case of the digermyne dianion [Ge2R2]
2- (R= aryl substituent) leading 
to [Ge2R2]
-., which are isolobal Ge analogues of 8-1 and 8-1+., respectively.241,242 The 
diphosphorus radical cation [P2(Idipp)2]
+. shows a molecular structure similar to that 
of 8-1+.. There, the two phosphorus atoms are clearly inequivalent with P-CNHC bond 
lengths of 1.795 and 1.810 Å and P-P-CNHC bond angles of 102.7 and 96.7°. 
Contrastingly, equivalent phosphorus atoms are observed in [P2(caac)2]
+. (caac = 
cyclic alkyl(amino)carbene, equivalent P-CNHC bond lengths of 1.799 Å with P-P-CNHC 
bond angles of 101.8° and equivalent P-CNHC bond lengths of 1.776 Å with P-P-CNHC 
bond angles of 102.2° for the two independent cations in the asymmetric unit) in their 
crystalline state reported by Back et al.243 Very slight differences between the two 
silicon atoms have been observed in a silylsubstituted disilyne radical anion [Si2R2]
-. 
(R = silyl substituent), which is isolobal to 8-1+, by Kinjo et al. (differences in the 
SiSilyne-SiSilyl bond lengths and the SiSilyne-SiSilyne-SiSilyl bond angles of 0.01 Å and 1°, 
respectively).244 The cited studies present four similar molecules with either 
symmetrical ([P2(caac)2]
+.), slightly distorted ([Si2R2]
-.) or heavily distorted ([Ge2R2]
-. 
and [P2(Idipp)2]
+.) structures. Therefore, it is not clear why packing effects should lead 
to lower symmetries in some cases but in others not. Noteworthy, DFT calculations 
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on 8-1+. predicted a C1 symmetrical structure as global minimum, in accordance with 
the observations from the crystal structure. It is also known, albeit not always 
appreciated,i that every polyatomic system is subject to the PJT effects (see also 
chapter 5).245 Therefore, it is actually not surprising to find low symmetry structures. 
The variety of structures observed experimentally in related compounds and the 
theoretical framework of the PJT effects justify a more detailed investigation of the 
structure, while assigning the observed low symmetry structure to packing effects 
only occurring in the crystal would have been superficial. EPR spectroscopy with its 
high sensitivity to structural changes in spin centers (see chapter 1 and 2) allowed 
investigating the structure of 8-1+. in liquid and frozen solution. The spectroscopic 
study presented in appendix F is summed up briefly. In liquid solution, EPR 
spectroscopy was used to observe the satellite signals caused by 29Si nuclei in their 
natural abundance. In these liquid samples, both silicon atoms were observed to be 
equivalent on the time scale of the measurement down to the freezing point of the 
solvent diethylether (-116 °C). The main signal caused primarily by the 28Si28Si 
isotopomerii was centered at an isotropic g-value of 1.9979 and was flanked by two 
satellite lines on both sides with a field separation of ~1.5 mT. The intensity of these 
satellite lines amounted to approximately 10% of the main signal. The occurrence of 
just one doublet with this relative intensity suggested that the satellites are caused by 
two equal isotopomers 28Si29Si and 29Si28Si. If those isotopomers were inequal one 
would expect to observe two distinct doublets each with only approximately 5% 
intensity. Additionally, the main signal was flanked at both sides by a further set of 
satellite lines caused by the 29Si29Si isotopomer at separations of ~3 mT to the 
28Si28Si signal with an intensity of approximately 0.2%. This separation is supposed 
to amount to the sum of the coupling constants to each silicon nucleus in the disilicon 
radical. The observed separation is twice the value observed for the first set of 
satellite lines. This was taken further indication of the equality of both silicon atoms in 
liquid solution. A similar analysis of the satellites in frozen solutions at 50 K indicated 
that the silicon atoms are inequivalent and have hyperfine coupling cosntants which 
                                                          
i
 While many concepts to predict molecular structrues are taught (like hybridization, the VSEPR model, 
steric hindrance, Walsh diagrams etc...), it is rarely mentioned that these are manifestations of the PJT 
effect.
245
 
ii
 Approximately 10% of this peak's intensity is caused by isotopomers in which one or both 
28
Si 
nuclides are replaced by 
30
Si nuclides. These nuclides cannot be distinguished by EPR spectroscopy. 
For brevity, only 
28
Si is written in the introductory texts of chapters 8 and 9 when actually both nuclides 
28
Si and 
30
Si are meant. 
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differ by ~45 MHz. Thus, it was necessary to differentiate 28Si29Si and 29Si28Si, i.e. to 
label the Si nuclei with either A or B subscripts. Such a labelling is in agreement with 
the structure obtained using X-ray crystallography. Furthermore, DFT calculations 
also suggested inequivalent Si nuclei in the equilibrium structure of the disilicon 
radical. These results could be harmonized using DFT calculations and Eyring's 
transition state theory. Using DFT, a low energy pathway which allows 
interconversion of the isotopomers with an activation energy of ~6 kJ/mol could be 
found. The interconversion of isotopomers can be symbolized by the reaction 
29SiA
28SiB → 
29SiB
28SiA. Using Eyring's theory, it could be shown that the satellites 
owed to 29SiA
28SiB and 
29SiB
28SiA would still coalesce even at the freezing point of the 
solvent. Thus, the experimental und theoretical data suggest the apparent 
equivalence of the two silicon nuclei in the liquid state is caused by dynamic 
interconversion of isomers involving, according to DFT calculations, a combined 
bending and torsion of the NHC substituents. 
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Introduction and Summary of Results 
The reactions of Si2(Idipp)2 (8-1) with small electrophilic reagents were investigated 
after the synthesis and investigation of 8-1 and 8-1+..246 Using [H(OEt2)2][B(Ar
F)4] (Ar
F 
= C6H3-3,5-(CF3)2), it was possible to obtain [HSi2(Idipp)2]
+ (9-1H+), which could be 
reduced by KC8 leading to the neutral radical [HSi2(Idipp)2]
. (9-1H.). For 9-1H+, rapid 
1,2-H-migration was observed using NMR spectroscopy at ambient temperature 
whereas crystallography showed localization of the hydrogen atom on a single silicon 
atom. Further hydrogen rearrangement reactions are known from other fields of 
chemistry (see chapter 10 for another example). For 9-1H. on the other hand, the 
crystal structure showed a symmetrical structure with half occupancy of the hydrogen 
sites. Owed to the low temporal resolution of standard X-ray crystallography (see 
also chapter 5), this observation can either be explained by statistical disorder in the 
crystal or by a dynamic migration of the hydrogen atom. Solid state infrared 
spectroscopy revealed a Si-H vibrational wavenumber of 2089 cm-1, indicative of 
terminally coordinated H atoms in the solid state structure. To investigate whether or 
not the hydrogen nucleus migrates in solution, variable temperature cw EPR 
spectroscopy in liquid solution was used. In liquid solution, the NHC nitrogen and 
silicon hyperfine coupling constants give rise to distinct coupling patterns depending 
on the equivalence or inequivalence of the silicon atoms and the nitrogen nuclei of 
the NHC ligands. Accounting for 1,2-H-migration and an eventual rotation of the NHC 
ligands gives rise to the situations summarized in Figure 9.1. Using liquid solutions of 
9-1H. in hexane, cw EPR spectroscopy experiments were conducted at various 
temperatures. At room temperature, a multi-line signal centered at an isotropic  
g-value of 2.0056 could be observed. Its HFC structure could be simulated by 
assuming coupling to two pairs of equivalent nitrogen nuclei in the NHC substituents 
with isotropic coupling constants of aiso(
14NA) = 6.9 MHz and aiso(
14NB) = 2.8 MHz, 
respectively,  and one hydrogen nucleus with an isotropic coupling constant of 
aiso(
1H) = 17.1 MHz. The presence of two pairs of equivalent nitrogen nuclei requires 
the occurrence of one of two dynamic processes, namely either rotation of the 
carbene substituents or migration of the H atom (Figure 9.1). By repeating the cw 
EPR measurements in a temperature range of 183 - 336 K, it was attempted to 
freeze out the active process at low temperatures or to activate the inactive process 
at high temperatures. Activation or deactivation of one of these processes was 
assumed to lead to a different HFC pattern. However, no change of the multi-line 
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pattern was observed in this temperature range and it was concluded that the active 
process has very low activation barriers while the inactive process is kinetically 
hindered. H atom migration is known to proceed even at low temperatures (see also 
chapter 10). Furthermore, H atom migration can even proceed in the presence of 
high activation barriers via atom tunneling.247 Therefore, the H atom migration 
process seems to be more plausible using qualitative arguments. To address which 
process is active, the 29Si hyperfine lines observed in EPR spectroscopy have been 
analyzed. The analysis of the EPR data was supported by DFT calculations. The 
calculations suggested stable structures if the H atom is bound terminally to one of 
the two silicon nuclei. Neither a stable minimum structure nor a transition state with a 
bridging H atom could be found in these calculations. In the stable structures, the 
spin density is four times higher on the two-coordinated silicon nucleus Si2 than on 
the hydrogen bearing silicon atom Si1. Using this information, the EPR spectum was 
fitted using 29Si HFC coupling constants of aiso(Si2) = 48.6 MHz and aiso(Si1) = 12.2 
MHz, assuming eq. (2-17) to be valid. These values reproduced the observed 
satellite lines nicely. Therefore, the EPR spectroscopic observations agree with the 
structures obtained by the DFT calculations. If the H atom is indeed localized on a 
single silicon nucleus one must assume rotation of the carbene substituents as cause 
for the pairwise equivalence of the carbene-nitrogen nuclei. 
 
Figure 9.1. Different possible dynamics for 9-1H. (R = 2,6-iPr-Ph) and the 
consequences on the hyperfine splitting pattern. The EPR spectrum is further split by 
hyperfine coupling to the hydrogen nucleus (see below). 
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Introduction and Summary of Results 
The final chapter of this thesis is devoted to the investigation of epoxide 
hydrosilylation reactions catalyzed by reactive titanocene(III) species which are 
formed in situ. In the catalytic cycle, titanocene(III) hydrides are generated by 
reaction of different titanocene precursors with silanes.248 Then, the catalytic reaction 
is believed to proceed in three essential steps. First, the titanocene hydride opens 
the epoxides by one electron reduction of one C-O bond resulting in a transient, 
carbon centered -titanocene(IV)oxy-radical. Subsequently, an intramolecular 
hydrogen atom transfer (HAT) from the titanocene(IV) residue to the unsaturated 
carbon radical center takes place giving rise to a titanocene(III)alkoxide complex. The 
final step of the catalytic cycle is a -bond metathesis of the titanocene(III)alkoxide 
and the silane, yielding the initial titanocene(III)hydride complex and the silylated 
alcohol. Thus, in each of these essential catalytic steps the occurrence of a 
paramagnetic species is expected. It is obvious that these species need to be 
observed under conditions which resemble the conditions of the actual reaction to 
obtain relevant results. Moreover, the species proposed to occur in the essential 
steps should be easily discernible by EPR spectroscopy owed to their expected g-
values [carbon centered radicals vs titanocene(III) complexes, see chapter 2.1.1 and 
eq. (2-7)] and hyperfine splittings (titanocenehydride vs titanocenealkoxide species). 
Aside from information about the immediate atomic environment of the unpaired 
electron it is also possible to obtain information about their more distant surroundings 
using hyperfine resolving spectroscopic techniques like ENDOR (chapter 2.3.4).249,250 
This is of great importance, as previous EPR spectroscopic studies on titanocenes 
indicated a complex chemical behavior of these complexes including 
dimeriziation,251–254 occurrence of multiple species during catalysis, some of which 
are inactive resting states,255 and agostic interactions with supposedly innocent 
ligands.256–258 This rich chemistry requires a more detailed analysis than the sole 
determination of the type of atom which carries the spin density and of its immediate 
neighbors. Finally, titanocenesilyl complexes have been reported which are another 
possible transient species occurring during the catalytic cycle.259–261 Although not 
reported in any of the cited work, these should be discernible by identifying the 29Si 
satellites in cw EPR spectroscopy. Thus, EPR spectroscopy is well suited to 
investigate the catalytic hydrosilylation reaction, as it allows investigating the actual 
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reaction mixtures, meaning all reagents dissolved in the solvent which also used 
during synthesis. Furthermore, it is also possible to take snapshots at different stages 
of the catalytic cycle by rapid freezing of the reaction mixtures. In appendix H, the 
identification of two reactive titanocenehydrides as well as the observation of a 
titanocenealkoxide species representing a resting state of the catalytic cycle are 
described in detail while a brief summary follows here. To observe titanocene hydride 
species with the ability of transferring H atoms, the catalyst precursor titanocene-
dichloride was mixed with allyl Grignard reagents and, in a second step, with 
phenylsilane. In the absence of substrates this yields solutions of titanocenehydride 
species which were transferred to EPR sample tubes and subjected to room 
temperature cw EPR spectroscopy at X-band MW frequency. The resulting spectra 
were dominated by two signals with clearly resolved pentet and triplet HFC patterns 
and isotropic coupling constants of 8.75 and 20.5 MHz, respectively. The two signals 
were observed to be centered at isotropic g-values of 1.9970 (pentet) and 1.9929 
(triplet). The HFC structure and the g-values could be confirmed at Q-band MW 
frequency. Using deuterated silane during preparation of the catalysts led to signals 
centered at the same isotropic g-values without resolved HFC structure. This allowed 
attributing the observed hyperfine structures to coupling to hydrogen nuclei and 
identifying the silane as the source of the hydrogen nuclei. Comparison with the data 
of previously reported compounds allowed assigining the triplet signal to a 
titanocene(III)-(-H)2-magnesiumbromide complex. The pentet was assigned to the 
adduct of titanocene(III)hydride and phenylsilane which was predicted to be a stable 
compound by DFT calculations. After addition of the epoxide, titanocene(III)hydride 
species could no longer be observed EPR spectroscopically. Kinetic investigations 
suggested the formation of titanocene(III) ligated by one epoxide ligand and one 
alkoxide ligand as resting state of the reaction. The alkoxide ligand is formed after 
one electron reduction and ring opening of the epoxide followed by H atom transfer. 
To validate this analysis, ENDOR spectroscopy was used to study frozen samples of 
the reaction mixtures. These mixtures have been prepared using either non-
deuterated reagents, deuterated silane with protonated epoxide, protonated silane 
with deuterated epoxide, or deuterated silane with deuterated epoxide 
simultaneously. For each deuteration process fewer proton resonances could be 
recorded using Davies ENDOR.  Instead, deuteron resonances could be observed 
with Mims ENDOR in the samples prepared with deuterated reagents. These 
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deuteron resonances must stem from deuterated ligands. The detailed analysis of 
the observations indicated the presence of an alkoxide ligand in the osberved 
titanocene species and agrees with the proposed resting state structure, albeit it was 
not possible to obtain evidence whether or not an additional epoxide ligand was 
bound. However, DFT calculations predict an exergonic formation of the proposed 
titanocene(III)alkoxide-epoxide compound starting from titanocene(III)alkoxide. This 
complex is predicted to be more stable than the corresponding titanocene(III)hydride-
epoxide complex. Therefore, DFT calculations lend further support for the proposed 
resting state structure. 
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11. Final Summary, Conclusions, and Outlook 
Part II of this thesis presented the synthesis and characterization of metal nitroxide 
model systems for EPR distance measurements. These model systems have been 
prepared by ligating metal centers with nitroxide substituted terpyridine ligands. The 
ligands have been synthesized using a modular approach which allows access to 
various related ligand systems having different nitroxide-terpyridine separations. 
Ligand 3-1 provides a distance of ~16 Å but was not used to prepare model 
complexes in this work, as the presence exchange interactions between the metal 
and the nitroxide spin center is expected. Future studies might include exchange 
coupled spin pairs for EPR-based distance determinations.  
Ligand 4-1 provides an interspin separation of ~26 Å when bound to a metal ion. 
Using 4-1, it was possible to synthesize nitroxide-substituted terpyridine metal 
complexes using either copper(II) or manganese(II) ions. Moreover, the unsubstituted 
copper complex was synthesized as tetraphenylborate [Cu(tpy)2](BPh4)2 5-1 to study 
the chemical behavior and the EPR parameters of copper bis(terpyridine) complexes. 
Single crystal studies using X-ray diffraction, EPR and UV/Vis spectroscopy on 5-1 
demonstrated the high plasticity of the first coordination sphere in copper(II) 
bis(terpyridine) complexes. It was possible to relate the observed geometries to the 
occurrence of either static or dynamic PJT effects, depending on the temperature. 
Furthermore, using AOM calculations it was possible to relate the observed principal 
values of ?̿? with the observed Cu-N bond lengths and to obtain the orientation of the 
principal axes of ?̿? within the molecular coordinate system.  
The results obtained on 5-1 were used to aid interpreting the distance measurements 
on the copper complexes of 4-1, namely the homoleptic complex 6-1b  
(=[Cu(4-1)2](PF6)2) and the mixed spin system 6-1x, which has the average 
composition [Cu(tpy)(4-1)](PF6)2. In 6-1x and 6-1b, distance measurements have 
been conducted using the PELDOR and the RIDME sequence. Strong orientation 
selection has been observed in the PELDOR time traces. It was possible to account 
for the orientation selectivity and to obtain geometrical parameters with PeldorFit. 
The geometrical fitting parameters are in accordance with available X-ray data on  
6-1b and the results obtained previously on 5-1. It was also shown, that multi-spin 
effects (MSE) occur in the orientation selective PELDOR time traces for both  
6-1x and 6-1b. The MSE have been analyzed in detail experimentally by employing a 
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power-scaling approach and theoretically by subsequent addition of MSE to the 
simulated PeldorFit time traces. Thus, the first quantitative account of MSE in a 
system in which orientation selection occurs was given, albeit the results are only 
valid for the special case of a linear three-spin system in which only the outer two 
spins are pumped. Nonetheless, the used model can be extended to be suited for 
non-linear spin systems as well and subsequently included into PeldorFit, which 
might be pursued in future work. It was also shown, that the RIDME sequence 
(observing the RSE) provides higher sensitivity and suppresses orientation selectivity 
as well as MSE. Such suppression effects are especially valuable in the case of 
broad distance distributions which can be encountered in biological macromolecules. 
For the manganese bis-nitroxide compound 7-1, the same set of experiments as for 
its copper analogue 6-1b have been conducted. The manganese(II) ion was found to 
be in an S = 5/2 high spin state giving rise to ZFS with a D value of 1.5 GHz. Using 
PELDOR, no strong orientation selection was apparent and the time traces could be 
analyzed with DeerAnalysis to yield a correct distance distribution with a narrow 
intense peak centered at 2.68 nm. The good agreement between experimental and 
expected distance indicated that the ZFS of the manganese center did not strongly 
affect the observed dipolar coupling frequency due to mixing of the manganese spin 
states. The RIDME experiment was once again found to be more sensitive than 
PELDOR. In the study on 7-1, both the RVE and the RSE have been used for 
observation. Intense artifact peaks at 81% (RVE and RSE) and 71% (RSE) of the 
expected interspin distance could be observed. These artifact peaks are caused by 
higher harmonics of the dipolar coupling frequency owed to the occurrence of  
Ms = 2 and Ms = 3 spin transitions of the manganese spins. Comparing the RSE 
and the RVE, it was found that the RVE provides better sensitivity, fewer artifact 
peaks, and a lower degree of modulation damping. The studies on manganese spin 
centers will be helpful in future studies, where manganese ions are planned to be 
used as spin probes in ribozymes.  
Taken together, the studies on 6-1x, 6-1b, and 7-1 demonstrate which challenges 
are encountered when using metal centered spins in EPR distance measurements. 
The most important insight concerns the occurrence of artifact peaks in distance 
distributions, their relative intensity compared to the non-artifact peaks, and how to 
avoid the artifacts. Especially in the case of broad distance distributions, i.e. heavily 
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damped time traces, this is valuable knowledge when trying to analyze PELDOR or 
RIDME data. Furthermore, two different pulse sequences (PELDOR and RIDME) 
have been employed in the investigation of each spin system. The two experiments 
were found to be applicable in each case and to complement each other. This allows 
to confirm (or falsify) the results derived from one EPR experiment by comparison 
with the other experiment. 
The electronic and geometric structures of disilicon radicals and the identification of 
reactive titanocene(III) species were described in part III of this thesis. The samples 
were prepared by PhD students from working groups of the different departments of 
the chemistry facility of Bonn.  
In chapter 8, the disilicon radical cation 8-1+. was investigated. The symmetrical 
substitution pattern of 8-1+. suggests the occurrence of a C2 rotation axis or of an 
inversion center. Surprisingly, X-ray crystallography and DFT calculations suggested 
the absence of these symmetry elements. Therefore, frozen solutions of 8-1+. have 
been subjected to cw EPR spectroscopy. In these experiments, the detailed analysis 
of the satellite lines caused by natural abundance 29Si confirmed the absence of a C2 
axis or an inversion center in 8-1+.. Repeating the cw EPR experiment in the liquid 
state and analysis of the satellite lines indicated the equivalence of the silicon nuclei 
in 8-1+. at elevated temperature. The apparent contradiction between frozen and 
liquid solutions could be resolved by identifying a low energy transition state using 
DFT calculations which allows rapid interconversion between isomers.  
A similar question of symmetry arose for the hydrogen atom substitued disilicon 
radical 9-1H.. There, room temperature cw EPR spectrum indicated the presence of 
two pairs of equivalent nitrogen nuclei in the NHC substituents. This finding could be 
explained by rapid rotation of the NHC substituents around the Si-CNHC bonds in a 
radical where the hydrogen atom is located terminally on one the two silicon atoms. 
An alternative explanation would be the occurrence of 1,2-H-migration. DFT results 
favor the former interpretation. Additionally, the analysis of 29Si satellite lines agrees 
with this interpretation.  
In the last chapter, titanocene(III) complexes generated in the course of a catalytic 
epoxide hydrosilylation have been investigated. Using room temperature cw EPR 
spectroscopy at different MW frequencies combined with modified preparation routes 
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employing deuterated silanes allowed identifcation of two different titanocene(III)-
hydride species. One of these species is a titanocene(III)-(µ-H)2-Mg bromide species, 
which has been described before. The other species is the formal adduct of 
titanocene(III)hydride and phenylsilane. This species could be proposed with the help 
of DFT calculations. Using Davies and Mims ENDOR to detect proton and deuteron 
resonances, respectively, it was possible to investigate the resting state of the 
catalytic cycle and allowed identifying one of the titanocene(III) ligands as an 
alkoxide ligand. Kinetic studies and DFT calculations suggest that an epoxide 
molecule binds as another ligand. However, EPR spectroscopy could not prove the 
presence of an additional epoxide ligand. 
The three conducted studies showed the potential of EPR spectroscopy to elucidate 
the electronic and geometrical structures of paramagnetic species. Even though 
large bodies of the results have been achieved using the simplest EPR experiment, 
namely X-band cw EPR spectroscopy, it was almost always necessary to combine 
the spectroscopic results with results of DFT calculations to draw definite 
conclusions. In the case of the silicon radicals, EPR spectroscopy led to a deeper 
understanding of the structure of the compounds and also allowed investigating the 
dynamics of the radicals in solution. The studies on the epoxide hydrosilylation 
reaction allowed identification of different titanocene species occurring during 
catalysis. This would not have been possible by the kinetic study, which was the 
basis for the proposed mechanism, alone. The study also showed that pulsed 
ENDOR spectroscopy can provide information regarding atoms outside the first 
coordination sphere of transition metal complexes. Further DFT studies are being 
conducted to achieve a more detailed analysis of the ENDOR spectra. This will 
possibly allow deriving further evidence for the proposed identity of the resting state 
species. 
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The terpyridine group of the title compound, C31H27N4O, assumes an all-
transoid conformation and is essentially planar with the dihedral angles between
the mean planes of the central pyridine and the two outer rings amounting to
3.87 (5) and 1.98 (5). The pyrroline-N-oxyl group commonly seen in such
nitroxyls is found in the title structure and the mean plane of the pyrroline ring
subtends a dihedral angle of 88.44 (7) to the mean plane of the central pyridine
ring. The intramolecular separation between the nitrogen atom of the central
pyridine unit of the terpyridine group and the nitroxyl group is 14.120 (2) A˚. In
the crystal, the molecules are arranged in layers stacked along [001]. Slipped
face-to-face – interactions between the pyridine rings are observed along this
direction with the shortest centroid–centroid distances amounting to 3.700 (1)
and 3.781 (1) A˚. Furthermore, edge-on C—H   interactions between the
phenylene rings of neighbouring molecules are observed along this direction. A
two-dimensional C—H  O hydrogen-bonded network is formed within the
(010) plane. The shortest O  O separation between neighbouring molecules is
5.412 (3) A˚.
1. Chemical context
The title compound, (1), was synthesized as a ligand for 3d
metal ions as part of a pulsed EPR study on metal–nitroxyl
model systems. The molecule contains a paramagnetic nitroxyl
group and a terpyridine group. Nitroxyls have been the subject
of magnetic studies in which exchange interactions have been
detected (see, for example, Rajca et al., 2006; Fritscher et al.,
2002). Furthermore, nitroxyls are used as spin labels for
structural investigations of biological macromolecules
(Reginsson & Schiemann, 2011). The structures of terpyr-
idines have been investigated by Fallahpour et al. (1999),
Eryazici et al. (2006), Bessel et al. (1992) and Grave et al.
(2003) to name a few examples. The terpyridine moiety is
known to form complexes with various metals. Numerous
studies on metal complexes of terpyridine have been
conducted, examples include those by Hogg & Wilkins (1962),
Constable et al. (1999), Narr et al. (2002) and Folgado et al.
(1990).
ISSN 2056-9890
2. Structural commentary
The structure of the title compound (1) is shown in Fig. 1. The
terpyridine group of (1) assumes an all-transoid conformation
and is essentially planar with angles between the mean planes
of the central pyridine (N1, C1–C5, r.m.s deviation from the
mean plane = 0.006 A˚) and the two outer rings amounting to
3.87 (5) (N4, C27–C31, r.m.s. deviation from the mean plane
= 0.003 A˚) and 1.98 (5) (N2, C6–C10, r.m.s deviation from the
mean plane = 0.006 A˚), respectively. The pyrroline-N-oxyl
unit commonly found for such nitroxyls is seen in the structure
and its mean plane (N3, C19–C22, r.m.s deviation from the
mean plane = 0.006 A˚) subtends a dihedral angle of 88.44 (7)
to the mean plane of the central pyridine ring (for similar
structural motifs, see Margraf et al., 2009 and Schuetz et al.,
2010). The subunits are linked by a 4-ethinylenephenylene
group. The mean plane of the phenylene group (C11–C16,
r.m.s deviation from the mean plane < 0.001 A˚) is tilted with
respect to both the central pyridine ring [dihedral angle of
51.36 (5)] and the pyrroline-N-oxyl [dihedral angle of
37.62 (7)]. The angles C18—C17—C14 [177.35 (19)] and
C17—C18—C19 [175.64 (18)] are slightly lower than the 180
expected for a strictly linear shape of the molecular backbone.
Two short intramolecular hydrogen–nitrogen distances are
observed between the two meta-protons of the central pyri-
dine subunit and the nitrogen atoms of the external pyridine
rings (Table 1). Murguly et al. (1999) propose weak intra-
molecular hydrogen bonds for these atoms. The intra-
molecular separation between the terpyridine group and the
nitroxyl amounts to 14.120 (2) A˚ (measured between O1 and
N1).
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Figure 1
The molecular structure of the title compound with displacement ellipsoids drawn at the 50% probability level. H atoms have been omitted for clarity.
Figure 2
Crystal packing of the title compound viewed along the b axis. Weak C—H  O hydrogen bonds are shown as dashed lines
Table 1
Hydrogen-bond geometry (A˚, ).
Cg is the centroid of the C11–C16 ring.
D—H  A D—H H  A D  A D—H  A
C2—H2  N2 0.95 2.50 2.815 (2) 99
C4—H4  N4 0.95 2.46 2.778 (2) 100
C8—H8  O1i 0.95 2.59 3.529 (2) 170
C16—H16  Cgii 0.95 2.81 3.669 (2) 151
C22—H22  O1iii 0.95 2.55 3.485 (2) 170
Symmetry codes: (i) x  1; y; zþ 1; (ii) x;yþ 12; zþ 12; (iii) x; y; zþ 1.
3. Supramolecular features
The packing within the crystal structure is shown in Figs. 2–4.
The molecules are stacked in layers along [001] (Fig. 2.) The
oxygen atom of the nitroxyl group forms weak hydrogen
bonds to the protons of the para-C—H group and the pyrro-
line C—H group of neighbouring molecules (Table 1). These
hydrogen bonds span a two-dimensional network within the
(010) plane (Figs. 3 and 4). – interactions are observed
along [001] between the terpyridine subunits of neighbouring
molecules (Figs. 3 and 5). These terpyridine subunits are
arranged in a slipped face-to-face alignment (Janiak, 2000)
with the shortest intermolecular distances between the pyri-
dine rings amounting to 3.700 (1) A˚ (measured from the
centroid of N2, C6–C10 to the centroid of N4, C27–C31) and
3.781 (1) A˚ (centroid of N1, C1–C5 to the centroid of N4,
C27–C31, see Fig. 5). Furthermore, the phenylene rings of
neighbouring molecules show an edge-on C—H   inter-
action along the same axis (Table 1 and Fig. 5). The nitroxyl
groups are arranged in an alternating manner pointing in
opposite directions. The shortest oxygen–oxygen separation
between neighbouring molecules amounts to 5.412 (3) A˚. The
oxygen–oxygen distance is an important factor determining
the strength of through space exchange interactions of
nitroxyls (Rajca et al. 2006).
4. Database survey
The Cambridge Structural Database (CSD, Version 5.36;
Groom & Allen, 2014) has been queried to find other
terpyridine or 2,2,5,5-tetramethyl-N-oxyl-3-pyrroline deriva-
tives. The terpyridine query revealed 3473 entries in the CSD
872 Meyer et al.  C31H27N4O Acta Cryst. (2015). E71, 870–874
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Figure 3
Crystal packing of the title compound viewed along the c axis.
Figure 4
Crystal packing of the title compound viewed along the a axis.
Figure 5
Closest distances between pyridine rings and edge-on C—H   contact.
if metal complexes of terpyridine were included. For purely
organic terpyridine compounds, the number of hits was
reduced to 348. Only 33 results for 2,2,5,5-tetramethyl-N-oxyl-
3-pyrroline derivatives were found in the CSD. A combined
query for structures which include both terpyridine and
2,2,5,5-tetramethyl-N-oxyl-3-pyrroline derivatives did not
result in any hit. However, the authors are aware of at least
one published crystal structure of a compound which contains
both structural motifs (Ackermann et al., 2015).
5. Synthesis and crystallization
The title compound (1) is formed from 3-ethinyl-2,2,5,5-
tetramethyl-3-pyrroline-N-oxyl and 40-(4-bromophenyl)-
2,20:60,200-terpyridine using a Sonogashira–Hagihara cross-
coupling reaction, as shown in Fig. 6. 222 mg (0.57 mmol) of
40-(4-bromophenyl)-2,20:60,200-terpyridine, 100 mg (0.61 mmol)
of 3-ethinyl-2,2,5,5-tetramethyl-3-pyrroline-N-oxyl, 20 mg
(0.076 mmol) of PPh3 and 40 mg (0.035 mmol) of Pd(PPh3)4
were dissolved in 17 ml of i-Pr2NH and stirred at 313 K,
yielding a yellow solution which turned orange over the course
of 5 min. Additionally, an orange precipitate was formed
simultaneously. After 5.5 h, 2 ml of dimethylformamide were
added to the orange suspension. The stirring at 313 K was
continued for 16 h, after which time the solvents were
removed under reduced pressure. The orange residues were
suspended in a mixture of dichloromethane and cyclohexane
(1:2) and subsequently subjected to column chromatography
using aluminum oxide as stationary phase. A mixture of di-
chloromethane and cyclohexane was used as eluent. The
volumetric ratio of both solvents was changed stepwise during
the purification (from 1:8 to 8:1). The desired product was
obtained in a yellow fraction and could be isolated by
removing the eluents under reduced pressure (yield 80%).
The crystallization of (1) was achieved by slow evaporation of
a solution of (1) in a 1:1 mixture of acetonitrile and di-
chloromethane. 40-(4-Bromophenyl)-2,20:60,200-terpyridine was
purchased from TCI Europe. 3-Ethinyl-2,2,5,5-tetramethyl-3-
pyrroline-N-oxyl was synthesized as described by Schiemann
et al. (2007).
6. Refinement
Crystal data, data collection and structure refinement details
are summarized in Table 2. All H atoms were fixed geome-
trically and allowed to ride on their parent C atoms, with
0.98 A˚withUiso(H) = 1.5Ueq(C) for methyl H atoms and C—H
= 0.95 A˚ and Uiso(H) = 1.2Ueq(C) for all other H atoms.
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Computing details 
Data collection: DENZO and SCALEPACK (Otwinowski & Minor, 1997); cell refinement: SCALEPACK (Otwinowski & 
Minor, 1997); data reduction: DENZO and SCALEPACK (Otwinowski & Minor, 1997); program(s) used to solve 
structure: SHELXS97 (Sheldrick, 2008); program(s) used to refine structure: SHELXL97 (Sheldrick, 2015); molecular 
graphics: OLEX2 (Dolomanov et al., 2009); software used to prepare material for publication: OLEX2 (Dolomanov et 
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4′-{4-[(2,2,5,5-Tetramethyl-N-oxyl-3-pyrrolin-3-yl)ethynyl]phenyl}-2,2′:6′,2′′-terpyridine 
Crystal data 
C31H27N4O
Mr = 471.56
Monoclinic, P21/c
a = 18.5666 (8) Å
b = 20.2009 (9) Å
c = 6.7749 (2) Å
β = 92.743 (3)°
V = 2538.10 (17) Å3
Z = 4
F(000) = 996
Dx = 1.234 Mg m−3
Mo Kα radiation, λ = 0.71073 Å
Cell parameters from 9616 reflections
θ = 1.0–29.1°
µ = 0.08 mm−1
T = 123 K
Needle, clear yellow
0.34 × 0.12 × 0.08 mm
Data collection 
Nonius KappaCCD 
diffractometer
Radiation source: sealed tube
Graphite monochromator
Detector resolution: 8 pixels mm-1
fine slicing ω and φ scans
Absorption correction: multi-scan 
(Blessing, 1995)
Tmin = 0.883, Tmax = 1.078
35758 measured reflections
6691 independent reflections
3221 reflections with I > 2σ(I)
Rint = 0.118
θmax = 29.2°, θmin = 3.0°
h = −25→24
k = −24→27
l = −9→6
Refinement 
Refinement on F2
Least-squares matrix: full
R[F2 > 2σ(F2)] = 0.049
wR(F2) = 0.122
S = 0.89
6691 reflections
329 parameters
0 restraints
Hydrogen site location: inferred from 
neighbouring sites
H-atom parameters constrained
w = 1/[σ2(Fo2) + (0.052P)2] 
where P = (Fo2 + 2Fc2)/3
(Δ/σ)max < 0.001
Δρmax = 0.19 e Å−3
Δρmin = −0.23 e Å−3
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Special details 
Geometry. All e.s.d.'s (except the e.s.d. in the dihedral angle between two l.s. planes) are estimated using the full 
covariance matrix. The cell e.s.d.'s are taken into account individually in the estimation of e.s.d.'s in distances, angles and 
torsion angles; correlations between e.s.d.'s in cell parameters are only used when they are defined by crystal symmetry. 
An approximate (isotropic) treatment of cell e.s.d.'s is used for estimating e.s.d.'s involving l.s. planes.
Fractional atomic coordinates and isotropic or equivalent isotropic displacement parameters (Å2) 
x y z Uiso*/Ueq
O1 0.58556 (7) 0.39166 (8) 0.02921 (17) 0.0449 (4)
N1 −0.08706 (7) 0.29387 (7) 0.87301 (18) 0.0235 (3)
N2 −0.09424 (7) 0.47223 (8) 0.87295 (19) 0.0264 (4)
N3 0.55647 (8) 0.38695 (8) 0.1947 (2) 0.0332 (4)
N4 −0.01906 (7) 0.12743 (7) 0.83306 (19) 0.0262 (3)
C1 −0.06315 (9) 0.35653 (9) 0.8599 (2) 0.0221 (4)
C2 0.00840 (9) 0.37160 (9) 0.8258 (2) 0.0228 (4)
H2 0.0234 0.4164 0.8158 0.027*
C3 0.05751 (9) 0.32063 (9) 0.8067 (2) 0.0224 (4)
C4 0.03323 (9) 0.25616 (9) 0.8239 (2) 0.0236 (4)
H4 0.0658 0.2202 0.8149 0.028*
C5 −0.03946 (9) 0.24445 (9) 0.8545 (2) 0.0223 (4)
C6 −0.11788 (9) 0.40962 (9) 0.8820 (2) 0.0244 (4)
C7 −0.19006 (9) 0.39411 (9) 0.9094 (2) 0.0280 (4)
H7 −0.2054 0.3493 0.9130 0.034*
C8 −0.23880 (10) 0.44516 (10) 0.9310 (2) 0.0316 (5)
H8 −0.2882 0.4359 0.9494 0.038*
C9 −0.21466 (10) 0.50989 (10) 0.9254 (2) 0.0319 (5)
H9 −0.2467 0.5459 0.9426 0.038*
C10 −0.14220 (10) 0.52080 (9) 0.8941 (2) 0.0292 (4)
H10 −0.1258 0.5653 0.8872 0.035*
C11 0.13389 (9) 0.33241 (9) 0.7586 (2) 0.0228 (4)
C12 0.14938 (9) 0.37194 (9) 0.5973 (2) 0.0260 (4)
H12 0.1113 0.3937 0.5245 0.031*
C13 0.21936 (9) 0.37982 (9) 0.5426 (2) 0.0273 (4)
H13 0.2290 0.4069 0.4323 0.033*
C14 0.27657 (9) 0.34827 (9) 0.6476 (2) 0.0244 (4)
C15 0.26114 (9) 0.30872 (9) 0.8088 (2) 0.0273 (4)
H15 0.2992 0.2870 0.8818 0.033*
C16 0.19076 (9) 0.30096 (9) 0.8632 (2) 0.0273 (4)
H16 0.1810 0.2738 0.9733 0.033*
C17 0.34837 (10) 0.35565 (9) 0.5825 (2) 0.0275 (4)
C18 0.40740 (9) 0.36297 (9) 0.5209 (2) 0.0294 (4)
C19 0.47510 (9) 0.37261 (9) 0.4332 (2) 0.0267 (4)
C20 0.47826 (9) 0.37532 (10) 0.2098 (2) 0.0294 (4)
C21 0.59915 (9) 0.38953 (10) 0.3860 (2) 0.0305 (4)
C22 0.53960 (9) 0.38011 (10) 0.5256 (3) 0.0308 (4)
H22 0.5471 0.3796 0.6653 0.037*
C23 0.45763 (11) 0.30952 (11) 0.1131 (3) 0.0445 (6)
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H23A 0.4643 0.3122 −0.0293 0.067*
H23B 0.4070 0.2997 0.1357 0.067*
H23C 0.4883 0.2743 0.1706 0.067*
C24 0.43549 (11) 0.43246 (11) 0.1165 (3) 0.0444 (6)
H24A 0.4511 0.4741 0.1791 0.067*
H24B 0.3840 0.4257 0.1354 0.067*
H24C 0.4438 0.4344 −0.0252 0.067*
C25 0.63565 (10) 0.45658 (10) 0.4093 (3) 0.0374 (5)
H25A 0.6686 0.4631 0.3023 0.056*
H25B 0.6628 0.4584 0.5368 0.056*
H25C 0.5990 0.4915 0.4039 0.056*
C26 0.65362 (10) 0.33278 (11) 0.3968 (3) 0.0421 (5)
H26A 0.6280 0.2904 0.3849 0.063*
H26B 0.6812 0.3344 0.5236 0.063*
H26C 0.6866 0.3371 0.2887 0.063*
C27 −0.06712 (9) 0.17596 (9) 0.8639 (2) 0.0230 (4)
C28 −0.13860 (9) 0.16253 (9) 0.9022 (2) 0.0268 (4)
H28 −0.1714 0.1976 0.9238 0.032*
C29 −0.16099 (10) 0.09759 (9) 0.9083 (2) 0.0295 (4)
H29 −0.2095 0.0873 0.9348 0.035*
C30 −0.11244 (10) 0.04767 (9) 0.8756 (2) 0.0295 (4)
H30 −0.1268 0.0025 0.8789 0.035*
C31 −0.04244 (10) 0.06489 (9) 0.8381 (2) 0.0290 (4)
H31 −0.0091 0.0304 0.8145 0.035*
Atomic displacement parameters (Å2) 
U11 U22 U33 U12 U13 U23
O1 0.0353 (8) 0.0713 (12) 0.0294 (7) −0.0087 (7) 0.0138 (6) −0.0024 (7)
N1 0.0240 (8) 0.0271 (9) 0.0196 (7) 0.0008 (7) 0.0026 (6) −0.0010 (6)
N2 0.0257 (9) 0.0283 (10) 0.0253 (7) 0.0025 (7) 0.0029 (6) 0.0004 (6)
N3 0.0245 (9) 0.0507 (12) 0.0250 (8) −0.0073 (8) 0.0075 (6) −0.0021 (7)
N4 0.0273 (8) 0.0282 (10) 0.0231 (7) −0.0011 (7) 0.0018 (6) −0.0003 (6)
C1 0.0209 (10) 0.0277 (11) 0.0179 (8) −0.0020 (8) 0.0016 (6) 0.0002 (7)
C2 0.0224 (9) 0.0242 (10) 0.0219 (8) −0.0020 (8) 0.0033 (6) 0.0002 (7)
C3 0.0188 (9) 0.0301 (11) 0.0183 (8) −0.0022 (8) 0.0025 (6) 0.0000 (7)
C4 0.0218 (10) 0.0274 (11) 0.0221 (8) 0.0017 (8) 0.0043 (7) 0.0012 (7)
C5 0.0218 (9) 0.0284 (11) 0.0171 (7) −0.0018 (8) 0.0032 (6) 0.0008 (7)
C6 0.0234 (10) 0.0314 (11) 0.0187 (8) 0.0007 (8) 0.0029 (7) 0.0003 (7)
C7 0.0239 (10) 0.0345 (12) 0.0259 (9) −0.0004 (9) 0.0041 (7) 0.0001 (8)
C8 0.0225 (10) 0.0445 (14) 0.0282 (9) 0.0035 (9) 0.0055 (7) 0.0023 (8)
C9 0.0287 (11) 0.0387 (13) 0.0285 (9) 0.0104 (9) 0.0040 (7) 0.0033 (8)
C10 0.0329 (11) 0.0287 (11) 0.0261 (9) 0.0028 (9) 0.0018 (7) 0.0013 (8)
C11 0.0207 (9) 0.0234 (10) 0.0243 (8) −0.0003 (8) 0.0026 (7) −0.0023 (7)
C12 0.0234 (10) 0.0253 (11) 0.0293 (9) 0.0017 (8) 0.0020 (7) 0.0017 (7)
C13 0.0241 (10) 0.0316 (11) 0.0267 (9) −0.0001 (8) 0.0053 (7) 0.0062 (8)
C14 0.0204 (9) 0.0255 (11) 0.0277 (9) −0.0011 (8) 0.0060 (7) −0.0007 (7)
C15 0.0213 (10) 0.0310 (11) 0.0297 (9) 0.0007 (8) 0.0011 (7) 0.0040 (8)
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C16 0.0244 (10) 0.0314 (11) 0.0263 (9) −0.0024 (8) 0.0035 (7) 0.0049 (8)
C17 0.0261 (11) 0.0279 (11) 0.0288 (9) −0.0010 (8) 0.0035 (8) 0.0025 (7)
C18 0.0257 (11) 0.0320 (12) 0.0306 (9) −0.0015 (9) 0.0031 (8) 0.0027 (8)
C19 0.0216 (10) 0.0292 (11) 0.0302 (9) −0.0006 (8) 0.0085 (7) 0.0005 (8)
C20 0.0206 (10) 0.0379 (12) 0.0300 (9) −0.0058 (9) 0.0042 (7) 0.0007 (8)
C21 0.0208 (10) 0.0406 (13) 0.0304 (9) −0.0031 (9) 0.0039 (7) −0.0028 (8)
C22 0.0236 (10) 0.0409 (13) 0.0281 (9) −0.0031 (9) 0.0047 (7) −0.0003 (8)
C23 0.0447 (13) 0.0543 (15) 0.0347 (11) −0.0176 (11) 0.0054 (9) −0.0079 (10)
C24 0.0350 (12) 0.0571 (16) 0.0414 (11) 0.0052 (11) 0.0050 (9) 0.0139 (10)
C25 0.0267 (11) 0.0446 (14) 0.0416 (11) −0.0060 (9) 0.0078 (8) −0.0031 (9)
C26 0.0297 (11) 0.0444 (14) 0.0526 (13) 0.0000 (10) 0.0070 (9) 0.0015 (10)
C27 0.0229 (10) 0.0299 (11) 0.0164 (8) 0.0001 (8) 0.0006 (6) 0.0003 (7)
C28 0.0234 (10) 0.0322 (12) 0.0248 (9) −0.0010 (9) 0.0023 (7) 0.0017 (8)
C29 0.0245 (10) 0.0365 (12) 0.0276 (9) −0.0069 (9) 0.0024 (7) 0.0021 (8)
C30 0.0336 (11) 0.0279 (11) 0.0270 (9) −0.0070 (9) 0.0007 (7) 0.0022 (8)
C31 0.0327 (11) 0.0270 (11) 0.0273 (9) −0.0020 (9) 0.0011 (7) −0.0019 (8)
Geometric parameters (Å, º) 
O1—N3 1.2712 (17) C15—H15 0.9500
N1—C1 1.346 (2) C15—C16 1.383 (2)
N1—C5 1.343 (2) C16—H16 0.9500
N2—C6 1.341 (2) C17—C18 1.200 (2)
N2—C10 1.337 (2) C18—C19 1.429 (2)
N3—C20 1.479 (2) C19—C20 1.519 (2)
N3—C21 1.487 (2) C19—C22 1.333 (2)
N4—C27 1.349 (2) C20—C23 1.523 (3)
N4—C31 1.337 (2) C20—C24 1.521 (3)
C1—C2 1.393 (2) C21—C22 1.501 (2)
C1—C6 1.490 (2) C21—C25 1.519 (3)
C2—H2 0.9500 C21—C26 1.528 (3)
C2—C3 1.386 (2) C22—H22 0.9500
C3—C4 1.385 (2) C23—H23A 0.9800
C3—C11 1.489 (2) C23—H23B 0.9800
C4—H4 0.9500 C23—H23C 0.9800
C4—C5 1.396 (2) C24—H24A 0.9800
C5—C27 1.478 (2) C24—H24B 0.9800
C6—C7 1.397 (2) C24—H24C 0.9800
C7—H7 0.9500 C25—H25A 0.9800
C7—C8 1.384 (2) C25—H25B 0.9800
C8—H8 0.9500 C25—H25C 0.9800
C8—C9 1.383 (3) C26—H26A 0.9800
C9—H9 0.9500 C26—H26B 0.9800
C9—C10 1.389 (2) C26—H26C 0.9800
C10—H10 0.9500 C27—C28 1.391 (2)
C11—C12 1.395 (2) C28—H28 0.9500
C11—C16 1.396 (2) C28—C29 1.377 (2)
C12—H12 0.9500 C29—H29 0.9500
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C12—C13 1.377 (2) C29—C30 1.377 (3)
C13—H13 0.9500 C30—H30 0.9500
C13—C14 1.403 (2) C30—C31 1.381 (2)
C14—C15 1.394 (2) C31—H31 0.9500
C14—C17 1.432 (2)
C5—N1—C1 118.19 (14) C22—C19—C18 127.46 (16)
C10—N2—C6 117.76 (15) C22—C19—C20 112.80 (15)
O1—N3—C20 122.18 (13) N3—C20—C19 99.16 (13)
O1—N3—C21 122.33 (13) N3—C20—C23 109.66 (15)
C20—N3—C21 115.43 (12) N3—C20—C24 110.21 (15)
C31—N4—C27 117.70 (15) C19—C20—C23 112.11 (16)
N1—C1—C2 122.47 (16) C19—C20—C24 113.40 (16)
N1—C1—C6 116.22 (15) C24—C20—C23 111.60 (16)
C2—C1—C6 121.31 (16) N3—C21—C22 99.62 (13)
C1—C2—H2 120.3 N3—C21—C25 109.78 (15)
C3—C2—C1 119.35 (16) N3—C21—C26 109.83 (15)
C3—C2—H2 120.3 C22—C21—C25 112.68 (15)
C2—C3—C11 122.65 (16) C22—C21—C26 112.36 (16)
C4—C3—C2 118.22 (15) C25—C21—C26 111.89 (15)
C4—C3—C11 119.06 (15) C19—C22—C21 112.98 (15)
C3—C4—H4 120.2 C19—C22—H22 123.5
C3—C4—C5 119.52 (17) C21—C22—H22 123.5
C5—C4—H4 120.2 C20—C23—H23A 109.5
N1—C5—C4 122.23 (16) C20—C23—H23B 109.5
N1—C5—C27 117.40 (15) C20—C23—H23C 109.5
C4—C5—C27 120.36 (16) H23A—C23—H23B 109.5
N2—C6—C1 116.62 (15) H23A—C23—H23C 109.5
N2—C6—C7 122.39 (16) H23B—C23—H23C 109.5
C7—C6—C1 120.99 (17) C20—C24—H24A 109.5
C6—C7—H7 120.6 C20—C24—H24B 109.5
C8—C7—C6 118.88 (18) C20—C24—H24C 109.5
C8—C7—H7 120.6 H24A—C24—H24B 109.5
C7—C8—H8 120.4 H24A—C24—H24C 109.5
C9—C8—C7 119.14 (17) H24B—C24—H24C 109.5
C9—C8—H8 120.4 C21—C25—H25A 109.5
C8—C9—H9 120.9 C21—C25—H25B 109.5
C8—C9—C10 118.13 (17) C21—C25—H25C 109.5
C10—C9—H9 120.9 H25A—C25—H25B 109.5
N2—C10—C9 123.68 (18) H25A—C25—H25C 109.5
N2—C10—H10 118.2 H25B—C25—H25C 109.5
C9—C10—H10 118.2 C21—C26—H26A 109.5
C12—C11—C3 119.82 (15) C21—C26—H26B 109.5
C12—C11—C16 118.62 (15) C21—C26—H26C 109.5
C16—C11—C3 121.41 (15) H26A—C26—H26B 109.5
C11—C12—H12 119.7 H26A—C26—H26C 109.5
C13—C12—C11 120.64 (16) H26B—C26—H26C 109.5
C13—C12—H12 119.7 N4—C27—C5 116.10 (15)
supporting information
sup-6Acta Cryst. (2015). E71, 870-874    
C12—C13—H13 119.6 N4—C27—C28 122.10 (17)
C12—C13—C14 120.79 (16) C28—C27—C5 121.80 (16)
C14—C13—H13 119.6 C27—C28—H28 120.5
C13—C14—C17 119.32 (15) C29—C28—C27 118.90 (17)
C15—C14—C13 118.61 (15) C29—C28—H28 120.5
C15—C14—C17 122.03 (16) C28—C29—H29 120.3
C14—C15—H15 119.8 C28—C29—C30 119.45 (17)
C16—C15—C14 120.38 (16) C30—C29—H29 120.3
C16—C15—H15 119.8 C29—C30—H30 120.9
C11—C16—H16 119.5 C29—C30—C31 118.29 (18)
C15—C16—C11 120.96 (16) C31—C30—H30 120.9
C15—C16—H16 119.5 N4—C31—C30 123.55 (17)
C18—C17—C14 177.35 (19) N4—C31—H31 118.2
C17—C18—C19 175.64 (18) C30—C31—H31 118.2
C18—C19—C20 119.74 (15)
O1—N3—C20—C19 178.70 (16) C6—C7—C8—C9 −0.2 (2)
O1—N3—C20—C23 61.1 (2) C7—C8—C9—C10 1.3 (2)
O1—N3—C20—C24 −62.1 (2) C8—C9—C10—N2 −1.4 (2)
O1—N3—C21—C22 −178.63 (17) C10—N2—C6—C1 −179.46 (13)
O1—N3—C21—C25 62.9 (2) C10—N2—C6—C7 1.0 (2)
O1—N3—C21—C26 −60.5 (2) C11—C3—C4—C5 −175.31 (13)
N1—C1—C2—C3 −0.7 (2) C11—C12—C13—C14 0.0 (3)
N1—C1—C6—N2 178.75 (13) C12—C11—C16—C15 0.1 (3)
N1—C1—C6—C7 −1.7 (2) C12—C13—C14—C15 0.0 (3)
N1—C5—C27—N4 176.14 (13) C12—C13—C14—C17 177.81 (16)
N1—C5—C27—C28 −3.8 (2) C13—C14—C15—C16 0.0 (3)
N2—C6—C7—C8 −1.0 (2) C14—C15—C16—C11 −0.1 (3)
N3—C21—C22—C19 0.7 (2) C16—C11—C12—C13 −0.1 (3)
N4—C27—C28—C29 −0.1 (2) C17—C14—C15—C16 −177.74 (17)
C1—N1—C5—C4 0.5 (2) C18—C19—C20—N3 178.91 (16)
C1—N1—C5—C27 −178.37 (13) C18—C19—C20—C23 −65.4 (2)
C1—C2—C3—C4 −0.5 (2) C18—C19—C20—C24 62.1 (2)
C1—C2—C3—C11 176.34 (14) C18—C19—C22—C21 −179.71 (19)
C1—C6—C7—C8 179.43 (14) C20—N3—C21—C22 −1.4 (2)
C2—C1—C6—N2 −1.8 (2) C20—N3—C21—C25 −119.89 (17)
C2—C1—C6—C7 177.78 (15) C20—N3—C21—C26 116.68 (17)
C2—C3—C4—C5 1.6 (2) C20—C19—C22—C21 0.1 (2)
C2—C3—C11—C12 −51.0 (2) C21—N3—C20—C19 1.5 (2)
C2—C3—C11—C16 133.51 (18) C21—N3—C20—C23 −116.05 (17)
C3—C4—C5—N1 −1.7 (2) C21—N3—C20—C24 120.71 (17)
C3—C4—C5—C27 177.14 (13) C22—C19—C20—N3 −1.0 (2)
C3—C11—C12—C13 −175.65 (16) C22—C19—C20—C23 114.73 (18)
C3—C11—C16—C15 175.58 (16) C22—C19—C20—C24 −117.78 (18)
C4—C3—C11—C12 125.74 (17) C25—C21—C22—C19 117.02 (18)
C4—C3—C11—C16 −49.7 (2) C26—C21—C22—C19 −115.47 (18)
C4—C5—C27—N4 −2.7 (2) C27—N4—C31—C30 −0.9 (2)
C4—C5—C27—C28 177.36 (14) C27—C28—C29—C30 −0.3 (2)
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C5—N1—C1—C2 0.7 (2) C28—C29—C30—C31 0.1 (2)
C5—N1—C1—C6 −179.79 (13) C29—C30—C31—N4 0.5 (2)
C5—C27—C28—C29 179.78 (14) C31—N4—C27—C5 −179.19 (13)
C6—N2—C10—C9 0.3 (2) C31—N4—C27—C28 0.7 (2)
C6—C1—C2—C3 179.82 (13)
Hydrogen-bond geometry (Å, º) 
Cg is the centroid of the C11–C16 ring.
D—H···A D—H H···A D···A D—H···A
C2—H2···N2 0.95 2.50 2.815 (2) 99
C4—H4···N4 0.95 2.46 2.778 (2) 100
C8—H8···O1i 0.95 2.59 3.529 (2) 170
C16—H16···Cgii 0.95 2.81 3.669 (2) 151
C22—H22···O1iii 0.95 2.55 3.485 (2) 170
Symmetry codes: (i) x−1, y, z+1; (ii) x, −y+1/2, z+1/2; (iii) x, y, z+1.
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The title compound, C44H35N4O32.5C6H6 (1), consists of a terpyridine and a N-
oxylpyrroline-3-formate group separated by an aromatic spacer, viz.
4-(phenylethynyl)-1,10-biphenyl. It crystallized in the triclinic space group P1
with two and a half benzene solvate molecules (one benzene molecule is located
about an inversion center), while the dichloromethane solvate (2) of the same
molecule [Ackermann et al. (2015). Chem. Commun. 51, 5257–5260] crystallized
in the tetragonal space group P42/n, with considerable disorder in the molecule.
In (1), the terpyridine (terpy) group assumes an all-trans conformation typical
for terpyridines. It is essentially planar with the two outer pyridine rings (B and
C) inclined to the central pyridine ring (A) by 8.70 (15) and 14.55 (14),
respectively. The planes of the aromatic spacer (D, E and F) are nearly coplanar
with dihedral angles D/E, D/F and E/F being 3.42 (15), 5.80 (15) and 4.00 (16),
respectively. It is twisted with respect to the terpy group with, for example,
dihedral angle A/D being 24.48 (14). The mean plane of the N-oxylpyrroline is
almost normal to the biphenyl ring F, making a dihedral angle of 86.57 (16), and
it is inclined to pyridine ring A by 72.61 (15). The intramolecular separation
between the O atom of the nitroxyl group and the N atom of the central pyridine
ring of the terpyridine group is 25.044 (3) A˚. In the crystal, molecules are linked
by pairs of C—H  O hydrogen bonds, forming inversion dimers. The dimers
stack along the c axis forming columns. Within and between the columns, the
spaces are occupied by benzene molecules. The shortest oxygen–oxygen
separation between nitroxyl groups is 4.004 (4) A˚. The details of the title
compound are compared with those of the dichloromethane solvate (2) and with
the structure of a related molecule, 40-{4-[(2,2,5,5-tetramethyl-N-oxyl-3-pyrrolin-
3-yl)ethynyl]phenyl}-2,20:60,200-terpyridine (3), which has an ethynylphenyl
spacer [Meyer et al. (2015). Acta Cryst. E71, 870–874].
1. Chemical context
The title compound (1) was synthesized as a ligand for 3d
metal ions in the framework of a pulsed EPR study on metal–
nitroxyl model systems. It contains a nitroxyl group and a
terpyridine (terpy) group which is capable of taking up metal
ions. The title compound resembles compound (3) (40-{4-
[(2,2,5,5-tetramethyl-N-oxyl-3-pyrrolin-3-yl)ethynyl]phenyl}-
2,20:60,200-terpyridine), which has an ethynylphenyl spacer
(Meyer et al., 2015a), compared to the phenylethynylbiphenyl
spacer in the title compound (1). Nitroxyls are of interest in
various branches of chemistry including magnetochemistry
(Rajca et al., 2006; Fritscher et al., 2002), synthetic chemistry
(Hoover & Stahl, 2011; Fey et al., 2001) and structural biology
(Reginsson & Schiemann, 2011). Terpyridines show pH-
dependent luminescence properties which have been analyzed
in terms of a pH-dependent cis–trans isomerization (Naka-
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moto, 1960; Fink & Ohnesorge, 1970). Structural investiga-
tions in the solid state reveal an exclusive preference for the
trans conformation (Fallahpour et al., 1999; Eryazici et al.,
2006; Bessel et al., 1992; Grave et al., 2003). Terpyridines have
been shown to be versatile ligands for various metal ions
(Hogg & Wilkins, 1962; Constable et al., 1999; Narr et al., 2002;
Meyer et al., 2015b; Folgado et al., 1990).
2. Structural commentary
The molecular structure of the title compound, (1), is shown in
Fig. 1. The crystal structure of the dichloromethane solvate (2)
of the title compound has been reported (Ackermann et al.,
2015). However, these authors used a different protocol for
the crystallization of (1) and the conformation of (2) differs
markedly from the one presented herein, as shown in the
structural overlay of the two compounds (Fig. 2). The struc-
tural overlay of compounds (1) and (3) also illustrate the
differences in their conformations (Fig. 3).
In (1) the terpy group assumes the usual all–trans confor-
mation (Meyer et al., 2015a; Fallahpour et al., 1999; Eryazici et
al., 2006; Bessel et al., 1992; Grave et al., 2003). It is essentially
planar with the two outer rings B (N3/C35–C39) and C (N4/
C40–C44) being inclined to the central pyridine ring A (N2/
C30–C34) by 8.70 (15) and 14.55 (14), respectively. The
conformation of the nitroxyl group in (1) is similar to that
found in (3), with a planar pyrroline (N1/C1–C4) ring
assuming an angle of 72.61 (15) to the central pyridine ring A
[see also Margraf et al. (2009) and Schuetz et al. (2010)]. In (3)
this dihedral angle is 88.44 (7), while in (2) the same dihedral
angle is 21.6 (2).
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Figure 1
The molecular structure of the title compound (1), with atom labelling. Displacement ellipsoids are drawn at 50% probability level. The benzene
molecules and the H atoms have been omitted for clarity.
Figure 2
The structural overlay of compounds (1) and (2) [title compound (1) blue,
compound (2 – the dichloromethane solvate (Ackermann et al., 2015) –
red].
Figure 3
The structural overlay of compounds (1) and (3) [title compound (1) blue,
compound (3) – (Meyer et al., 2015a) – green].
The N-oxylpyrroline-3-formate subunit is linked by a rigid
spacer, consisting of a 4,40-biphenylene, an ethynylene and a
p-phenylene group, to the terpy subunit. The intramolecular
separation of the nitroxyl and the terpy group is 25.044 (3) A˚
(measured between O1 and N2). The three phenyl groups
within the spacer are nearly coplanar, with dihedral angles
between the rings of 4.00 (16), for rings D (C10–C15) and E
(C16–C21), and 3.42 (15) for rings E and F (C24–C29).
Compared to the structure of (3), the spacer is closer to
coplanarity to the central pyridine ring: dihedral angle A/D is
24.48 (14), compared to 51.36 (7) in (3). The ethynylene
group is slightly bent as in (3), with angle C19–C22–C23 =
174.6 (3) and C22–C23–C24 = 177.8 (3). There are short C—
H  N contacts in the molecule of 2.48 A˚ (H31  N3) and
2.49 A˚ (H34  N4). The same short contacts are also observed
in (3). Such contacts have been classified as hydrogen bonds
by Murguly et al. (1999).
3. Supramolecular features
In the crystal of (1), Fig. 4, molecules form layers which are
nearly coplanar with the (011) plane. Neighbouring layers
differ in the orientation of the molecules and each layer is
separated by layers of solvent molecules. This arrangement
possibly leads to favorable dispersive interactions although
only one short C—H   contact is observed between the
solvent molecules and molecules of (1) (Table 1). Short –
contacts are observed between the C rings of neighbouring
molecules and between the B and C rings (Fig. 5). The
centroid-to-centroid distances are 3.678 (2) and 3.8915 (18) A˚,
respectively, and can be classified as slipped face-to-face -
interactions (Janiak, 2000).
Within the planes, there are weak C—H  O hydrogen
bonds between the nitroxyl-O atom and the para-hydrogen
atom of pyridine ring B (Table 1). Furthermore, two weak
hydrogen bonds per molecule are formed between pairs of
layers (Table 1). One of these hydrogen bonds involves the
nitroxyl O atom and a hydrogen atom of a methyl group of a
molecule from a neighboring layer. The other hydrogen bond
is formed between the carbonylic O atom of the carboxylate
group and a meta-hydrogen atom of one of the outer pyridine
rings of a molecule from a neighboring layer. As the layers are
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Figure 4
Crystal packing of the title compound viewed along the a axis. Weak C—
H  O hydrogen bonds are shown as dashed lines (see Table 1). H atoms
not involved in C—H  O bonds have been omitted for clarity.
Table 1
Hydrogen-bond geometry (A˚, ).
Cg4, Cg7 and Cg10 are the centroids of pyridine ring N4/C40–C44, spacer ring
C24–C29 and benzene ring C54–C59, respectively.
D—H  A D—H H  A D  A D—H  A
C37—H37  O1i 0.95 2.65 3.228 (4) 120
C38—H38  O2ii 0.95 2.55 3.485 (4) 169
C6—H6C  O1iii 0.98 2.61 3.499 (4) 151
C9—H9B  Cg4iv 0.96 2.79 3.602 (4) 140
C14—H14  Cg10v 0.95 2.88 3.608 (4) 134
C14—H14  Cg10vi 0.95 2.88 3.608 (4) 134
C55—H55  Cg7vii 0.95 2.90 3.680 (3) 140
Symmetry codes: (i) xþ 3; y þ 1; zþ 1; (ii) x þ 4;yþ 1;zþ 1; (iii) x;y;z;
(iv) x 2; y 1; z 1; (v) x 1; y; z; (vi) xþ 2;y;zþ 1; (vii)
x þ 3;yþ 1;zþ 1.
Figure 5
-stacking interactions between pyridine rings of neighboring molecules. H atoms have been omitted for clarity.
hydrogen bonded pair-wise, the structure can also be
described as consisting of double-layers.
It is noteworthy that the arrangement of the molecules of
the title compound strongly depends upon the solvents of
crystallization. In compound (1), the molecules are arranged
in layers and the benzene molecules fill out the channels
between the layers formed by the aromatic spacers of the
molecule. Close intermolecule contacts exist only between the
functional groups. In the structure of (2) (Ackermann et al.,
2015), the solvent of crystallization is dichloromethane instead
of benzene and molecules are arranged having fourfold rota-
tional site symmetry. The solvent molecules fill out channels
between the molecules of (2), as in (1). However, the CH2Cl2
solvent molecules in (2) are in close proximity to the terpyr-
idine groups instead of to the aromatic spacer. Weak hydrogen
bonds are formed predominantly involving the O atoms as
acceptors and the pyrroline and the pyridine rings as donors,
as observed in (2) and (3). The shortest oxygen–oxygen
separation between neighboring nitroxyl groups is
4.004 (4) A˚. This O  O distance is an important factor
determining the strength of through space exchange inter-
actions of nitroxyls (Rajca et al. 2006).
4. Database survey
The Cambridge Structural Database (CSD, Version 5.36;
Groom & Allen, 2014) has not been updated since our
presentation of the structure of (2). The CSD query revealed,
that non-coordinated terpyridines are arranged in an all-trans
conformation, unless they are either protonated, lithiated or
cannot assume an all-trans conformation for reasons of steric
hindrance.
5. Synthesis and crystallization
The synthesis of the title compound (1), is illustrated in Fig. 6.
480 mg (1.45 mmol) of 40-(4-ethynylphenyl)-2,20:60,200-terpyr-
idine (Grosshenny & Ziessel, 1993), 780 mg (1.69 mmol) of
40-iodo-p-biphen-4-yl-N-oxyl-2,2,5,5-tetramethylpyrroline-3-
formate (Bode et al., 2008) and 85 mg (0.12 mmol) of tetra-
kis(triphenylphosphane)palladium(0) were dissolved in a
mixture of 20 ml of triethylamine (TEA) and 9 ml of di-
methylformamide (DMF) giving rise to an orange solution.
The solution was heated to 323 K and stirred for 8 h after
which the solvents were removed under reduced pressure. The
resulting dark-orange powder was dissolved in dichloro-
methane (DCM) and subjected to column chromatography
using aluminum oxide (5% water, height 30 cm, diameter
2.3 cm). First, a mixture of DCM and hexane in a 1:2 ratio was
used as eluent until all remaining educt, reagents and side
products were eluted (approximately 200–300 ml). The
column was then eluted using pure DCM to obtain a yellow
solution. Removing the solvent yielded the product as a pale-
yellow solid (yield: 90%). Crystals suitable for X-ray crystal-
lography were obtained by layering a solution of (1) in
benzene with n-hexane.
6. Refinement
Crystal data, data collection and structure refinement details
are summarized in Table 2. The H atoms were included in
calculated positions and treated as riding atoms: C-H = 0.95-
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Table 2
Experimental details.
Crystal data
Chemical formula C44H35N4O32.5C6H6
Mr 863.03
Crystal system, space group Triclinic, P1
Temperature (K) 123
a, b, c (A˚) 5.7578 (1), 18.0559 (4), 23.3716 (6)
, ,  () 105.5870 (13), 93.7408 (13),
92.6002 (14)
V (A˚3) 2330.41 (9)
Z 2
Radiation type Mo K
 (mm1) 0.08
Crystal size (mm) 0.28  0.20  0.08
Data collection
Diffractometer Nonius KappaCCD
Absorption correction Multi-scan (SORTAV; Blessing,
1995)
Tmin, Tmax 0.808, 1.000
No. of measured, independent and
observed [I > 2(I)] reflections
74528, 11227, 6356
Rint 0.109
(sin /	)max (A˚
1) 0.661
Refinement
R[F 2 > 2(F 2)], wR(F 2), S 0.071, 0.217, 1.07
No. of reflections 11227
No. of parameters 587
No. of restraints 1
H-atom treatment H-atom parameters constrained

max, 
min (e A˚
3) 0.33, 0.27
Computer programs: HKL DENZO and SCALEPACK (Otwinowski & Minor 1997),
SHELXS97 (Sheldrick,2008), SHELXL2013 (Sheldrick, 2015), OLEX2 (Dolomanov et
al., 2009) and Mercury (Macrae et al., 2008).
Figure 6
The synthesis of the title compound (1).
0.98 A˚ with Uiso(H) = 1.5Ueq(C) for methyl H atoms and
1.2Ueq(C) for other H atoms. 16 reflections with bad agree-
ment were omitted from the final refinement cycles.
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Crystal structure of 4′-{[4-(2,2′:6′,2′′-terpyridyl-4′-yl)phenyl]ethynyl}biphenyl-4-
yl (2,2,5,5-tetramethyl-1-oxyl-3-pyrrolin-3-yl)formate benzene 2.5-solvate
Andreas Meyer, Gregor Schnakenburg and Olav Schiemann
Computing details 
Data collection: HKL DENZO and SCALEPACK (Otwinowski & Minor 1997); cell refinement: HKL SCALEPACK 
(Otwinowski & Minor 1997); data reduction: HKL DENZO and SCALEPACK (Otwinowski & Minor 1997); program(s) 
used to solve structure: SHELXS97 (Sheldrick,2008); program(s) used to refine structure: SHELXL2013 (Sheldrick, 
2015); molecular graphics: Olex2 (Dolomanov et al., 2009) and Mercury (Macrae et al., 2008); software used to prepare 
material for publication: Olex2 (Dolomanov et al., 2009).
4′-{[4-(2,2′:6′,2′′-Terpyridyl-4′-yl)phenyl]ethynyl}biphenyl-4-yl (2,2,5,5-tetramethyl-1-oxyl-3-pyrrolin-3-
yl)formate benzene 2.5-solvate 
Crystal data 
C44H35N4O3·2.5C6H6
Mr = 863.03
Triclinic, P1
a = 5.7578 (1) Å
b = 18.0559 (4) Å
c = 23.3716 (6) Å
α = 105.5870 (13)°
β = 93.7408 (13)°
γ = 92.6002 (14)°
V = 2330.41 (9) Å3
Z = 2
F(000) = 912
Dx = 1.230 Mg m−3
Mo Kα radiation, λ = 0.71073 Å
Cell parameters from 12020 reflections
θ = 1.0–29.1°
µ = 0.08 mm−1
T = 123 K
Plate, yellow
0.28 × 0.20 × 0.08 mm
Data collection 
Nonius KappaCCD 
diffractometer
fine slicing φ and ω scans
Absorption correction: multi-scan 
(SORTAV; Blessing, 1995)
Tmin = 0.808, Tmax = 1.000
74528 measured reflections
11227 independent reflections
6356 reflections with I > 2σ(I)
Rint = 0.109
θmax = 28.0°, θmin = 1.8°
h = −7→7
k = −23→23
l = −30→30
Refinement 
Refinement on F2
Least-squares matrix: full
R[F2 > 2σ(F2)] = 0.071
wR(F2) = 0.217
S = 1.07
11227 reflections
587 parameters
1 restraint
Primary atom site location: structure-invariant 
direct methods
Secondary atom site location: difference Fourier 
map
Hydrogen site location: inferred from 
neighbouring sites
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H-atom parameters constrained
w = 1/[σ2(Fo2) + (0.0715P)2 + 2.806P] 
where P = (Fo2 + 2Fc2)/3
(Δ/σ)max < 0.001
Δρmax = 0.33 e Å−3
Δρmin = −0.27 e Å−3
Special details 
Geometry. All e.s.d.'s (except the e.s.d. in the dihedral angle between two l.s. planes) are estimated using the full 
covariance matrix. The cell e.s.d.'s are taken into account individually in the estimation of e.s.d.'s in distances, angles and 
torsion angles; correlations between e.s.d.'s in cell parameters are only used when they are defined by crystal symmetry. 
An approximate (isotropic) treatment of cell e.s.d.'s is used for estimating e.s.d.'s involving l.s. planes.
Fractional atomic coordinates and isotropic or equivalent isotropic displacement parameters (Å2) 
x y z Uiso*/Ueq
C1 0.2370 (5) −0.01295 (16) 0.10190 (12) 0.0227 (6)
C2 0.3869 (5) −0.03265 (16) 0.15104 (12) 0.0228 (6)
C3 0.4509 (5) −0.10465 (16) 0.13551 (13) 0.0243 (6)
H3 0.5452 −0.1260 0.1611 0.029*
C4 0.3597 (5) −0.14879 (16) 0.07364 (13) 0.0258 (6)
C5 −0.0104 (5) 0.00458 (18) 0.11846 (14) 0.0299 (7)
H5A −0.1095 0.0036 0.0825 0.045*
H5B −0.0082 0.0557 0.1468 0.045*
H5C −0.0727 −0.0343 0.1367 0.045*
C6 0.3447 (5) 0.04980 (17) 0.07767 (14) 0.0294 (7)
H6A 0.5016 0.0368 0.0661 0.044*
H6B 0.3544 0.0991 0.1085 0.044*
H6C 0.2475 0.0539 0.0428 0.044*
C7 0.4547 (5) 0.02506 (17) 0.20817 (13) 0.0242 (6)
C8 0.5527 (5) −0.17353 (18) 0.03214 (14) 0.0319 (7)
H8A 0.4832 −0.1971 −0.0085 0.048*
H8B 0.6441 −0.2110 0.0456 0.048*
H8C 0.6548 −0.1284 0.0326 0.048*
C9 0.1932 (5) −0.21795 (18) 0.07291 (15) 0.0343 (7)
H9A 0.0694 −0.2006 0.0993 0.051*
H9B 0.2799 −0.2562 0.0867 0.051*
H9C 0.1238 −0.2412 0.0322 0.051*
C10 0.6996 (5) 0.04666 (16) 0.29676 (13) 0.0280 (7)
C11 0.9052 (6) 0.08515 (19) 0.29138 (14) 0.0358 (7)
H11 0.9637 0.0790 0.2534 0.043*
C12 1.0255 (6) 0.13289 (19) 0.34188 (14) 0.0342 (7)
H12 1.1682 0.1591 0.3381 0.041*
C13 0.9437 (5) 0.14379 (16) 0.39818 (13) 0.0256 (6)
C14 0.7358 (5) 0.10257 (19) 0.40168 (14) 0.0330 (7)
H14 0.6767 0.1076 0.4395 0.040*
C15 0.6137 (6) 0.05439 (19) 0.35106 (14) 0.0342 (7)
H15 0.4721 0.0271 0.3542 0.041*
C16 1.0710 (5) 0.19732 (17) 0.45189 (13) 0.0253 (6)
C17 1.2858 (6) 0.23439 (19) 0.44816 (14) 0.0360 (8)
H17 1.3476 0.2258 0.4104 0.043*
C18 1.4098 (6) 0.2824 (2) 0.49680 (14) 0.0361 (8)
supporting information
sup-3Acta Cryst. (2015). E71, 1245-1249    
H18 1.5546 0.3067 0.4922 0.043*
C19 1.3264 (5) 0.29639 (17) 0.55323 (13) 0.0285 (7)
C20 1.1098 (6) 0.2615 (2) 0.55805 (14) 0.0366 (8)
H20 1.0467 0.2711 0.5957 0.044*
C21 0.9861 (5) 0.21278 (19) 0.50809 (14) 0.0345 (7)
H21 0.8395 0.1893 0.5123 0.041*
C22 1.4677 (5) 0.34418 (17) 0.60378 (14) 0.0299 (7)
C23 1.6001 (5) 0.38338 (17) 0.64283 (13) 0.0288 (7)
C24 1.7619 (5) 0.43207 (17) 0.68813 (13) 0.0273 (6)
C25 1.9752 (5) 0.45919 (17) 0.67281 (13) 0.0296 (7)
H25 2.0113 0.4455 0.6324 0.036*
C26 2.1331 (5) 0.50571 (17) 0.71624 (13) 0.0285 (7)
H26 2.2755 0.5242 0.7051 0.034*
C27 2.0868 (5) 0.52596 (15) 0.77632 (13) 0.0235 (6)
C28 1.8728 (5) 0.49925 (16) 0.79124 (13) 0.0256 (6)
H28 1.8368 0.5129 0.8317 0.031*
C29 1.7132 (5) 0.45334 (16) 0.74799 (13) 0.0265 (6)
H29 1.5689 0.4361 0.7591 0.032*
C30 2.2616 (5) 0.57301 (15) 0.82326 (12) 0.0230 (6)
C31 2.4348 (5) 0.62120 (16) 0.80997 (13) 0.0247 (6)
H31 2.4364 0.6278 0.7710 0.030*
C32 2.6059 (5) 0.65965 (16) 0.85480 (12) 0.0241 (6)
C33 2.4383 (5) 0.60956 (16) 0.92376 (13) 0.0240 (6)
C34 2.2643 (5) 0.56824 (16) 0.88191 (12) 0.0244 (6)
H34 2.1482 0.5370 0.8931 0.029*
C35 2.7986 (5) 0.70819 (16) 0.84142 (13) 0.0249 (6)
C36 2.9585 (5) 0.75177 (17) 0.88581 (14) 0.0292 (7)
H36 2.9416 0.7538 0.9264 0.035*
C37 3.1439 (5) 0.79252 (17) 0.87052 (14) 0.0310 (7)
H37 3.2553 0.8228 0.9004 0.037*
C38 3.1634 (6) 0.78823 (18) 0.81163 (14) 0.0337 (7)
H38 3.2898 0.8146 0.7996 0.040*
C39 2.9941 (6) 0.7444 (2) 0.77017 (15) 0.0388 (8)
H39 3.0071 0.7421 0.7294 0.047*
C40 2.4478 (5) 0.60351 (15) 0.98644 (12) 0.0236 (6)
C41 2.6483 (5) 0.62869 (17) 1.02509 (13) 0.0279 (6)
H41 2.7844 0.6482 1.0117 0.033*
C42 2.6446 (6) 0.62468 (18) 1.08338 (13) 0.0320 (7)
H42 2.7765 0.6429 1.1111 0.038*
C43 2.4456 (6) 0.59362 (18) 1.10055 (14) 0.0333 (7)
H43 2.4384 0.5898 1.1402 0.040*
C44 2.2573 (6) 0.56820 (18) 1.05891 (14) 0.0324 (7)
H44 2.1224 0.5461 1.0709 0.039*
C45 0.4296 (6) 0.3900 (2) 0.35899 (16) 0.0421 (8)
H45 0.2895 0.3889 0.3349 0.050*
C46 0.4922 (7) 0.4522 (2) 0.40689 (16) 0.0465 (9)
H46 0.3934 0.4938 0.4163 0.056*
C47 0.6977 (7) 0.4549 (2) 0.44152 (17) 0.0527 (10)
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H47 0.7416 0.4984 0.4743 0.063*
C48 0.8395 (7) 0.3934 (3) 0.42804 (18) 0.0557 (11)
H48 0.9812 0.3948 0.4516 0.067*
C49 0.7751 (7) 0.3310 (2) 0.38076 (17) 0.0507 (10)
H49 0.8713 0.2887 0.3717 0.061*
C50 0.5700 (7) 0.3294 (2) 0.34612 (16) 0.0446 (9)
H50 0.5262 0.2861 0.3132 0.053*
C51 0.7877 (6) 0.84135 (17) 0.29690 (18) 0.101 (2)
H51 0.6861 0.8779 0.3170 0.121*
C52 0.9878 (6) 0.86602 (14) 0.27527 (19) 0.0911 (18)
H52 1.0230 0.9195 0.2805 0.109*
C53 1.1364 (5) 0.8125 (2) 0.24592 (18) 0.097 (2)
H53 1.2732 0.8293 0.2311 0.117*
C54 1.0849 (6) 0.73429 (18) 0.23820 (15) 0.0828 (16)
H54 1.1864 0.6977 0.2181 0.099*
C55 0.8848 (6) 0.70963 (13) 0.25983 (16) 0.0666 (13)
H55 0.8495 0.6562 0.2546 0.080*
C56 0.7362 (5) 0.76315 (19) 0.28918 (17) 0.0800 (16)
H56 0.5994 0.7463 0.3040 0.096*
C57 1.2877 (8) 0.0159 (4) 0.4782 (3) 0.0794 (17)
H57 1.1403 0.0270 0.4629 0.095*
C58 1.3994 (10) 0.0665 (3) 0.5279 (3) 0.0766 (15)
H58 1.3291 0.1122 0.5471 0.092*
C59 1.6137 (11) 0.0509 (4) 0.5499 (3) 0.0865 (17)
H59 1.6928 0.0860 0.5841 0.104*
N1 0.2293 (4) −0.08860 (14) 0.05611 (11) 0.0272 (5)
N2 2.6094 (4) 0.65448 (13) 0.91102 (10) 0.0233 (5)
N3 2.8130 (5) 0.70501 (16) 0.78374 (11) 0.0348 (6)
N4 2.2537 (4) 0.57284 (14) 1.00265 (11) 0.0286 (6)
O1 0.1208 (4) −0.10055 (12) 0.00485 (9) 0.0358 (5)
O2 0.4049 (4) 0.09116 (12) 0.22097 (9) 0.0312 (5)
O3 0.5864 (4) −0.00577 (12) 0.24535 (9) 0.0334 (5)
Atomic displacement parameters (Å2) 
U11 U22 U33 U12 U13 U23
C1 0.0219 (14) 0.0236 (14) 0.0216 (14) 0.0012 (11) 0.0000 (11) 0.0047 (11)
C2 0.0209 (13) 0.0238 (14) 0.0228 (14) −0.0039 (11) 0.0002 (11) 0.0064 (11)
C3 0.0219 (14) 0.0243 (15) 0.0258 (15) −0.0022 (11) −0.0030 (11) 0.0070 (12)
C4 0.0251 (14) 0.0224 (14) 0.0275 (15) −0.0001 (12) −0.0033 (12) 0.0041 (12)
C5 0.0238 (15) 0.0324 (17) 0.0300 (17) −0.0001 (13) −0.0004 (12) 0.0036 (13)
C6 0.0287 (15) 0.0310 (16) 0.0288 (16) −0.0024 (13) −0.0009 (12) 0.0104 (13)
C7 0.0213 (14) 0.0265 (16) 0.0251 (15) −0.0022 (12) −0.0008 (11) 0.0087 (12)
C8 0.0319 (16) 0.0278 (16) 0.0333 (17) 0.0026 (13) 0.0014 (13) 0.0040 (13)
C9 0.0303 (16) 0.0278 (16) 0.0416 (19) −0.0068 (13) −0.0038 (14) 0.0071 (14)
C10 0.0353 (16) 0.0225 (15) 0.0220 (15) −0.0013 (13) −0.0093 (12) 0.0020 (12)
C11 0.0404 (18) 0.0417 (19) 0.0226 (16) −0.0030 (15) 0.0012 (13) 0.0052 (14)
C12 0.0327 (17) 0.0395 (18) 0.0258 (16) −0.0100 (14) 0.0016 (13) 0.0032 (14)
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C13 0.0272 (15) 0.0255 (15) 0.0236 (15) 0.0014 (12) −0.0021 (12) 0.0069 (12)
C14 0.0333 (17) 0.0409 (18) 0.0224 (16) −0.0086 (14) −0.0001 (13) 0.0070 (13)
C15 0.0324 (17) 0.0391 (18) 0.0276 (17) −0.0108 (14) −0.0033 (13) 0.0068 (14)
C16 0.0239 (14) 0.0285 (15) 0.0225 (15) −0.0017 (12) −0.0031 (11) 0.0067 (12)
C17 0.0350 (17) 0.045 (2) 0.0253 (16) −0.0097 (15) 0.0019 (13) 0.0069 (14)
C18 0.0294 (16) 0.0439 (19) 0.0306 (17) −0.0140 (14) −0.0002 (13) 0.0059 (14)
C19 0.0288 (15) 0.0285 (16) 0.0254 (15) −0.0020 (13) −0.0055 (12) 0.0048 (12)
C20 0.0355 (17) 0.045 (2) 0.0228 (16) −0.0098 (15) 0.0028 (13) 0.0007 (14)
C21 0.0299 (16) 0.0423 (19) 0.0264 (16) −0.0095 (14) 0.0020 (13) 0.0027 (14)
C22 0.0293 (16) 0.0295 (16) 0.0286 (16) −0.0029 (13) −0.0015 (13) 0.0056 (13)
C23 0.0276 (15) 0.0311 (16) 0.0258 (16) −0.0013 (13) −0.0005 (12) 0.0057 (13)
C24 0.0282 (15) 0.0269 (15) 0.0247 (15) −0.0016 (12) −0.0040 (12) 0.0054 (12)
C25 0.0316 (16) 0.0307 (16) 0.0231 (15) −0.0040 (13) −0.0009 (12) 0.0032 (13)
C26 0.0265 (15) 0.0310 (16) 0.0258 (16) −0.0039 (12) −0.0012 (12) 0.0052 (13)
C27 0.0261 (14) 0.0180 (13) 0.0249 (15) −0.0002 (11) −0.0022 (11) 0.0047 (11)
C28 0.0247 (14) 0.0276 (15) 0.0236 (15) −0.0021 (12) −0.0014 (11) 0.0068 (12)
C29 0.0247 (14) 0.0260 (15) 0.0267 (16) −0.0027 (12) −0.0020 (12) 0.0051 (12)
C30 0.0242 (14) 0.0191 (14) 0.0244 (15) −0.0009 (11) −0.0001 (11) 0.0046 (11)
C31 0.0284 (15) 0.0235 (14) 0.0223 (15) −0.0021 (12) 0.0013 (12) 0.0072 (12)
C32 0.0274 (15) 0.0222 (14) 0.0221 (15) −0.0009 (12) 0.0000 (11) 0.0061 (11)
C33 0.0267 (14) 0.0207 (14) 0.0250 (15) 0.0011 (12) 0.0004 (12) 0.0073 (12)
C34 0.0270 (15) 0.0223 (14) 0.0243 (15) −0.0023 (12) 0.0030 (12) 0.0075 (12)
C35 0.0292 (15) 0.0200 (14) 0.0238 (15) −0.0009 (12) 0.0025 (12) 0.0031 (11)
C36 0.0308 (16) 0.0279 (16) 0.0271 (16) −0.0054 (13) −0.0001 (12) 0.0061 (13)
C37 0.0298 (16) 0.0253 (15) 0.0340 (17) −0.0067 (13) 0.0000 (13) 0.0033 (13)
C38 0.0341 (17) 0.0300 (16) 0.0363 (18) −0.0069 (13) 0.0060 (14) 0.0088 (14)
C39 0.046 (2) 0.044 (2) 0.0284 (17) −0.0093 (16) 0.0064 (14) 0.0140 (15)
C40 0.0274 (15) 0.0191 (14) 0.0237 (15) −0.0020 (11) 0.0011 (12) 0.0055 (11)
C41 0.0294 (15) 0.0266 (15) 0.0276 (16) −0.0025 (12) −0.0009 (12) 0.0089 (12)
C42 0.0380 (17) 0.0319 (17) 0.0252 (16) 0.0019 (14) −0.0027 (13) 0.0075 (13)
C43 0.0464 (19) 0.0323 (17) 0.0230 (16) 0.0016 (14) 0.0025 (14) 0.0108 (13)
C44 0.0402 (18) 0.0302 (16) 0.0298 (17) −0.0001 (14) 0.0037 (14) 0.0135 (13)
C45 0.0380 (19) 0.057 (2) 0.036 (2) 0.0008 (17) 0.0055 (15) 0.0213 (17)
C46 0.061 (2) 0.045 (2) 0.041 (2) 0.0118 (18) 0.0159 (18) 0.0194 (17)
C47 0.063 (3) 0.053 (2) 0.037 (2) −0.012 (2) 0.0112 (18) 0.0051 (18)
C48 0.037 (2) 0.090 (3) 0.041 (2) 0.004 (2) 0.0034 (17) 0.021 (2)
C49 0.061 (2) 0.060 (3) 0.042 (2) 0.027 (2) 0.0204 (19) 0.026 (2)
C50 0.061 (2) 0.040 (2) 0.0322 (19) −0.0056 (18) 0.0072 (17) 0.0103 (15)
C51 0.116 (5) 0.067 (3) 0.141 (6) 0.038 (3) 0.062 (4) 0.046 (4)
C52 0.081 (4) 0.060 (3) 0.152 (6) 0.009 (3) 0.020 (4) 0.059 (4)
C53 0.073 (3) 0.113 (5) 0.149 (6) 0.026 (3) 0.046 (4) 0.097 (4)
C54 0.099 (4) 0.069 (3) 0.088 (4) 0.040 (3) 0.028 (3) 0.025 (3)
C55 0.071 (3) 0.046 (2) 0.084 (3) 0.002 (2) −0.015 (3) 0.025 (2)
C56 0.061 (3) 0.084 (4) 0.121 (5) 0.013 (3) 0.024 (3) 0.068 (3)
C57 0.048 (3) 0.109 (4) 0.119 (5) 0.026 (3) 0.031 (3) 0.088 (4)
C58 0.082 (4) 0.077 (4) 0.095 (4) 0.024 (3) 0.035 (3) 0.057 (3)
C59 0.093 (4) 0.102 (4) 0.088 (4) −0.014 (4) 0.015 (3) 0.068 (4)
N1 0.0300 (13) 0.0256 (13) 0.0215 (13) 0.0024 (10) −0.0069 (10) 0.0008 (10)
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N2 0.0258 (12) 0.0205 (12) 0.0223 (12) −0.0009 (10) 0.0013 (10) 0.0043 (10)
N3 0.0401 (15) 0.0379 (15) 0.0256 (14) −0.0101 (12) 0.0026 (11) 0.0092 (12)
N4 0.0301 (13) 0.0276 (13) 0.0286 (14) −0.0056 (11) 0.0028 (10) 0.0093 (11)
O1 0.0413 (13) 0.0371 (12) 0.0238 (11) 0.0037 (10) −0.0113 (9) 0.0023 (9)
O2 0.0334 (11) 0.0276 (12) 0.0290 (12) 0.0003 (9) −0.0022 (9) 0.0028 (9)
O3 0.0464 (13) 0.0265 (11) 0.0220 (11) −0.0053 (10) −0.0143 (9) 0.0030 (9)
Geometric parameters (Å, º) 
C1—C2 1.519 (4) C30—C34 1.395 (4)
C1—C5 1.526 (4) C31—H31 0.9500
C1—C6 1.522 (4) C31—C32 1.401 (4)
C1—N1 1.489 (4) C32—C35 1.483 (4)
C2—C3 1.329 (4) C32—N2 1.341 (4)
C2—C7 1.473 (4) C33—C34 1.389 (4)
C3—H3 0.9500 C33—C40 1.496 (4)
C3—C4 1.498 (4) C33—N2 1.346 (4)
C4—C8 1.526 (4) C34—H34 0.9500
C4—C9 1.535 (4) C35—C36 1.384 (4)
C4—N1 1.479 (4) C35—N3 1.342 (4)
C5—H5A 0.9800 C36—H36 0.9500
C5—H5B 0.9800 C36—C37 1.389 (4)
C5—H5C 0.9800 C37—H37 0.9500
C6—H6A 0.9800 C37—C38 1.370 (4)
C6—H6B 0.9800 C38—H38 0.9500
C6—H6C 0.9800 C38—C39 1.382 (5)
C7—O2 1.203 (3) C39—H39 0.9500
C7—O3 1.361 (3) C39—N3 1.338 (4)
C8—H8A 0.9800 C40—C41 1.397 (4)
C8—H8B 0.9800 C40—N4 1.346 (4)
C8—H8C 0.9800 C41—H41 0.9500
C9—H9A 0.9800 C41—C42 1.385 (4)
C9—H9B 0.9800 C42—H42 0.9500
C9—H9C 0.9800 C42—C43 1.383 (4)
C10—C11 1.375 (4) C43—H43 0.9500
C10—C15 1.367 (4) C43—C44 1.382 (4)
C10—O3 1.413 (3) C44—H44 0.9500
C11—H11 0.9500 C44—N4 1.339 (4)
C11—C12 1.381 (4) C45—H45 0.9500
C12—H12 0.9500 C45—C46 1.371 (5)
C12—C13 1.394 (4) C45—C50 1.370 (5)
C13—C14 1.399 (4) C46—H46 0.9500
C13—C16 1.487 (4) C46—C47 1.381 (6)
C14—H14 0.9500 C47—H47 0.9500
C14—C15 1.391 (4) C47—C48 1.387 (6)
C15—H15 0.9500 C48—H48 0.9500
C16—C17 1.398 (4) C48—C49 1.367 (6)
C16—C21 1.393 (4) C49—H49 0.9500
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C17—H17 0.9500 C49—C50 1.382 (5)
C17—C18 1.365 (4) C50—H50 0.9500
C18—H18 0.9500 C51—H51 0.9500
C18—C19 1.396 (4) C51—C52 1.3900
C19—C20 1.397 (4) C51—C56 1.3900
C19—C22 1.437 (4) C52—H52 0.9500
C20—H20 0.9500 C52—C53 1.3900
C20—C21 1.388 (4) C53—H53 0.9500
C21—H21 0.9500 C53—C54 1.3900
C22—C23 1.195 (4) C54—H54 0.9500
C23—C24 1.435 (4) C54—C55 1.3900
C24—C25 1.405 (4) C55—H55 0.9500
C24—C29 1.398 (4) C55—C56 1.3900
C25—H25 0.9500 C56—H56 0.9500
C25—C26 1.384 (4) C57—H57 0.9500
C26—H26 0.9500 C57—C58 1.370 (8)
C26—C27 1.399 (4) C57—C59i 1.376 (8)
C27—C28 1.402 (4) C58—H58 0.9500
C27—C30 1.489 (4) C58—C59 1.376 (7)
C28—H28 0.9500 C59—C57i 1.376 (8)
C28—C29 1.383 (4) C59—H59 0.9500
C29—H29 0.9500 N1—O1 1.274 (3)
C30—C31 1.398 (4) O1—O1ii 4.004 (4)
C2—C1—C5 113.1 (2) C28—C29—C24 120.7 (3)
C2—C1—C6 114.8 (2) C28—C29—H29 119.6
C6—C1—C5 110.6 (2) C31—C30—C27 121.5 (3)
N1—C1—C2 98.8 (2) C34—C30—C27 121.0 (2)
N1—C1—C5 108.9 (2) C34—C30—C31 117.4 (2)
N1—C1—C6 109.8 (2) C30—C31—H31 120.4
C3—C2—C1 112.7 (2) C30—C31—C32 119.2 (3)
C3—C2—C7 125.8 (3) C32—C31—H31 120.4
C7—C2—C1 121.4 (2) C31—C32—C35 120.5 (3)
C2—C3—H3 123.3 N2—C32—C31 123.3 (3)
C2—C3—C4 113.4 (3) N2—C32—C35 116.2 (2)
C4—C3—H3 123.3 C34—C33—C40 120.2 (2)
C3—C4—C8 113.1 (2) N2—C33—C34 123.6 (3)
C3—C4—C9 112.5 (2) N2—C33—C40 116.2 (2)
C8—C4—C9 110.9 (2) C30—C34—H34 120.3
N1—C4—C3 99.6 (2) C33—C34—C30 119.4 (3)
N1—C4—C8 110.1 (2) C33—C34—H34 120.3
N1—C4—C9 110.2 (2) C36—C35—C32 121.6 (3)
C1—C5—H5A 109.5 N3—C35—C32 116.1 (2)
C1—C5—H5B 109.5 N3—C35—C36 122.3 (3)
C1—C5—H5C 109.5 C35—C36—H36 120.3
H5A—C5—H5B 109.5 C35—C36—C37 119.4 (3)
H5A—C5—H5C 109.5 C37—C36—H36 120.3
H5B—C5—H5C 109.5 C36—C37—H37 120.6
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C1—C6—H6A 109.5 C38—C37—C36 118.9 (3)
C1—C6—H6B 109.5 C38—C37—H37 120.6
C1—C6—H6C 109.5 C37—C38—H38 120.9
H6A—C6—H6B 109.5 C37—C38—C39 118.1 (3)
H6A—C6—H6C 109.5 C39—C38—H38 120.9
H6B—C6—H6C 109.5 C38—C39—H39 117.9
O2—C7—C2 125.5 (3) N3—C39—C38 124.2 (3)
O2—C7—O3 123.5 (3) N3—C39—H39 117.9
O3—C7—C2 111.0 (2) C41—C40—C33 121.0 (3)
C4—C8—H8A 109.5 N4—C40—C33 116.1 (2)
C4—C8—H8B 109.5 N4—C40—C41 122.9 (3)
C4—C8—H8C 109.5 C40—C41—H41 120.7
H8A—C8—H8B 109.5 C42—C41—C40 118.6 (3)
H8A—C8—H8C 109.5 C42—C41—H41 120.7
H8B—C8—H8C 109.5 C41—C42—H42 120.6
C4—C9—H9A 109.5 C43—C42—C41 118.8 (3)
C4—C9—H9B 109.5 C43—C42—H42 120.6
C4—C9—H9C 109.5 C42—C43—H43 120.7
H9A—C9—H9B 109.5 C44—C43—C42 118.7 (3)
H9A—C9—H9C 109.5 C44—C43—H43 120.7
H9B—C9—H9C 109.5 C43—C44—H44 118.0
C11—C10—O3 118.5 (3) N4—C44—C43 123.9 (3)
C15—C10—C11 121.2 (3) N4—C44—H44 118.0
C15—C10—O3 120.1 (3) C46—C45—H45 120.2
C10—C11—H11 120.4 C50—C45—H45 120.2
C10—C11—C12 119.2 (3) C50—C45—C46 119.7 (4)
C12—C11—H11 120.4 C45—C46—H46 119.7
C11—C12—H12 119.0 C45—C46—C47 120.5 (4)
C11—C12—C13 121.9 (3) C47—C46—H46 119.7
C13—C12—H12 119.0 C46—C47—H47 120.3
C12—C13—C14 117.0 (3) C46—C47—C48 119.5 (4)
C12—C13—C16 121.4 (3) C48—C47—H47 120.3
C14—C13—C16 121.7 (3) C47—C48—H48 120.1
C13—C14—H14 119.3 C49—C48—C47 119.9 (4)
C15—C14—C13 121.4 (3) C49—C48—H48 120.1
C15—C14—H14 119.3 C48—C49—H49 120.0
C10—C15—C14 119.3 (3) C48—C49—C50 120.0 (4)
C10—C15—H15 120.4 C50—C49—H49 120.0
C14—C15—H15 120.4 C45—C50—C49 120.4 (4)
C17—C16—C13 120.9 (3) C45—C50—H50 119.8
C21—C16—C13 122.5 (3) C49—C50—H50 119.8
C21—C16—C17 116.6 (3) C52—C51—H51 120.0
C16—C17—H17 118.8 C52—C51—C56 120.0
C18—C17—C16 122.4 (3) C56—C51—H51 120.0
C18—C17—H17 118.8 C51—C52—H52 120.0
C17—C18—H18 119.6 C51—C52—C53 120.0
C17—C18—C19 120.8 (3) C53—C52—H52 120.0
C19—C18—H18 119.6 C52—C53—H53 120.0
supporting information
sup-9Acta Cryst. (2015). E71, 1245-1249    
C18—C19—C20 118.0 (3) C54—C53—C52 120.0
C18—C19—C22 119.1 (3) C54—C53—H53 120.0
C20—C19—C22 122.9 (3) C53—C54—H54 120.0
C19—C20—H20 119.8 C55—C54—C53 120.0
C21—C20—C19 120.4 (3) C55—C54—H54 120.0
C21—C20—H20 119.8 C54—C55—H55 120.0
C16—C21—H21 119.1 C54—C55—C56 120.0
C20—C21—C16 121.8 (3) C56—C55—H55 120.0
C20—C21—H21 119.1 C51—C56—H56 120.0
C23—C22—C19 174.6 (3) C55—C56—C51 120.0
C22—C23—C24 177.8 (3) C55—C56—H56 120.0
C25—C24—C23 120.0 (3) C58—C57—H57 119.6
C29—C24—C23 121.5 (3) C58—C57—C59i 120.8 (5)
C29—C24—C25 118.5 (3) C59i—C57—H57 119.6
C24—C25—H25 119.8 C57—C58—H58 120.1
C26—C25—C24 120.4 (3) C57—C58—C59 119.8 (5)
C26—C25—H25 119.8 C59—C58—H58 120.1
C25—C26—H26 119.4 C57i—C59—H59 120.3
C25—C26—C27 121.2 (3) C58—C59—C57i 119.4 (6)
C27—C26—H26 119.4 C58—C59—H59 120.3
C26—C27—C28 118.1 (3) C4—N1—C1 115.5 (2)
C26—C27—C30 121.1 (3) O1—N1—C1 122.4 (2)
C28—C27—C30 120.8 (3) O1—N1—C4 122.1 (2)
C27—C28—H28 119.5 C32—N2—C33 117.1 (2)
C29—C28—C27 121.0 (3) C39—N3—C35 117.2 (3)
C29—C28—H28 119.5 C44—N4—C40 117.0 (3)
C24—C29—H29 119.6 C7—O3—C10 116.5 (2)
C1—C2—C3—C4 −0.1 (3) C27—C30—C31—C32 −175.1 (3)
C1—C2—C7—O2 −1.5 (4) C27—C30—C34—C33 176.3 (3)
C1—C2—C7—O3 179.4 (2) C28—C27—C30—C31 −158.0 (3)
C2—C1—N1—C4 −0.5 (3) C28—C27—C30—C34 24.6 (4)
C2—C1—N1—O1 −179.4 (2) C29—C24—C25—C26 0.2 (5)
C2—C3—C4—C8 116.6 (3) C30—C27—C28—C29 −177.8 (3)
C2—C3—C4—C9 −116.8 (3) C30—C31—C32—C35 177.0 (3)
C2—C3—C4—N1 −0.2 (3) C30—C31—C32—N2 −2.0 (4)
C2—C7—O3—C10 168.2 (2) C31—C30—C34—C33 −1.2 (4)
C3—C2—C7—O2 176.4 (3) C31—C32—C35—C36 174.6 (3)
C3—C2—C7—O3 −2.6 (4) C31—C32—C35—N3 −7.8 (4)
C3—C4—N1—C1 0.4 (3) C31—C32—N2—C33 0.2 (4)
C3—C4—N1—O1 179.4 (2) C32—C35—C36—C37 176.1 (3)
C5—C1—C2—C3 115.3 (3) C32—C35—N3—C39 −175.8 (3)
C5—C1—C2—C7 −66.5 (3) C33—C40—C41—C42 177.4 (3)
C5—C1—N1—C4 −118.7 (3) C33—C40—N4—C44 −178.8 (3)
C5—C1—N1—O1 62.4 (3) C34—C30—C31—C32 2.4 (4)
C6—C1—C2—C3 −116.4 (3) C34—C33—C40—C41 164.3 (3)
C6—C1—C2—C7 61.8 (3) C34—C33—C40—N4 −15.8 (4)
C6—C1—N1—C4 120.0 (3) C34—C33—N2—C32 1.1 (4)
supporting information
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C6—C1—N1—O1 −58.9 (3) C35—C32—N2—C33 −178.8 (2)
C7—C2—C3—C4 −178.2 (3) C35—C36—C37—C38 −0.1 (5)
C8—C4—N1—C1 −118.6 (3) C36—C35—N3—C39 1.8 (5)
C8—C4—N1—O1 60.4 (3) C36—C37—C38—C39 1.2 (5)
C9—C4—N1—C1 118.8 (3) C37—C38—C39—N3 −0.8 (5)
C9—C4—N1—O1 −62.3 (4) C38—C39—N3—C35 −0.7 (5)
C10—C11—C12—C13 −0.6 (5) C40—C33—C34—C30 −178.3 (3)
C11—C10—C15—C14 0.5 (5) C40—C33—N2—C32 179.0 (2)
C11—C10—O3—C7 −80.9 (4) C40—C41—C42—C43 2.1 (4)
C11—C12—C13—C14 1.5 (5) C41—C40—N4—C44 1.1 (4)
C11—C12—C13—C16 −178.0 (3) C41—C42—C43—C44 −0.4 (5)
C12—C13—C14—C15 −1.5 (5) C42—C43—C44—N4 −1.1 (5)
C12—C13—C16—C17 −4.5 (5) C43—C44—N4—C40 0.8 (5)
C12—C13—C16—C21 176.1 (3) C45—C46—C47—C48 −0.9 (6)
C13—C14—C15—C10 0.5 (5) C46—C45—C50—C49 −0.6 (5)
C13—C16—C17—C18 −178.4 (3) C46—C47—C48—C49 0.0 (6)
C13—C16—C21—C20 178.4 (3) C47—C48—C49—C50 0.6 (6)
C14—C13—C16—C17 176.0 (3) C48—C49—C50—C45 −0.3 (5)
C14—C13—C16—C21 −3.4 (5) C50—C45—C46—C47 1.2 (5)
C15—C10—C11—C12 −0.5 (5) C51—C52—C53—C54 0.0
C15—C10—O3—C7 103.6 (3) C52—C51—C56—C55 0.0
C16—C13—C14—C15 178.0 (3) C52—C53—C54—C55 0.0
C16—C17—C18—C19 0.4 (5) C53—C54—C55—C56 0.0
C17—C16—C21—C20 −1.0 (5) C54—C55—C56—C51 0.0
C17—C18—C19—C20 −1.8 (5) C56—C51—C52—C53 0.0
C17—C18—C19—C22 176.8 (3) C57—C58—C59—C57i −0.5 (8)
C18—C19—C20—C21 1.8 (5) C59i—C57—C58—C59 0.5 (8)
C19—C20—C21—C16 −0.4 (5) N1—C1—C2—C3 0.4 (3)
C21—C16—C17—C18 1.0 (5) N1—C1—C2—C7 178.5 (2)
C22—C19—C20—C21 −176.7 (3) N2—C32—C35—C36 −6.4 (4)
C23—C24—C25—C26 −179.5 (3) N2—C32—C35—N3 171.3 (3)
C23—C24—C29—C28 178.9 (3) N2—C33—C34—C30 −0.5 (4)
C24—C25—C26—C27 1.0 (5) N2—C33—C40—C41 −13.7 (4)
C25—C24—C29—C28 −0.8 (4) N2—C33—C40—N4 166.2 (2)
C25—C26—C27—C28 −1.5 (4) N3—C35—C36—C37 −1.5 (5)
C25—C26—C27—C30 177.1 (3) N4—C40—C41—C42 −2.5 (4)
C26—C27—C28—C29 0.9 (4) O2—C7—O3—C10 −10.8 (4)
C26—C27—C30—C31 23.4 (4) O3—C10—C11—C12 −175.9 (3)
C26—C27—C30—C34 −154.0 (3) O3—C10—C15—C14 175.9 (3)
C27—C28—C29—C24 0.3 (4)
Symmetry codes: (i) −x+3, −y, −z+1; (ii) −x, −y, −z.
Hydrogen-bond geometry (Å, º) 
Cg4, Cg7 and Cg10 are the centroids of pyridine ring N4/C40–C44, spacer ring C24–C29 and benzene ring C54–C59, respectively.
D—H···A D—H H···A D···A D—H···A
C37—H37···O1iii 0.95 2.65 3.228 (4) 120
supporting information
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C38—H38···O2iv 0.95 2.55 3.485 (4) 169
C6—H6C···O1ii 0.98 2.61 3.499 (4) 151
C9—H9B···Cg4v 0.96 2.79 3.602 (4) 140
C14—H14···Cg10vi 0.95 2.88 3.608 (4) 134
C14—H14···Cg10vii 0.95 2.88 3.608 (4) 134
C55—H55···Cg7viii 0.95 2.90 3.680 (3) 140
Symmetry codes: (ii) −x, −y, −z; (iii) x+3, y+1, z+1; (iv) −x+4, −y+1, −z+1; (v) x−2, y−1, z−1; (vi) x−1, y, z; (vii) −x+2, −y, −z+1; (viii) −x+3, −y+1, −z+1.
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ABSTRACT: The surprisingly complicated crystal structure of
(bis(terpyridine))copper(II) tetraphenylborate [Cu(tpy)2]-
(BPh4)2 (tpy = 2,2′:6′,2″-terpyridine) consists of six crystallo-
graphically independent [Cu(tpy)2]
2+ complexes. At ambient
temperature, five out of six [CuIIN6] chromophores appear to
be compressed octahedra, while at 100 K, four exhibit elongated
and only two compressed octahedral geometry. Temperature
dependent single crystal UV/vis (100, 298 K) and EPR
measurements (20, 100, 298 K) as well as AOM calculations
suggest that the octahedra which show apparently compressed
octahedral geometry (XRD) result from dynamic Jahn−Teller
behavior of elongated octahedra [CuIIN6]. The detailed correlation of structural and spectroscopic data allows an understanding
of the strongly solvent-dependent structures of the [Cu(tpy)2]
2+ complex in solution.
■ INTRODUCTION
Almost 80 years ago, Jahn and Teller showed that nonlinear,
polyatomic systems in orbitally degenerate states are unstable
with respect to nuclear displacements which lower the
symmetry of the system.1 The reason for this Jahn−Teller
effect (JTE) is that the electron distribution is less symmetric
than the nuclear distribution in such a situation and that the
adiabatic approximation becomes invalid.2,3 Extending the
theory of the JTE to account for interactions of the ground
state with excited states gives rise to the pseudo Jahn−Teller
effect (PJTE).4 The PJTE removes the restriction to nonlinear
molecules and degenerate ground states imposed by Jahn and
Teller. Recently, it was shown that the JTE and the PJTE are
the only source of structural instability of polyatomic systems in
their high symmetry configuration.2,5 Therefore, the JTE and
the PJTE have implications for virtually every chemical system
that contains more than two atoms.5 The reviews2,3,5 by
Bersuker give an up-to-date overview over both the JTE and the
PJTE. While the occurrence of JTE or PJTE is not always
appreciated in studies dealing with main group elements, its
occurrence is more frequently discussed for transition metal
complexes, e.g. in complexes of iron,6−11 cobalt,12,13
manganese,14−16 and other metal ions.17−20 Copper complexes
are certainly the most widely studied JT active systems.21−30
Experimentally, a major pitfall when studying JTE and PJTE
system is the occurrence of dynamic effects.31 As the JTE and
the PJTE are brought about by vibrations, molecules in the
regime of dynamic JTE or PJTE interconvert between different
structures with the frequency of vibrations (i.e., interconversion
frequencies in the terahertz range).2,3,5 Such behavior leads to
the observation of structures having an apparently higher
symmetry than expected for JT-active systems using methods
with time scales which are longer than the period of the
molecular vibrations such as X-ray diffraction (usually several
minutes) and EPR measurement (GHz regime).31 The
observation of electronic transitions on the other hand is
expected to proceed much faster than molecular vibrations, and
therefore electronic absorption spectroscopy should be able to
reveal the true geometries of JT active complexes. While the
experimental techniques to distinguish between dynamic and
static JTE for crystalline samples have been developed by
several researchers,31−33 the investigation of solutions is more
demanding.34−36
Here, we present the synthesis and temperature dependent
X-ray crystallographic, EPR and UV/vis/NIR spectroscopic
characterization of [Cu(tpy)2](BPh4)2, 1. The obtained de-
tailed understanding of the correlation between structure and
EPR properties will be applied to interpret the strongly solvent-
dependent EPR behavior of the [Cu(tpy)2]
2+ cation in solution.
■ EXPERIMENTAL SECTION
Synthesis. Methanol and DMSO (Sigma-Aldrich; chromato-
graphical grade purity) have been used without further purification.
Deuterated solvents for EPR (Deutero) and 2,2′:6′,2″-terpyridine
(TCI Europe) were also used as bought. Metal salts have been
purchased from Sigma-Aldrich.
Bis(2,2′:6′,2″-terpyridine)copper(II)bis(tetraphenylborate), 1. A
total of 80 mg (0.34 mmol) of 2,2′:6′,2″-terpyridine was dissolved
in 6 mL of methanol, yielding a pale yellow solution. A total of 20 mg
(0.15 mmol) of anhydrous copper dichloride dissolved in 3 mL of
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methanol were added to that solution, giving rise to an intensely
colored green solution which was stirred at 50 °C for 5 min. A roughly
3-fold excess of sodium tetraphenylborate dissolved in methanol was
then added, leading to the immediate precipitation of a green solid.
The solvent was filtered off at 0 °C, and the remaining solid was
washed three times with 4 mL of methanol at 0 °C. Drying under
reduced pressure yielded 1 as a green powder. Crystals suitable for X-
ray crystal structure determination were obtained from a saturated
solution of 1 in DMSO, which was left overnight in an open vial
(Yield: 90%). NMR: All 1H resonances of the ligand have been
broadened beyond recognition. The only remaining resonances at
7.16, 6.91, and 6.77 ppm are assigned to the tetraphenylborate anion.
Anal. Calcd for 1: C, 80.17, H 5.35, N 7.19. Found: C, 80.15; H, 5.25;
N, 7.16. ESI-MS: 264.6 ([Cu(tpy)2]
2+, 90%), 296.1([Cu(tpy)]+,
100%), 365.2 ([Na2BPh4]
+, 55%).
X-ray diffraction. X-ray diffraction experiments with 1 have been
conducted on two different crystals, A and B, at three different
temperatures (Table 1). The monoclinic structure (space group P21/c)
obtained using crystal B is in complete agreement with crystal A. In the
temperature range from 100 to 293 K, no phase transition is observed
in the XRD experiments, and the cell parameters vary only slightly
with temperature (Table 1).
Intensity data were collected on a BRUKER X8-KappaApexII
diffractometer using graphite monochromated Mo Kα radiation (λ =
0.71073 Å). The diffractometer was equipped with a low-temperature
device (Kryoflex, Bruker AXS GmbH, 100(2) K). Intensities were
measured within 892 frames by fine-slicing ω and φ scans (rotational
increment 0.5°; 60 s exposure time per frame) and corrected for
background, polarization, and Lorentz effects. An empirical absorption
correction was applied to the data set.37 The structure was solved by
direct methods and refined by the least-squares procedure
implemented in the ShelX program system,38 allowing for anisotropic
displacement parameters. Hydrogen atoms were included isotropically
using the riding model on the bound carbon atoms. CCDC 1061926−
1061928 contain the supplementary crystallographic data for this
paper, which can be obtained free of charge from The Cambridge
Crystallographic Data Centre via www.ccdc.cam.ac.uk/data_request/
cif. For further details, see the Supporting Information.
Single Crystal UV/vis/NIR Spectroscopy. A transparent dichroic
crystal (blue/green; main crystal faces (001)/(001 ̅); approximate
thickness d = 0.1 mm) was selected using an optical microscope and
placed on the sample holder (aperture) using a small amount of
grease. Polarized single crystal UV/vis/NIR spectra covering the
spectral range from 5800 to 36 000 cm−1 have been recorded using a
modified CARY 17 microcrystal spectrophotometer (spectral service,
ANU Canberra, Australia). A halogen lamp was used as a light source.
A photomultiplier (PMT) and a liquid nitrogen cooled Ge photodiode
were used as detector systems for the UV and the visible region
(11 111−36 000 cm−1) and the NIR region (5800−16 666 cm−1),
respectively. For measurement in both spectral regions, the slit width
was set to 0.08 mm. The reference intensities I0 were measured with
the same aperture, however, without the crystal. The spectra (Figure
3) show absorbance A = −log I/I0 vs wavenumber.
EPR Spectroscopy. EPR samples were prepared by filling 0.3 mL
of 200 μM solutions of [Cu(tpy)2](BPh4)2 in d6-DMSO or mixtures of
d6-DMSO with either d4-methanol or d1-chloroform into quartz glass
EPR tubes having an outer diameter of about 3.8 mm. The samples
were then shock frozen using liquid nitrogen. For single crystal
measurements, paper strips having a width of 1−2 mm were cut from a
sheet of paper. A small amount of vacuum grease was put on one end
of such a paper strip, which was used to mount the single crystals.
Alignment of the crystals was achieved by visual inspection and
controlled on EPR spectra obtained in preliminary experiments. For
the powder measurements, single crystals have been carefully ground
until a homogeneous powder was obtained. The homogeneity of these
powders was evaluated by verifying the independence of the EPR
spectrum from the sample orientation in the EPR spectrometer.
All EPR experiments were performed on a Bruker ELEXSYS E580
EPR spectrometer. A Super High-Q resonator and an Oxford ESR900
helium gas-flow cryostat were employed for cw measurements at X-
band frequencies. For single crystal measurements, a programmable
Bruker E 218-1001 goniometer was mounted on the SHQ resonator,
allowing for free rotation around one axis. EPR measurements at Q-
band frequencies were performed using an EN 5107D2 resonator and
an Oxford CF935 helium gas-flow cryostat. Measurement parameters
of the EPR experiments presented below are detailed in Tables S8−
S10, S12, and S13 in the Supporting Information. Spectra were
simulated using the “pepper” routine of the EasySpin program
package.39
AOM Calculations. AOM calculations have been performed using
the CAMMAG program.40 The X-ray structures have been used as
input geometries for the copper complexes. Only the first ligand
sphere, i.e. the nitrogen donor atoms, has been considered. The eσ
parameter was set to 6800 cm−1 at a copper nitrogen distance d0 =
2.00 Å. A radial dependence of eσ = 6800 cm
−1 × (d0/d)
−5 has been
assumed.41 The ligand π interactions perpendicular to the plane of the
ligands have been accounted for by using eπ = 1/8eσ, while the in-plane
π-interaction was assumed to be negligible. Configuration interaction
between the metal 4s and 3d orbitals was included by introducing the
parameter eds = 0.15eσ as discussed by Smith.
42 The orbital reduction
factor k and the spin orbit coupling constant ζ were set to 0.8 and 664
cm−1, respectively. The whole parametrization is in accordance with
parameters used for describing similar systems.41−45 Yet, the AOM
parameters should not be overinterpreted in a physical sense,
especially since a positive eπ paramater implies π-donating character,
which is unusual for pyridine type ligands.
Choice of the Molecular Coordinate System. The molecular
coordinate system has been chosen in accordance with the
requirements imposed by group theory. Accordingly, the axis of
highest symmetry is defined as the z axis.46 Choosing the z axis in this
way leads to an unusual denomination of the orbitals in some
geometries described in the Results section as the axis of elongation
and is not coinciding with the molecular z axis but is instead assigned
to the molecular x axis. An elongated octahedron in such a coordinate
system has a y2 − z2 SOMO and an x2 HOMO in the one electron
picture.24 These orbitals have the same properties as the more
conventional x2 − y2 and z2 orbitals. A detailed discussion of the choice
of the axis system is given in the Supporting Information.
■ RESULTS AND DISCUSSION
The synthesis of the tetraphenylborate of Cu(tpy)2
2+ proceeds
in a straightforward manner (Scheme 1). Mixing CuCl2 and 2.2
equiv of tpy in methanol gives rise to intensely green colored
solutions. Subsequent addition of an excess of sodium
tetraphenylborate dissolved in methanol leads to immediate
precipitation of [Cu(tpy)2](BPh4)2 (1) as a green powder
Table 1. Lattice Parameters of [Cu(tpy)2](BPh4)2 at 100, 123, and 293 K
measurement crystal T/K a/Å b/Å c/Å β/deg
1 A 293(2) 40.278(3) 24.8878(17) 41.972(3) 116.277(2)
2 A 123(2) 40.001(2) 24.5857(2) 41.630(2) 116.319(2)
3 B 100(2) 39.9543(15) 24.5916(9) 41.6151(14) 116.252(2)
Scheme 1. Synthesis of 1
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which does not require any further purification after filtration
and washing with methanol.
Interestingly, there have been publications on related
copper(II) compounds which state that the obtained products
or solutions are brown.47−49 Our observations during the
synthesis of 1 indicate that the brown color is a result of
contamination with Cu+ ions which stem either from impurities
in the copper(II) salt used as a starting material or from partial
reduction of copper(II) (for details, see the Supporting
Information). Saturated DMSO solutions of 1 lead to
crystallization of 1 as plate-like crystals with predominant
faces (001) and (001 ̅). These crystals exhibit dichroic behavior
(green/blue).
The crystal structure of 1 is typical23,50−52 in the sense that
the two tpy ligands are arranged for each Cu complex in a
meridional fashion, thus giving rise to distorted octahedral
coordination spheres (Figures 1 and 2). The angular strain
within the ligand backbone pulls the outer N donors out of the
equatorial plane leading to a D2d symmetric structure.
Complexes of this symmetry are subject to PJT distortions.25
However, compared to other homoleptic copper complexes
of 2,2′:6′,2″-terpyridine, the crystal structure of 1 is surprisingly
complex with six independent [Cu(tpy)2]
2+ cations in the
asymmetric unit (Figure 2).23,50−52 In all chromophores at all
temperatures (100, 123, 293 K), the shortest distances d(Cu−
N) (1.95−2.04 Å) are observed between copper and the central
nitrogen atom of the two ligand molecules. It will be of
importance for the explanation of the observed dichroic
behavior that all these short interatomic vectors are aligned
along the crystallographic a axis (Figure 2) with only small
angular deviations. At ambient temperatures, five (A−E) out of
the six chromophores [CuIIN6] (Figure 2) appear to have
compressed octahedral geometry very similar to the schematic
D2d symmetric coordination polyhedron in Figure 1 with four
long distances d(Cu−N) ≈ 2.17 Å. Chromophore F (Figure 2)
shows already at ambient temperature a slightly different
distortion resembling an elongation, with two of the equatorial
ligands at somewhat longer (d(Cu−N) = 2.19 and 2.25 Å) and
the others at slightly shorter distances (d(Cu−N) = 2.09 and
2.09 Å). On cooling to 100 K, a very similar distortion pattern
is assumed by chromophores A, C, and E, while B and D
remain practically unchanged and the distortion of F
approaches that of a typical 4 + 2 elongated octahedron.
Overall, the various [CuIIN6] chromophores appear to
change from D2d symmetry with a 2 + 4 distance distribution
at higher temperatures to C2v symmetry and 4 + 2 distance
distribution at lower temperatures. This change can be related
to a temperature dependent competition between the strain
trying to establish the optimum (undistorted) conformation of
the ligand molecules and the forces trying to optimize the
electronic energy of the coordinated cations. While at low
temperatures, the electronic requirements of the Cu2+ ions (d9
electron configuration) with their static Jahn−Teller effect are
dominant. The occurrence of only a single elongated structure
instead of two statistically disordered elongated octahedra is
indicative of a cooperation between lattice forces and the JTE
Figure 1. Schematic representation of the coordination structure of 1
with D2d symmetry.
Figure 2. ORTEP style representation of the six crystallographically independent cations labeled A−F of [Cu(tpy)2](BPh4)2 at T = 100 K. Ellipsoids
at the 30% probability level, distances d(Cu−N) in Å at 100 K (bold); distances at 298 K (in italics). ESDs for distances are better than ±0.01 Å. Red
ellipsoids represent Cu, and pink represent N atoms.
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leading to one global minimum structure.33 At ambient
temperature, a dynamic JT behavior takes over. The apparently
compressed structures observed using XRD experiments result
from the averaging of the interconversion between two
minimum structures. It appears to be noteworthy that the
dynamic behavior of the various chromophores in the crystal
structure of 1 is so different. Inspection of the crystal structure
reveals that the cation anion separation as well as the cavity size
of the cations appear to be no determinants of the different
dynamic behavior. However, the static octahedra do show more
C−H···π contacts between the complex cations and the anions
than the compressed ones (16 contacts for the static octahedra
compared to five contacts for the dynamic octahedra with a
separation of less than 2.7 Å, see the Supporting Information
for details). Similar observations have been made on iron
complexes.10,11
Although conversion from elongated at low temperatures to
apparently compressed octahedra at room temperature is
typical for a transition from a static to a two-dimensional
dynamic JT effect,33 the XRD data alone are not fully
conclusive. We have therefore applied temperature dependent
UV/vis/NIR and EPR spectroscopy to corroborate the
conclusions from the structural investigation.
The single crystal UV/vis/NIR spectra (Figure 3) recorded
at room temperature and 100 K show two broad absorption
bands at ν̃1 ≈ 6000 cm−1 and ν̃2 ≈ 14 400 cm−1 with
pronounced polarization. The low energy transition allows
estimation of a JT stabilization of ν̃JT ≈ (ν̃1/4) = 1500 cm−1.
23
The maximum of the band at 6000 cm−1 was confirmed by an
additionally recorded powder reflectance spectrum (see
Supporting Information, Figure S1). The high-energy absorp-
tions at wavenumbers higher than 23 000 cm−1 are assigned to
charge transfer transitions.24 There is no significant difference
in band intensities in the spectra recorded at ambient
temperature and 100 K. This points to a static dipole
mechanism for the d−d electronic transitions. Very clearly,
the apparent changes in coordination geometry as deduced
from the XRD study are not reflected by the UV/vis/NIR
spectral behavior of the chromophores. In addition, it is quite
unusual that a crystal structure containing six chemically similar,
however crystallographically independent, chromophores ex-
hibits dichroic behavior with strongly polarized bands.
Typically, one would expect for such a situation averaging of
orientation dependency in absorption properties. However,
despite the complexity of the crystal structure of 1, the two
short Cu−N bonds of the central pyridine rings of each
chromophore [CuIIN6] (the molecular z axis according to
group theory; see Figure 1) are pointing almost parallel to the
crystallographic a axis (Figure 2). The horizontal polarization
(hpol) direction in our spectra is parallel to this axis. The
vertical polarization (vpol) is aligned parallel to the crystallo-
graphic b axis. Assuming the selection rules for electronic
excitation via a static dipole mechanism for an elongated
octahedron [CuIIN6] of C2v symmetry (C2 parallel to the bond
between Cu2+ and the nitrogen of the central pyridine rings)
explains the observed polarizations: Excitation of an electron
from x2 to y2−z2 (ν̃1 ≈ 6000 cm−1; for orbital denomination see
Figure 3) will occur only with light polarized along the short
bonds Cu−N to the central pyridine rings (hpol). The
electronic transitions xz, yz → y2−z2 (ν̃2 ≈ 14 400 cm−1) can
be excited by light polarized along the vpol direction (parallel
to the crystallographic b axis). Since the octahedra are not
perfectly aligned, the corresponding excitation will also occur
(to a smaller extent) with light polarized along the crystallo-
graphic a axis (hpol).46,53,54 Owing to the high time resolution
of UV/vis/NIR spectroscopy, the electronic transitions of the
elongated octahedra are observed for those cations, which are
distorted by the dynamic JT effect and appear to be compressed
in XRD experiments. Note also that the low energy transition
would be forbidden along any polarization direction in a
hypothetic, static, D2d symmetrical compressed octahedral
chromophore. Furthermore, since only two octahedra appear
to be compressed at 100 K compared to five at 293 K, one
would expect a marked decrease of the intensity of the low
energy transition at higher temperatures if the compressed
octahedra were indeed static. Yet, such an intensity change is
also not observed. Conclusively, the polarized absorption
spectra confirm the presence of elongated chromophores
[CuIIN6] in 1 at 100 and 293 K but do not show signs of
statically compressed octahedra, in agreement with the
interpretation of the XRD data.
EPR spectra have been recorded at the temperatures of the
UV/vis/NIR and XRD experiments. Furthermore, the exper-
imental setup allowed extending the temperature range below
100 K. The spectra of the powder of 1 recorded at various
temperatures at the X-band are shown in Figure 4.
Figure 4 shows how the relatively narrow four-line spectrum
at room temperature is gradually converted into a broad four-
line spectrum with the highest spectral density on the high field
side at 20 K. In the intermediate temperature range a five line
spectrum is observed, indicative of the simultaneous occurrence
of apparently compressed and elongated octahedral complexes.
Noteworthy, changes in the multiline pattern occur until the
lowest temperature of 20 K.
Taking into account the results from the XRD experiments,
this means that one octahedron is still static at room
temperature while others appear to be dynamic down to
temperatures as low as 40 K. Using 300 and 40 K as
approximate transition temperatures and 400 cm−1 for the JT
active vibration,21 barrier heights of 250 cm−1 to more than
1800 cm−1 can be estimated for the interconversion between
Figure 3. UV/vis/NIR spectra of a single crystal of 1 using polarized
light. hpol = horizontally polarized light, vpol = vertically polarized
light. Inset: d electron energy levels and allowed (black dotted arrows)
and forbidden (red dotted arrows) transitions.
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the two possible axes of elongation of the different cations
observed crystallographically.20 The lowest value for the cation
which interacts the least with the surrounding lattice is in good
agreement with values calculated for an isolated bis-
(terpyridine)copper cation.55 The highest barrier on the other
hand is similar to the value obtained on a similar [CuIIN6]
compound in which JT distortions have been reported.24 It is
noteworthy that the highest barrier is slightly higher than the
estimated JT stabilization. This emphasizes the importance of
the cooperative nature of lattice and JT forces.
In order to obtain more insight, the powder spectra obtained
at room temperature, 100 K, and 20 K have also been recorded
at Q-band frequencies and investigated more thouroughly. The
spectra taken at room temperature show high spectral densities
at their low field sides (295−330 and 1080−1130 mT,
respectively. The shape of the EPR spectra corresponds to an
inverse axial g tensor31 for which gx = gy > gz. Inverse axial g
tensors are expected for compressed octahedra.31 The
shoulders at the low field sides of the spectra (285 and 1060
mT, respectively) are attributed to the elongated cation F. The
spectra can be simulated best with the corresponding 5:1 ratio
of compressed to elongated octahedra (Figure 5). At 100 K, the
spectra can be simulated assuming four elongated and two
effectively compressed octahedra (Figure 5). At 20 K, the X-
and Q-band EPR spectra can be simulated assuming only static
elongated octahedra (Figure 5).
In addition to the EPR experiments on the polycrystalline
powder, single crystal EPR spectra have been recorded. The
single crystal spectra could be simulated using the same set of
parameters as for the powder spectra. As an example, the single
crystal spectra taken at 100 K are shown in Figure 6 (the others
are shown in the Supporting Information). Taking the
complexity of the spectra into account, a satisfying agreement
between experimental and simulated spectra is achieved at all
orientations. Even for the crystal orientations shown in Figure
6c) where the EPR lines are heavily overlapping, the agreement
of simulation and experiment is still acceptable. The parameters
used to simulate the EPR spectra agree with the results of the
AOM calculations (see Supporting Information). A noteworthy
exception is the value of gz for the apparently compressed
octahedra, which was calculated to be nearly equal to the free
electron g value, ge = 2.0023. Experimentally, no gz values lower
than 2.04−2.05 have been observed which would be expected
for elongated octahedra. This can be understood as an
indication of the dynamic nature of the apparently compressed
octahedra,31 as the calculations were only performed with the
average, seemingly compressed XRD structure (see Supporting
Information).
It was possible to consistently simulate all EPR spectra and to
theoretically validate the EPR parameters used in the
simulations. Furthermore, the high quality of the XRD data
obtained at 100 K provides a large body of structural
information. Therefore, it should be possible to correlate the
XRD structures with EPR parameters. Such a correlation
requires knowledge of the distortion pathways of the [CuIIN6]
cations and how these distortions affect the expected EPR
parameters. To investigate the distortion pathways, the
structural parameters obtained from the XRD experiment at
100 K are inspected. It is noted that the average bond lengths of
the bonds along the z axis from the Cu2+ ion to the central
pyridine rings of the tpy ligands <dz> as well as the bond
lengths to the outer pyridine rings in the xy plane <dxy> are the
same for all six cations A−F. They amount to <dz> = 1.993 ±
0.009 Å and <dxy> = 2.175 ± 0.007 Å. This finding suggests
that removal of one ligand from the Cu2+ ion by a given
distance leads to an equal approach of the other ligand.56,57 For
the ligand displacements Δdz+ and Δdz− along the molecular z
axis, it is found:
Δ = −Δ+ −d dz z (1)
Figure 4. X-band EPR spectra of neat powdered 1 at various
temperatures. The numbers 1−5 mark the five-line spectrum indicative
of simultaneous occurrence of dynamic and static octahedra.
Figure 5. EPR spectra of neat powdered samples of 1 at different temperatures (from top to bottom T = 20, 100, and 293 K) and mw frequencies,
(a) X-band and (b) Q-band. The black lines are the experimental data; the red lines are the corresponding simulations. The parameters used to
simulate these spectra are given in Tables S5−S7.
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In addition, if the central pyridine of one tpy ligand
approaches the Cu2+ ion, the outer pyridine rings of that ligand
do so as well and the other way round. However, the extent of
the displacement of the outer rings is larger than for the central
rings. If the x axis is chosen as the axis of elongation, inspection
of the bond lengths observed in the crystal structure leads to
the formulation of eq 2, which correlates the displace-
ments25,58−60 of the outer pyridine rings in the xy plane with
Δdz+:
Δ = −Δ = Δ +d d d2.38x y z (2)
The ligand displacements Δdx and Δdy are the changes of the
bond lengths Cu−N along the x and y axes, respectively, and
are equal in magnitude but opposite in sign. The vibration
described by the displacements Δdx and Δdy is the ε vibration
in the JT E ⊗ e framework. However, the ε vibration does not
contain a displacement of the ligands along the molecular z axis.
Therefore, the displacement along the z axis must result from
the rigid ligand structure, which forces the central pyridine ring
to follow the movement of the outer pyridine rings. The
correlation coefficient of 2.38 with a standard deviation of 0.29
is in agreement with a geometrical model of the ligand
displacement if the outer pyridine rings are assumed to be
displaced along their Cu−N bonds (Scheme 2a and Supporting
Information for details). In the case of a D2d symmetric
compound, application of the PJT (A ⊕ B) ⊗ b framework
might be considered more appropriate.2,25 In this framework,
the ligand displacement described above as ε vibration has b1
symmetry, which is the expected symmetry within the PJT (A
⊕ B) ⊗ b framework.2,25 The same conclusions are drawn in
both frameworks and only the labeling of the vibration would
change in the PJT framework. Here, the JT E ⊗ e framework is
used to describe the ligand displacements as the JT radius ρ and
angle ϕ introduced in this framework are used as descriptors of
the geometry.
The displacements described by eqs 1 and 2 also suffice to
illustrate the interconversion of an octahedron elongated along
the x axis (JT angle of ϕ = 120°) passing through a compressed
state (ϕ = 180°) over to a structure elongated along the y axis
(ϕ = 240°; Scheme 2b).
As all ligand displacements are correlated, a single displace-
ment parameter suffices to describe all bond length parameters
of the first ligand sphere. These bond length parameters can be
correlated with the experimental EPR parameters using the
equations given in the paper of Ammeter et al.21 The gx and gy
values react very sensitively to structural changes and can be
reliably obtained from experimental data. The difference of
these two values is expected to increase upon going from ϕ =
180° to ϕ = 120°. A correlation of Δdz+ with gx − gy for the six
[CuIIN6] ions at 100 K is shown in Figure 7.
These correlations between structure and EPR parameters
gained on the solid state samples of 1 can now be applied to
Figure 6. Single crystal EPR measurements at 100 K (black lines) and corresponding simulations thereof (red lines). (a) Rotation around
crystallographic b axis. (b) Axis of rotation perpendicular to crystallographic a and b axes. (c) Rotation around the crystallographic a axis. See
Supporting Information for single crystal spectrum taken at 20 K and room temperature.
Scheme 2. (a) Vector Model of the Displacement of the Nitrogen Donor Atomsa and (b) Interconversion of the Different
Complex Conformersb
aThe outer pyridine donor groups are displaced along their bond vectors. The displacement vector of the central pyridine ring is the sum of the
displacement vectors of the outer pyridine rings. bThe bold bonds indicate the unique axes.
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gain insight about the structure of 1 in frozen solution. To that
end, EPR samples of 1 dissolved in various solvent systems
have been prepared and their EPR spectra at the X- and Q-
bands have been recorded in order to evaluate the cation
geometry depending upon the solvent. The results of these
experiments are summed up in Figure 8.
The EPR spectra of solutions of 1 depend markedly on the
choice of the solvent system. In polar solvents like d6-DMSO or
mixtures of d6-DMSO/MeOD, a rhombic g tensor is observed
(gx > gy > gz). If a less polar solvent mixture like d6-DMSO/
CDCl3 is used, an axial g tensor is observed (gx > gy = gz). The
nitrogen hyperfine coupling (HFC) structure displayed in the
X-band EPR spectra of 1 dissolved in the solvent mixtures
indicates that the Cu(II) ions are indeed ligated by six nitrogen
donor atoms. Only in the case of pure d6-DMSO could the
nitrogen HFC structure not be resolved, as pure d6-DMSO
does not yield glassy samples. The obtained g and copper HFC
values are given in Table S11 and lie within the bounds of those
used to simulate the spectra of powdered or crystalline 1.
Assuming that the relation between geometric and EPR
parameters is the same in solution and the solid state, one
can calculate the geometric parameters for the complexes in
solution with eqs 1 and 2, and the Δdz+ value can be read off
from the graph in Figure 7. The obtained results are listed in
Table 2.
According to Table 2, all cations found in frozen solution at
20 K correspond to elongated octahedra. However, the degree
of distortion indicated by the JT radius ρ and the JT angle ϕ
depends on the solvent. In the mixture of deuterated methanol
and DMSO, the cation structure resembles those of the cations
found in the crystal structure at 100 K, which still have a
marked orthorhombic distortion as indicated by their JT angle
ϕ ≳ 130°. The other solutions contain cations that are closer to
an ideal elongated structure along the x axis with JT angles ϕ
close to 120° and JT radii > 0.38 Å. These values lie outside
those observed crystallographically, which might indicate that
the structural change is more complicated in d6-DMSO and d6-
DMSO/CDCl3 mixtures than just a more pronounced
elongation. Therefore, the assignment of the structure in the
case of the d6-DMSO/MeOD solution has a higher degree of
confidence than for the other solution. Further experiments on
frozen solutions using for example MD simulations; EPR
hyperfine spectroscopy; or EXAFS, XANES, and LAXS might
be used to gain deeper insight into the structures in different
solutions.
Note that the theoretical treatment also yields expressions for
the SOMO and the HOMO.21 Both these orbitals have
antibonding character. For all observed elongated structures,
the HOMO in this framework has nearly pure x2 character.
This means that only very weak bonding forces and therefore
very elastic bonds between the Cu2+ ion and the outer pyridine
rings of the remote tpy ligand are expected.61 Thus, the remote
ligand is activated for ligand displacement.35
■ CONCLUSION
The tetraphenylborate of the (bis(terpyridine))copper(II)
complex 1 crystallizes in a remarkably complicated structure.
The crystal structure revealed the existence of six crystallo-
graphically independent complex cations with highly variable
bond lengths of dx ≈ 2.175−2.300 Å, dy ≈ 2.045−2.175 Å, and
dz ≈ 1.955−2.045 Å, and each of these cations shows different
dynamic behavior. In addition to the X-ray experiments, UV/
vis/NIR and EPR spectroscopy have been applied to investigate
the behavior of the different complex cations. The intensity of
the electronic transitions at 6000 and 14 400 cm−1 was used to
confirm the dynamic nature of the apparently compressed
octahedra. The low-energy transition can be used to estimate a
JT stabilization of 1500 cm−1. In EPR spectroscopically, the g
Figure 7. Correlation of Δdz+ with gx − gy obtained from the EPR. The
black line is the fit to the data points according to theoretical
expectations.21 A, B, C, D, E, and F are the six different [CuIIN6] ions
in the crystal structure at 100 K. For frozen solutions, gx − gy was
obtained from simulation of the EPR spectra and subsequently used to
infer the ligand displacement Δdz+ (see below).
Figure 8. Spectra of frozen solutions of 1 at (a) X- (b) and Q-band frequencies in d6-DMSO, d6-DMSO/CDCl3 (1:3), DMSO/CDCl3 (1:5), and d6-
DMSO/MeOD (1:1.5) (from bottom to top). T = 20 K. Black: experimental spectra. Red: simulated spectra.
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values have been correlated with the structures of the cations.
The g values amount to gx ≈ 2.260, gy ≈ 2.110, and gz ≈ 2.045
for static elongated octahedra and to gx ≈ 2.185 ≈ gy and gz ≈
2.045 of the apparently compressed octahedra, where the gz
value of the latter is another indication of the dynamic nature of
the cations. The experimental results have been analyzed using
the angular overlap model. To account for the dynamic
behavior of the cations, their potential energy surface has to be
assumed to contain two minima corresponding to elongation
along the molecular x and y axes, respectively. The hypothetic
compressed structure lies on the saddle point in between the
two minima, which is also the energetic barrier for
interconversion of the two elongated isomers. For those
cations that reach the dynamic JT at lower temperatures, the
energy barrier between the two minima has to be smaller than
for those that reach the dynamic JT at higher temperature. The
energy barrier can be estimated to lie between 250 and 1800
cm−1. The different barrier heights may be explained by
secondary cation contacts.
In addition, experiments on frozen solutions revealed that the
structure of the cations is also affected by the solvent matrix.
Since the EPR parameters of the Cu2+ ion react very sensitively
on even slight changes of the bonding parameters of the ligating
atoms, it was possible to infer details concerning the structure
of the first coordination sphere, assuming that the description
of the complex as a [CuIIN6] octahedron is still valid. In order
to obtain a deeper understanding of the origin of the different
dynamic behaviors of the [CuIIN6] octahedra, quantum
chemical and further experiments on solutions are ongoing.
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S 3 
1. Crystal structure determination of 1 
Table S1.  Crystal data and structure refinement for the different X-ray experiments on compound 1. 
Empirical formula C78H62B2CuN6 C78H62B2CuN6 C78H62B2CuN6 
Moiety formula C30H22CuN6, 
2(C24H20B) 
C30H22CuN6, 
2(C24H20B) 
C30H22CuN6, 
2(C24H20B) 
Formula weight 1168.50 g/mol 1168.50 g/mol 1168.50 g/mol 
Temperature 100(2) K 293(2) K 123(2) K 
Wavelength 0.71073 Å 0.71073 Å 0.71073 Å 
Crystal system, space group monoclinic, P21/c monoclinic, P21/c monoclinic, P21/c 
Unit cell dimensions a = 39.9543(15) Å   α 
= 90 ° 
b = 24.5916(9) Å  β= 
116.252(2) ° 
c = 41.6151(14) Å   γ 
= 90 ° 
a = 40.278(3) Å   α = 
90 ° 
b = 24.8878(17) Å  
β= 116.277(2) ° 
c = 41.972(3) Å   γ = 
90 ° 
a = 40.001(2) Å   α = 
90 ° 
b = 24.5857(12) Å  β= 
116.319(2) ° 
c = 41.630(2) Å   γ = 
90 ° 
Volume 36671(2) Å3 37727(5) Å3 36697(5) Å3 
Z, Calculated density 24, 1.270 g/cm3 24, 1.234 g/cm3 24, 1.269 g/cm3 
Absorption coefficient 0.409 mm−1 0.397 mm-1 0.409 mm−1 
F(000) 14664 14664 14664 
Crystal size 0.38 x 0.34 x 0.22 
mm³ 
0.34 x 0.22 x 0.18 
mm³ 
0.34 x 0.22 x 0.18 
mm³ 
θ-range for data collection 1.00 – 28.0° 1.00 – 28.0° 1.02 – 25.3° 
Limiting indices −52 ≤ h ≤ 52, -15 ≤ k 
≤ 32, -36 ≤ l ≤ 54 
−42 ≤ h ≤ 53, -32 ≤ k 
≤ 31, -55 ≤ l ≤ 54 
−40 ≤ h ≤ 48, -29 ≤ k ≤ 
29, -49 ≤ l ≤ 48 
Reflections collected / 
unique 
250343 / 88380 [Rint 
= 0.051] 
300663 / 90953 [Rint 
= 0.2638] 
245562 / 66430 [Rint = 
0.1614] 
Completeness to θ = 25.25° 99.8 % 99.8 % 92.1% 
Absorption correction Empirical Empirical Empirical 
Max. and min. transmission 0.9154 and 0.8601 0.7459 and 0.5847 0.7459 and 0.5847 
Refinement method Full-matrix least 
squares on F2 
Full-matrix least 
squares on F2 
Full-matrix least 
squares on F2 
Data / restraints / 
parameters 
88380 / 12 / 4699 90953 / 272 / 4699 66430 / 102 / 4699 
Goodness-of-fit on F2 1.009 0.876 0.978 
Final R indices [I > σ(I)] R1 = 0.0509, wR2 = 
0.1140 
R1 = 0.0826, wR2 = 
0.1482 
R1 = 0.0696, wR2 = 
0.1532 
R indices (all data) R1 = 0.1143, wR2 = 
0.1392 
R1 = 0.3905, wR2 = 
0.2427 
R1 = 0.1903, wR2 = 
0.2042 
Largest diff. peak / hole 0.901 and -0.805 
eÅ−3 
0.480 and -0.510 
eÅ−3 
1.850 and -0.820 eÅ−3 
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2. UV/Vis/NIR measurements on crystalline and powdered 1 
2.1 Diffuse Powder Reflectance measurement on 1: Experimental 
The diffuse powder reflectance spectra were recorded at ambient temperature using 
a CARY 14 spectrophotometer for the UV range (200-600 nm) and a CARY 17 for 
the visible and NIR range (300-2600 nm)  both manufactured by OLIS Inc. USA. The 
spectrometers were equipped with an integrating sphere, a halogen lamp (200 - 2000 
nm) used as light source and a combination of a prism and a grating used as  
monochromator. The spectral range was divided into three regions which were 
individually measured using three different experimental set ups (Table S2). 
Table S2. Experimental set up for diffuse reflectance measurements. 
Spectral 
region 
Ranges 
[nm] 
Data 
points 
Step 
width 
[nm] 
Slit 
width 
[mm] 
Band 
width 
[nm] 
Integration 
time [s] 
Detector 
UV 200 - 
600 
800 0.5 0.1 0.11 - 
0.37 
0.5 PMTa 
(Cary 
14) 
Vis 300 -
900 
600 1 0.06 0.14 -
0.22 
1 PMTa 
(Cary 
17) 
NIR 600 - 
2600 
500 4 1.4 - 
2.2 
5 1 PbSb 
(Cary 
17) 
a PMT = Photomultiplier. b PbS = Lead sulfide 
In the UV and visible regions the spectroscopic data was collected using a fixed slit 
width and a variable band width. In the NIR region, the slit width was varied while the 
band width was kept constant. For the measurement, 100 mg of 1 have been diluted 
with 400 mg of BaSO4. This powder was placed on a white teflon sample holder and 
then polished to obtain a smooth surface. A spectrum of neat BaSO4 was recorded to 
obtain a reference spectrum. (K/S) was calculated using the Kubelka-Munk function 
with diffuse reflectance Rdiff = Isample / IBaSO4 
 
S 5 
2.2 UV/Vis/NIR measurements on neat powdered 1: Results: 
The UV/Vis/NIR results obtained on powdered 1 agree with the results obtained in 
the single crystal measurements (Figure S1). d-d transitions are observed at 
wavenumbers lower than 7500 cm-1 and in between 13000 and 16500 cm-1.  
Absorptions at higher wavenumbers correspond to CT transitions. 
Figure S1. UV/Vis/NIR measurements on neat, powdered 1 diluted by grinding with BaSO4 (1:4). The 
different colors indicate the different experimental set ups (table S2) used in the corresponding region 
of the spectrum. 
2.3 UV/Vis/NIR transitions predicted by the AOM 
The full UV/Vis/NIR data as predicted by AOM is listed in tables S3 and S4 for room 
temperature and 100 K respectively. The four d-d transitions are ordered from low to 
high energy. For an assignment of the transitions to certain d-orbitals, see the 
discussion “Selection rules in UV/Vis/NIR spectroscopy” (chapter 2.4). 
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Table S3. Wavenumbers of the four d-d transitions predicted by AOM using cation structures A - F 
obtained from the room temperature XRD data.  
Cation Transition 1 Transition 2 Transition 3 Transition 4 
A 4420 13428 14248 15664 
B 4457 13298 14073 16810 
C 4862 14286 15246 15468 
D 5116 14277 15097 16403 
E 4015 13541 14516 14790 
F 5457 14612 15581 15897 
 
Table S4. Wavenumbers of the four d-d transitions predicted by the AOM using the cation structures A 
- F obtained from the XRD data recorded at T = 100 K.  
Cation Transition 1 Transition 2 Transition 3 Transition 4 
A 5805 14132 15055 15790 
B 4283 13554 14522 14822 
C 5292 14223 15202 15386 
D 5325 14065 15024 16304 
E 5724 14229 15216 15741 
F 6742 15221 16213 16611 
2.4 Selection rules in UV/Vis/NIR spectroscopy 
Discussion of selection rules in UV/Vis/NIR spectroscopy can be found in any 
textbook concerned with group theory for chemists. The book by Harris and 
Bertolucci1 has been used here. 
The starting point of the discussion is Figure S2 in which the energy levels of the d 
orbitals depending on the symmetry of the coordination shell are presented. 
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Figure S2. Energy levels of the d orbitals depending on the geometry of the coordination shell. The 
dashed arrows show the possible UV/Vis transitions, red color indicates forbidden transitions. 
According to Figure 1 and the discussion in the main text, the hypothetic compressed 
octahedron has D2d symmetry. The orbital denominations and the symmetry labels in 
Figure S2 have been chosen in accordance with this point group. The 
electromagnetic radiation has either E symmetry (polarization along x and y) or B2 
symmetry (polarization along z, parallel to the axis of symmetry). Thus the matrix 
elements of the transitions 1-4 indicated in Figure S2 are given by: 
 Tr. 1:      	
  → 	 
 Tr. 2 and 3:      	
        → 		/ 
 Tr 4:      	
  → 		 
The elongated structures on the other hand are best described as C2v symmetrical. 
The polarized radiation has B1, B2 and A1 symmetry (x-, y- and z-polarization 
respectively). The matrix elements of the UV/Vis/NIR transitions are therefore: 
 Tr. 1:     	

 → 		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 Tr. 2:     	

 → 		 
 Tr. 3:     	

 → 		 
 Tr. 4:     	

 →  
3. Experimental and angular overlap EPR parameters of single crystal and 
powder EPR spectra 
Simulations of the EPR spectra of the single crystals at the temperatures of 293 K 
and 20 K are shown in Figures S3 and S4. At room temperature, when most cations 
behave essentially dynamical, good agreement is achieved as the EPR parameters 
along the x and y axes become essentially identical. Note that all spectra (single 
crystal and powders at X- and Q-band) measured at a given temperature have been 
simulated with the same set of parameters (see Tables S5, S6 and S7). 
 
Figure S3. Single crystal EPR measurements at 293 K (black lines) and corresponding simulations 
thereof (red lines). a) Rotation around crystallographic b axis. b) Axis of rotation perpendicular to 
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crystallographic a and b axes. c) Rotation around the crystallographic a axis.  
 
Figure S4. Single crystal EPR measurements at 20 K (black lines) and corresponding simulations 
thereof (red lines). a) Rotation around crystallographic b axis. b) Axis of rotation perpendicular to 
crystallographic a and b axes. c) Rotation around the crystallographic a axis.   
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Table S5. EPR parameters used to simulate single crystal and powder spectra at room temperature 
and g values obtained using the structures of the cations in the crystal structure at the same 
temperature. 
Cation Parameter x y z Iso 
A gexp 2.196 2.178 2.041 2.138 
gAOM 2.225 2.215 1.994 2.148 
A [MHz] 270 210 -105 125.0 
B gexp 2.189 2.182 2.041 2.137 
gAOM 2.231 2.214 1.994 2.149 
A [MHz] 263 195 -105 117.7 
C gexp 2.209 2.165 2.041 2.138 
gAOM 2.232 2.176 1.999 2.138 
A [MHz] 315 165 -105 125.0 
D gexp 2.189 2.182 2.041 2.137 
gAOM 2.216 2.200 1.996 2.139 
A [MHz] 263 195 -105 117.7 
E gexp 2.196 2.178 2.041 2.138 
gAOM 2.249 2.173 2.002 2.144 
A [MHz] 308 183 -105 128.7 
F gexp 2.24 2.121 2.048 2.136 
gAOM 2.257 2.105 2.033 2.133 
A [MHz] 365 115 -105 125 
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Table S6. EPR parameters used to simulate single crystal and powder spectra at T = 100 K and g 
values obtained using the structures of the cations in the crystal structure at the same temperature. 
Cation Parameter x y z Iso 
A gexp 2.273 2.125 2.044 2.141 
gAOM 2.275 2.109 2.028 2.140 
A [MHz] 440 110 -90 150.3 
B gexp 2.185 2.175 2.038 2.133 
gAOM 2.222 2.209 1.995 2.144 
A [MHz] 290 190 -85 131.7 
C gexp 2.266 2.133 2.044 2.141 
gAOM 2.258 2.133 2.017 2.138 
A [MHz] 440 110 -90 150.3 
D gexp 2.195 2.165 2.038 2.133 
gAOM 2.219 2.200 1.995 2.140 
A [MHz] 265 215 -85 131.7 
E gexp 2.275 2.123 2.044 2.141 
gAOM 2.268 2.107 2.031 2.138 
A [MHz] 440 110 -90 150.3 
F gexp 2.230 2.068 2.058 2.141 
gAOM 2.251 2.071 2.057 2.128 
A [MHz] 475 -55 -65 118.3 
 
As no crystal structure has been obtained at 20 K, no AOM calculations have been 
conducted. For the simulation of the spectra only elongated octahedra have been 
considered. However, five of these were simulated with parameters similar to the 
parameters used for cations A - E while one was simulated like cation F which was 
found to be more strongly distorted by XRD. The EPR parameters used for each 
group are summarized in table S7. 
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Table S7. EPR parameters used to simulate single crystal and powder spectra at T = 20 K. 
Fraction Parameter x y z Iso 
5/6 
"elongated" 
gexp 2.267 2.087 2.045 2.133 
A(Cu) [MHz] 458 68 -85 147.0 
1/6 
"cation F" 
gexp 2.23 2. 060 2.053 2.114 
A(Cu) [MHz] 485 -45 -40 133.3 
 
The different HFC constants used for copper are also related to the structure of the 
copper cations as they strongly depend on the electronic ground state. Detailed 
accounts are given in several textbooks.2–4 In short, the HFC constants are made up 
of an isotropic contribution aiso and a dipolar contribution . The dipolar contribution 
for the two different, pure ground states are 
 
     ²"#² 
 $%&'()*+ ,-
−2 0 00 1 00 0 12    
and 
    #² 
 $%&'()*+ ,-
−1 0 00 −1 00 0 22    
Without making any assumptions about the isotropic contribution it becomes 
apparent, that the unique hyperfine coupling constant is aligned along x for the y²-z² 
ground state and along z for z² ground state of the hypothetic, static octahedron with 
its axis of compression aligned along z. In our simulations, the largest coupling 
constant is placed along x for all elongated octahedra as required by theory. The 
intermediate coupling constant is often similar in magnitude to the smallest coupling 
constant but of opposite sign. We have no experimental means to decide about the 
sign of the coupling constant and the choice of a positive sign is arbitrary. For a pure 
y²-z² ground state, the negative sign is indicated. For the dynamically distorted, 
apparently compressed octahedra, the expected dipolar coupling tensor is the 
average of two dipolar tensors  ²"#²  and 3²"#²  (axis of elongation interchanging 
between x and y). The obtained average is therefore placing the unique HFC 
constant along z, in agreement with our simulations. 
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The measurement parameters of the single crystal EPR measurements are listed in 
table S8, those of the EPR measurements on powder samples in tables S9 and S10. 
A resolution of 1.0 - 1.2 measurement points per 0.1 mT of magnetic field was used 
for all measurements and found to be sufficient to obtain reliable spectra. 
Table S8. Measurement parameters for the cw EPR measurements on single crystals of 1 at X-band 
frequencies. MA = modulation amplitude, CT = conversion time, TC = time constant, P = microwave 
power, T = temperature. 
MA [mT] CT [ms] TC [ms] P [mW] T [K] 
0.4 31.0 20.48 20.0 293 
0.4 31.0 20.48 20.0 100 
0.4 31.0 20.48 20.0 20 
 
Table S9. Measurement parameters for the cw EPR measurements on powders of 1 at X-band 
frequencies. MA = modulation amplitude, CT = conversion time, TC = time constant, P = microwave 
power, T = temperature. 
MA [mT] CT [ms] TC [ms] P [mW] T [K] 
0.4 25 20.48 0.63 293 
0.4 25 20.48 0.10 100 
0.4 25 20.48 0.10 20 
 
Table S10. Measurement parameters for the cw EPR measurements on powders of 1 at Q-band 
frequencies. MA = modulation amplitude, CT = conversion time, TC = time constant, P = microwave 
power, T = temperature. 
MA [mT] CT [ms] TC [ms] P [mW] T [K] 
0.45 21 20.48 0.13 293 
0.45 21 20.48 4.1∙10-4 100 
0.45 21 20.48 4.1∙10-4 20 
 
4. EPR measurements on frozen solutions of 1  
The full set of EPR parameters used to simulate the EPR spectra of frozen solutions 
of 1 is listed in Table S11. The same set of parameters has been used for both X- 
and Q-band spectra. 
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Table S11. Simulation parameters used to fit the EPR spectra of frozen solutions of 1 dissolved in 
MeOD/d6-DMSO (1.5:1) and CDCl3/d6-DMSO (5:1 and 3:1) and neat d6-DMSO. The HFC constants 
are given in MHz and their sign cannot be obtained from EPR spectra and has been chosen arbitrarily. 
Solvent gx gy gz 100 .∆gxy, Ax(Cu) Ay(Cu) Az(Cu) 
d6-DMSO/MeOD 2.2540 2.0960 2.0440 16.6 458 30 -89 
d6-DMSO/CDCl3 2.2390 2.0540 2.0540 18.5 505 -40 -40 
DMSO 2.2575 2.0750 2.0560 18.3 465 65 -95 
 
Additionally, the HFC constants of the nitrogen donor atoms have been considered in 
all spectra in which nitrogen HFC structure was resolved. These were reproduced by 
accounting for six nitrogen atoms having axial HFC coupling tensors with  
AII = 41.5 MHz and A⫠ = 33 MHz.2 
The measurement parameters for the frozen solution EPR at X-band frequencies 
measurements are listed in table S12. 
Table S12. Measurement parameters for the cw EPR measurements on frozen solutions of 1 at X-
band frequencies. MA = modulation amplitude, CT = conversion time, TC = time constant, P = 
microwave power, T = temperature. 
Solvent MA [mT] CT [ms] TC [ms] P [mW] T [K] 
d6-DMSO/MeOD 0.5 25 20.48 0.01 20 
d6-DMSO/CDCl3 0.5 25 20.48 0.01 20 
d6-DMSO 0.5 25 20.48 0.10 20 
 
At Q-band frequencies pulsed EPR measurements have been conducted as the 
resonator is better suited for pulsed measurements than for cw measurements and 
the frozen solution samples gave rise to intense echo signals. The standard two 
pulse echo experiment consisting of a π/2 and a π pulse (twice as long as the π/2 
pulse) separated by a time interval τ was used to obtain the echo signal.  The 
parameters are given in table S13. 
Table S13. Measurement parameters for the pulsed EPR measurements on frozen solutions of 1 at Q-
band frequencies. π/2 = length of π/2 pulse, τ = separation between π/2 and a π pulse, SRT = shot 
repetition time, P = microwave power, T = temperature. 
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Solvent π/2 [ns] τ [ms] SRT [µs] P [mW] T [K] 
d6-DMSO/MeOD 14 140 500 13.0 20 
d6-DMSO/CDCl3 14 140 500 13.0 20 
d6-DMSO 14 140 500 13.0 20 
 
5. Constrained displacement of the donor groups 
The distortions of the [Cu(tpy)2]
2+ ions have been treated along the lines of the 
pseudo Jahn-Teller (PJT) (A ⊕ B) ⊗ b framework.3–5 Therefore, the distortions must 
result from JT active vibration modes. The displacement along the molecular x and y 
axes described by equation (2) in the main text is in agreement with the b1 vibration 
in the PJT (A ⊕ B) ⊗ b framework: 
    
  (0  0   −  −   )   (S1) 
Equation (S1) symbolically represents the displacements of the atoms N1, N2, N3, N4, 
N5 and N6 as labeled in Figure S5. Equation (1) in the main text describes the 
displacement of the atoms along the molecular z axis. This vibration has b2 symmetry 
in the D2d point group and is not a JT active mode. The pyridine moieties cannot 
move independently because they are part of the rigid terpyridine ligand backbone. If 
the ε vibration displaces the external pyridine rings by a distance d along their Cu-N 
bond vectors as indicated in Figure S5 one obtains the following displacement 
vectors ∆;;;;;<= for atoms i: 
∆;;;;;<>? 
  ∙ -@AB 0 −AB0 1 0AB 0 @AB 2-
1002 
  ∙ -
0.97400.2252 
∆;;;;;<>H 
  ∙ - @AB 0 AB0 1 0−AB 0 @AB2-
−100 2 
  ∙ -
−0.97400.225 2 
The angle α amounts to 13° and has been calculated according to Figure S5 and 
taking β = 154° as observed in the crystal structure. For the central pyridine ring, 
which would not move if the ligands could be displaced in an unrestrained manner, 
vector addition yields 
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∆;;;;;<>I 
 ∆;;;;;<>?  ∆;;;;;<>H 
  ∙ - 000.452 
and  J∆;;;;;<>IJ J∆;;;;;<>HJK 
 2.22 
in agreement with the correlation coefficient obtained using the XRD data and given 
in equation (2). 
 
Figure S5. a) Vector picture of the ligand displacement. b) Numbering scheme for the b1 vibration. 
 
6. Theoretical considerations 
6.1 g values in dynamically distorted octahedra 
Equations and discussions about the g tensors for static complex geometries are 
discussed by Ammeter4 and in the book by Abragam and Bleaney.6 The theory 
outlined therein does only provide results for static geometries, the same is true of 
the AOM calculations performed herein. If the axis of elongation is interchanging 
between the x and y direction this leads to apparently compressed structure in X-ray 
crystal structure determinations. Furthermore, average g values will be obtained.7 
Figure S6 illustrates the g values in dependence of the JT angle φ. 
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Figure S6. Dependence of the g shifts ∆g and the JT angle φ.4 The dashed lines present estimated 
motional averages. An exact calculation is only possible if the vibrational trajectories were completely 
known. 
Noteworthy, the gx and gy values are interchanged as φ changes from 120° to 240°. 
Therefore, the average value of gx and gy is almost equal to the value expected for 
static compressed octahedra. The gz value on the other hand is expected to be equal 
to ge for an ideal compressed octahedron while it is larger than ge in all other 
structures. Thus, the interconversion of the x and y axes leads to a gz value which is 
considerably higher than ge even for apparently compressed octahedral structures, in 
agreement with the observed high values for gz. 
 
6.2 The choice of the coordinate system 
In order to obtain a molecular coordinate system which is independent of the 
observed distortions around the Cu2+ ion a group theoretical approach has been 
chosen. In this approach, a hypothetical undistorted [CuIIN6] octahedron of Oh 
symmetry is sequentially distorted using group/subgroup relations.1,8 The first 
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symmetry reduction is a shortening along the Cu-N bonds to the central pyridine rings 
leading to D4h symmetry. The z axis is then placed along the axis of highest 
symmetry which is identical to the Cu-N bonds involving the central pyridine rings. 
This axis remains the z axis in all subsequent distortions. Therefore, the axis of 
elongation is not assigned to the molecular z axis as it is done conventionally. The 
two different approaches are summarized in Figure S7. 
 
Figure S7. Conceptual, subsequent symmetry reductions of the hypothetic Oh symmetric [Cu
IIN6] 
complex cation using either group theoretical or JT conventions for the assignment of the molecular 
coordinate system. The arrows point towards coordination geometries of lower symmetry and the bold 
bonds indicate the corresponding molecular z-axis. 
 
7. The color change from green to brown 
During the work on 1 and other Cu2+-bisterpyridine-complexes color changes from 
brown to green or the other way round were observed. With respect to the catalytic 
activity of many CuNx complexes this matter was investigated in some detail.
9 The 
results obtained during the work here indicate, that Cu-tpy complexes are highly 
reactive with respect to redox reactions and that traces of Cu(I) are responsible for 
the occurrence of a brown color. Compound 1 itself is stable under most conditions. 
Application of heat and presence of protic solvents were found to promote the 
change of color from green to brown in 1. Brown compounds turned immediately 
green when they were contacted with non-degassed solvents. A reduction of 1 was 
achieved by applying heat to a concentrated DMSO solution for a few minutes and 
was indicated by the change of color of the solution from green to dark brown. The 
color changed back to green within a few seconds when contacted to air. Extraction 
of that DMSO solution using hexane yielded a colorless hexane solution which 
contained biphenyl as evidenced by mass spectrometry (m/z = 154.1) and NMR.  
This finding leads to conclude that the reductant is the tetraphenylborate anion, as 
supposed in the literature.10 This is also in accordance with the increased propensity 
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of 1 to turn brown if contacted with protic solvents.10 Additionally, CV studies on 
related copper compounds suggest that the reduction of the copper center takes 
place in a similar potential range.11 
This conclusion is further corroborated by the notably higher color stability of the 
hexafluorophosphate analogues of the various copper bisterpyridine compounds 
synthesized in our labs. 
 
8. On the origin of the different static structures and dynamic behavior 
Two interactions have been considered in order to elucidate the origin of the different 
static structures and dynamic behaviors of cations A - F. The first of these interaction 
is the coulomb interaction between cations and anions. The coulomb interaction is 
distance dependent and therefore the arrangement of the anions with respect to the 
cations has to be rationalized. It turns out, that each cation is surrounded by four 
anions in a flattened tetrahedral geometry. Figure S8 show this arrangement and a 
similarity to the crystal structure of α-SiO2 is revealed. Table z lists the Cu - B 
separations d1 - d4 for each tetrahedron along with some geometrical parameters 
which have been calculated from these distances. 
 
Figure S8. Crystal structure of 1 viewed along the b axis. Only Cu and B atoms are shown. 
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Table S14. Anion-cation distances using the B and Cu atoms as centers of the ionic charges. 
 A B C D E F 
d1 [Å] 6.713 6.904 6.616 6.881 6.942 6.369 
d2 [Å] 7.044 7.131 6.927 7.194 6.973 7.184 
d3 [Å] 7.222 7.231 7.635 7.217 7.048 7.668 
d4 [Å] 7.247 7.295 7.671 7.418 7.251 8.037 
d1/d2 0.953 0.968 0.955 0.956 0.996 0.887 
d1/d4 0.926 0.946 0.862 0.892 0.957 0.792 
<d>a [Å] 7.057 7.140 7.212 7.178 7.054 7.315 
Vb [Å³] 89.101 92.311 95.132 93.764 88.987 99.236 
a: Average of distances d1 - d4. 
b: Volume calculated using the <d> values given in 
the table and an undistorted tetrahedral geometry with the B atoms at the vertices of 
the tetrahedron. 
Inspection of table S14 reveals that the Cu - B separation is not suited to investigate 
the origin of the different static structures and dynamic behavior of cations A - F. This 
is most easily appreciated by comparison of the two most distorted and structurally 
similar cations E and F. For cation F the shortest Cu - B separation d1 is shorter by 
more than 11% as compared to the second shortest distance d2. The difference to 
the longest distance d4 amounts to more than 20%. For cation E on the other hand 
the second shortest distance is almost as short as the shortest distance and even the 
longest Cu - B separation is only 4.3% longer than the shortest distance. Inspection 
of the average Cu - B separation reveals strong differences between E and F as well: 
the average Cu - B separation is more than 0.25 Å larger for cation F as compared to 
E. A similar argument can be given if cations A and C are compared to B and D. 
While A and C show distorted structures at 100 K, B and D are still dynamic. The 
geometric parameters listed in table S14 on the other hand are fairly similar for these 
cations. The analysis given above reduces the ions to point charges centered at the 
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Cu and B atoms, respectively. This is a strong simplification as both types of ions are 
voluminous complex ions. For both ions the charge is expected to be to some extent 
delocalized over the ligand or substituents, respectively. For that reason, specific 
cation anion interactions have been investigated. To that end, all C-H...C contacts 
shorter than 2.7 Å have been elucidated. 22 of such close contacts have been found, 
21 of which having a proton of a terpyridine ring as the H-Bond donor. This large 
imbalance is expected as the terpyridine ligands are expected to be electron deficient 
while the phenyl substituents of the anions are expected to be electron rich. Closer 
inspection of the C-H...C contacts reveals that the distorted cations A, C, E and F 
appear to participate in more such H-Bonds than B and D (an average of 4 and 2.5 
H-Bonds respectively, table S15). If H-bonds shorter than 2.6 Å are considered, the 
observed trend is confirmed, as six of the existing seven H-bonds are formed from 
the distorted cations A, C, E and F. (table S15). 
 
Table S15. Number of Htpy
...C-bonds shorter than 2.7 Å. Values in parentheses are the number of 
Htpy
...C-bonds shorter than 2.6 Å. 
 A B C D E F 
H...C-bonds 5 (2) 1 (0) 3 (2) 4 (1) 3 (1) 5 (1) 
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Single and double nitroxide labeled bis(terpyridine)-
copper(II): influence of orientation selectivity and
multispin effects on PELDOR and RIDME†
Andreas Meyer,a Dinar Abdullin,a Gregor Schnakenburgb and Olav Schiemann*a
A rigid, nitroxide substituted terpyridine ligand has been used to synthesize hetero- and homoleptic bis-
terpyridine complexes of copper(II). The homoleptic complex represents a three-spin system, while the
metal ion in the heteroleptic complex is in average bound to one nitroxide bearing ligand. Both
complexes are used as model systems for EPR distance measurements using pulsed electron–electron
double resonance (PELDOR or DEER) and relaxation induced dipolar modulation enhancement (RIDME)
sequences. The results of both methods are analyzed using detailed geometric data obtained from the
crystal structure of the homoleptic complex as well as information concerning ligand scrambling and
the electronic structure of the copper center. In addition, both methods are compared with respect to
their sensitivity, the extent of orientation selectivity and the influence of multispin effects.
Introduction
Electron paramagnetic resonance (EPR) is a spectroscopic method
which can be used to elucidate the structure of biological macro-
molecules.1,2 In particular, pulsed EPR techniques that measure the
dipolar coupling between unpaired electrons are used to obtain
coarse grained structures of large protein complexes or oligonucleo-
tides,3–6 to follow their structural changes during function7–10 or to
localize paramagnetic centers within them.11,12 Out of these
so-called pulsed dipolar spectroscopy (PDS) methods, pulsed
electron–electron double resonance (PELDOR or DEER)13–15 is the
most prominent one. However, it has been shown that double
quantum coherence (DQC)16–18 and relaxation induced dipolar
modulation enhancement (RIDME)19–22 may offer advantages in
certain situations. Since PDS complements other analyticalmethods
like X-ray crystallography and nuclear magnetic resonance, its
application together with these methods has evolved as an impor-
tant tool in structural biology.23,24 In the standard experiment, two
nitroxide spin labels are site-specifically attached to the desired
positions in the biomolecule and the distance between the two
nitroxide spin labels is determined using PELDOR. Repetition of the
experiment using different labeling positions leads to geometrical
constraints, which can then be used to model the structure of or
follow changes in the macromolecular structure.
In recent years, several studies have also been conducted with
more than two labels in a biomolecular complex.25–30 In these cases
the so-called multispin effects have to be taken into account when
analyzing the data.31–33 Multispin effects arise when the echo
intensity is modulated by the dipole–dipole interaction of a detected
spin with two or more spins. In such a situation, one observes not
only the dipolar coupling frequencies nidip of each spin i but also
combinations thereof, i.e. the sums and differences nij = ni  nj.
Instead of using two artificially introduced spin labels one can also
use paramagnetic centers which are intrinsic to the biomolecules of
interest. These intrinsic spin centers can be organic radicals such as
semiquinone or tyrosyl radicals34–40 but also paramagnetic metal
ions.41 The EPR spectroscopic properties of metal centered spins
can be more challenging than those of organic radicals due to fast
relaxation times, orientation selectivity and spin density distribu-
tion.42–55 In this work, the influence of multispin effects on both
PELDOR and RIDME sequences in model complexes of types AB
and AB2 is investigated, where A and B represent copper and
nitroxide spin centers, respectively. Furthermore, the performance
of these two experiments is critically compared and the influence of
the Jahn–Teller effect and ligand scrambling is investigated.
Experimental
Syntheses
2,5-Dihydro-2,2,5,5-tetramethylpyrrole-N-oxyl-3-(40-(4-(2,20:60,200-
terpyridyl)-phenylethynyl-p-biphen-4-ylcarboxylate))-2,20:60,200-terpyr-
idinecopper(II) bis(hexafluorophosphate) (2a/2x). 14.5 mg
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University Bonn, Wegelerstr. 12, 53115 Bonn, Germany.
E-mail: schiemann@pc.uni-bonn.de
b Institute of Inorganic Chemistry, Rheinische Friedrich-Wilhelms-University Bonn,
Gerhard-Domagk-Str. 1, 53121 Bonn, Germany
† Electronic supplementary information (ESI) available. CCDC 1441273. For ESI and
crystallographic data in CIF or other electronic format see DOI: 10.1039/c5cp07621h
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(0.085 mmol) of CuCl22H2O was dissolved in 1.5 mL of a 3 : 1
mixture of acetonitrile and isopropanol. 43.5 mg (0.172 mmol)
of silver hexafluorophosphate dissolved in 1.3 mL of aceto-
nitrile was added to the resulting green solution leading to
immediate precipitation of silver chloride. The solution was
filtered off and subsequently mixed with 55.4 mg (0.083 mmol)
of the ligand 40-((4-(2,20:60,200-terpyridyl)phenyl)ethynyl)biphen-
4-yl-(2,2,5,5-tetramethyl-N-oxyl-pyrroline)-3-formate 1 and 19.3 mg
(0.083 mmol) of 2,20:60,200-terpyridine (tpy) dissolved in 5 mL of
dichloromethane leading to the formation of a green solution and
precipitate. 12 mL of isopropanol was added and the volume of
the solution was reduced by about 30% under reduced pressure.
The remaining colorless solution was filtered off at 0 1C yield-
ing a green solid, which was washed two times with 2.5 mL of
isopropanol and then dried in vacuo (yield 75%, 79.9 mg,
0.064 mmol). Owing to ligand scrambling, it was not possible
to isolate 2a as a pure substance. Samples, which have the same
elemental composition as pure 2a, are called 2x in the following
(see discussion). Anal. calcd for 2a: C, 56.49, H, 3.70, N, 7.82. Found:
C, 56.59; H, 3.85; N, 7.42. ESI-MS: m/z 481.7 ([2a–2PF6]
2+) (50%).
Bis-(2,5-dihydro-2,2,5,5-tetramethylpyrrole-N-oxyle-3-(4 0-(4-
(2,20:60,200-terpyridyl)-phenylethynyl-p-biphen-4-ylcarboxylate))-
copper(II) bis(hexafluorophosphate) (2b)). 15 mg (0.088 mmol)
of CuCl22H2O was dissolved in 1.5 mL of acetonitrile. 5.4 mL
of a 0.033 M solution of silver hexafluorophosphate in acet-
onitrile was added to the resulting green solution leading to
immediate precipitation of silver chloride. The solution was
filtered off and subsequently mixed with 148 mg (0.222 mmol)
of 1 dissolved in 8 mL of dichloromethane leading to the
formation of a green precipitate. The remaining solution was
filtered off at 0 1C yielding a green solid. The green solid was
washed two times with 2.5 mL of a mixture of acetonitrile and
isopropanol (1 : 3) and then dried in vacuo (yield 70%, 104.0 mg,
0.062 mmol). Crystals suitable for X-ray crystallography were
obtained by layering the solution in acetone with cyclohexane.
Anal. calcd for 2b: C, 62.58, H, 4.18, N, 6.63. Found: C, 62.15; H,
4.35; N, 6.72. ESI-MS: m/z 698.8 ([2b–2PF6]
2+) (70%).
EPR measurements and data analysis
All EPR experiments were performed on a Bruker ELEXSYS 580
EPR spectrometer. For the pulsed EPR measurements at X-band
frequencies an MD5 dielectric ring resonator and an Oxford
CF935 cryostat were employed. Using a 1 kW travelling wave
tube (TWT) amplifier (Applied Systems Engineering) minimal
p/2 pulse lengths of 10 ns were obtained. Measurements at
Q-band frequencies were performed using an ER 5106QT-2
resonator and an Oxford CF935 helium gas-flow cryostat. The
MW pulses were amplified using a 150 W TWT amplifier
manufactured by Applied Systems Engineering. Typical p/2 pulse
lengths of 14 ns were obtained using this set up. All EPR
measurements were conducted at T = 20 K. For the distance
determination between the copper center and the nitroxides
using the PELDOR sequence, the observer frequency was placed
approximately 150 MHz to the high frequency side of the
resonator dip. RIDME time traces were recorded at two different
interpulse separations between the third and the fourth pulse.
The refocused stimulated echo was used for data acquisition.
Division of the time trace with large interpulse separation by the
time trace with low interpulse separation leads to suppression of
ESEEM artifact peaks.19–21 The measurement parameters are
detailed in the ESI.† To compare the signal to noise ratios in
PELDOR and RIDME for 2b, both time traces are fixed to the
same length, here 1200 ns, and are averaged over all field
positions measured. The RIDME time trace is then divided by
the RIDME reference time trace and the result is normalized to
1 at t = 0. Then the PELDOR and RIDME time traces are corrected
for the background decay and are renormalized. This yields for
both time traces S = 1. Then the signal intensity S is multiplied
by the modulation depths Vl of the two time traces. Vl is then
divided by the average noise hNi of the time traces, yielding
Vl/hNi. In order to account for different measurement times this
value is then divided by the square root of the measurement time
yielding S/N = Vl/(hNi Ot).
EPR spectra were simulated using the EasySpin56 program
package. The program PeldorFit57 was used to analyze the
PELDOR time traces. DeerAnalysis58 (DA) was employed for
the analysis of RIDME time traces. The used pulse sequences
are depicted in the ESI† along with the measurement para-
meters and the EPR parameters obtained from simulation of
the obtained data.
Results and discussion
Synthesis, chemistry and structures of 1, 2a and 2b
In order to study multispin effects in a model system contain-
ing different types of spin centers, a complex that contains a
paramagnetic metal center and either one or two nitroxides was
necessary. Inspired by a publication from the Jeschke lab,42 this
was realized by attaching the chelating terpyridine ligand 1
either one or two times to a copper ion forming the hetero-
[Cu(1)(tpy)]2+ 2a (tpy = 2,20:60,200-terpyridine) or homoleptic
[Cu(1)2]
2+ 2b complexes, respectively (Scheme 1). The nitroxide
unit in 1 is connected to the terpyridine ring via a rigid
phenylene-acetylene framework to ensure a relatively narrow
distance distribution.42,43 The carboxylate group was introduced
to prevent exchange interaction between the copper and the
nitroxide spin centers.43,47 The synthesis of 1 has been described
elsewhere59 and is a slight modification of the procedure reported
by Ackermann et al.60 Terpyridine complexes of copper are known
to be labile with respect to ligand exchange according to eqn (1).61
As the ligand exchange proceeds very fast the equilibrium con-
centrations of the constituting species are reached within a
Scheme 1 Synthesis of 2a and 2b.
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few seconds.61 Therefore, a stepwise synthesis involving the
isolation of a precursor compound (e.g. [Cu(tpy)Cl2]) appears not
to be sensible and both ligands have been added simultaneously
during the synthesis of 2a. In addition, the enthalpy of the fast
ligand exchange reaction is expected to be negligible; thus the
maximization of the mixing entropy is the only factor determining
the equilibrium concentrations of the species in eqn (1).
2[Cu(1)(tpy)](PF6)$ [Cu(tpy)2](PF6)2 + [Cu(1)2](PF6)2 (1)
The mixing entropy is maximized if all species in eqn (1) occur
in equal amounts. Thus, no samples of pure 2a could be
obtained. Instead, samples of the average composition of 2a
are expected to contain 2a, 2b and [Cu(tpy)2](PF6)2 in equal
concentrations and are therefore called 2x from here on.
Initially, 2x and 2b have been synthesized as tetraphenyl-
borates. However, the tetraphenylborate complexes tend to turn
brown in the solid state and in solution at room temperature in
the absence of air, which was attributed to the reduction of the
copper complex cation by the tetraphenylborate anion.62 There-
fore, copper(II) hexafluorophosphate was generated in situ by
reacting the dihydrate of copper(II) chloride with silver hexa-
fluorophosphate in acetonitrile. Under these conditions, silver
chloride precipitates and the remaining solution can be sepa-
rated and used as a source for both copper(II) cations and
hexafluorophosphate anions.
Using the hexafluorophosphate anion also enabled the
crystallization of 2b (Fig. 1a). The crystal structure reveals two
crystallographically independent cations. At 123 K, one of these
cations is subjected to dynamic Jahn–Teller distortions, while
the other one experiences static distortions (see ESI†), similar
to observations made on the unsubstituted copper bisterpyridine
complex.63,64 An average nitroxide copper distance of 26.49 Å is
found for the two independent cations (see ESI†). The average
nitroxide–nitroxide separation is slightly less than twice the
average nitroxide–copper distance and amounts to 52.00 Å,
due to the slightly bent geometry with average bending angles
of 157.91 between the two nitroxides and the orientation of the
other components of the g tensors since the nitroxides can
assume various torsional angles with respect to each other and
also with respect to the copper center (see ESI†). Finally, another
noteworthy feature of the crystal structure is the relative orienta-
tion of the spin centers with respect to each other. The g tensor
frameworks of the spin centers are illustrated in Fig. 1a. The
alignment of the x axes of the g tensors of both nitroxides and
the gz axis of the copper center deviates from collinearity by an
angle of 35.0  6.41. Note that the geometry of the copper center
can be described as an elongated octahedron with approximate
D2d symmetry.
64 The z axis of the copper center was chosen in
accordance with the theoretical requirements for the D2d group
and is not identical to the axis of elongation (Fig. 1b). A similar
angle of 33.2  2.31 is found for the gx axes of the nitroxides and
the interspin vector between the copper and the nitroxides
(Fig. 1). Assuming that the rotation of the nitroxides around
the ester linkage is the dominant motion of the molecules, the
orientations of the x axes of the nitroxides, the z axis of the
copper center and the parallel component of the dipolar
coupling tensor are strongly correlated. This is not true for the
copper center. All distances and angles have been measured
from the middle of the N–O bonds of the nitroxides. The
structural information obtained from the crystal structure of 2b
provides a comparison for the PELDOR derived geometric para-
meters of 2x and 2b. The crystallographically found interspin
distance between the nitroxide and the copper centered spins is
mostly determined by the structure of the rigid ligand and is
neither expected to deviate heavily in solution nor between 2a and
2b. The immediate coordination sphere of bis(terpyridine) com-
plexes was shown to be similar in frozen solution and the crystal
phase in the sense that an elongated octahedral coordination with
approximate D2d symmetry is observed in both cases, frozen
solution and crystal phase (Fig. 1b).64,65
Solvent dependence of the EPR parameters
2x and 2b consist of (bis(terpyridine))copper complexes. The
EPR spectrum of the unsubstituted (bis(terpyridine))-copper
complex [Cu(tpy)2]
2+ was found to depend on the choice of
solvent.64 For [Cu(tpy)2]
2+ it was observed that using a mixture
of methanol and DMSO leads to orthorhombic EPR signals of
the copper centered spin ( gx 4 gy 4 gz), while a mixture of
chloroform and DMSO leads to axial EPR signals ( gx 4 gy = gz).
These changes have been interpreted in terms of a differing
extent of Jahn–Teller (JT) elongation along the molecular x axis
of the copper center brought about by the molecular b1 vibra-
tion.59 Within this framework, the JT elongation is accompa-
nied by one ligand approaching the metal center and a
simultaneous departing motion of the other ligand. Since the
axial EPR signal of [Cu(tpy)2]
2+ in a mixture of chloroform and
DMSO corresponds to a degree of elongation which was not
observed in the crystal structure, it was suggested that the distal
ligand might be replaced by solvent molecules if the molecular
Fig. 1 (a) Molecular structure of the complex cation of 2b as revealed by
X-ray crystallography. The local g tensor coordinate systems of the spin
centers are indicated.64 The coordinate systems of the hyperfine coupling
tensors are assumed to be collinear with the g tensor coordinate systems.
Color code: orange = copper, blue = nitrogen, grey = carbon, red =
oxygen. Hydrogen atoms have been omitted for clarity. (b) Orientation of
the g tensor coordinate system as predicted by DFT (see ESI† for details).
The coordination polyhedron can be described as an elongated octa-
hedron with approximate D2d symmetry. This group requires the z axis to
be along Cu–N bonds of the central pyridine rings of each tpy ligand. The
elongation occurs along the gx direction.
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b1 vibration proceeds too far.
66 For 2x and 2b, a mixture of DMSO
and methanol also led to rhombic EPR signals of the copper
centered spin, while mixtures of deuterated chloroform and DMSO
produced axial EPR signals. Importantly, we noticed that the
observed changes occur less reliably when protonated chloroform
was used instead of deuterated chloroform. As deuterated chloro-
form is not stabilized and may contain acid, we repeated the
experiments in methanolic solutions to which sulfuric acid was
added (methanol/DMSO ratio 1.5 : 1 and 0.1M sulfuric acid). It was
indeed found that addition of acid to samples of [Cu(tpy)2]
2+, 2x
and 2b also yields axial EPR signals. The EPR spectra of 2x and 2b
in neutral and acidic mixtures of DMSO and methanol (1 : 1.5) at
two MW frequencies are shown in Fig. 2. The spectra obtained in
neutral solutions are typical for nitroxides and copper terpyridine
complexes with the copper signal appearing to be orthorhombic
(gyE 2.093 and gzE 2.042).
64 In acidic solution (or CDCl3/DMSO
mixtures), the copper signal becomes axial with gyE gz E 2.062.
Furthermore, the gx value of the copper centered spin increases
noticeably in addition to the copper hyperfine coupling constant
along that direction. The observed EPR parameters agree with
those found for the unsubstituted complex [Cu(tpy)2]
2+.64
Importantly, the spectral width of the copper signal exceeds
the spectral width of the nitroxide by a factor of more than 10 in
both orthorhombic and axial situations. Furthermore, the
relaxation processes are much faster for the copper spins than
for the nitroxide spins. As an example, the approximate spin
lattice relaxation time of the nitroxide at X-band frequencies
amounts to 3000 ms in 2x and 2b at 20 K and thus exceeds the
spin lattice relaxation time of copper in the rhombic situation
by two orders of magnitude (ESI†). In the following discussion,
the focus will be first on the orthorhombic situation.
PELDOR for the orthorhombic copper EPR signals
Inter-nitroxide distance and ligand exchange. The inter-
nitroxide separation was measured for 2x and 2b (Fig. 3).
Interestingly, modulations are observed for both 2x and 2b.
This suggests that 2x is indeed subject to ligand scrambling as
described by eqn (1) and is not identical to complex 2a, which
has only one nitroxide and thus no nitroxide–nitroxide distance.
The frequencies and the corresponding distance distributions
with the most probable distance of 52.3  1.2 Å are within error
the same for both samples and correspond to the nitroxide–
nitroxide distance of 52 Å found in the X-ray structure. The
modulation depth Vl,2b = 30% found for 2b corresponds, for
the used pump pulse length of 18 ns, to two coupled nitroxides
and thus indicates the absence of ligand replacement by solvent.
The reason for the occurrence of the nitroxide–nitroxide distance
in samples of 2x is due to the aforementioned ligand scrambling
leading to the formation of 2b and of [Cu(tpy)2]
2+ in solutions
of 2x. The observed modulation depths allow validating the
expected equilibrium concentrations of the species given in
eqn (1) in 2x. The modulation depth Vl,2x of the nitroxide–
nitroxide PELDOR experiment of 2x can be calculated using
Fig. 2 Echo detected field swept EPR spectra (full lines) and their simulations (dashed lines) of 2x (black lines) and 2b (red lines) at (a) X-band frequencies
and (b) Q-band frequencies. For both 2x and 2b two spectra are given. The lower one of the two spectra corresponds to a neutral solution of DMSO and
methanol (1 : 1.5), while the upper one corresponds to an acidic solution in the same solvent system (see text for discussion). The nitroxide parts of the
EPR signals are marked with asterisks.
Fig. 3 Results of the Q-band inter-nitroxide distance measurements of
2x (black lines) and 2b (red lines). (a) Time traces (dotted lines: fit using
DeerAnalysis), (b) Fourier transforms of the time traces and (c) the resulting
distance distributions.
Paper PCCP
Pu
bl
ish
ed
 o
n 
01
 M
ar
ch
 2
01
6.
 D
ow
nl
oa
de
d 
by
 U
ni
ve
rs
ita
t B
on
n 
on
 2
4/
08
/2
01
6 
09
:3
4:
15
. 
View Article Online
9266 | Phys. Chem. Chem. Phys., 2016, 18, 9262--9271 This journal is© the Owner Societies 2016
the contributions of each species from eqn (1). With the mod-
ulation depths Vl,s, the relative echo intensities Irel,s of the
nitroxide signal and the equilibrium concentrations ceq,s of the
individual species s, this leads to eqn (2):
Vl,2x = Ss(Vl,sIrel,sceq,s) (2)
The modulation depth of Vl,2x = 21% observed in 2x amounts
to roughly 2/3 of L2b. Thus, the observed value agrees with
expectations based on entropy driven ligand scrambling
(Table 1).60
Nitroxide–copper distance. PELDOR measurements with
selective pulses on copper centered spins are subject to
strong orientation selectivity effects.42–46 Orientation selectivity
occurs if the orientations of pumped and observed spin centers
are correlated. The extent of orientation selection observed in
the PELDOR experiment is determined by several factors includ-
ing the width of the EPR signals of both types of spins, the
bandwidth of the used pulses and the choice of the position for
pumping and probing in the corresponding EPR signals (ESI†).
Fig. 4 shows the results of the X-band PELDOR measurements
on 2x and 2b. The detection pulses were applied on the copper
signal and positioned +150 MHz to +600 MHz from the pumping
pulse centered on the maximum of the nitroxide spectrum. This
yields different PELDOR time traces depending on the position
of the detection pulses.
PELDOR measurements at Q-band frequencies were not
feasible because the frequency separation between the copper
and nitroxide part of the spectrum is larger than the bandwidth
of the resonator. Fig. 4 reveals high selectivity for the parallel
component of the dipolar coupling tensor for a frequency offset
of 150 MHz, which decreases as the frequency offset is increased
for both 2x and 2b. This finding is in complete agreement with
expectations based on the orientation of the g tensor frames as
shown in Fig. 1. The strong orientation selectivity prevented an
analysis of the PELDOR time traces using DeerAnalysis, even
after summing up the time traces of all frequency offsets. Due to
the limited bandwidth of the resonator, further increasing the
range of frequency offsets was not possible either. Therefore, the
time traces of 2x and 2b have been analyzed using the program
PeldorFit which takes into account orientation selectivity expli-
citly (Fig. 4).57 The EPR parameters obtained from fitting the
field sweep EPR spectra as well as the measurement parameters
used for the PELDOR experiments have been used as input for
the PeldorFit simulations. The resulting fits show good agree-
ment between simulated and experimental time traces. More-
over, the geometric parameters obtained from the fits are in
accordance with those obtained from studies on the unsubsti-
tuted bisterpyridine complex [Cu(tpy)2]
2+ and from the crystal
structure of 2b (ESI†). Most noteworthily, PeldorFit yields an
angle between the copper–nitroxide joining vector and the gx axis
of the copper centered spin of z = 81.4  2.81 and 82.1  1.01 for
2x and 2b, respectively, in agreement with the geometry shown
in Fig. 1. The copper–nitroxide distances obtained from the
simulation of the PELDOR time traces of 2x and 2b amount to
25.8 Å and 26.0 Å, respectively, both with a standard deviation of
1 Å. The observed values are in good agreement with the
distances obtained from the crystal structure (average distance
of 26.49 Å). A slight deviation to shorter distances is reasonable,
since the copper center spin is partially delocalized on the
ligating nitrogen nuclei.43,67 The width of the distance distribu-
tion on the other hand does not reflect the spatial extent of the
spin delocalization and has a large error.
The influence of multispin effects can be discussed based on
the theory given by von Hagens et al., which describes the
expected modulation depth Vl in terms of the inversion effi-
ciency l of the pumped spins.31 The theory also accounts for
the contribution of pair and three-spin correlation functions
(P and T, respectively) to the PELDOR form factor. The resulting
equations for the form factors F of two- and three-spin systems
are given as
F2 = 1  l + lP2 (3)
F3 = 1  2l + l2 + l(1  l)P3 + l2T3 (4)
The expected modulation depths Vl correspond to the sum of
the coefficients of the pair and the three-spin correlations. Note
that a weighted average of eqn (3) and (4) needs to be used for
2x to account for the occurrence of different copper(II) com-
plexes in these samples. Experimentally, the observed modula-
tion depth Vl,exp for 2b is higher by about a constant factor of
77% compared to 2x at all frequency offsets. While this finding
seems to be surprising, the modulation depths observed for 2x
and 2b could be simulated. In these simulations, the same
orientation selectivity as derived by PeldorFit was used. Multi-
spin effects have been introduced retroactively taking into
account eqn (3) and (4) and the chemical equilibrium described
by eqn (1) (Table 2; see ESI† for more details). The good agree-
ment between simulated and observed modulation depths
Table 1 Parameters for the calculation of modulation depths
Species Vl,s (%) Irel ceq,s (%) Vl,sIrel,sceq,s (%)
[Cu(tpy)2](PF6)2 0 0 33.3 0
2a 0 1 33.3 0
2b 30 2 33.3 20
Fig. 4 PELDOR time traces of 2x (black, full lines) and 2b (red, full lines)
and their simulations (dotted lines).
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implies that the theory outlined by von Hagens et al. is applic-
able to the model spin systems investigated in this work. Since
the observed modulation depths are relatively high the occur-
rence of combination frequencies might be expected. These
could manifest themselves in marked changes of the form
factor; for example extrema of the time traces could occur at
other positions or further extrema could occur.28,31 Experimen-
tally, only at the two lowest frequency offsets with the highest
modulation depths slight differences between the time traces of
2x and 2b are observed, aside from the increased modulation
depths. To check whether or not these deviations are caused by
multispin effects, the time traces of 2b have been recorded
using an attenuation of 20 dB for the ELDOR channel while
leaving all other measurement parameters unchanged. This led
to a decrease in the modulation depth of almost 80% and to
form factors of 2x and 2b that are superimposable (Fig. 5),
supporting the idea that these differences are due to multispin
effects. Also, no marked changes in the form factor are
observed if multispin effects are introduced subsequently in
the PeldorFit time traces as explained above (Fig. S20 and S21
in the ESI†). Importantly, the slight deviations are negligible
when the PELDOR time traces are analyzed using PeldorFit and
the obtained geometrical parameters for 2x and 2b are con-
sequently nearly identical.
RIDME for the orthorhombic copper EPR signals. Owing to
the faster relaxation of the copper centered spin as compared to
the nitroxide spins the RIDME experiment is a valuable alter-
native to the PELDOR experiment.21 In the RIDME experiment,
the nitroxide spins are observed and the copper centered spin
flips during the large time interval T. Consequently, orientation
selectivity should be less pronounced in the RIDME experi-
ment, as the smaller width of the nitroxide EPR signals leads to
a less selective excitation. This assumption was confirmed by
conducting the dead time free five-pulse RIDME experiment
depending on the field position (ESI†).20 However, the obtained
time traces still have been summed up in order to further
reduce the extent of orientation selection, with the results being
shown in Fig. 6.
The field averaged RIDME time traces were analyzed using
DeerAnalysis. The obtained distance distribution yields a dis-
tance of 25.1 Å for both 2x and 2b (s = 1.0 Å), which is in
reasonable agreement with the results obtained after analyzing
the PELDOR time traces using PeldorFit. No multispin effects
have been observed in the RIDME experiments at X-band
frequencies when going from 2x to 2b, as indicated by the
identical modulation depths and coinciding form factors. The
absence of multispin effects is expected, as only the copper spin
changes its orientation during the large interpulse separation
T. Of course, measurements on 2b are more sensitive than
those on 2x owing to the twofold higher effective concentration
of nitroxide in 2b.
Normalizing both data sets to identical measurement times
(i.e. dividing by the square root of the total measurement time)
yields at X-band frequencies S/N values of 4 and 11.5 for RIDME
and PELDOR, respectively. Thus, the signal to noise ratio for
the field averaged RIDME experiment is about a factor of three
worse than the field averaged PELDOR experiment. The lower
sensitivity of RIDME compared to PELDOR seems to be in
contrast with the previous results obtained on an Fe(III) sample.21
However, the modulation depth in the PELDOR experiment at
150 MHz on 2x is four times as high as for the Fe(III) sample.
Furthermore, the spectral density of 2x and 2b has higher values
at the positions used for observation than in the case of the Fe(III)
sample. Therefore, the PELDOR experiment is more sensitive for
2x and 2b than for the Fe(III) sample. The opposite is true for the
Table 2 Experimental and calculated modulation depths Vl (%)
Dn (MHz) Vl,exp (2a) Vl,cal (2a) Vl,exp (2b) Vl,cal (2b)
150 40 42 70 70
300 31 30 56 56
450 24 23 42 43
600 21 20 37 38
Fig. 5 PELDOR time traces scaled to a modulation depth of 10% of 2x
(black lines), 2b (red lines) and 2b using an ELDOR attenuation of 20 dB
(blue lines).
Fig. 6 RIDME time traces of 2x (black lines) and 2b (red lines) averaged
over five field positions recorded at X-band frequencies, their Fourier
transforms and the resulting distance distributions and simulations thereof
obtained using DeerAnalysis (dotted lines). The time traces at the individual
field positions are shown in the ESI.†
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RIDME experiment, as the nitroxide in 2x and 2b has a short
phase memory time TM of onlyB550 ns. This TM is much shorter
than the corresponding value in the Fe(III) sample and strongly
decreases the sensitivity of the RIDME experiment for 2x and 2b.
Therefore, RIDME is less sensitive in the case at hand.
Additionally, RIDME experiments have been conducted at
Q-band frequencies as well (Fig. 7). Inspection of Fig. 7 reveals
no differences in the time traces of 2x and 2b in agreement with
the results obtained at X-band frequencies. In contrast to the
measurements at X-band frequencies, orientation selectivity
appears to be important for the RIDME experiment at Q-band
frequencies, as apparent from the strong field dependence of
the form factors and their Fourier transforms (ESI†). Summa-
tion of all time traces yields a time trace in which orientation
selection is strongly reduced. Conversion of the summed time
trace into a distance distribution using DeerAnalysis yields
25.3  1.0 Å as the most probable distance in excellent agree-
ment with the result obtained at X-band frequencies. The RIDME
modulation depth at Q-band frequencies is very similar to that at
X-band frequencies. This is in accordance with expectations, as
the modulation depth in RIDME experiments is a consequence
of spontaneous spin flip events at the faster relaxing copper
centered spin. These spontaneous spin flips occur to an extent of
up to 50% independent of the MW frequency, because the time
window T is chosen accordingly. Owing to the higher polariza-
tion and the better filling factor at Q-band frequencies, the
sensitivity of the RIDME experiment is almost eight times higher
than that at X-band frequencies. Correspondingly, Q-band
RIDME is also 2.3 times more sensitive than the X-band PELDOR
experiment. A Cu(II)-nitroxide PELDOR experiment at Q-band
frequencies is not possible, because the pump pulse on the
nitroxide and the probe pulses on the Cu(II) signal cannot be
accommodated within the same cavity.
The effect of very strong Jahn–Teller elongation and the
influence of the solvent. As shown in Fig. 2, the EPR parameters
of the copper EPR signal change heavily in acidic solution. The
changes in the EPR parameters should be reflected in the EPR
distance measurements as well. This is indeed the case, as can
be seen by comparing Fig. 4 (neutral) and Fig. 8 (acidic).
Three major changes are observed: first, the orientation
selectivity for the parallel component of the dipolar coupling
tensor is reduced in acidic solution (Fig. 8) as compared to the
time traces in neutral solution (Fig. 4). The reason for this is
that the selectivity for the gz value of the copper center corre-
sponds to the selection of the parallel coupling component. In
neutral solution, rhombic spectra are observed and gz is con-
siderably lower than gy. In acidic solution on the other hand,
the EPR spectra of 2x and 2b are axial with gy E gz. Therefore,
the selectivity for gz and thereby also for the parallel component
of the dipolar coupling tensor is decreased in acidic solution.
The second observation concerns the reduced modulation
depths for all time traces of 2x and 2b. This is an indication
of the complete removal of one ligand. Furthermore, in acidic
solution the modulation depth for 2x is 50% of the modulation
depth of 2b for all time traces. Finally, the time traces of 2x and
2b are now superimposable while deviations are found in
neutral solution. While the first observation could be explained
in terms of a different degree of JT elongation, this is not true
for the other two observations. Instead, all of these observa-
tions can be explained by assuming the following reaction to
occur in acidic solution:
2[CuLL0]2+- [CuL]2+ + [CuL0]2+ + L + L0 (5)
Only the removal of the tpy ligands is considered in eqn (5), but
it is suggested that one or more solvent molecules replace these
ligands. Furthermore, it is also known that terpyridines can be
protonated, which would also help to detach one of the ligands
from the central copper(II) ion.68 For 2b, L = L0 = 1 and both
product complexes are identical, while for 2a L = tpy and L0 = 1
leading to different product complexes, only one of which gives
Fig. 7 RIDME time traces and their Fourier transforms at different effec-
tive g values of the nitroxide signal position recorded at Q-band frequen-
cies of 2a (black lines) and 2b (red lines). The summed time traces have
been simulated (dotted lines) and transformed into distance distributions
using DeerAnalysis. The time traces at the individual field positions are
shown in the ESI.†
Fig. 8 PELDOR time traces of 2a (black lines) and 2b (red lines) in acidic
solution. The blue time trace is the time trace of 2b scaled to the same
modulation depth as 2a. The time traces of 2b have been simulated using
PeldorFit (red, dotted lines).
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rise to modulations in PELDOR time traces, thereby reducing
the observed modulation depth by 50% in acidic samples of 2x.
As all product complexes in eqn (2) have maximally one nitr-
oxide bearing ligand 1, no multispin effects are expected to
occur and to distort the time traces as indeed observed. The
interpretation given above is strongly supported by the absence
of modulations if attempts are made to measure the inter-
nitroxide distance using PELDOR (ESI†).
The time traces of 2b in acidic solution have been simulated
using PeldorFit. The obtained mean distance is slightly shorter
than those obtained for the time traces measured in neutral
solution and amounts to 25.7  0.9 Å. The angle z = 76.4  2.51
is also slightly reduced. The deviations from the results
obtained in neutral solution are too small to allow a conclusive
analysis of the immediate coordination sphere of the copper
center, i.e. whether or not the other ligand is now indeed bound
more closely as suggested previously.64 If a coordination num-
ber of five is assumed (one terpyridine ligand and two solvent
molecules), the obtained parameters are in accordance with a
square pyramidal coordination in which the nitroxide sub-
stituent is turned away from the z axis of the g tensor. A trigonal
bipyramidal coordination seems less plausible, as an increased
value for z would then be expected (Fig. 9).
Conclusions
Two copper nitroxide model systems for pulsed dipolar EPR
spectroscopy analysis have been investigated in this work. The
availability of a crystal structure provided detailed structural
information of the complexes. The structures obtained using
X-ray crystallography are assumed to be identical to those in
solution if rhombic spectra are obtained. The crystallographic
data allowed for an in-depth analysis of the PELDOR and
RIDME experiments in the rhombic situations. The PELDOR
data were analyzed using the PeldorFit program to account for
orientation selectivity effects. Multispin effects are observed in
mixture 2x and the pure homoleptic three-spin system 2b using
the PELDOR sequence. However, the observed multispin effects
are not very marked and PeldorFit yielded results which agree
with the molecular structures observed using crystallography
despite neglecting multispin effects. In addition to the PELDOR
measurements, RIDME measurements have been conducted.
The orientation selectivity in RIDME was shown to be not very
marked at X-band frequencies, in full agreement with the
previous results on iron centered spins.21 However, at Q-band
frequencies, strong orientation selectivity can be observed
using the RIDME sequence. Multispin effects have not been
observed in the RIDME experiments. Thus, in spin systems with
one fast relaxing spin and two slowly relaxing spins as those
investigated in this work, multispin effects occur in the stan-
dard PELDOR experiment (observation of one fast relaxing
spin) but not in the RIDME experiment (observation of two
slowly relaxing spins). In order to extend the investigation of
multispin effects to EPR distance measurements, an inverted
spin system with two fast relaxing and one slowly relaxing spin
is proposed. In addition, the solvent dependence of the EPR
parameters observed for the related compound [Cu(tpy)2]
2+ was
also observed for 2x and 2b. Using PELDOR and RIDME it was
possible to evaluate the interpretation, which was given earlier.
The new data suggest that axial spectra are obtained after
complete removal of one terpyridine based ligand. Whether
or not the other terpyridine based ligand is now bound more
closely cannot be answered conclusively. However, the obtained
data are in accordance with a complex structure, in which the
terpyridine moiety is in the equatorial plane of the coordination
sphere.
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1 Crystal structure of 2b and comparison with geometric parameters 
obtained from PeldorFit
Clear green blocks of 2b·4acetone·cyclohexane were obtained from a layered 
acetone/cyclohexane mixture. The data collection was performed on a STOE-IPDS-
2T diffractometer (area detector) using graphite monochromated Mo-Kα radiation (λ = 
0.71073 Å). The diffractometer was equipped with a low–temperature device 
(Cryostream 700er series, Oxford Cryosystems, 123 K). Intensities were measured 
by fine-slicing φ and ω-scans and corrected for background, polarization and Lorentz 
effects. A numerical absorption correction was applied for the data set. The structure 
was solved by direct methods and refined anisotropically by the least-squares 
procedure implemented in the ShelX program system.1 Hydrogen atoms were 
included isotropically using the riding model on the bound carbon atoms.
CCDC-1441273 contains the supplementary crystallographic data for this paper, 
which can be obtained free of charge from The Cambridge Crystallographic Data 
Centre via www.ccdc.cam.ac.uk/data_request/cif.
Details of the X-ray diffraction experiment on 2b are given in Table S1.
Table S1.  Crystal data and structure refinement for the different X-ray experiments on compound 2b.
Empirical formula C215H218Cu2F24N16O21P4
Moiety formula 2(C88H70CuN8O6), 4(F6P), 9(C3H6O), 2(C6H12)
Formula weight 4069.00 g/mol
Temperature 123(2) K
Wavelength 0.71073 Å
Crystal system, space group triclinic, P -1
Unit cell dimensions a = 20.1608(8) Å    = 71.678(3) °
b = 22.3481(8) Å   = 67.478(3) °
c = 25.7380(6) Å    = 86.691(3) °
Volume 10142.9(7) Å3
Z, Calculated density 2, 1.332 g/cm3
Absorption coefficient 0.332 mm−1
F(000) 4244.0
Crystal size 0.31 x 0.15 x 0.12 mm³
-range for data collection 2.6 – 25.25°
1 G. M. Sheldrick, Acta Cryst., 2008, A64, 112-122.
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Limiting indices −20 ≤ h ≤ 24, -26 ≤ k ≤ 26, -24 ≤ l ≤ 30
Reflections collected / unique 62874 / 36067 [Rint = 0.0839]
Completeness to  = 25.25° 98.3 %
Absorption correction Numerical
Max. and min. transmission 0.9395 and 0.6176
Refinement method Full-matrix least squares on F2
Data / restraints / parameters 36067 / 96 / 2573
Goodness-of-fit on F2 0.717
Final R indices [I > 2(I)] R1 = 0.0614, wR2 = 0.1036
R indices (all data) R1 = 0.1895, wR2 = 0.1242
Largest diff. peak / hole 0.570 and -0.340 eÅ−3
2b crystallizes in the triclinic space group . The asymmetric unit (Figure S1) 𝑃1
contains two independent cations A and B which differ slightly in their geometric 
parameters. Relevant geometrical parameters for the two different cations of 2b as 
obtained from the crystal structure are defined in Figure S2 and listed in Table S2. In 
addition to the parameters defined in Figure S2, the angles  and  between the 
mean planes of the pyrrolidine-N-oxides and the gx, gz  plane of the copper center are 
given in Table S2 (see also Figure S3).
Figure S1. The asymmetric unit of the unit cell of 2b. Red atoms = O, blue atoms = N, grey atoms = 
C, dark orange atom = Cu, yellow atoms = F, purple atoms = P. Hydrogen atoms have been omitted 
for clarity.
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Figure S2. One exemplary complex cation from the crystal structure of 2b to illustrate the meaning the 
distance parameters and the angle  as discussed in the text. Red atoms = O, blue atoms = N, grey 
atoms = C, dark orange atom = Cu. Hydrogen atoms have been omitted for clarity.
Figure S3. One exemplary complex cation from the crystal structure of 2b to illustrate the meaning of 
the angles and as discussed in the text. Red atoms = O, blue atoms = N, grey atoms = C, dark 
orange atom = Cu. Hydrogen atoms have been omitted for clarity.
Table S2. Geometrical parameters for the independent complex cations in the crystal structure of 2b.
rCuNO1 [Å] rCuNO2 [Å] <rCuNO> [Å] rNONO [Å] [deg] [deg] [deg]
A 26.42 26.44 26.43 51.98 156.8 19.2 66.8
B 26.46 26.62 26.54 52.00 159.0 70.1 78.5
All geometrical parameters given in Table S2 are taken from the crystal structure and 
are related to the geometric parameters optimized by PeldorFit. The original 
geometric parameters from PeldorFit (the mean values of the inter-spin distance and 
the five angles describing the positions and relative orientations of the spin centers 
and the corresponding distribution widths)  were varied in the ranges specified in our 
previous publication.1 The distances are the main parameter of interest in the 
PELDOR experiments and detailed analysis of the independent cations in the crystal 
structure allows giving estimates about the range of distances to expect. The angle  
is the angle between the two vectors interconnecting one nitroxide with the copper 
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spin center. Note, that these vectors are similarly aligned as the N-O bond (and 
thereby the gx component) of the nitroxides and the bonds of the copper atom to the 
nitrogen donors of the central pyridine rings of the tpy ligands (and thereby the gz 
component of the copper spin center). The relation between the geometric structure 
and the orientation of the g tensor of the copper terpyridine center is also discussed 
in the main text and in a previous study in greater detail.2 The g tensor coordinate 
system for a copper terpyridine complex elongated along the molecular x axis is 
shown in detail in Figure S4. The orientation of the g tensor in Figure S4 was 
obtained using DFT calculations (B3LYP functional with TZVPP basis sets as 
implemented in ORCA3). The structure of cation F from the crystal structure1 of the 
unsubstituted (bis(terpyridine))copper(II) bis(tetraphenylborate) was used as input 
geometry. The obtained orientation of the g tensor with respect to the molecular 
geometry agrees completely with those given in the aforementioned study. 
Figure S4. g tensor frame-work 
of the terpyridine ligated copper 
center.  Red atom = Cu; Blue 
atoms = N; Grey atoms = C, 
Teal atoms = H.
Importantly, the vectors, which interconnect the nitroxides and the copper center are 
parallel to the parallel component of the dipolar coupling tensor. This is of importance 
for the EPR based distance measurements, as it implies that selectivity for the gz 
value of the copper center is also selective for the parallel component of the dipolar 
coupling tensor, although the bent structure of the complex 2b leads to deviations 
from perfect colinearity. The effects of the bending of the molecule can be estimated 
by inspecting the structure of the two independent cations in the crystal structure of 
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2b. A noteworthy feature about the molecular bending is that it appears to occur 
around the gy axis of the copper center and is brought about by non-symmetric 
displacements of the remote pyridine rings as illustrated in Figure S5. The complexes 
in the crystal structure of 2b have that in common with the most strongly distorted 
cation F of the unsubstituted (bis(terpyridine))copper(II) bis(tetraphenylborate) which 
is shown in Figure S4. 
Figure S5. Schematic coordination geometries of the cations of 2b (a – c) and approximate g tensor 
coordinate system (d).
Taking together the features discussed above and illustrated in Figures S2 - S5 
reveals that  is related to the angle  in the program PeldorFit, which defines the 
angle between the interspin vectors and the highest g value of the observer spin (i.e. 
the copper centered spin).1 Therefore,  should be approximately equal to /2, which 
is indeed found by PeldorFit. Similarly, the angle  defined as the angle between the 
interspin vector and the smallest g value of the copper center can be estimated to be 
close to 90 – /2. This is indeed found using PeldorFit as shown in Table S3.
Table S3. Geometric parameters obtained from PeldorFit and from the crystal structure of 2b. 
r [nm]  [°]  [°]
2x 2.58 81.4 5.5 
2b 2.60 82.1 0.7 
2b (acidic) 2.57 76.4 37.2 
2b (crystal)a 2.64 – 2.66 78.4 – 79.5 10.5 – 11.6
a All parameter values are taken from Table S1. Instead of giving average values and standard 
deviations, the highest and lowest values for each parameter have been given in order to specify a 
range of expected values. The values for  and  are calculated for the crystal structure as described 
in the text. 
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The values listed in table S3 are those which are in our experience more reliable than 
the Euler angles, as defined in PeldorFit.1 The Euler angles ,  and  on the other 
hand usually do not show clearly defined minima. The reason for that is the low 
resolution of the g tensor of the nitroxide and the two lower g values of the copper g 
tensor at X-band frequency. Therefore, the PeldorFit data do not allow analyzing the 
angles  and  in frozen solution EPR samples. To further quantify the analysis of 
the PeldorFit parameters, error profiles of each PeldorFit parameter were calculated. 
In these calculations, one parameter and its width were varied while all other 
parameters were kept at their optimum values. The results of these calculations are 
shown in Figures S6 - S8.
Figure S6. Error profiles for each PeldorFit parameter for measurements of 2x in neutral solution 
(DMSO/MeOH, 1:1.5)
Figure S7. Error profiles for each PeldorFit parameter for measurements of 2b in neutral solution 
(DMSO/MeOH, 1:1.5)
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Figure S8. Error profiles for each PeldorFit parameter for measurements of 2b in acidic solution 
(DMSO/MeOH, 1:1.5)
For all samples (2x, 2b, and 2b under acidic conditions) an optimum distance is 
found to be located in a narrow minimum along the distance axis. The width of the 
distance distribution  on the other hand is not very strongly defined for 2a and 2b in 
neutral solutions. In acidic solution, this value is has a narrower minimum in the error 
profile. The error profiles for  look similar for all samples. This is expected, as the 
geometries observed crystallographically and those discussed in the main text for the 
acidic sample of 2b each have similar orientations of the g tensor of the copper 
centered spin and the copper-nitroxide vector. The angle , which relates the lowest 
g tensor value of the observer spin and the interspin vector, is less well defined for all 
samples. Especially, under acidic conditions it is nearly undefined. Since the lowest 
and the intermediate g tensor value of the copper g tensor are similar under neutral 
and nearly equal under acidic conditions this seems reasonable. At least one of the 
Euler angles in each sample is completely undefined. As these angles are strongly 
interrelated, none of the Euler angles should be considered as clearly defined, even if 
a clear minimum occurs in the error profiles. As shown in the original publication, 
several symmetry related, equivalent solutions are obtained with respect to the 
angular parameters used by PeldorFit.
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2 Pulse sequences used in this work
Figure S9 summarizes the pulse sequences used in this work
Figure S9. Pulse sequences used in this 
work. 
a) Echo detected EPR.
b) Inversion recovery sequence to deter-mine 
the spin lattice relaxation time. 
c) Four pulse PELDOR sequence. 
d) Dead time free five pulse RIDME 
sequence.
3 EPR parameters and further EPR measurements on 2x and 2b.
In the following subsections, the measurement parameters and parameters used to 
simulate the obtained data are detailed. Furthermore, data which was not shown in 
the main text is presented. Most experiments have been conducted in neutral and 
acidic solution. While the parameters used for the simulation of the data differs for the 
two types of solution, the measurement parameters are identical for both types of 
solution, unless otherwise specified. 
3.1 EPR spectra and EPR Parameters of 2x and 2b
EPR spectra of 2x and 2b have been obtained using a two pulse echo sequences 
and are shown in the main text. The g values and hyperfine coupling constants A of 
2x and 2b have been obtained by simulating these spectra. The simulation 
parameters are listed in Table S4 for neutral solutions and in Table S5 for acidic 
solutions. The measurement parameters used to obtain the echo detected EPR 
spectra for both kinds of solution are listed in Table S6.
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Table S4. Parameters used to simulate the EPR spectra of 2x and 2b in neutral solution at X- and Q-
band.
Compound 2x 2b 2x 2b
MW-Band X X Q Q
gx (Cu) 2.256 2.256 2.257 2.256
gy (Cu) 2.093 2.093 2.092 2.093
gz (Cu) 2.042 2.042 2.043 2.042
Ax (Cu) [MHz] 455 455 455 455
Ay (Cu) [MHz] 70 70 70 70
Az (Cu) [MHz] -90 -90 -90 -90
gx (NO) 2.0085 2.0085 2.0091 2.0091
gy (NO) 2.0063 2.0063 2.0075 2.0075
gz (NO) 2.0025 2.0025 2.0024 2.0024
Ax (NO) [MHz] 11 11 15 15
Ay (NO) [MHz] 16 16 15 15
Az (NO) [MHz] 95 95 95 95
Table S5. Parameters used to simulate the EPR spectra of 2x and 2b in acidic solution at X- and Q-
band. 
Compound 2x 2b 2x 2b
MW-Band X X Q Q
gx (Cu) 2.268 2.268 2.265 2.265
gy (Cu) 2.063 2.064 2.062 2.062
gz (Cu) 2.060 2.064 2.058 2.060
Ax (Cu) [MHz] 505 502 510 507
Ay (Cu) [MHz] -55 -55 -50 -50
Az (Cu) [MHz] -65 -65 -65 -65
gx (NO) 2.0088 2.0088 2.0091 2.0091
gy (NO) 2.0065 2.0065 2.0075 2.0075
gz (NO) 2.0025 2.0025 2.0024 2.0024
Ax (NO) [MHz] 11 11 15 15
Ay (NO) [MHz] 16 16 15 15
Az (NO) [MHz] 95 95 95 95
Table S6. Measurement parameters used to obtain echo detected EPR spectra of 2x and 2b at X- and 
Q-band.
Compound 2x 2b 2x 2b
MW-Band X X Q Q
p1[ns] 12 10 20 22
p2 [ns] 24 20 20 22
 [ns] 140 140 440 440
SRT [µs] 997 997 997 997
p1 = length of first pulse, p2 = length of second pulse, t = separation between first and second pulse, 
SRT = shot repetition time.
The acquisition gate was set to cover the whole optimized echo and about 20 ns of at 
each side of the optimized echo. The shot repetition times are adjusted to allow for 
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fast acquisition of the copper signal. If the nitroxide signal is to be observed (as in 
RIDME), longer short repetition times are necessary.
3.2 PELDOR and RIDME measurements on 2x and 2b
The parameters of the PELDOR measurements on 2x and 2b at X-band frequencies 
are given in Table S7. Identical parameters have been used for 2x and 2b. The 
copper signal was used for observation and the detection frequency was set to about 
150 MHz to the high frequency side of the resonator dip.
Table S7. Parameters of the PELDOR measurements on 2x and 2b at X-band frequencies.
 [MHz] 150 300 450 600
p1[ns] 12 12 12 12
p2 [ns] 24 24 24 24
Ppump [ns] 18 26 26 56
 [ns] 140 140 440 440
SRT [µs] 9900 9900 9900 9900
B0 [mT] 345.2 340.2 334.8 329.5
The nitroxide-nitroxide distance determination was performed at Q-band frequencies 
as at X-band frequencies the nitroxide and copper signal overlap. The parameters 
are listed in Table S8. The parameters obtained using PeldorFit are discussed in the 
main text and listed in the section concerned with the crystal structure of 2b.
Table S8. Parameters of the internitroxide PELDOR measurements on 2x and 2b at Q-band 
frequencies.
Species 2x 2b
obs [GHz] 33.777 33.941
 [MHz] 70 70
p1[ns] 14 12
p2 [ns] 28 24
Ppump [ns] 24 26
 [ns] 460 460
SRT [µs] 9900 9900
B0 [mT] 1203.9 1209.4
The RIDME experiment in neutral solution was conducted at X- and Q-Band 
frequencies. Identical parameters have been used for 2x and 2b. The parameters are 
listed in Table S9. The individual RIDME time traces at X- and Q-band frequencies 
are shown in Figures S10 and S11.
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Table S9. Parameters of the RIDME measurements on 2x and 2b at both MW bands.
MW-band X Q
P/2[ns] 10 14
P [ns] 20 28
1 [ns] 140 440
2 [ns] 180 420
T[µs] 100 80
SRT [µs] 9900 9900
Figure S10. RIDME time traces and their Fourier transforms (a) and b), respectively) at different 
effective g values of the nitroxide signal position recorded at X-band frequencies of 2x (black lines) 
and 2b (red lines). 
13
Figure S11. RIDME time traces and their Fourier transforms at different effective g values of the 
nitroxide signal position recorded at Q-band frequencies of 2x (black lines) and 2b (red lines).
The RIDME experiment was also conducted in acidic solution for 2b at Q-band 
frequencies (Figure S12). 
For the measurements in acidic solution, the interpulse separation has been 
increased by a factor of 4.5 with respect to the measurement in neutral solution, in 
accordance with the results obtained using the inversion recovery experiment. The 
obtained modulation depths are now approximately 50% lower than in neutral 
methanolic solutions. This is expected, if one of the nitroxide ligands is completely 
removed from complex 2b as discussed in the main text. With respect to orientation 
selection, similar results as in neutral solution are obtained, as the orientations 
election is entirely determined by the selection of the nitroxide part of the EPR signal 
and the nitroxide signal is not affected by addition of acid to the solvent system. 
Besides having a lower modulation depth, the overall quality of the obtained data is 
worse than for neutral solution. For example, a larger residual contribution of the 
deuteron modulation is visible in the RIDME time traces. This observation is 
attributed to the fact, that the echo signal used to record the RIDME time trace is 
comprised of two contributions in equal weight, namely the nitroxides still bound to 
the copper center and the nitroxides which are removed from the copper center and 
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therefore do not show modulations owed to electron electron coupling. As the 
obtained time trace is a sum of two contributions, removal of the ESEEM modulations 
as described for the time traces in neutral solution might be less efficient. Despite the 
reduced data quality, a mean copper-nitroxide distance of 2.48 ± 0.06 nm could be 
obtained, which is slightly lower than the value observed in neutral solution.
Figure S12. RIDME time traces of 2b in acidic solution and their Fourier transforms at different 
effective g values of the nitroxide signal position recorded at Q-band frequencies.
As mentioned in the main text, the nitroxide nitroxide distance could no longer be 
measured in 2b in the acidified solvent system. The corresponding time trace is 
shown in Figure S13. 
 
Figure S13. PELDOR measurement of the nitroxide nitroxide distance in 2b in the acidified solvent 
system (deuterated DMSO/MeOD, 1:1.5, acidifed using H2SO4) at Q-band frequency.
3.3 Inversion recovery of the copper signal of 2x and 2b
The spin lattice relaxation times of the copper signal of 2x and 2b have been 
measured using the inversion recovery sequence. The inversion recovery time traces 
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have been fitted empirically using equation (S1) for the echo intensity I as a function 
of the interpulse separation T.
(S1)
𝐼 = 𝐼0(1 ‒ 𝑎𝑒 ‒ 𝑇 𝑇𝑎1 ‒ 𝑏𝑒 ‒ 𝑇 𝑇𝑏1)𝑤𝑖𝑡ℎ 𝑎 + 𝑏 = 1
The results of the inversion recovery experiments for neutral solutions are 
summarized in Figure S14 and Table S11.
Figure S14. Inversion recovery time traces of 2x (black lines) and 2b (red lines) and corresponding 
biexponential fitting functions (dashed lines) at a) X-band frequencies in DMSO/MeOH (1:1.5) and b) 
Q-band frequencies in d6-DMSO/MeOD (1:1.5). The inversion recovery time traces have been 
recorded at the maximum intensity of the copper signal. Fitting and measurement parameters are 
given in Tables S10 and S11.
Table S10. Fitting Parameters of the inversion recovery time traces
Compound and 
MW frequency
a  [µs]𝑇
𝑎1 b  [µs]𝑇𝑏1  [µs]𝑇𝑎𝑣1
2x, X 0.74 ± 0.03 38.8 ± 0.9 0.26 ± 0.03 9.8 ± 0.9 31.3
2b, X 0.53 ± 0.01 44.6 ± 0.9 0.47 ± 0.01 12.8 ± 0.9 29.7
2x, Q 0.59 ± 0.02 51.9 ± 0.8 0.41 ± 0.02 17.0 ± 0.5 37.6
2b, Q 0.47 ± 0.02 72.0 ± 2.0 0.53 ± 0.02 19.8 ± 0.6 44.3
 
Table S11. Measurement parameters used to obtain echo detected EPR spectra of 2x and 2b at X- 
and Q-band.
Compound 2x 2b 2x 2b
MW-Band X X Q Q
p1[ns] 24 20 28 28
p2 [ns] 12 10 14 14
P3 [ns] 24 20 28 28
T [ns] 1000 1000 1000 1000
 [ns] 200 200 440 440
SRT [µs] 1910 1910 997 997
p1 = length of first pulse, p2 = length of second pulse, p3 = length of third pulse,T= separation 
between first and second pulse,  = separation between second and third pulse, SRT = shot repetition 
time.
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The inversion recovery was repeated for 2x and 2b in acidic solution at X-band 
frequency and for 2b also at Q-band frequency. The results are summarized in Figure 
S15 and Table S12. Noteworthy, the spin lattice relaxation time of the copper spin 
center differed very strongly from the spin lattice relaxation time in neutral solution 
(Figure S15 and Table S12).
The strong increase of the spin lattice relaxation by one order of magnitude is 
another hint for the presence of different species (i.e. copper complexes in which one 
terpyridine based ligand has been replaced by solvent molecules), as identical 
species with just slight differences in the details of the first coordination sphere would 
probably have very similar relaxation behavior.
Figure S15. Inversion recovery time traces of spectra of 2x (black lines) and 2b (red lines) and their 
simulations (dashed lines) in 0.1 M sulfuric acid solutions at a) X-band frequencies (MeOH and 
DMSO, 1.5:1) and b) Q-band frequencies (MeOD and d6-DMSO, 1.5:1). The inversion recovery time 
traces have been recorded at the maximum intensity of the copper signal. Fitting parameters are given 
in Tables S12.
Table S12. Fitting parameters of the inversion recovery time traces in acidic solutions.
Compound and 
MW frequency
a  [µs]𝑇
𝑎1 b  [µs]𝑇𝑏1  [µs]𝑇𝑎𝑣1
2x, X 0.88 ± 0.01 231.0 ± 1.0 0.12 ± 0.01 38.0 ± 2.0 207.8
2b, X 0.70 ± 0.04 280.0 ± 10.0 0.30 ± 0.04 90.0 ± 10.0 223.0
2b, Q 0.72 ± 0.03 196.0 ± 5.0 0.28 ± 0.02 57.0 ± 5.0 157.1
3.4 Phase memory times of the nitroxide and the copper signal in 2x and 2b
The phase memory times of the observed spin coherences strongly affect the 
sensitivity of both the PELDOR and the RIDME experiments. The copper signal was 
not used for observation at Q-band frequencies and was therefore not measured. 
The phase memory times TM of 2x and 2b have been measured using the two pulse 
ESEEM sequence The results of these measurements are shown in Figures S16 - 
S18. 
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Figure S16. Two pulse ESEEM time traces (full lines) and simulations of the background function 
(dashed lines) of the copper signal of 2x (black lines) and 2b (red lines) in DMSO/MeOH (1:1.5) at X-
band MW frequencies and a temperature of 20 K. The ESEEM time traces have been recorded at the 
maximum intensity of the copper signal.
Figure S17. Two pulse ESEEM time traces (full lines) and the simulations of the background function 
(dashed lines) of the nitroxide signal of 2x (black lines) and 2b (red lines) in DMSO/MeOH (1:1.5) at X-
band MW frequencies and a temperature of 20 K. The ESEEM time traces have been recorded at the 
maximum intensity of the nitroxide signal
Figure S18. Two pulse ESEEM time traces (full lines) and simulations of the background function 
(dashed lines) of the nitroxide signal of 2x (black lines) and 2b (red lines) in d6-DMSO/MeOD (1:1.5) 
at Q-band MW frequencies and a temperature of 20 K. The ESEEM time traces have been recorded at 
the maximum intensity of the copper signal.
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The ESEEM time traces have been fitted empirically using equation (S2) for the echo 
intensity I as a function of the interpulse separation .
(S2)𝐼 = 𝐼0𝑒 ‒ 𝜏 𝑇𝑀
The obtained Fitting parameters are given in Table S13.
Table S13. Fitting parameters of the two pulse ESEEM time traces of 2x and 2b at X- and Q-band (T 
= 20 K).
Compound and 
MW frequency
 [ns]𝑇
𝐶𝑢
𝑀  (𝑋)  [ns]𝑇
𝑁𝑂
𝑀  (𝑋)  [ns]𝑇
𝑁𝑂
𝑀  (𝑄)
2x 590 ± 5 605 ± 5 1835 ± 5
2b 560 ± 5 530 ± 5 1934 ± 5
At X-band, a mixture of DMSO and MeOH was used as solvent system (1:1.5). The 
occurrence of very strong deuteron modulations prevented the use of deuterated 
solvents at X-band frequency, as a complete removal of the deuteron modulations in 
the RIDME experiment could not be achieved. At Q-band frequency, the deuteron 
modulations are not as strong as at X-band frequency and could be removed from 
the RIDME time traces. The strongly increased phase memory times at Q-band 
frequencies are probably primarily owed to the use of deuterated solvents (changes 
in that order of magnitude have been reported before).4 The measurement 
parameters are given in Table S14 and have been chosen identical for the copper 
and nitroxide signal, except for the SRT.
Table S14. Measurement parameters of the two pulse ESEEM time traces of 2x and 2b at X- and Q-
band.
MW-band X Q
P/2[ns] 10 14
P [ns] 20 28
SRTa [µs] 300/9900 9900
a SRTs for the copper and nitroxide signal, respectively.
4 Multispin effects in PELDOR of 2x and 2b
As mentioned in the main text, the occurrence of combination frequencies owed 
multispin effects can change the PELDOR form factor markedly. The occurrence of 
combination frequencies could manifest itself in the appearance of further extrema in 
the time traces, a shift of the existing extrema or a more pronounced damping to 
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name ea few possibilities. However, none of the aforementioned effects is observed. 
Aside from the increased modulation depth only subtle differences occur in the 
formfactor of the PELDOR time traces of 2x and 2b. As samples of 2x always contain 
2b in relatively large fractions (~33%) the identification of multispin effects is further 
hampered. Three methods to investigate the origin of these slight deviations have 
been chosen: First, the PELDOR experiments on 2b have been repeated using an 
ELDOR attenuation of 20 dB. The results of these measurements are shown and 
discussed in the main text and also in Figure S19. Secondly, the PELDOR 
measurements on 2b have been repeated using the nitroxide for observation. As the 
copper is used for pumping and only one copper per molecule is available for 
pumping, no multispin effects are expected to occur using this set-up. The 
corresponding time traces are shown in Figure S19. 
In accordance with the results obtained using the high ELDOR attenuation, no large 
changes of the formfactor are observed if the nitroxide is used for observation at any 
of the used frequency offsets. Surprisingly, the time trace at an offset of 150 MHz 
shows a large contribution owed to a low frequency modulation. The deviations 
caused by this low frequency modulation exceed those observed using any of the 
other measurement set-ups. As it was not possible to use the same pulse lengths 
using the “inverted” set-up as for the normal set-up (i.e. using copper for 
observation), an in depth analysis of the origin of this low frequency modulation is 
very difficult. An attempted analysis would be further complicated by the fact, that the 
nitroxide and copper signals overlap and therefore both contribute to the observed 
echo.  Besides the pronounced low frequency modulation observed at 150 MHz 
frequency offset, no marked changes are observed using the inverted set-up. The 
absence of marked changes in both the attenuated and the inverted PELDOR 
experiment seem to corroborate the hypothesis, that multispin effects do not cause a 
marked change in the PELDOR formfactor. Finally, in addition to these experimental 
approaches, PELDOR time traces in which multispin effects are accounted for have 
been calculated. To do so the equations given by von Hagens et al.5 have been 
combined with the orientation selection calculated by PeldorFit. In addition to this, 
one needs to consider orientation correlation of all three spin centers. Although the 
crystal structure implies a slight bending between the two copper nitroxide vectors 
(angle  < 180°) a fully stretched complex geometry with  = 180° has been
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Figure S19. Background subtracted PELDOR time traces (scaled for ease of comparison to the same 
modulation depth of 10%) of 2x observed on the copper center (black time trace), 2b observed on the 
copper (red time trace), 2b observed on the copper using an ELDOR attenuation of 20 dB (blue time 
trace) and 2b observed on the nitroxide spin center (green time trace). 
assumed. This implies that the angle between the field vector and both nitroxide 
copper vectors is identical. Furthermore, a distribution of distances as predicted by 
PeldorFit and the chemical equilibrium as described by equation (S2) was taken into 
account. The results of these theoretical considerations are shown in Figure S20 and 
Table S16.
Table S16. Observed and calculated modulation depths.
 [MHz] 150 300 450 600
Vobs (2x) [%] 40 31 24 21
Vcalc (2x) [%] 42 30 23 20
Vobs (2b) [%] 70 56 42 37
Vcalc (2x) [%] 70 56 43 38
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Figure S20. Calculated time traces using the orientational selectivity deducted by PeldorFit for 2x 
(black lines), 2b (red lines) and hypothetical pure two spin contribution (green lines).
Despite the simplified geometric model ( = 180 °), the simulation demonstrates the 
absence of marked multispin effects, aside from the increase in modulation depth. If 
the simulated time traces shown in Figure S21 are scaled to an identical modulation 
depth one can observe, that the very weak deviations in the different simulated time 
traces occur at the same position as found experimentally, namely mostly during the 
first modulation period (Figure S21). Furthermore, the simulations also allow 
understanding the reason for the absence of marked multispin effects. The exact 
antiparallel orientation which was assumed in the simulations for the two nitroxide 
spin, leads to equal dipolar coupling frequencies for the two nitroxide-copper spin 
pairs in the three spin system. The combination frequencies are therefore zero and 
twice the expected dipolar coupling frequency for the difference and sum 
frequencies, respectively. Thus, the difference frequencies lead to an apparent 
reduction of the modulation depth, as those frequencies are subtracted with the 
background during data processing. The sum frequencies on the other hand could 
lead to deviations in the formfactor. However, the relatively low
22
Figure S21. Calculated time traces using the orientational selectivity deducted by PeldorFit for 2x 
(black lines), 2b (red lines) and hypothetical pure two spin contribution (green lines) scaled to an 
identical modulation depth of 10%. The deviations are very weak and occur mostly during the first 
modulation period, as observed experimentally. The inset shows the marked part of the time trace in 
fourfold magnification.
probability for sum-frequencies which lie outside the range of frequencies which are 
already observed in the two-spin contribution leads to three-spin contributions which 
are not clearly visible in the time traces.
To conclude the discussion concerning multispin effects, the argument is 
summarized briefly. For different kinds of PELDOR experiments have been 
conducted. These experiments are measurements using the standard PELDOR set-
up on 2x (occurrence of multispin effects expected as roughly one third of the 
molecules are actually the threespin system 2b), measurements using the standard 
PELDOR set-up on 2b (occurrence of more pronounced multispin effects in 
comparison to 2x), measurements using the standard PELDOR set-up with an 
ELDOR attenuation of 20 dB on 2b (suppression of multispin effects owed to low 
inversion efficiency) and measurements using an inverted PELDOR set-up on 2b (no 
multispin effects expected as only a single, copper centered spin is flipped by the 
pump pulse). None of these experiments showed marked deviations in their form 
factors as compared to any of the other experiments. Noteworthy, results which have 
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been obtained previously on a three-nitroxide spin system, in which orientation 
selectivity does not play a prominent role, do not show occurrence of further extrema 
or any shift of the position of the existing extrema in the form factor either, thereby 
favoring the latter explanation for the absence of marked multispin effects.5,6 
Additionally, multispin effects have been taken into account retroactively into the 
PELDOR simulations, using a simple geometric model (a = 180°). The obtained 
theoretical time traces have modulations depths which agree with those observed 
experimentally. This agreement rules out a reduced probability for simultaneous spin 
flips, as the observed modulations depths are determined by the probability of single 
and simultaneous spin flips. Furthermore, the obtained theoretical time traces lack 
marked changes in their form factors as well. The very slight deviations occur mostly 
in the same regions, as those observed experimentally. Taking the results of the 
experiments and the theoretical considerations together strongly favors the 
occurrence of multispin effects which do not cause marked changes in the form 
factors.
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ABSTRACT: A homoleptic bisnitroxide complex of
manganese(II) was synthesized as a model system for EPR
spectroscopic distance determinations involving high-spin
metal ions and more than one distance. The performance of
the RIDME experiment is compared with that of the more
frequently used PELDOR experiment. It is shown that the
PELDOR experiment yields both distances, Mn(II)−nitroxide
and nitroxide−nitroxide, and that they can be separated to a
certain extent, whereas the RIDME experiment yields only the
Mn(II)−nitroxide distance. Both pulse sequences yield
artifacts, either due to multispin effects or higher electron-
spin transitions. Orientation selection is mostly introduced by
the nitroxide signal and can be averaged out by variation of the
observer field in the RIDME experiment. Thus, both methods might be used complementarily to obtain a reliable picture of an
unknown system.
■ INTRODUCTION
The measurement of interspin distances in spin-labeled
macromolecules using electron paramagnetic resonance
(EPR) spectroscopy is a powerful tool to elucidate the
structure and conformational distribution of these macro-
molecules.1 Since its introduction, the dead-time free pulsed
electron−electron double resonance (PELDOR or DEER)
experiment2−4 is probably the most prominent of the EPR
experiments to determine distances between nitroxide spin
labels in the range from 1.5 to 15 nm.5 In contrast to binding
two nitroxide spin labels to a protein or oligonucleotide, one
can also make use of intrinsic paramagnetic centers like
semiquinone6 or tyrosyl7 radicals, metal clusters,8 or metal
ions.9,10 Recently, it has been shown that PELDOR can also be
used for the localization of spin-labeled ligands11 or para-
magnetic metal centers12 in proteins using trilateration.
However, PELDOR measurements involving metal centers
are usually more demanding than measurements involving only
nitroxides, owing to orientation selection, broad spectral width,
largely different g-tensors, and faster relaxation behavior.8,13,14
While many examples involving copper-centered spins have
been reported,15−21 examples of other metal centers are still
rather scarce.22−25 Especially, high-spin metal ions are further
complicated by the occurrence of zero-field splitting and
various electron spin transitions.26−31 Nevertheless, a series of
experiments from the Goldfarb lab established Gd(III) labels as
an alternative for nitroxide labels.32−34 These labels yield in
high-field/high-frequency PELDOR experiments a better
sensitivity then nitroxides35 and largely reduce multispin
effects.36
Instead of changing the type of label,37−40 it has been
demonstrated that the relaxation-induced dipolar modulation
enhancement (RIDME)41,42 experiment can be a more
sensitive method than PELDOR when measuring interspin
distances between nitroxides and paramagnetic, low-spin metal
centers like, for example, Cu(II)43 or Fe(III).23,44,45 However, it
was also demonstrated that multiples of the dipolar frequency
occur when using RIDME on high-spin metal ions like
Gd(III).29 Recently, Akhmetzyanov et al. reported successful
PELDOR measurements on a heteroleptic manganese(II)−
nitroxide model system,46 and Sun Un47,48 and Goldfarb49
reported PELDOR measurements on high-spin Mn(II) in
proteins. An early example of PELDOR involving Mn(II),
albeit in a low-spin state, was reported by Astashkin et al.50
Here, the synthesis as well as PELDOR and RIDME
measurements are reported on the model system (1) with
one Mn(II) and two nitroxide spin centers (Scheme 1). The
performance of the two pulsed EPR experiments is compared.
■ EXPERIMENTAL SECTION
Syntheses. All syntheses and sample handling were
conducted under exclusion of oxygen using Schlenk conditions.
The synthesis of the ligand 2,5-dihydro-2,2,5,5-tetramethylpyr-
role-N-oxyle-3-(4′-(4-(2,2′:6′,2″-terpyridyl)-phenylethynyl-p-
biphen-4-yl)carboxylate L has been described elsewhere.51
Manganese diiodide and silver hexafluorophosphate were
Received: January 22, 2016
Revised: May 7, 2016
Published: May 9, 2016
Article
pubs.acs.org/JPCA
© 2016 American Chemical Society 3463 DOI: 10.1021/acs.jpca.6b00716
J. Phys. Chem. A 2016, 120, 3463−3472
purchased from Sigma-Aldrich and were used without further
purification. Acetonitrile and dichloromethane were purchased
in sealed bottles from Sigma-Aldrich and were used after
bubbling argon gas through them for 15 min. Isopropanol was
purchased from Sigma-Aldrich and was used after bubbling
argon gas through it for 15 min. Deuterated solvents for EPR
samples were purchased from Deutero Europe.
Bis(2,5-dihydro-2,2,5,5-tetramethylpyrrole-N-oxyle-3-(4′-
(4-(2,2′:6′,2″-terpyridyl)-phenylethynyl-p-biphen-4-yl)-
carboxylate)manganese(II) bis(tetraphenylborate) 1. Man-
ganese diiodide (13 mg, 0.042 mmol) was dissolved in 1 mL of
dry acetonitrile at room temperature and mixed with 24 mg
(0.095 mmol) of silver hexafluorophosphate dissolved in 0.5
mL of acetonitrile leading to immediate precipitation of silver
iodide. The remaining solution was filtered off, and the
precipitate was washed two times with 1 mL of acetonitrile.
The filtrate was then mixed with 58 mg (0.086 mmol) of L
dissolved in 2 mL of dichloromethane. The solution was stirred
for 10 min before the volume of the solution was reduced by
30% under reduced pressure. Isopropanol (15 mL) was added
to the remaining solution leading to the formation of an orange
precipitate. The remaining solution was filtered off, and the
precipitate was washed two times with 5 mL of isopropanol.
Then, the precipitate was dried under reduced pressure yielding
the product as light orange powder (80% yield). Anal. Calcd for
1: C, 62.90; H, 4.20; N, 6.67. Found: C, 62.53; H, 4.33; N,
6.62%. ESI-MS: m/z = 694.73 ([Mn(L)2]
2+).
Electron Paramagnetic Resonance Spectroscopy. EPR
samples were prepared by filling a 150 μM solution of 1
(deuterated acetonitrile and deuterated dichloromethane, 1:3
v/v) in quartz glass EPR tubes having an outer diameter of ∼3
mm. The samples were then shock frozen in liquid nitrogen
before transferring them to the precooled cavity. All results
presented herein, except for the EPR spectrum shown in Figure
2a, were obtained on the same sample.
All EPR experiments (Figure 1) were performed on a Bruker
ELEXSYS E580 EPR spectrometer at T = 5 K and at Q-band
frequencies using an ER 5106QT-2 resonator and an Oxford
CF935 helium gas-flow cryostat. The microwave (MW) pulses
were amplified using a 150 W TWT amplifier manufactured by
Applied Systems Engineering.
The Hahn echo detected field sweep EPR spectrum was
recorded with a π/2 and π pulse length of 8 and 16 ns (pulses
optimized on the nitroxide signal), respectively, using the full
MW power (i.e., 0 dB attenuation). The interpulse delay was
500 ns, and the shot repetition time was 2 ms. The magnetic
field was swept from 1003 to 1403 mT with a resolution of 0.1
mT per point (one scan). The experiment was repeated using
an attenuation of 7 dB (pulse optimization on the manganese)
leading to a more intense manganese signal.
The EPR spectra were simulated using the “pepper” routine
of the EasySpin program package and the parameters given in
Table 1.52 The peak-to-peak line width was set to 1 mT for
both the Gaussian and the Lorentzian contribution. The A and
g-tensors were assumed to be collinear.
The parameters for the inversion recovery (IR) experiments
are collected in Table 2, and the IR curves were fitted
biexponentially using 1.
= − + + =− −I I w w w w(1 2( e e )); 1t T t T0 1 / 2 / 1 21
1
1
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(1)
For the PELDOR measurements, the pump pulse was
applied in the center of the cavity, and the observer pulses at
the side of the resonator dip. The observer pulse lengths were
used at 0 dB attenuation and were adjusted to yield the most
intense echo signal at the observer frequency. A two-step phase
cycle was used to eliminate baseline offsets. The magnetic field
settings and the frequency offsets for the PELDOR measure-
ment P1−P8 are specified in Figure 2 and Table 3 along with
the other parameters.
The RIDME experiment was conducted at seven positions
throughout the nitroxide signal and subsequently summed to
obtain time traces with reduced distortions owed to orientation
Scheme 1. Synthesis of Model Compound 1
Figure 1. Pulse sequences used in this work. (a) Two-pulse Hahn echo
detected field swept EPR. (b) Inversion recovery pulse sequence. (c)
The dead-time free four-pulse PELDOR sequence. (d) The dead-time
free five-pulse RIDME sequence.
Table 1. Parameters Used to Simulate the Electron
Paramagnetic Resonance Spectra of 1
gx gy gz Ax [MHz] Ay [MHz] Az [MHz]
Mn 2.0040 2.0040 2.0040 250 250 250
NO 2.0100 2.0072 2.0027 16 16 95
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selection. The RIDME experiment was conducted by using
either the refocused stimulated echo (RSE) or the refocused
virtual echo (RVE). An eight-step phase cycle was used to
eliminate unwanted echoes. The RIDME time traces were
recorded at two different interpulse separations between the
third and the fourth pulse. Division of the time trace with large
interpulse separation by the time trace with low interpulse
separation leads to suppression of ESEEM artifact peaks.23,41,42
The measurement parameters are detailed in Table 4. In the
plot of the time traces, Δt signifies the evolution time of the
dipolar modulation.
To compare the signal-to-noise ratios in PELDOR and
RIDME for 1, both time traces are fixed to the same dipolar
evolution time, here 1800 ns, and are averaged over all field
positions measured in case of the RIDME experiment. The
RIDME time trace is then divided by the RIDME reference
time trace, and the result is normalized to 1 at t = 0. Then the
PELDOR and the RIDME time traces are corrected for the
background decay and are renormalized. This yields for both
time traces S = 1. Then the signal intensity S is multiplied by
the modulation depths Vλ of the two time traces. Vλ is then
divided by the average noise ⟨N⟩ of the time traces, yielding
Vλ/⟨N⟩. Division by the square root of the measurement time
yields the normalized signal-to-noise (S/N) ratio per min1/2,
which will be stated in the text. The PELDOR and RIDME
time traces were simulated using DeerAnalysis.54
■ RESULTS AND DISCUSSION
For the synthesis of 1, {[Mn(PF6)2]} is generated in situ as the
source of the manganese(II) cations. Addition of a slight excess
of the ligand L at room temperature to the solution allows
precipitating 1 using isopropanol (Scheme 1). The homoleptic
complex 1 was chosen over the heteroleptic complex34
[Mn(L)(tpy)]2+ in this study, as the heteroleptic complex is
expected to give rise to a mixture of [Mn(tpy)2]
2+, [Mn(L)2]
2+,
and [Mn(L)(tpy)]2+ in solution maybe also accompanied by
ligand/solvent replacement.55
Dissolving 1 in a 1:3 mixture of deuterated dimethyl
sulfoxide (DMSO-d6) and CDCl3 leads to the EPR spectrum
in Figure 2a with the typical Mn(II) hyperfine coupling sextet
observable at X-band MW frequency. However, in this case it
was impossible to conduct successful PELDOR or RIDME
measurements. We attribute this to the lability of Mn(II) bis-
terpyridine complexes in this solvent, which leads to the
replacement of the terpyridine ligands by solvent mole-
cules.46,55 Therefore, a mixture of deuterated acetonitrile and
dichloromethane (1:3) was used instead, which led to the
spectrum shown in Figure 2b and allowed conducting
successful PELDOR and RIDME measurements. The intense
central signal is due to the nitroxide-centered spin and could be
simulated with spin-Hamiltonian parameters typical for nitro-
xides (Table 1). In the presence of the nearby manganese
center the spin−lattice relaxation time of the nitroxide center is
strongly reduced, and it is possible to obtain the unsaturated
nitroxide signal without the need for low repetition rates. At 5
K, shot repetition times (SRT) of 2 μs were found to be
Table 2. Parameters Used for the Inversion Recovery
Experiments on 1 (νobs = 33.517 GHz)
parameters Mn(II) nitroxide
π/2 [ns] 8 8
π [ns] 16 16
T [ns] 1000 1000
τ [ns] 500 500
SRTa [μs] 970 19 990
B0 [mT] 1206.0 1210.0
SPPb 10 10
Att [dB]c 7 0
aSRT = shot repetition time. bSPP = shots per point. cAtt = MW
attenuation.
Table 3. Parameters Used for the PELDOR Measurements (νpump = 33.517 GHz)
π/2 [ns] π [ns] πpump [ns] τ1
a [ns] τ2 [ns] SRT [μs] B0 [mT] O/P
b Δνc [MHz] SPPd dure [mins]
P1 14 28 16 540 1800 200 1192.5 B/C 90 50 19
P2f 14 28 16 540 1800 200 1192.5 B/C 90 50 15
P3 22 44 16 540 1800 200 1192.5 A/C 150 50 19
P4 20 40 16 540 6500 2000 1192.5 D/C −90 10 32
P5 20 40 16 540 6500 2000 1195.7 C/D 90 10 17
P6 20 40 10 540 6500 2000 1195.7 C/D 90 10 5
P7g 20 40 16 540 6500 2000 1195.7 C/D 90 10 8
P8 20 40 10 540 5300 2000 1189.2 C/B 90 10 9
aτ1 was incremented in 10 steps of 12 ns to average deuteron ESEEM modulations.
bO/P = Observer and pump positions in Figure 2. cΔν = νobs −
νpump.
dSPP = shots per point. eDuration = total measurement time in minutes. fELDOR channel attenuated by 20 dB. gInversion recovery filter used
with an inversion pulse of 16 ns and an interpulse separation of 8 μs between the inversion pulse and the following PELDOR sequence.53
Table 4. Measurement Parameters Used for RIDME (νobs =
33.517 GHz)
parameters RSE RVE
π/2 [ns] 8 8
π [ns] 16 16
Ta [μs] 3/25 3/25
τ1 [ns] 520 520
τ2
b [ns] −40 −40
τ3 [ns] 500 500
SRTc [μs] 2000 2000
Attd [dB] 0 0
averagese 130 36
SPPf 3 3
durationg [mins] 270 155
aThe two values correspond to the measurement of the background
decay function with no dipolar modulations and the measurement with
dipolar modulations. bInitial value for τ2.
cSRT = Shot repetition time.
dAtt = microwave attenuation. eThe same amount of averages was
used for both values of the interpulse separation T. fSPP = shots per
point. gDuration = total measurement time, accounting for the need to
record a nonmodulated RIDME time trace and the measurements at
different field positions.
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sufficient to obtain an optimized nitroxide echo. In comparison,
an SRT of 10 μs had to be used for the nitroxide in the copper
analogue of 1 at a temperature of 20 K.43 In the absence of
metal centers, temperatures of 35−40 K must be used to obtain
SRT values as low as 2 μs.56,57 The broad absorption
underneath this signal is due to the Mn(II) spin center. This
signal can be enhanced by attenuating the MW power by 7 dB
(red graph in Figure 2b) because the nutation frequency ωnut
does depend on the spin quantum numbers S and ms (2).
58 For
example, the nutation frequency ωnut for the ms = −1/2 to ms =
+1/2 transition of a spin with S = 5/2 is three times higher than
the nutation frequency w1/2 of an S = 1/2 spin.
ω = + − −S S m m w( 1) ( 1)nut s s 1/2 (2)
Using an MW attenuation of 7 dB to reduce the flipping
angle of the Mn(II)-centered spins yields not only a more
intense Mn(II) signal but also better resolves the splitting of
the manganese lines. A similar spectrum, however, with
unresolved Mn(II) splitting, has been observed for the
analogous heteroleptic complex.46 The Mn(II) spectrum
could be simulated with zero-field splitting parameters |D|
and |E| of 1500 and 300 MHz, respectively, and the hyperfine
coupling and g-tensor parameters given in Table 1. These zero-
field splitting values are in agreement with values from previous
studies.46,59 The value of D is higher than for unstrained,
symmetric, six-coordinate complexes but still lies in the typical
range of D values found for six-coordinate Mn(II) com-
plexes.49,60−64 Noteworthy, it was not possible to obtain an
Figure 2. Two-pulse Hahn echo detected field-swept EPR spectra of 1 (solid line) at Q-band overlaid with the simulation (dashed line) in (a)
DMSO-d6 and CDCl3 (1:3) and (b) deuterated acetonitrile and dichloromethane (1:3). (inset) The positions of the pump and observer pulses in
the PELDOR experiments as specified in Table 3.
Figure 3. Q-band PELDOR measurement aimed at the manganese−nitroxide distance in 1 using the experimental set ups P1, P2, and P3 (black,
red, and blue lines, respectively) as specified in Table 3. (a) Background-corrected time traces and simulations using DeerAnalysis (full and dotted
lines, respectively), (b) experimental and simulated Fourier transform of the time traces (full and dotted lines, respectively), and (c) the
corresponding, normalized distance distributions (regularization parameter α = 0.01).
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echo-detected EPR spectrum of the Mn(II)-centered spin of 1
in this solvent mixture at X-band frequencies.
Performing distance measurements on complex 1 should
yield two different distances, the two equal Mn(II)−nitroxide
distances, and one nitroxide−nitroxide distance. Three
PELDOR experiments using the manganese-centered spins
for observation and the nitroxide for pumping were conducted
to obtain the manganese−nitroxide distance. The results of the
PELDOR measurements are shown in Figure 3.
In all experiments shown in Figure 3, the pump pulse is
applied on the nitroxide spectrum close to its maximum
intensity and the detection pulses at 90 or 150 MHz higher
frequency on Mn(II). All time traces show only weak
orientation selection. On the one hand, this is due to the
position of the pump pulse on the nitroxide spectrum, at which
all orientations are excited. On the other hand, only little
orientation selection on the manganese-centered spin is
expected, since the manganese spin center has a highly
symmetric 6A1 electronic ground state even though the ligand
reduces the overall symmetry of the complex to D2d.
65 In
addition, it is suspected that zero-field splitting effects are
probably diminished due to a distribution of magnitudes and
orientations in the zero-field splitting tensor similar to the
situation observed for Gd(III).66 In the first experiment P1
(black lines in Figure 3), a frequency offset of 90 MHz was
used. This setup yields a modulation depth of 45% and an S/N
of 18.6 min−1/2. The modulation depth is 250% higher than the
value observed by Akhmetzyanov et al. for the heteroleptic
complex.46 For identical pumping pulse lengths, one would
expect an increase in modulation depth of 95% for the
homoleptic over the heteroleptic complex.43,67−69 The much
larger observed increase of the modulation depth suggests a
lower degree of ligand dissociation in the solvent system used
in the study here. The corresponding distance distribution
shows one dominating peak at 2.68 ± 0.06 nm in agreement
with the value of 2.65 nm for the analogous, heteroleptic
Mn(II) complex as reported by Akhmetzyanov et al.46
Furthermore, this distance fits nicely to the known geometry
of the ligand51 and is also similar to the metal nitroxide distance
of 2.64 nm found using EPR spectroscopy and X-ray
crystallography for the copper analogue of complex 1.43
Furthermore, the width of the distance distribution is even
slightly lower than for the copper analogue of 1, indicating that
no additional zero-field splitting induced damping of the
modulations occurs, in agreement with results obtained by
Yulikov et al.70 Thus, the settings of the pulse sequence enabled
a separation of the Mn(II)−nitroxide distance from the
nitroxide−nitroxide distance. However, the dominating dis-
tance peak is accompanied by a series of small peaks (less than
10% intensity relative to the dominating peak). These peaks do
not correspond to expected distances but may stem from
multispin effects,67−69 partial overlap of pump and observer
pulses and residual orientation selection. Experiment P2 (red
lines in Figure 3) uses the same parameters as P1, except for an
attenuation of 20 dB of the pump pulse. Attenuating the
ELDOR channel decreases the inversion efficiency of the
pumped spins and should therefore reduce at least some of the
artifact peaks if they are due to multispin effects.69,71 And
indeed, the amount of artifact peaks in the distance distribution
is reduced, and while the dominating peak appears at the same
position it is slightly narrower than in P1 (2.68 ± 0.04 nm).
This behavior indicates that multispin effects are one of the
reasons for the artifact peaks. That multispin effects contribute
in PELDOR experiments of AB2 systems was also observed for
the Cu analogue of 1.43 In experiment P3 (blue lines in Figure
3), the frequency offset was increased to 150 MHz. This leads
to a reduced S/N of 5.6 min−1/2, but at the same time the
amount of artifact peaks in the distance distribution is largely
reduced as well. Therefore, experiment P3 suggests that in
addition to orientation selection and multispin effects, the
overlap of pump and observer pulse may also lead to slight
distortions of the time trace.1,72 Another possible source for the
low-intensity distance peaks are distortions of the Pake pattern
owed to a large zero-field splitting interaction and breakdown
of the high-field approximation as observed before for a
nitroxide-labeled Gd(III)−terpyridine complex.73 For the
Figure 4. Results of the Q-band PELDOR measurements aimed at selecting the nitroxide−nitroxide distance of 1 using the experimental setups P4
(black), P5 (red), P6 (green), P7 (blue), and P8 (purple). (a) Background corrected time traces and simulations using DeerAnalysis (full and dotted
lines, respectively), (b) experimental and simulated Fourier transforms of the time traces (full and dotted lines, respectively), and (c) the
corresponding distance distributions (regularization parameter α = 1).
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Mn(II)/nitroxide case here, the D value of 1.5 GHz
corresponds to 4.5% of the Q-band MW frequency, which is
comparable to the 6.3% found for pairs of gadolinium(III) ions
at W-band (D value of 6 GHz). However, the notable
deviations of the Pake patterns observed in that case were
only seen for Δms = 1 electron spin transitions involving the
higher ms spin quantum numbers ±7/2 and ±5/2.
26 Thus, this
effect is probably less pronounced here in the Mn(II) case.
Yulikov et al. reported numerical examples for Gd(III)
nitroxide pairs,70 which indicate that a D value of 600 MHz
at X-band would not lead to a significant broadening of the
distance distribution, but small artifact peaks were observed in
their work. It can therefore be expected that a D value of 1500
MHz at Q-band frequencies would affect the distance
distribution in a similar minor way.
For measurements of the nitroxide−nitroxide distance, the
pump pulse and the observer pulses were placed on the
nitroxide spectrum (Figure 2, entries P4−P7 in Table 3). The
results of these experiments are shown in Figure 4.
All time traces in Figure 4 show contributions of two
different modulations with modulation periods of ∼2900 and
360 ns, corresponding to frequencies of 0.34 and 2.78 MHz,
respectively. Such frequencies translate into distances of 5.25
and 2.65 nm, which are the nitroxide−nitroxide and the
manganese−nitroxide distances. This is reasonable, as the
nitroxide and the manganese EPR spectra are superimposed.
Therefore, if the nitroxide is used for observation, contributions
of the manganese-centered spin are expected. In experiment P4
(black lines in Figure 4), the nitroxide is pumped at the same
position as in experiments P1−P3 with a frequency offset of
−90 MHz. The resulting time trace shows a slightly increased
orientation selection (suppression of the parallel component of
the dipolar coupling), and a large modulation depth of 33% is
observed. The higher-frequency modulation is visible in the
beginning of the time trace. However, the small contribution of
the higher-frequency modulation is treated as noise by
DeerAnalysis, so that only one peak at 5.21 ± 0.08 nm appears
in the distance distribution. Experiment P5 (red lines in Figure
4) uses the same parameters as P4 but with interchanged pump
and observer pulses. Therefore, the same orientation selection
is observed. The modulation depth is, however, considerably
lower and amounts to only 16%. Noteworthy, the contribution
of the higher-frequency modulation appears to be unaffected by
interchanging pump and observer pulses. Since this leads to a
higher relative contribution of the high-frequency modulation,
DeerAnalysis no longer treats this modulation as noise, and a
second peak appears in the distance distribution centered at
2.69 nm. The relative heights of the peaks in the distance
distribution (1:10 favoring the larger distance) allows to
estimate a modulation depth of ∼2% for the high-frequency
modulation. In experiment P6 (green lines in Figure 4), the
length of the pump pulse is reduced to 10 ns. This should
increase the contribution of the manganese spin on cost of the
nitroxide spin because the turning angle of the pulse is now
matched to the manganese spin and underturns the nitroxide
spin (eq 2). And indeed, the integrated intensity of the
manganese−nitroxide distance peak increases on expense of
that of the nitroxide−nitroxide distance. In experiment P7
(blue lines in Figure 4), an inversion recovery filter is applied
prior to the usual PELDOR sequence.53 The inversion recovery
filter is supposed to suppress contributions of the manganese
spin if it acts as observed spin. However, the form factor of
experiment P7 is virtually identical to the form factor of
experiment P5 as are their resulting distance distributions. This
suggests that the manganese-centered spin is not contributing
as observer spin but rather as pumped spin. This is also in
agreement with expectations based on the phase memory time
of the manganese-centered spin of ∼1.3 μs (see Supporting
Information). The large observation windows used in experi-
ments P4−P7 lead to pulse sequences that exceed 10 μs total
length, that is, almost 8 times more than the phase memory
time of the manganese-centered spin. Finally, in experiment P8
(purple lines in Figure 4), the pump pulse is placed outside the
nitroxide spectrum, using a setup similar to that in P1 but with
pump and observer pulses interchanged. The corresponding
time trace has a modulation depth of only 5%. The distance
distribution shows a peak at 2.62 nm, which is identical to the
peak observed in experiment P6, where a pump pulse of equal
duration was used. Aside from that peak, broad peaks at 4.3 and
5.1 nm are observed. These distances correspond to the Pake
pattern of the nitroxide−nitroxide distance due to off-resonance
excitation of the low field edge of the nitroxide spectrum by the
pump pulse. As shown on the copper analogue, predominant
excitation along the x direction of the nitroxide leads to a
pronounced parallel component of the dipolar coupling
tensor43 and thus to distance peaks at the actual nitroxide−
nitroxide distance and at 81% of the actual distance. Thus, a
completely selective measurement of the nitroxide−nitroxide
distance was not possible using PELDOR. Similar measure-
ments were performed before on nitroxide-labeled copper(II)
and gadolinium(III) terpyridine complexes. Large g shifts of the
copper-centered spin reduce or even remove spectral overlap in
the case of copper−nitroxide systems, therefore allowing a
more selective PELDOR experiment.21,43 In the gadolinium
Figure 5. Q-band IR time traces (full lines) and their biexponential fits (dotted lines) on (a) the manganese and (b) the nitroxide signal.
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case, the nitroxide and the gadolinium spectrum overlap. The
obtained distance distribution is in this case very broad and
might contain a contribution stemming from the Gd−nitroxide
distance.73 Nonetheless, the experimental setup P4−P7 clearly
favors the nitroxide−nitroxide distance, especially the setup P4.
The modulation depths in experiments P1 and P4 allow
estimating to which degree the ligand molecules L were
replaced by solvent molecules S. Taking into account the
contribution of the higher-frequency modulation, an inversion
efficiency I of roughly 31% is obtained for the pumped
nitroxides. This is ∼30% lower than observed in a bisnitroxide
model compound using a similar setup. This means that the
dissociation degree α of the complex 1 amounts to roughly 30%
according to 3.
→ ++ +[Mn(L) ] [Mn(L)] L2 2 2 (3)
Using the theory given by Bode et al.,68 the expected
modulation depth in experiment P1 can be calculated using the
dissociation degree α and inversion efficiency I estimated
above.
α α= · + − · − =λV I I I(1 ) (2 ) 46%,calc 2 (4)
This value is very close to the experimentally observed value of
45%.
In addition, the dead-time free RIDME experiment was
performed to check how it performs in comparison with the
PELDOR experiment. To find the right value for the inter pulse
delay T, IR experiments were performed on the nitroxide and
the Mn(II) signal yielding the curves in Figure 5. Biexponential
IR curves were obtained for both the nitroxide and the
manganese spin center. Such biexponential behavior is expected
for a slowly relaxing spin, which shows dipolar interaction with
a fast-relaxing spin (i.e., for the nitroxide-centered spin).74 The
occurrence of a biexponential decay for the fast-relaxing Mn(II)
may reflect the presence of more than one Mn(II) species
caused by ligand/solvent exchange. On the basis of the
determined T1 time constants and the observations made on
other systems,23,43 a delay time of 25 μs was chosen for a
sensitive RIDME measurement.
Placing the dead-time free RIDME pulse sequence on several
positions of the nitroxide signal of 1 yields the time traces in
Figure 6.
The RIDME experiment was conducted in two different ways
using either the refocused stimulated echo (RSE, black lines in
Figure 6) or the refocused virtual echo (RVE, red lines in
Figure 6). For both echoes, only at geff = 2.0108 strong
orientation selection is observed. Nevertheless, all time traces
were summed for the sake of reducing orientation selectivity
and analyzed with DeerAnalysis. The summed time trace shows
a modulation depth of 43% (RSE) and 33% (RVE). Despite the
lower modulation depth, the RVE RIDME is more sensitive
than the RSE RIDME, with S/N values of 34 and 23 min−1/2,
respectively. Both experiments are thus slightly more sensitive
than PELDOR, by a factor of 1.8 and 1.2, respectively. In
principle, the RIDME experiment is even more sensitive if the
division by the reference time trace for ESEEM suppression can
be avoided. This could be achieved, for example, by working at
higher microwave frequencies or by performing the Q-band
RIDME experiment in protonated solvents.22
As also observed for a Gd(III)−Gd(III) model system, the
Fourier transforms of both summed time traces show Pake
patterns for the |Δms| = 1, 2, and 3 transitions of the high-spin
Mn(II) center.29 Note that the parallel component of the |Δms|
= 3 transition is not resolved. Transforming the time traces into
the distance domain yields a distance distribution with peaks at
1.81 (only RSE), 2.08, and 2.63 nm with widths of 0.06 and
0.04 nm for the RSE and RVE, respectively. The latter peak,
already observed using PELDOR, corresponds to the Mn(II)−
nitroxide distance. The former two are 21% and 31% shorter
than the actual interspin distance and correspond to the |Δms| =
2 and |Δms| = 3 electron-spin transitions. While the peak
corresponding to the actual distance is easily discerned from the
artifact peaks in the model study at hand, this might not be the
case for more complicated systems. Interestingly, the RVE
RIDME is not only superior in terms of S/N but also contains
lower contributions from the |Δms| = 2 and |Δms| = 3
Figure 6. Q-band dead-time free RIDME measurements on 1 using the RSE (black lines) and RVE (red lines) of the nitroxide for observation. (a)
RIDME time traces at the field positions used and their sum. The summed time traces were simulated with DeerAnalysis (dotted line), (b) Fourier
transform of the summed time trace, and (c) the corresponding distance distribution (regularization parameter = 0.1).
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transitions. Additionally, the modulations are less damped than
in the RSE RIDME, which leads to narrower distance peaks.
Beyond the higher electron spin transitions the distance
distributions show no additional peaks as in the PELDOR
experiments. This indicates that the summed RIDME time
traces do not suffer from orientation selectivity, zero-field
splitting induced distortions, or multispin effects.
■ CONCLUSION
With respect to Mn(II)−nitroxide distance measurements with
PELDOR, the homoleptic bis-terpyridine manganese(II)
complex 1 led to similar results as those obtained by
Akhmetzyanov et al. on the related heteroleptic complex.46 In
addition and as for three-spin nitroxide systems, the homoleptic
AB2 system used here gives rise to multispin effects in the
PELDOR experiment. The residual orientation selectivity
appears to be dominated by the orientation selection of the
pumped nitroxide and cannot be fully removed owing to
bandwidth limitations. The zero-field splitting of the
manganese spin induces if at all only minor artifact peaks in
the distance distribution. In contrast, the RIDME derived
distance distribution contains intense artifact peaks, owing to
the occurrence of integer multiples of the actual dipolar
coupling frequency due to higher electron-spin transitions.
Field averaging allows full removal of orientation selection from
RIDME. Regarding the separation of the Mn(II)−nitroxide and
the nitroxide−nitroxide distances in PELDOR, the Mn(II)−
nitroxide distance could be easily separated by detecting on the
Mn(II) and pumping on the nitroxide signal, while the
nitroxide−nitroxide distance could not be measured without a
contribution of the Mn(II)−nitroxide distance, as the
manganese and nitroxide spectra overlap and the Mn(II)-
centered spin always contributes as pumped spin. In addition,
an investigation of the modulation depths allowed estimating
the dissociation degree of complex 1 to 30%. In RIDME only
the Mn(II)−nitroxide distance could be measured, which is an
advantage with respect to assigning the distances but a
disadvantage with respect to getting as much information as
possible. Because of the 6A1 ground state of Mn(II), orientation
selectivity did not play a prominent role in either experiment,
PELDOR or RIDME. In terms of sensitivity, both RIDME
experiments are slightly more sensitive than the PELDOR
experiment. Thus, both methods, PELDOR and RIDME, have
their advantages and disadvantages in the case at hand and
might be used indeed together to yield a reliable picture of an
unknown system.
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2-pulse ESEEM experiment on 1 
The 2-pulse ESEEM experiment was conducted on the nitroxide and manganese 
spin center to obtain an estimate of their phase memory time. The measurement 
parameters are given in Table S1. 
Table S1. Measurement parameters used for the 2-pulse ESEEM experiment on 1 
(νobs = 33.517 GHz). 
Spin center Manganese (7 dB) Nitroxide (0 dB) 
p1 [ns] 8 8 
p2 [ns] 16 16 
SRT [µs] 300 2000 
B0 [mT] 1186.0 1192.4 
 
The decay function of the obtained time traces have been fitted biexponentially 
according to equation S1.  
      1  2	
/
  	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 ;		
  	  1 (S1) 
The obtained results are shown in Figure S1 and summarized in Table S2. 
Table S2. Fitting parameters used for the 2-pulse ESEEM time traces of 1. 
Time trace w1 

 [ns] w2 
 [ns] 
a) Manganese 0.68 1312 0.32 96 
b) Nitroxide 0.75 2670 0.25 2700 
 
Figure S1. 2-pulse ESEEM time traces (full lines) and their biexponential fits (dotted 
lines) of a) the manganese signal (black) and b) the nitroxide signal (red).   
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Noteworthy about the 2-pulse ESEEM time trace of the manganese center is the 
absence of strong deuteron modulations, indicating the low extent of ligand 
replacement by solvent molecules. On the other hand, a peak at twice the deuteron 
frequency is present for both the nitroxide and the manganese spectrum. Thus, both 
signals are modulated by hyperfine coupling to deuterons of the solvent. 
Figure S2. Fourier transform of the 2-pulse ESEEM time traces shown in Figure S1. 
Black line: Fourier transform of the manganese time trace. Red line: Fourier 
transform of the nitroxide time trace.   
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PELDOR time traces before background correction 
Figures S3 an S4 show the time traces of the PELDOR experiments with the 
observer pulses on the manganese and on the nitroxide, respectively. The 
measurement parameters are detailed in Table 3 in the main text. Figure S5 shows 
the RIDME time traces at both values of T as detailed in Table 4 in the main text. 
 
Figure S3. Q-band PELDOR time traces of the manganese-nitroxide distance in 1 
before background correction using the experimental set ups P1, P2 and P3 (black, 
red and blue lines, respectively) as specified in Table 3 in the main text. 
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Figure S4. Q-band PELDOR time traces of the nitroxide-nitroxide distance in 1 
before background correction using the experimental set ups P4 (black), P5 (red), P6 
(green), P7 (blue) and P8 (purple) as specified in Table 3 in the main text. 
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RIDME time traces before background correction 
Figure S5 and S6 show the RIDME time traces using the refocused stimulated echo 
for observation (Figure S5) or the refocused virtual echo (Figure S6) at both values of 
T as detailed in Table 4 in the main text. 
 
Figure S5. Q-band RSE RIDME time traces at T = 3 µs (dashed lines) and T = 25 µs 
(full lines). 
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Figure S6. Q-band RVE RIDME time traces at T = 3 µs (dashed lines) and T = 25 µs 
(full lines). 
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One-Electron Oxidation of a Disilicon(0) Compound: An
Experimental and Theoretical Study of [Si2]
+ Trapped by N-
Heterocyclic Carbenes
Marius I. Arz,[a] Martin Straßmann,[a] Andreas Meyer,[b] Gregor Schnakenburg,[a]
Olav Schiemann,*[b] and Alexander C. Filippou*[a]
Abstract: One-electron oxidation of the disilicon(0) com-
pound Si2(Idipp)2 (1, Idipp=1,3-bis(2,6-diisopropylphenyl)i-
midazolin-2-ylidene) with [Fe(C5Me5)2][B(Ar
F)4] (Ar
F=C6H3-3,5-
(CF3)2) affords selectively the green radical salt [Si2(Idipp)2]
[B(ArF)4] (1-[B(Ar
F)4). Oxidation of the centrosymmetric 1
occurs reversibly at a low redox potential (E1/2=¢1.250 V vs.
Fc+/Fc), and is accompanied by considerable structural
changes as shown by single-crystal X-ray structural analysis
of 1-B(ArF)4. These include a shortening of the Si¢Si bond,
a widening of the Si-Si-CNHC angles, and a lowering of the
symmetry, leading to a quite different conformation of the
NHC substituents at the two inequivalent Si sites in 1+ .
Comparative quantum chemical calculations of 1 and 1+ in-
dicate that electron ejection occurs from the symmetric (n+)
combination of the Si lone pairs (HOMO). EPR studies of 1-
B(ArF)4 in frozen solution verified the inequivalency of the
two Si sites observed in the solid-state, and point in agree-
ment with the theoretical results to an almost equal distribu-
tion of the spin density over the two Si atoms, leading to
quite similar 29Si hyperfine coupling tensors in 1+ . EPR stud-
ies of 1-B(ArF)4 in liquid solution unraveled a topomerization
with a low activation barrier that interconverts the two Si
sites in 1+ .
Introduction
The structures and properties of small silicon clusters are of
fundamental importance for the understanding of the transi-
tion from molecular behavior to that of bulk silicon and have
significant implications for the chemical vapor deposition
(CVD) of amorphous and crystalline silicon in the semiconduc-
tor industry.[1] In this context the electronic structure of the sili-
con dimer (Si2) was investigated experimentally and by quan-
tum theory, and the relevance of Si2 in cluster formation was
pointed out in few studies.[2] In comparison, studies on the
[Si2]
+ cation are far less common and include mainly quantum
chemical calculations.[3] The quartet ground state structure of
[Si2]
+ was established by electron spin-resonance (ESR) studies
in noble-gas matrices at 4 K.[4]
Main-group element chemistry has witnessed a renaissance
in recent years following the discovery that N-heterocyclic car-
benes (NHCs) can be used to trap highly reactive, unsaturated
main-group species.[5] This provided access to a series of un-
usual zerovalent compounds, such as E2(NHC)2 (E=Si¢Sn,[6]
B,[7] P,[8a] As[8b]) or E(bNHC) (E=Si, Ge; (bNHC)=chelating bis-N-
heterocyclic carbene).[9] Appealing examples in low-valent sili-
con chemistry for the complexation proclivity of N-heterocyclic
carbenes include the isolation of NHC adducts of SiX2 (X=Cl,
Br, I),[10] Si(Cl)R (R=aryl, amino),[11] [SiR]+ (R= I, aryl),[10d,12]
Si2+ ,[10d] SiR(Si(R)=SiR2) (R=aryl),
[13] R2Si=Ge,
[14] or the Si0 com-
pound Si2(Idipp)2 (1, Idipp=1,3-bis(2,6-diisopropylphenyl)imi-
dazolin-2-ylidene),[6a] which has been described as a base-stabi-
lized allotrope of silicon.[15] This description was fortified by
quantum chemical calculations suggesting that 1 can be
viewed as a Si2 molecule trapped in its excited (
1Dg) electronic
state by two NHCs.[16] However, such a description can be
questioned given the quite different lowest-energy configura-
tion of Si2 (triplet, C
3Sg
¢)[3] from that of 1 and the rather large
Si¢CNHC bond dissociation energies, which have to date pre-
vented the use of 1 as a source of Si2 in reactions.
[17] Notably,
a recent experimental and theoretical study uncovered the iso-
lobal analogy of 1 with the diphosphene P2Mes*2 (Mes*=
2,4,6-tBu3-C6H2) and the NHC-stabilized phosphasilenylidene
(Idipp)Si=PMes*.[18] In all three of these double-bond com-
pounds, the lowest-unoccupied molecular orbital (LUMO) is
the antibonding E¢E p* orbital, the highest-occupied molecu-
lar orbital (HOMO) the symmetric (n+) combination of the
lone-pair orbitals[19] and the HOMO¢1 the E¢E p-bonding orbi-
tal, with the disilicon compound 1 revealing the smallest
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energy gap of only 0.03 eV between the HOMO and HOMO¢1
orbital. This electronic situation raised the question as to
whether ejection of one electron from 1 would occur from the
n+ level to give a s radical or from the p level to give a p radi-
cal. The outcome of the one-electron oxidation of 1 was ex-
pected to have a major influence on the structure and reactivi-
ty of the resulting radical cation [Si2(Idipp)2]
+ C (1+)C given the
known differences between organic s- and p-type radicals.[20,21]
Studies addressing this issue in the case of the isolobal diphos-
phene radical cations [P2R2]
+ C were hampered by the high reac-
tivity of these ions, which precluded so far their isolation.[22]
EPR spectroscopy of [P2Mes*2]
+ C generated by g-irradiation of
P2Mes*2 in dilute Freon solution at 77 K suggested the pres-
ence of a s-type radical,[23] and the lowest energy ionization
band in the photoelectron spectra of P2R2 was assigned using
quantum chemical methods,[24] which have shown that the
order of the closely spaced n+ and p-orbital depends on the R
substituent,[24j] and in the case of aryl diphosphenes also on
the aryl twist angle.[25] Remarkably the same subtle change of
the n+ and p-orbital sequence was found recently for the iso-
lobal Si2(NHC)2 compounds by quantum chemical calculation-
s.[6a,18,26] This prompted us to probe the one-electron oxidation
of 1 and carry out a comprehensive experimental and theoreti-
cal study of the structure, properties and dynamics of the 1+
radical ion, which can be strikingly viewed as NHC-trapped
[Si2]
+ .
Results and Discussion
Experimental studies
At first, the stability of the radical cation 1+ was addressed
under electrochemical conditions. For this purpose, cyclic vol-
tammetric studies of 1 were carried out in fluorobenzene, tet-
rahydrofuran, and 1,2-difluorobenzene at room temperature.
The cyclic voltammograms (CVs) in all solvents used showed
a reversible one-electron oxidation of 1 at a low half-wave po-
tential (E1/2), which is slightly solvent-dependent, ranging from
¢0.794 V (THF and 1,2-C6H4F2) to ¢0.730 V (C6H5F) vs. the
[Fe(C5Me5)2]
+ /0 redox couple (Figure 1).[18,27, 28] No redox wave
was found at more negative potentials (until ¢2.0 V), suggest-
ing that 1 cannot be easily reduced. Furthermore two irreversi-
ble oxidation processes were observed in C6H5F at E1/2=0.658
and 1.001 V (scan rate: 50 mVs¢1) suggesting that a rapid
follow-up reaction occurs upon further oxidation of the radical
cation 1+ to a putative dicationic analogue of a disilyne
(12+).[27] Remarkably, the electrochemical properties of 1 differ
considerably from those of Si2(CAAC)2, the disilicon analogue
of 1 containing cyclic alkyl(amino)carbene (CAAC) substituents,
which displays in THF a quasi-reversible one-electron reduction
at E1/2=¢1.40 V.[29] This difference can be rationalized with the
much stronger p-acceptor properties of CAACs.[30] The CVs of
1 also differ markedly from those of the diphosphenes P2R2
(R=C(SiMe3)3, Mes*, m-terphenyl), which show a reversible
one-electron reduction at E1/2=¢2.23 to ¢1.82 V and an irre-
versible oxidation at large potentials (E1/2=0.90–
1.44 V).[18,22,31, 32] This marked difference reflects the large in-
crease of both the LUMO and HOMO energies occurring upon
replacement of the two PR fragments in P2R2 by the much less
electronegative, isolobal Si(Idipp) fragments in 1.[18] This
energy shift reduces considerably the electron affinity of 1 and
decreases its ionization potential,[33] rendering 1 a strong one-
electron reducing agent that is comparable with cobaltocene
(E1/2=¢0.85 V)[34] or P2(Idipp)2 (E1/2=¢0.97 V).[35]
Following the results of cyclic voltammetry, we attempted
the chemical one-electron oxidation of 1 using [Fe(C5Me5)2]
[B(ArF)4]
[36] as oxidant (Scheme 1). In fact, vacuum transfer of
1,3-C6H4F2 to an equimolar mixture of red-colored 1 and
green-colored [Fe(C5Me5)2][B(Ar
F)4] at ¢196 8C followed by
warming of the mixture to ¢40 8C was accompanied by a color
change to intense green. Addition of n-hexane to the dark-
green solution followed by crystallization at ¢60 8C afforded
the radical salt 1-B(ArF)4 in 71% yield as a green extremely sen-
sitive solid, which turns instantaneous to a white solid upon
exposure to air. 1-B(ArF)4 is reduced selectively back to 1 upon
treatment with one equiv of C8K in THF.
[27] Thus, 1+/1 is a rare
example of a chemically reversible Si-based redox system.[37]
1-B(ArF)4 can be stored at ¢30 8C for several months without
apparent sign of decomposition on visual inspection or using
EPR spectroscopy. However, storage of the solid at room tem-
perature for approximately one day afforded a red solid of un-
known composition. Similarly, greenish solutions of intact 1-
B(ArF)4 in fluorobenzene or diethyl ether at ¢30 8C turned rap-
idly brown–red after warming to room temperature, indicating
an increased thermolability of 1-B(ArF)4 in solution. Monitoring
Figure 1. Single-wave cyclic voltammograms of 1 at different scan rates in
fluorobenzene at room temperature in the potential range ¢1.050 to
¢0.350 V; reference electrode: dmfc+/dmfc/0.1m N(nBu)4PF6/C6H5F
(dmfc=decamethylferrocene).
Scheme 1. One-electron oxidation of 1 leading to 1-B(ArF)4. Compound 1
and the two resonance forms of 1+ are depicted without formal charges;
the electron lone pairs at the silicon atoms are indicated by two dots and
the unpaired electron by one dot.
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of the decomposition of 1-B(ArF)4 in diethyl ether at ambient
temperature by cw X-band EPR spectroscopy revealed a mono-
exponential decay with a half-life t1/2 of 14218 s, leading to
EPR-silent products in a brown-red solution. Several paramag-
netic intermediates of low concentration were detected during
the decay and one of these could be identified as the radical
cation [SiH2(Idipp)]
+ on the basis of the hyperfine splitting pat-
tern of its EPR signal (triplet of quintets of triplets) and the
magnitude of the hyperfine coupling constants (A(1Ha)=
1.2 mT, A(14Ng)=0.2 mT, A(1Hd)=0.05 mT).[27] Analysis of the EPR
silent products by 1H NMR spectroscopy indicated an unselec-
tive decomposition of 1-B(ArF)4 to a mixture of Idipp-contain-
ing products including 1 and (HIdipp)[B(ArF)4] .
The crystal structure of 1-B(ArF)4·2(1,3-C6H4F2) is composed of
well-separated radical cations 1+ and borate anions with the
closest Si···F contact (5.92(1) æ) being significantly longer than
the sum of the crystallographic van der Waals radii of silicon
and fluorine (3.6 æ).[38] The radical cation 1+ features as
1 a trans-bent planar CNHC-Si-Si-CNHC core with a torsion angle
of 174.3(4)8 (Figure 2, left). The Si¢Si bond length of 1+
(2.178(3) æ) is 2.3% shorter than that of 1 (2.229(1) æ)[6a] and
compares very well with the internal Si¢Si bond of the disilyne
radical anion in [K(dme)4][Si2(SiiPrDsi2)2] (2.173(1) æ, Dsi=
CH(SiMe3)2) substantiating the isolobal relationship between
the two ions.[39] Contraction of the Si¢Si bond of 1+ suggests
an increase in the Si¢Si bond order as shown by the increased
Wiberg bond index (WBI; WBI(Si¢Si) of 1+=2.046; WBI(Si¢Si)
of 1=1.703).[27] It originates according to natural bond orbital
(NBO) analysis from a decreased lone-pair repulsion, and an in-
crease in bonding Si¢Si electron density occurring upon de-
population of the n+ orbital.
[27] In contrast, removal of one
electron from the Si=Si p-bonding orbital of 1 would be ex-
pected to lead to an elongation of the Si¢Si bond as observed
in the one-electron oxidation of disilenes.[40] Another distinct
structural change provoked by the one-electron oxidation is
a reduction of the symmetry from centrosymmetric in 1 (Ci) to
C1 in 1
+ , rendering the two Si sites (Si1 and Si2) inequivalent.
In fact, the Si2¢C28 bond (1.899(7) æ) in 1+ is shorter than the
Si1¢C1 bond (1.910(8) æ), and both Si¢CNHC bonds of 1+ are
slightly shorter than those of 1 (Si¢CNHC=1.927(2) æ).[6a] Fur-
thermore, the angle at Si2 (aC28-Si2-Si1=109.9(2)8) is larger
than that at Si1 (aC1-Si1-Si2=101.9(2)8), and both angles are
more obtuse than those of 1 (aCNHC-Si-Si=93.37(5)8).
[6a] These
structural trends can be rationalized according to NBO analyses
with the increased s-character of the Si natural hybrid orbitals
employed in the Si¢CNHC and the Si¢Si s-bonding of 1+ , and
are consistent with the slightly larger spin density at Si2 ob-
tained by the DFT calculations.[27] Finally, a change in the con-
formation of the NHC substituents is observed upon one-elec-
tron oxidation of 1. Thus, whereas in 1 the NHC groups adopt
an orthogonal conformation (aNNHC-CNHC-Si-Si#=90.88),
[6a] in
1+ the Si2-bonded NHC group is almost coplanar with the
CNHC-Si-Si-CNHC plane (aN3-C28-Si2-Si1=2.6(8)8), while the Si1-
bonded NHC group is twisted out of the CNHC-Si-Si-CNHC plane,
as shown by the torsion angle N2-C1-Si1-Si2 of 53.1(8)8
(Figure 2, right). Remarkably, the same structural differences as
described above between 1+ and 1 have been previously ob-
served between the one- and two-electron reduction product
of the digermyne Ge2R2 (R=C6H2-2,6-(C6H3-2,4,6-iPr3)2),
[41] indi-
cating the isolobal analogy of 1+ with [Ge2R2]
¢ and of 1 with
[Ge2R2]
2¢
.
The electronic structure of 1-B(ArF)4 was investigated by con-
tinuous-wave (cw) EPR spectroscopy.[27] The EPR spectrum at X-
band frequencies (9.4 GHz) of 1-B(ArF)4 recorded in liquid dieth-
yl ether solution at 220 K showed an intense signal at a giso
value of 1.9979 (Figure 3a). This signal originates from the 1+
isotopomers (90.9% relative abundance) containing the mag-
netically inactive nuclei 28Si (natural abundance: 92.23%) and
30Si (natural abundance: 3.1%). Remarkably, the giso value of 1
+
compares well to that of the isolobal disilyne radical anion in
[K(dme)4][Si2(SiiPrDsi2)2] (giso=1.99962).
[39] It is however smaller
than that of the free electron (ge=2.0023), in contrast to the
commonly larger g-values of Si-centered radicals ranging from
2.0027–2.0077.[42,43] The central EPR signal of 1-B(ArF)4 in the
liquid phase is flanked by a pair of inner and outer satellite sig-
nals, which originate from the 1+ isotopomers bearing one or
two magnetically active 29Si nuclei (I=1/2, natural abundance:
4.67%), respectively (Figure 3a). The observed multiplicity pat-
tern of the 29Si satellite signals and their relative intensities
suggests unequivocally the presence of two equivalent Si sites,
with the 28/30Si29Si isotopomers (relative abundance: 8.9%)
giving rise to a doublet signal (inner pair of satellites) and the
29Si29Si isotopomer (relative abundance 0.2%) giving rise to
a triplet signal (the central line of the triplet coincides with the
intense signal of the 28/30Si28/30Si isotopomers and so only the
outer lines are visible).[44] The signals are separated by half the
value of the isotropic hyperfine coupling constant (Aiso(
29Si)=
5.99 mT). Notably, the hyperfine coupling in 1+ is considerably
larger than in other Si radicals, in which the unpaired electron
Figure 2. Left : DIAMOND plot of the molecular structure of the radical
cation 1+ in the single crystal of 1-B(ArF)4·2(1,3-C6H4F2).
[51] Thermal ellipsoids
are set at 30% probability at 100(2) K. Hydrogen atoms are omitted for clari-
ty. Selected bond lengths [æ], bond angles [8] , and torsion angles [8]: Si1¢Si2
2.178(3), Si1¢C1 1.910(8), Si2¢C28 1.899(7) ; C1-Si1-Si2 101.9(2), C28-Si2-Si1
109.9(2) ; C1-Si-Si2-C28 174.3(4), N2-C1-Si1-Si2 53.1(8), N3-C28-Si2-Si1 2.6(8).
Right: View of the radical cation along the CNHC-Si-Si-CNHC core showing the
different conformation of the NHC rings; the dipp substituents were not
drawn for better visibility.
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is delocalized over two Si atoms, such as the disilene radical
cation [Si2(SiMetBu2)4]
+ (Aiso(
29Sia)=2.30 mT),[40] or the disilyne
radical anion [Si2(SiiPrDsi2)2]
¢ (Aiso(
29Sia)=3.92 mT)[39] and is 3.5
times larger than that in the [Si2]
+ cation in its C4Sg
¢ ground
state (Aiso(
29Si)calc.=1.51–1.71 mT).
[4] This comparison suggests
an increased s-character of the SOMO of 1-B(ArF)4 supporting
the s-radical character of 1+ , and reflects the quite different
electronic ground state of 1+ (S=1/2) from that of [Si2]
+ (S=
3/2).[3, 45]
The equivalency of the two Si atoms of 1+ in solution raised
the question as to whether the C1-symmetric structure of 1
+ is
a result of anisotropic interactions in the solid state or an in-
trinsic property of 1+ , and which is the process in case of a C1-
symmetric minimum structure equilibrating the two Si sites in
solution. These issues were addressed by analyzing the EPR
spectra of 1-B(ArF)4 in frozen solution and in the solid state in
combination with quantum chemical calculations. The X-band
EPR-spectrum of 1-B(ArF)4 in frozen diethyl ether solution at
50 K showed an intense signal between 334 mT and 338 mT,
which could be simulated best with a g-tensor of weak ortho-
rhombicity (g11=2.0031, g22=2.0026, g33=1.9880) (Figure 3b).
The g-tensor could also be used for the simulation of the cor-
responding X-band spectrum in the liquid phase as well as for
a Q-band spectrum (34.1 GHz) of a solid state sample of 1-
B(ArF)4, and compares moreover favorably with the calculated
g-tensor at the TPSSh/aug-cc-pVTZ/SVP level of theory
(Table 1). The X-band spectrum of 1-B(ArF)4 in frozen solution
further displayed two broad satellites of weak intensity at both
sides of the intense major signal. Several cases were consid-
ered to assign all components of the A(29Si) hyperfine coupling
tensors, which proved to be quite challenging owing to the su-
perposition of the satellite signals with the intense central
signal and the large line width of the signals.[27] These cases
were validated by quantification of the deviation between the
simulated and the experimental spectrum. The smallest devia-
tion was obtained assuming the presence of two magnetically
inequivalent Si atoms Si1 and Si2 differing in the isotropic but
not in the dipolar part of the hyperfine coupling.[27] The de-
rived EPR parameters were backed up by quantum chemical
calculations, which revealed a very good agreement of the cal-
culated with the experimental g values and consistent trends
in the principal values of the hyperfine coupling tensors
(Table 1).[27]
The observation of a C1-symmetric structure of 1-B(Ar
F)4 with
two magnetically inequivalent Si atoms in the solid-state and
in frozen solution, but of a higher symmetric structure with
two magnetically equivalent Si atoms in solution, suggested
that a topomerization[46] takes place in solution, leading to
a positional exchange of the two Si sites. Attempts to detect
this dynamic process by EPR spectroscopy in solution were not
successful, since even at 157 K, the melting point TM of diethyl
ether, the EPR spectrum showed only equivalent Si sites.
Taking into account the difference of the hyperfine coupling
Figure 3. Experimental (c) and simulated (g) cw X-band EPR spectra of
1-B(ArF)4 in diethyl ether at a) T=220 K (liquid state) and b) T=50 K (frozen
state). The marked signal (*) in a) originates from a decay product of 1-
B(ArF)4.
Table 1. Comparison of the calculated (TPSSh/aug-cc-pVTZ/SVP) g and
A(29Si) tensor components of the optimized C1-symmetric minimum struc-
ture of 1+ (B3LYP/6-311+G**/6-31G*) with the experimental values ob-
tained from the EPR spectrum of 1-B(ArF)4 in frozen solution; hyperfine
couplings are given in mT.[a,b]
g11 g22 g33 giso
calculated 2.0036 2.0022 1.9888 1.9982
experimental 2.0031 2.0026 1.9880 1.9979
A11
Si1 A22
Si1 A33
Si1 Aiso
Si1
calculated ¢2.14 ¢8.29 ¢2.46 ¢4.30
experimental 3.11 8.64 3.82 5.19
A11
Si2 A22
Si2 A33
Si2 Aiso
Si2
calculated ¢2.70 ¢9.03 ¢3.09 ¢4.94
experimental 4.71 10.25 5.42 6.79
[a] The isotropic values were calculated as the average of the g and
A(29Si) tensor components: giso= (g11+g22+g33)/3 and Aiso= (A11+A22+A33)/
3. [b] The sign of the A(29Si) values cannot be determined in cw experi-
ments. However, the relative sign of the principal values A11, A22, and A33
of the hyperfine coupling tensor could be determined and only equal
signs led to a good fit of the experimental spectra. This was supported
by the DFT calculations, which gave negative values for the Si hyperfine
coupling constants due to the negative value of the magnetic moment
of the 29Si nucleus and the positive value of the spin density at both Si
atoms.
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constants of the two inequivalent 29Si nuclei in frozen solution
(Dn=45 MHz), an upper limit for the Gibbs energy of activa-
tion DG (<13.5 kJmol¢1) and a low limit for the exchange
rate kex (>100 MHz) was calculated for the dynamic process.
[27]
Quantum-chemical calculations
To elucidate whether a topomerization process is operative in
solution, the potential energy hypersurface of 1+ was analyzed
at the B3LYP/6-311+G**/6-31G* level of theory. This analysis
ensued an overall C1 symmetric minimum structure of 1
+ as
found by X-ray crystallography and furthermore fully repro-
duced the experimentally observed structural differences be-
tween 1+ and 1 (Table 2).[27] A comparison of the calculated
(gas-phase) with the experimental bonding parameters of 1+
derived from the X-ray diffraction analysis of 1-B(ArF)4 revealed
an overall good agreement, with the calculated Si¢Si and Si¢
CNHC bond lengths being roughly 2% larger than the experi-
mental values (Table 2). The calculated and experimental struc-
ture of 1+ differ mostly in the conformation of the two N-het-
erocyclic carbenes as evidenced by the torsion angles N2-C1-
Si1-Si2 and N3-C28-Si2-Si1 (Table 2). This difference is not sur-
prising given the minor energy of only few kJmol¢1 required
to change these torsion angles (Figure 4). In general, the struc-
tural differences between the Si1 and Si2 site in the C1 sym-
metric minimum structure of 1+ were calculated to be smaller
in the gas-phase than found in the solid-state by X-ray crystal-
lography (Table 2).
Along with the global C1-symmetric minimum structure also
a local minimum structure of Ci symmetry was found on the
energy hypersurface, lying only 3 kJmol¢1 higher in energy
(Figure 4). A quadratic synchronous transit (QST2) calculation[47]
established that the two minimum structures are connected
via a transition state, which lies only 6 kJmol¢1 higher in
energy than the C1 symmetric ground-state structure. The tran-
sition state shows an imaginary frequency at ¢4 cm¢1 and in-
terconverts the two minimum structures along a mode involv-
ing a combined bending and torsion of the NHC substituents
(Figure 4). The calculated energy barrier is much lower than
the low limit for spectroscopic detection by EPR spectroscopy
(DG <13.5 kJmol¢1) and is fully consistent with the observed
topomerization of 1+ in diethyl ether solution occurring rapid-
ly even at the melting point of the solvent.[48]
A complete active-space self-consistent field (CASSCF)[49]
(5,4)/TZVP calculation of 1+ was carried out with an active
space built from the DFT-derived
symmetric (n+) and antisymmet-
ric (n¢) combination of the lone
pair orbitals and the Si=Si p and
p* orbitals in order to elucidate,
whether a multiconfigurational
wave function is necessary for
the description of 1+ . The ob-
tained CAS orbitals with their
energy values and occupancies
are depicted in Figure 5. Two determinants are necessary to
describe the electronic structure of 1+ . The major determinant
with a contribution of 94% to the overall wave function has
the configuration [2-2-1-0] , in which the n¢ Si lone pair orbital
(HOMO¢2) and Si=Si p-orbital (HOMO¢1) are fully occupied,
the n+ orbital (SOMO) is singly occupied and the Si=Si p*-orbi-
tal (LUMO) is empty. This corroborates the description of 1+ as
a s-type radical. The minor determinant with the configuration
[2-0-1-2] has only a small contribution (6%) to the overall wave
function. The energy gap between the n+ and Si=Si p-orbital
(DESOMO¢HOMO¢1=2.97 eV) is considerably larger than that in
1 (DEHOMO¢HOMO¢1=0.03 eV), indicating that a significant ener-
getic separation of the n+ orbital and the Si=Si p-orbital
occurs upon one-electron oxidation of 1.
A comparison of the frontier orbitals of the radical cation 1+
with those of the disilyne radical anions [Si2R2]
¢ (R= singly
Table 2. Comparison of selected calculated (B3LYP/6-311+G**/6-31G*) and experimental bond lengths [æ] ,
bond angles [8] , and torsion angles [8] of 1+ and 1.
Si1¢Si2 Si1¢C1 Si2¢C28 C1-Si1-Si2 C28-Si2-Si1 N2-C1-Si1-Si2 N3-C28-Si2-Si1
1+
calcd 2.223 1.944 1.942 106.6 108.5 39.4 23.4
exptl 2.178(3) 1.910(8) 1.899(7) 101.9(2) 109.9(2) 53.1(8) 2.6(8)
1
calcd 2.247 1.954 1.954 98.8 98.8 87.8 ¢87.8
exptl[a] 2.229(1) 1.927(2) 1.927(2) 93.37(5) 93.37(5) 90.8(1) ¢90.8(1)
[a] The experimental bonding parameters of 1 were taken from Ref. [6a] .
Figure 4. Schematic Gibbs energy profile (T=298 K) for the topomerization
of 1+ showing the B3LYP/6-311+G**/6-31G* optimized C1 and Ci symmetric
minimum structures and the interconnecting transition state TS1. The 2,6-di-
isopropylphenyl groups and the hydrogen atoms are omitted for clarity.
Figure 5. Calculated CASSCF (5,4)/TZVP orbitals of 1+ with their correspond-
ing energy eigenvalues and occupancies; iso surface value: 0.04 ebohr¢1.
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bonded silyl substituent)[39] reveals the similar electronic struc-
ture (isolobal analogy) of the two opposite charged ions,
which can also be illustrated by the canonical formulae given
in Figure 6.
The CASSCF(5,4) results indicate, that the radical cation 1+
can be approximately described by a one-determinant
method. This suggests that the EPR parameters of 1+ can be
reasonably well calculated using DFT methods.[27] Calculations
at three different levels of theory gave an excellent agreement
between the experimental and the calculated g tensors, and
consistent trends in the principal values of the experimental
and calculated hyperfine coupling tensors (Table 1).[27] Notably,
the absolute value of Aiso(
29Si) is slightly larger at the Si2 site.
This can be rationalized with the increased spin density at this
atom. In fact, a Mulliken spin density analysis revealed that the
overall spin density of 1+ is mainly distributed over the Si1
and Si2 atoms and is slightly larger on the Si2 atom (Si1: 46%,
Si2: 48%). Furthermore, a slightly larger contribution of the Si2
atom orbitals to the SOMO was found (Si1: 34.3%, Si2: 34.8%).
The charge distribution in 1+ was studied by natural popula-
tion analysis and compared with that in 1. One-electron oxida-
tion to give the radical cation 1+ leads to an increase of the Si
partial charge from ¢0.10 in 1 to +0.24 (Si1) and +0.22 (Si2)
in 1+ . This shows that oxidation mainly occurs at the Si atoms
leading to an overall removal of 0.66 e¢ from these atoms.
Finally, the enthalpies of the stepwise dissociation of the
Idipp groups from 1+ were calculated at the B3LYP/6-311+
G**/6-31G* level of theory and compared with those of 1 to
analyze the Si¢CNHC bond strengths (Table 3).[27] Dissociation of
the first Idipp group from 1+ needs a considerably lower
energy (D0(0)1=243.1 kJmol
¢1) than that of the second Idipp
from [Si2(Idipp)]
+ (D0(0)2=431.3 kJmol
¢1; Table 3). The same
trend is observed for the successive dissociation of Idipp from
1. The overall energy required to dissociate 1+ into [Si2]
+
(C4Sg
¢) and two IDipp (D0(0)1+D
0(0)2=674.4 kJmol
¢1) is more
than twice the dissociation energy consumed to transform
1 into [Si2] (C
3Sg
¢) and two Idipp (D0(0)3+D
0(0)4=
311.5 kJmol¢1; Table 3). This can be explained with the in-
creased charge separation (Coulomb energy) in 1+ . Remarka-
bly, the successive dissociation of both Idipp groups from 1+
require a considerably higher energy (243.1 and 431.3 kJmol¢1)
than those of typical CNHC!Si donor–acceptor bonds (for ex-
ample, D0(0) of SiX2(Idipp) (X=Cl, Br, I)=121–124 kJmol
¢1)[10b,d]
suggesting the presence of more covalent Si¢CNHC bonds in
1+ .[50] Notably, the fragment ion [Si2(Idipp)]
+ resulting after dis-
sociation of the first Idipp has a doublet ground state as 1+ ,
but in contrast to 1+ is a p-type radical, in which the Si=Si p-
orbital is the SOMO followed by the n+ orbital (HOMO¢1).
Similarly, in [Si2(Idipp)] the order of two highest occupied mo-
lecular orbitals is reversed compared to 1 with the Si=Si p-orbi-
tal being the HOMO followed by the n+ orbital (HOMO¢1).
This explains why upon one-electron oxidation of [Si2(Idipp)] to
give [Si2(Idipp)]
+ , which involves a removal of one electron
from the Si=Si p-bonding orbital, the Si¢Si bond length is con-
siderably increased from 2.206 to 2.346 æ, whereas the oppo-
site is observed in the 1e-oxidation of 1 (d(Si¢Si)calc.=2.247 æ)
to give 1+ (d(Si¢Si)calc.=2.223 æ) (Table 2).[27]
Conclusion
The present comprehensive structural, spectroscopic, and the-
oretical study of 1-B(ArF)4 suggests that the radical cation
[Si2(Idipp)2]
+ should be rather regarded as the unprecedented
cationic counterpart of the disilyne radical anions [Si2R2]
¢ (R=
singly bonded silyl group) than a bis-NHC adduct of [Si2]
+ . Im-
plications of this electronic analogy, which can be traced back
to the isolobal relationship between a Si(Idipp) and a [SiR]¢
fragment in low-valent silicon chemistry are currently under
study.
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Figure 6. Canonical formulae of 1+ (left) and [Si2R2]
¢ (right). Formal charges
are encircled; two dots indicate the lone pairs of electrons and one dot the
unpaired electrons.
Table 3. Calculated ZPVE (zero point vibrational energy) corrected bond
dissociation enthalpies at 0 K (D0(0)) for the stepwise dissociation of Idipp
from 1+ and 1.[a]
D0(0) [kJmol¢1]
[Si2(Idipp)2]
+
(S=1/2)
! [Si2(Idipp)]+
(S=1/2)
+ Idipp
(S=0)
243.1 (1)
[Si2(Idipp)]
+
(S=1/2)
! [Si2]+ (C4Sg¢)[b]
(S=3/2)
+ Idipp
(S=0)
431.3 (2)
Si2(Idipp)2
(S=0)
! Si2(Idipp)
(S=0)
+ Idipp
(S=0)
126.5 (3)
Si2(Idipp)
(S=0)
! Si2 (C3Sg¢)[c]
(S=1)
+ Idipp
(S=0)
185.0 (4)
[a] The total spin angular momentum S of each species is written in pa-
renthesis below the species and the term symbol of selected fragments is
given in parenthesis after the fragment. [b] The valence electronic config-
uration of [Si2]
+ in the C4Sg
¢ ground state is 4sg
24su
25sg
12pu
2. [c] The va-
lence electronic configuration of Si2 in the C
3Sg
¢ ground state is
4sg
24su
25sg
22pu
2.
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1. Experimental Section – General Part 
All experiments were carried out under an atmosphere of argon using Schlenk or glove box techniques. 
The commercially available argon had a purity of ≥ 99.996 % and was further passed through a gas 
purification system to remove traces of O2 and H2O. The glassware was dried in an oven at 
approximately 110 °C and baked under vacuum prior to use. n-hexane was refluxed several days over 
sodium wire/benzophenone/tetraglyme (0.5 vol%), purged several times with argon during reflux and 
distilled off and degassed prior to use. 1,3-difluorobenzene and fluorobenzene were stirred several 
days over CaH2 and then trap-to-trap condensed and degassed. The diethyl ether (Et2O) used for the 
EPR samples was stirred several days over LiAlH4, and then trap-to-trap condensed and degassed 
prior to use. The tetrahydrofurane (THF) used for the cyclic voltammetric studies was refluxed several 
days over sodium wire, and then trap-to-trap condensed and degassed prior to use. All solvents were 
stored in the glove box. Si2(Idipp)2 (1) (Idipp = 1,3-bis(2,6-diisopropylphenyl)-imidazolin-2-ylidene)[1] and 
[Fe(C5Me5)2][B(ArF)4] (ArF = 3,5-C6H3(CF3)2)[2] were synthesized following the published procedures with 
slight modifications. The C, H, N analyses of 1-B(ArF)4·were carried out three times on an Elementar 
Vario Micro elemental analyzer. The individual C, H, N values did not differ by more than ±0.3 %. The 
mean C, H, N values are given below for compound 1-B(ArF)4. 
 
2. Synthesis of [Si2(Idipp)2][B(ArF)4] (1-B(ArF)4) 
A Schlenk tube was charged with 1 (100 mg, 0.12 mmol) and [Fe(C5Me5)2][B(ArF)4] (143 mg, 
0.12 mmol). 1,3-difluorobenzene (6 mL) was vacuum transferred into the Schlenk tube at −196 °C. The 
mixture was warmed to −40 °C and stirred for 30 minutes at −40 °C, whereupon a green solution was 
obtained. Precooled n-hexane (−50 °C, 6 mL) was added with a transfer cannula (Ø = 1 mm) to the 
solution. The solution was filtered from a tiny amount of a red-green solid into a precooled (−50 °C) 
receiver Schlenk tube using a filter cannula (Ø = 1 mm). Storage of the clear, green filtrate for 4 days at 
−60 °C afforded green crystals of 1-B(ArF)4. The mother liquor was decanted off with a transfer cannula 
(Ø = 1 mm), and the crystals were dried under vacuum (1·10−2 mbar) for 2 h at 0 °C. Yield: 145 mg 
(0.09 mmol, 71 %). The crystals were stored in a glove box at −30 °C and did not show any 
decomposition over a period of several months. Upon grinding the crystals a green powder was 
obtained, that turned brown due to decomposition after storage for approximately 6 h at ambient 
temperature. Elemental analysis calcd. (%) for C86H84BF24N4Si2 (1696.56): C 60.88, H 4.99, N 3.30; 
found: C 60.50, H 4.84, N 3.19%. 
 
 
 
                                                 
[1] Y. Wang, Y. Xie, P. Wei, R. B. King, H. F. Schaefer III, P. v. R. Schleyer, G. H. Robinson, Science 2008, 321, 1069. 
[2] I. Chávez, A. Alvarez-Carena, E. Molins, A. Roig, W. Maniukiewicz, A. Arancibia, V. Arancibia, H. Brand, J. M. 
Manríquez, J. Organomet. Chem. 2000, 601, 126. 
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3. Reduction of 1-B(ArF)4 with C8K 
A Schlenk tube was charged with 1-B(ArF)4 (25 mg, 15 mol) and C8K (2 mg, 15 mol). THF (1.5 mL) 
was vacuum transferred into the Schlenk tube at −196 °C. The mixture was warmed to −60 °C and a 
dark-red suspension with a small amount of a black precipitate was rapidly obtained as soon as all 
solvent had melted. The suspension was stirred for 1 h at −60 °C and subsequently warmed to ambient 
temperature. After removal of the volatiles under vacuum, a dark-red solid containing small particles of 
a black solid was obtained. The solid was digested in C6D6 and filtered into an NMR tube. The recorded 
1H NMR spectrum showed the signals of 1[1] indicating the selective formation of 1 upon one-electron 
reduction of 1-B(ArF)4. 
 
4. Crystal structure determination of 1-B(ArF)4·2(1,3-C6H4F2) 
Green plates of 1-B(ArF)4·2(1,3-C6H4F2) suitable for single-crystal x-ray diffraction were obtained upon 
crystallization from a 1,3-difluorobenzene/n-hexane mixture (1:1) at −60 °C as described in the 
synthetic part. The solvent was decanted from the crystals with a transfer cannula at −60 °C and 
Fomblin® was added directly at low temperature under a stream of argon. The crystals were mounted 
on the goniometer under a slight stream of liquid nitrogen at low temperature. 
The data collection was performed on a Bruker X8-KappaApex II diffractometer (area detector) using 
graphite monochromated Mo-K radiation ( = 0.7107 Å). The diffractometer was equipped with a low-
temperature device (Kryoflex I, Bruker AXS, Karlsruhe, 100 K). Intensities were measured by fine-
slicing  and -scans and corrected for background, polarization and Lorentz effects. An empirical 
absorption correction was applied for all data sets.[3] The structures were solved by direct methods and 
refined anisotropically by the least-squares procedure implemented in the SHELX program system.[4] 
Hydrogen atoms were included using the riding model on the bound carbon atoms. Selected 
crystallographic refinement data are listed in Table S1. 
CCDC-1056561 contains the supplementary crystallographic data for this paper, which can be obtained 
free of charge from the Cambridge Crystallographic Data Centre via www.ccdc.cam.ac.uk/data_re-
quest/cif. 
The molecular structure of 1-B(ArF)4·2(1,3-C6H4F2) presented in this manuscript shows a limited 
completeness to  = 25.25° of 64.5% arising from numerous strong overlapping reflections of a non-
merohedrally twinned specimen of the compound. Several attempts to obtain a crystal structure of 
higher quality failed so far even from different freshly prepared batches of single crystals due to a 
pathological twinning phenomenon. This might arise from the unbalanced unit cell lengths in 1-
B(ArF)4·2(1,3-C6H4F2) leading to very thin plate-like crystals, where several of the extreme thin plates 
grow together with a small rotational displacement with respect to each other. The data collection was 
                                                 
[3]  SADABS, 2009/2, AXS, 2009. 
[4]  G. M. Sheldrick, SHELXS97 and SHELXL97, University of Göttingen, Germany, 1997. 
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performed after indexing two domains using the CELL_NOW program.[3] The refined twin law (0.99983 
0.00069 −0.00018 0.00031 −1.00000 0.00008 −1.83353 −0.00125 −0.99983) representing a 180° 
rotation around the reciprocal axis of 1.000 0.002 −0.925 underlines the slight rotational displacement 
leading to strong overlapping reflections. However, the other crystallographic parameters (goodness-of-
fit, data/parameter ratio) show an overall acceptable structure quality, which could not be further 
improved. 
 
Table S1. Crystal data and refinement for 1-B(ArF)4·2(1,3-C6H4F2). 
Empirical formula C98H92BF28N4Si2 
Moiety formula C54H72N4Si2, C32H12BF24, 2(1,3-C6H4F2) 
Formula weight 1924.75 gmol−1 
Temperature 100(2) K 
Wavelength 0.71073 Å 
Crystal system, space group monoclinic, P21/c 
Unit cell dimensions a = 22.001(3) Å,  = 90° 
b = 12.574(1) Å,  = 120.405(4)° 
c = 39.847(5) Å,  = 90° 
Volume 9507(2) Å3 
Z, Calculated density 4, 1.345 mg m−3 
Absorption coefficient 0.140 mm−1 
F(000) 3972 
Crystal size 0.60 × 0.32 × 0.02 mm 
-range for data collection 1.72 – 25.25° 
Limiting indices −25 ≤ h ≤ 19, 0 ≤ k ≤ 15, 0 ≤ l ≤ 47 
Reflections collected / unique 32299 / 11102 [Rint = 0.0687] 
Completeness to  = 25.25° 64.5 % 
Absorption correction Empirical 
Max. and min. transmission 0.9972 and 0.9206 
Refinement method Full-matrix least squares on F2 
Data / restraints / parameters 11102 / 1054 / 1437 
Goodness-of-fit on F2 1.076 
Final R indices [I > (I)] R1 = 0.0723, wR2 = 0.1606 
R indices (all data) R1 = 0.1045, wR2 = 0.1766 
Largest diff. peak / hole 0.472 / −0.423 e Å−3
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5. Cyclic voltammetric studies of Si2(Idipp)2 (1) 
The cyclic voltammetric studies of 1 were performed with an Autolab Eco electrochemical workstation 
composed of an Autolab PGSTAT 20 potentiostat/galvanostat. The results were analyzed with the 
Autolab software version 4.9. All experiments were carried out in a glove box under argon in a gas-tight 
specially designed full-glass three-electrode cell at room temperature. A glass-carbon disk electrode (Ø 
= 2 mm) was used as working electrode, a Pt wire of 1 mm diameter as counter electrode and a 4 mM 
[Fe(C5Me5)2] +/[Fe(C5Me5)2] / 0.1 M N(nBu)4(PF6) / C6H5F or THF solution as reference electrode, which 
was separated from the substrate/electrolyte solution with a Vycor frit (4 mm).[5]  
All experiments were carried out in fluorobenzene or THF solution containing tetra-n-butylammonium 
hexafluorophosphate, N(nBu)4(PF6), as supporting electrolyte in a concentration of 0.1 M. The 
electrolyte was recrystallized twice from ethanol and dried for 24 h at 80 °C using a drying pistole. iR-
drop compensation was applied for all experiments.  
All potentials are given relative to the reference electrode. For comparison reasons, the half-wave 
potential of the redox couple [Fe(C5H5)2]+/[Fe(C5H5)2] (Fc+/Fc) was determined by separate cyclic 
voltammetric experiments versus the [Fe(C5Me5)2]+/[Fe(C5Me5)2] (dmfc+/dmfc) reference electrode 
under the same conditions in fluorobenzene and THF and found to be E½ = +520 mV and E½ = 
+440 mV, respectively.  
The cyclic voltammograms of Si2(Idipp)2 (1) in fluorobenzene are depicted in Figures S1 and S2. 
The Si(0) compound undergoes a reversible one-electron transfer process at a half-wave potential 
E½(1) of −730 mV (Figure S2). The following parameters were used to verify the reversibility of the one-
electron transfer process: a) the half-wave potential was found to be constant and the peak current 
ratio ipc / ipa = 1 for all scan rates (v) ranging from 16 – 400 mV s−1 (Table S2); b) the peak potential 
separation Ep did not change with increasing scan rate, and ranged from 68 mV – 78 mV being 
slightly higher than the value expected for an ideal one-electron Nernstian process (58 mV), but similar 
with that found for decamethylferrocene under the same conditions (Table S2) (the slightly larger 
values of Ep can be attributed to incomplete iR compensation); and c) a plot of the cathodic peak 
current ipc against the square root of the scan rate confirmed an almost linear relationship (Figure S3).  
Two irreversible electron transfer processes were also observed in the cyclic voltammogram of 1 in 
fluorobenzene at E½(2) = +658 mV and E½(3) = +1001 mV at a scan rate of 50 mV s−1 (Figure S1). For 
both electron-transfer processes the ratio of the cathodic and anodic peak currents (v = 50 mV s−1) was 
found to be considerably smaller than one, and the peak potential separation much larger than the 
expected 58 mV value (Table S2). These observations suggest a rapid follow-up chemical reaction 
occurring upon oxidation of the radical cation 1+ to a putative disilyne dication (12+).  
                                                 
[5] The [Fe(C5Me5)2]+/0 (dmfc+/dmfc) redox couple has been shown to be a superior reference standard for potentials to the 
[Fe(C5H5)2]+/0 (Fc+/Fc) redox couple, see: I. Noviandri, K. N. Brown, D. S. Fleming, P. T. Gulyas, P. A. Lay, A. F. 
Masters, L. Phillips, J. Phys. Chem. B 1999, 103, 6713. 
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The redox behavior of 1 was also studied in THF by cyclic voltammmetry and compound 1 found to 
undergo as in fluorobenzene a reversible one-electron oxidation at E½ = −794 mV (Figures S4 and S5, 
Table S3). A small solvent dependence of the redox potential of the one-electron oxidation of 1 was 
observed (Table S4).  
 
 
Figure S1. Single scan cyclic voltammograms of 1 in fluorobenzene at room temperature in the potential range of 
(−1.250) – (+1.500) V at scan rates of 50 and 100 mV s−1; reference electrode: dmfc+/dmfc / 0.1 M N(nBu)4(PF6) / 
C6H5F solution. 
 
Figure S2. Single-scan cyclic voltammograms of 1 in fluorobenzene at room temperature in the potential range of (−1.100) – 
(−0.300) V at different scan rates; reference electrode: dmfc+/dmfc / 0.1 M N(nBu)4(PF6) / C6H5F solution. 
 
Figure S3. Plot of the cathodic peak current ipc against the square root of the scan rate v½ for the reversible oxidation of 1 in 
fluorobenzene at E1/2 = −730 mV. 
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Table S2. Cyclic voltammetric results of 1 in fluorobenzene.§ 
v [mV s−1] Ep [mV] ipc / ipa E½ = (Epa + Epc) / 2 [mV] 
16 68 1.00 −731 
25 70 1.01 −731 
50 70 1.00 −732 
100 78 1.00 −730 
250 78 1.04 −730 
400 72 1.03 −728 
50 
116 
110 
0.16 
0.88 
+658 
+1001 
§ v: scan rate; Ep: peak potential separation; Ep = Epa – Epc, where Epa is the anodic peak potential and Epc the 
cathodic peak potential; ipc / ipa: ratio of cathodic and anodic peak current; E½: half wave potential. Potentials are given 
versus the dmfc+/dmfc / 0.1 M N(nBu)4(PF6) / C6H5F reference electrode. 
 
 
 
Figure S4. Single-scan cyclic voltammograms of 1 in THF at room temperature in the potential range of (−1.150) – (−0.400) V 
at different scan rates; reference electrode: dmfc+/dmfc / 0.1 M N(nBu)4(PF6) / THF solution. 
 
 
Figure S5. Plot of the cathodic peak current ipc against the square root of the scan rate v½ for the reversible oxidation of 1 in 
THF at E1/2 = −794 mV. 
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Table S3. Cyclic voltammetric results of 1 in THF.§ 
v [mV s−1] Ep [mV] ipc / ipa E½ = (Epa + Epc) / 2 [mV] 
50 64 1.00 −794 
100 62 1.05 −794 
200 56 1.07 −794 
400 68 1.06 −793 
600 66 1.06 −793 
§ v: scan rate; Ep: peak potential separation; Ep = Epa – Epc, where Epa is the anodic peak potential and Epc the 
cathodic peak potential; ipc / ipa: ratio of cathodic and anodic peak current; E½: half wave potential. Potentials are given 
versus the dmfc+/dmfc / 0.1 M N(nBu)4(PF6) / THF reference electrode. 
 
Table S4. Half-wave potentials of the reversible one-electron oxidation of 1 in fluorobenzene 
and THF. 
Solvent E½ vs. dmfc+/dmfc [mV] E½ vs. Fc+/Fc [mV] 
C6H5F -730 mV -1250§ 
THF -794 mV −1234#
§ The half-wave potential vs. Fc/Fc+ in fluorobenzene was calculated using the following 
equation E½(vs. Fc+/Fc) [mV] = E½(vs. dmfc+/dmfc) [mV] − 520 mV. 
#
 The half-wave potential vs. Fc/Fc+ in THF was calculated using the following equation E½(vs. 
Fc+/Fc) [mV] = E½(vs. dmfc+/dmfc) [mV] – 440 mV. 
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6. EPR spectroscopic analysis of 1-B(ArF)4 
The samples used for the EPR experiments were prepared in the following way: a small amount of 
solid 1-B(ArF)4 (approximately 2 – 4 mg) was transferred into a quartz glass EPR tube in a glove box. 
The solvent was trap-to-trap condensed into the tube under vacuum and the tube was sealed off under 
vacuum with an oxygen/hydrogen burner. The compound was dissolved by shaking the sealed tube in 
a cooling bath of diethyl ether at −110 °C and after the solution turned green, the tube was frozen in a 
liquid nitrogen cooling bath. 
All EPR experiments were performed on a Bruker ELEXSYS E580 EPR spectrometer. A Super High-Q 
resonator and an Oxford ESR900 helium gas-flow cryostat were employed for the continuous-wave 
(cw) measurements at X-band frequencies. Cw measurements at Q-band frequencies were performed 
using an EN 5107D2 resonator and an Oxford CF935 helium gas-flow cryostat. Details of the 
measurement parameters are given in Table S5. Spectra were simulated using the garlic and the 
pepper routine of the EasySpin program package[6] for the spectra of the liquid and the frozen solutions, 
respectively. The simulation parameters for all spectra are depicted in Table S6. 
 
Table S5. Parameters used for EPR measurements shown in Figure S6.§ 
Fig. T [K]  [GHz] MA [G] P [mW] RG 
[dB] 
CT [ms] 
TC 
[ms] 
CF 
[mT] 
SW 
[mT] 
NP 
S6 a) 50 9.3956 1 0.0063 36 25 20.48 335.5 36 900 
S6 b) 220 9.4129 2 0.0020 40 21 20.48 337.5 25 500 
S6 c) 120 34.1455 0.5 0.4111 5 41 20.48 1220.1 50 800 
§ Abbreviations: T = temperature,  = microwave frequency, MA = modulation amplitude, P = microwave power, RG = receiver 
gain, CT = conversion time, TC = time constant, CF = center field, SW = sweep width, NP = number of points on the field 
axis. For all measurements lower scan rates and modulation amplitudes were checked to see if the resolution could be 
improved, which was not the case. 
 
Table S6. g and hyperfine coupling constants (hfcc) A(29Si) values used to simulate the spectra.§ 
 11 22 33 iso# 
g 2.0031 2.0026 1.9880 1.9979 
A(29Si) [mT]* 3.91 9.45 4.62 5.99 
AA(29Si) [mT] 4.71 10.25 5.42 6.79 
AB(29Si) [mT] 3.11 8.64 3.82 5.19 
§ A Voigtian lineshape was used with linewidths of 0.621 and 0.108 mT for the Gaussian and the Lorentzian 
contribution, respectively. The sign of the hyperfine coupling constants cannot be obtained in cw experiments. 
However, the relative sign of the principal values could be determined: only equal signs led to a good fit for the 
spectrum of the liquid sample. This was supported by the DFT calculations, which yielded negative signs for all 
Si hyperfine coupling constants. 
# The isotropic values were calculated as the average of the anisotropic g-values and hyperfine coupling 
constants: giso = (g11 + g22 + g33) / 3 and A(29Si)iso = [A(29Si)11 + A(29Si)22 + A(29Si)33] / 3.  
* This set of hfcc was used to simulate the spectrum of the liquid solution, and is the average of the hfcc values 
used for the different Si atoms to simulate the spectrum of the frozen solution. 
                                                 
[6] S. Stoll, A. Schweiger, J. Magn. Reson. 2006, 178, 42. 
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Figure S6. Experimental and simulated cw X-band EPR spectra of 1-B(ArF)4 in diethyl ether at a) T = 50 K and b) T = 220 K. 
The marked feature (*) originates from an impurity due to partial decay of 1-B(ArF)4. c) Experimental and simulated Q-band cw 
EPR spectra of 1-B(ArF)4 as a non-dilute powdered solid at T = 120 K. 
 
The intensity pattern in the X-band spectrum in the liquid state [Figure S6, b)] can be explained by 
considering the natural abundance of the magnetically active 29Si (I = 1/2) nuclei, which is 4.67 %. Thus 
90.9 % of Si2(Idipp)2+ (1+) consists only of magnetically inactive nuclei (28Si: I = 0, natural abundance: 
92.23 %; 30Si: I = 0, natural abundance: 3.1 %) causing the intense central resonance. On the other 
hand 8.9 % of 1+ contain one, and 0.2 % of 1+ two 29Si nuclei. The isotopomers 28/30Si28/30Si, 28/30Si29Si/ 
29Si28/30Si and 29Si29Si of 1+ give rise to different hyperfine splitting patterns, depending on whether the 
nuclei are equivalent or not.[7] 
In case of two equivalent Si nuclei one would expect a singlet signal for the 28/30Si28/30Si isotopomers, a 
doublet signal for the two identical 28/30Si29Si and 29Si28/30Si isotopomers and a triplet signal for the 
29Si29Si isotopomer. Each line would be in this case separated by half the isotropic value of the 
hyperfine coupling constant. Since the central line of the triplet signal coincides with the intense signal 
of the 28/30Si28/30Si isotopomers, only four satellites are expected to be observed.  
In case of two non-equivalent Si nuclei one would have to differentiate between two cases of 28/30Si29Si 
isotopomers, since the unpaired electron could be localized either on the magnetically active 29Si or the 
magnetically inactive 28/30Si nuclei. This situation would result in a singlet signal for the 28/30Si28/30Si 
isotopomers, two doublets with different hyperfine splitting for the two different isotopomers 28/30Si29Si 
and 29Si28/30Si and a doublet of a doublet for the 29Si29Si isotopomer. In this case, the lines would be 
                                                 
[7]  The magnetically inactive 28Si and 30Si nuclei were merged to 28/30Si for the sake of simplicity. 
5.99 mT
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unequally spaced and up to 8 satellite lines would be expected. The intensity pattern for both cases is 
given in Table S7.  
Four satellites were observed in the cw EPR spectrum of 1-B(ArF)4 in liquid Et2O solution. These were 
placed in equal distance to each other and displayed an intensity pattern corresponding to two 
magnetically equivalent Si nuclei. Thus, EPR spectroscopy indicates two equivalent Si nuclei for 1-
B(ArF)4 in liquid solution. However, in frozen solution, two different isotropic hfcc, which differ by  = 
45 MHz, were assumed for the Si nuclei to explain the EPR spectrum (vide infra).[8] Therefore, the 
equivalence of the Si nuclei in the liquid state suggests a rapid positional exchange (topomerization) of 
the two Si sites. The following equation can be used to evaluate the energetics of this topomerization at 
the temperature of coalescence Tc:[9] 
 
 
 
Experimentally the point of coalescence was not observed. Instead a rapid topomerization was 
observed as soon as the solvent melted. Thus, only an upper bound for the Gibbs activation energy of 
topomerization can be given, if the melting point TM = 157 K of the solvent (diethyl ether) is used 
instead of the temperature of coalescence. With the frequency difference of  = 45 MHz one obtains 
G‡ ≤ 13.5 kJ mol−1. This energy barrier corresponds to a low limit of kex ≥ 100 MHz for the exchange 
rate constant kex. The low limit is valid at the point of coalescence where the rate constant can be 
calculated as kex ≈ 2.22.  
 
Table S7. Expected hyperfine splitting pattern and the corresponding relative intensity in the case of either equivalent or 
non-equivalent Si nuclei. 
 28/30Si28/30Si 28/30Si29Si / 29Si28/30Si 29Si29Si 
equivalent Si  singlet (90.9%)  doublet (8.9%) triplet (0.2%) 
non-equivalent Si  singlet (90.9%) two doublets (each 4.45%)  doublet of doublet (0.2%) 
 
The equivalence of the Si nuclei in liquid solution was clearly indicated by the hyperfine structure of the 
isotropic spectrum (vide supra). In comparison, validation whether the equivalence of the Si nuclei is 
maintained in the solid state, proved not to be an easy task using cw EPR spectroscopy on the sample 
in frozen solution. Some insight could be gained by quantification of the deviation between the 
simulated and experimental spectrum. The solid state spectrum can be treated as a sum of solid state 
spectra corresponding to the various isotopomers in complete analogy to the situation in the liquid state 
detailed above. Since the 28Si28Si isotopomer is the dominating species the deviation between the 
                                                 
[8]  The equation 1 mT ≈ 28 MHz can be used in good approximation for the conversion of units. 
[9]  M. Hesse, H. Meier, B. Zeeh, Spektroskopische Methoden in der organischen Chemie, 7., überarbeitete Auflage, 
Georg Thieme Verlag, Stuttgart, 2005. 
G‡	=	0.0191 ⋅ Tc ⋅ ൤9.97 + lgሺTcሻ൨ ൣkJmol
−1൧ 
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simulated and experimental spectrum is dominated by its spectral contribution as well. For that reason 
it was sensible to consider the deviation in certain regions of the spectrum, which can be safely 
assigned to the other isotopomers (Figure S7).  
 
To quantify the absolute deviation  between simulated and experimental spectrum the following 
equation was used: 
 
 
 is thereby defined as the sum of the deviations between the experimental and simulated spectral 
intensity I for all field values B. The deviations 1 for the first satellites originating from the 28/30Si29Si 
and the 29Si28/30Si isotopomers are defined analogously, the sum being restricted to the field values 
indicated by the boxes in Figure S7. The left box in Figure S7 contains the satellites assigned to the 
29Si29Si isotopomer and was used for calculating the deviation 2 in the same way. The high field 
satellite of that isotopomer was not used in the calculation of 2 due to severe baseline deviations in 
this region of the spectrum. 
 
Five different cases have been considered. In case A both Si nuclei were assumed to be equivalent 
and have the same hyperfine coupling tensor, which was used to simulate the spectrum of the liquid 
solution (see Table S6). Inequivalent nuclei were assumed in cases B and C, the difference between 
these two cases lying in the realization of that inequivalence. In case B, the hyperfine coupling tensor 
of one Si nucleus was multiplied by 1.1, while the hyperfine tensor of the other Si nucleus was 
multiplied by 0.9. In case C, the principal values of the hyperfine coupling tensors were increased by 
0.80 mT for one Si nucleus and decreased by 0.80 mT for the other one. Cases B and C both 
correspond to an increase in spin density on one nucleus at the expense of spin density at the other 
nucleus. This leaves the average isotropic value of the hyperfine coupling constant expected for a rapid 
topomerization of the two different isotopomers 28/30Si29Si and 29Si28/30Si in the liquid state unchanged. 
The physical models for cases B and C are different however. In case B both the isotropic as well as 
the dipolar part of the hyperfine coupling were changed. In case C only the isotropic part of the 
 = ෍หIexp(B ) - Isim(B)ห
Bmax
Bmin
 
Figure S7. Frozen solution spectrum and simulation of 
1-B(ArF)4. The boxes mark the field regions of the 
spectrum, which were used to calculate the deviations 1 
and 2 corresponding to the satellite signals of the 
28/30Si29Si/29Si28/30Si and 29Si29Si isotopomers, 
respectively. The corresponding spectral regions are 
magnified in Figure S8. 
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hyperfine interaction was changed. Case C thus corresponds to an increased s-orbital character at the 
strongly coupled Si nucleus and a decreased s-character at the weakly coupled nucleus, respectively. 
Case D simulated a situation in which two different conformers of 1+ exist in frozen solution. The Si 
nuclei within each isomer were assumed to be equivalent, however the nuclei of the one isomer were 
assumed to be stronger coupled than the nuclei of the other isomer. The hyperfine coupling tensors 
assumed for both isomers were the same as for the different Si nuclei in case C. Finally in case E 
several conformers with identical Si nuclei were considered similarly to case D. However, in case E a 
more general approach was chosen by introducing a large hyperfine coupling distribution into the 
simulation spectrum of the frozen solution, thereby assuming a statistical ensemble of conformers, 
which are structurally similar corresponding to a distribution of hyperfine coupling tensors. The five 
different cases are summarized in Table S8. 
 
Table S8. The five different cases considered for the interpretation of the solid state spectrum of 1-B(ArF)4.§ 
Case No. of isomers Si nuclei hfcc tensors  
A 1 equivalent A 
B 1 non equivalent 1.1 . A, 0.9 . A 
C 1 non equivalent A + 0.80 mT, A – 0.80 mT 
D 
E 
2 
distribution 
equivalent 
equivalent 
A + 0.80 mT, A – 0.80 mT 
distribution of A 
§ Abbreviations: hfcc = hyperfine coupling constant, A = hyperfine coupling tensor from Table S6. 
 
Investigation of the five cases described above showed that the absolute deviation  of the whole 
spectrum changed at most by about 9 %. However, case A where just one isomer having equivalent Si 
nuclei was considered yielded the largest deviation between experimental and simulated spectrum. 
Closer inspection of the sources of these deviations showed, that the deviations in the satellite regions 
were more than proportionally affected by changing the simulation parameters. The deviations 1 for all 
other cases were about 56 – 65 % lower than in case A, the largest decrease being obtained in case C 
(65 %). Furthermore, the change of 1 in these cases was almost as large as the change of the total 
deviation . Owing to the low intensity of the second satellites, the values for 2 were rather small for all 
cases considered. Thus, the decrease in 2 for cases B and C relative to case A was not that 
significant. This result was to be expected, since the hyperfine coupling to one of the inequivalent Si 
nuclei was increased by the same amount as it was decreased for the other nucleus. The strong 
increase of 2 for case D and E, however rules out the existence of two conformers or a distribution of 
conformers with equivalent nuclei. Thus, while a set of different conformers could explain the broad 
satellites of the isotopomers 28/30Si29Si and 29Si28/30Si, it could not explain the sharp features belonging 
to the 29Si29Si isotopomer.  
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The best numerical results were obtained for case C. Based on the results of the error validation, which 
are summed up in Figure S8 and Table S9, it is more reasonable to assume the presence of two 
inequivalent Si nuclei in the structure of 1-B(ArF)4 even in frozen solution. 
 
Table S9. Results of the error validation described above.§ 
Case norm 1 . 10 A −1i / A − i 2 . 106 
A 1 1.07 - 5.80 
B 0.92 0.38 0.97 10.5 
C 0.91 0.46 0.78 10.5 
D 
E 
0.92 
0.92 
0.47 
0.42 
0.82 
0.99 
137.5  
42.1 
§ The total deviation  as well as the deviations 1 and 2 were normalized to the maximum deviation obtained in 
case A. 1A − 1i  / A − i is the ratio of change in 1 to the change in total deviation  for the cases B, C and D 
compared to case A, i.e. 1A − 1i / A − i1(case A − 1(case B,C,D or E)] / [(case A(case B,C,D or E)]. 
The deviation 2 for the second satellites was calculated taking into account a correction for the shifted baseline 
(see Figure S8). The baseline was chosen such as to minimize the error of the second satellite in case A. All 
other cases were treated with the same baseline as in case A. 
 
 
 
Figure S8. Satellite regions of the spectra magnified for the 28/30Si29Si and 29Si28/30Si isotopomers [a) - d)] and the 29Si29Si 
isotopomer [e) - h)]. Case A is represented in a) and e), case C in b) and f), case D in c) and g) and case E in d) and h). Case 
B is very similar to case C and was thus omitted. The inset shows the region used to calculate the error of the 29Si29Si satellite 
with the applied baseline correction magnified by a factor of 2.5. A distinction between case B and C is not possible based 
solely on the presented EPR spectra and the corresponding simulations. Case A does not reproduce the satellites belonging 
to the 28/30Si29Si and 29Si28/30Si isotopomers. Cases D and E reproduce these satellites. However they fail to reproduce the 
satellite signals of the 29Si29Si isotopomer yielding either a doublet of peaks or a very broad peak in contrast to the very sharp 
peak observed experimentally.  
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7. Decay studies of 1-[B(ArF)4] 
 
The decay of 1-B(ArF)4 in diethyl ether solution at room temperature was analyzed by cw X-band EPR 
spectroscopy. Spectra were recorded over 14 h out of which three representative spectra are depicted 
in Figure S9. The spectra revealed a decrease of the signal of 1+, suggesting that the decay of 1-
B(ArF)4 leads in the end to EPR silent products, which yield a brown-red solution. 
 
 
Figure S9. CW X-band EPR-spectra of 1-B(ArF)4 in diethyl ether solution at ambient temperature recorded at t = 0 s (black 
curve), 0.6 h (blue curve), 3.9 h (red curve) and 8.0 h (green curve). 
 
The time dependence of the EPR signal intensity of 1+ (Figure S10) could be well fitted by assuming a 
monoexponential decay law (equation (1)) with a time constant (mean life time)  of 20512 s. 
    ݕሺݐሻ ൌ 127.75݁ି௧ ఛൗ    (Eq. 1) 
The half-life t1/2 of the persistent radical 1+ was calculated to be 14218 s using equation (2). 
    ݐଵ ଶൗ ൌ 	݈݊ሺ2ሻ ∙ ߬   (Eq. 2)
 
 
Figure S10. Plot of the intensity of the central signal of 1+ in the cw X-band EPR spectrum versus time (dotted black line). The 
fit of the experimental data (red line) follows the decay law given by equation (2). 
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Furthermore, the EPR spectra in Figure S9 revealed the occurrence of additional paramagnetic species 
during the decay of 1+. A detailed analysis of all of these species was not possible due to their signals 
decaying rapidly, having low intensities and displaying non-resolved and overlapping spectra.  
 
 
Figure S11. Experimental (black curve) and simulated (red curve) cw EPR spectra of 1-[B(ArF)4] after 14 h of decay in diethyl 
ether at ambient temperature. The central signal of residual 1+ was subtracted. The broad signal at 333.3 mT corresponds to 
the 28/30Si29Si satellite signal of residual 1+. The very well resolved multiline signal at 335.2 mT (red curve) could be simulated 
and tentatively assigned to the radical cation [SiH2(Idipp)]+, whereas the origin of the two broad signals at 334.5 and 335.9 mT 
remains unknown. 
 
However, after t = 49600 s (ca. 14 h), a high resolution cw EPR spectrum of one of the species could 
be obtained. At this time, the signal of 1+ was still observable (I = 6.7 % · I0) as the most intense signal, 
but substracting this signal yielded the spectrum in Figure S11. This spectrum contained several 
signals: a broad signal at 333.3 mT, which is the low-field 28/30Si29Si satellite signal of residual 1+, two 
broad signals at 334.5 mT and 335.9 mT, which may constitute a doublet signal of one species, and a 
very well resolved multiline signal spanning a field range from 333.4 to 336.8 mT.  
Whereas the two broad signals could not be accounted for, the highly resolved multiline signal could be 
analyzed and simulated. It displays a triplet of a quintet of a triplet structure. Such a hyperfine pattern 
could result from coupling to two pairs of equivalent hydrogen nuclei and one pair of equivalent 
nitrogen nuclei with the hyperfine coupling constants A(1H) = 1.2 mT, A(14N) = 0.2 mT and A(1H) = 
0.05 mT, respectively. The splitting pattern and the magnitude of the hyperfine coupling constants may 
be related to the radical cation [SiH2(Idipp)]+. Due to the low intensity of this signal, no 29Si satellite 
signals could be detected. The hyperfine coupling constants of the presumed radical cation 
[SiH2(Idipp)]+ compare very well with those of structurally related radicals, e.g. the A(1H) hyperfine 
coupling constant of 1.2 mT is similar to that of the silyl radical MeSiH2 (1.182 mT)[10] and the A(14N) 
hyperfine coupling constant of 0.2 mT compares well with that of the NHC-stabilized silylene radical 
                                                 
[10] C. Chatgilialoglu, Chem. Rev. 1995, 95, 1229. 
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cation in [Si(SitBu3)2(IMe4)][BAr4] (0.26 mT; IMe4 = C[N(Me)CMe]2, Ar = C6F4-4-SiMe2tBu).[11] It should 
be noted that the A(1H) hyperfine coupling constant of the presumed radical cation [SiH2(Idipp)]+ differs 
significantly from that of [SiH2]+ (A(1H) = 4.18 mT, A(29Si) = 30.1 mT, g = 2.0010), which was detected 
by EPR spectroscopy in a neon matrix at 4 K.[12] 
The rapid decay of all EPR active species and the low intensity of their EPR signals did not allow any 
further structural characterization.  
The decay of 1-[B(ArF)4] was also carried out on a laboratory scale. Therefore, 30 mg (18 mol) of 1-
[B(ArF)4] were placed in a Schlenk tube, and diethyl ether (2 mL) was vacuum-transferred into the 
Schlenk tube at −196 °C. The mixture was warmed to −60 °C, whereupon a green solution was 
obtained. The solution was warmed to room temperature over 10 minutes to afford a brown solution, 
which turned red after ca. 1 h. Precipitation of a colorless solid was also observed. After 20 h, the 
solvent was removed under vacuum to yield a red solid, which is sparingly soluble in benzene and 
good soluble in THF. The 1H NMR spectrum of the soluble part of the red solid in C6D6 (red solution) 
revealed the presence of 1 and some Idipp. The 1H NMR spectrum of the red solid in THF-d8 (dark-red 
solution) suggested an unselective decomposition and showed besides the signals of [IdippH][B(ArF)4] 
several other signals of unknown components. The  29Si{1H} NMR spectrum in THF-d8 showed a signal 
of low intensity at  = −46.4 ppm, which could be assigned by a 1H-29Si correlation spectrum to a Si–H 
containing species displaying a low-intensity 1H-NMR signal at  = 3.96 ppm. From the coupling pattern 
in the 1H-29Si correlation spectrum a 1J(Si,H) coupling of 214 Hz and a 2J(Si,H) coupling of 11 Hz to the 
29Si signal could be deduced, which suggests a H-Si-Si-H connectivity with chemically equivalent Si 
and H atoms, respectively. Furthermore, two 29Si NMR signals were observed at −11.6 ppm and 
−84.2 ppm featuring a 2J(Si,H) coupling constant of 9 Hz for the former signal and a 1J(Si,H) coupling 
constant of 228 Hz for the latter signal. Both signals show a correlation to the same 1H signal, which 
appears as a doublet at 3.87 ppm with a J(H,H) value of 3.1 Hz. This suggests the presence of a 
compound with a Si-Si-H connectivity. Due to the low content of these species no (Si–H) stretching 
vibrational bands were detected in the IR spectrum of the red solid. 
 
 
 
 
 
 
 
                                                 
[11]  H. Tanaka, M. Ichinohe, A. Sekiguchi, J. Am. Chem. Soc. 2012, 134, 5540. 
[12] L. B. Knight, M. Winiski, P. Kudelko, C. A. Arrington, J. Chem. Phys. 1989, 91, 3368. 
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8. Comparative electronic structure calculations of 1+ and 1 
The DFT calculations were carried out using the hybrid three-parameter functional of Becke and the 
correlation functional of Lee, Yang and Parr (B3LYP)[13] in combination with the 6-311+G** basis set for 
the silicon, nitrogen and carbene carbon atoms and the 6-31G* basis set for the peripherical carbon 
and hydrogen atoms.[14] The optimizations were carried out starting from the solid state structures, 
using the Gaussian03 program package and its internal standard convergence criteria.[15] Higher 
symmetric structures were optimized with symmetry restraints. The optimized geometries were verified 
as minima on the potential energy surface by numerical evaluation of their vibrational frequencies, 
which were also used to calculate the zero point vibrational energies. All thermodynamic energies were 
calculated using standard procedures.[16] D0(0) is the zeropoint vibrational energy (ZPVE) corrected 
enthalpy for the dissociation to the electronically and geometrically relaxed fragments at 0 K. The bond 
cleavage energy (BCE) is the energy required to cleave the Si-C bond without electronic and geometric 
relaxation of the corresponding fragments (compare Table S15 for further information). NBO analyses 
were performed using NBO5.0.[17] 
Analysis of the potential energy surface revealed the presence of at least two minimum structures of 
which the overall minimum structure is C1-symmetric, as found in the solid state by single-crystal X-ray 
crystallography. An almost isoenergetic Ci-symmetric minimum structure was also found 3 kJ mol−1 
higher in energy. A QST2 calculation[18] revealed that the C1- and Ci-symmetric minimum structures are 
connected via a low energy transition state, which lies 6 kJ mol−1 higher in energy than the C1-
symmetric structure and shows exactly one imaginary frequency at −4 cm−1 (Figure S12). The Gibbs 
free energy profile at 298 K (Figure S12) suggests a rapid positional exchange of the two Si sites even 
at low temperatures as evidenced by EPR spectroscopy.  
                                                 
[13] a) A. D. Becke , J. Chem. Phys. 1993, 98, 5648; b) C. Lee, W. Yang, R. G. Parr, Phys. Rev. B 1988, 37, 785. 
[14] P. C. Hariharan, J. A. Pople, Theor. Chim. Acta 1973, 28, 213. 
[15]  M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman, J. A. Montgomery, Jr., T. 
Vreven, K. N. Kudin, J. C. Burant, J. M. Millam, S. S. Iyengar, J. Tomasi, V. Barone, B. Mennucci, M. Cossi, G. 
Scalmani, N. Rega, G. A. Petersson, H. Nakatsuji, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, 
T. Nakajima, Y. Honda, O. Kitao, H. Nakai, M. Klene, X. Li, J. E. Knox, H. P. Hratchian, J. B. Cross, C. Adamo, J. 
Jaramillo, R. Gomperts, R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, P. Y. Ayala, 
K. Morokuma, G. A. Voth, P. Salvador, J. J. Dannenberg, V. G. Zakrzewski, S. Dapprich, A. D. Daniels, M. C. Strain, O. 
Farkas, D. K. Malick, A. D. Rabuck, K. Raghavachari, J. B. Foresman, J. V. Ortiz, Q. Cui, A. G. Baboul, S. Clifford, J. 
Cioslowski, B. B. Stefanov, G. Liu, A. Liashenko, P. Piskorz, I. Komaromi, R. L. Martin, D. J. Fox, T. Keith, M. A. Al-
Laham, C. Y. Peng, A. Nanayakkara, M. Challacombe, P. M. W. Gill, B. Johnson, W. Chen, M. W. Wong, C. Gonzalez, 
and J. A. Pople, GAUSSIAN 03, Revision B.05, Gaussian, Inc., Pittsburgh PA, 2003. 
[16]  For details see: J. Foresman, Æ. Frisch, Exploring Chemistry with Electronic Structure Methods, 2nd ed., Gaussian, Inc. 
Pittsburgh, PA, 1996. 
[17] NBO 5.0 Program. E. D. Glendening, J. K. Badenhoop, A. E.Reed, J. E. Carpenter, J. A. Bohmann, C. M. Morales, F. 
Weinhold, Theoretical Chemistry Institute, University of Wisconsin,Madison, 2001.  
[18] a) C. Peng, H. B. Schlegel, Israel J. of Chem. 1993, 33, 449; b) C. Peng, P. Y. Ayala, H. B. Schlegel, M. J. Frisch, J. 
Comput. Chem. 1996, 17, 49. 
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Figure S12. Schematic Gibbs free enthalpy profile (T = 298 K) for the conformational isomerization of 1+ rendering the 
two silicon sites equivalent with the B3LYP/6-311+G**/6-31G* optimized C1 and Ci symmetric minimum structures and 
the transition state TS1. The 2,6-diisopropylphenyl groups and the hydrogen atoms are omitted for clarity. 
Table S10. Selected calculated and experimental bonding parameters of 1+. 
d(a-b) [Å] Si1–Si2 Si1–C1 Si2–C28 C1–N1 N1–C2 C2–C3 C3–N2
C1 2.223 1.944 1.942 1.368 1.383 1.357 1.386 
TS1 2.217 1.947 1.940 1.369 1.382 1.358 1.385 
CI 2.229 1.950 1.950 1.371 1.382 1.357 1.384 
X-Ray 2.178(3) 1.910(8) 1.899(7) 1.376(9) 1.398(9) 1.340(10) 1.385(8) 
d(a-b) [Å] N2–C1 C28–N3 N3–C29 C29–C30 C30–N4 N4–C28  
C1 1.368 1.368 1.385 1.358 1.382 1.369  
TS1 1.368 1.368 1.385 1.358 1.381 1.369  
CI 1.369 1.369 1.384 1.357 1.382 1.371  
X-Ray 1.369(9) 1.369(8) 1.377(8) 1.349(9) 1.386(8) 1.377(8)  
(a-b-c) [°] C1-Si1-Si2 Si1-Si2-C28 (a-b-c-d) [°] C1-Si1-Si2-C28 N2-C1-Si1-Si2 N3-C28-Si2-Si1 
C1 106.6 108.5 C1 169.3 39.4 23.4 
TS1 106.7 108.9 TS1 -178.0 36.5 −7.3 
CI 108.8 108.8 CI 180.0 14.2 −14.2 
X-Ray 101.9(2) 109.9(2) X-Ray 174.3(4) 53.1(8) 2.6(8) 
 
Table S10 contains selected bond lengths, bond angles and dihedral angles of the calculated 
structures of 1+ and of the experimentally determined structure of 1-B(ArF)4·2(1,3-C6H4F2). A 
comparison of the calculated C1-symmetric ground-state structure of 1+ with the molecular structure 
derived from the X-ray diffraction analysis reveals a very good agreement of the calculated and 
experimental intraannular bond lengths of the N-heterocyclic carbenes (NHCs), whereas the calculated 
Si-Si and Si-CNHC bond lengths are roughly 2% larger than the experimental values. The conformation 
of the two N-heterocyclic carbenes differs in both the calculated and the experimental structure as 
evidenced by the dihedral angles N2-C1-Si1-Si2 and N3-C28-Si2-Si1. The Si2-bonded NHC adopts a 
periplanar conformation with respect to the C-Si-Si plane [torsion angle: exp.: 2.6(8)° calcd: 23.4°], 
whereas the Si1-bonded NHC has a gauche (clinal) conformation [exp.: 53.1(8)°; calcd: 39.4°]. The 
N1
N2
C1
Si1
Si1#
N2#
C1#
N1#
N1
N2
N4 N3
C28
C1
Si1
Si2
Si1
C1 N1
N2
Si2
C28
N3
N4
C1 minimum
0 kJ mol−1
TS1
+6 kJ mol−1
Ci minimum
+3 kJ mol−1
G0
(N2-C1-Si1-Si2) = 39.4°
(N3-C28-Si2-Si1) = 23.4°
(N2-C1-Si1-Si2) = 36.5°
(N3-C28-Si2-Si1) = −7.3°
(N2-C1-Si-Si#) = 14.2°
(N2#-C1#-Si#-Si) = −14.2°
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difference between the experimental and calculated torsion angles is not high if one takes into 
consideration, that the energy required to change the dihedral angle mounts only a few kJ mol−1. 
 
The - and -spin Kohn-Sham (KS) orbitals of the C1-symmetric minimum structure of 1+ and their 
energy eigenvalues as well as the KS orbitals of 1 and their energy eigenvalues are depicted in Figure 
S13. An analysis of the orbitals reveals that the oxidation leads to a removal of one electron from the 
former HOMO (n+ lone pair orbital) of 1. The n+ lone pair is the symmetric combination of the lone-pair 
orbitals at the Si atoms. 
 
   
LUMO, Si=Si * bond,  
−4.27 eV 
LUMO+1, Si=Si * bond,  
−4.14 eV 
LUMO, Si=Si *-bond, 
 −0.19 eV 
  
 
HOMO, Si=Si -bond,  
−7.02 eV 
LUMO, Si n+ lone pair, 
 −4.93 eV 
HOMO, Si n+ lone pair, 
−3.21 eV 
  
 
HOMO−1, Si n+ lone pair,  
−7.08 eV 
HOMO, Si=Si -bond, 
 −6.91 eV 
HOMO−1, Si=Si -bond, 
−3.24 eV 
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HOMO−10, n− lone pair, 
−9.52 eV 
HOMO−1, Si n− lone pair, 
−8.38 eV 
 
HOMO−2, Si n− lone pair, 
−5.44 eV 
   
HOMO−21, Si-Si -bond,  
−10.99 eV 
HOMO−21, Si-Si -bond, 
−10.94 eV 
HOMO−13, Si-Si -bond,  
−7.32 eV 
 
Figure S13. Selected -spin (left) and -spin (middle) KS orbitals of the C1-symmetric minimum structure of 1+ and KS orbitals 
of the Ci-symmetric minimum structure of 1 (right) with their energy eigenvalues; iso surface value = 0.05 e bohr−3. 
A CASSCF[19] (5,4)/TZVP calculation was performed with the DFT-derived LUMO (Si=Si *-bond), 
SOMO (Si n+ lone pair orbital), HOMO (Si=Si -bond) and HOMO−1 (Si n− lone pair) to find out, 
whether a multiconfigurational wavefunction is necessary to describe the electronic structure of 1+. The 
obtained CAS-orbitals and their energy eigenvalues are depicted in Figure S14. The calculation gave 
an occupancy of the n− lone pair orbital (HOMO−2) with 2.0 e− and of the Si=Si -orbital (HOMO−1) 
with 1.87 e−, whereas 1.00 e− are located in the n+ orbital (SOMO), which also contains 99.8 % of the 
overall spin density. The Si=Si *-bond (LUMO) is also slightly occupied with 0.12 e−. The CAS-
calculation reveals that two determinants are necessary to describe the electronic structure of 1+. The 
contribution of the dominant determinant with the configuration [2-2-1-0] to the overall wave function is 
94 %, and of the minor determinant with the configuration [2-0-1-2] only 6 %. This indicates that a one-
determinant method is sufficient to describe the electronic structure of 1+. Therefore, calculations of the 
EPR parameters were performed using DFT methods (see below). 
                                                 
[19] B. O. Roos, P. R. Taylor, Chem. Phys. 1980, 48, 157. 
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LUMO, 0.12 e−, −0.43 eV SOMO, 1.00 e−, −5.57 eV 
  
HOMO−1, 1.88 e−, −8.54 eV HOMO−2, 2.00 e−, −10.81 eV 
Figure S14. CASSCF (5,4) orbitals with their occupancies and energy eigenvalues. Iso surface value = 0.04 e bohr−³. 
 
The g-tensor values and A(29Si) hyperfine coupling constants (hfcc’s) of the C1- and Ci-symmetric 
minimum structures of 1+ and the transition state connecting the two minimum structures were 
calculated and compared to the experimental values derived from the EPR spectrum of 1-B(ArF)4 in 
frozen diethyl ether solution at 50 K (Tables S11 and S12). The orientation of the g-tensor components 
is given in Figure S15. 
The calculations of the EPR parameters were carried out at three different levels of theory using the 
B3LYP functional in combination with the TZVPP[20] basis sets for all atoms, or using the TPSSh[21] 
hybrid density functional either in combination with the SVP basis sets for all atoms, or in combination 
with the correlation consistent TPSSh/aug-cc-pVTZ[22] basis sets for the Si, N and carbene ring C 
atoms and the SVP basis sets for the peripherical atoms.  
A comparison of the calculated and experimental g values reveals a very good agreement at all chosen 
levels of theory. The absolute values of the calculated hyperfine coupling constants of the C1-
symmetric minimum structure of 1+ are slightly smaller than the experimental values at all levels of 
theory. No effect of the basis set (aug-cc-pVTZ versus SVP) was found on the calculated hyperfine 
coupling constants using the TPSSh functional, and only small differences (ca. 10%) were found 
                                                 
[20]  A. Schaefer, H. Horn and R. Ahlrichs, J. Chem. Phys. 1992, 97, 2571. 
[21] J. Tao, J. P. Perdew, V. N. Staroverov, G. E. Scuseria, Phys. Rev. Lett. 2003, 91, 146401. 
[22]  T. H. Dunning, Jr., J. Chem. Phys. 1989, 90, 1007  
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between the calculated hyperfine coupling constants values at the B3LYP/TZVPP and the TPSSh/aug-
cc-pVTZ levels of theory. The calculated Aiso(29Si) at both silicon atoms have a negative value because 
of the negative value of the magnetic moment of the 29Si nucleus and the positive value of the spin 
density at both silicon atoms. As pointed out in the legend of Table S6 the sign of the experimental 
hyperfine coupling constants cannot be determined in cw experiments, however, the relative sign of the 
principal values could be determined and was shown to be equal. The slightly larger absolute value of 
Aiso at the silicon atom Si2 than that at Si1 is fully consistent with the results of the DFT spin-density 
calculations, showing a slightly larger contribution of the Si2 atom orbitals (34.8 %) than that of the Si1 
atom orbitals (34.3 %) to the SOMO. Furthermore, a Mulliken spin density analysis reveals that the 
overall spin density of 1+ is mainly localized on the Si1 and Si2 atoms and slightly larger on the Si2 
atom (Si1: 46 %; Si2: 48 %).[23] 
 
Table S11. Calculated EPR parameters of the C1- and Ci-symmetric minimum structures of 1+ and the transition state (TS1) 
and comparison with the experimental values derived from the EPR spectrum of 1-B(ArF)4 in frozen Et2O solution at 50 K. 
C1-minimum g11 g22 g33 giso ASi1iso [mT] ASi2iso [mT]
B3LYP/TZVPP 2.0033 2.0023 1.9864 1.9974 −3.89 −4.49 
TPSSh/SVP 2.0037 2.0023 1.9887 1.9982 −4.27 −4.95 
TPSSh/aug-cc-pVTZ/SVP 2.0036 2.0022 1.9888 1.9982 −4.30 −4.94 
TS1 g11 g22 g33 giso ASi1iso [mT] ASi2iso [mT] 
B3LYP/TZVPP 2.0030 2.0022 1.9855 1.9969 −3.69 −4.96 
TPSSh/SVP 2.0029 2.0021 1.9890 1.9980 −4.19 −5.34 
TPSSh/aug-cc-pVTZ/SVP 2.0033 2.0021 1.9882 1.9979 −4.19 −5.41 
CI-minimum g11 g22 g33 giso ASi1iso [mT] ASi2iso [mT] 
B3LYP/TZVPP 2.0030 2.0021 1.9846 1.9966 −4.32 −4.32 
TPSSh/SVP 2.0035 2.0021 1.9874 1.9977 −4.75 −4.75 
TPSSh/aug-cc-pVTZ/SVP 2.0033 2.0021 1.9875 1.9977 −4.76 −4.76 
Experiment 2.0031 2.0026 1.9880 1.9979 5.19 6.79 
 
 
Table S12. Calculated A(29Si) hfcc tensors of the C1-symmetric minimum structure of 1+ and comparison with the 
experimental values derived from the EPR spectrum of 1 in frozen diethyl ether solution at 50 K. All values are given 
in mT.§ 
 ASi111 ASi122 ASi133 ASi211 ASi222 ASi233
B3LYP/TZVPP −1.72 −7.92 −2.02 −2.26 −8.64 −2.58 
TPSSh/SVP −2.12 −8.27 −2.43 −2.71 −9.04 −3.10 
TPSSh/aug-cc-pVTZ/SVP −2.14 −8.29 −2.46 −2.70 −9.03 −3.09 
Experiment (50 K) 3.11 8.64 3.82 4.71 10.25 5.42 
§ The calculated A(29Si) hfcc are usually slightly lower compared to the experimentally observed values, see: L. 
Hermosilla, P. Calle, J. M. García de la Vega, C. Sieiro, J. Phys. Chem. A 2005, 109, 7626. 
 
                                                 
[23] R. S. Mulliken, J. Chem. Phys. 1955, 23, 1833. 
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Figure S15. Orientation of the g-tensor components. 
 
The results of the natural population analysis (NPA) are summarized in Table S13. Oxidation of 1 to the 
radical cation 1+ is accompanied by an increase of the partial charge from −0.10 at both silicon atoms 
in 1 to +0.24 at the atom Si1 and +0.22 at the Si atom Si2 in 1+. This indicates that oxidation mainly 
occurs at the Si atoms leading to an overall charge reduction of 0.66 e− at these atoms. The almost 
equal partial positive charge at the two silicon atoms in 1+ reflects the almost equal spin density 
distribution over the two Si atoms and is fully consistent with the results of the DFT calculations. 
 
Table S13. NPA charges for 1, 1+, Idipp and [Si2(Idipp)]+·. 
 Si1 C1 Si2 C28 carbene1§ carbene2§ 
1 −0.10 0.12 −0.10 0.12 −0.46 −0.46 
1+·# 0.24 0.04 0.22 0.03 −0.36 −0.36 
Idipp  0.13   −0.49  
[Si2(Idipp)]+· 0.22 0.03 0.35  −0.29  
§ carbene1 and carbene2 are the sums of the NPA charges of the atoms of the N-heterocyclic five-
membered rings. # The NPA charges of both Idipp substituents are 0.27 in 1+. 
 
Bonding analysis of the C1 minimum structure of 1+ was carried out using the NBO method and the 
results were compared with those obtained for the CI-symmetric 1 (Table S14). Due to the radical 
nature of 1+, the NBOs are separated into - and -spin orbitals.  
The NBO analysis of 1+ indicates as for 1 highly carbon-polarized (ca. 80 %) Si–Ccarbene single bonds, 
which are formed from Si natural hybrid orbitals (NHOs) with a high p-character of 80% (average value 
of the  and  spin orbital contributions) and natural sp-hybrid orbitals of the carbene carbon atoms (ca. 
55% averaged p-contribution of the  and  spin orbitals). The p-orbital contribution of the Si NHO 
employed in the Si–Ccarbene single bonds is in 1+ (ca. 80%) slightly lower than that in 1 (88%). Similarly, 
the p-orbital contribution of the Si NHO involved in the Si–Si  bond (ca. 69% (averaged value of the p-
g11
g22
g33
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orbital contribution of the  and  spin orbitals)) is slightly lower than that in 1 (82%). These results 
indicate an increase in the s-character of the Si natural hybrid orbitals used for the Si–Ccarbene and Si–Si 
-bonding in 1+, and provide a rational for the observed shortening of the Si–Ccarbene and Si–Si bonds, 
and the widening of the Si-Si-Ccarbene angles occurring upon oxidation of 1 to give 1+.  
In both cases (1+ and 1) a Si–Si -bond NBO is found, which is formed from pure p NHOs of the two Si 
atoms. Notably, two -spin Si lone particle NBOs were found each occupied with roughly one electron. 
Both -spin Si lone particle NBOs are formed from Si NHOs, which have a high s-character (Si1: sp0.47, 
Si2: sp0.49), that is even larger than those used to form the lone-pair NBOs of 1 (sp0.38). In contrast, no 
lone particle orbital was found for the -spin, but instead a Si–Si bonding orbital, which is occupied with 
0.8699 e− (Table S14). This means, that a total number of approximately five electrons are involved in 
the Si–Si bond in 1+ leading to a higher Si–Si bond order than in 1. This is also reflected in the 
increased Wiberg bond index (WBI) of 1+ (WBI = 2.046) compared to that of 1 (WBI = 1.703).  
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Table S14. Summary of the NBO analyses of 1 and 1+ divided into -spin NBOs and -spin NBOs; WBI = Wiberg Bond Index. 
1 Si1-C1 σ-bond Si2-C28 σ-bond Si1-Si2 σ-bond Lone Pair Si 1 Lone Pair Si 2
Occupancy 1.9446 e- 1.9446 e- 1.7774 e- 1.8225 e- 1.8225 e- 
Contribution 21 % 79 % 21 % 79 % 50 % 50 % 100 % 100 % 
Orbital contribution 
11 % s 
88 % p 
48 % s 
52 % p 
11 % s 
88 % p 
48 % s 
52 % p 
18 % s 
82 % p 
18 % s 
82 % p 
73 % s 
28 % p 
73 % s 
28 % p 
 
 
 
 
 Si1-Si2 -bond 
  
Occupancy  1.8472 e- 
Contribution   50 % 50 % 
Orbital contribution   100 % p 100 % p 
   
WBI 0.872 0.872 1.703 
1+· α-Spin Si1-C1 σ-bond Si2-C28 σ-bond Si1-Si2 σ-bond Lone Particle Si1 Lone Particle Si2
Occupancy 0.9764 e- 0.9768 e- 0.9562 e- 0.9548 e- 0.9589 e- 
Contribution 20 % 79 % 20 % 79 % 49. % 50 % 100 % 100 % 
Orbital contribution 
12 % s 
87 % p 
45 % s 
55 % p 
12 % s 
87 % p 
45 % s 
55 % p 
21 % s 
79 % p 
22 % s 
78 % p 
68 % s 
32 % p 
67 % s 
33 % p 
 
     
 
 
 
Si1-Si2 -bond 
 
Occupancy 0.8636 e- 
Contribution 50 % 50 % 
Orbital contribution 100 % p 100 % p 
  
 
WBI 0.757 0.763 1.630 
1+· β-Spin Si1-C1 σ-bond Si2-C28 σ-bond Si1-Si2 σ-bond  
Occupancy 0.9764 e- 0.9768 e- 0.8853 e-   
Contribution 22 % 78 % 22 % 78 % 52 % 48 %     
Orbital contribution 
27 % s 
72 % p 
44 % s 
56 % p 
27 % s 
72 % p 
44 % s 
55 % p 
43 % s 
56 % p 
38 % s 
61 % p 
    
 
   
  
   Si1-Si2 -bond   
Occupancy   0.8474 e-   
Contribution    50 % 50 %   
Orbital contribution    100 % p 100 % p   
   
 
  
   Si1-Si2 bond   
Occupancy   0.8699 e-   
Contribution   48 % 52 %   
Orbital contribution   
31 % s 
69 % p 
35 % s 
64 % p 
  
   
 
  
WBI 0.197 0.199 0.416   
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To evaluate the strength of the Si-Ccarbene bonds in 1 and 1+ the ZPVE (ZPVE = zero point vibrational 
energy) corrected bond dissociation enthalpies D0(0) for the stepwise dissociation of the carbene 
groups to give the corresponding electronically and geometrically relaxed fragments at 0 K were 
calculated (Table S15). Both the heterolytic and homolytic Si-Ccarbene bond dissociation was considered, 
and the corresponding D0(0) values are given in equations 1, 3, 6 and 9 (Si-Ccarbene heterolysis) and 2, 
5, 7 and 11 (Si-Ccarbene homolysis), respectively. The total spin quantum number of each species is 
written in parentheses below the species and the term symbol of selected fragments is given in 
parentheses after the fragment. 
The energy required to cleave the Si-Ccarbene bond without electronic and geometric relaxation of the 
corresponding fragments (BCE = bond cleavage energy) was calculated in each case for comparison 
reasons, and each BCE value obtained is given below the respective D0(0) value (Table S15). In case 
the multiplicity of the fragment resulting from bond cleavage differs from that of the relaxed fragment, 
the bond cleavage energy  is given in a separate equation (eqs. 4, 8 and 10). Two slightly different 
BCE were obtained for the heterolytic and homolytic cleavage of the first Idipp from 1+ respectively, 
depending on whether the Si2-bonded Idipp (torsion angle: 23.4°) or the Si1-bonded Idipp (torsion 
angle: 39.4°) was cleaved (eq. 6 and 8).  
The calculated enthalpy for the dissociation of both Idipp groups from 1 ([Si2(Idipp)2] (S = 0)  Si2 (S = 
1, X3g-) + 2 Idipp (S = 0)), equals the sum of the D0(0) values of equations 1 and 3 and mounts to 
311.5 kJ mol−1. This value compares well with the calculated value of 80.9 kcal mol−1 (= 338.7 kJ mol−1) 
obtained by Robinson et al. for the model system Si2L2 (L = 1,3-dimethylimidazolin-2-ylidene) on the 
B3LYP/6-311+G** level of theory.[1] 
A comparison of the results reveals that the overall calculated enthalpy for the dissociation of both Idipp 
groups from 1+ ([Si2(Idipp)2]+ (S = 0)  [Si2]+ (S = 3/2, X4g-) + 2 Idipp (S = 0) is considerably higher 
(D0(0) = 674.4 kJ mol−1) than that of 1 (D0(0) = 311.5 kJ mol−1). Remarkably, the mean Si-Ccarbene bond 
dissociation enthalpy of 1+ (D0(0)av. = 674.4/2 kJ mol−1 = 337.2 kJ mol−1) compares well with those of 
typical Si-C bonds in silanes (BDE = ca. 370 kJ mol−1) suggesting the presence of strong Si-C covalent 
bonds in 1+.[24] 
The structures of the electronically and geometrically relaxed fragments are depicted in Figure S16 and 
selected bonding parameters of these fragments are summarized in Table S16. The calculated bond 
lengths for Si2 (S = 1, X3-g: 4g24u25g22u2) and [Si2]+ (S = 3/2, X4g-: 4g24u25g12u2) compare well 
with those obtained by Dixon et al. from high level calculations using different basis sets.[25] The 
calculated bond lengths for [Si2]−  (S = 1/2, X2u: 4g24u25g22u3) compare well with the previously 
experimentally and theoretically determined values.[26] 
 
                                                 
[24] R. Walsh, Acc. Chem. Res. 1981, 14, 246. 
[25] D. A. Dixon, D. Feller, K. A. Peterson, J. L. Gole, J. Phys. Chem. A 2000, 104, 2326. 
[26] H. Liu, D. Shi, J. Sun, Z. Zhu, Spectrochim. Acta Mol. Biomol. Spectros. 2013, 108, 295. 
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Table S15. Calculated bond cleavage energies (BCE) and bond dissociation energies at 0 K (D0(0)) for 1 and 1+. 
  Resulting fragments Calculated energies Eq. 
[Si2(Idipp)2] 
(S = 0) 
→ [Si2(Idipp)] 
(S = 0) 
+ 
Idipp 
(S = 0) 
D0(0) = 126.5 kJ mol−1 
BCE = 156.7 kJ mol−1 
(1) 
[Si2(Idipp)2] 
(S = 0) 
→ [Si2(Idipp)]
− 
(S = 1/2) 
+ 
Idipp+ 
(S = 1/2) 
D0(0) = 664.4 kJ mol−1 
BCE = 801.9 kJ mol−1 
(2) 
[Si2(Idipp)] 
(S = 0) 
→ [Si2] (X
3g−)§ 
(S = 1) 
+ 
Idipp 
(S = 0) 
D0(0) = 185.0 kJ mol−1 (3) 
[Si2(Idipp)] 
(S = 0) 
→ [Si2] (
1g)§ 
(S = 0) 
+ 
Idipp 
(S = 0) 
BCE = 275.9 kJ mol−1 (4) 
[Si2(Idipp)] 
(S = 0) 
→ [Si2]
− (X2u)# 
(S = 1/2) 
+ 
Idipp+·
(S = 1/2) 
D0(0) = 673.7 kJ mol−1 
BCE = 713.4 kJ mol−1 
(5) 
[Si2(Idipp)2]+· 
(S = 1/2) 
→ [Si2(Idipp)]
+· 
(S = 1/2) 
+ 
Idipp 
(S = 0) 
D0(0) = 243.1 kJ mol−1 
BCE(Si1-C1) = 292.7 kJ mol−1 
BCE(Si2-C28) = 293.6 kJ mol−1 
(6) 
[Si2(Idipp)2]+· 
(S = 1/2) 
→ [Si2(Idipp)] 
(S = 0) 
+ 
Idipp+· 
(S = 1/2) 
D0(0) = 411.8 kJ mol−1 (7) 
[Si2(Idipp)2]+· 
(S = 1/2) 
→ [Si2(Idipp)] 
(S = 1) 
+ 
Idipp+· 
(S = 1/2) 
BCE(Si1-C1) = 524.7 kJ mol−1 
BCE(Si2-C28) = 523.4 kJ mol−1 
(8) 
[Si2(Idipp)]+· 
(S = 1/2) 
→ [Si2]
+· (X4g−)* 
(S = 3/2) 
+ 
Idipp 
(S = 0) 
D0(0) = 431.3 kJ mol−1 (9) 
[Si2(Idipp)]+· 
(S = 1/2) 
→ [Si2]
+· (2u)* 
(S = 1/2) 
+ 
Idipp 
(S = 0) 
BCE = 508.3 kJ mol−1 (10) 
[Si2(Idipp)]+· 
(S = 1/2) 
→ [Si2] (X
3g−)§ 
(S = 1) 
+ 
Idipp+· 
(S = 1/2) 
D0(0) = 355.7 kJ mol−1 
BCE = 391.5 kJ mol−1 
(11) 
§ The valence electronic configuration of Si2 in the X3g− ground state and the 1g state is 4g24u25g22u2 
(X3g−) and 4g24u25g22u2 (1g), respectively. 
# The valence electronic configuration of [Si2]− in the X2u ground state is 4g24u25g22u3. 
* The valence electronic configuration of [Si2]+ in the X4g− ground state and the 2u state is 4g24u25g12u2 
(X4g−) and 4g24u25g22u1 (2u), respectively. 
 
 
 
 
 
[Si2(Idipp)2] (S = 0) [Si2(Idipp)2]+ (S = 1/2) [Si2(Idipp)] (S = 0) 
 S29
   
[Si2(Idipp)]+ (S = 1/2) [Si2(Idipp)]− (S = 1/2) Idipp (S = 0) 
 
 
  
Idipp+ (S = 1/2) [Si2]+/-/0  
Figure S16. Illustration of the calculated optimized structures of of 1 and 1+ and their dissociation products.  
 
 
Table S16. Selected calculated bonding parameters of the structures depicted in Figure S13. Bond lengths are given in [Å] 
and bond angles in [°]. 
 d(Si1-Si2) d(C1-Si1) d(Si2-C28) d(C1-N1) d(C1-N2) (C1-Si1-Si2) (C28-Si2-Si1) (N2-C1-Si1-Si2) 
[Si2(Idipp)2] 
(S = 0) 
2.247 1.954 1.954 1.379 1.379 98.8 98.8 87.8 
[Si2(Idipp)2]+  
(S = 1/2) 
2.223 1.944 1.942 1.368 1.368 106.6 108.5 39.4 
[Si2(Idipp)]  
(S = 0) 
2.206 1.910 - 1.378 1.379 102.8 - 0.2 
[Si2(Idipp)]+  
(S = 1/2) 
2.346 1.930 - 1.363 1.369 94.5 - 0.0 
[Si2(Idipp)]−  
(S = 1/2) 
2.249 1.919 - 1.396 1.396 99.3 - 94.0 
[Si2]+ 
(S = 3/2) 
2.303 - -   - - - 
[Si2] 
 (S = 1) 
2.281 - -   - - - 
[Si2]−  
(S = 1/2) 
2.198 - -   - - - 
 
 
 
 S30
Cartesian atomic coordinates of calculated structures 
 
Cartesian atomic coordinates of 1  
-2899.14186700 
C       1.816480    0.112134    1.562631 
C      -1.816480   -0.112134   -1.562631 
C       0.257936    1.318706    4.289349 
C      -0.257936   -1.318706   -4.289349 
C       0.364291    1.051438   -3.945052 
C      -0.364291   -1.051438    3.945052 
C      -0.069650   -2.432159    3.367349 
C       0.069650    2.432159   -3.367349 
C       0.519621    3.744881    3.547277 
C      -0.519621   -3.744881   -3.547277 
C       0.477984    0.053761    3.705412 
C      -0.477984   -0.053761   -3.705412 
C       1.336438    3.175158   -2.913849 
C      -1.336438   -3.175158    2.913849 
C       0.723715   -3.290402    4.376142 
C      -0.723715    3.290402   -4.376142 
C       0.868375   -1.464722   -5.109365 
C      -0.868375    1.464722    5.109365 
C       1.217187    2.493037    4.109728 
C      -1.217187   -2.493037   -4.109728 
C       1.470150    0.848817   -4.779445 
C      -1.470150   -0.848817    4.779445 
C       1.942330    2.811521    5.433894 
C      -1.942330   -2.811521   -5.433894 
C       1.725577   -0.395443   -5.350634 
C      -1.725577    0.395443    5.350634 
C       2.889573   -0.459980    3.496775 
C      -2.889573    0.459980   -3.496775 
C       2.890773   -3.028363   -1.704454 
C      -2.890773    3.028363    1.704454 
C       3.498740   -2.333248   -0.476042 
C      -3.498740    2.333248    0.476042 
C       3.821817   -0.427596    2.516731 
C      -3.821817    0.427596   -2.516731 
C       3.776371    3.852331    0.233163 
C      -3.776371   -3.852331   -0.233163 
C       3.869737    0.140623    0.102580 
C      -3.869737   -0.140623   -0.102580 
C       4.039347   -0.941068   -0.785501 
C      -4.039347    0.941068    0.785501 
C       4.321958    2.560898    0.869319 
C      -4.321958   -2.560898   -0.869319 
C       4.598942   -3.212676    0.156180 
C      -4.598942    3.212676   -0.156180 
C       4.432533    1.413018   -0.131040 
C      -4.432533   -1.413018    0.131040 
C       4.781383   -0.708032   -1.949888 
C      -4.781383    0.708032    1.949888 
C       5.164160    1.588191   -1.312335 
C      -5.164160   -1.588191    1.312335 
C       5.333882    0.542406   -2.215080 
 S31
C      -5.333882   -0.542406    2.215080 
C       5.680357    2.816621    1.555189 
C      -5.680357   -2.816621   -1.555189 
H      -0.074528   -3.532342   -2.570727 
H       0.074528    3.532342    2.570727 
H       0.141994   -3.454243    5.291732 
H      -0.141994    3.454243   -5.291732 
H       1.054607    4.094692   -2.387816 
H      -1.054607   -4.094692    2.387816 
H       0.267044   -4.110381   -4.218135 
H      -0.267044    4.110381    4.218135 
H       1.235158    3.128138    6.209783 
H      -1.235158   -3.128138   -6.209783 
H       1.248622    4.554748    3.421108 
H      -1.248622   -4.554748   -3.421108 
H       0.549953   -2.291073    2.475736 
H      -0.549953    2.291073   -2.475736 
H       0.955324   -4.271210    3.943430 
H      -0.955324    4.271210   -3.943430 
H       1.921071    2.558823   -2.225351 
H      -1.921071   -2.558823    2.225351 
H       1.068191   -2.427043   -5.572339 
H      -1.068191    2.427043    5.572339 
H       1.971299    3.464757   -3.760447 
H      -1.971299   -3.464757    3.760447 
H       1.669830   -2.817985    4.661667 
H      -1.669830    2.817985   -4.661667 
H       1.978706    2.201690    3.381184 
H      -1.978706   -2.201690   -3.381184 
H       2.142582    1.675989   -4.981640 
H      -2.142582   -1.675989    4.981640 
H       2.485348    1.938955    5.815531 
H      -2.485348   -1.938955   -5.815531 
H       2.664578    3.623788    5.288233 
H      -2.664578   -3.623788   -5.288233 
H       2.124084   -2.400884   -2.166973 
H      -2.124084    2.400884    2.166973 
H       2.419566   -3.969841   -1.399400 
H      -2.419566    3.969841    1.399400 
H       2.592282   -0.528953   -5.993082 
H      -2.592282    0.528953    5.993082 
H       2.692363   -2.223740    0.255370 
H      -2.692363    2.223740   -0.255370 
H       2.789112    3.681195   -0.205813 
H      -2.789112   -3.681195    0.205813 
H       2.968663   -0.679596    4.549655 
H      -2.968663    0.679596   -4.549655 
H       3.610517    2.265548    1.645575 
H      -3.610517   -2.265548   -1.645575 
H       3.679816    4.633112    0.997400 
H      -3.679816   -4.633112   -0.997400 
H       3.648896   -3.272906   -2.458726 
H      -3.648896    3.272906    2.458726 
H       4.198687   -4.201655    0.410199 
H      -4.198687    4.201655   -0.410199 
H       4.443290    4.237849   -0.547184 
H      -4.443290   -4.237849    0.547184 
 S32
H       4.999885   -2.766350    1.073144 
H      -4.999885    2.766350   -1.073144 
H       4.883328   -0.617729    2.534420 
H      -4.883328    0.617729   -2.534420 
H       4.929935   -1.517503   -2.657273 
H      -4.929935    1.517503    2.657273 
H       5.435031   -3.355148   -0.539681 
H      -5.435031    3.355148    0.539681 
H       5.587008    3.610772    2.305775 
H      -5.587008   -3.610772   -2.305775 
H       5.611835    2.555357   -1.522689 
H      -5.611835   -2.555357    1.522689 
H       6.053963    1.917180    2.058341 
H      -6.053963   -1.917180   -2.058341 
H       5.907385    0.699545   -3.125136 
H      -5.907385   -0.699545    3.125136 
H       6.439136    3.129928    0.828078 
H      -6.439136   -3.129928   -0.828078 
N       1.671111   -0.132264    2.911888 
N      -1.671111    0.132264   -2.911888 
N       3.164530   -0.078701    1.343668 
N      -3.164530    0.078701   -1.343668 
Si      0.560096    0.924530    0.305759 
Si     -0.560096   -0.924530   -0.305759  
 
Cartesian atomic coordinates of 1+  
-2898.99052315 
C      -2.224829    1.140341    0.082820 
C      -4.188467    2.094681    0.679921 
H      -5.186247    2.123652    1.088732 
C      -3.405994    3.066205    0.144608 
H      -3.585625    4.117193   -0.017375 
C      -3.956426   -0.347515    1.127066 
C      -4.676764   -1.176459    0.240609 
C      -5.190434   -2.370338    0.761716 
H      -5.754209   -3.034665    0.114007 
C      -5.003862   -2.713834    2.098542 
H      -5.419556   -3.641734    2.481329 
C      -4.299812   -1.866510    2.950390 
H      -4.175938   -2.140719    3.993448 
C      -3.759847   -0.659735    2.488790 
C      -4.947827   -0.799554   -1.213215 
H      -4.336942    0.075329   -1.459748 
C      -6.426292   -0.400617   -1.404957 
H      -6.710153    0.429997   -0.748701 
H      -7.094163   -1.241174   -1.184504 
H      -6.606662   -0.091554   -2.440747 
C      -4.548435   -1.916417   -2.196311 
H      -4.695106   -1.574452   -3.227276 
H      -5.160420   -2.815365   -2.061171 
H      -3.496676   -2.196739   -2.075596 
C      -3.041214    0.273970    3.459272 
H      -2.588297    1.086383    2.881825 
C      -4.041004    0.908961    4.448123 
H      -4.520846    0.146051    5.071670 
H      -4.833468    1.457234    3.926147 
 S33
H      -3.525420    1.610383    5.113872 
C      -1.897796   -0.432474    4.211652 
H      -1.376181    0.284019    4.856266 
H      -1.168485   -0.857586    3.514275 
H      -2.269495   -1.239996    4.852448 
C      -1.138293    3.217037   -0.857865 
C      -1.134894    3.293442   -2.265529 
C      -0.110630    4.040596   -2.860947 
H      -0.072879    4.126122   -3.942593 
C       0.846021    4.693348   -2.088185 
H       1.626583    5.274299   -2.571575 
C       0.793089    4.626109   -0.697738 
H       1.532482    5.160818   -0.110686 
C      -0.202275    3.889004   -0.044185 
C      -2.229474    2.673494   -3.131375 
H      -2.840649    2.021816   -2.498254 
C      -1.672168    1.799230   -4.269182 
H      -1.041245    0.994709   -3.879261 
H      -1.079206    2.383464   -4.981494 
H      -2.497550    1.343582   -4.828124 
C      -3.157562    3.772991   -3.690871 
H      -3.971978    3.325451   -4.271883 
H      -2.609340    4.454604   -4.351021 
H      -3.602424    4.373705   -2.889459 
C      -0.291291    3.895260    1.480239 
H      -0.912020    3.046038    1.786390 
C      -0.982656    5.185130    1.974644 
H      -1.987947    5.299622    1.554656 
H      -0.402198    6.070991    1.692335 
H      -1.072978    5.175476    3.066940 
C       1.074645    3.728317    2.169519 
H       1.722142    4.597936    2.010703 
H       1.600369    2.839829    1.805780 
H       0.932068    3.625510    3.251272 
C       2.233306   -1.146238   -0.093796 
C       3.397852   -3.060999   -0.390545 
H       3.553850   -4.079246   -0.710237 
C       4.229216   -2.170907    0.209315 
H       5.256909   -2.253318    0.526901 
C       1.056642   -3.081361   -1.211576 
C       0.185749   -3.854221   -0.415289 
C      -0.861582   -4.510598   -1.073161 
H      -1.552079   -5.120570   -0.499865 
C      -1.027700   -4.402459   -2.452271 
H      -1.845913   -4.924784   -2.940310 
C      -0.136564   -3.648678   -3.211259 
H      -0.263919   -3.594704   -4.288197 
C       0.935737   -2.975631   -2.611800 
C       0.395009   -4.044039    1.084998 
H       1.061214   -3.248685    1.437014 
C      -0.908688   -3.931182    1.895238 
H      -1.597542   -4.755415    1.678896 
H      -1.428811   -2.990869    1.688520 
H      -0.683446   -3.971044    2.967091 
C       1.085748   -5.395942    1.367641 
H       1.264484   -5.516408    2.442245 
H       2.049770   -5.478457    0.853714 
 S34
H       0.459411   -6.231394    1.034403 
C       1.946779   -2.229963   -3.479022 
H       2.646987   -1.706857   -2.819399 
C       1.284167   -1.161824   -4.367885 
H       0.735974   -0.433836   -3.761883 
H       0.585146   -1.606051   -5.085413 
H       2.047511   -0.624113   -4.942158 
C       2.769973   -3.221655   -4.328154 
H       2.132283   -3.763709   -5.035474 
H       3.277781   -3.964817   -3.702868 
H       3.531658   -2.686585   -4.906557 
C       4.066529    0.188174    0.992104 
C       3.985318    0.327348    2.393405 
C       4.583713    1.460990    2.957270 
H       4.546230    1.603141    4.032995 
C       5.235934    2.401703    2.164273 
H       5.699556    3.269334    2.625321 
C       5.308075    2.228577    0.784070 
H       5.831360    2.963915    0.180622 
C       4.727796    1.117174    0.160921 
C       3.317479   -0.708052    3.293459 
H       2.833044   -1.455131    2.655965 
C       2.216134   -0.085006    4.172423 
H       1.457471    0.413801    3.560018 
H       2.624458    0.650027    4.875242 
H       1.721049   -0.864690    4.762543 
C       4.362846   -1.444644    4.156344 
H       4.872803   -0.754615    4.837955 
H       5.128622   -1.927293    3.538566 
H       3.878812   -2.218102    4.763231 
C       4.857495    0.935337   -1.348476 
H       4.229528    0.088845   -1.645846 
C       6.310548    0.592625   -1.737929 
H       6.385094    0.420714   -2.817641 
H       6.664795   -0.308943   -1.225344 
H       6.993605    1.410393   -1.481257 
C       4.352577    2.164837   -2.127847 
H       4.971679    3.048648   -1.936493 
H       3.318583    2.407286   -1.860707 
H       4.390933    1.966002   -3.205055 
N      -3.457310    0.921843    0.634641 
N      -2.205836    2.474609   -0.216733 
N       2.179199   -2.427432   -0.570162 
N       3.508377   -1.004347    0.383892 
Si     -1.054377   -0.368614   -0.282417 
Si      1.029890    0.377644   -0.076201 
 
Cartesian atomic coordinates of [Si2(Idipp)]  
-1739.03295287 
C      -0.111497   -0.003739    0.201090 
C       0.520128    0.000242   -1.987642 
H       1.213165    0.001927   -2.813932 
C      -0.835740    0.000859   -1.958966 
H      -1.564190    0.002883   -2.754855 
C       2.354403   -0.000549   -0.316395 
C       3.025241    1.242225   -0.217290 
 S35
C       4.413306    1.210885   -0.032290 
H       4.960468    2.145447    0.040854 
C       5.102697    0.004021    0.052039 
H       6.180501    0.005790    0.189940 
C       4.416953   -1.205205   -0.029736 
H       4.967032   -2.137819    0.045418 
C       3.029033   -1.241168   -0.214618 
C       2.297842    2.574838   -0.368593 
H       1.224455    2.382284   -0.274750 
C       2.669007    3.581944    0.735343 
H       3.719665    3.888993    0.675394 
H       2.489532    3.157616    1.728177 
H       2.058058    4.486350    0.632569 
C       2.550367    3.179127   -1.766387 
H       1.996241    4.118164   -1.881220 
H       2.233424    2.500187   -2.566301 
H       3.614745    3.396670   -1.915353 
C       2.304537   -2.575666   -0.363558 
H       1.232204   -2.387388   -0.250647 
C       2.697236   -3.589688    0.726414 
H       2.542790   -3.170246    1.725518 
H       3.744806   -3.901138    0.640284 
H       2.080321   -4.491025    0.633224 
C       2.536553   -3.169366   -1.769455 
H       3.599857   -3.377351   -1.938565 
H       2.199684   -2.488426   -2.559398 
H       1.987918   -4.112141   -1.880045 
C      -2.594292    0.000416   -0.197120 
C      -3.242637    1.238835   -0.016844 
C      -4.594255    1.210742    0.346575 
H      -5.124517    2.146980    0.494552 
C      -5.267518    0.005264    0.525542 
H      -6.316831    0.007161    0.808348 
C      -4.599263   -1.202622    0.344119 
H      -5.133415   -2.136942    0.490202 
C      -3.247733   -1.235634   -0.019295 
C      -2.534744    2.576689   -0.205138 
H      -1.479315    2.376406   -0.414309 
C      -2.584512    3.432009    1.076011 
H      -2.154232    2.889233    1.923991 
H      -3.612066    3.714230    1.334097 
H      -2.013072    4.356935    0.933322 
C      -3.106697    3.347027   -1.412200 
H      -4.164167    3.595017   -1.263062 
H      -3.029674    2.762034   -2.336191 
H      -2.561275    4.286802   -1.558610 
C      -2.545349   -2.576033   -0.209944 
H      -1.489320   -2.379642   -0.419790 
C      -3.121344   -3.342679   -1.417401 
H      -2.579507   -4.284250   -1.565577 
H      -3.043151   -2.756786   -2.340725 
H      -4.179549   -3.587041   -1.267488 
C      -2.597709   -3.432640    1.070277 
H      -3.626233   -3.711444    1.328262 
H      -2.165343   -2.892336    1.918758 
H      -2.029603   -4.359433    0.926415 
N       0.957102   -0.002738   -0.670195 
 S36
N      -1.213787   -0.001715   -0.625889 
Si      1.936233   -0.005775    2.687105 
Si     -0.192426   -0.008321    2.109812 
 
Cartesian atomic coordinates of [Si2(Idipp)]+  
-1738.83550248 
C       0.141888    0.000008    0.182339 
C      -0.509611    0.000114   -1.980151 
H      -1.202201    0.000190   -2.807469 
C       0.855029   -0.000023   -1.953099 
H       1.579112    0.000005   -2.753664 
C      -2.318116    0.000082   -0.256096 
C      -2.998532   -1.251317   -0.162523 
C      -4.387222   -1.209548    0.035366 
H      -4.937606   -2.141644    0.106603 
C      -5.074055   -0.000131    0.115145 
H      -6.151252   -0.000200    0.250935 
C      -4.387383    1.209390    0.035639 
H      -4.937890    2.141403    0.107059 
C      -2.998703    1.251356   -0.162253 
C      -2.289392   -2.587859   -0.358760 
H      -1.209362   -2.408404   -0.325905 
C      -2.615906   -3.608863    0.748024 
H      -3.674010   -3.890957    0.748986 
H      -2.368719   -3.222925    1.743141 
H      -2.035155   -4.523050    0.587238 
C      -2.624585   -3.168297   -1.751234 
H      -2.073461   -4.101200   -1.909964 
H      -2.358809   -2.477480   -2.559045 
H      -3.693642   -3.390723   -1.839638 
C      -2.289627    2.587970   -0.358201 
H      -1.209587    2.408606   -0.325008 
C      -2.616640    3.608977    0.748421 
H      -2.369798    3.223155    1.743663 
H      -3.674784    3.890952    0.748954 
H      -2.035962    4.523232    0.587764 
C      -2.624450    3.168415   -1.750776 
H      -3.693496    3.390783   -1.839456 
H      -2.358400    2.477646   -2.558538 
H      -2.073333    4.101353   -1.909327 
C       2.621915    0.000006   -0.183662 
C       3.259667   -1.242040    0.008031 
C       4.597560   -1.208092    0.418932 
H       5.128025   -2.141466    0.579606 
C       5.259188   -0.000172    0.624374 
H       6.297409   -0.000240    0.943112 
C       4.597789    1.207836    0.418745 
H       5.128429    2.141140    0.579252 
C       3.259881    1.241962    0.007903 
C       2.570184   -2.584524   -0.219041 
H       1.524048   -2.395802   -0.487577 
C       2.561748   -3.444708    1.060751 
H       2.093004   -2.914424    1.897574 
H       3.576756   -3.718903    1.367780 
H       2.008051   -4.374384    0.887320 
C       3.211100   -3.348619   -1.395611 
 S37
H       4.258367   -3.593235   -1.187652 
H       3.185313   -2.761732   -2.320892 
H       2.678815   -4.289602   -1.573963 
C       2.570619    2.584513   -0.219439 
H       1.524469    2.395908   -0.487994 
C       3.211747    3.348311   -1.396085 
H       2.679655    4.289372   -1.574608 
H       3.185902    2.761295   -2.321283 
H       4.259052    3.592742   -1.188097 
C       2.562220    3.444915    1.060216 
H       3.577230    3.719194    1.367163 
H       2.093501    2.914760    1.897133 
H       2.008499    4.374547    0.886645 
N      -0.932150    0.000171   -0.666132 
N       1.236514    0.000081   -0.630387 
Si     -2.172891   -0.000082    2.324137 
Si      0.163135    0.000106    2.112581 
 
Cartesian atomic coordinates of [Si2(Idipp)]-  
-1739.05421195 
C       0.024515    0.255706    0.000000 
C       1.354956   -0.042279    3.077537 
C      -1.104494   -0.196789    3.227144 
C      -2.466784   -0.428638    2.581936 
C       3.469634    1.195341    2.417094 
C       0.093240   -0.247792    2.480684 
C      -3.539735    0.553886    3.080750 
C      -2.932910   -1.886192    2.780034 
C       1.396557    0.210682    4.454021 
C       2.654797   -0.104217    2.282638 
C      -1.004418    0.055450    4.600981 
C       3.492106   -1.336733    2.679101 
C       0.230363    0.257758    5.211842 
C       0.064481   -1.945644    0.676065 
C      -3.539735    0.553886   -3.080750 
C      -2.466784   -0.428638   -2.581936 
C       0.064481   -1.945644   -0.676065 
C       3.469634    1.195341   -2.417094 
C       0.093240   -0.247792   -2.480684 
C      -1.104494   -0.196789   -3.227144 
C       2.654797   -0.104217   -2.282638 
C      -2.932910   -1.886192   -2.780034 
C       1.354956   -0.042279   -3.077537 
C      -1.004418    0.055450   -4.600981 
C       1.396557    0.210682   -4.454021 
C       0.230363    0.257758   -5.211842 
C       3.492106   -1.336733   -2.679101 
H       2.869376    2.049413    2.086408 
H      -3.050324   -2.122103    3.846179 
H      -4.461400    0.412319    2.504326 
H       3.797022    1.367733    3.450556 
H       3.795808   -1.293264    3.732917 
H       4.367755    1.143716    1.788265 
H      -2.356046   -0.242145    1.508908 
H      -3.902390   -2.045610    2.291105 
H      -3.214947    1.587586    2.929494 
 S38
H       2.356961    0.375485    4.935693 
H      -3.784272    0.401270    4.140602 
H      -2.221113   -2.602664    2.354647 
H       2.394816   -0.203332    1.225675 
H      -1.909332    0.103869    5.199243 
H       2.929019   -2.266321    2.532740 
H       4.403878   -1.393083    2.070797 
H      -3.214947    1.587586   -2.929494 
H      -4.461400    0.412319   -2.504326 
H       0.282700    0.455845    6.280253 
H      -2.356046   -0.242145   -1.508908 
H       2.869376    2.049413   -2.086408 
H       0.076925   -2.759196    1.384810 
H       2.394816   -0.203332   -1.225675 
H       4.367755    1.143716   -1.788265 
H      -3.784272    0.401270   -4.140602 
H      -3.902390   -2.045610   -2.291105 
H       3.797022    1.367733   -3.450556 
H      -2.221113   -2.602664   -2.354647 
H       0.076925   -2.759196   -1.384810 
H      -1.909332    0.103869   -5.199243 
H      -3.050324   -2.122103   -3.846179 
H       4.403878   -1.393083   -2.070797 
H       2.356961    0.375485   -4.935693 
H       2.929019   -2.266321   -2.532740 
H       0.282700    0.455845   -6.280253 
H       3.795808   -1.293264   -3.732917 
N       0.036289   -0.616260    1.090097 
N       0.036289   -0.616260   -1.090097 
Si      0.167888    2.168957    0.000000 
Si     -2.017712    2.697927    0.000000 
 
 
Cartesian atomic coordinates of Idipp  
-1160.05846392 
C      -0.000002   -0.000002   -0.334777 
C       0.678198    0.000022    1.869122 
H       1.391645   -0.000009    2.679635 
C      -0.678197    0.000124    1.869124 
H      -1.391643    0.000209    2.679639 
C       2.439060   -0.000172    0.094948 
C       3.087372   -1.234312   -0.114274 
C       4.421639   -1.206073   -0.539233 
H       4.944797   -2.142146   -0.714401 
C       5.085337   -0.000404   -0.749138 
H       6.120442   -0.000493   -1.080934 
C       4.422034    1.205386   -0.538664 
H       4.945507    2.141366   -0.713382 
C       3.087769    1.233860   -0.113728 
C       2.378252   -2.571686    0.072827 
H       1.383419   -2.370314    0.480045 
C       3.111678   -3.481556    1.076620 
H       3.226779   -2.992352    2.050651 
H       4.112027   -3.756038    0.721806 
H       2.549415   -4.410737    1.227533 
C       2.178006   -3.281042   -1.281079 
 S39
H       1.628532   -4.220317   -1.143135 
H       3.138762   -3.521565   -1.752354 
H       1.609439   -2.648684   -1.970492 
C       2.379006    2.571362    0.073823 
H       1.384246    2.370148    0.481299 
C       3.112885    3.480957    1.077523 
H       4.113163    3.755362    0.722450 
H       3.228214    2.991593    2.051448 
H       2.550805    4.410198    1.228748 
C       2.178539    3.280939   -1.279945 
H       1.629323    4.220328   -1.141738 
H       1.609642    2.648798   -1.969283 
H       3.139233    3.521283   -1.751439 
C      -2.439068    0.000181    0.094963 
C      -3.087714   -1.233867   -0.113780 
C      -4.421971   -1.205435   -0.538752 
H      -4.945389   -2.141435   -0.713533 
C      -5.085327    0.000333   -0.749172 
H      -6.120424    0.000395   -1.080998 
C      -4.421693    1.206024   -0.539185 
H      -4.944896    2.142079   -0.714312 
C      -3.087432    1.234304   -0.114212 
C      -2.378933   -2.571355    0.073800 
H      -1.384113   -2.370106    0.481113 
C      -2.178659   -3.281110   -1.279899 
H      -1.609827   -2.649075   -1.969388 
H      -3.139411   -3.521494   -1.751252 
H      -1.629453   -4.220496   -1.141636 
C      -3.112704   -3.480801    1.077717 
H      -2.550654   -4.410057    1.228960 
H      -4.113055   -3.755178    0.722826 
H      -3.227856   -2.991321    2.051604 
C      -2.378338    2.571696    0.072888 
H      -1.383598    2.370360    0.480356 
C      -3.111938    3.481736    1.076392 
H      -3.227274    2.992678    2.050468 
H      -4.112192    3.756242    0.721331 
H      -2.549650    4.410905    1.227290 
C      -2.177798    3.280841   -1.281091 
H      -3.138467    3.521314   -1.752570 
H      -1.609130    2.648349   -1.970296 
H      -1.628319    4.220121   -1.143196 
N       1.065125   -0.000048    0.529300 
N      -1.065128    0.000102    0.529302 
 
Cartesian atomic coordinates of Idipp+ 
-1159.79679053 
C      -0.000013    0.000118   -0.170718 
C       0.681659    0.013129    1.897188 
H       1.401342    0.029416    2.701739 
C      -0.681124   -0.019612    1.897342 
H      -1.400544   -0.038361    2.702079 
C       2.471618    0.056512    0.062494 
C       3.140764   -1.171595   -0.106573 
C       4.454696   -1.104165   -0.585318 
H       5.014168   -2.022863   -0.730790 
 S40
C       5.054345    0.117908   -0.879374 
H       6.074009    0.141952   -1.252324 
C       4.356417    1.309314   -0.698269 
H       4.839197    2.252624   -0.933228 
C       3.041019    1.314247   -0.218512 
C       2.510757   -2.526991    0.201704 
H       1.481698   -2.363793    0.543618 
C       3.258437   -3.247382    1.341938 
H       3.289696   -2.639443    2.253139 
H       4.291829   -3.475979    1.059942 
H       2.762005   -4.194113    1.580829 
C       2.433825   -3.411625   -1.059019 
H       1.928052   -4.355268   -0.827108 
H       3.431542   -3.656533   -1.438663 
H       1.882153   -2.916869   -1.866338 
C       2.300536    2.636044   -0.037111 
H       1.319954    2.428476    0.407944 
C       3.042865    3.576216    0.933387 
H       4.022013    3.869419    0.540241 
H       3.203013    3.104570    1.909236 
H       2.461891    4.491728    1.088223 
C       2.049386    3.323053   -1.395148 
H       1.475640    4.245368   -1.252891 
H       1.490222    2.674135   -2.079239 
H       2.991405    3.589631   -1.886399 
C      -2.471426   -0.056736    0.062545 
C      -3.041895   -1.313518   -0.220613 
C      -4.357253   -1.306603   -0.700396 
H      -4.840980   -2.249153   -0.936508 
C      -5.053961   -0.114244   -0.880081 
H      -6.073559   -0.136807   -1.253300 
C      -4.453196    1.106813   -0.584177 
H      -5.011631    2.026301   -0.728622 
C      -3.139402    1.172230   -0.104651 
C      -2.303367   -2.636486   -0.039844 
H      -1.318640   -2.429750    0.396334 
C      -2.064750   -3.330233   -1.396707 
H      -1.510424   -2.685348   -2.088467 
H      -3.011107   -3.598027   -1.878852 
H      -1.491109   -4.252660   -1.254828 
C      -3.040805   -3.570189    0.940609 
H      -2.463493   -4.488639    1.091749 
H      -4.025640   -3.858512    0.558168 
H      -3.188326   -3.095327    1.916902 
C      -2.507987    2.526665    0.205101 
H      -1.482211    2.361450    0.555808 
C      -3.262342    3.252633    1.337339 
H      -3.303768    2.646771    2.249512 
H      -4.292313    3.485174    1.046271 
H      -2.763876    4.197753    1.578354 
C      -2.418421    3.407179   -1.057684 
H      -3.412404    3.651621   -1.447285 
H      -1.859874    2.909240   -1.858297 
H      -1.913832    4.351092   -0.824260 
N       1.099415    0.023917    0.563053 
N      -1.099187   -0.026112    0.563318 
 
 S41
Cartesian atomic coordinates of Si2+ 
-578.609943856 
Si      0.000000    0.000000    1.151292 
Si      0.000000    0.000000   -1.151292 
 
Cartesian atomic coordinates of Si2 
-578.900972557 
Si      0.000000    0.000000    1.140304 
Si      0.000000    0.000000   -1.140304 
 
Cartesian atomic coordinates of Si2- 
-578.977834800 
Si      0.000000    0.000000    1.098804 
Si      0.000000    0.000000   -1.098804 
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The Si2H radical supported by two N-heterocyclic
carbenes†
Marius I. Arz,a Gregor Schnakenburg,a Andreas Meyer,b Olav Schiemannb
and Alexander C. Filippou*a
Cyclic voltammetric studies of the hydridodisilicon(0,II) borate [(Idipp)(H)SiII]Si0(Idipp)][B(ArF)4] (1H[B(Ar
F)4],
Idipp ¼ C[N(C6H3-2,6-iPr2)CH]2, ArF ¼ C6H3-3,5-(CF3)2) reveal a reversible one-electron reduction at a low
redox potential (E1/2 ¼ 2.15 V vs. Fc+/Fc). Chemical reduction of 1H[B(ArF)4] with KC8 affords selectively the
green, room-temperature stable mixed-valent disilicon(0,I) hydride Si2(H)(Idipp)2 (1H), in which the highly
reactive Si2H molecule is trapped between two N-heterocyclic carbenes (NHCs). The molecular and
electronic structure of 1H was investigated by a combination of experimental and theoretical methods and
reveals the presence of a p-type radical featuring a terminal bonded H atom at a flattened trigonal pyramidal
coordinated Si center, that is connected via a Si–Si bond to a bent two-coordinated Si center carrying
a lone pair of electrons. The unpaired electron occupies the Si]Si p* orbital leading to a formal Si–Si bond
order of 1.5. Extensive delocalization of the spin density occurs via conjugation with the coplanar arranged
NHC rings with the higher spin density lying on the site of the two-coordinated silicon atom.
1. Introduction
Open-shell silicon hydrides are of signicant importance as
transient intermediates in the chemical vapor deposition
(CVD) of silicon or silicon-containing thin lms, which are
extensively used in the semiconductor industry.1 Funda-
mental species in the gas phase include the SiHx (x¼ 1–3) and
Si2Hx (x ¼ 1–5) molecules as well as higher aggregated SinHm
clusters, which are formed from silane (SiH4) or disilane
(Si2H6) in a complex cascade of reactions.1 These species,
which are also of interest in astrochemistry,2 are unstable
under terrestrial conditions and can only be detected by
spectroscopic or mass spectrometric techniques.3 One
scarcely studied species in this context is the Si2H molecule,
which was so far only detected by vibrationally-resolved
photoelectron spectroscopy of Si2H
 anions.4 Quantum
chemical calculations of Si2H suggest two almost iso-
energetic, C2v-symmetric H-bridged structures, in which
the unpaired electron occupies either the Si–Si p-bonding
orbital (2B1 state) or a s-type molecular orbital corresponding
to the in-phase combination of the Si lone pair orbitals
(2A1 state).5
Recently, N-heterocyclic carbenes (NHCs) were found to be
particularly suitable Lewis bases for the thermodynamic and
kinetic stabilization of highly reactive, unsaturated, low-valent
Si species, leading to the isolation of a series of novel
compounds with intriguing synthetic potential.6,7 Several CAAC-
stabilized open-shell silicon compounds (CAAC ¼ cyclic alky-
l(amino)carbene) were also reported, in which the unpaired
electron is mainly located on the CAAC substituent.8 Trapping
of Si2H by NHCs appeared therefore an achievable, albeit very
challenging goal, given the fact that isolable molecular hydrides
of silicon in an oxidation state <2 are very rare9,10 and open-shell
congeners presently unknown. In comparison, three-coordinate
SiII hydrides11 and four-coordinate SiII hydrides of the general
formula (LB)SiH(X)(LA) (LB ¼ neutral Lewis base; LA ¼ neutral
Lewis acid; X¼ singly bonded substituent)12 are meanwhile well
documented.
2. Results and discussion
The hydridodisilicon(0,II) salt [(Idipp)(H)SiII]Si0(Idipp)]
[B(ArF)4] (1H[B(Ar
F)4], Idipp ¼ C[N(C6H3-2,6-iPr2)CH]2, ArF ¼
C6H3-3,5-(CF3)2), which was isolated recently in our group upon
protonation of Si2(Idipp)2 (1),9 appeared to be a suitable starting
material to tackle the problem of isolating an NHC-trapped Si2H
radical. Quantum chemical studies revealed the same sequence
of frontier orbitals in 1H+ and its isolobal phosphorus coun-
terpart [R2P]PR]
+, according to which the HOMO1
aInstitute of Inorganic Chemistry, University of Bonn, Gerhard-Domagk-Str. 1,
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53115, Bonn, Germany
† Electronic supplementary information (ESI) available: Cyclic voltammetric
studies of 1H[B(ArF)4]; synthesis, analytical data and illustrations of the IR and
UV-Vis spectra of 1H; details of the magnetic susceptibility measurements and
single crystal X-ray diffraction analysis of 1H; details of the EPR spectroscopic
measurements and illustrations of the EPR spectra of 1H; details of the
quantum chemical calculations. CCDC 1471165. For ESI and crystallographic
data in CIF or other electronic format see DOI: 10.1039/c6sc01569g
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corresponds to the lone-pair orbital at the two-coordinated E
atom (E ¼ Si, P), the HOMO is the E]E p-bonding orbital and
the LUMO is the E]E p* orbital.9 This isolobal interrelation-
ship suggested that 1H+ might be also reversibly reducible as
the phosphanylphosphenium cation [Mes*(Me)P]PMes*]+
(Mes* ¼ C6H2-2,4,6-tBu3).13 In fact, cyclic voltammetric (CV)
studies of 1H[B(ArF)4] in uorobenzene at room temperature
revealed a reversible one-electron reduction at a rather low half-
wave potential (E1/2) of 1.63 V as well as an irreversible
oxidation at +0.67 V versus the [Fe(h5-C5Me5)2]
+1/0 reference
electrode (Fig. 1 and ESI†).14 The methyl analogue [(Idipp)(Me)
SiII]Si0(Idipp)][B(ArF)4] (1Me[B(Ar
F)4])9 was found also to
undergo a reversible one-electron reduction, albeit at a more
negative potential (E1/2 ¼ 1.85 V) than 1H[B(ArF)4]. Notably,
reduction of 1H+ and 1Me+ occurs at much lower potentials
than that of the cation [Mes*(Me)P]PMes*]+ (E1/2 ¼ 0.48 V).13
This marked difference in the redox potentials of the Si- and
P-based cations can be rationalized with the large increase of
the LUMO energy occurring upon replacement of the two PMes*
fragments by the much less electronegative isolobal Si(Idipp)
fragments as suggested by quantum chemical calculations.9
The CV results prompted us to attempt a chemical one-
electron reduction of 1H[B(ArF)4]. Indeed, vacuum transfer of
THF to a 1 : 1 stoichiometric mixture of 1H[B(ArF)4] and KC8 at
196 C followed by warming to 40 C resulted in a distinct
color change of the dark red solution of 1H[B(ArF)4] to give an
intensely dark green solution, which aer work-up and crys-
tallization from n-hexane at 60 C afforded Si2(H)(Idipp)2 (1H)
as a dark green, almost black crystalline solid in 55% yield
(Scheme 1) (see ESI†). Compound 1H is extremely air-sensitive
and immediately decolorizes upon contact with air, but can be
stored under an atmosphere of argon at 30 C without any
color change or signs of decomposition in its EPR spectrum.
Thermal decomposition of 1H in a vacuum-sealed glass capil-
lary was detected upon melting at 147 C leading to a dark red
mass. Analysis of the soluble part of the melting residue in C6D6
by 1H NMR spectroscopy revealed the presence of Idipp (95%)
and 1 (5%).
Notably, the redox potential of 1H [E1/2 in C6H5F ¼ 2.15 V
vs. [Fe(h5-C5H5)2]
+1/0 (Fc+/Fc)]15 lies in-between that of the
benzophenone radical anion (E1/2 in THF¼2.30 V vs. Fc+/Fc)16
and [Co(h5-C5Me5)2] (E1/2 in MeCN ¼ 1.91 V vs. Fc+/Fc),16
indicating that the radical 1H is a very strong one-electron
reducing agent. Consequently, the radical 1H is selectively
oxidized back to 1H[B(ArF)4] upon treatment with one equiva-
lent of [Fe(h5-C5Me5)2][B(Ar
F)4] in THF-d8 (see ESI†). Thereby,
the redox pair 1H+/1H provides a very rare example of a chemi-
cally reversible Si-based redox system.7c,17
Compound 1H is well soluble in n-hexane, benzene, diethyl
ether or THF affording intensely dark-green solutions, even at
low concentrations. The origin of this intense color was
analyzed by UV-Vis-NIR spectroscopy of 1H in n-hexane (Fig. 2,
le and ESI†), which revealed electronic absorptions in the
whole spectral range from 220–1100 nm. Six absorptionmaxima
were located at 254 (9970), 305 (8140), 436 (5170), 608 (7110),
704 (6860) and 958 (1440) nm, of which the intense absorptions
at 608 and 704 nm are responsible for the green color of 1H (the
values of the molar absorption coefficients 3l are given in
brackets in L mol1 cm1). The UV-Vis-NIR spectrum was also
analyzed by time-dependent density functional theory (TdDFT)
calculations (see ESI, Fig. S21†).18
Magnetic susceptibility measurements of solid 1H from
300.0–1.9 K suggest the presence of a paramagnetic compound
with one unpaired electron following Curie's law. A plot of the
reciprocal molar magnetic susceptibility (cm
1) against the
absolute temperature (T) showed a linear correlation from
which the effective magnetic moment meff was calculated aer
linear regression and found to be 1.68 mB (Fig. 2, right and ESI†).
This value is slightly lower than the value derived from the spin-
only formula for one unpaired electron (meff ¼ 1.73 mB).
The molecular structure of 1H was determined by single
crystal X-ray crystallography. The radical features a crystallo-
graphically imposed inversion symmetry (space group: P21/c) in
marked contrast to the C1-symmetric structure of 1H
+ in
1H[B(ArF)4].9 The Si-bondedH atomwas located in the difference
Fourier map and anisotropically rened with a site occupancy of
1/2 at each Si atom. However, the exact position of this H atom
could not be deduced by X-ray crystallography, since structural
renements with either a terminal (Si–H) or a bridging (Si–H–Si)
position led to identical wR2 values. 1H features as 1H[B(Ar
F)4]
and 1 a trans-bent planar CNHC–Si–Si–CNHC core (Fig. 3).
However, distinct structural differences become apparent upon
comparing the three structures. For example, the Si–Si bond of
Fig. 1 Single-scan cyclic voltammograms of 1H[B(ArF)4] from (1.9) to
(1.3) V at different scan rates at room temperature in fluorobenzene/
0.1 M (nBu4N)PF6 solution; reference electrode: 4 mM [Fe(h
5-
C5Me5)2]
+1/0/0.1 M (nBu4N)PF6 in fluorobenzene.
Scheme 1 Synthesis of 1H upon one-electron reduction of 1H
[B(ArF)4]; (a) +KC8, K[B(ArF)4], 8C; THF; 196 C / 40 C. Two
dots indicate a lone pair of electrons and the dotted line indicates the
population of the Si]Si p* orbital upon reduction; formal charges are
omitted for clarity.
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1H (2.281(3) A˚) is considerably longer than that in 1H[B(ArF)4]
(2.1873(8) A˚)9 or 1 (2.229(1) A˚)19 (Table 1), and lies in-between
that of a typical Si]Si double bond (2.20 A˚)20 and a Si–Si single
bond (e.g. 2.352 A˚ in a-Si).21 In comparison, the Si–CNHC bonds in
1H (1.873(4) A˚) are shorter than the Si–CNHC bonds of the
dicoordinated Si atoms in 1H[B(ArF)4] (1.940(2) A˚)9 and 1
(1.927(1) A˚)19 (Table 1), and similar to that of the trigonal-planar
coordinated Si atom in 1H[B(ArF)4] (1.882(2) A˚).9 Reduction of
1H+ results also in a distinct change of the conformation of the
NHC substituents. Thus, both N-heterocyclic rings in 1H are
arranged coplanar with the trans-bent CNHC–Si–Si–CNHC core as
evidenced by the dihedral angle 4NHC of 3.3(2) (Table 1),
whereas in 1H+ one of the two N-heterocyclic rings (bonded to
the two-coordinated Si atom) adopts an almost orthogonal
orientation (Table 1). All these structural changes can be ratio-
nalized by quantum theory (vide infra). Thus, reduction of 1H+
leads to a population of the Si]Si p* orbital with one electron,
reducing thereby the formal Si–Si bond order from 2 in 1H+ to
1.5 in 1H as nicely reected in the computed Si–Si Wiberg bond
indexes (WBI; WBI(Si–Si) of 1H+¼ 1.70; WBI(Si–Si) of 1H¼ 1.17)
(see ESI, Tables S11 and S12†). The coplanar arrangement of the
N-heterocyclic rings allows for an optimal in-phase interaction
(p-conjugation) of the Si]Si p* orbital with p*(CN2) orbitals of
the NHC substituents in the SOMO of 1H (Fig. 6), providing
a rationale for the shortening of the Si–CNHC bonds and the
concomitant elongation of the CNHC–NNHC bonds of 1H versus
1H+ (Table 1).
IR spectroscopy proved to be a very useful method to deter-
mine unequivocally the position of the Si-bonded H atom. In
fact, the ATR FT-IR spectrum of 1H displayed a n(Si–H)
absorption band at 2089 cm1, which is characteristic for
stretching vibrations of terminal Si–H bonds (see ESI, Fig. S4†).
In comparison, the n(Si–H–Si) band of Si2H is predicted at
signicantly lower wavenumbers (1592 cm1 (2A1 state); 1491
cm1 (2B1 state)),4 and also the n(Si–H–Si) absorption bands of
H-bridged silylium ions are shied to much lower wave-
numbers (ca. 1750–1950 cm1; e.g. 1900 cm1 in [Et3Si–H–SiEt3]
[CHB11Cl11]) compared with the n(Si–H) bands of the corre-
sponding silanes (ca. 2150 cm1).22 Notably, the n(Si–H)
absorption band of 1H appears in-between that of 1H[B(ArF)4]
containing a trigonal planar coordinated Si atom (n(Si–H) ¼
2142 cm1),9 and the Si(II)-hydride (IMe4)SiH(SitBu3) containing
a strongly pyramidal bonded Si atom (IMe4 ¼ C[N(Me)CMe]2:
n(Si–H) in KBr ¼ 1984 cm1).11d Apparently, the n(Si–H)
frequency decreases with increasing pyramidalization of the Si
atom, which according to the quantum chemical calculations
can be traced back to the decreasing s-character of the Si hybrid
orbital in the Si–H bond (see ESI, Tables S11 and S12†).
Further insight into the structure of 1H was provided by
continuous wave (cw) EPR spectroscopy at X-band frequencies.
Spectra with a nicely resolved hyperne coupling pattern could
be obtained from samples of 1H in n-hexane solution at 336 K
(Fig. 4; see also ESI, Fig. S10† for EPR spectra at different
temperatures). Notably, a similar EPR spectrumwas obtained in
diethyl ether solution at 298 K (see ESI, Fig. S12†), suggesting
that solvent coordination effects are negligible. The EPR spec-
trum of 1H displays a multiplet at a giso value of 2.00562, which
could be well simulated assuming coupling of the unpaired
electron to one 1H (I ¼ 1/2) nucleus, two different 29Si (I ¼ 1/2)
and two pairs of two magnetically equivalent 14N (I ¼ 1) nuclei,
respectively (Fig. 4). These observations suggest that 1H has
Fig. 2 Left: UV-Vis-NIR spectra of 1H in n-hexane from 220–1100 nm at different concentrations (c) and path lengths (d). Right: Plot of the
reciprocal molar magnetic susceptibility (cm
1) against the absolute temperature (T) (dotted black line) and the corresponding line (red) and line
equation obtained by linear regression.
Fig. 3 DIAMOND plot of the molecular structure of 1H in the single
crystal at 123(2) K. Thermal ellipsoids are set at 30% electronic prob-
ability. The hydrogen atoms and the iPr groups are omitted for clarity.
The Si-bonded H atom was omitted due to its uncertain position.
Selected bond lengths [A˚], bond angles [] and torsion angles []: Si–Si#
2.281(3), Si–C1 1.873(4); C1–Si–Si# 109.5(1); C1–Si–Si#–C1# 180.0(3).
This journal is © The Royal Society of Chemistry 2016 Chem. Sci., 2016, 7, 4973–4979 | 4975
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a rigid structure and does not undergo a reversible 1,2-H-
migration in solution in contrast to 1H+.9 Remarkably, two quite
different a(29Si) hyperne coupling constants (1.725 and
0.431 mT) were found, indicating an asymmetric spin density
distribution over the Si atoms. Both values are smaller than
those of other Si-based p type radicals, such as the disilene
radical cation [Si2(SitBu2Me)4]
+ (2.30 mT)23 or the disilene
radical anions [Si2R4]
 (2.45–4.83 mT, R ¼ silyl substituent)24
due to extensive delocalization of the spin density into the NHC
substituents, and also signicantly smaller than that of the s-
type radical cation in 1[B(ArF)4] (5.99 mT),7c indicating a locali-
zation of the unpaired electron in a molecular orbital of p-
symmetry in agreement with the results of the quantum
chemical calculations (vide infra). The two a(14N) hfcc's (0.246
and 0.100 mT) suggest a fast rotation of the magnetically
different NHC substituents about the Si–CNHC bonds on
the EPR timescale occurring even at low temperature (see ESI,
Table S6†).
Quantum chemical calculations of 1H were carried out using
the B3LYP functional in combination with the 6-311G** basis
set for the Si, N, Si-bonded H and NHC ring C atoms and the
6-31G* basis set for the peripheral C and H atoms or the B97-D3
functional in combination with RI-JCOSX approximations and
the def2-TZVP basis set for all atoms.25 The levels of theory are
abbreviated in the following with B3LYP/I and B97-D3/II.
Remarkably, calculations at the B3LYP/I level of theory yielded
one minimum structure (1Hcalc), whereas two almost degen-
erate minimum structures were obtained at the B97-D3/II level
of theory (1Hcalc and 1H0calc) (Fig. 5). All calculated minimum
structures display a terminally bonded H atom bound to the Si1
atom. No minimum structure with a bridged H atom was found
on the potential energy hypersurface of 1H at both levels of
theory. The geometrical parameters of the minimum structure
calculated at the B3LYP/I level of theory and the global
minimum structure at the B97-D3/II level of theory are almost
identical (Table 2 and ESI, Table S8†). These structures (1Hcalc)
contain a trigonal-pyramidal coordinated Si1 atom with a sum
of angles of 335.51 (B3LYP/I) and 342.58 (B97-D3/II), respec-
tively. Remarkably, the calculated structure of the diphosphanyl
radical P2(Me)Mes*2, which is isolobal to 1H, displays a trigonal
pyramidal geometry at the three-coordinated P atom (sum of
angles: 337.5),13 as found for 1Hcalc. In comparison, the second
minimum structure obtained at the B97-D3/II level of theory
(1H0calc) is only 5.5 kJ mol
1 higher in energy than 1Hcalc and
contains the Si1 atom in a trigonal planar environment (sum of
angles: 359.61). A comparison of the structural parameters of
1Hcalc and 1H0calc with those obtained by single crystal X-ray
diffraction reveals a good agreement of the calculated Si–Si, Si–
CNHC and CNHC–NNHC bond lengths of both minimum struc-
tures (Table 2 and ESI, Table S8†). While the experimental
results did not allow to clearly distinguish whether a attened
trigonal-pyramidal or a trigonal-planar geometry of the H-
bound Si atom is present in 1H, the theoretical studies suggest
a at energy hypersurface for the planarization of the three-
coordinated Si atom.
The calculated quasi-restricted orbitals (QROs) of 1Hcalc at
the B3LYP/I level of theory and of 1Hcalc and 1H0calc at the B97-
D3/II level of theory are almost identical (Fig. 6 and ESI,
Fig. S17–S19†). The SOMO is the Si]Si p* orbital, conrming
Table 1 Comparison of selected bonding parameters of 1H, 1H[B(ArF)4] and 1
Si–Si [A˚] Si–CNHC [A˚] CNHC–NNHC [A˚] CNHC–Si–Si [] 4NHCc []
1H 2.281(3) 1.873(4) 1.381(4), 1.402(4) 109.5(1) 3.3(2)
1H[B(ArF)]4
a 2.1873(8) 1.882(2) (Si1–CNHC) 1.356(2), 1.358(2) 116.73(7) (C1–Si1–Si2) 8.60(6) (4NHC1)
1.940(2) (Si2–CNHC) 1.356(2), 1.358(2) 95.34(6) (C28–Si2–Si1) 71.06(6) (4NHC2)
1b 2.229(1) 1.927(2) 1.368(2), 1.372(2) 93.37(5) 87.11(5)
a Data taken from ref. 9. Connectivity: [(NHC1)(H)Si1]Si2(NHC2)]+. b Data taken from ref. 19. c 4NHC denotes the dihedral angles between the
CNHC–Si–Si–CNHC least-square plane and the respective N-heterocyclic ring least-square planes.
Fig. 4 Experimental (red curve) and simulated (green curve) X-band
EPR spectra of 1H in n-hexane at 336 K; the ordinate (dA/dB) is omitted
for clarity. giso ¼ 2.00562, a(29Si1) ¼ 1.725 mT, a(29Si2) ¼ 0.431 mT,
a(14N1) ¼ 0.246 mT, a(14N2) ¼ 0.100 mT, a(1H) ¼ 0.605 mT.
Fig. 5 Calculatedminimum structures (1Hcalc and 1H0calc) of Si2(H)(Idipp)2
at the B97-D3/RI-JCOSX/def2-TZVP level of theory. The relative energies
are given in brackets. The H atoms, except the H atom bonded to Si1, and
the iPr substituents are omitted for clarity.
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that reduction of 1H+ leads to a population of the empty Si]Si
p* orbital of 1H+ with one electron (see ESI, Fig. S16†). The
SOMO reveals signicant contributions of p* NHC orbitals due
to p-conjugation. The two lower lying doubly occupied molec-
ular orbitals (DOMOs) are the Si]Si p and the n(Si) lone pair
orbital, respectively.
Notably, CASSCF(3,3)/def2-TZVP calculations26 of 1Hcalc
revealed that the overall wave function is described by a major
ground state conguration of [2-1-0] of the DOMO, SOMO and
LUMO with 96% contribution, suggesting that static correlation
can be neglected in the electronic description of 1H (see ESI†).
The calculated spin densities of 1Hcalc and 1H0calc at the B97-
D3/II level of theory are depicted in Fig. 7. Mulliken analyses27 of
the spin densities reveal that the highest spin density is located
at the dicoordinated Si2 atom (37% in 1Hcalc, 29% in 1H0calc),
whereas the spin density at the Si1 atom is quite small (9% in
1Hcalc, 6% in 1H0calc), which is in full agreement with the
observation of one large and one small a(29Si) hfcc in the
experimental EPR spectrum of 1H (vide supra) (see ESI, Table
S9†).28 Remarkably, a signicant amount of the spin density is
delocalized into the CNHC and NNHC atoms of the Si1-bonded
(17% in 1Hcalc, 27% in 1H0calc) and Si2-bonded (29% in 1Hcalc,
30% in 1H0calc) NHC substituents, which explains the EPR-
spectroscopic detection of two a(14N) hfcc's. The calculated giso
values of 1Hcalc (2.00483) and 1H0calc (2.00454) agree well with
the experimentally obtained giso value (2.00562).
Further insight into the electronic structure of 1H was
provided by a natural bond orbital (NBO) analysis at the B3LYP/I
level of theory (see ESI, Table S12†).25k The Si–Si bond is
composed of a Si–Si s bond and a Si]Si p bond with an
occupancy of 1.95 and 0.82 electrons, respectively, which indi-
cates indirectly a population of the Si]Si p* orbital with one
electron leading thereby to a decrease of the formal Si–Si bond
order from 2 in 1H+ to 1.5 in 1H (vide supra). The Si2 atom in
1Hcalc bears a lone pair of high s-character (72%) as similarly
found for 1H+calc (75%). Remarkably, both Si–CNHC bonds in
1Hcalc are composed of one doubly occupied Si–CNHC s NBO
and one singly occupied Si]CNHC p NBO, of which the latter is
absent in 1H+calc. These additional Si–CNHC p contributions
rationalize the shortening and strengthening of the Si–CNHC
bonds in 1H, which is also reected in the higher Si–CNHC WBI
indexes (1H: WBI(Si–CNHC) ¼ 1.01 and 0.95; 1H+: WBI(Si–CNHC)
¼ 0.86 and 0.74).
Comparative analyses of the charge by natural population
analyses (NPA) of 1Hcalc and 1H
+
calc at the B3LYP/I level of
theory reveal that the positive partial charges at the Si atoms of
1H+calc (q(Si1) ¼ 0.27e, q(Si2) ¼ 0.21e) are decreased by the
reduction (1H: q(Si1) ¼ 0.14e, q(Si2) ¼ 0.03e) (see ESI, Table
S13†). Furthermore, the one-electron reduction leads to
a signicant decrease of the overall charges of the NHC
substituents (1H+calc: q(NHC1) ¼ 0.36e, q(NHC2) ¼ 0.30e; 1H:
q(NHC1) ¼ 0.05e, q(NHC2) ¼ 0.04e), whereas the hydridic
character of the Si1-bonded H atom is retained (1H+calc: q(H) ¼
0.14e; 1H: q(H) ¼ 0.18e).
Table 2 Comparison of selected experimental and calculated bonding parameters of 1H, 1Hcalc and 1H0calc
Si1–Si2 [A˚] Si1–C1 [A˚] Si2–C2 [A˚]
P
Si1
c [] C1–Si1–Si2–C2 [] 4NHC1d [] 4NHC2d []
1H 2.281(3) 1.873(4) 1.873(4) — 180.0(3) 3.3(2) 3.3(2)
1Hcalc
a 2.339 1.885 1.907 335.51 173.69 32.71 1.26
1Hcalc
b 2.308 1.861 1.884 342.58 173.63 21.95 3.41
1H0calc
b 2.289 1.841 1.886 359.61 179.32 6.68 3.24
a Calculated at the B3LYP/6-311G**/6-31G* level of theory. b Calculated at the B97-D3/RI-JCOSX/def2-TZVP level of theory. c
P
Si1 is the sum of
angles around the Si1 atom. d 4NHC1 and 4NHC2 denote the dihedral angles between the least-square plane of the atoms C1, Si1, Si2, C2 and the
least square plane of the heterocyclic ring atoms of the NHC substituent bonded to Si1 and Si2, respectively.
Fig. 6 Quasi-restricted orbitals (QROs) of 1Hcalc (B97-D3/RI-JCOSX/def2-TZVP) and their corresponding energy eigenvalues; isosurface value:
0.04 e bohr3; DOMO¼ doubly occupied molecular orbital, SOMO¼ singly occupied molecular orbital, LUMO¼ lowest unoccupied molecular
orbital.
Fig. 7 Spin densities of the calculated minimum structures 1Hcalc (left)
and 1H0calc (right) at the B97-D3/RI-JCOSX/def2-TZVP level of theory.
The N-bonded 2,6-diisopropylphenyl substituents are omitted for
clarity.
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3. Conclusions
The isolation and full characterization of NHC-trapped Si2H
(1H) can be considered as a major advance in low-valent silicon
hydride chemistry, given the intermediacy of Si2H in the
chemical vapor deposition of amorphous hydrogenated silicon
that is widely used in solar cell and thin lm transistors tech-
nology. Whereas Si2H features a C2v-symmetric H-bridged
ground state structure and is a s-type radical with a symmetric
distribution of the spin density over the two silicon atoms,
its NHC-trapped counterpart Si2(H)(Idipp)2 (1H) features
a terminal Si–H bond and is a p-type radical, in which the
unpaired electron occupies the Si]Si p* orbital (SOMO),
leading to a formal Si–Si bond order of 1.5. Signicant delo-
calization of the spin density into the NHC substituents occurs
via p-conjugation of the Si]Si p* orbital with the p* orbitals of
the coplanar arranged N-heterocyclic rings leading to a stabili-
zation of the radical, in which the spin density is higher at the
two-coordinated Si site. The mixed valent disilicon(0,I) hydride
1H can be alternatively regarded as a H atom trapped in the
closed shell compound Si2(Idipp)2. Implications of this view in
hydrogen atom transfer chemistry29 are currently investigated.
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1. Experimental section – general part 
 All experiments were carried out under an atmosphere of argon using Schlenk or glove 
box techniques. Argon was commercially received with a purity of ≥99.999 % and passed 
through a gas purification system composed of two consecutive columns to remove traces of 
water and oxygen. The first column was filled with the BTS copper catalyst R3-11G from 
BASF and heated at ~80 °C and the second column with 4 Å molecular sieves. The 
glassware was dried in an oven at approximately 110 °C and baked under vacuum prior to 
use. 
 THF and n-hexane were refluxed several days over sodium wire/benzophenone and 
sodium wire/benzophenone/tetraglyme (0.5 vol%), respectively, purged several times with 
argon during reflux and distilled off under argon. Fluorobenzene and acetonitrile for the cyclic 
voltammetric measurements was stirred several days over CaH2 and trap-to-trap condensed. 
Diethyl ether (Et2O) used for the EPR samples was stirred several days over LiAlH4 and trap-
to-trap condensed. All solvents were degassed by three freeze-pump-thaw cycles and stored 
in the glove box. 
 The IR spectrum of 1H (4000 – 400 cm−1) was recorded on a Bruker Alpha FT-IR 
spectrometer in the glovebox with a diamond single-reflection Platinum-ATR module at room 
temperature. The following abbreviations were used for the intensities of the absorption 
bands: vs = very strong, s = strong, m = medium, w = weak, vw = very weak. 
 The C, H, N analysis of 1H was carried out in triplicate on an Elementar Vario Micro 
elemental analyzer. The individual C, H, N values did not differ by more than ±0.3 %. The 
mean C, H, N values are given below for compound 1H. 
 The thermal behaviour of compound 1H was studied on a Büchi melting point B-545 
apparatus. The samples were sealed in glass-capillary tubes under vacuum and heated once 
with a gradient of 5 K min−1 for a rough determination of the temperature of decomposition 
and twice with a gradient of 2 K min−1 (starting 20 K below the roughly determined 
temperature) for a precise determination of the temperature of decomposition. The molten 
samples were cooled to room temperature and studied by 1H NMR spectroscopy verifying 
the decomposition of 1H. 
 The compound [Si2(H)(Idipp)2][B(ArF)4] (1H[B(ArF)4], Idipp = C[N(C6H3-2,6-iPr2)CH]2, ArF = 
C6H3-3,5-(CF3)2) was prepared as described recently.[S1] KC8 was synthesized following the 
published procedure upon heating a 8:1 mixture of graphite and potassium to ca. 450 °C 
under vacuum.[S2] [Fe(5-C5Me5)2][B(ArF)4] was synthesized as described in the literature and 
recrystallized from diethyl ether at −60 °C.[S3] 
  
S3 
 
2. Cyclic voltammetric studies of [Si2(H)(Idipp)2][B(ArF)4] (1H[B(ArF)4]) 
 The cyclic voltammetric studies were performed with an Autolab Eco electrochemical 
workstation composed of an Autolab PGSTAT 20 potentiostat/galvanostat. The results were 
analyzed with the Autolab software version 4.9. The experiments were carried out in a glove 
box under argon in a gas-tight specially designed full-glass three-electrode cell at ambient 
temperature. A glass-carbon disk electrode (Ø = 2 mm) was used as working electrode, a Pt 
wire of 1 mm diameter as counter electrode and a 4 mM [Fe(C5Me5)2]+1/0 / 0.1 M nBu4NPF6 
solution as reference electrode, which was separated from the substrate/electrolyte solution 
with a Vycor frit (4 mm).1 In all experiments fluorobenzene was used as solvent and tetra-n-
butylammonium hexafluorophosphate (nBu4NPF6) as supporting electrolyte in a 
concentration of 0.1 M. The electrolyte was recrystallized twice from ethanol and dried for 
several hours at 150 °C before use. iR-drop compensation was applied for all experiments. 
 All potentials are reported relative to the reference electrode. For comparison reasons, the 
half-wave potential of the [Fe(C5H5)2]+1/0 versus the [Fe(C5Me5)2]+1/0 redox couple was 
determined under the same conditions by a separate cyclic voltammetric experiment and 
found to be E1/2 = 520 mV.2 For further comparison reasons, the half-wave potentials of the 
[Fe(C5H5)2]+1/0 and the [Fe(C5Me5)2]+1/0 redox couples in acetonitrile were determined versus 
the saturated calomel reference electrode (SCE), which was separated from the bulk solution 
by a salt bridge containing 0.1 M nBu4NPF6 in acetonitrile in order to modulate the SCE 
junction transport consequences,[S4] and found to be E1/2 = 406 and −93 mV, respectively. 
 The cyclic voltammograms of 1 are depicted in Figures S1 and S2, and show that the 
compound undergoes a reversible reduction in fluorobenzene at a half-wave potential E1/2(1) 
of −1.626 V. The following criteria were applied to verify the reversibility of this process 
(Table S1):[S4] 
a) the half-wave potential was found to be constant for several scan rates (v) ranging from 50 
– 800 mV s−1; 
b) the anodic and cathodic peak currents were almost identical (ipc / ipa ≈ 1) independent of 
the scan rate; 
c) the difference between the cathodic and the anodic potentials Ep ranged from 62 –
 80 mV at scan rates of 50 – 800 mV s−1 and found to be slightly larger than the value for an 
                                                
1  The [Fe(C5Me5)2]+1/0 redox couple was suggested to serve as a superior reference electrode compared to 
[Fe(C5H5)2]+1/0, see: a) I. Noviandri, K. N. Brown, D. S. Fleming, P. T. Gulyas, P. A. Lay, A. F. Masters, L. 
Phillips, J. Phys. Chem. B 1999, 103, 6713; b) J. R. Aranzaes, M.-C. Daniel, D. Astruc, Can. J. Chem. 2006, 
84, 288. 
2  E1/2 corresponds to the thermodynamic standard redox potential of a redox pair, when the diffusion coefficients 
of the oxidized and reduced forms show little difference, which is often the case: J. Heinze, Angew. Chem. Int. 
Ed. Engl. 1984, 23, 831; Angew. Chem. 1984, 96, 823. 
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ideal Nernstian process (58 mV). The deviation of Ep from that of an ideal Nernstian 
process can be rationalized by an incomplete iR drop compensation; 
d) a plot of the cathodic peak current ipc against the square root of the scan rate confirmed an 
almost linear relationship (Figure S3). 
 One irreversible oxidation was also observed at E1/2(2) = 0.665 V at a scan rate of 
100 mV s−1, for which the cathodic peak could not be sufficiently resolved. The ratio of the 
cathodic and anodic peak currents was significantly smaller than 1 and the difference 
between the cathodic and the anodic potentials of 86 mV was significantly larger than 58 mV, 
thus indicating a rapid follow-up chemical reaction of a putative [Si2(H)(Idipp)2]2+ dication. 
 
 
Figure S1. Single-scan cyclic voltammograms of 1H[B(ArF)4] in fluorobenzene from (−2.000) – 1.000 V at 
ambient temperature at scan rates of 50 and 100 mVs−1; reference electrode: 4 mM [Fe(C5Me5)2]+1/0 / 
0.1 M nBu4NPF6 in fluorobenzene; electrolyte: 0.1 M nBu4NPF6. 
 
 
Figure S2. Single-scan cyclic voltammograms of 1H[B(ArF)4] in fluorobenzene from (−1.900) – (−1.300) V at 
ambient temperature at different scan rates (50 – 800 mV s−1); reference electrode: 4 mM [Fe(C5Me5)2]+1/0 / 0.1 M 
nBu4NPF6 in fluorobenzene; electrolyte: 0.1 M nBu4NPF6. 
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Table S1: Results of the cyclic voltammetric analysis of 1H[B(ArF)4].[a] 
v [mV s−1] Ep [mV] ipc / ipa E1/2 [V] 
50 62 1.00 −1.627 
100 72 1.03 −1.628 
200 76 1.00 −1.624 
400 80 1.01 −1.624 
600 66 1.03 −1.625 
800 70 1.04 −1.627 
100 86 0.20 0.665 
[a]: v = scan rate; Ep = Epa – Epc, where Epa is the anodic peak potential and Epc the cathodic peak potential; ipc / ipa = ratio of 
cathodic and anodic peak current; E1/2 = (Epa + Epc) / 2 = half-wave potential. Potentials are given versus the [Fe(C5Me5)2]+1/0 
redox pair. 
 
 
Figure S3. Plot of the cathodic peak current (ipc) against the square root of the scan rate (v½) for the reversible 
reduction of 1H[B(ArF)4] at E1/2 = −1.626 V. 
 
3. Synthesis of Si2(H)(Idipp)2 (1H) 
 To a mixture of compound 1H[B(ArF)]4 (250 mg, 0.147 mmol) and KC8 (22 mg, 
0.162 mmol, 1.1 eq.) were added 4 mL of THF by vacuum transfer at −196 °C. The mixture 
was warmed to −40 °C and a brownish suspension was obtained. Stirring for 10 minutes 
afforded a green solution with a black precipitate, which was further stirred at −40 °C for 30 
minutes. The suspension was warmed to room temperature and stirred for 1 h. Subsequent 
evaporation of the solvent under vacuum afforded a dark green-black residue, which was 
dried for 30 minutes under vacuum. The solid was extracted with 3 × 5 mL and 1 × 2 mL of n-
hexane, of which the last extract had only a slightly greenish color. The combined dark 
green-blue extracts were concentrated under vacuum to ca. 3 mL (incipient precipitation of a 
dark green solid) and stored at −60 °C for 48 h. The dark green solid was separated from the 
mother liquor with a filter cannula at −60 °C and dried for 1 h at room temperature. Yield: 
67 mg (0.08 mmol, 55 %). Elemental analysis calcd (%) for C54H73N4Si2 (834.36): C 77.73, H 
v½ [(mVs−1)½]
ipc [A]
y = −0.7186x − 2.9422
R2 = 0.9913 
5 10 15 20 25 30
−25
−20
−15
−10
−5
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8.82, N 6.71; found: C 76.00 H 8.54 N 6.31 %. Melting point: 147 °C (decomposition upon 
melting to a dark red mass).3 
 IR (solid, RT, Figures S4 and S5):  [cm−1] =409 (w), 460 (w), 495 (w), 521 (vw), 548 (w), 
584 (vw), 638 (w), 670 (w), 694 (s), 714 (vw), 729 (vw), 750 (m), 757 (m), 794 (s), 839 (vw), 
886 (vw), 930 (w), 958 (w), 1040 (s), 1074 (vs), 1083 (vs), 1113 (m), 1147 (vw), 1165 (vw), 
1178 (w), 1200 (m), 1229 (vs), 1244 (vs), 1272 (m), 1292 (m), 1302 (m), 1315 (w), 1330 (w), 
1360 (m), 1385 (m), 1457 (m), 1466 (m), 1496 (vw), 1553 (vw), 1590 (vw), 1609 (vw), 2089 
(w) [(Si–H)], 2864 (m), 2924 (m), 2958 (m), 3030 (vw), 3067 (vw), 3130 (vw). 
 
 
Figure S4. ATR FT-IR spectrum of a solid state sample of 1H. 
 
                                                
3  A 1H NMR spectrum of the red mass obtained after cooling of the molten sample to room temperature in C6D6 
showed the presence of Idipp and a small amount (ca. 5 %) of Si2(Idipp)2. 
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Figure S5. Excerpt of the ATR FT-IR spectrum of a solid state sample of 1H from 400 – 1900 cm−1. 
 
3.1 Chemical one-electron oxidation of 1H 
 A J. Young NMR tube was charged with 10 mg (12 mol) of 1H and 14 mg (12 mol, 
1.0 eq.) of [Fe(5-C5Me5)2][B(ArF)4]. Upon addition of 0.5 mL of THF-d8 a dark green solution 
was obtained, which rapidly turned dark red. The recorded 1H NMR spectrum showed the 
signals of 1H[B(ArF)4] and [Fe(5-C5Me5)2], indicating a selective one-electron oxidation of 1H 
to 1H[B(ArF)4]. 
 
4. UV-Vis-NIR spectroscopy of 1H 
 The UV-Vis-NIR spectra of 1H were recorded on a Thermo Scientific Evolution 300 
spectrometer in a special designed quartz cuvette under inert conditions. The measurements 
were performed using three different path lengths (d = 1 mm, 5 mm and 10 mm) and different 
concentrations (c = 360 mol L−1 and 250 mol L−1) in n-hexane at ambient temperature. The 
UV-Vis-NIR spectra are depicted in Figure S6 and the absorption maxima and corresponding 
molar extinction coefficients  are summarized in Table S2. The absorption bands were 
determined by means of band deconvolution assuming a Gaussian line profile. The 
corresponding deconvoluted absorption bands are displayed in Figure S7 and the 
parameters used for the band deconvolution are summarized in Table S3.4 
                                                
4  The measured spectrum was approximated as a convolution of different Gaussian functions, which represent 
the single absorption bands. The deconvolution operation was performed using Microsoft Excel 2007 following 
standard methods (see for example: E. J. Billo, Excel for chemists - A comprehensive guide, 3rd ed., Wiley-
VCH, Weinheim, 2011, pp. 474–476). 
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Figure S6. Experimental UV-Vis-NIR spectra of 1H in n-hexane from 220 – 1100 nm at different concentrations c 
of 1H and path lenghts d of the cuvette. 
 
 
Figure S7. Deconvoluted and experimental UV-Vis-NIR spectra of 1H in n-hexane at c = 360 mol L−1 and d = 
5 mm. 
 
Table S2: Absorption maxima of the UV-Vis-NIR spectra of 1H depicted in Figure S6 and their corresponding 
molar extinction coefficients. 
 [nm] 254 305 436 608 704 958 
 · 10−3 [L mol−1 cm−1] 9.97 8.14 5.17 7.11 6.86 1.44 
 
Table S3: Parameters used for the band deconvolution of the UV-Vis-NIR spectrum depicted in Figure S7.[a] 
 Band 1 Band 2 Band 3 Band 4 Band 5 Band 6 Band 7 Band 8 Band 9 Band 10 
 970 727 662 598 521 456 413 374 338 308 
E 0.26 0.97 0.47 1.08 0.49 0.68 0.61 0.56 0.70 1.10 
 1500 1250 1400 1650 1800 1700 2000 2500 2500 2500 
[a]: max = wavelength [nm]; E = extinction maximum;  = linewidth [cm−1]. 
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5. Magnetic susceptibility measurement of 1H 
 The magnetic susceptibility measurement of 1H was performed on a PPMS VLM-409p 
vibrating-sample magnetometer in a temperature range of 1.9 – 300 K and the obtained 
susceptibilities were diamagnetically corrected.[S5] 
 A plot of the reciprocal molar magnetic susceptibility against the absolute temperature 
(Figure S8) shows a linear correlation as expected for a paramagnetic compound following 
Curie’s law.[S6] Calculation of the effective magnetic moment from the slope of the line 
obtained after linear regression (R2 = 0.9903) yielded eff = 1.68B (B = Bohr magneton = 
9.27400968(20) · 10−24 J T−1). The value is slightly lower than the expected value derived 
from the spin-only formula for one unpaired electron (eff = 1.73B).[S6] The difference might 
arise from a slight decomposition of the extremely air-sensitive compound 1H during the 
measurement. A plot of the effective magnetic moment against the absolute temperature 
(Figure S9) revealed only a small temperature dependence of the effective magnetic moment 
of 1H. The obtained data clearly suggest the presence of one unpaired electron in compound 
1H. 
 
 
Figure S8. Plot of the reciprocal molar magnetic susceptibility m−1 against the absolute temperature T (dotted 
black line) and the corresponding line (red) and line equation obtained by linear regression. 
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Figure S9. Plot of the effective magnetic moment eff against the absolute temperature T; B = Bohr magneton = 
9.27400968(20) · 10−24 J T−1. 
 
6. Single crystal X-Ray diffraction analysis of 1H 
 Clear dark blue blocks of 1H suitable for single crystal X-ray diffraction were obtained 
upon crystallization from a concentrated n-hexane solution at −60 °C. The crystals were 
protected with Fomblin® Y during mounting on the goniometer. 
 The data collection was performed on a STOE IPDS-2T diffractometer using graphite 
monochromated Mo-K radiation ( = 0.7107 Å). The diffractometer was equipped with a low-
temperature device (Oxford Cryostream 700er series, 123(2) K). Intensities were measured 
by fine-slicing  and -scans and corrected for background, polarization and Lorentz effects. 
An absorption correction by integration was applied for all data sets.[S7] The structures were 
solved by direct methods and refined anisotropically by the least-squares procedure 
implemented in the SHELX program system.[S8] Hydrogen atoms except the silicon-bonded 
hydrogen atom were included using the riding model on the bound carbon atoms. The 
silicon-bonded hydrogen atom was found on the difference Fourier map and anisotropically 
refined with an occupancy of 1/2, which results from the inversion centre of the space group 
P21/c. Due to the low electronic density, the position of the silicon-bonded hydrogen atom 
cannot be accurately determined by X-ray diffraction analysis. This was verified by changing 
the position of the hydrogen atom, including a bridged position between the silicon atoms, 
which resulted in no variation of the final R indices. Selected crystallographic refinement data 
are listed in Table S4. 
 CCDC-1471165 contains the supplementary crystallographic data for this paper, which 
can be obtained free of charge from the Cambridge Crystallographic Data Centre via 
www.ccdc.cam.ac.uk/data_request/cif. 
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Table S4: Crystal data and structure refinement of 1H. 
Empirical formula C54H73N4Si2 
Moiety formula C54H73N4Si2 
Formula weight 834.36 g mol−1 
Temperature 123(2) K 
Wavelength 0.71073 Å 
Crystal system, space group monoclinic, P21/c 
Unit cell dimensions a = 12.9588(11) Å,  = 90° 
b = 13.5352(9) Å,  = 126.432(5)° 
c = 18.2226(15) Å,  = 90° 
Volume 2571.6(3) Å3 
Z 2 
calc 1.078 mg m−3 
 0.106 mm−1 
F(000) 906.0 
Crystal size 0.24 × 0.18 × 0.12 mm 
2-range for data collection 5.42 – 56° 
Limiting indices −17 ≤ h ≤ 17, −17 ≤ k ≤ 17, −24 ≤ l ≤ 24 
Reflections collected 20621 
Independent reflections 6197 (Rint = 0.1649, R = 0.2106) 
Completeness to   99.9 % 
Absorption correction integration 
Min. and max. transmission 0.6417; 0.9185 
Refinement method Full-matrix least squares on F2 
Data / restraints / parameters 6197 / 0 / 279 
Goodness-of-fit on F2 0.754 
Final R indices [I ≥ 2(I)] R1 = 0.0754, wR2 = 0.1719 
Final R indices (all data) R1 = 0.1884, wR2 = 0.2041 
Largest diff. peak / hole 0.46 / −0.27 e Å−3
 
7. EPR spectroscopic analysis of 1H 
 The samples used for the EPR experiments were prepared by dissolving a small amount 
of solid 1H (approximately 1 mg) in 4 mL of n-hexane or diethyl ether in the glove box to 
afford a green colored solution (c ≈ 300 mol L−1). The solution was transferred to a Wilmad® 
Suprasil EPR tube (Ø = 3.8 mm) with a syringe and the tube was sealed off under vacuum 
with an oxygen/hydrogen burner. 
 The continuous-wave (cw) EPR experiments were performed in n-hexane in the 
temperature range of 183 – 336 K at X-band microwave (MW) frequencies on a Bruker 
EMXmicro EPR spectrometer with the EMXmicro standard resonator. The sample 
temperature was adjusted using a liquid nitrogen evaporator and the ER 4131VT 
temperature control system. 
 The EPR experiment in diethyl ether was performed on a Bruker ELEXSYS E580 EPR 
spectrometer. A Super High-Q resonator and an Oxford ESR900 helium gas-flow cryostat 
was employed for the cw measurement at X-band MW frequency. 
 For each measurement it was validated that neither a saturation of the EPR signal 
occurred nor that the resolution could be further improved by varying the microwave power 
and the modulation amplitude, respectively. 
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 The measurement parameters are given in Table S5. The spectra were simulated using 
the garlic routine of the EasySpin program package.[S9] The simulation parameters for all 
spectra are given in Tables S6 and S7. 
 
Figure S10. Experimental (red curves) and simulated (green curves) X-band EPR spectra of 1H in n-hexane from 
183 – 336 K; the ordinate (dA/dB) is omitted for clarity. 
 
Figure S11. Experimental (bottom, red curve) and simulated (top, green curve) X-band EPR spectra of 1H in n-
hexane at 336 K; the ordinate (dA/dB) is omitted for clarity. 
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Figure S12. Experimental (red curves) and simulated (green curves) X-band EPR spectra of 1H in diethyl ether 
(top) and n-hexane (bottom) at 298 K; the ordinate (dA/dB) is omitted for clarity. 
 
Figure S13. Experimental (red curve) and simulated (green curve) X-band EPR spectra of 1H in frozen n-hexane 
solution at 153 K; the ordinate (dA/dB) is omitted for clarity. 
 
Table S5: Parameters used for the EPR measurements of 1H.[a] 
solvent 
T 
[K] 
 
[GHz] 
MA 
[G] 
P 
[mW] 
RG 
[dB] 
CT 
[ms] 
TC 
[ms] 
CF 
[mT] 
SW 
[mT] 
NP 
n-hexane 153 9.4523 1.0 0.578 30 32.10 20.48 337.0 10.0 1902 
n-hexane 183 9.4542 0.2 0.578 30 6.41 20.48 337.0 10.0 9509 
n-hexane 213 9.4491 1.0 0.057 30 32.10 20.48 337.0 10.0 1902 
n-hexane 298 9.4591 1.0 0.057 30 32.10 20.48 337.0 10.0 1902 
n-hexane 336 9.4491 0.2 0.057 30 6.44 20.48 337.0 10.0 9509 
diethyl ether 298 9.4094 0.5 1.262 40 21.00 20.48 335.5 10.0 1024 
[a]:  T = temperature,  = microwave frequency, MA = modulation amplitude, P = microwave power, RG = receiver gain, CT = 
conversion time, TC = time constant, CF = center field, SW = sweep width, NP = number of points on the field axis. 
 
332 333 334 335 336 337 338
n-Hexan, sim
n-Hexan,exp
B [mT]
n-hexane
diethyl ether exp
sim
B [mT]
332 333 334 335 336 337 338 339 340 341 342
FK, sim
FK, expexp
sim
S14 
 
Table S6: Isotropic g values, hyperfine coupling constants (a) and lineshape parameters used to simulate the 
spectrum of 1H in liquid n-hexane and diethyl ether solution.[a] 
solvent 
T 
[K] 
g 
a(29Si1) 
[mT] 
a(29Si2) 
[mT] 
a(14N1) 
[mT] 
a(14N2) 
[mT] 
a(1H) 
[mT] 
lwppG 
[mT] 
lwppL 
[mT] 
n-hexane 183 2.00585 1.725 0.431 0.246 0.099 0.630 0.11 0.08 
n-hexane 213 2.00567 1.725 0.431 0.244 0.097 0.622 0.11 0.02 
n-hexane 298 2.00538 1.725 0.431 0.246 0.099 0.607 0.10 0.02 
n-hexane 336 2.00562 1.725 0.431 0.246 0.100 0.605 0.08 0.02 
diethyl ether 298 2.00553 1.775 0.444 0.246 0.098 0.657 0.11 0.01 
[a]: T = temperature; lwppG = linewidth peak-to-peak for the Gaussian contribution; lwppL = linewidth peak-to-peak for the 
Lorentzian contribution. 
 
Table S7: Anisotropic g values and lineshape parameters used to simulate the spectrum of 1H in frozen n-hexane 
solution.[a] 
solvent 
T 
[K] 
g11 g22 g33 giso 
lwppG 
[mT] 
lwppL 
[mT] 
HS11 
[mT] 
HS22 
[mT] 
HS33 
[mT] 
n-hexane 153 2.00110 2.00550 2.01070 2.00577 0.13 0.46 0.04 0.53 0.04 
[a]: T = temperature; lwppG = linewidth peak-to-peak for the Gaussian contribution; lwppL = linewidth peak-to-peak for the 
Lorentzian contribution, HS = hyperfine strain parameter. The isotropic g value (giso) was calculated according to giso = (g11 + g22 
+ g33)/3. 
 
8. Quantum-chemical calculations of 1H+ and 1H 
 The DFT calculations of the compounds 1H+ and 1H were carried out using the B3LYP 
functionals[S10] in combination with the 6-311G** basis set[S11] for the Si, N, Si-bonded H and 
heterocyclic ring C atoms and the 6-31G* basis set for the peripherical C and H atoms or the 
B97-D3 functionals[S12] in combination with the RI-JCOSX approximations[S13] and the def2-
TZVP basis sets[S14] for all atoms. The structure optimizations were performed without 
symmetry restraints using the ORCA 3.0.0 program package with its internal standard 
convergence criteria.[S15] The optimized geometries were verified as minima on the potential 
energy surface by two-sided numerical differentiation of the analytical gradients to obtain 
harmonic frequencies, which were also used to calculate the zero point vibrational energies 
(ZPVE). The calculations of the EPR parameters were carried out at the B97-D3/RI-
JCOSX/def2-TZVP level of theory. The spin densities were obtained by a Mulliken spin 
density analysis at the B97-D3/RI-JCOSX/def2-TZVP level of theory.[S16] The natural bond 
orbital (NBO) analyses were performed using the NBO 3.1 program at the B3LYP/6-
311G**/6-31G* level of theory.[S17] 
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8.1 Comparison of selected experimental and calculated bonding parameters 
 Calculations at the B3LYP/6-311G**/6-31G* level of theory revealed one optimized 
minimum structure for 1Hcalc with a pyramidalized Si1 atom (Figure S14, Table S8). For 
comparison reasons, the bonding parameters of the optimized minimum structure of 1H+calc 
were also calculated at the B3LYP/6-311G**/6-31G* level of theory (Figure S14, Table S8). 
Calculations at the B97-D3/RI-JCOSX/def2-TZVP level of theory led to two structurally 
different minimum structures (Figure S15, Table S8). The first minimum structure (1Hcalc) 
features a pyramidalized Si1 atom and shows similar bonding parameters as the minimum 
structure calculated at the B3LYP/6-311G**/6-31G* level of theory (Table S8). The second 
minimum structure (1H’calc), which is 5.5 kJ mol−1 higher in energy compared to 1Hcalc, 
consists of a trigonal-planar Si1 atom and a more coplanar orientation of the Si1-bonded 
NHC substituent, whereas the other bonding parameters are similar to those of 1Hcalc (Table 
S8). 
 
Figure S14. Calculated (1H+calc and 1Hcalc, B3LYP/6-311G**/6-31G*) structures of [Si2(H)(Idipp)2]+ and 
Si2(H)(Idipp)2. The H atoms, except the H atoms bonded to Si1, and the iPr substituents are omitted for clarity. 
 
 
Figure S15. Experimental (1H) and calculated (1Hcalc and 1H’calc, B97-D3/RI-JCOSX/def2-TZVP) structures of 
Si2(H)(Idipp)2. The relative energies of 1Hcalc and 1H’calc are given in brackets. The H atoms, except the H atom 
bonded to Si1 in 1Hcalc and 1H’calc, and the iPr substituents are omitted for clarity. 
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Table S8: Comparison of selected experimental and calculated bonding parameters of 1H+ in 1H[B(ArF)4], 1H+calc, 
1H, 1Hcalc and 1H’calc. 
 
Si1–Si2 
[Å] 
Si1–C1 
[Å] 
Si2–C2 
[Å] 
Si1–H 
[Å] 
C1–N1 
[Å] 
C1–N2 
[Å] 
C2–N3 
[Å] 
C2–N4 
[Å] 
1H+[a] 2.1873(8) 1.882(2) 1.940(2) 1.32(2) 1.356(2) 1.358(2) 1.356(2) 1.358(2) 
1H+calc[b] 2.209 1.896 1.972 1.481 1.369 1.366 1.366 1.366 
1H 2.281(3) 1.873(4) 1.873(4) – 1.381(4) 1.402(4) 1.381(4) 1.402(4) 
1Hcalc[b] 2.339 1.885 1.907 1.496 1.392 1.389 1.400 1.397 
1Hcalc[c] 2.308 1.861 1.884 1.495 1.393 1.388 1.397 1.393 
1H’calc[c] 2.289 1.841 1.886 1.489 1.399 1.392 1.400 1.393 
 C1-Si1-Si2 
[°] 
C2-Si2-Si1 
[°] 
C1-Si1-H 
[°] 
Si2-Si1-H 
[°] 
Si1[d]
[°] 
C1-Si1-Si2-C2 
[°] 
NHC1[f] 
[°] 
NHC2[f]
[°] 
1H+[a] 116.73(7) 95.34(6) 106(1) 138(1) 360(1)[e] 177.61(9) 8.60(6) 71.06(6) 
1H+calc[b] 120.12 97.94 103.60 136.11 359.83 −177.26 12.07 73.46 
1H 109.5(1) 109.5(1) – – – 180.0(3) 3.3(2) 3.3(2) 
1Hcalc[b] 112.09 104.20 98.90 124.52 335.51 173.69 32.71 1.26 
1Hcalc[c] 111.88 102.40 99.87 130.83 342.58 173.63 21.95 3.41 
1H’calc[c] 116.55 102.87 101.90 141.16 359.61 179.32 6.68 3.24 
[a]: Experimental structural parameters obtained from ref. [S1]. [b]: Calculated at the B3LYP/6-311G**/6-31G* level of theory. 
[c]: Calculated at the B97-D3/RI-JCOSX/def2-TZVP level of theory. [d]: Si1 is the sum of angles around the Si1 atom. [e]: The 
uncertainty (u) of the sum of angles is given in parenthesis and was calculated from the individual uncertainties (ui) by error 
propagation using the formula u = ((ui)2)1/2. [f]: NHC1 and NHC2 denote the dihedral angles between the least-square plane of 
the atoms C1, Si1, Si2, C2 and the least square plane of the heterocyclic ring atoms of the NHC substituent bonded to Si1 and 
Si2, respectively. 
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8.2 Kohn-Sham orbitals of 1H+calc and quasi-restricted orbitals of 1Hcalc and 1H’calc 
 
 
HOMO−1 
n(Si) 
−7.84 eV 
HOMO 
(Si–Si) 
−7.05 eV 
LUMO 
*(Si–Si) + (NHC ring) 
−4.07 eV 
LUMO+1 
*(NHC ring) 
−2.98 eV 
Figure S16. Kohn-Sham orbitals of 1H+calc (B3LYP/6-311G**/6-31G*) and their corresponding energy 
eigenvalues; isosurface value: 0.04 e bohr−3; HOMO = highest occupied molecular orbital, LUMO = lowest 
unoccupied molecular orbital. 
   
DOMO−1 DOMO SOMO LUMO 
n(Si) (Si–Si) *(Si–Si)+(NHC ring) (NHC aryl) and *(NHC 
ring 
−4.45 eV −3.39 eV −1.24 eV −0.14 eV 
Figure S17. Quasi-restricted orbitals (QROs) of 1Hcalc (B3LYP/6-311G**/6-31G*) and their corresponding energy 
eigenvalues; isosurface value: 0.04 e bohr−3; DOMO = doubly occupied molecular orbital, SOMO = singly 
occupied molecular orbital, LUMO = lowest unoccupied molecular orbital. 
 
   
DOMO−1 
n(Si) 
−4.33 eV 
DOMO 
(Si–Si) 
−3.75 eV 
SOMO 
*(Si–Si)+(NHC ring) 
−2.31 eV 
LUMO 
*(Si–C) + *(NHC ring) 
0.67 eV 
Figure S18. Quasi-restricted orbitals (QROs) of 1Hcalc (B97-D3/RI-JCOSX/def2-TZVP) and their corresponding 
energy eigenvalues; isosurface value: 0.04 e bohr−3; DOMO = doubly occupied molecular orbital, SOMO = singly 
occupied molecular orbital, LUMO = lowest unoccupied molecular orbital. 
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DOMO−1 
n(Si) 
−4.23 eV 
DOMO 
(Si–Si) 
−3.85 eV 
SOMO 
*(Si–Si)+(NHC ring) 
−2.22 eV 
LUMO 
*(Si–C) + *(NHC ring) 
0.67 eV 
Figure S19. Quasi-restricted orbitals (QROs) of 1H’calc (B97-D3/RI-JCOSX/def2-TZVP) and their corresponding 
energy eigenvalues; isosurface value: 0.04 e bohr−3; DOMO = doubly occupied molecular orbital, SOMO = singly 
occupied molecular orbital, LUMO = lowest unoccupied molecular orbital. 
 
8.3 Spin densities of 1Hcalc and 1H’calc 
 
Figure S20. Spin densities of the calculated (B97-D3/RI-JCOSX/def2-TZVP) minimum structures 1Hcalc (left) and 
1H’calc (right). 
 
Table S9: Selected results of the Mulliken spin density analysis of the calculated (B97-D3/RI-JCOSX/def2-TZVP) 
minimum structures 1Hcalc and 1H’calc. For numbering of the atoms see Figure S15. 
 Si1 C1 N1 N2 H Si2 C2 N3 N4 
1Hcalc 0.09 0.10 0.04 0.03 0.00 0.37 0.17 0.05 0.07 
1H’calc 0.06 0.16 0.06 0.05 0.01 0.29 0.18 0.05 0.07 
 
 
 
 
 
 
 
 
 
1Hcalc 1H’calc
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8.4 Comparison of experimental and calculated EPR parameters 
Table S10: Comparison of selected calculated (B97-D3/RI-JCOSX/def2-TZVP) EPR parameters of 1Hcalc and 
1H’calc with the experimentally determined values of 1H. For numbering of the atoms see Figure S15. 
 
a(Si1) 
[mT] 
a(Si2) 
[mT] 
a(N1) 
[mT] 
a(N2) 
[mT] 
a(N3) 
[mT] 
a(N4) 
[mT] 
a(H) 
[mT] 
giso 
1Hcalc −1.314 −1.811 0.039 0.044 0.078 0.156 0.003 2.00483 
1H’calc −0.485 −1.380 0.065 0.092 0.093 0.100 −0.482 2.00454 
1H[a] 0.431 1.725 0.099 0.246 0.607 2.00538 
[a]: Experimental data given in n-hexane at 298 K. The absolute signs of the hyperfine coupling constants could not be 
determined experimentally. 
 
8.5 Results of the natural bond order (NBO) calculations 
 The natural bond orbital (NBO) analysis of 1Hcalc were carried out at the B3LYP/6-
311G**/6-31G* level of theory. For comparison reasons, the NBO analysis of 1H+calc was 
also carried out. Selected results of the NBO are summarized in Tables S11 and S12. The 
partial charges obtained by natural population analysis (NPA) are summarized in Table S13. 
 
Table S11: Selected results of the natural bond orbital (NBO) analysis of 1H+calc (B3LYP/6-311G**/6-31G*). For 
numbering of the atoms see Figure S14.[a] 
 occ. pol. [%] hyb. WBI 
(Si1–Si2) 1.94 61.2 (Si1) 
38.8 (Si2) 
sp1.23 (Si1) 
sp5.59 (Si2) 
1.6966 
(Si1–Si2) 1.80 60.8 (Si1) 
39.2 (Si2) 
p (Si1) 
p (Si2) 
(Si1–H) 1.98 43.7 (Si1) 
56.3 (H) 
sp2.22 (Si1) 
s (H) 
0.9212 
(Si1–C1) 1.97 25.3 (Si1) 
74.7 (C1) 
sp3.06 (Si1) 
sp1.27 (C1) 
0.8626 
(Si2–C2) 1.95 20.7 (Si2) 
79.3 (C2) 
sp7.98 (Si2) 
sp1.25 (C2) 
0.7392 
n(Si2) 1.87  sp0.34  
[a]: occ. = occupancy, pol. = polarization, hyb. = hybridization, WBI = Wiberg bond index. 
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Table S12: Selected results of the natural bond orbital (NBO) analysis of 1Hcalc (B3LYP/6-311G**/6-31G*). For 
numbering of the atoms see Figure S14.[a] 
 -spin -spin  
 occ. pol. [%] hyb. occ. pol. [%] hyb. WBI 
(Si1–Si2) 0.97 58.9 (Si1) 
41.1 (Si2) 
sp1.47 (Si1) 
sp6.03 (Si2) 
0.98 
62.9 (Si1) 
37.1 (Si2) 
sp1.28 (Si1) 
sp6.87 (Si2) 
1.1744 
(Si1–Si2) – – – 0.82 71.7 (Si1) 
28.4 (Si2) 
sp32.05 (Si1) 
sp34.08 (Si2) 
(Si1–H) 0.99 41.6 (Si1) 
58.6 (H) 
sp2.50 (Si1) 
s (H) 
0.99 
42.0 (Si1) 
58.0 (H) 
sp2.36 (Si1) 
s (H) 
0.8994 
(Si1–C1) 0.97 27.5 (Si1) 
72.5 (C1) 
sp2.47 (Si1) 
sp1.43 (C1) 
0.98 
24.1 (Si1) 
75.9 (C1) 
sp3.15 (Si1) 
sp1.13 (C1) 
1.0114 
(Si1–C1) 0.94 56.1 (Si1) 
43.9 (C1) 
sp32.81 (Si1) 
sp15.18 (C1) 
– – – 
(Si2–C2) 0.98 21.1 (Si2) 
78.9 (C2) 
sp6.31 (Si2) 
sp1.08 (C2) 
0.98 
21.0 (Si2) 
79.0 (C2) 
sp5.46 (Si2) 
sp1.08 (C2) 
0.9475 
(Si2–C2) 0.96 52.7 (Si2) 
47.3 (C2) 
p (Si2) 
p (C2) 
– – – 
n(Si2) 0.95  sp0.36 0.95  sp0.42  
[a]: occ. = occupancy, pol. = polarization, hyb. = hybridization, WBI = Wiberg bond index. 
 
Table S13: Comparison of selected partial charges [e] obtained by natural population analysis (NPA) of 1H+calc 
and 1Hcalc (B3LYP/6-311G**/6-31G*). For numbering of the atoms see Figure S14. 
 Si1 Si2 H C1 C2 (NHC1 ring)[a] (NHC2 ring)[a] (NHC1)[b] (NHC2)[b]
1H+calc 0.27 0.21 −0.14 0.09 0.07 −0.22 −0.28 0.36 0.30 
1Hcalc 0.14 0.03 −0.18 0.03 −0.04 −0.45 −0.53 0.05 −0.04 
[a]: (NHC1 ring) and (NHC2 ring) are the sums of the partial charges of the heterocyclic ring atoms of the NHC substituents 
bonded to Si1 and Si2, respectively. [b]: (NHC1) and (NHC2) are the sums of the partial charges of all atoms of the NHC 
substituents bonded to Si1 and Si2, respectively. 
 
8.6 Results of the TdDFT calculations 
 The electronic absorption spectrum of 1H was analyzed by time-dependent density 
functional theory (TdDFT). The first 75 dipole-allowed electronic excitations of 1Hcalc were 
calculated at the B97-D3/RI-JCOSX/def2-TZVP level of theory. The calculated spectrum was 
simulated by convolution of the oscillator strengths with Gaussian functions applying a value 
of 1500 cm−1 for the full linewidth at half maximum (FWHM), before the spectrum was 
converted to the nm scale for comparison with the experimental spectrum. 
 A comparison of the experimental UV-Vis-NIR spectrum of 1H with the simulated 
spectrum of 1Hcalc and a stick plot of the oscillator strengths of the simulated spectrum is 
depicted in Figure S21. An overview of the calculated energies and assignments of the first 
electronic transition at 1295 nm and those electronic transitions of 1Hcalc, which display a 
relative oscillator strength of >10 % with respect to the electronic transition with the highest 
oscillator strength at 521 nm, is given in Table S14. Selected - and -spin Kohn-Sham 
orbitals of 1Hcalc are depicted in Figures S22 and S23. 
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Figure S21. Experimental UV-Vis-NIR spectrum (c = 360 mol, d = 5 mm, blue curve), calculated spectrum 
(green curve) and stic plot of the oscillator strengths (red curve) of 1Hcalc; f is the oscillator strength. 
 
Table S14: Calculated energies and assignments of the electronic transitions of 1Hcalc.[a] 
Excited 
state 
 [nm] MO contributions[b] Contribution [%] f frel [%] 
1 1295 HOMO()→LUMO() 100 0.0004 0.3 
5 916 
HOMO()→LUMO+2() 
HOMO()→LUMO+5(
HOMO()→LUMO() 
27 
20 
41 
0.0215 15.8 
8 868 
HOMO()→LUMO+5( 
HOMO()→LUMO+6( 
HOMO()→LUMO() 
48 
29 
11 
0.0242 17.8 
13 622 
HOMO−1()→LUMO() 
HOMO()→LUMO+3() 
28 
54 
0.0261 19.1 
16 604 
HOMO()→LUMO+10() 
HOMO()→LUMO+3() 
50 
11 
0.0185 13.6 
26 521 
HOMO−1()→LUMO+2() 
HOMO−1()→LUMO+4() 
HOMO()→LUMO+8() 
HOMO()→LUMO+11()) 
12 
13 
13 
25 
0.1361 1.00 
28 523 
HOMO−1()→LUMO+4() 
HOMO−1()→LUMO+5() 
15 
66 
0.0289 21.3 
29 514 HOMO−1()→LUMO+6() 87 0.0219 16.1 
30 507 HOMO−1()→LUMO+7() 88 0.0240 17.6 
56 415 
HOMO−1()→LUMO+9()
HOMO−1()→LUMO+10()
HOMO−1()→LUMO+11()
29 
20 
27 
0.0192 14.1 
59 380 HOMO()→LUMO+18() 47 0.0322 23.7 
60 379 HOMO()→LUMO+18() 49 0.0206 15.1 
62 368 HOMO()→LUMO+13() 47 0.0161 11.9 
68 352 
HOMO()→LUMO+22() 
HOMO()→LUMO+22() 
HOMO()→LUMO+23() 
11 
12 
27 
0.0257 18.9 
69 349 HOMO()→LUMO+23() 68 0.0301 22.1 
71 344 HOMO()→LUMO+12() 73 0.0158 11.6 
[a]:  is the wavelength of the excitation; f is the oscillator strength of the electronic transition; frel is the relative oscillator strength 
of the electronic transition with respect to the electronic transition with the highest oscillator strength at 521 nm. [b]: Only MO 
contributions >10 % are given. 
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-Spin orbitals 
HOMO−10, −5.98 eV HOMO−9, −5.95 eV HOMO−8, −5.87 eV HOMO−7, −5.79 eV
HOMO−6, −5.76 eV HOMO−5, −5.70 eV HOMO−4, −5.66 eV HOMO−3, −5.60 eV
HOMO−2, −4.02 eV HOMO−1, −3.29 eV HOMO, −2.30 eV LUMO, −1.12 eV
LUMO+1, −1.06 eV LUMO+2, −0.98 eV LUMO+3, −0.96 eV LUMO+4, −0.87 eV
  
LUMO+5, −0.86 eV LUMO+6, −0.82 eV LUMO+7, −0.80 eV LUMO+8, −0.43 eV 
  
LUMO+9, −0.17 eV LUMO+10, −0.16 eV   
Figure S22. Selected -spin Kohn-Sham orbitals of 1Hcalc and their energy eigenvalues; isosurface value: 
0.04 e bohr−3. 
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-Spin orbitals 
 
HOMO−9, −5.97 eV HOMO−8, −5.95 eV HOMO−7, −5.91 eV HOMO−6, −5.80 eV
 
HOMO−5, −5.78 eV HOMO−4, −5.74 eV HOMO−3, −5.69 eV HOMO−2, −5.65 eV
   
HOMO−1, −5.60 eV HOMO, −3.78 eV LUMO, −3.03 eV LUMO+1, −1.80 eV
   
LUMO+2, −1.80 eV LUMO+3, −1.12 eV LUMO+4, −1.06 eV LUMO+5, −0.97 eV
  
LUMO+6, −0.95 eV LUMO+7, −0.86 eV LUMO+8, −0.84 eV LUMO+9, −0.82 eV 
 
  
LUMO+10, −0.79 eV LUMO+11, −0.23 eV   
Figure S23. Selected -spin Kohn-Sham orbitals of 1Hcalc and their energy eigenvalues; isosurface value: 
0.04 e bohr−3. 
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8.7 Results of the CASSCF calculations 
 To find out whether a multiconfigurational wavefunction is necessary to describe 
compound 1H, second-order Møller-Plesset (MP2) calculations[S18] were performed for 1Hcalc 
to determine the relevant orbitals for a complete active space self-consistent field (CASSCF) 
calculation.[S19] This led to a CASSCF(7,8)/def2-TZVP calculation, which did not converge 
due to the presence of statically non-correlated orbitals. Successive removal of those orbitals 
from the active space gave rise to a CASSCF(3,3)/def2-TZVP calculation, which converged. 
The occupancies of the thereby derived CASSCF(3,3) orbitals (Figure S24) suggest, that 
static correlation effects can be neglected in the electronic description of 1Hcalc. The overall 
wavefunction is described by a major contribution (96 %) from the electronic ground state 
configuration [2-1-0] and three minor contributions of electronically excited states with the 
configurations [0-1-2] (3 %), [1-1-1] (0.5 %) and [1-0-2] (0.5%), respectively. These results 
suggest that DFT methods are sufficient to analyse the electronic structure of compound 1H. 
 
  
DOMO, (Si–Si) 
1.926 e−, −6.10 eV 
SOMO, *(Si–Si) 
0.995 e−, −1.39 eV 
LUMO, *(Si1–C1) 
0.080 e−, 5.19 eV 
Figure S24. CASSCF(3,3)/def2-TZVP orbitals with their occupancies and energy eigenvalues of 1Hcalc; iso 
surface value = 0.04 e bohr−3; DOMO = doubly occupied molecular orbital, SOMO = singly occupied molecular 
orbital, LUMO = lowest unoccupied molecular orbital. 
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8.8 Cartesian coordinates [Å] and SCF energies of the calculated structures 
1H+calc (B3LYP/6-311G**/6-31G*) 
Energy = −2899.60322742 EH 
Si     -1.190858   -0.283179    0.744687 
N      -2.491430    2.215713   -0.391399 
N      -3.280963    0.374417   -1.212966 
C      -2.270707    0.867969   -0.437485 
C      -3.620174    2.547879   -1.127105 
H      -3.962835    3.566987   -1.204148 
C      -4.112149    1.395625   -1.644525 
H      -4.967042    1.202576   -2.272834 
C      -1.734498    3.204580    0.354005 
C      -2.082960    3.434513    1.701136 
C      -1.367901    4.425697    2.385629 
H      -1.605656    4.632748    3.424188 
C      -0.371533    5.161952    1.752556 
H       0.165447    5.930352    2.301726 
C      -0.072631    4.931568    0.411841 
H       0.691640    5.530960   -0.071886 
C      -0.747561    3.950364   -0.324985 
C      -3.238521    2.715701    2.394097 
H      -3.520357    1.849760    1.786060 
C      -4.471161    3.641556    2.478739 
H      -4.256787    4.527199    3.087775 
H      -5.314384    3.113318    2.938027 
H      -4.787593    3.987859    1.488462 
C      -2.864317    2.179812    3.787627 
H      -1.992514    1.520157    3.739886 
H      -3.701267    1.606877    4.202088 
H      -2.643579    2.988573    4.492982 
C      -0.454160    3.770409   -1.813366 
H      -0.809941    2.777606   -2.111605 
C       1.046778    3.838318   -2.148655 
H       1.447122    4.849620   -2.016588 
H       1.204145    3.565444   -3.198003 
H       1.635265    3.155807   -1.529310 
C      -1.223639    4.816512   -2.650269 
H      -2.305582    4.756344   -2.494152 
H      -1.029948    4.667691   -3.718666 
H      -0.906397    5.832386   -2.388228 
C      -3.515605   -1.021078   -1.531623 
C      -4.328956   -1.780133   -0.663672 
C      -4.579124   -3.109831   -1.024960 
H      -5.201861   -3.726214   -0.384117 
C      -4.058619   -3.649919   -2.197441 
H      -4.273577   -4.681963   -2.460153 
C      -3.275868   -2.867846   -3.042926 
H      -2.891906   -3.297393   -3.962867 
C      -2.985587   -1.533484   -2.733853 
C      -4.978819   -1.201127    0.590537 
H      -4.538070   -0.217784    0.784280 
C      -4.720365   -2.061899    1.841113 
H      -5.186542   -3.050272    1.759606 
H      -5.147714   -1.572246    2.723487 
H      -3.647898   -2.198838    2.012513 
C      -6.491385   -0.990786    0.366999 
H      -6.685694   -0.335056   -0.489320 
H      -6.948668   -0.535932    1.252977 
H      -6.999809   -1.943047    0.178235 
C      -2.178986   -0.682131   -3.710215 
H      -1.887109    0.241782   -3.199385 
C      -0.881785   -1.374186   -4.165439 
H      -0.261399   -1.660048   -3.309655 
H      -0.300500   -0.694454   -4.798505 
H      -1.083377   -2.274487   -4.756661 
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C      -3.040799   -0.287915   -4.928709 
H      -3.360707   -1.174703   -5.487729 
H      -2.469186    0.351940   -5.610616 
H      -3.942425    0.257907   -4.629147 
Si      0.762809    0.012569   -0.243010 
H       1.256633    0.737380   -1.436521 
N       2.365855   -1.951120    1.269096 
N       3.585879   -0.689365   -0.011943 
C       2.293490   -0.917545    0.378593 
C       3.679293   -2.360817    1.423668 
H       3.940664   -3.168499    2.088446 
C       4.441175   -1.573750    0.623690 
H       5.505121   -1.549616    0.450296 
C       1.267367   -2.560256    1.993183 
C       0.602403   -3.656113    1.405626 
C      -0.417517   -4.255516    2.153499 
H      -0.952367   -5.104350    1.739530 
C      -0.748427   -3.790742    3.424099 
H      -1.540361   -4.276138    3.987653 
C      -0.058360   -2.718878    3.982963 
H      -0.315315   -2.380663    4.982064 
C       0.971369   -2.076481    3.284305 
C       0.997548   -4.229215    0.047644 
H       1.643689   -3.501151   -0.454425 
C       1.813017   -5.527740    0.225913 
H       1.216261   -6.301969    0.721475 
H       2.128454   -5.918108   -0.748395 
H       2.711539   -5.363308    0.831399 
C      -0.212692   -4.465608   -0.873246 
H      -0.801271   -3.552262   -1.000854 
H       0.130954   -4.794586   -1.860645 
H      -0.876750   -5.245778   -0.484632 
C       1.760245   -0.951965    3.950642 
H       2.418916   -0.502643    3.199878 
C       0.854195    0.173504    4.481818 
H       0.191418   -0.178198    5.280403 
H       1.466901    0.981899    4.896728 
H       0.233775    0.589145    3.681608 
C       2.657048   -1.511115    5.075477 
H       3.343497   -2.280189    4.703373 
H       3.256359   -0.708717    5.520302 
H       2.055477   -1.961913    5.872848 
C       4.064131    0.364401   -0.887068 
C       4.219793    0.083318   -2.259504 
C       4.732160    1.107030   -3.065672 
H       4.870628    0.930611   -4.127544 
C       5.076308    2.344692   -2.528025 
H       5.475267    3.122366   -3.173188 
C       4.923901    2.584670   -1.165325 
H       5.213173    3.548143   -0.756903 
C       4.418987    1.599580   -0.306731 
C       3.904495   -1.283348   -2.861424 
H       3.300558   -1.842917   -2.138657 
C       3.080116   -1.184722   -4.157671 
H       3.648966   -0.720132   -4.970565 
H       2.794114   -2.187431   -4.494212 
H       2.166084   -0.602012   -4.006349 
C       5.202240   -2.083957   -3.102301 
H       5.774658   -2.218949   -2.177784 
H       4.970281   -3.076856   -3.503849 
H       5.850901   -1.572234   -3.822399 
C       4.332203    1.872798    1.193058 
H       3.806924    1.037069    1.666793 
C       3.530625    3.147716    1.515061 
H       2.515583    3.098463    1.108304 
H       3.454531    3.275347    2.600794 
H       4.015917    4.044489    1.113572 
C       5.743513    1.940026    1.814152 
H       6.322219    2.770314    1.393874 
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H       5.676506    2.092265    2.897281 
H       6.308533    1.018171    1.635721 
1Hcalc (B3LYP/6-311G**/6-31G*) 
Energy = −2899.72620651 EH 
 Si                 1.199453    0.444432   -0.176644 
 N                 -0.089119    2.159375   -2.413457 
 N                  2.088614    2.190880   -2.246855 
 C                  0.954666    1.608877   -1.666670 
 C                  0.397067    3.027448   -3.387481 
 H                 -0.267485    3.542711   -4.062602 
 C                  1.744794    3.042889   -3.283384 
 H                  2.494129    3.576824   -3.846333 
 C                 -1.499552    1.881830   -2.323780 
 C                 -2.041939    0.878822   -3.153521 
 C                 -3.432362    0.712899   -3.149618 
 H                 -3.880692   -0.051348   -3.777535 
 C                 -4.249144    1.514136   -2.357642 
 H                 -5.326835    1.372824   -2.373145 
 C                 -3.689481    2.496925   -1.544744 
 H                 -4.339215    3.115273   -0.933226 
 C                 -2.305052    2.702686   -1.506167 
 C                 -1.173349    0.021188   -4.069066 
 H                 -0.130414    0.164946   -3.771718 
 C                 -1.309264    0.470344   -5.538671 
 H                 -2.342010    0.360269   -5.891141 
 H                 -0.666167   -0.137633   -6.186465 
 H                 -1.021830    1.519740   -5.667718 
 C                 -1.479182   -1.480577   -3.927275 
 H                 -1.403299   -1.795191   -2.882497 
 H                 -0.765599   -2.065800   -4.519626 
 H                 -2.484857   -1.730131   -4.285860 
 C                 -1.711482    3.818843   -0.651563 
 H                 -0.651063    3.591639   -0.503417 
 C                 -2.351981    3.907753    0.744196 
 H                 -3.394744    4.244774    0.698535 
 H                 -1.804922    4.633025    1.357872 
 H                 -2.321729    2.937849    1.249932 
 C                 -1.809629    5.176719   -1.378853 
 H                 -1.284034    5.161015   -2.339711 
 H                 -1.367432    5.972464   -0.767040 
 H                 -2.856208    5.442193   -1.572400 
 C                  3.458633    1.975554   -1.855921 
 C                  4.199197    0.966805   -2.505002 
 C                  5.554768    0.841826   -2.177001 
 H                  6.152088    0.076003   -2.664088 
 C                  6.149506    1.683835   -1.241629 
 H                  7.204343    1.572084   -1.003621 
 C                  5.395139    2.670582   -0.612034 
 H                  5.869015    3.323666    0.115360 
 C                  4.035953    2.838222   -0.901140 
 C                  3.581546    0.042018   -3.548667 
 H                  2.507513    0.246074   -3.584130 
 C                  3.744892   -1.440816   -3.167179 
 H                  4.799177   -1.742056   -3.142704 
 H                  3.235594   -2.078167   -3.900235 
 H                  3.309947   -1.635052   -2.181886 
 C                  4.155213    0.321085   -4.952509 
 H                  3.997411    1.364147   -5.250286 
 H                  3.672166   -0.320952   -5.698899 
 H                  5.233364    0.123816   -4.989759 
 C                  3.239873    3.944940   -0.216982 
 H                  2.183538    3.792842   -0.456437 
 C                  3.363829    3.888674    1.316799 
 H                  3.056303    2.909642    1.696604 
 H                  2.720327    4.651896    1.771307 
 H                  4.389947    4.084743    1.651227 
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 C                  3.649315    5.331508   -0.754314 
 H                  4.705049    5.542866   -0.544626 
 H                  3.049509    6.118774   -0.281778 
 H                  3.504517    5.401490   -1.838605 
 Si                -0.966928   -0.239807    0.378594 
 H                 -1.925594   -0.878399   -0.576650 
 N                 -0.209559   -1.648646    2.881162 
 N                 -1.955543   -2.527197    1.908404 
 C                 -0.970334   -1.561451    1.722234 
 C                 -0.730013   -2.609461    3.743746 
 H                 -0.270251   -2.810029    4.698121 
 C                 -1.810656   -3.152105    3.143304 
 H                 -2.490786   -3.924927    3.464587 
 C                  0.998522   -0.929271    3.203997 
 C                  0.896202    0.304384    3.877891 
 C                  2.086279    0.931057    4.265913 
 H                  2.043345    1.881582    4.789124 
 C                  3.324208    0.352744    3.998327 
 H                  4.236114    0.855594    4.310050 
 C                  3.397124   -0.867986    3.334532 
 H                  4.368771   -1.307390    3.129766 
 C                  2.239314   -1.536957    2.920986 
 C                 -0.451813    0.925285    4.231406 
 H                 -1.214586    0.444264    3.611836 
 C                 -0.804352    0.660822    5.710007 
 H                 -0.061258    1.111691    6.379104 
 H                 -1.783479    1.090405    5.954824 
 H                 -0.843126   -0.412359    5.929005 
 C                 -0.508336    2.429336    3.914094 
 H                 -0.232307    2.614840    2.871657 
 H                 -1.525698    2.806104    4.071765 
 H                  0.158990    3.013147    4.559495 
 C                  2.347069   -2.893854    2.231253 
 H                  1.364291   -3.136349    1.815577 
 C                  3.343084   -2.880639    1.057433 
 H                  4.373901   -2.727879    1.398513 
 H                  3.311893   -3.842229    0.530714 
 H                  3.095874   -2.084105    0.348879 
 C                  2.711444   -3.998787    3.244843 
 H                  1.972386   -4.069613    4.050915 
 H                  2.762204   -4.974777    2.747004 
 H                  3.688251   -3.805009    3.704251 
 C                 -2.979368   -2.916830    0.974314 
 C                 -4.247559   -2.308822    1.061658 
 C                 -5.246913   -2.763876    0.192318 
 H                 -6.236318   -2.317729    0.238428 
 C                 -4.994201   -3.779584   -0.725511 
 H                 -5.784354   -4.119342   -1.390357 
 C                 -3.732513   -4.365773   -0.789762 
 H                 -3.549814   -5.163862   -1.503754 
 C                 -2.697841   -3.950701    0.057114 
 C                 -4.558082   -1.220920    2.085297 
 H                 -3.612185   -0.904828    2.534986 
 C                 -5.186725    0.026955    1.439491 
 H                 -6.170614   -0.189006    1.005181 
 H                 -5.326558    0.808392    2.196054 
 H                 -4.541795    0.425951    0.650850 
 C                 -5.454255   -1.769270    3.214704 
 H                 -4.986289   -2.621065    3.721529 
 H                 -5.644295   -0.992472    3.965052 
 H                 -6.423315   -2.104652    2.825634 
 C                 -1.339910   -4.644611    0.005342 
 H                 -0.643220   -4.062724    0.615237 
 C                 -0.753881   -4.694872   -1.416448 
 H                 -0.666780   -3.690285   -1.840039 
 H                  0.246939   -5.142135   -1.393230 
 H                 -1.368222   -5.300431   -2.093545 
 C                 -1.425252   -6.059516    0.614668 
 H                 -2.108947   -6.697347    0.041360 
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 H                 -0.438552   -6.537939    0.613424 
 H                 -1.785394   -6.029822    1.649263 
1Hcalc (B97-D3/RI-JCOSX/def2-TZVP) 
Energy = −2899.073301627194 EH 
  Si      7.654838     -6.199433     -0.025952 
  N       6.388366     -4.661857     -2.359323 
  N       8.546243     -4.502400     -2.116923 
  C       7.430271     -5.138075     -1.566646 
  C       6.850091     -3.766734     -3.320510 
  H       6.181300     -3.306553     -4.030209 
  C       8.194306     -3.668587     -3.165039 
  H       8.930343     -3.087205     -3.697162 
  C       5.049059     -5.163630     -2.350884 
  C       4.740468     -6.249427     -3.187775 
  C       3.420458     -6.714838     -3.181287 
  H       3.152294     -7.573400     -3.790878 
  C       2.449594     -6.096506     -2.399463 
  H       1.429607     -6.471980     -2.408414 
  C       2.782105     -5.012548     -1.591075 
  H       2.014807     -4.536748     -0.989313 
  C       4.096281     -4.539772     -1.526776 
  C       5.795862     -6.919171     -4.051809 
  H       6.709680     -6.322819     -3.986846 
  C       5.383393     -6.956599     -5.531283 
  H       4.499609     -7.585548     -5.685298 
  H       6.196195     -7.368297     -6.140517 
  H       5.151486     -5.952319     -5.902853 
  C       6.137056     -8.320293     -3.522643 
  H       6.499753     -8.261023     -2.492887 
  H       6.915248     -8.782052     -4.142635 
  H       5.257651     -8.973573     -3.534769 
  C       4.486426     -3.380091     -0.625791 
  H       5.558349     -3.481120     -0.423057 
  C       3.770562     -3.413460      0.729555 
  H       2.696590     -3.216844      0.632248 
  H       4.188617     -2.644069      1.388119 
  H       3.907394     -4.388714      1.208755 
  C       4.260448     -2.035060     -1.339310 
  H       4.830288     -1.979083     -2.271173 
  H       4.573886     -1.203070     -0.697223 
  H       3.199075     -1.899143     -1.578976 
  C       9.888206     -4.713330     -1.662476 
  C      10.610940     -5.799981     -2.190362 
  C      11.934992     -5.957482     -1.772114 
  H      12.524985     -6.781796     -2.160544 
  C      12.505213     -5.076229     -0.853875 
  H      13.536652     -5.216255     -0.539534 
  C      11.756997     -4.028121     -0.327787 
  H      12.206513     -3.360494      0.402399 
  C      10.426879     -3.828408     -0.715826 
  C       9.969630     -6.754121     -3.184419 
  H       8.891991     -6.726332     -2.999766 
  C      10.414514     -8.208944     -2.991410 
  H      11.464695     -8.357156     -3.269126 
  H       9.811314     -8.868605     -3.624021 
  H      10.285411     -8.521436     -1.951608 
  C      10.212388     -6.292917     -4.632092 
  H       9.831884     -5.280013     -4.799428 
  H       9.707073     -6.963969     -5.336485 
  H      11.283969     -6.294821     -4.863826 
  C       9.598696     -2.713988     -0.101074 
  H       8.577534     -2.811450     -0.482166 
  C       9.519051     -2.864763      1.425458 
  H       9.141193     -3.857835      1.683052 
  H       8.839809     -2.114118      1.846497 
  H      10.500810     -2.733736      1.896025 
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  C      10.122833     -1.329256     -0.514004 
  H      11.143140     -1.167384     -0.146814 
  H       9.486274     -0.539895     -0.098131 
  H      10.137686     -1.221686     -1.604571 
  Si      5.516655     -6.982091      0.352548 
  H       4.519660     -7.591122     -0.579631 
  N       6.289169     -8.343091      2.844997 
  N       4.449627     -9.144619      1.991794 
  C       5.469324     -8.231457      1.730735 
  C       5.795884     -9.286446      3.738734 
  H       6.313520     -9.511798      4.656934 
  C       4.654345     -9.787208      3.208758 
  H       3.970648    -10.537457      3.571127 
  C       7.555711     -7.692051      3.006236 
  C       7.588400     -6.403547      3.565243 
  C       8.842171     -5.815646      3.755455 
  H       8.907010     -4.822084      4.186830 
  C      10.006456     -6.474521      3.370418 
  H      10.970883     -5.991571      3.506083 
  C       9.940605     -7.734935      2.785735 
  H      10.854239     -8.224518      2.461270 
  C       8.710924     -8.371428      2.587837 
  C       6.311689     -5.681330      3.959774 
  H       5.485183     -6.166663      3.430363 
  C       6.053194     -5.818771      5.469633 
  H       6.855683     -5.345178      6.047682 
  H       5.106931     -5.337019      5.744750 
  H       5.999640     -6.871695      5.766684 
  C       6.314317     -4.211873      3.519282 
  H       6.509229     -4.138505      2.444676 
  H       5.338474     -3.758155      3.726849 
  H       7.071238     -3.626044      4.051787 
  C       8.643531     -9.737290      1.924784 
  H       7.589535     -9.976368      1.756352 
  C       9.320410     -9.726848      0.546706 
  H      10.396211     -9.534572      0.627817 
  H       9.188492    -10.695588      0.049632 
  H       8.879470     -8.944464     -0.079149 
  C       9.227192    -10.826447      2.839738 
  H       8.701970    -10.857063      3.800228 
  H       9.140135    -11.812987      2.368098 
  H      10.288420    -10.641788      3.042690 
  C       3.383449     -9.435528      1.081572 
  C       2.237274     -8.620312      1.108760 
  C       1.241342     -8.877431      0.162607 
  H       0.345277     -8.264680      0.142337 
  C       1.388950     -9.904383     -0.768102 
  H       0.608282    -10.081506     -1.504585 
  C       2.523788    -10.709877     -0.756545 
  H       2.617396    -11.511539     -1.483556 
  C       3.546813    -10.496699      0.174805 
  C       2.093001     -7.527814      2.155817 
  H       3.101528     -7.157703      2.374007 
  C       1.267256     -6.330065      1.676976 
  H       0.205019     -6.581897      1.573110 
  H       1.339879     -5.512770      2.402933 
  H       1.634227     -5.965839      0.715807 
  C       1.501584     -8.101834      3.457643 
  H       2.113761     -8.917826      3.852976 
  H       1.439336     -7.321113      4.224973 
  H       0.491042     -8.488618      3.280470 
  C       4.798846    -11.359739      0.180905 
  H       5.285919    -11.226918      1.152460 
  C       5.795456    -10.893673     -0.892632 
  H       6.081729     -9.851279     -0.731460 
  H       6.700961    -11.510127     -0.866447 
  H       5.353256    -10.975409     -1.891844 
  C       4.482984    -12.855451      0.037583 
  H       4.094657    -13.097376     -0.957982 
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  H       5.395230    -13.444813      0.181713 
  H       3.742109    -13.179581      0.777065 
1H’calc (B97-D3/RI-JCOSX/def2-TZVP) 
Energy = −2899.071227022923 EH 
  Si  7.24284079667758     -6.25759931729236     -0.15224872866755 
  N   6.56785820632848     -4.90435577141306     -2.66043268322727 
  N   8.63483037991219     -4.53754749677159     -2.04236692603339 
  C   7.47993878892924     -5.22821439160652     -1.66023894833314 
  C   7.13324303226881     -4.04178286063014     -3.59247680500000 
  H   6.56974460770708     -3.68928979907850     -4.44121487459585 
  C   8.41003261722604     -3.80694697732009     -3.20674143499767 
  H   9.18031326625249     -3.18909341353486     -3.63824387965522 
  C   5.19624358424609     -5.31081822176705     -2.67427409918952 
  C   4.83388738782835     -6.44086250787783     -3.42306178012880 
  C   3.48344495793786     -6.80627132597069     -3.42738425234940 
  H   3.16901433805843     -7.68732594052281     -3.97953646681351 
  C   2.54289545628570     -6.07104785762583     -2.71379852335084 
  H   1.49964530703393     -6.37738386311601     -2.72013056588592 
  C   2.93277207548839     -4.95827280773812     -1.97258707204375 
  H   2.18933803655296     -4.40032451569761     -1.41174282457253 
  C   4.27202732945944     -4.56350718854963     -1.92171232092613 
  C   5.86333264537370     -7.25398528862655     -4.18789925914624 
  H   6.84594074072010     -6.81470193566439     -3.98951572677722 
  C   5.61815414804214     -7.17744265255827     -5.70311371944866 
  H   4.64968513780582     -7.61772860037698     -5.96734185107652 
  H   6.39647722416001     -7.72471421960759     -6.24710822544377 
  H   5.61962611875700     -6.13832977599925     -6.05160924827623 
  C   5.91303823569734     -8.70716679733646     -3.69403657740429 
  H   6.09034148898321     -8.73100488867555     -2.61418580631602 
  H   6.71907918949137     -9.25217317269684     -4.19917256471793 
  H   4.97305926324071     -9.23458371790065     -3.89498040612507 
  C   4.71254679568822     -3.36422203387089     -1.09964399541824 
  H   5.79432459659870     -3.44405687090341     -0.96209130877717 
  C   4.09550808831894     -3.35480973091924      0.30458916213341 
  H   3.01476023827150     -3.17577783793008      0.27485718062570 
  H   4.54873984455204     -2.55695523248560      0.90369373648133 
  H   4.27671082015067     -4.31073683213512      0.80594099327836 
  C   4.43148800031326     -2.05186857452690     -1.85132765029848 
  H   4.93018686074739     -2.04212821989335     -2.82536348756346 
  H   4.79405078315680     -1.19299597189591     -1.27323996892792 
  H   3.35597006411880     -1.92055443498368     -2.01837522976326 
  C   9.79372307585192     -4.39825478761720     -1.21590898668182 
  C   10.79731775271876     -5.38170593645867     -1.28023061640072 
  C   11.90566261098352     -5.22639108695261     -0.44371072576300 
  H   12.69910662603874     -5.96712855784844     -0.45992200377493 
  C   12.00150422108925     -4.14013188458175      0.42559462404166 
  H   12.86913453377272     -4.04301285074961      1.07419033587723 
  C   10.99358154229108     -3.18398574410339      0.46854712984233 
  H   11.07828293384926     -2.34152283958516      1.15012859251786 
  C   9.86419290908491     -3.29352618897629     -0.35251203280886 
  C   10.66729815004146     -6.55070086022082     -2.24306535687051 
  H   9.60614594364779     -6.82967714907320     -2.25971105945763 
  C   11.46183494873901     -7.78601564641451     -1.81021982334873 
  H   12.54306031020305     -7.62763842503403     -1.90635236450606 
  H   11.19743250199187     -8.63876131022989     -2.44434797005555 
  H   11.24129422348666     -8.05059387712619     -0.77434653721464 
  C   11.07109048716098     -6.13622370808873     -3.67087302804850 
  H   10.45891073283519     -5.31018318383310     -4.04238689870360 
  H   10.95100028019503     -6.98100454796317     -4.35965841434956 
  H   12.12184356575520     -5.82333718020028     -3.69363124991325 
  C   8.77784122701269     -2.23149660121061     -0.31456758400957 
  H   7.96970744475487     -2.55321265476060     -0.97638408150987 
  C   8.16875570061137     -2.08019501185120      1.08578286221205 
  H   7.72766588898049     -3.02477904446839      1.40964227356356 
  H   7.38126907229787     -1.31708305220432      1.07590144053606 
  H   8.92036067403308     -1.77965426110847      1.82461237590621 
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  C   9.30680212036382     -0.89000977000075     -0.85029119021336 
  H   10.11539834791870     -0.50392646091462     -0.21843267947747 
  H   8.50437704126491     -0.14364134161723     -0.86946362667228 
  H   9.69911771258149     -0.99843202473424     -1.86727464050174 
  Si  5.25695975788060     -7.38344500347915      0.01609088280842 
  N   6.39092698217206     -8.48796651268054      2.64847375120460 
  N   4.35465289068701     -9.06117583273656      2.12565895316225 
  C   5.43365740230146     -8.30468711962809      1.65260290604657 
  C   5.90970883736586     -9.29814521446793      3.67362393657312 
  H   6.51400637510049     -9.53670873816113      4.53424473935947 
  C   4.64377882836254     -9.65468752690905      3.34347556221222 
  H   3.92592588552627    -10.27795487940381      3.85250185613879 
  C   7.74402540557555     -8.03514675608683      2.58489294186375 
  C   8.11284623458814     -6.89620772702242      3.31775252559167 
  C   9.45432443472155     -6.49979344705967      3.26759907806709 
  H   9.76961197608749     -5.60871077164544      3.80298053379345 
  C   10.38465800255247     -7.22078002600352      2.52649553995566 
  H   11.41990963248868     -6.89195928655123      2.49154421751249 
  C   9.99068508144474     -8.34909598549486      1.81042268760489 
  H   10.72762878657600     -8.90320204208381      1.23794371319584 
  C   8.65918883679456     -8.77210018626613      1.80810898004214 
  C   7.09895074311203     -6.10467783128377      4.12532030639053 
  H   6.12373669355930     -6.58336937079350      3.99533273516688 
  C   7.43337068003091     -6.13408376011535      5.62504397078002 
  H   8.39792209455846     -5.65280637590128      5.82446904848165 
  H   6.66668536068956     -5.60235197886619      6.19992158461649 
  H   7.49144576835729     -7.16261505475294      5.99844191788823 
  C   6.97018264577916     -4.66739528333616      3.60278444287297 
  H   6.70400217579092     -4.67854955130757      2.54124081447917 
  H   6.19113638348105     -4.12752332486649      4.15308157990218 
  H   7.90967509676203     -4.11460889629902      3.71645288211944 
  C   8.21652314180758     -9.99906756649595      1.02889163369287 
  H   7.13606449602101     -9.91729949147301      0.88599452670458 
  C   8.82985800198394    -10.07101637734751     -0.37383892914016 
  H   9.91112117607412    -10.24491900415584     -0.34172569122540 
  H   8.37786309553574    -10.89796154423941     -0.93266547580175 
  H   8.63811305835808     -9.14374245347611     -0.92242516102436 
  C   8.49230024513285    -11.28246096958846      1.83104932630395 
  H   7.99730685709540    -11.25246089518629      2.80640150356925 
  H   8.12143382007077    -12.16025112847452      1.28845369740021 
  H   9.56801220414695    -11.41366373617432      1.99807365493587 
  C   3.18205516866119     -9.33757896295845      1.35104388270920 
  C   2.09296374734763     -8.45348151196517      1.42513204736161 
  C   0.95842952065884     -8.76079259277206      0.66742289637536 
  H   0.09575062637360     -8.10175952121634      0.70302912448450 
  C   0.92110779399643     -9.89696142565525     -0.13803242478953 
  H   0.03030959873962    -10.11687434993044     -0.72171734538270 
  C   2.01902355978118    -10.75006846233872     -0.20039279292054 
  H   1.98068266816251    -11.63163795372959     -0.83476179349325 
  C   3.17643919366299    -10.48560670556063      0.54032473583814 
  C   2.13732686874112     -7.22596945453531      2.31685041728311 
  H   3.19015088016847     -7.02217315906465      2.53611386033588 
  C   1.57609787890467     -5.97963251217427      1.62127343365851 
  H   0.49356122688557     -6.05011522371393      1.46652757662430 
  H   1.76537236025599     -5.09076085431621      2.23397168301534 
  H   2.06026884453763     -5.83872461661843      0.65137942218163 
  C   1.42043040999954     -7.50207230149995      3.65018779154208 
  H   1.87390406683970     -8.35244643015086      4.17129912290890 
  H   1.47784280747041     -6.62660717476665      4.30811212735339 
  H   0.36172398219008     -7.73413326528185      3.48281601502633 
  C   4.37693258603583    -11.41192162342030      0.45057284006164 
  H   5.15956405065947    -11.01098658525102      1.09965365946088 
  C   4.94698211286188    -11.44630744996560     -0.97575044162508 
  H   5.19203268839233    -10.43454355893215     -1.30807959418817 
  H   5.85759722050403    -12.05527778270178     -1.00712025409520 
  H   4.22737018333511    -11.87649581436818     -1.68214497783616 
  C   4.03814355864529    -12.82158602674468      0.96122747859494 
  H   3.27172395692488    -13.29532904403956      0.33696433308989 
  H   4.92983354863312    -13.45829280796384      0.94295576167323 
S33 
 
  H   3.66062400016499    -12.78714578856175      1.98912400960849 
  H   8.57393076995685     -6.14934735656170      0.50576060641518 
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Highly Active Titanocene Catalysts for Epoxide Hydrosilylation:
Synthesis, Theory, Kinetics, EPR Spectroscopy
Dina Schwarz G. Henriques+, Katharina Zimmer+, Sven Klare+, Andreas Meyer, Elena Rojo-
Wiechel, Mirko Bauer, Rebecca Sure, Stefan Grimme, Olav Schiemann,* Robert A. Flowers II,*
and Andreas Gansuer*
Abstract: A catalytic system for titanocene-catalyzed epoxide
hydrosilylation is described. It features a straightforward
preparation of titanocene hydrides that leads to a reaction
with low catalyst loading, high yields, and high selectivity of
radical reduction. The mechanism was studied by a suite of
methods, including kinetic studies, EPR spectroscopy, and
computational methods. An unusual resting state leads to the
observation of an inverse rate order with respect to the epoxide.
Epoxide hydrosilylations are virtually unexplored reactions
that offer a simple access to alcohols.[1] Epoxidation and
titanocene-catalyzed[2] epoxide hydrosilylation (Scheme 1)
provide a two-step approach to the formal anti-Markovnikov
addition of H2O to olefins that circumvents hydroboration.
However, it also highlights the difficulties associated with the
reactive and relatively unstable titanocene(III) hydrides
([Cp2TiH] hereafter). Their generation is capricious and
requires either harsh conditions[3] or the syntheses of sensitive
complexes.[4] Herein, we report a reliable and easy procedure
for catalyst generation from titanocene dichlorides, mecha-
nistic key features of the reaction, and EPR data for the
species involved.
Our starting point was the in situ generation of [Cp2TiH].
[Cp2TiR] complexes are attractive in this context because of
the weak Ti¢C bond.[5]We studied s-bond metathesis of these
complexes with PhSiH3 and (EtO)3SiH computationally
(Figure 1).[6]
DG298 values for the s-bond metathesis indicate that
[Cp2TiH] formation is favorable for R=Me, thermoneutral
for R=Allyl, and endergonic for R=Ph with PhSiH3.
(EtO)3SiH was predicted to be inferior. In practice,
[Cp2TiAllyl] is especially attractive since it can be prepared
in situ by stirring Cp2TiCl2 (1 equiv) and AllylMgBr
(2.2 equiv) in THF (1–10 min, purple reaction mixture).[5]
After the addition of PhSiH3 (1.5 equiv with respect to the
epoxide), the generation of [Cp2TiH] (the “allyl activation”)
is complete in 1–10 min (green reaction mixture).
Examples of the hydrosilylation are shown in Scheme 2.
The reaction of 1 with 3 leads to an excellent result. With
1 mol% 3, 97% 5 was obtained (86% 5 with 0.5 mol%
(Cp2TiOEt)2, that is 1 mol% of Ti, and 78% 5 with 1 mol%
Cp2TiMe2).
[1a]
We then turned our attention to mechanistic issues and
investigated whether EPR-active species[7] are present in the
solution after “allyl activation”. To this end, the activation
Scheme 1. Titanocene-catalyzed epoxide hydrosilylation.[1a]
Figure 1. Computed DG at 298.15 K for [Cp2TiH] generation by s-bond
metathesis in THF in kcalmol¢1. Values in parentheses refer to
(EtO)3SiH. For comparison, data for two dispersion-corrected density
functionals are given.
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was conducted under the standard reaction conditions with
either PhSiH3 or PhSiD3. The resulting X-band EPR spectra
and their simulations are shown in Figure 2. Two dominating
signals were observed when using PhSiH3. The first signal is
centered at giso,quintet= 1.9970 and shows a quintet hyperfine
coupling (hfc) structure with an hfc constant of 8.75 MHz. We
suggest that the observed quintet is the result of adduct
formation between PhSiH3 and Cp2TiH (Figure 2 and Sup-
porting Information for details). Calculations show that this
process is strongly exergonic. The calculated hfc constants are
in qualitative agreement with the experimental values (see
the Supporting Information). The other signal shows a triplet
hfc structure with an hfc constant of 20.50 MHz and is
centered at giso,triplet= 1.9930. The hfc structure of both signals
is absent when PhSiD3 is used. For the species resulting in the
observed triplet, we propose a complex of solvated HMgBr
with Cp2TiH or its dimer (see Figure 2 and the Supporting
Information for details). The groups of Brintzinger and Mach
have postulated, isolated, and characterized closely related
complexes.[5b,8] Therefore, all species detected contain Ti¢H
bonds.
To understand the mechanism of this reaction, a series of
rate experiments were performed on the hydrosilylation of 4
through “allyl activation” of 6 with PhSiH3. The reaction was
monitored in real time through in situ IR Spectroscopy or Vis
spectroscopy. Each experiment was repeated at least once.
Initial experiments were designed to examine the stability of
the catalyst under synthetically relevant conditions.[9, 10] The
conversion of 4 into 5 in the presence of 10 mol% catalyst was
monitored by following [5] and subsequently plotting [4] as
a function of time (Figure 3). A higher catalyst loading was
employed to ensure reproducible detection of the titanocene
species and to obtain fast turnover.When the reaction reaches
the first half-life with respect to [4], an equivalent amount of
PhSiH3 should be consumed and [Ti] should remain constant
under ideal conditions. A second run was initiated under
identical conditions to the first half-life of the first reaction.
When the concentration data for the second run are plotted
versus time and time-adjusted accordingly, the overlay is
good, showing only a very slight inhibition or deactivation at
the early stages of the reaction.[11]
The rate orders with respect to the catalyst, 4, and PhSiH3
were determined by using the “initial rate” method. The
reaction was approximately first order with respect to the
catalyst, but surprisingly showed inverse order with respect
to 4.
Scheme 2. Titanocene-catalyzed epoxide hydrosilylation after “allyl acti-
vation” (“allyl activation”: Titanocene dichloride (1 equiv) and
AllylMgBr (2.2 equiv with respect to [Ti]) in THF for 1–10 min (purple
reaction mixture), then PhSiH3 (30–150 equiv with respect to [Ti] ,
1.5 equiv with respect to the epoxide) for 1–10 min (green reaction
mixture).
Figure 2. Proposed structures present in solution and corresponding
experimental (solid lines) and simulated (dashed lines) EPR spectra
after “allyl activation” at X-band (a) and Q-band (b). At X-band,
PhSiH3 (A) and PhSiD3 (B) were used during the activation. Free
energies are given in kcalmol¢1.
Figure 3. “Same excess” experiment. Profile of Run 1 plotted as [4] vs.
time and the time-adjusted profile of Run 2 as [4] vs. adjusted time
(see the Supporting Information for details).
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The rate order with respect to the silane was established
by varying [PhSiH3] and monitoring [Cp2TiH] through in situ
Vis spectroscopy at 601 nm because of interfering silane
bands in the IR spectrum. The overlap of the graphs was
consistent with a rate order of zero with respect to the silane.
To confirm these findings, two further sets of experiments
were carried out. First, the rate order with respect to silane
was additionally determined using “different excess” experi-
ments (Supporting Information). The experiment examining
the impact of [PhSiH3] confirmed that the rate order with
respect to the silane is indeed zero. Second, an experiment on
the hydrosilylation of 7 (Scheme 3) also established an inverse
rate order with respect to the epoxide (Table 1).
Clearly, the mechanism of epoxide hydrosilylation is
rather intricate. Neither epoxide opening, nor the intra-
molecular hydrogen atom transfer (HAT), nor s-bond meta-
thesis can be the rate-determining step. The formation of
a resting state of the catalyst that reversibly binds the epoxide
substrate without inducing ring opening must thus be
responsible for the observed reaction orders. A plausible
scenario is epoxide binding by Cp2TiOR (OR is formed
through epoxide opening followed by HAT, Scheme 1).
Our calculations (Figure 4) show that [Cp2Ti-OEt] forms
a more stable epoxide complex than [Cp2Ti-H]. The opening
of the [Cp2Ti-OEt] epoxide complex to the b-metaloxy radical
is distinctly slower. In agreement with this prediction, we
found that [Cp2TiOEt]2 does not open 4 (see the Supporting
Information). Therefore, it seems that an epoxide complex of
titanocene(III) alkoxides is indeed the resting state of this
catalyst.
To validate this conclusion, a solution of Cp2TiAllyl was
mixed with PhSiH3 and 4 and immediately shock-frozen with
liquid N2 (Figure 5, black lines). Sample preparation was
repeated using PhSiH3 and 2,2-D2-4 (red lines), PhSiD3 and 4
(green lines), and PhSiD3 and 2,2-D2-4 (blue lines). The
frozen solutions were subjected to pulsed Q-band EPR and
electron nuclear double resonance (ENDOR) spectroscopy
(Figure 5a).[12] The EPR spectra of the different samples are
all similar and cover a field range of approximately 30 mT,
with intense maxima at g-values of 1.9857 and 1.9651 (see the
Supporting Information). The values are in the typical range
for titanocenes.[4, 13] The spectra are the result of the presence
of several paramagnetic species.
ENDOR spectroscopy of these samples yielded the 1H
hyperfine coupling patterns shown in Figure 5a. When 2,2-
D2-4 was used instead of 4, the proton resonance at an
approximate hfc constant of 2.5 MHz was no longer observed.
Similarly, resonances at an approximate hfc constant of
1.0 MHz were not detected with PhSiD3, although the
magnitude of the observed effect appeared to be weaker.
The smaller hfc constant indicates a larger electron–nucleus
separation. Finally, both resonances are suppressed when
both reagents are deuterated. Additionally, deuteron reso-
nances at corresponding hfc constants were observed when
deuterated reagents were used (Figure 5b). The observed
effects in the ENDOR spectra indicate that one of the ligands
at the TiIII center is the alkoxide formed after epoxide opening
and HAT. Whether or not an additional epoxide is also bound
to the TiIII center cannot conclusively be answered by using
ENDOR spectroscopy. However, the obtained spectra do not
Table 1: Rate orders with respect to the different reactants for the
titanocene-catalyzed hydrosilylation of 4 after “allyl activation”. Values in
parentheses refer to 7.
Reaction component Rate order
[Ti] 1.20.3[a]
PhSiH3 0.10.4[b]
Epoxide 4 (and 7) ¢1.40.3[c] (¢1.30.2)[d]
[a] Conditions: Initial rate method. [Ti] 3.3–13 mm, 67 mm epoxide 4,
103 mm PhSiH3. [b] Owing to interfering silane bands in the IR spectrum,
this rate order was determined by in situ monitoring of the [Ti] species
through Vis spectroscopy. Conditions: Initial rate method. [Ti] 2 mm,
37.5 mm epoxide 4, 38.0–47.6 mm PhSiH3. [c] Conditions: Initial rate
method. [Ti] 6.7 mm, 67–267 mm epoxide 4, 103 mm PhSiH3. [d] Con-
ditions: Initial rate method. [Ti] 6.7 mm, 67–183 mm epoxide 7, 103 mm
PhSiH3.
Figure 4. Computational analysis of epoxide complexation and open-
ing by [Cp2Ti-H] and [Cp2Ti-OEt]. Free energies are given in kcalmol
¢1.
Scheme 3. Titanocene-catalyzed epoxide hydrosilylation with 3 after
“allyl activation” in the presence of 1.5 equiv (second example
2.3 equiv) PhSiH3.
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contradict this interpretation. All of the computational and
experimental data thus hint at the epoxide complex of the
corresponding [Cp2TiOR] as the resting state of this catalyst.
Finally, we investigated the efficiency of our reaction for
the substrates shown in Scheme 3. In all cases, we obtained
high yields and diastereoselectivity (when applicable).
In summary, we have designed and developed an in situ
method for the generation of [Cp2Ti-H] from Cp2TiCl2 or
substituted titanocenes, AllylMgBr, and PhSiH3. The system
provides highly active and diastereoselective epoxide hydro-
silylation and constitutes an atom-economical radical reac-
tion.[14] By combining kinetic, EPR, and synthetic experi-
ments with theoretical methods, we have shown that the
catalytic cycle is rather unusual in having a resting state that
leads to an inverse reaction order with respect to the epoxide
(Figure 6).
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 1 
1 Synthetic Details 
1.1 General information 
All moisture- or oxygen-sensitive reactions were carried out under argon atmosphere in 
heat-dried flasks or Schlenk tubes. The solvents used were purified by distillation over 
the drying agents indicated and were transferred under argon: THF (K). All reactions 
were monitored by thin-layer chromatography (TLC) on Merck silica gel 60 F254 plates 
using UV light as visualizing agent (if applicable), and a solution of 
ammoniummolybdate tetrahydrate (25 g/L) and Ce(SO4)2∙4H2O (10 g/L) in 10% 
aqueous H2SO4 as developing agents followed by heating. The products were purified 
by flash column chromatography on Merck silica gel 50 or Macherey-Nagel silica gel 60. 
1H NMR and 13C NMR spectra were recorded on a Bruker AMX 300 MHz or a Bruker 
AM 400 MHz instrument. Chemical shifts are denoted in ppm (δ), and calibrated by 
using residual undeuterated solvent [CHCl3 (7.26 ppm) or C6H6 (7.16 ppm)] as internal 
reference for 1H NMR and the deuterated solvent [CDCl3 (77.0 ppm) or C6H6 
(128.1 ppm)] as internal standard for 13C NMR. Coupling constants reported in Hz 
constitute J(H,H) coupling constants, unless otherwise noted.  
1.2 General procedure: 'allyl activation' and epoxide opening 
In a heat-dried Schlenk tube the corresponding titanocene dichloride (0.05 mmol, 
5 mol%) was dissolved in THF (2 mL) under Ar. Then allylMgBr (0.10 mL, 0.11 mmol, 
1.10 M in Et2O, 11 mol%) was added and stirred for 2 min, while the color of the 
solution changed from red to deep purple (Figure S 1). Subsequently PhSiH3 (0.19 mL, 
1.50 mmol, 1.5 eq.) was added. After 10 min the color had changed to green (Figure 
S 1) and the epoxide (1.00 mmol, 1.00 eq.) was added with THF (4 mL). The reaction 
mixture was stirred at room temperature for the indicated time, added to acetone (5 mL) 
and K2CO3 (25 wt% in H2O, 25 mL) and stirred for another 24 h. The mixture was then 
extracted with Et2O (3x 20 mL), washed with brine (1x 20 mL) and dried over anhydrous 
MgSO4. After removal of the solvent under reduced pressure, chromatography on SiO2 
provided the desired alcohol. 
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Figure S 1. Solution of [Cp2TiAllyl] in THF (on the left), followed by activation with 
PhSiH3 to '[Cp2TiH]' (on the right). 
1.3 Characterization of compounds 
1.3.1 Synthesis of substrates 
Styrene oxide (1) is commercially available. The following epoxides were prepared 
according to the literature: 2-Methyl-2-(2-phenylethyl)oxirane (4)[1], 1-Phenyl-7-
oxabicyclo[4.1.0]heptane (7)[2], 2,2-Cyclohexylmethyloxirane (9)[3], 2,3-Dimethyl-2-
phenyloxirane (11)[4], trans-2-Methyl-2,3-diphenyloxirane (13)[5]. 
1.3.2 Synthesis of products 
2-Phenylethanol (2): 
 
According to GP: (tBuC5H4)2TiCl2 (3) (18 mg, 0.05 mmol, 5 mol%) in THF (2 mL), 
allylMgBr (0.10 mL, 0.11 mmol, 1.10 M in Et2O, 11 mol%), PhSiH3 (0.19 mL, 1.50 mmol, 
1.5 eq.) and styrene oxide (1) (120 mg, 1.00 mmol, 1.00 eq.) in THF (4 mL) were stirred 
for 16 h. Work up and chromatography (SiO2, cyclohexane: ethyl acetate, hereafter 
denoted as CH:EA 90:10, Rf = 0.1) yielded the desired alcohol (2) (114 mg, 0.93 mmol, 
93 %) as a colorless oil. 
1H-NMR (400 MHz; CDCl3): δ [ppm] = 7.34-7.30 (m, 2H), 7.26-7.22 (m, 3H), 3.87 (t, 
J = 6.6 Hz, 2H), 2.88 (t, J = 6.6 Hz, 2H). 
                                            
[1] C. Molinaro, A.-A. Guilbault, B. Kosjek, Org. Lett. 2010, 12, 3772. 
[2] M. Frohn, Z.-X. Wang, Y. Shi, J. Org. Chem. 1998, 63, 6425. 
[3] T. Sone, A. Yamaguchi, S. Matsunaga, M. Shibasaki, J. Am. Chem. Soc. 2008, 130, 10078.  
[4] P. Fristrup, B. B. Dideriksen, D. Tanner, P.-O. Norrby, J. Am. Chem. Soc. 2005, 127, 13672. 
[5] M. Frohn, Z.-X. Wang, Y. Shi, J. Org. Chem. 1998, 63, 6425. 
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13C-NMR (100 MHz, CDCl3): δ [ppm] = 138.4, 129.0, 128.5, 126.4, 63.6, 39.1. 
In agreement with data of commercially available (Sigma-Aldrich) authentic sample. 
2-Methyl-4-phenylbutan-1-ol (5): 
 
a) According to GP: Cp2TiCl2 (6) (12.5 mg, 0.05 mmol, 5 mol%) in THF (2 mL), 
allylMgBr (0.11 mL, 0.11 mmol, 1.0 M in Et2O, 11 mol%), PhSiH3 (0.19 mL, 
1.50 mmol, 1.5 eq.) and 2-Methyl-2-(2-phenylethyl)oxirane (4) (162 mg, 1.00 mmol, 
1.00 eq.) were stirred for 16 h. Work up and chromatography (SiO2, CH:EA 90:10, 
Rf = 0.2) yielded the desired alcohol (5) (153 mg, 0.93 mmol, 93 %) as a colorless 
oil.  
b) According to GP: (tBuC5H4)2TiCl2 (3) (9 mg, 0.03 mmol, 1 mol%) in THF (1 mL), 
allylMgBr (0.05 mL, 0.06 mmol, 1.10 M in Et2O, 2.2 mol%), PhSiH3 (0.48 mL, 
3.75 mmol, 1.5 eq.) and 2-Methyl-2-(2-phenylethyl)oxirane (4) (405 mg, 2.50 mmol, 
1.00 eq.) in THF (14 mL) were stirred for 72 h. Work up and chromatography (SiO2, 
CH:EA 90:10, Rf = 0.2) yielded the desired alcohol (5) (397 mg, 2.42 mmol, 97 %) as 
a colorless oil. 
1H-NMR (300 MHz, C6D6): δ [ppm] = 7.26-7.11 (m, 5H), 2.66-2.45 (m, 2H), 2.66-2.45 
(m, 2H), 1.98-1.78 (m, 2H), 1.41-1.28 (m, 1H), 0.91 (d, 3H, J = 6.9 Hz). 
13C-NMR (75 MHz, C6D6): δ [ppm] = 143.0, 128.7, 128.6, 126.1, 67.9, 35.6, 35.4, 33.7, 
16.7. 
Data in agreement with the literature.[6]  
 
 
                                            
[6] T. Tanaka, T. Inoue, K. Kamei, K. Murakami, C. Iwata, J. Chem. Soc., Chem. Commun. 1990, 906. 
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trans-2-Phenylcyclohexanol (8): 
 
According to GP: (tBuC5H4)2TiCl2 (3) (18 mg, 0.05 mmol, 5 mol%) in THF (2 mL), 
allylMgBr (0.10 mL, 0.11 mmol, 1.10 M in Et2O, 11 mol%), PhSiH3 (0.19 mL, 1.50 mmol, 
1.5 eq.) and 1-Phenyl-7-oxabicyclo[4.1.0]heptane (7) (174 mg, 1.00 mmol, 1.00 eq.) in 
THF (4 mL) were stirred for 16 h. Work up and chromatography (SiO2, CH:EA 90:10, 
Rf = 0.2) yielded the desired alcohol (8) (157 mg, 0.89 mmol, 89 %, trans:cis >99:<1) as 
a colorless solid. 
1H-NMR (300 MHz, CDCl3): δ [ppm] = 7.30-7.24 (m, 2H), 7.20-7.14 (m, 3H), 3.60 (ddd, 
J = 10.0, 10.0, 4.5 Hz, 1H), 2.37 (ddd, J = 12.2, 10.0, 3.5 Hz, 1H), 2.08-2.02 (m, 1H), 
1.84-1.76 (m, 2 H), 1.73-1.66 (m, 1H), 1.45-1.23 (m, 4H). 
13C-NMR (75 MHz, CDCl3): δ [ppm] = 143.4, 128.9, 128.0, 126.9, 74.6, 53.4, 34.6, 33.5, 
26.2, 25.2. 
Data in agreement with the literature.[7]  
2-Cyclohexylpropanol (10): 
 
According to GP: (tBuC5H4)2TiCl2 (3) (9 mg, 0.03 mmol, 1 mol%) in THF (1 mL), 
allylMgBr (0.05 mL, 0.06 mmol, 1.10 M in Et2O, 2.2 mol%), PhSiH3 (0.72 mL, 
5.63 mmol, 2.3 eq.) and 2,2-Cyclohexylmethyloxirane (9) (355 mg, 2.53 mmol, 1.00 eq.) 
in THF (13 mL) were stirred for 72 h at reflux. Work up and chromatography (SiO2, 
Eluent pentane: ethyl ether gradient from 100:0 to 80:20; Rf = 0.2) yielded the desired 
alcohol (10) (314 mg, 2.21 mmol, 87 %) as a colorless oil.  
                                            
[7] C. Cadot, P. I. Dalko, J. Cossy, C. Ollivier, R. Chuard, P. Renaud, J. Org. Chem. 2002, 67, 7193. 
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1H NMR (300 MHz, CDCl3): δ [ppm] = 3.61 (dd, J = 10.5, 5.7 Hz, 1H), 3.46 (dd, 
J = 10.5, 6.8 Hz, 1H), 1.81-0.93 (m, 12H), 0.89 (d, J = 6.9 Hz, 3H). 
13C-NMR (75 MHz; CDCl3): δ [ppm] = 66.5, 41.1, 39.6, 31.1, 29.0, 27.0, 26.9, 26.8, 
13.6. 
Data in agreement with the literature.[8] 
3-Phenylbutan-2-ol (12): 
 
According to GP: (tBuC5H4)2TiCl2 (3) (9 mg, 0.03 mmol, 1 mol%) in THF (1 mL), 
allylMgBr (0.05 mL, 0.06 mmol, 1.10 M in Et2O, 2.2 mol%), PhSiH3 (0.48 mL, 
3.75 mmol, 1.5 eq.) and 2,3-Dimethyl-2-phenyloxirane (11) (370 mg, 2.50 mmol, 
1.00 eq. trans:cis 80:20) in THF (14 mL) were stirred for 72 h. Work up and 
chromatography (SiO2, PE:Et2O 80:20, Rf = 0.3) yielded the desired alcohol (335 mg, 
2.23 mmol, 89 %, anti:syn 96:4) as a colorless oil.  
1H-NMR (400 MHz; CDCl3): δ [ppm] = 7.36-7.31 (m, 2H), 7.27-7.22 (m, 3H), 3.85 (dq, 
J = 7.4, 6.2 Hz, 1H), 2.68 (dq, J = 7.4, 7.2 Hz, 1H), 1.27 (d, J = 7.2 Hz, 3H), 1.23 (d, 
J = 6.2 Hz, 3H). 
13C-NMR (101 MHz; CDCl3): δ [ppm] = 143.7, 128.8, 128.2, 126.9, 72.5, 48.1, 20.8, 
18.0. 
Diastereomeric ratio of the product were determined by integration of the 1H-Signals of 
Cα -Me-Protons 1H-NMR (400 MHz; CDCl3): δ = major: 1.23 (d, J = 6.2 Hz), minor: 1.09 
(d, J = 6.3 Hz). 
Data in agreement with the literature.[9]  
                                            
[8] D. Strübing, P. Krumlinde, J. Piera, J.-E. Bäckvall, Adv. Synth. Catal. 2007, 349, 1577. 
[9] M. T. Reetz, S. Stanchev, H. Haning, Tetrahedron 1992, 48, 6813. 
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1,2-Diphenylpropan-1-ol (14):  
Ph
HO Ph
 
According to GP: (tBuC5H4)2TiCl2 (3) (18.1 mg, 0.05 mmol, 5 mol%), allylMgBr 
(0.13 mL, 0.11 mmol, 0.88 M in Et2O, 11 mol%), PhSiH3 (0.19 mL, 167 mg, 1.54 mmol, 
1.54 eq.) and trans-2-Methyl-2,3-diphenyloxirane (13) (210 mg, 1.00 mmol, 1.00 eq.) 
were stirred in THF (1 mL) for 16 h. Work up and chromatography (SiO2, Eluent CH:EA 
gradient from 100:0 to 90:10; Rf = 0.3) gave the desired alcohol (14) (200 mg, 
0.95 mmol, 95%; anti:syn 95:5) as a colorless solid. 
1H NMR (400 MHz, CDCl3): δ [ppm] = 7.40-7.27 (m, 10H), 4.82 (d, J = 5.8 Hz, syn) and 
4.67 (d, J = 8.7 Hz, 1H, anti), 3.16-3.09 (m, syn) and 3.03 (dq, J = 14.2, 7.1 Hz, 1H, 
anti), 1.82 (br, 1H), 1.32 (d, J = 7.1 Hz, syn) and 1.09 (d, J = 7.1 Hz, 3H, anti).  
13C NMR (75 MHz, CDCl3): δ [ppm] = 143.5, 142.7, 128.8, 128.4, 128.2, 128.0, 127.1, 
127.1, 79.8, 48.3, 18.5. 
Diastereomeric ratio of the product were determined by integration of the 1H-Signals of 
Cα -Me-Protons 1H-NMR (400 MHz; CDCl3): δ = major: 1.09 (d, J = 7.1 Hz), minor: 1.32 
(d, J = 7.1 Hz). 
Data in agreement with the literature.[10] 
1.4 Stoichiometric Reaction of Cp2TiOEt and 4 
A heat-dried Schlenk tube was loaded with [Cp2TiOEt]2 (223 mg; 0.50 mmol; 0.50 eq.), 
4 (172 mg; 1.06 mmol) and 5 mL THF and stirred for 16 h at room temperature. Acetone 
(3 mL) was added and the mixture stirred for 30 min. The solvent was evaporated. The 
crude 1H-NMR shows no conversion of epoxide 4. 
 
                                            
[10] C. Zhou, Z. Wang, Synthesis 2005, 10, 1649. 
 7 
2 Kinetics Studies Data 
2.1 Reaction Progress Kinetic Analysis 
All kinetic runs were carried out using a Mettler-Toledo’s ReactIR 15 fitted with DiComp 
probe and running iCIR software 4.3 SP1. A flame dried two necked rbf attached to a 
reflux condenser was fixed to the ReactIR probe and flushed with argon. An air 
background (256 scans) was obtained and 9 mL of THF were added through a rubber 
septum into the rbf and heated to 60 °C for 15 min in a pre-heated oil-bath. The iCIR 
software was initiated to obtain data. IR spectra (with automatic no. of scans) were 
collected every minute or every 30 s till the completion of the reaction. 
Table S 1. Summary of RPKA experiments. Values in parentheses correspond to the 
excess (XS). 
Experiments Run [4] [PhSiH3] [Ti] 
Same XS Run 1 67 mM 100 mM   (78 mM) 6.6 mM 
Run 2 33 mM   89 mM   (78 mM) 6.6 mM 
Diff XS Run 3 133 mM 100 mM   (78 mM) 6.6 mM 
Run 4 133 mM 206 mM (162 mM) 6.6 mM 
 
2.1.1 Same Excess Experiments 
A solution of Cp2TiCl2 (6) (24.9 mg; 0.10 mmol) in 2.0 mL THF was added after 3.0 min 
of starting the data collection, after another 3.0-5.0 min a solution of allylMgBr (0.71 M 
in Et2O, 0.29 mL; 0.21 mmol; 2.10 eq. relative to [Ti]) was added and washed with 
0.62 mL THF. The reaction mixture was refluxed until the color changes to a deep 
purple, at which point PhSiH3 (Run 1: 0.19 mL; Run 2: 0.16 mL) was added and washed 
with THF (Run 1: 0.25 mL; Run 2: 0.28 mL). The reaction mixture was continued 
refluxing until the appearance of a dark green color indicative of formation of '[Cp2TiH]'. 
Epoxide 4 (Run 1: 162 mg; Run 2: 81.3 mg) in 2.0 mL THF was added and washed with 
THF (Run 1: 0.25 mL; Run 2: 0.35 mL; total volume: 15 mL). The contents were 
continued refluxing till the end of reaction as monitored by ReactIR. 
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Each experiment was repeated at least once. The growth curve for the formation of 
product, 5, was monitored @ maximum absorbance 738-742 cm-1.  
Conversion of raw data into epoxide concentration, [4], and rate for the RPKA analysis: 
1. The raw data as a plot of [5] (A.U. = Absorbance Unit) vs. time (min) was converted 
into decays with respect to the epoxide concentration (using Microsoft Excel 2007 
and Origin software 8.5). This was fitted as a second order exponential decay for 
both runs (best fit). 
2. The equations for the fit given as (a & b symbolizing the original and repeat 
experiments) 
 
4[ ]
a,b
= y0 +A1 ×exp -
x
t1
æ
è
ç
ö
ø
÷+A2 ×exp -
x
t2
æ
è
ç
ö
ø
÷ (Eq .1) 
were then converted to their derivatives to get rate, using Eq. 2: 
 
ratea,b = -
d 4[ ]
a,b
dx
= -
A1 ×exp -
x
t1
æ
è
ç
ö
ø
÷
é
ë
ê
ù
û
ú
t1
-
A2 ×exp -
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t2
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è
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ö
ø
÷
é
ë
ê
ù
û
ú
t2
 
(Eq. 2) 
3. Since the experiments were repeated a second time, the RPKA was plotted as the 
average of both experiments: 
 
4[ ] =
4[ ]
a
+ 4[ ]
b
2
 (Eq. 3) 
 
rate=
ratea + rateb
2
 (Eq. 4) 
The deviation of the average was calculated according to the following equations 
(Figure S 2): 
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s
4[ ]
=
( 4[ ]
a
- 4[ ])2 + ( 4[ ]
b
- 4[ ])2
2
2  (Eq. 5) 
 
s rate =
(ratea - rate)
2 + (rateb - rate)
2
2
2  (Eq. 6) 
In order to compare the 100% (Run 1) and 50 % (Run 2) runs on the same scale and 
determine the catalyst stability, the runs were plotted as the decay of [4] over time 
(Figure S 3) and the 50 % run time adjusted accordingly (Figure S 4). The overlay is 
good with only a small difference, suggesting a very slight inhibition or deactivation at 
the early stages of the reaction (see main text). 
 
Figure S 2: Same Excess Experiment with 10 mol% catalyst loading. Run 1 – 100 % 
and Run 2 – 50 %.  
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Figure S 3. Time Resolved Same Excess Experiment. Run 1 – 100 % and Run 2 – 
50 %. 
 
Figure S 4. Time Adjusted Same Excess Experiment. Run 1 – 100 % and Run 2 – 50 % 
(time adjusted t’ = t + 0.99 min). 
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2.1.2 Different Excess Experiments 
These different excess experiments were carried out with twice the amount of substrate 
4, than in the same excess experiments, to avoid the overlap of the monitored product 
band with the interfering PhSiH3 bands in the IR spectra at high [PhSiH3]. A solution of 
Cp2TiCl2 (6) (24.9 mg; 0.10 mmol; 10 mol%) in 2.0 mL THF was added after 3 min of 
starting the data collection and washed with 0.25 mL THF, after another 3.0-5.0 min, a 
solution of allylMgBr (0.71 M in Et2O, 0.29 mL; 0.21 mmol; 2.10 eq. relative to [Ti]) was 
added and washed with (Run 3: 0.40 mL; Run 4: 0.25 mL) THF. The reaction mixture 
was refluxed until the color changes to a deep purple, at which point PhSiH3 (Run 3: 
0.19 mL; Run 4: 0.38 mL) was added and washed with THF (Run 3: 0.25 mL; Run 4: 
0.26 mL). The reaction mixture was again refluxed until the appearance of a dark green 
color indicative of formation of '[Cp2TiH]'. Epoxide 4 (324 mg; 2.00 mmol) in 2.0 mL THF 
was added and washed with THF (Run 3: 0.30 mL; Run 4: 0.25 mL; total volume: 
15 mL). The contents were continued refluxing till the end of reaction as monitored by 
ReactIR. 
Each experiment was repeated at least once. The growth curve for the formation of 
product was monitored @ 738-742 cm-1. 
Conversion of raw data was done according to the procedure described in the previous 
section (See 1.1.1. Same Excess Experiments). The plot rate vs. [4] overlap for both 
runs suggesting a rate order of zero for the silane (Figure S 5).  
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Figure S 5. Different Excess Experiment. 2.0 mmol epoxide 4, 5 mol% [Cp2TiAllyl] 
(relative to epoxide amount); Run 3 - 1.5 eq PhSiH3; Run 4 - 3.0 eq PhSiH3. 
2.2 Initial Rate Method IR 
All kinetic runs were carried out using a Mettler-Toledo’s ReactIR 15 fitted with DiComp 
probe and running iCIR software 4.3 SP1. A flame dried two necked rbf attached to a 
reflux condenser was fixed to the ReactIR probe and flushed with argon. An air 
background (256 scans) was obtained and 9 mL of THF was added through a rubber 
septum into the rbf and heated to 60 °C for 15 min in a pre-heated oil-bath. The iCIR 
software was initiated to obtain data. IR spectra (with automatic no. of scans) were 
collected every minute or every 30 s till the completion of the reaction. 
2.2.1 Titanocene Rate Order 
 rate= k × Ti[ ]
z1 × epoxide[ ]
z2 × PhSiH3[ ]
z3  (Eq. 7) 
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O
6 (3.3-13.3 mM), allyl activation
with PhSiH3 (103 mM)
THF (15 mL), 60 °C
4 (67 mM) 5
OSiH2Ph
 
To determine the rate order of the Ti-catalyst, z1 (see Eq. 7), the concentrations of the 
other components in the catalytic reaction were kept constant. The catalyst 
concentration [6] on the other hand was varied. The catalyst was always activated with 
2.1 eq. of allylMgBr (0.71 M in Et2O). For each run 1.0 mmol 4 (67 mM in 15 mL THF) 
and 1.5 eq PhSiH3 (103 mM in 15 mL THF) were used. All experiments were carried out 
at 60 °C. 
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Figure S 6. Example plot for the decay of epoxide 4 vs. time at a catalyst loading of 
5 mol% [Ti]. 
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The initial rate for each run was determined by monitoring the initial formation of 
product, 5, @738-742 cm-1 vs. time in min. The plot is then converted into decay of [4] 
vs. time in min (Figure S 6). The slope obtained by at least 3 data points (with the 
higher catalyst loading the reaction was so fast, that points had to be extrapolated from 
a second order exponential fit, R2>0.91) is the desired initial rate -v0 (Eq. 8). Each 
experiment was repeated at least once and an average v0 calculated for each catalyst 
concentration (Table S 2). 
Table S 2. Summary of results for the determination of catalyst rate order.  
Cat. [Ti]0  in M  v0 in A.U. min-1 ln([Ti]0) ln(v0) 
5 mol% 0,003325 0,000301 -5,70631 -8,11006 
10 mol% 0,006668 0,001133 -5,01047 -6,78259 
15 mol% 0,009988 0,001534 -4,60635 -6,47988 
20 mol% 0,013335 0,001580 -4,31733 -6,45033 
 
v0 = kobs × Ti[ ]0
z1  (Eq. 8) 
By taking the natural log of Eq. 8 we obtain the following simplified equation: 
 ln v0( ) = ln kobs( )+ z1 × ln Ti[ ]0( )  (Eq. 9) 
The rate order of the catalyst can therefore be calculated by plotting ln(v0) versus 
ln([Ti]0).The slope gives the order of the catalyst, z1 = 1.2 ± 0.3 (Figure S 7). 
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Figure S 7. The slope of the plot ln(v0) vs. ln([Ti]0) gives the rate order of the catalyst, 
z1 = 1.2 ± 0.3. 
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2.2.2 Epoxide 4 Rate Order 
O
6 (6.7 mM), allyl activation
with PhSiH3 (103 mM)
THF (15 mL), 60 °C
4 (67-267 mM) 5
OSiH2Ph
 
To determine the rate order of 4, z2 (see Eq. 7), the concentrations of the other 
components in the catalytic reaction were kept constant, while varying the epoxide 
concentration. For each run 0.10 mmol 6 (6.7 mM in 15 mL THF), activated with 2.1 eq. 
allylMgBr solution (0.71 M in Et2O), and 1.5 mmol PhSiH3 (103 mM in 15 mL THF) were 
used.  
All experiments were carried out at 60 °C. Each experiment was repeated at least once 
and an average v0 calculated for each [4]0. The rate order of epoxide 4 was determined 
using the initial rate method as discussed in the previous section.  
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Weight No Weighting
Residual Sum 
of Squares
0,34922
Pearson's r -0,93009
Adj. R-Square 0,82008
Value Standard Error
ln(v0) Intercept -9,69492 0,63745
ln(v0) Slope -1,36338 0,31089
 
Figure S 8. The slope of the plot ln(v0) vs. ln([4]0) gives the rate order of 4,  
z2 = -1.4 ± 0.3. 
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Table S 3. Summary of results for the determination of epoxide 4 rate order.  
Molar Mass of 4 [4]0  in M  v0 in A.U. min-1 ln([4]0) ln(v0) 
1.0 mmol 0,066695 -6,15752 -2,70762 -6,15752 
1.5 mmol 0,100187 -6,22214 -2,30072 -6,22214 
2.0 mmol 0,133268 -7,23834 -2,01540 -7,23834 
3.0 mmol 0,200127 -7,20011 -1,60880 -7,20011 
4.0 mmol 0,266741 -8,08541 -1,32148 -8,08541 
 
The rate order of 4, obtained by plotting ln(v0) versus ln([4]0), was z2 = -1.4 ± 0.3 (Figure 
S 8).  
2.2.3 Epoxide 7 Rate Order 
6 (6.7 mM), allyl activation
with PhSiH3 (103 mM)
THF (15 mL), 60 °C
7 (67-183 mM) 8
O
Ph Ph
OSiH2Ph
 
To determine the rate order of 7, z2’ (see Eq. 7), the concentrations of the other 
components in the catalytic reaction were kept constant, while varying the epoxide 
concentration. For each run 0.10 mmol 6 (6.7 mM in 15 mL THF), activated with 2.1 eq. 
allylMgBr (0.71 M in Et2O), and 1.5 mmol PhSiH3 (103 mM in 15 mL THF) were used. 
All experiments were carried out at 60 °C.  
Each experiment was repeated at least once and an average v0 calculated for each [7]. 
The rate order of epoxide 7 was determined using the initial rate method as discussed 
in the previous sections. Formation of product 8 was monitored @ 984 cm-1. 
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Table S 4. Summary of results for the determination of epoxide 7 rate order.  
Molar Mass of 7 [7]0  in M v0 in A.U.min-1 ln([7]0) ln(v0) 
1.0 mmol 0,066651 3,83E-04 -2,70828 -7,86748 
1.5 mmol 0,099480 1,81E-04 -2,30780 -8,61701 
2.0 mmol 0,133150 1,31E-04 -2,01628 -8,94414 
2.8 mmol 0,183272 1,07E-04 -1,69678 -9,14737 
 
The rate order of 7, obtained by plotting ln(v0) versus ln([7]0), was z2’ = -1.3 ± 0.2 
(Figure S 9).  
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Figure S 9. The slope of the plot ln(v0) vs. ln([7]0) gives the rate order of 7,  
z2’= -1.3 ± 0.2. 
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2.3 Initial Rate Method Vis 
The absorbance maxima for the different Ti-species, [Cp2TiAllyl] and '[Cp2TiH]', were 
determined on a Shimadzu UV-1601 UV-Visible Spectrophotometer controlled by UV 
Probe (version 1.11) software (Figure S 10). An absorbance at 601 nm specific to 
'[Cp2TiH]' was established. All kinetics runs were carried out using a Vernier SpectroVis 
Plus and running Logger Lite 1.4 software. The following stock solutions were prepared 
inside an argon-filled glove box in volumetric flasks: 
a) green '[Cp2TiH]' solution 
Cp2TiCl2 (12.4 mg; 0.05 mmol); 
allylMgBr (0.17 mL; 0.10 mmol; 0.61 M in Et2O); 
PhSiH3 (0.12 mL; 0.97 mmol); 
THF (total volume: 25.0 mL); 
 
b) Epoxide 4 solution 
4 (487 mg; 3.00 mmol);  
THF (total volume: 2.0 mL) 
 
c) PhSiH3 solution 
PhSiH3 (0.12 mL, 0.97 mmol); 
THF (total volume: 5.0 mL) 
A solvent background of dry THF was obtained and the wavelength fixed at 601 nm. A 
dry, air-tight cuvette with rubber septum and stirring bar was charged with 2.0-3.0 mL 
'[Cp2TiH]' solution (total concentration of [Ti] always: 2.0 mM) and varying amounts of 
PhSiH3 solution (0 µL, 38.0 mM; 50 µL, 40.5 mM; 100 µL, 42.9 mM; 200 µL, 47.6 mM). 
This was taken out, inserted into the Vis spectrometer and stirred for a few minutes. The 
Logger Lite software was started. 50-75 µL of the epoxide solution (total concentration 
of epoxide always: 37.5 mM) was added to the cuvette through the septum and the 
contents were stirred till the end of reaction as monitored by SpectroVis. The 
absorbance at 601 nm was collected every second, till the regeneration of the catalyst 
starts. 
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Each run was repeated at least four times. In a few runs the first second of the 
measurement after epoxide addition had to be taken out of the raw data before analysis, 
due to a short induction period of the catalyst. This is recognizable in an extremely high 
value before the expected decay. 
 
1. The raw data as a plot of '[Cp2TiH]' (A.U.) vs. time (s) was fitted as a second 
order exponential decay for all runs (best fit). 
2. The fit (R2>0.94) was given as (a-e symbolizing the original and repeat 
experiments): 
 
Cp2TiH[ ]a-e = y0 +A1 ×exp -
x
t1
æ
è
ç
ö
ø
÷+A2 ×exp -
x
t2
æ
è
ç
ö
ø
÷ (Eq. 10) 
The constants k1 =
1
t1
 and k2 =
1
t2
 were calculated and kobs was approximately 
equalized to the bigger of the two constants, kbig. (z3 being the rate order of 
PhSiH3): 
 
-
dt Cp2TiH[ ]a-e
dx
» k '× PhSiH3[ ]0
z3 = kobs × Cp2TiH[ ]a-e » kbig × Cp2TiH[ ]a-e (Eq. 11) 
3. kobs average was calculated for each PhSiH3 concentration. 
4. The slope of the plot ln(kobs) vs. ln([PhSiH3]0), z3 = 0.06 ± 0.36, was determined 
by Origin 8.5, giving the order of PhSiH3 (Figure S 11). 
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Figure S 10. UV/Vis spectra of [Cp2TiAllyl] (purple, max. absorbance @512 nm); 
'[Cp2TiH]' after ‘allyl activation’ and PhSiH3 addition (green, max. absorbance 
@601 nm); and the '[Cp2TiH]' solution after exposing it to air. 
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Figure S 11. Initial Rate Experiment monitored by SpectroVis. Plot ln(kobs) vs. 
ln([PhSiH3]0) for the titanocene catalyzed reductive opening of 4 after ‘allyl activation’. 
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3 Details for EPR measurements 
3.1 EPR sample preparation 
General procedure (GP1): preparation of 'allyl activated' solutions 
A heat-dried Schlenk tube was charged with the corresponding titanocene halide 
(0.05 mmol, 1.0 eq.) under argon atmosphere. Freshly distilled THF (0.5 mL) was 
added, followed by allylMgBr (0.11 mmol, 2.2 eq). The mixture was stirred for 20 min at 
room temperature. Silane (1.00 mmol, 20 eq) was then added and the solution was 
stirred until the color changed to green. The solution was diluted with dry toluene 
(0.5 mL), resulting in a concentration of the catalyst of c (catalyst) = 0.05 M. The 
activated solution was transferred via syringe into the EPR-tube under argon 
atmosphere. Then the sample was frozen in liquid nitrogen and the tube was flame 
sealed under vacuum (H2/O2-burner). Three samples for each solution were prepared 
according to this procedure.  
Table S 5. Summary of EPR samples of 'allyl activation' (See Figure 2 in the main text).  
Entry Sample Titanocene  Silane  
1 A Cp2TiCl2 (12.4 mg) PhSiH3 (0.12 mL) 
2 B Cp2TiCl2 (12.4 mg) PhSiD3 (0.13 mL) 
 
General procedure (GP2): preparation of 'allyl activated' solutions with epoxide 
A heat-dried Schlenk tube was charged with the corresponding titanocene halide 
(0.05 mmol, 1.0 eq.) under argon atmosphere. Freshly distilled THF (0.5 mL) was 
added, followed by allylMgBr (0.11 mmol, 2.2 eq). The mixture was stirred for 20 min at 
room temperature. Silane (1.00 mmol, 20 eq) was then added and the solution was 
stirred until the color changed to green. The solution was diluted with dry toluene 
(0.5 mL), resulting in a concentration of the catalyst of c (catalyst) = 0.05 M. Epoxide 
(0.5 mmol, 10 eq) was added and the color changed immediately from green to orange. 
The solution was transferred via syringe into the EPR-tube under argon atmosphere. 
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Then the sample was frozen in liquid nitrogen and the tube was flame sealed under 
vacuum (H2/O2-burner). Three samples for each solution were prepared according to 
this procedure.  
Table S 6. Summary of EPR samples of 'allyl activated' solutions with epoxide (see 
main text). 
 
Entry Sample Silane  Epoxide  
1 a PhSiH3 (0.12 mL) 4 (81 mg) 
2 b PhSiH3 (0.12 mL) 2,2-D2-4 (82 mg) 
3 c PhSiD3 (0.13 mL) 4 (81 mg) 
4 d PhSiD3 (0.13 mL) 2,2-D2-4 (82 mg) 
 
3.2 EPR measurements and data analysis 
3.2.1 General information 
The continuous-wave (cw) X-band EPR experiments were all performed on a Bruker 
EMXmicro EPR spectrometer with the EMXmicro standard resonator. 
All EPR experiments at Q-band frequency were performed on a Bruker ELEXSYS 580 
EPR spectrometer using an ER 5106QD-2 resonator and an Oxford CF935 helium gas-
flow cryostat. All Q-band cw EPR experiments were conducted at room temperature 
while all pulsed measurements were conducted at T = 30 K In pulsed measurements, 
the microwave pulses were amplified using a 150 W TWT amplifier manufactured by 
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Applied Systems Engineering. Typical /2 pulse lengths of 6 ns were obtained using this 
setup. The RF radiation for the ENDOR measurements were amplified using a 150 W 
Bruker EN 373 RF amplifier. Furthermore, a noise suppressor was used for the RF 
radiation. An attenuated MPFU was used for the inversion pulse inv in the Davies 
ENDOR experiments to allow for a selective inversion pulse. The length of the RF  
pulse was optimized using a nuclear transient nutation experiment. 
EPR spectra were simulated using the EasySpin program package.[11] 
3.2.2 Pulse sequences 
The pulse sequences used for the pulsed EPR measurements are summarized in 
Figure S 12. 
 
Figure S 12. Pulse sequences used for the pulsed EPR and ENDOR measurements. a) 
Hahn-Echo sequence. b) Davies ENDOR sequence. c) Mims ENDOR sequence.  
The measurements parameters of all measurements are listed in Table S 7 - S 9. 
 
                                            
[11] S. Stoll, A. Schweiger, J. Magn. Reson. 2006, 178, 42. 
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Table S 7. Measurement parameters for the echo detected EPR spectra. 
Parameter /2 [ns]  [ns]  [ns] SRTa [µs] 
Value 6 10 500 2000 
a) SRT = Shot repetition time. 
 
Table S 8. Measurement parameters of the Davies ENDOR measurements. 
Parameter inv [ns] /2 [ns]  [ns]  [ns] RF [µs] TRF [µs] RF [µs] SRTa [µs] 
Value 500 6 10 700 3 17 13.5 2000 
a) SRT = Shot repetition time. 
 
Table S 9. Measurement parameters of the Mims ENDOR measurements. 
Parameter /2 [ns]  [ns]  [ns] RF [µs] TRF [µs] RF [µs] SRTa [µs] 
Value 6 10 420 4 69 69 2000 
a) SRT = Shot repetition time. 
 
3.2.3 EPR parameters of the titanocene hydride species and discussion 
The EPR spectra obtained after application of the 'allyl activation' of the catalyst are 
shown in Figure S 13 along with their simulations. The EPR parameters used to 
simulate the spectra are listed in Table S 10. 
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Figure S 13. EPR spectra (full lines) and their simulations (dashed lines) after ‘allyl 
activation’ at (a) X-band and (b) Q-band. At X-band, PhSiH3 (A) and PhSiD3 (B) were 
used during the activation.  
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Table S 10. EPR parameters used to simulate the EPR spectra, obtained after 
application of the 'allyl activation' compared to DFT calculations. 
 X-band, 
PhSiH3 
X-band, 
PhSiD3 
Q-band, 
PhSiH3 
Calc.d, 
PhSiH3 
giso,quintet 1.9970 1.9970 1.9970  
aiso,quintet (1/2H)a,b 8.75 (x4) 8.75 (x4) 8.75 (x4) -7.07 
aiso,quintet (47/49Ti)a 15.50 (x1) 15.11 (x1) 15.75 (x1) 4.54 
giso,triplet 1.9930 1.9930 1.9929  
aiso,triplet (1/2H)a,b 20.50 (x2) 20.50 (x2) 20.50 (x2) -22.10 
aiso,triplet (47/49Ti)a 18.90 (x1) 18.43 (x1) 18.69 (x1) 14.62 
[quintet]/[triplet]c 1:3.5 1:12 1:13  
a) Values for the hfc constants aiso are given in MHz, values in parentheses indicate the number 
of equivalent nuclei. The sign of the hfc constant cannot be determined in experimentally. b) 
The value given for aiso (2H) was divided by 6.51 in the simulation to account for the different 
gyromagnetic ratio of deuterons as compared to protons. c)  Ratio of approximate contributions 
of the quintet and triplet signal. d) For detailed information see Computational Details. 
All spectra could be simulated with basically identical EPR parameters under all three 
experimental conditions. Only for the 47/49Ti hfc constant a variability of about ±2% was 
found. The quintet species was found to be the minor species in all samples, albeit the 
exact ratios show some degree of variation. The ratio of the two signals does not 
change over time. The EPR parameters of the triplet signal agree nicely with those 
reported previously for [(Cp2TiH2MgBr(solvent))2].[12] For the quintet, no matching EPR 
spectrum was found in the literature. The quintet structure indicates the presence of four 
hydrogen nuclei, which are equivalent on the time scale of the EPR measurement. The 
adduct of PhSiH3 and '[Cp2TiH]' appears to be a good candidate for the species 
responsible for the quintet for several reasons. First of all, similar species have been 
described before. The hydrogen nuclei of these species appear to be equivalent even at 
low temperatures as shown by NMR spectroscopy.[13] Furthermore, the adduct of 
                                            
[12] J. G. Kenworthy, J. Myatt, M. C. R. Symons, J. Chem. Soc. 1971, 1020.  
[13] a) H. Sakaba, T. Hirata, C. Kabuto, K. Kabuto, Organometallics 2006, 25, 5145; b) Y. Horbatenko, S. 
Vyboishchikov, Organometallics 2013, 32, 514. 
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PhSiH3 and '[Cp2TiH]' contains a titanium center which strongly resembles the titanium 
center in the species responsible for the triplet (formally [Cp2TiH2]-). Theory supports the 
assignment, as DFT calculations predict an exergonic formation of the adduct. 
Additionally, the hfc constants of the protons predicted by DFT calculations agree with 
those observed experimentally.   
3.2.4 Pulsed EPR measurements of the reaction solutions 
Pulsed EPR and ENDOR spectroscopy at Q-band frequency was used to investigate 
the structure of the resting state/intermediates after addition of the epoxide and silane. 
The echo detected EPR spectra of the reaction solution using different degrees of 
deuteration are shown in Figure S 14. 
 
Figure S 14. Echo detected EPR spectra of the reaction solution. Black line: No 
deuteration. Red: 2,2-D2-4. Green: PhSiD3. Blue: 2,2-D2-4 and PhSiD3. The arrow 
indicates the field position at which ENDOR spectra have been recorded. 
As the spectrum shown in Figure S 14 consists of several, overlapping EPR signals, a 
meaningful simulation of the spectrum was not possible.  
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4 Computational Details 
4.1 Computational Methods  
The quantum chemical calculations were performed with the TURBOMOLE 7.0 program 
package.[14] The geometries were optimized on the DFT level using the TPSS density 
functional[15] together with the polarized triple-zeta Gaussian AO basis set def2-
TZVP[16]. This choice avoids major BSSE effects without employing counter-poise 
corrections.  
For all DFT calculations the resolution-of-the-identity (RI) approximation for the 
Coulomb integrals[17] with matching default auxiliary basis sets[18] was applied. For 
geometry optimizations the numerical quadrature grid m4 was employed for integration 
of the exchange-correlation contribution. Default settings for convergence criteria of 
energy and gradients were not altered. For all geometry optimizations as well as single 
point calculations, the D3 dispersion correction scheme[19] together with the Becke-
Johnson (BJ) damping[20] was used. For a detailed description of the dispersion 
correction, that is of great importance in studies of large molecules, see Ref. [21]; for 
recent chemical applications of this method, see e.g. Ref. [22].  
The rovibrational corrections from energy to the free energy were obtained from a 
modified rigid-rotor-harmonic-oscillator statistical treatment[23] based on analytical 
harmonic frequencies calculated on the TPSS-D3/def2-TZVP level (see above). For the 
entropy calculation, frequencies with wavenumbers below 100 cm-1 were treated as 
rigid rotors to avoid inherent errors in the harmonic approximation. Artificial small 
frequency imaginary modes of up to i30 cm-1 were inverted and thus included into the 
enthalpy and, more importantly, entropy calculations. 
Solvent effects on the thermochemical properties were included by the COSMO-RS 
model[24] that was used as implemented in COSMOtherm[25] to obtain all solvation free 
energies. Single point calculations employing the default BP86[26]/def-TZVP[27] level of 
theory were executed on the optimized geometries. Solvation contributions to free 
energies at 298.15 K for THF were computed for these gas phase structures. 
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Single point energies were obtained in the gas phase on the PW6B95-D3[28] or 
B3LYP[29]-D3 level together with the large quadruple-zeta basis set def2-QZVP[16] and 
the larger grid m5 and m4, respectively. This setup ensures converged single-point 
energies. 
 
EPR parameters were computed with the ORCA program package[30], employing the 
PBE0 hybrid density functional in a large QZVP basis set. Integral evaluation was 
carried out on a large grid (Grid5, Finalgrid6) with tight SCF convergence criteria. 
Overall good agreement with experiment can be reached. However, the deviation of the 
Ti hfc in the quintet signal is due to the multi-reference character of the metal center in 
the given geometry, which can be observed in an FOD analysis[31]. 
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Listed below are the Cartesian coordinates of the optimized structures. Energies refer to 
the TPSS-D3/def2-TZVP level of theory and are given in au. 
 
Cp2TiH + ethylene oxide opened 
29 
Energy = -1391.402920888 
 32 
C     0.5211603   -0.7121240   -1.9792317 
C    -0.7460325   -0.0868530   -2.0550073 
C    -0.5605816    1.3071057   -1.8886202 
C     0.8326541    1.5430058   -1.7261376 
C     1.5001123    0.2944817   -1.7730210 
Ti    0.0875253    0.2820485    0.1502684 
C    -1.0028344    2.2098651    1.0394815 
C    -1.3188385    1.1273780    1.9005562 
C    -0.1227126    0.6831061    2.5029567 
C     0.9427033    1.4980092    2.0299009 
C     0.3935303    2.4543116    1.1415375 
O    -0.6829439   -1.3397864    0.6040663 
C    -0.8963232   -2.6340531    0.1007884 
C     0.3383742   -3.4639863    0.1462906 
H     1.6782277   -0.1821239    0.5225346 
H    -1.3372466    2.0582589   -1.9067333 
H     1.3019060    2.5061279   -1.5878550 
H     2.5643786    0.1367383   -1.6859616 
H     0.7120657   -1.7761666   -2.0126391 
H    -1.6983183   -0.5887333   -2.1670814 
H    -0.0197987   -0.1795064    3.1455406 
H     1.9803480    1.4164074    2.3168640 
H     0.9443876    3.2227607    0.6186389 
H    -1.7073585    2.7746805    0.4450184 
H    -2.2928752    0.6719939    2.0156922 
H    -1.6992231   -3.1114103    0.6932637 
H    -1.2871849   -2.5808769   -0.9364427 
 33 
H     1.2810032   -3.0044333    0.4229980 
H     0.2938956   -4.5262260   -0.0776659 
 
 
Cp2TiH + ethylene oxide TS 
29 
Energy = -1391.402920888 
C     0.5211603   -0.7121240   -1.9792317 
C    -0.7460325   -0.0868530   -2.0550073 
C    -0.5605816    1.3071057   -1.8886202 
C     0.8326541    1.5430058   -1.7261376 
C     1.5001123    0.2944817   -1.7730210 
Ti    0.0875253    0.2820485    0.1502684 
C    -1.0028344    2.2098651    1.0394815 
C    -1.3188385    1.1273780    1.9005562 
C    -0.1227126    0.6831061    2.5029567 
C     0.9427033    1.4980092    2.0299009 
C     0.3935303    2.4543116    1.1415375 
O    -0.6829439   -1.3397864    0.6040663 
C    -0.8963232   -2.6340531    0.1007884 
C     0.3383742   -3.4639863    0.1462906 
H     1.6782277   -0.1821239    0.5225346 
H    -1.3372466    2.0582589   -1.9067333 
H     1.3019060    2.5061279   -1.5878550 
H     2.5643786    0.1367383   -1.6859616 
H     0.7120657   -1.7761666   -2.0126391 
H    -1.6983183   -0.5887333   -2.1670814 
 34 
H    -0.0197987   -0.1795064    3.1455406 
H     1.9803480    1.4164074    2.3168640 
H     0.9443876    3.2227607    0.6186389 
H    -1.7073585    2.7746805    0.4450184 
H    -2.2928752    0.6719939    2.0156922 
H    -1.6992231   -3.1114103    0.6932637 
H    -1.2871849   -2.5808769   -0.9364427 
H     1.2810032   -3.0044333    0.4229980 
H     0.2938956   -4.5262260   -0.0776659 
 
 
 
Cp2TiH + ethylene oxide 
29 
Energy = -1391.381186180 
C     0.8041548   -0.0148999   -2.2635501 
C    -0.6113965   -0.0627798   -2.2677781 
C    -1.1097014    1.1895824   -1.8329157 
C     0.0120445    2.0300372   -1.5879051 
C     1.1956127    1.2855209   -1.8371985 
Ti    0.1228852    0.2948700   -0.0090797 
C    -0.2066475    2.1537952    1.3693704 
C    -1.1137547    1.1527511    1.8117490 
C    -0.3368511    0.0845293    2.3322741 
C     1.0346409    0.4077599    2.1974637 
C     1.1207961    1.6896319    1.5941645 
O    -0.9733067   -1.6850109    0.1136324 
 35 
C    -0.3898380   -2.7931693    0.8639765 
C    -0.4505658   -2.8469983   -0.5974415 
H     1.4466156   -0.8570464    0.0452397 
H    -2.1512745    1.4615260   -1.7272110 
H    -0.0281539    3.0618898   -1.2711327 
H     2.2116403    1.6394944   -1.7316988 
H     1.4758262   -0.8150734   -2.5375626 
H    -1.2183475   -0.9238617   -2.5154614 
H    -0.7325045   -0.8380295    2.7359316 
H     1.8692276   -0.2130500    2.4873765 
H     2.0330236    2.2168835    1.3502520 
H    -0.4824408    3.1101854    0.9500666 
H    -2.1936093    1.2068645    1.7860637 
H    -1.2256371   -3.4285871   -1.0892049 
H     0.4577291   -2.6330205   -1.1519169 
H     0.5605931   -2.5395249    1.3235725 
H    -1.1207603   -3.3342699    1.4589237 
 
 
 
 
Cp2TiH + PhSiH3 
37 
Energy = -1760.63549314200 
C    -1.8759997    0.1828294   -3.0253621 
C    -0.6923654    0.2695508   -2.2762436 
C     0.0350211    1.4691030   -2.3338862 
 36 
C    -0.3938670    2.5385968   -3.1180656 
C    -1.5778333    2.4335309   -3.8521762 
C    -2.3201926    1.2537436   -3.8033840 
Si   -0.1075266   -1.2264141   -1.2670205 
H    -0.2894717   -1.8298161    0.2388210 
Ti    0.5072350   -0.6080498    1.3009554 
C     2.7639799   -0.3932981    1.8759581 
C     2.7032321   -1.3094342    0.7925717 
C     1.9801729   -2.4535623    1.2193945 
C     1.5858264   -2.2524242    2.5688178 
C     2.0851231   -0.9843904    2.9771860 
C    -0.6838155    0.2678608    3.1162360 
C    -1.6035351   -0.4226449    2.2881963 
C    -1.6544908    0.2662389    1.0411027 
C    -0.7701554    1.3778679    1.1074752 
C    -0.1616654    1.3741275    2.3825781 
H     1.0182838   -2.9436628    3.1768915 
H     1.7523360   -3.3191380    0.6131183 
H     3.1136446   -1.1555701   -0.1951457 
H     3.2490396    0.5731606    1.8664304 
H     1.9658082   -0.5410670    3.9557696 
H    -2.2743271    0.0048176    0.1934637 
H    -0.5800533    2.0754301    0.3043187 
H     0.5776752    2.0798501    2.7372276 
H    -0.4199771   -0.0026914    4.1290970 
H    -2.1712802   -1.3036112    2.5538392 
H     0.8436150   -0.0906014   -0.3696210  
 37 
H     1.1032457   -1.8776574   -1.8353425  
H    -1.2266877   -2.1711358   -1.6355506  
H    -2.4549222   -0.7382072   -2.9958934  
H    -3.2438075    1.1682663   -4.3701762  
H    -1.9201377    3.2692310   -4.4566959  
H     0.1890382    3.4555111   -3.1556889  
H     0.9488348    1.5636601   -1.7491964 
 
 
Cp2TiH 
22 
Energy = -1235.68625490082 
C    -0.8089435   -1.6856291   -1.4311150 
C    -1.1019053   -1.7837370   -0.0591571 
C    -1.9450213   -0.7074006    0.2871420 
C    -2.1753325    0.0578811   -0.8705713 
C    -1.4683235   -0.5425413   -1.9369504 
Ti    0.1265406    0.2227007   -0.4145039 
C     0.9599092    1.9145143    1.0017359 
C     0.5487769    0.8630558    1.8395559 
C     1.3544269   -0.2603920    1.5598892 
C     2.2662844    0.0953588    0.5488039 
C     2.0208372    1.4419929    0.1966682 
H    -1.4548951   -0.2039370   -2.9597441 
H    -0.1879335   -2.3628191   -1.9983132 
H    -0.7440337   -2.5490606    0.6131222 
H    -2.3439582   -0.5071285    1.2702773 
 38 
H    -2.7853888    0.9466585   -0.9335259 
H     3.0224763   -0.5455612    0.1205986 
H     1.2842566   -1.2243616    2.0411070 
H    -0.2463501    0.9063868    2.5687387 
H     0.5361965    2.9073538    0.9741132 
H     0.5793939    1.0019350   -1.8803580 
H     2.5629871    2.0147302   -0.5375131 
 
 
Cp2TiOEt + ethylene oxide opened 
36 
Energy = -1545.38471044665 
C    -2.4293180   -0.5225664   -0.1439067  
C    -2.3706714   -0.2561968    1.2501159  
C    -2.1948730    1.1320485    1.4230008  
C    -2.1160621    1.7288808    0.1339661  
C    -2.2835869    0.7027407   -0.8278858  
Ti   -0.1786236    0.2906996    0.3330968  
C     1.7204564    0.4366309    1.8590774  
C     0.7183642    1.3203374    2.3322681  
C     0.5746210    2.3648485    1.3785000  
C     1.4522253    2.1000481    0.3059157  
C     2.1655094    0.9087719    0.6069684  
O     0.4454021    0.1786814   -1.4357055  
C     0.0430668   -0.6288195   -2.5226507  
C     0.1116844    0.1683237   -3.8222419  
O     0.0102074   -1.5440742    0.7331151  
 39 
C     1.1520986   -2.3683515    0.6404389  
C     1.5454562   -2.9293916    1.9615118  
H    -2.2491612    0.8368221   -1.8996944  
H    -2.5050540   -1.5021336   -0.5936082  
H    -2.3962691   -0.9984247    2.0349944  
H    -2.1092692    1.6501819    2.3676485  
H    -1.9680875    2.7782762   -0.0799539  
H     2.8747215    0.4206995   -0.0458140  
H     2.0355548   -0.4761591    2.3478875  
H     0.1718045    1.2184956    3.2597264  
H    -0.1059801    3.2011502    1.4519740  
H     1.5333772    2.6705882   -0.6085291  
H     0.7206875   -1.4948702   -2.5756343  
H    -0.9711675   -1.0294931   -2.3743353  
H    -0.1608923   -0.4630201   -4.6763610  
H    -0.5748094    1.0212821   -3.7874103  
H     1.1244601    0.5525030   -3.9791176  
H     2.4977455   -3.4401895    2.0789300  
H     0.8092647   -2.9949731    2.7564217  
H     0.9037293   -3.1934272   -0.0587966  
H     2.0033881   -1.8399199    0.1760878 
 
 
Cp2TiOEt + ethylene oxide TS 
36 
Energy = -1545.34318395472 
C    -0.6173147   -1.3450797   -2.3419546 
 40 
C     0.7766601   -1.5949500   -2.2991463 
C     1.4551095   -0.3466389   -2.2635480 
C     0.4768068    0.6760939   -2.3330295 
C    -0.7918350    0.0682153   -2.3785002 
Ti    0.2082540   -0.5606539   -0.2076145 
C    -0.5230874   -2.2848139    1.2711074 
C     0.3440396   -2.9137021    0.3540839 
C     1.6403939   -2.3531448    0.5209729 
C     1.5780872   -1.4050332    1.5693137 
C     0.2399203   -1.3474143    2.0275061 
O     1.0330390    1.1166340    0.3165117 
C     0.9340438    1.8116687    1.5277466 
C     1.2910101    3.2849023    1.3273709 
H     2.3940621   -0.7825870    1.9083960 
H    -0.1449486   -0.6836478    2.7880162 
H    -1.5863387   -2.4599595    1.3658601 
H     0.0614785   -3.6578504   -0.3776617 
H     2.5210983   -2.6014186   -0.0559428 
H     0.6718881    1.7357871   -2.2616323 
H    -1.7384526    0.5883432   -2.4398522 
H    -1.4012433   -2.0905631   -2.3728364 
H     1.2444051   -2.5688386   -2.2844515  
H     2.5239066   -0.1988179   -2.1903464  
H    -0.0838502    1.7317174    1.9527503  
H     1.6147946    1.3726963    2.2820367  
H     1.2432937    3.8317994    2.2775059  
H     2.3036770    3.3765262    0.9213648  
 41 
H     0.5970011    3.7531637    0.6203679  
O    -1.5532141    0.2333280    0.5512211  
C    -3.1779998    0.3236106   -0.0472907  
C    -2.2391024    1.4267993    0.1805477  
H    -3.2250338   -0.1661746   -1.0090182  
H    -3.8354184   -0.0020031    0.7469799  
H    -2.4220439    2.0860431    1.0305199  
H    -1.8148429    1.9459854   -0.6785355 
 
 
Cp2TiOEt + ethylene oxide 
36 
Energy = -1545.36961183611 
C     0.9414688    1.4016248    2.3106576 
C     0.6841552    2.6034661    1.6101683 
C     1.4407801    2.5883018    0.4067987 
C     2.1957663    1.3850553    0.3907184 
C     1.8758951    0.6430219    1.5544146 
Ti   -0.0973404    0.7892993    0.2130127 
C    -2.0035106   -0.0241028    1.3492620 
C    -2.0815587    1.3946758    1.3531653 
C    -2.2065066    1.8385908    0.0091888 
C    -2.2492681    0.6854487   -0.8188742 
C    -2.1227384   -0.4589032    0.0029481 
O     0.5417083   -0.1753154   -1.2428103 
C     0.1717366   -0.8623204   -2.4137574 
C     0.3859088    0.0170757   -3.6429077 
 42 
H    -2.3145201    0.6869898   -1.8989419 
H    -2.0524725   -1.4869315   -0.3265695 
H    -1.9121439   -0.6624696    2.2174900 
H    -2.0313569    2.0275774    2.2276294 
H    -2.2826627    2.8661466   -0.3208214 
H     2.8333566    1.0512159   -0.4148613 
H     2.2737105   -0.3272110    1.8211120 
H     0.4920231    1.1026792    3.2486368 
H     0.0020712    3.3849080    1.9159947  
H     1.4616625    3.3672815   -0.3437767  
H     0.7851590   -1.7728150   -2.4942286  
H    -0.8802390   -1.1847084   -2.3575798  
H     0.1166693   -0.5265281   -4.5561783  
H    -0.2323024    0.9189161   -3.5770831  
H     1.4338349    0.3249432   -3.7140254  
O    -0.3580796   -3.3772571    0.6010437  
C     0.4267097   -3.0104542    1.7508766  
C     1.0556086   -3.1358586    0.4316309  
H     0.2195543   -2.0149524    2.1423618  
H     0.5521579   -3.8003758    2.4901726  
H     1.6408186   -4.0249428    0.2012914  
H     1.2939442   -2.2320716   -0.1261588 
 
 
Cp2TiOEt 
29 
Energy = -1389.27898150571 
 43 
C    -1.8683267    0.2332795    1.7845124 
C    -2.1416352    0.8056126    0.5259301 
C    -2.1334309   -0.2338915   -0.4260180 
C    -1.8280366   -1.4353343    0.2365578 
C    -1.6522816   -1.1476555    1.6053783 
Ti    0.0904675   -0.0091334    0.4520739 
C     0.9881266    1.7926977    1.7727376 
C     1.8642479    1.5903718    0.6840790 
C     2.4385180    0.3156208    0.8219302 
C     1.9035242   -0.2870171    1.9786728 
C     1.0283794    0.6420582    2.5797448 
H    -2.3045923   -0.1204248   -1.4860944 
H    -1.7230789   -2.4056711   -0.2255727 
H    -1.4237439   -1.8626075    2.3815247 
H    -1.8306966    0.7651401    2.7221134 
H    -2.3619703    1.8447191    0.3327705 
H     3.1211414   -0.1468858    0.1267948 
H     2.1572139   -1.2632999    2.3639585 
H     0.4780012    0.4865785    3.4946659 
H     0.4031014    2.6809245    1.9596938 
O     0.6443584   -0.5460650   -1.1864539 
H     2.0550918    2.2889370   -0.1166231 
C     0.3630784   -1.1044596   -2.4187178  
C     0.3090007   -0.0492021   -3.5106197  
H     1.1329322   -1.8448959   -2.6744398  
H    -0.5923476   -1.6524439   -2.4045212  
H     0.1081891   -0.5065818   -4.4805425  
 44 
H    -0.4789753    0.6793546   -3.3126019  
H     1.2537439    0.4902746   -3.5809334 
 
 
ethylene oxide 
7 
Energy = -153.45092472675 
C    -0.0130812    0.1037100   -0.1258103 
C    -0.1482305   -0.0506705    1.3192219 
O     1.1127681    0.1312440    0.7195330 
H    -0.5201218    0.7782116    1.9166677 
H    -0.3428721   -1.0341951    1.7400374 
H    -0.2850776    1.0465048   -0.5942212 
H    -0.1076778   -0.7658347   -0.7717133 
 
 
EtO3SiAllyl 
33 
Energy = -870.67262508965 
C    -0.0923711   -2.2554478   -1.6475131 
Si   -0.3101198   -0.8191948   -0.4543445 
O     0.9170763    0.2710122   -0.6543501 
C     2.3030551   -0.0444945   -0.8579331 
C     3.0003367   -0.4130520    0.4450417 
O    -0.3992719   -1.4979824    1.0377134 
C    -1.0038169   -0.8843094    2.1929963 
C    -0.0917912    0.1586854    2.8245942  
 45 
O    -1.6923767    0.0366643   -0.6709152  
C    -1.8732508    1.0723746   -1.6523076  
C    -1.8064355    2.4417623   -0.9936559  
H    -1.9604540   -0.4364902    1.9000553  
H    -1.2039892   -1.7003486    2.8951877  
H    -1.1097824    0.9895936   -2.4370967  
H    -2.8542297    0.9023733   -2.1100914  
H     2.3960154   -0.8599539   -1.5886025  
H     2.7567511    0.8496937   -1.2987180  
H    -0.5661345    0.5752745    3.7209652  
H     0.8647453   -0.2876820    3.1135755  
H     0.1047011    0.9769212    2.1245767  
H    -2.0019726    3.2283975   -1.7319865  
H    -2.5543465    2.5179621   -0.1980467  
H    -0.8146359    2.6047641   -0.5618356  
H     4.0629165   -0.6087666    0.2595657  
H     2.9174918    0.4043738    1.1675792  
H     2.5526890   -1.3089323    0.8868331  
H     0.0247273   -1.8571175   -2.6640421  
H     0.8470655   -2.7656264   -1.3878846  
C    -1.2381875   -3.2208694   -1.5849957  
C    -2.1551450   -3.3913983   -2.5398392  
H    -1.3242060   -3.7885054   -0.6589077  
H    -2.9803222   -4.0863876   -2.4163949  
H    -2.1139805   -2.8385975   -3.4762969 
 
 
 46 
EtO3SiH 
26 
Energy = -753.88114884641 
Si   -0.4592050   -1.0215888   -0.7420544 
O    -0.5697381   -1.7561352    0.7177674 
O     0.8236416   -0.0006159   -0.9339809 
O    -1.8058967   -0.1077164   -0.9393358 
H    -0.3196111   -2.1273852   -1.7123978 
C    -1.0989938   -1.1514268    1.9148178 
C    -0.0966681   -0.2078907    2.5658141 
H    -2.0268487   -0.6221941    1.6680439  
H    -1.3425755   -1.9813423    2.5859875  
C    -1.9078373    1.0636798   -1.7708581  
C    -1.7540709    2.3246104   -0.9341124  
H    -1.1465507    1.0333600   -2.5604016  
H    -2.8956975    1.0234169   -2.2427062  
C     2.1626262   -0.4459840   -1.2150737  
C     2.9424108   -0.7094218    0.0658420  
H     2.1291399   -1.3500690   -1.8398829  
H     2.6345828    0.3500690   -1.8010135  
H    -0.5160122    0.1985340    3.4936826  
H     0.8316644   -0.7351547    2.8062592  
H     0.1424857    0.6266825    1.8991822  
H    -1.8940479    3.2137118   -1.5602044  
H    -2.4988909    2.3438405   -0.1321550  
H    -0.7549988    2.3643413   -0.4901016  
H     3.9738716   -0.9927078   -0.1740103  
 47 
H     2.9641020    0.1879943    0.6917411  
H     2.4831195   -1.5206079    0.6391497 
 
 
EtO3SiMe 
29 
Energy = -793.23500896669 
C    -0.0275608    0.1250807    2.7836925 
C    -1.0548032   -0.7938297    2.1357185 
O    -0.5300855   -1.4471668    0.9649368 
Si   -0.4247765   -0.7641606   -0.5261776 
O    -1.7778617    0.1478801   -0.7300671 
C    -1.8710444    1.3357324   -1.5346019 
C    -1.7573731    2.5790323   -0.6649789 
O     0.8355720    0.2936112   -0.7089739  
C     2.1998535   -0.0693443   -0.9670585  
C     2.9278888   -0.4857975    0.3045169  
C    -0.2768742   -2.1822786   -1.7248426  
H    -1.9563702   -0.2334149    1.8607617  
H    -1.3436410   -1.5954627    2.8238166  
H    -1.0864601    1.3356181   -2.3019478  
H    -2.8443555    1.2975569   -2.0370143  
H     2.2362018   -0.8761489   -1.7122005  
H     2.6727207    0.8141776   -1.4097422  
H    -0.4456781    0.5679514    3.6954282  
H     0.8755136   -0.4324088    3.0511839  
H     0.2540598    0.9340226    2.1025301  
 48 
H    -1.8897400    3.4816471   -1.2733401  
H    -2.5252236    2.5703154    0.1152157  
H    -0.7722551    2.6188555   -0.1908012  
H     3.9751850   -0.7184408    0.0786702  
H     2.9017548    0.3215705    1.0425519  
H     2.4616701   -1.3714866    0.7476199  
H    -0.1509119   -1.8244339   -2.7531592  
H     0.5748711   -2.8285021   -1.4834851  
H    -1.1802772   -2.8001749   -1.6882528 
 
 
EtO3SiPh 
36 
Energy = -982.76577285378 
C    -0.0675149   -0.0547551   -0.0524859 
C     0.1310218    0.3832514    1.3856450 
O     1.4636880    0.2472208    1.8350157 
Si    2.3137816   -1.1486457    1.9882286 
O     1.2208776   -2.3308360    2.3203765 
C     1.5162520   -3.6785335    2.6139725 
C     1.4809316   -4.5511779    1.3747661 
O     3.1130025   -1.6134853    0.6202807  
C     4.2000344   -0.9337647    0.0287921  
C     3.7506533    0.1742618   -0.9034400  
C     3.5571366   -0.8883453    3.3480567  
H    -0.5473562   -0.1762297    2.0369391  
H    -0.1290821    1.4397008    1.4863337  
 49 
H     2.4894151   -3.7752409    3.1114534  
H     0.7701537   -4.0271978    3.3328329  
H     4.8730138   -0.5233865    0.7914398  
H     4.7775563   -1.6733559   -0.5320313  
H    -1.0969528    0.1377446   -0.3582392  
H     0.5902142    0.4907333   -0.7290535  
H     0.1198028   -1.1213782   -0.1798353  
H     1.6507491   -5.5943059    1.6459907  
H     0.5111816   -4.4875918    0.8809240  
H     2.2470069   -4.2573327    0.6584399  
H     4.6148531    0.6191631   -1.3987401  
H     3.0817443   -0.2093302   -1.6741159  
H     3.2310077    0.9653151   -0.3629420  
C     4.6782548   -1.7162896    3.4492801  
C     5.5880134   -1.5690680    4.4858180  
C     5.3930911   -0.5828054    5.4413189  
C     4.2887395    0.2524286    5.3553178  
C     3.3803442    0.0990650    4.3186050  
H     4.8530042   -2.4857278    2.7056609  
H     6.4499591   -2.2208039    4.5464130  
H     6.1021898   -0.4633825    6.2502440  
H     4.1363813    1.0261183    6.0966675  
H     2.5262637    0.7616128    4.2613546 
 
 
PhSiH2Allyl 
22 
 50 
Energy = -639.91352881113 
C    -0.9656342    0.9212447    0.7692806 
C    -1.0206468   -0.2067209   -0.0692733 
C    -1.7849913   -0.1167842   -1.2455398 
C    -2.4661002    1.0548975   -1.5757531 
C    -2.3951418    2.1635083   -0.7315152 
C    -1.6440607    2.0949381    0.4429616 
Si   -0.0461502   -1.7543532    0.3351931 
H    -0.0334628   -1.9671610    1.8049774  
C     1.7528651   -1.5972148   -0.2599612  
H    -0.6860607   -2.9190829   -0.3335489  
H    -1.8540655   -0.9755669   -1.9102124  
H    -3.0540200    1.1023691   -2.4884744  
H    -2.9268502    3.0764338   -0.9854712  
H    -1.5903800    2.9547926    1.1053450  
H    -0.3858901    0.8807503    1.6888103  
H     2.3026697   -2.4912206    0.0605235  
H     1.7419552   -1.5877032   -1.3583771  
C     2.3939129   -0.3518714    0.2730739  
C     3.2806756   -0.3018686    1.2707177  
H     2.0624049    0.5813787   -0.1824234  
H     3.6803289    0.6429971    1.6266244  
H     3.6386420   -1.2037645    1.7630444 
 
 
PhSiH2Me 
18 
 51 
Energy = -562.47482143813 
C    -0.6813873    0.8128920    1.0389568 
C    -0.3248534   -0.1968659    0.1286405 
C    -0.6208912    0.0098048   -1.2305255 
C    -1.2435670    1.1792806   -1.6647067 
C    -1.5854346    2.1706165   -0.7433975 
C    -1.3044460    1.9853747    0.6104020 
Si    0.5646621   -1.7460447    0.7019044 
H     0.3080664   -1.9208627    2.1562610  
C     2.4176020   -1.6309000    0.3898031  
H     0.0190702   -2.9225014   -0.0269074  
H    -0.3674847   -0.7560287   -1.9613264  
H    -1.4656588    1.3169426   -2.7195995  
H    -2.0728842    3.0817619   -1.0793573  
H    -1.5736148    2.7520824    1.3320638  
H    -0.4746470    0.6789778    2.0987993  
H     2.9320018   -2.5397662    0.7225113  
H     2.6231051   -1.4965187   -0.6782142  
H     2.8503594   -0.7782430    0.9246933 
 
 
PhSiH2Ph 
25 
Energy = -752.60717122982 
C    -2.0480744    0.7250043    3.2005929 
C    -1.4605888   -0.3141110    2.4932625 
C    -1.2008031   -0.1986758    1.1276691 
 52 
C    -1.5422701    0.9958071    0.4899524 
C    -2.1284962    2.0374746    1.1918877 
C    -2.3832008    1.9022231    2.5494060 
Si   -0.4298049   -1.6122454    0.1699662 
C     0.8843094   -0.9758402   -1.0046438  
H     0.1360401   -2.5700919    1.1562161  
H    -1.4415436   -2.3436669   -0.6373028  
H    -1.3417259    1.1212141   -0.5681418  
H    -2.3850963    2.9565237    0.6811097  
H    -2.8390887    2.7154015    3.0992030  
H    -2.2405265    0.6170150    4.2601222  
H    -1.1974410   -1.2256509    3.0174020  
C     1.0403836   -1.5327533   -2.2741749  
C     2.0281096   -1.0812890   -3.1374057  
C     2.8769587   -0.0583662   -2.7426467  
C     2.7339314    0.5114562   -1.4855391  
C     1.7457785    0.0557623   -0.6264823  
H     0.3796731   -2.3280206   -2.5998451  
H     2.1330707   -1.5253507   -4.1187832  
H     3.6471097    0.2971534   -3.4148747  
H     3.3918425    1.3130241   -1.1755997  
H     1.6414531    0.5180026    0.3486501 
 
 
PhSiH3 
15 
Energy = -522.05675637754 
 53 
C    -0.2617346    0.4403156    1.0884127 
C     0.2701671   -0.4930637    0.1984845 
C     0.1326245   -0.2524695   -1.1695711 
C    -0.5107227    0.8842774   -1.6341223 
C    -1.0307657    1.8031026   -0.7338266 
C    -0.9063437    1.5796995    0.6289240 
Si    1.1680905   -2.0134528    0.8225209 
H     0.7695528   -2.2840085    2.2250328  
H     2.6402183   -1.8271788    0.7841452  
H     0.8379335   -3.1884039   -0.0203981  
H     0.5274681   -0.9616856   -1.8882175  
H    -0.6091330    1.0525261   -2.6986690  
H    -1.5349426    2.6901694   -1.0945488  
H    -1.3137644    2.2915360    1.3349913  
H    -0.1786481    0.2786363    2.1568419 
 
 
Cp2TiAllyl + THF 
42 
Energy = -1586.87650488863 
C    -1.9734774   -1.4108587    1.3201282 
C    -2.1440591   -1.4489237   -0.0913984 
C    -1.2713361   -2.4244784   -0.6202015 
C    -0.5438817   -2.9976169    0.4514158 
C    -0.9931665   -2.3819827    1.6525246 
Ti    0.0939869   -0.7025989    0.3920547 
C     1.5011252    1.0109478    1.3827216 
 54 
C     2.2803920    0.2623818    0.4711173  
C     2.3489145   -1.0767192    0.9431732  
C     1.6065237   -1.1418161    2.1491137  
C     1.0586813    0.1456752    2.4129738  
H    -1.1560439   -2.6679801   -1.6661109  
H     0.2152960   -3.7636175    0.3686460  
H    -0.6595113   -2.6172924    2.6522612  
H    -2.5211997   -0.7951758    2.0209127  
H    -2.7905100   -0.8048824   -0.6725661  
H     2.8673274   -1.8874191    0.4516359  
H     1.4858866   -2.0197998    2.7662332  
H     0.4457612    0.4166368    3.2629736  
H     1.2477619    2.0588376    1.2859405  
C     1.5276679   -1.7602693   -2.1743756  
H     2.7448397    0.6323709   -0.4305410  
O    -0.9552270    1.2059200   -0.1509229  
C    -0.5912071    2.1510818   -1.2026375  
C    -1.5045223    3.3504870   -0.9849588  
C    -1.6563289    3.3668423    0.5430127  
C    -1.7503654    1.8805596    0.8708119  
H     0.4668427    2.4082773   -1.0778478  
H    -0.7273380    1.6436354   -2.1570405  
H    -1.0736561    4.2720111   -1.3847656  
H    -2.4753091    3.1851583   -1.4644847  
H    -0.7677587    3.8057231    1.0094716  
H    -2.5342862    3.9203261    0.8855614  
H    -1.3360076    1.6064320    1.8432051  
 55 
H    -2.7767603    1.5038617    0.7947792  
C     2.8548421   -1.7588826   -2.4117692  
C     0.6835659   -0.6155426   -1.8226705  
H    -0.2793287   -0.6347501   -2.3490768  
H     1.1900092    0.3305624   -2.0415213  
H     1.0286551   -2.7321059   -2.2009097  
H     3.3999893   -2.6785713   -2.6039509  
H     3.4332125   -0.8364469   -2.4229184 
 
 
Cp2TiH + THF 
35 
Energy = -1467.65896337458 
C    -2.5092818    1.9779953   -0.5001849 
C    -2.3927436    0.9594866   -1.4644137 
C    -2.3505658   -0.2717916   -0.7865851 
C    -2.4425258   -0.0231298    0.5993192 
C    -2.5452225    1.3702896    0.7729385 
Ti   -0.3967638    0.9528184   -0.1331041 
C     0.6628194    3.0390963    0.1873574 
C     1.6883309    2.1360254   -0.1682632  
C     1.8002285    1.1873169    0.8612193  
C     0.8363018    1.4785222    1.8474463  
C     0.1487140    2.6396851    1.4344721  
H    -2.2449930   -1.2399242   -1.2529217  
H    -2.4710894   -0.7642563    1.3843336  
H    -2.6585043    1.8795340    1.7172891  
 56 
H    -2.5621147    3.0374406   -0.7009115  
H    -2.3369012    1.0985487   -2.5312246  
H     2.4954703    0.3605740    0.8807765  
H     0.6897095    0.9504290    2.7779697  
H    -0.6287781    3.1435121    1.9870321  
H     0.3383915    3.8876782   -0.3953261  
H     0.1209665    0.9714000   -1.7633133  
H     2.2849508    2.1780436   -1.0643487  
O     0.4071898   -1.0966315   -0.2570023  
C     1.1470191   -1.5872615   -1.3800787  
C     1.4459366   -3.0421401   -1.0525853  
C     1.5209668   -3.0215964    0.4704432  
C     0.4283324   -2.0258158    0.8228032  
H     2.0596463   -0.9952113   -1.4865793  
H     0.5497967   -1.4444013   -2.2787638  
H     2.3636664   -3.3905557   -1.5249939  
H     0.6339502   -3.6917141   -1.3867185  
H     1.3563629   -3.9965973    0.9277074  
H     2.4960665   -2.6582054    0.8027122  
H    -0.5492954   -2.5126310    0.9006758  
H     0.6139625   -1.4865328    1.7528232 
 
 
Cp2TiMe + THF 
38 
Energy = -1509.42685870462 
C    -1.4907144   -1.8761881    1.2805089 
 57 
C    -2.0683390   -0.9190377    0.4169924 
C    -1.8373903   -1.3328088   -0.9196705 
C    -1.1320083   -2.5687026   -0.8841545 
C    -0.9268656   -2.9035863    0.4746022 
Ti    0.3191875   -0.9230718   -0.0025841 
C     1.7079069   -0.4873813    1.8687019 
C     2.4034250    0.0224862    0.7363530  
C     2.7280439   -1.0571363   -0.1133681  
C     2.2354065   -2.2467229    0.4759807  
C     1.6182602   -1.8949716    1.7090549  
H    -2.1403361   -0.8068306   -1.8135063  
H    -0.8051907   -3.1385423   -1.7424577  
H    -0.4055726   -3.7784212    0.8379071  
H    -1.4747668   -1.8327682    2.3615913  
H    -2.5744933   -0.0127194    0.7236510  
H     3.2278642   -0.9841739   -1.0677054  
H     2.3136598   -3.2422508    0.0599034  
H     1.1548145   -2.5797573    2.4051902  
H     1.3535559    0.0805136    2.7185818  
C     0.8095053   -0.6009107   -2.1643443  
H     2.6026089    1.0653829    0.5281326  
O    -0.1295114    1.2635651   -0.0756661  
C    -0.4245099    1.9958880    1.1495215  
C    -1.3551580    3.1285097    0.7289496  
C    -0.8845718    3.4141980   -0.7049782  
C    -0.6038142    2.0135067   -1.2347422  
H     0.1728090    1.9585452   -1.9961329  
 58 
H    -1.5100983    1.5234314   -1.6075975  
H     0.0337702    4.0112999   -0.6941606  
H    -1.6313492    3.9393577   -1.3061840  
H    -1.2775145    3.9939178    1.3920583  
H    -2.3959291    2.7867461    0.7262038  
H     0.5240492    2.3683050    1.5535042  
H    -0.8642337    1.2895294    1.8574644  
H    -0.0705831   -0.3697822   -2.7809950  
H     1.5370180    0.2122153   -2.3121080  
H     1.2610674   -1.5116308   -2.5844958 
 
 
Cp2TiPh + THF 
45 
Energy = -1701.28635846893 
C    -4.1409716   -1.5556298    0.8405555 
C    -4.6141649   -0.9880611   -0.3621698 
C    -4.1836056   -1.7958792   -1.4437709 
C    -3.4630222   -2.8993654   -0.9005057 
C    -3.4467179   -2.7510393    0.5066253 
Ti   -2.1858808   -0.9804716   -0.4577370 
C    -0.9459542   -0.0743720    1.3464895 
C    -0.1681648    0.1388441    0.1725129  
C     0.2218896   -1.1205042   -0.3409143  
C    -0.3175353   -2.1219368    0.4995275  
C    -1.0246471   -1.4743800    1.5507387  
H    -4.3618659   -1.6117597   -2.4929478  
 59 
H    -3.0196760   -3.7135947   -1.4551078  
H    -2.9790378   -3.4299478    1.2051710  
H    -4.2843530   -1.1569430    1.8363415  
H    -5.1731187   -0.0649886   -0.4420068  
H     0.7955618   -1.2873438   -1.2393316  
H    -0.2160756   -3.1899351    0.3603200  
H    -1.5415062   -1.9613022    2.3652326  
H    -1.3579286    0.6852950    1.9967395  
C    -1.5187653   -1.0113359   -2.5933870  
H     0.0648843    1.0980064   -0.2698937  
C    -1.7787439   -2.0292294   -3.5327945  
C    -1.3105455   -1.9934153   -4.8507914  
C    -0.5492097   -0.9150154   -5.2995328  
C    -0.2637088    0.1178772   -4.4048739  
C    -0.7364622    0.0565749   -3.0922238  
H    -2.3701418   -2.8963262   -3.2454630  
H    -1.5448435   -2.8122828   -5.5287570  
H    -0.1828794   -0.8809391   -6.3222709  
H     0.3332126    0.9693068   -4.7280477  
H    -0.4854240    0.8856225   -2.4299115  
O    -2.7532330    1.1202497   -1.0175876  
C    -2.9825909    2.1255210    0.0169788  
C    -3.7964593    3.2412642   -0.6478116  
C    -3.5234429    3.0242481   -2.1449977  
C    -3.4672051    1.5092098   -2.2305790  
H    -2.9016893    1.1026915   -3.0667188  
H    -4.4698842    1.0643946   -2.2095482  
 60 
H    -2.5580816    3.4529131   -2.4339983  
H    -4.3009484    3.4495649   -2.7849685  
H    -3.4972668    4.2303395   -0.2919493  
H    -4.8636650    3.1125725   -0.4392388  
H    -1.9980544    2.4644525    0.3508689  
H    -3.5001563    1.6457244    0.8528518 
 
 
THF 
13 
Energy = -231.94402244901 
O    -1.1047634    0.5405904   -0.8010308 
C    -1.2284996    0.0148721    0.4960097 
C     0.1878485    0.0250083    1.0871273 
C     1.0915516    0.0233156   -0.1608993 
C     0.0878969    0.0113129   -1.3219515 
H    -0.0632342   -1.0163862   -1.6835545 
H     0.3968326    0.6203982   -2.1722691 
H     1.7602895   -0.8364173   -0.1958130  
H     1.7144189    0.9172200   -0.1903591  
H     0.3617264   -0.8342739    1.7344530  
H     0.3560069    0.9193130    1.6869818  
H    -1.6216213   -1.0119690    0.4678964  
H    -1.9384528    0.6270160    1.0534091 
 
 
Cp2TiH+PhSiH3 
 61 
37 
Energy = -1760.63549314200 
C    -1.8759997    0.1828294   -3.0253621 
C    -0.6923654    0.2695508   -2.2762436 
C     0.0350211    1.4691030   -2.3338862 
C    -0.3938670    2.5385968   -3.1180656 
C    -1.5778333    2.4335309   -3.8521762 
C    -2.3201926    1.2537436   -3.8033840 
Si   -0.1075266   -1.2264141   -1.2670205 
H    -0.2894717   -1.8298161    0.2388210 
Ti    0.5072350   -0.6080498    1.3009554 
C     2.7639799   -0.3932981    1.8759581 
C     2.7032321   -1.3094342    0.7925717 
C     1.9801729   -2.4535623    1.2193945 
C     1.5858264   -2.2524242    2.5688178 
C     2.0851231   -0.9843904    2.9771860 
C    -0.6838155    0.2678608    3.1162360 
C    -1.6035351   -0.4226449    2.2881963 
C    -1.6544908    0.2662389    1.0411027 
C    -0.7701554    1.3778679    1.1074752 
C    -0.1616654    1.3741275    2.3825781 
H     1.0182838   -2.9436628    3.1768915 
H     1.7523360   -3.3191380    0.6131183 
H     3.1136446   -1.1555701   -0.1951457 
H     3.2490396    0.5731606    1.8664304 
H     1.9658082   -0.5410670    3.9557696 
H    -2.2743271    0.0048176    0.1934637 
 62 
H    -0.5800533    2.0754301    0.3043187 
H     0.5776752    2.0798501    2.7372276 
H    -0.4199771   -0.0026914    4.1290970 
H    -2.1712802   -1.3036112    2.5538392 
H     0.8436150   -0.0906014   -0.3696210 
H     1.1032457   -1.8776574   -1.8353425 
H    -1.2266877   -2.1711358   -1.6355506 
H    -2.4549222   -0.7382072   -2.9958934 
H    -3.2438075    1.1682663   -4.3701762 
H    -1.9201377    3.2692310   -4.4566959 
H     0.1890382    3.4555111   -3.1556889 
H     0.9488348    1.5636601   -1.7491964 
 
 
Cp2TiH+HMgBr+THF 
Energy = -4245.00788555675 
C     0.0307110   -3.3024079   -0.2020864 
C     1.3569365   -3.3153505    0.3202112 
C     2.0632128   -2.2202767   -0.2305651 
C     1.1695506   -1.5242662   -1.0966870 
C    -0.0782044   -2.2067048   -1.0862921 
Ti    0.3360118   -1.3398907    1.0922186 
C    -0.0556086   -2.6650500    2.9568300 
C    -1.2330138   -1.9024080    2.7293301 
C    -0.9095787   -0.5360693    2.9614603 
 63 
C     0.4610040   -0.4586233    3.3162955 
C     0.9992402   -1.7706667    3.2989442 
Mg    0.0824698    1.3632266    0.5702486 
O     0.1718314    1.9890322   -1.3958355 
H     1.4039736    0.1584167    0.9896624 
H     2.0228802   -2.0415383    3.5192547 
H     1.0006412    0.4500073    3.5441655 
H    -1.5894567    0.3024338    2.8911411 
H    -2.2039325   -2.2878443    2.4501874 
H     0.0249474   -3.7403851    2.8800379 
H     1.4066982   -0.6343309   -1.6630667 
H    -0.9665355   -1.9193933   -1.6311232 
H    -0.7572633   -4.0013500    0.0447319 
H     1.7529294   -4.0324965    1.0260833 
H     3.0884680   -1.9486825   -0.0221350 
Br   -0.5220889    3.3607761    1.8000644 
H    -0.9156362   -0.1859949    0.3857137 
C     0.4559380    3.3943188   -1.7519525 
C    -0.5804234    3.7732397   -2.8187406 
C    -1.6588436    2.6825140   -2.6864203 
C    -0.8296516    1.4623231   -2.3229984 
 64 
H     0.3534024    3.9682576   -0.8279189 
H     1.4860196    3.4370831   -2.1148448 
H    -0.1341622    3.7452261   -3.8177336 
H    -0.9777490    4.7765355   -2.6499964 
H    -2.2318941    2.5411976   -3.6063713 
H    -2.3500496    2.9182165   -1.8712582 
H    -0.3091591    1.0381502   -3.1903329 
H    -1.3636152    0.6727753   -1.7902218 
