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1 Einleitung
Die Eigenschaften eines Körpers werden von seiner Struktur beeinflusst. Eine gezielte Verän-
derung der Kristallstruktur und atomaren Zusammensetzung von dünnen Schichten ermöglicht
deshalb zum Beispiel die Steuerung ihrer elektronischen, optischen und magnetischen Eigen-
schaften. Dies ist in zunehmendem Maße in der modernen Halbleitertechnologie und in der
Optoelektronik von Bedeutung, wo spezielle Eigenschaften ganzer Systeme aus ultradünnen
Schichten ausgenutzt werden, welche Dicken im Bereich von wenigen Atomlagen besitzen. Da-
bei werden die Eigenschaften solcher Schichtsysteme durch ein gesteuertes Wachstum gezielt
festgelegt. Halbleiterlaser, die in Unterhaltungselektronik und Informationstechnik eingesetzt
werden können, sowie schnelle Transistoren für den Mobilfunk sind nur zwei Beispiele für
Bauelemente, die aus kristallinen Schichtsystemen bestehen. Die Funktion solcher Bauelemen-
te wird zum Beispiel durch die unterschiedlichen elektronischen Bandlücken von Aluminium-
Galliumarsenidschichten wechselnder Aluminiumkonzentration (AlxGa1−xAs) bestimmt.
Eine weitere Möglichkeit, die Eigenschaften dünner Schichten zu steuern, besteht darin, nicht
die atomare Besetzung einer vorgegebenen Kristallstruktur zu ändern, sondern die Kristallstruk-
tur selbst zu modifizieren. Dabei wird die chemische Zusammensetzung nicht verändert. Insbe-
sondere in ultradünnen Schichten können wegen der gegenüber dem Volumenkristall veränder-
ten energetischen Verhältnisse wichtige Strukturveränderungen auftreten.
Im Mittelpunkt der vorliegenden Arbeit steht das Material Siliziumkarbid, welches in verschie-
denen kristallinen Modifikationen existiert. Diese werden als Polytypen bezeichnet und besit-
zen unterschiedlich große elektronische Bandlücken. Die gezielte Erzeugung von Schichtsta-
peln aus verschiedenen Silizumkarbid-Polytypen (Polytyp-Heterostrukturen) ist nicht zuletzt
wegen der extremen Eigenschaften von Siliziumkarbid eine Herausforderung für die aktuelle
Forschung. Dabei liegen die Schichtdicken der herzustellenden Strukturen im Bereich von nur
wenigen Nanometern. Zur Kontrolle der Kristallstruktur einer solchen Schicht benötigt man
passende Analysemethoden. Das Ziel dieser Arbeit ist es deshalb, die Anwendungsmöglichkei-
ten verschiedener Methoden zur Kristallstrukturanalyse ultradünner Schichten am Beispiel von
Siliziumkarbid zu untersuchen.
Elektronen sind ein Standardwerkzeug der Oberflächenanalyse, weil sie so stark mit Festkör-
pern wechselwirken, dass die Tiefe, aus der Informationen geliefert werden, sehr begrenzt ist.
Insbesondere Beugungseffekte von Elektronen mit kinetischen Energien unter 10keV besitzen
Tiefenempfindlichkeiten im Bereich von nur wenigen Nanometern, weshalb sie für die Untersu-
chung ultradünner Schichten ideal geeignet sind. Die benötigten Elektronen können dabei aus
einer externen Quelle kommen und auf die Probe gerichtet werden oder sie werden in einem
sekundären Prozess, zum Beispiel durch Röntgenstrahlung, in der Probe selbst erzeugt. Zu den
letzteren Methoden gehört die in dieser Arbeit untersuchte Photoelektronenbeugung (PED), zu
den ersteren die ebenfalls untersuchten Elektronenchannellingmuster (ECP), die Beugung nie-
derenergetischer Elektronen (LEED) und reflektierter hochenergetischer Elektronen (RHEED).
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Ein großer Vorteil dieser Methoden ist, dass sie zerstörungsfrei arbeiten und in-situ im Ultra-
hochvakuum (UHV) genutzt werden können. Das macht sie für die direkte Analyse von Wachs-
tumsprozessen insbesondere bei der Molekularstrahlepitaxie außerordentlich geeignet.
Bei Beginn dieser Arbeit stellte sich der Forschungsstand im Falle von Siliziumkarbid so dar,
dass polytypabhängige Effekte in Photoelektronenbeugungsmustern und in Elektronenchannel-
lingmustern von Schröter et al. beobachtet [26] und auf einer empirischen Basis genutzt wur-
den. Die Korrelation zwischen Polytyp und beobachtetem Effekt war jedoch wegen des Fehlens
entsprechender Simulationsrechnungen ursächlich nur schwer zu belegen. International wurde
die Methode der Photoelektronenbeugung bis dahin nicht zur Polytypunterscheidung einge-
setzt. Die polytypabhängigen Effekte in den Elektronenchannellingmustern sind bis zu der vor-
liegenden Arbeit ebenfalls nicht durch Simulationen reproduziert worden. Die Anwendung der
hier betrachteten Methoden löste das spezielle Problem der zerstörungsfreien Polytypbestim-
mung ultradünner Schichten im UHV, dem andere polytypempfindliche Methoden, wie zum
Beispiel die Photolumineszenz, die Röntgenbeugung oder die Transmissionselektronenmikro-
skopie, nicht ausreichend gewachsen sind.
Nach dem sich also die Frage ergab, ob man die experimentellen Ergebnisse der Photoelektro-
nenbeugung und der Elektronenchannellingmuster mit Simulationen untermauern kann, muss-
te herausgefunden werden, welche Theorien zur Erklärung der beobachteten Effekte geeignet
sind. Auf der Lösung dieses Problems bauen weitere Fragen auf: Welche neuen Anwendungs-
möglichkeiten ergeben sich? Gibt es tiefergehende Gemeinsamkeiten zwischen den Methoden?
Gibt es womöglich ähnliche polytypabhängige Effekte in anderen Methoden wie zum Beispiel
RHEED, die schon in Verfahren zum Schichtwachstum etabliert sind und die man ohne größere
Veränderungen zur Kontrolle des Wachstums von verschiedenen Polytypen nutzen kann?
Den Schwerpunkt dieser Arbeit bildeten zur Beantwortung der obigen Fragen die Implemen-
tation und die Anwendung effektiver Simulationsverfahren zur experimentellen Analyse von
Siliziumkarbidschichten mit den erwähnten Elektronenbeugungsmethoden. Dazu wurden neue
Programme zur Simulation der Photoelektronenbeugung, der Beugung rückgestreuter Elektro-
nen und dynamischer Effekte in Elektronenchannellingmustern entwickelt, die auf unterschied-
lichen theoretischen Ansätzen beruhen. Weiterhin wurden Standard-Programmpakete zur Si-
mulation von LEED-Experimenten und für Mehrfachstreusimulationen der Photoelektronen-
beugung genutzt, um spezielle Fragestellungen zu untersuchen. Damit wurde eine effektive
Analyse der Vorteile und der Grenzen der einzelnen Methoden möglich und die oben gestellten
Fragen konnten beantwortet werden.
Diese Arbeit ist folgendermaßen aufgebaut: Zuerst werden die untersuchten Materialien und die
zu analysierenden Strukturelemente vorgestellt. Dabei wird auch eine Übersicht über die Ein-
ordnung dieser Arbeit in die weitere Forschung an Siliziumkarbidoberflächen gegeben. Es folgt
eine Beschreibung der genutzten experimentellen Methoden. Dazu gehören insbesondere die
Photoelektronenbeugung, die Rückstreubeugungsmuster und die Elektronenchannellingmuster.
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Die für die Simulationen angewendete Theorie wird in einem weiteren Kapitel behandelt, in
dem auch die Gemeinsamkeiten der eingesetzten Methoden erläutert werden.
Nach der Darstellung der Vorgehensweise bei der Auswertung der experimentellen Daten wer-
den dann im Hauptteil die Ergebnisse vorgestellt. Dazu gehören insbesondere die Möglichkeiten
der zerstörungsfreien in-situ Polytypen- und Polaritätsunterscheidung mittels Elektronenbeu-
gungsmethoden und Anwendungsbeispiele in konkreten Analysen. Zur Charakterisierung der
Tiefenempfindlichkeit wird der Einfluss einer Umordnung der Atome in den obersten Lagen
(Oberflächenrekonstruktionen) und von verschiedenen Einheitszellenbereichen an der Oberflä-
che (Stapelterminierungen) diskutiert. Die Energieabhängigkeit der beobachteten Beugungsmu-
ster wird analysiert und es werden polytypspezifische Feinstruktureffekte in den Beugungsmu-
stern erklärt. Die erhaltenen Erkenntnisse werden dann für eine Analyse der Stufenstruktur und
Stapelterminierung an Siliziumkarbidoberflächen eingesetzt, welche durch Ätzen mit Wasser-
stoff präpariert wurden.
Die Gemeinsamkeiten zwischen Photoelektronenbeugung und Elektronenchannellingmustern
werden dazu genutzt, einen Simulationsalgorithmus der Photoelektronenbeugung an Kristallo-
berflächen vorzustellen, welcher es ermöglicht hat, Berechnungen vollständiger Photoelektro-
nenbeugungsmuster im Kontext der dynamischen Kikuchi-Band-Theorie durchzuführen. Damit
kann die Äquivalenz des Cluster-Ansatzes und des Kikuchi-Band-Ansatzes in beiden Richtun-
gen an vollständigen Beugungsmustern aufgezeigt werden. Zusammen mit den analysierten
Rückstreueffekten von Elektronen in LEED und RHEED-Experimenten trägt dies insgesamt
zu einer vereinheitlichten Sichtweise von Elektronenbeugungseffekten und der Modelle, die zu
ihrer Beschreibung dienen, bei.
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2 Vorstellung der untersuchten Materialien
Das Material, das in in dieser Arbeit im Mittelpunkt steht, ist Siliziumkarbid (SiC). Dabei han-
delt es sich um einen Halbleiter, der sich durch extreme Eigenschaften auszeichnet. Bauele-
mente aus SiC können noch unter Bedingungen eingesetzt werden, in denen die herkömmliche
Silizium- oder Galliumarsenid-Elektronik versagt.
In diesem Kapitel werden die wesentlichen Eigenschaften von Siliziumkarbid zusammenge-
stellt. Es werden zentrale Definitionen der zu analysierenden Strukturelemente gegeben, die für
die spätere Diskussion der Anwendungsmöglichkeiten der Analysemethoden notwendig sind.
Zusätzlich wurde das Material Alumiumnitrid (AlN) untersucht, da es in einer Modifikation
vorliegt, von der es keine entsprechenden untersuchbaren Siliziumkarbidschichten gibt. We-
gen der Nachbarschaft aller beteiligten Elemente im Periodensystem zeigt AlN in Hinsicht auf
die betrachteten Elektronenbeugungsmethoden einige Gemeinsamkeiten mit SiC, die auch für
einen systematischen Vergleich ausgenutzt werden.
2.1 Siliziumkarbid SiC
2.1.1 Physikalische Eigenschaften und Anwendungen
Bei seinen Versuchen, künstliche Diamanten herzustellen, produzierte Edward G. Acheson
1891 die ersten Siliziumkarbidkristalle. Siliziumkarbid in seiner Eigenschaft als Halbleiter be-
sitzt eine große Bandlücke, eine sehr gute Wärmeleitfähigkeit und eine hohe Durchbruchfeld-
stärke. Zusammen mit seiner großen Härte, seiner Temperaturbeständigkeit, seiner extremen
chemischen Widerstandsfähigkeit und Unempfindlichkeit gegen radioaktive Strahlen führt das
zu Anwendungsmöglichkeiten, die mit herkömmlichen Halbleitern nicht zu verwirklichen sind.
Dazu gehören Anwendungen bei hohen Temperaturen, zum Schalten hoher Frequenzen und
in der Leistungselektronik. Es ist als piezoelektrischer Drucksensor und als Temperaturfühler
einsetzbar [7]. Außerdem sind Anwendungen in der Optoelektronik möglich.
SiC wird nicht durch Säuren oder Mischungen von Säuren angegriffen, nur bei Temperaturen
über 1000◦C lässt es sich durch Cl2, F2 und auch H2 ätzen [7], was insbesondere zur Oberflä-
chenpräparation ausgenutzt wird.
SiC-Einkristalle können durch ein Sublimationsverfahren hergestellt werden, bei dem SiC-
Pulver bei hohen Temperaturen in einem Reaktor zersetzt wird. An einem Ausgangskeim wächst
dann der Einkristall (modifiziertes Lely-Verfahren). Die Herstellung von dünnen SiC-Schichten
hoher Qualität ist mit Epitaxietechniken möglich. Am weitesten verbreitet ist die Chemical
Vapor Deposition (CVD) zur Herstellung von elektronischen Bauelementen. Molekularstrahle-
pitaxie (MBE) ermöglicht Schichten höchster Reinheit und ist auch zum Abscheiden definierter
Polytypen (siehe unten) geeignet [27].
In natürlicher Form kommt SiC auf der Erde in Meteoriten als Mineral Moissanit vor [28].
Ein ungewöhnliches, aber einträgliches Anwendungsgebiet von SiC liegt in der Produktion von
künstlichen Moissanit-Edelsteinen, die ähnlich herausragende Eigenschaften wie Diamanten
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besitzen. Interessanterweise führen die ästhetischen Ansprüche der Käufer solcher Edelsteine zu
den gleichen Anforderungen an Defektfreiheit und Reinheit der Kristalle wie in der Elektronik
[29].
2.1.2 Kristallstruktur und Polytypismus
Die Kristallstruktur von Siliziumkarbid kann auf der Grundlage von dichten Kugelpackungen
beschrieben werden. Für eine Schichtfolge hexagonal dicht gepackter Kugeln gibt es insgesamt
drei verschiedene Stapelplätze, die mit A, B und C bezeichnet werden (siehe Abbildung 2.1).
Ein Kristall kann durch eine periodische Aufstapelung solcher Schichten aufgebaut werden.
Jede solche Stapelfolge definiert dann einen sogenannten Polytyp. Neben SiC zeigen u.a. auch
CdI2 und ZnS Polytypismus, für SiC sind etwa 200 Polytypen bekannt.










Abb. 2.1: Hexagonale Kugelpackungen
C-Dimere realisiert, deren Si- bzw. C-Atome zu der
nächsten Stapelschicht jeweils tetraedrisch koordiniert
sind. In Abbildung 2.2 sind die zwei möglichen Stapel-
wechsel AB und AC gezeigt. Die Si-Atome der einen
Lage und die C-Atome der nächsten Lage definieren
eine Doppellage. Da es nur zwei verschiedene Stapel-
wechsel gibt, kann der gesamte Kristall aus den zwei nicht äquivalenten Doppellagen (in Ab-
bildung 2.2 mit 1 und 2 bezeichnet) aufgebaut werden. Beide Doppellagen gehen durch eine
Drehung um 180◦ ineinander über. Folgen die beiden verschiedenen Doppellagen aufeinander
(2 auf 1 oder 1 auf 2), so wird das als Stapelfehler oder als hexagonale Stapelung bezeichnet
- gegenüber einer perfekten oder kubischen Stapelung, bei der alle Doppellagen in derselben
Orientierung vorliegen (nur 2 oder nur 1). Die Koordinaten der Stapelplätze liegen in der hexa-












1+2 (2+1)  =  hexagonal
Abb. 2.3: Kubische und hexagonale Stapelung
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Abb. 2.4: Kristallstruktur einiger Polytypen (C-Atome schwarz)
Doppellage übereinander, so erhält man ein kubisches Gitter, in dem die Si-C-Dimere nach dem
Schema ABC... angeordnet sind (Abbildung 2.3). Die Raumdiagonale der Elementarzelle liegt
dabei entlang der Stapelachse. Der entsprechende Polytyp wird historisch als β-SiC oder in der
sogenannten Ramsdell-Notation [30] als 3C bezeichnet. Dabei steht das „C“ für das kubische
Gitter und die „3“ für die 3 Lagen, aus denen sich eine Elementarzelle aufbaut. Alle anderen Po-
lytypen enthalten Stapelfehler (Abbildung 2.3) und werden als α-SiC zusammengefasst. Sie be-
sitzen entweder ein hexagonales Gitter (Buchstabe “H“: 2H, 4H, 6H) oder ein rhomboedrisches
Gitter (Buchstabe “R“:15R, 21R). Eine Zusammenstellung der Kristallstrukturen von 2H, 4H,
6H und 3C ist in Abbildung 2.4 gezeigt. Alternativ können für alle Polytypen die Stapelfolgen
in der oben benutzten ABC-Notation angegeben werden (6H=ABCACB, 4H=ABCB, 2H=AB).
Der Anteil der hexagonalen an allen Stapelungen der Elementarzelle wird als Hexagonalität
bezeichnet. Extremfälle sind die Polytypen 3C mit Hexagonalität 0 und 2H mit Hexagonalität
1. Von Hägg [31] stammt eine weitere Notation, bei der die beiden verschiedenen Doppellagen
mit „+“ und „-“ bezeichnet werden (Abb. 2.2). Eine so explizit gekennzeichnete Stapelfolge ist
sehr leicht interpretierbar. Einem Stapelfehler entspricht darin der Wechsel des Vorzeichens, bei


















Abb. 2.5: Draufsicht auf das SiC-Gitter aus Richtung (0001) und Bezeichnung der Schnittebenen im hexagonalen
und kubischen System. Azimutwinkel der Ebenen im experimentellen Polarkoordinatensystem (vgl. dazu auch
Kapitel 5).
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Abb. 2.6: (11-20)-Ebene in 2H, 4H, 6H, 3C
Besonders gut sichtbar werden die Unterschiede zwischen den Polytypen in der (11-20)-Ebene
der Kristalle. Dort befinden sich auch die Tetraederbindungen, die entweder von Lage zu Lage
in dieser Ebene in der gleichen Richtung fortgesetzt werden können (kubische Stapelung), oder
sie wechseln von einer Lage zur nächsten die Richtung (hexagonale Stapelung). Für die Polyty-
pen 2H, 4H, 6H und 3C ist diese Ebene in Abbildung 2.6 dargestellt (siehe auch Abb. 2.3). Die
Lage dieser Ebene im Kristall ist aus Abbildung 2.5 ersichtlich, in der auch die Zuordnung der
Indizierung im kubischen (3 Indizes) und im hexagonalen System (4 Indizes) angegeben ist.
Wichtige Eigenschaften der unterschiedlichen Polytypen sind in Tabelle A.1 zu finden. Man
sieht dort zum Beispiel, dass sich die Polytypen durch unterschiedliche Bandlücken auszeich-
nen. Die Polytypen von SiC sind also ein ideales Beispiel für die Auswirkungen rein geometri-
scher Veränderungen der Atomanordnung auf die elektronische Struktur des Festkörpers [32].
2.1.3 Stapelfolgen an Oberflächen
Für den Vergleich mit dem Experiment wichtig ist die
S2S3 S1
Abb. 2.7: Stapelterminierungen
einheitliche Zuordnung von Stapelfolgen und dem ex-
perimentellen Koordinatensystem, das aus den Polar-
koordinaten (θ, φ) bestehen soll. Mit Bezug auf einen
kubischen Kristall wird die [101]-Richtung so gelegt,
dass sie sich bei einem Azimut von φ = 60◦ befin-
det (vgl. auch Abb. 5.1). Diese Richtung liegt entlang
der Kette von Si-Atomen an den Plätzen A-B-C wie
in Abb. 2.6 bei einem Polarwinkel von θ = 35.2◦. Dies ist dort auch für die anderen Poly-
typen eingezeichnet und soll somit einer „+“-Lage (Abb. 2.2) an der Oberfläche entsprechen.
Die in Abb. 2.6 gezeigte Terminierung der Polytypen an einer Oberfläche ist nicht die einzig
mögliche. Die Einheitszellen der Polytypen 4H und 6H können zum Beispiel an verschiedenen
Stellen abgeschnitten werden. Um diese verschiedenen Möglichkeiten zu kennzeichnen, kann
man die Anzahl der kubischen Stapelungen von der Oberfläche bis zum ersten Stapelfehler
zählen und mit S1, S2, S3 bezeichnen (Abb. 2.7). Dies entspricht der jeweiligen Anzahl von
„+“-Lagen. Die um 180◦ gedrehten Stapelterminierungen werden mit S1* usw. bezeichnet. Die
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explizite Angabe von Stapelfolgen an der Oberfläche geschieht im folgenden in einer „+/-“-
Notation, wobei eine periodische Folge durch spitze Klammern zusammengefasst wird. Eine
S2-terminierte 6H-Oberfläche schreibt man dementsprechend als ++ < −−− + ++ >.
2.1.4 Herstellung von Schichten aus SiC-Polytypen
Fissel [33] hat gezeigt, wie Polytypenstapel mittels Feststoffquellen-Molekularstrahlepitaxie
(Solid Source MBE) erzeugt werden können. Das Wachstum wurde bei verschiedenen Bedin-
gungen untersucht [34–36]. Um Schichten hoher Qualität erzeugen zu können, ist eine alter-
nierende Beschichtung mit Silizium und Kohlenstoff bei Temperaturen von 1500K bis 1600K
notwendig [27, 37]. Es wurden thermodynamische Modelle aufgestellt, welche Bedingungen
für die Bildung verschiedener Polytypen angeben [38,39]. Damit wurde gezeigt, dass ein Poly-
typenwechsel prinzipiell möglich ist, und tatsächlich konnten verschiedene Polytypstrukturen
erzeugt werden [40, 41]. Eine Beherrschung des Prozesses hängt ab von der Oberflächenprä-
paration, der genauen Kontrolle der Substrattemperatur und von der Oberflächenstöchiometrie.
Auch theoretische Untersuchungen dazu wurden unternommen [42–44]
2.2 Aluminiumnitrid AlN
2.2.1 Physikalische Eigenschaften und Anwendungen
Aluminiumnitrid besitzt Eigenschaften, die vielversprechende Anwendungen in technologisch
anspruchsvollen Gebieten ermöglichen. Es besitzt eine mit Metallen vergleichbare Wärmeleit-
fähigkeit, einen hohen elektrischen Widerstand, eine hohe Durchbruchfeldstärke, einen Ausdeh-
nungskoeffizienten ähnlich dem von Silizium und ist ungiftig. Das ermöglicht Anwendungen
als mikroelektronisches Substrat.
Weiterhin formt AlN kontinuierliche Legierungen mit GaN und InN, was zu einstellbaren Band-
lücken führt, die für optoelektronische Anwendungen vom roten bis zum ultravioletten Spek-
tralbereich geeignet sind. Für Anwendungen z.B. im Mobilfunkbereich sind piezoelektrische
Dünnschichtresonatoren aus AlN in der Entwicklung.
2.2.2 Kristallstruktur
Aluminiumnitrid kommt hauptsächlich in der Wurtzit-Struktur vor, die dem 2H-Polytyp ent-
spricht. Der kubische Polytyp ist metastabil, kann aber in Form dünner Schichten hergestellt
werden [45]. Die Struktur von 2H-AlN ist also völlig analog zum in Abbildung 2.4 gezeigten
2H-SiC, mit den entsprechend ersetzten Al- bzw. N-Atomen und einer nur leicht veränderten
Gitterkonstanten, die aus Tabelle A.1 zu entnehmen ist. Die sehr ähnlichen Gitterkonstanten von
AlN und SiC ermöglichen den Einsatz von SiC als Substrat für das AlN-Wachstum. Da außer-
dem die Streueigenschaften für Elektronen von jeweils Al und Si, sowie C und N vergleichbar
sind, kann das 2H-AlN im Rahmen der Elektronenbeugung auch als Modell für 2H-SiC ver-
wendet werden, da dieses noch nicht in Form von Schichten hergestellt werden kann, die mit
den verwendeten Methoden untersuchbar sind. Auch der 3C-Polytyp von AlN ist analog zu
3C-SiC aufgebaut. Alle strukturellen Definitionen des SiC-Abschnitts gelten ebenso.
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3 Experimentelle Methoden
In diesem Kapitel werden die experimentellen Methoden vorgestellt, die in dieser Arbeit ver-
wendet wurden. Dazu gehören insbesondere die Photoelektronenbeugung mit Anregung durch
Röntgenstrahlung (X-ray photoelectron diffraction, XPD1) und die Elektronenchannellingmu-
ster (ECP). Die Beugung niederenergetischer Elektronen (LEED) und die Beugung hochenerge-
tischer Elektronen in Reflexion (RHEED) werden als zusätzliche Beugungsmethoden benutzt.
In einigen Fällen wurde zusätzlich die Rastertunnelmikroskopie (STM) zum Vergleich der Er-
gebnisse mit topographischen Aufnahmen von der Probenoberfläche eingesetzt.
3.1 X-ray Photoelectron Diffraction (XPD)
3.1.1 Experiment
In Abbildung 3.2 ist der schematische Aufbau des in der Arbeitsgruppe verwendeten XPD-
Experiments dargestellt. Dieses befindet sich in einer UHV-Oberflächenanalyseanlage, in deren
Analysekammer ein Basisdruck von ≤ 10−10 mbar aufrecht erhalten wird. Neben XPD/XPS
sind an dieser Anlage die Methoden LEED, UPS (Ultraviolet Photoelectron Spectroscopy) STM
(Scanning Tunnelling Microscopy), AES (Auger Electron Spectroscopy) und SEM (Scanning
Electron Microscopy) installiert.







Abb. 3.1: Prinzip des XPD-Experiments
Richtung beweglich ist, wird Röntgenstrah-
lung gerichtet, die in einer Quelle mit Alu-
minium- und Magnesiumanode entsteht. Die
MgKα oder AlKα-Strahlung überträgt Ener-
gie auf Probenelektronen, von denen einige
aus der Probe austreten können. Diese Photo-
elektronen werden auf dem Weg ins Vakuum
vom Kristallgitter gebeugt. Das bedeutet, die
Elektronenwellen können durch Streuprozes-
se auf verschieden langen Wegen zum Detektor gelangen und interferieren dabei entsprechend
der Weglängendifferenzen. Das führt dazu, dass dann in unterschiedliche Richtungen unter-
schiedlich viele Elektronen mit einer bestimmten Energie emittiert werden.
Die Methode der Photoelektronenbeugung besitzt vielfältige Anwendungsmöglichkeiten. Ihr
besonderer Vorteil besteht in der chemischen Selektivität, durch die es möglich ist, ganz be-
stimmte Emitter einer Probe auszuwählen. Das kann über die charakteristischen Bindungsener-
gien der Schalen-Elektronen in den chemischen Elementen geschehen, aber auch – bei entspre-
chender Energieauflösung – durch die Identifizierung unterschiedlicher Atome desselben Ele-
ments in unterschiedlichen Bindungsumgebungen und der damit einhergehenden Veränderung
der Bindungsenergie („chemische Verschiebung“).
1Im Rahmen dieser Arbeit wird die Abkürzung „PED“ immer für die allgemeine Methode der Photoelektro-
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Wegen der starken Wechselwirkung der Elektronen mit dem Festkörper sind für die Entstehung
des Beugungsmusters nur die Nachbaratome bis zu einer Entfernung von etwa 20Å relevant. Die
XPD ist also für die lokale Ordnung sehr empfindlich. Da die von einem Emitter ausgehenden
Photoelektronen von den umgebenden Atomen vornehmlich in Vorwärtsrichtung gestreut wer-
den, ergeben sich Maxima der gemessenen Intensität in den Richtungen vom Emitter zu den
näheren Nachbarn. Dies macht eine unmittelbar anschauliche Interpretation der XPD-Muster
möglich (Abb. 3.1). Die austretenden Elektronen können mit einem Halbkugel-Analysator (EA
200, SPECS) und einem Vielkanaldetektor in 18 Energie-Kanälen erfasst werden. Dabei wer-
den durch Drehen der Probe Elektronen-Energie-Spektren für eine Anzahl von Richtungen auf-
genommen und die Elektronen-Intensitäten bei den interessierenden Energien ausgewertet und
dargestellt. Der vom Analysator erfasste Winkelbereich kann durch Blenden angepasst werden
und beträgt minimal etwa 2◦.
Die Messung erfolgt so, dass für eine gewählte Azimutrichtung der Polarwinkel zum Beispiel
von θ=-2◦. . . 76◦ in 1◦-Schritten verändert wird („Polarscan“). Danach wird die Probe azimutal
gedreht und es erfolgt die nächste Polarmessung bis ein ausreichendes Gebiet des Halbraums
erfasst ist.
Die Daten können für eine bestimmte Azimutrichtung als Intensitäts-Polarwinkel-Diagramm
dargestellt werden („Polarplot“), für einen festen Polarwinkel als Intensitäts-Azimutwinkel-
Diagramm („Azimutplot“) oder als Intensität in Abhängigkeit von beiden Winkeln gleichzeitig
in stereographischer Projektion des Halbraums (siehe auch Abbildung 5.1).
Zur Steuerung der Analyseanlage und Aufnahme der Spektren dient das Programm SPECTRA
[46]. Die Auswertung der Spektren (Glättung, Untergrundsubtraktion, Bestimmung der Peakhö-
hen und Intensitäten, Polarplots darstellen) erfolgt mit dem Programm ESPANA, das im Rahmen
dieser Arbeit als Zusatzmodul für die kommerzielle Datenauswertungssoftware MICROCAL
ORIGIN [47] programmiert wurde. Weiterhin wurde das Programm DAMAT zur Darstellung
kompletter Beugungsmuster in verschiedenen Projektionen (Kapitel 5) erstellt (siehe auch An-
hang B).
3.1.2 Anwendungen der Photoelektronenbeugung
Nach der Darstellung der experimentellen Grundlagen soll nun ein kurzer Überblick über die
verschiedenartigen Anwendungen der Photoelektronenbeugung gegeben werden. Für weiterge-
hende Übersichten sei auf einige umfassende Review-Artikel verwiesen [48–51].
Reine Kristalloberflächen Eine der ersten Untersuchungen, die sich mit dem Effekt der Pho-
toelektronenbeugung befassten, stammt aus dem Jahre 1970 von Siegbahn [52]. Dort wird die
Winkelabhängigkeit der bei der Photoelektronenspektroskopie (XPS) von NaCl-Einkristallen
gemessenen Intensität mit Bragg-Reflexionen an niedrig indizierten Kristallebenen erklärt. An-
dere frühe Untersuchungen befassten sich mit Au-, KCl- und Si-Einkristallen und nutzten eben-
falls die auf den Bragg-Reflexionen beruhende Kikuchi-Band-Theorie zur Erklärung der ge-
3. Experimentelle Methoden 12
nutzten Muster [53]. Weitere Untersuchungen befassten sich zum Beispiel mit TiO2 [54], Cu
[55], Si [56], NiO [57], GaAs [58] und Hochtemperatur-Supraleitern [59]. Dabei wurde erkenn-
bar, dass einerseits ein Einfachstreumodell die Beugungsmuster bei hohen Energien relativ gut
vorhersagen kann, anderseits aber für eine bestmögliche quantitative Übereinstimmung Mehr-
fachstreurechnungen benutzt werden müssten, deren Umfang oft nicht handhabbar wäre. Als
Beispiel sei die Arbeit von Hardman und Fadley an TiO2 (1999) erwähnt, die aufgrund der Com-
puteranforderungen ihre MS-Rechnungen auf Cluster mit 250 Umgebungsatomen pro Emitter
und höchstens fünffacher Streuung beschränken mussten [54]. Das unterstreicht die Bedeutung
von Einfachstreurechnungen für die Untersuchung von Einkristalloberflächen. In der gleichen
Arbeit, wie auch in anderen Untersuchungen [60–62] wurde festgestellt, dass im Energiebereich
von 1keV das Photoelektronenbeugungsmuster nicht empfindlich von der Oberflächenrekon-
struktion abhängt, sondern dass für die Simulationen ideale Kristalle benutzt werden können,
in denen bis zu 10 Emitterschichten berücksichtigt werden müssen.
Adsorbate auf Einkristalloberflächen In einer theoretischen Arbeit von Liebsch (1974) [63]
wurde die Möglichkeit, mittels Photoelektronen Informationen über die Adsorbatgeometrie zu
erhalten, das erste Mal erwähnt. Heute besteht ein Standardverfahren zur Ermittlung von Bin-
dungslängen und -richtungen von Adsorbaten darin, energieabhängige Messungen über einen
Bereich von 200eV oder mehr unter Verwendung von Synchrotronstrahlung durchzuführen
[64]. Diese experimentellen Bedingungen führen dazu, das Mehrfachstreuprogramme, wie zum
Beispiel das MSCD-Paket [65], sehr gut anwendbar sind.
Epitaktisches Schichtwachstum Die Tiefenempfindlichkeit der PED bei keV-Energien ist
ideal, um ultradünne Filme zu untersuchen [66–71]. Untersucht wurde der Wachstumsmodus
von Filmen [72,73] und die auftretenden Verspannungen [74]. Halbleiter-Heterostrukturen wur-
den gewachsen und ebenfalls mit PED analysiert [75–77]. Weiterhin konnte das Verfahren zur
Polaritätsunterscheidung von GaN [78], ZnO [79] und AlN [80] eingesetzt werden.
Fermioberflächen-Kartierung Bei Anregung der Probe mit UV-Licht kann das Valenzband
untersucht werden (Ultraviolet Photoelectron Spectroscopy, UPS). Die winkelaufgelöste UPS
(Angle Resolved UPS, ARUPS) ist ein Standardverfahren, um die elektronische Bandstruktur
eines Festkörpers zu ermitteln. Aus den gemessenen Elektronenenergien Ekin kann die Disper-
sionsrelation E = E(k) ermittelt werden [8]. Dabei werden die Bedingungen der Energie- und
Impulserhaltung (mit bestimmten Zusatzannahmen) ausgenutzt. Man hat auf dieser Grundla-
ge ein Verfahren entwickelt, mit dem sich die Fermioberfläche von Kristallen darstellen lässt
(„fermi surface mapping“) [81–83].
Oberflächenmagnetismus Hat man Informationen über den Spin der emittierten Elektro-
nen, wie das zum Beispiel bei durch Spin-Bahn-Kopplung aufgespaltenen Elektronenniveaus
der Fall ist, so kann man die kurzreichweitige magnetische Ordnung an Oberflächen unter-
suchen [48, 50]. Die emittierte Photoelektronenintensität kann auch durch einen Wechsel der
Magnetisierungsrichtung der Probe oder durch einen Wechsel der Polarisierungsrichtung der





















Abb. 3.3: Prinzip der Elektronenchannellingmuster (ECP) und der Elektronenrückstreubeugung (EBSD)
einfallenden Röntgenstrahlung beeinflussbar sein. Dieser Effekt wird als magnetischer Dichro-
ismus bezeichnet und bietet weitere Möglichkeiten der Untersuchung von oberflächennahem
Magnetismus [84].
Photoelektronenholographie Die direkte Bestimmung von Atompositionen durch hologra-
phische Inversion der Beugungsmuster ist an einigen Testsystemen theoretisch und experimen-
tell untersucht worden [49, 51, 85–88]. Die Holographie mit Photoelektronen kann nach den
vorliegenden Untersuchungen als Hilfsmethode zum Aussuchen vielversprechender Adsorbat-
geometrien angesehen werden. Dass für die Photoelektronenholographie umfangreiche und ge-
naue Datensätze bei verschiedenen Energien benötigt werden, die Interpretation dieser Daten
als Vorwärtstreumuster aber auch ohne Holographie relativ einfach sein kann, trug ihr den Ver-
dacht ein, eine Methode „in search of a problem“ (Woodruff [64]) zu sein. Ob dies gerechtfertigt
ist, bleibt mit der weitere Entwicklung von intensiven Synchrotronquellen, effektiveren Detek-
tortechniken und genaueren theoretischen Ansätzen abzuwarten [51].
3.2 Elektronen-Channelling-Muster und Elektronenrückstreumuster
3.2.1 Experiment
Elektronenchannellingmuster (electron channelling pattern, ECP) entstehen, wenn eine auf die
Probe treffende ebene Welle durch den Kristall gebeugt wird. Abhängig vom Einstrahlwinkel
bilden sich Maxima und Minima der Aufenthaltswahrscheinlichkeit der Elektronen an wech-
selnden Stellen im Kristall. Haben die eingestrahlten Elektronen eine höhere Aufenthaltswahr-
scheinlichkeit in der Nähe der Atomkerne der Probenatome, so werden sie auch mit erhöhter
Wahrscheinlichkeit zurückgestreut. Klassisch gesprochen besitzen nämlich im Kristall nur die
Atomkerne eine genügend große Masse, um den Elektronen eine für die Rückstreuung not-
wendige Impulsänderung zu erteilen. Dabei werden Gitterschwingungen (Phononen) erzeugt
und das Elektron verliert einen Energiebetrag in der Größenordnung von weniger als 0.1 eV.
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Weil diese Elektronen in vielen Experimenten nicht von den elastisch gestreuten Elektronen
separierbar sind, aber gleichzeitig ein Kohärenzverlust auftritt, wird diese Streuung auch als
quasielastisch bezeichnet. Die Energien der benutzten Elektronen liegen im Bereich der für die
Rasterelektronenmikroskopie üblichen Werte von etwa 1 bis 30 keV.
Für die Elektronenchannellingmuster wurde eine Elektronenquelle vom Typ STAIB EK-12-M
genutzt. Ein paralleler Strahl rastert die Probe ab, und die Elektronen werden mit einem Photo-
multiplier-Detektor oder mit einem Channeltron detektiert. Die Strahlablenkung und Darstel-
lung der korrespondierenden Elektronenstroms am Detektor erfolgte computergesteuert mit der
Software WinDISS [89].
Eine verwandte Technik ist die Elektronenrückstreubeugung (electron backscatter diffraction,
EBSD), bei der ein ortsfester Strahl auf eine Probe gerichtet wird und man die richtungsab-
hängige Intensität der austretenden Elektronen auf einem Schirm beobachtet. Hier sind es die
Beugungseffekte auf dem Weg aus dem Kristall heraus, die zur Entstehung der beobachteten
Muster führen. Die beiden Methoden sind eng miteinander verflochten [90] und können mit
den gleichen theoretischen Modellen beschrieben werden (vgl. Abschnitt 4.5). Man beachte,
dass man hier keine Beugungsmuster wie im Falle von LEED (Abschnitt 3.3.1) sieht, weil bei
den benutzten Energien der Anteil elastisch (kohärent) zurückgestreuter Elektronen vernachläs-
sigbar ist.
Beim Vergleich von der EBSD-Anordnung in Abbildung 3.3 mit dem LEED-Experiment in Ab-
bildung 3.4 und RHEED in Abbildung 3.5 sieht man, dass es sich bis auf die Lage des einfal-
lenden Strahls und die Art des Beobachtungsschirms um ähnliche Anordnungen handelt. Kann
man also neben den elastisch gestreuten Elektronen, auf denen LEED und RHEED ja eigentlich
beruhen, dort auch solche an Probenatomen quasielastisch rückgestreute Elektronen beobach-
ten, so sind analoge Rückstreubeugungseffekte sichtbar. Diese Effekte stören aber häufig bei
der Beobachtung der elastischen Elektronenbeugung.
3.2.2 Anwendungen
ECP und EBSD liefern mehrere Arten von Informationen [9] [91]. Die Muster spiegeln die
Symmetrieelemente der Kristallstruktur wieder und können zur Identifikation von Symmetrie-
achsen oder Spiegelebenen dienen [92]. Da die Muster eine feste relative Lage zum Kristall be-
sitzen, ist eine Orientierungs- und Strukturbestimmung von Kristallen und Kristalliten möglich.
Dies wird zum Beispiel bei polykristallinen Proben in der Metallurgie ausgenutzt. Die Qualität
der Oberfläche spiegelt sich in der Schärfe der Beugungsmuster wieder. ECP und EBSD-Muster
sind deshalb zum Beispiel zur Analyse der Kristallqualität epitaktisch gewachsener Schichten
gegeignet [93–97]. Auch zur Quantifizierung der Schäden bei der Ionenimplantation können
diese Beugungsmethoden genutzt werden genutzt werden [98]. Weiterhin ist die Abbildung
von Versetzungen möglich, weil diese über eine Störung der Kristallstruktur einen Kontrast
erzeugen [99].
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3.3 Zusätzliche Methoden
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Abb. 3.4: Schematischer Aufbau eines LEED-Experiments und experimentelles LEED-Muster einer SiC-
Oberfläche
Bei der Beugung niederenergetischer Elektronen (Low Energy Electron Diffraction, LEED)
wird eine kristalline Probe mit einem monoenergetischen Elektronenstrahl im Energiebereich
von 20..1000eV bestrahlt. Die elastisch gestreuten Elektronen verlassen die Probe in definierten
Richtungen, was als Beugung am Gitter der Oberflächenatome erklärt werden kann. Da die
Eindringtiefe der Elektronen bei den benutzten Energien nur sehr begrenzt ist, besitzt LEED
eine hohe Oberflächenempfindlichkeit.
Eine typische experimentelle Anordnung ist in Abb. 3.4 gezeigt. Die Elektronenkanone mit
einer Glühkathode als Quelle und elektrostatischen Fokussiermöglichkeiten befindet sich im
Zentrum eines sphärischen Fluoreszenzschirms. Von den Gittern, die sich vor dem Schirm be-
finden, dient das erste dazu, durch ein konstantes Potential zwischen Probe und Schirm einen
feldfreien Raum zu schaffen. Die Bahn der Elektronen, die von der Probe reflektiert wurden,
wird dadurch nicht beeinflusst. Weitere Gitter dienen dazu, die inelastisch gestreuten Elektro-
nen zu unterdrücken (Suppressor) und die elastischen Elektronen auf den Leuchtschirm zu be-
schleunigen. Der Leuchtschirm wird von hinten beobachtet, die Elektronenkanone befindet sich
immer im Blickfeld.
Das Beugungsmuster besteht aus charakteristischen Intensitätsmaxima (Spots), deren Anord-
nung die Symmetrie des Oberflächengitters widerspiegelt. Die Intensität der Spots hängt von
der Energie der benutzten Elektronen, der Beobachtungsgeometrie und der Oberflächenstruktur
ab. Zur Bestimmung einer Oberflächenstruktur kann die Intensität der Spots in Abhängigkeit
von der Elektronenenergie als sogenannte „I-V-Kurve“ gemessen werden. Diese wird dann mit
Simulationsrechnungen für plausible Modelle verglichen. Je nach der Übereinstimmung zwi-
schen Simulation und Experiment wird ein Modell akzeptiert oder verworfen.
In direkter Weise kann LEED zur Kontrolle der Oberflächenqualität bei einer Präparation be-
nutzt werden. Da die Beugungsmuster durch kohärente Überlagerung der reflektierten Wel-
len von Oberflächenbereichen mit Durchmessern um 100Å entstehen [10], ist LEED für lang-
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reichweitige Ordnung empfindlich. Ein scharfes LEED-Muster kann also als Indikator für eine
entsprechend gut geordnete Oberfläche dienen. Da die Oberflächenstöchiometrie über Oberflä-
chenrekonstruktionen auch das Beugungsmuster beeinflussen kann, ist LEED sehr effektiv zur
Oberflächenpräparation nutzbar.





Abb. 3.5: Prinzip der Reflexionsbeugung schneller Elektronen bei streifendem Einfall (RHEED) und Beugungs-
bild einer SiC-Oberfläche
Im Vergleich zu LEED arbeitet die Methode der Reflexionsbeugung schneller Elektronen (Re-
flection High Energy Electron Diffraction, RHEED) mit einer Elektronenquelle bei viel hö-
heren Energien von 15..100keV. Oberflächenempfindlichkeit wird dadurch erreicht, dass bei
streifendem Einfall beobachtet wird. Da die Einfallswinkel zur Oberfläche dabei kleiner als 5◦
sind, können die Elektronen nur in geringem Maße in die Probe eindringen und es entstehen
ausreichend intensive reflektierte Strahlen. Diese werden dann auf einem Fluoreszenzschirm
beobachtet. Da die gesamte Anordnung mit relativ großen Abständen zur Probe betrieben wer-
den kann, hat sich RHEED als eine Standardmethode zur Wachstumskontrolle während der
Molekularstrahlepitaxie etabliert. Dabei können während des Wachstums einzelner Atomla-
gen Intensitätsschwankungen der RHEED-Spots beobachtet werden, die zur atomlagengenauen


























Abb. 3.6: Prinzip der Rastertunnelmikroskopie und Bild einer SiC-Oberfläche
Bei der Rastertunnelmikroskopie (Scanning Tunneling Microscopy, STM) wird eine atomar
scharfe Spitze mechanisch mittels Piezoscannern über einen Probenbereich gerastert. Der Tun-
nelstrom zwischen Spitze und Probe hängt exponentiell vom Abstand der beiden ab und kann
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zur Abbildung der Oberfläche genutzt werden. Dabei wird entweder die Auslenkung der Spitze
bei konstantem Strom oder der Strom bei konstanter Spitzenauslenkung zur Darstellung be-
nutzt.
3.4 Bisherige Untersuchungen an SiC-Oberflächen
Die Kristallstruktur an Siliziumkarbidoberflächen hat direkte Auswirkungen auf die Prozesse
der Oxidation, des Schichtwachstums und des Polytypenwechsels [100]. Nicht zuletzt deshalb
wurden reine und oxidierte Siliziumkarbidoberflächen mit einer großen Palette verschiedener
Oberflächenanalysemethoden untersucht. Dazu gehören qualitative Analysen der Stöchiome-
trie und Symmetrie der Oberflächen mittels elektronenspektroskopischer Methoden und niede-
renergetischer Elektronenbeugung [101–118] und die Untersuchung von Oberflächen mittels
Rastertunnelmikroskopie [119–123].
Die Strukturbestimmung von SiC-Oberflächenrekonstruktionen war insbesondere mit der quan-
titativen niederenergetischen Elektronenbeugung (LEED) erfolgreich und führte zu Modellen
für die Atomanordnung bei einer Reihe von Oberflächenstrukturen. Von den Arbeitsgruppen
aus Erlangen konnten dazu die umfassenden Möglichkeiten von LEED (kombiniert mit wei-
teren Methoden) in einer Reihe von Veröffentlichungen demonstriert werden. So wurden zum




3)-Rekonstruktionen [127] auf der Si-
Seite gefunden. C-Seiten wurden in [128,129] untersucht. Die Stufenstruktur an der Oberfläche
mit unterschiedlichen Stapelterminierungen wurde analysiert [130–132] und Fragen der Ober-
flächenoxidation und -passivierung untersucht [133–136]. Insgesamt wurde die zentrale Rolle
der Oberflächenstruktur für ein kontrolliertes SiC-Wachstum herausgestellt [127, 133, 137].
Auch mit der Photoelektronenbeugung sind Untersuchungen an SiC durchgeführt worden. Da-
bei sind sowohl der Einfluss von Oberflächenrekonstruktionen [138,139], als auch die Merkma-
le der Kristall-Emission [140–142] untersucht worden. Mit Synchrotronstrahlung wurde eine
Untersuchung unter Ausnutzung der chemischen Verschiebung der Oberflächenatome durch-
geführt [143]. Die veröffentlichten Analysen beziehen sich alle entweder auf 3C oder 6H-
SiC. Zwar wurde das Wachstum von 3C auf 6H mittels XPD und anderen Techniken unter-
sucht [144, 145], eine systematisch angelegte Untersuchung von verschiedenen Polytypen mit-
tels XPD erfolgte bis jetzt von keiner anderen Arbeitsgruppe als unserer [1, 2, 4].
Die vorliegende Arbeit ordnet sich hier so ein, dass besonders die Struktur von Schichten mit
Dicken im Bereich von wenigen Nanometern untersucht werden soll, um Aussagen über den
wachsenden Polytyp machen zu können. Das Wechselspiel zwischen Oberflächenempfindlich-
keit und Tiefeninformation in den Beugungsmethoden soll genutzt werden, um die in der Nähe
der Oberfläche gelegenen ersten Kristallschichten zu analysieren, ohne von der Oberflächenre-
konstruktion zu sehr beeinflusst zu werden.
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4 Theoretische Grundlagen und Simulationsmodelle
In diesem Kapitel werden zunächst die Grundlagen der Elektronenbeugung kurz dargestellt.
Dann wird auf spezielle Modelle der Photoelektronenbeugung und der Elektronenchannelling-
muster genauer eingegangen. Schließlich erfolgt eine Diskussion der Gemeinsamkeiten und der
Grenzen der einzelnen Modelle.
4.1 Elektronenbeugung im Festkörper - allgemeine Grundlagen
4.1.1 Elektronenstreuung am Atom
Die Streuung am einzelnen Atom, das das grundlegende Aufbauelement des Festkörpers bildet,
ist auch die Grundlage für die komplexer zusammengesetzten Streuprozesse des Kristalls. Im
Rahmen dieser Arbeit werden die streuenden Atome als kugelsymmetrische Potentiale behan-
delt V (r) mit
V (r) = U(r) r < a
V (r) = const r ≥ a
(4.1)
Für ein freies Atom ist const = 0. Ein Festkörper kann ebenfalls durch solche Potentialkugeln
beschrieben werden (muffin-tin Modell). Diese Kugeln dürfen sich nicht überlappen und im
Zwischenraum herrscht ein konstantes Potential (muffin-tin Konstante).
Ein Elektron soll nun aus dem Unendlichen auf ein Streuzentrum bei r = 0 treffen, welches
das Potential 4.1 besitzt. Die einfallende Welle soll als eine ebene Welle exp(ik ·r)beschreibbar
sein. Die gestreute Welle kann dann asymptotisch als Überlagerung aus der einlaufenden ebenen
Welle und aus einer auslaufenden Kugelwelle – die vom Streuzentrum ausgeht – zusammenge-
setzt werden:




Der Winkel θ ist dabei der Winkel, um den das Teilchen durch die Streuung abgelenkt wur-
de. Die Streuamplitude f(θ, k) kann nach der Methode der Partialwellenzerlegung berechnet
werden [12]. Dabei wird die einfallende Welle nach Partialwellen mit definiertem Drehimpuls l
entwickelt, welcher wegen der Kugelsymmetrie des Streupotentials erhalten bleiben muss. Für







eiδl sin δlPl(cos θ), (4.3)
Diese ist aus den „Streuphasen der l-ten Partialwelle“ (phase shifts) δl also direkt berechenbar.
Damit ist das eigentliche Streuproblem gelöst, wenn man die Streuphasen kennt. In praktischen
Rechnungen kann man die Summe nach einem maximalen l abbrechen, welches von der Energie
des Teilchens und vom Streupotential abhängt. Dieses maximale l kann über quasiklassische
Betrachtungen abgeschätzt werden [10]:
l ≤ kR0 (4.4)
Die Partialwellenmethode wird für steigende Energien immer unhandlicher, da die Anzahl der
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benötigten Streuphasen ansteigt. Die Berechnung der Streuphasen erfolgt durch numerische
Integration der Schrödingergleichung ausgehend vom Ursprung bis zur Potentialgrenze bei r =
a und Anpassung an die dortigen Randbedingungen. Im Rahmen dieser Arbeit wurde dafür
die Software der „Barbieri - Van Hove phase shift package“ [146] benutzt, welche auch die
Konstruktion des benötigten muffin-tin Potentials erlaubt.
Die auslaufende Kugelwelle kann auch an einem weiteren Atom gestreut werden. Dann muss
das allgemeinere Problem der Kugelwellenstreuung behandelt werden. In erster Näherung kann
der Kugelwellencharakter der einfallenden Welle durch eine Korrektur im Streufaktor f be-
schrieben werden kann (Spherical Wave Approximation [147]):


















Dieser effektive Streufaktor hängt von der Entfernung R zum vorhergehenden Streuer ab. Eine
exakte Beschreibung der Kugelwellenstreuung ist bei Mehrfachstreuprozessen nötig und erfolgt
im Abschnitt 4.1.3.











Abb. 4.1: Brillouin-Zonen und Reflexions-
sphäre zur Beschreibung der Beugung von
Punktquellen ausgehender Wellen
Viele Effekte der Elektronenbeugung in einem kristalli-
nen Festkörper können durch den Rückgriff auf wenige
grundlegende Elemente erklärt werden. Dazu gehören
im wesentlichen die oben erwähnte Streuung an einzel-
nen Atomen und die Bragg-Reflexion von Elektronen-
wellen an einer Schar von Gitterebenen.
Ein Strahl wird in einem Winkel θ von Gitterebenen
im Abstand d reflektiert, wenn die Bedingung nλ =
2d sin θ erfüllt ist. Diese Bragg-Bedingung ist ein Spe-
zialfall der Laue-Gleichungen für die Impulsänderung
bei einer Streuung am Kristall. Danach ist die Bragg-
Bedingung erfüllt, wenn die Impulsänderung einem re-
ziproken Gittervektor entspricht:
k0 − k = g mit |k0| = |k| und gi · aj = 2π δij (4.6)
Darin sind die Komponenten gi der reziproken Gittervektoren g über die Gittervektoren a des
Ortsraums definiert. Jeder reziproke Gittervektor entspricht im Ortsraum einem Satz reflektie-
render Gitterebenen.
Gleichung 4.6 kann in die anschauliche Konstruktion der Ewald-Kugel umgesetzt werden, die
für einen einfallenden Strahl die möglichen Reflexe angibt. Für den Fall einer Punktquelle im
Kristall ist jedoch eine Konstruktion besser geeignet, die auf den Brillouin-Zonen beruht [148].
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Wie in Abbildung 4.1 gezeigt, wird eine Kugel mit dem Radius des Wellenvektors der Elek-
tronen und ihrem Mittelpunkt am Ursprung des reziproken Gitters gezeichnet. An allen Stel-
len, an denen diese Kugel eine Brillouinzonengrenze schneidet, ist eine Reflexion nach dem
Braggschen Gesetz möglich. Die Projektion der entsprechenden Wellenvektoren auf den Be-
obachtungsschirm ergibt dann die Lage der Bragg-Bedingung für die von der Punktquelle aus-
gesendeten Elektronen. Im Falle der Elektronenbeugung werden die entstehenden Linien als
Kikuchi-Linien bezeichnet.
4.1.2.2 Mehrfachstreumodelle und das Reziprozitätsprinzip
Eine über die kinematische Theorie hinausgehende Beschreibung ermöglichen Methoden, wel-
che die Mehrfachstreuung der Elektronen im Kristall berücksichtigen. Da Elektronen stark mit
Atomen wechselwirken, spielen solche Mehrfachstreuprozesse eine wichtige Rolle. Die Be-
rücksichtigung der Mehrfachstreuung ist entlang zweier verschiedener Wege möglich. Einmal
kann man ausnutzen, dass bei geringen kinetischen Energien die Elektronen nur eine sehr be-
grenzte Reichweite im Kristall haben. Man kann deshalb versuchen, alle möglichen Pfade mit
einer bestimmten maximalen Anzahl von Streuereignissen direkt aufzusummieren. Besonders
bei oberflächenempfindlichen Methoden mit Elektronenenergien unter 1keV (PED, LEED) wird
dieser Weg beschritten, da er eine flexible Modellierung beliebiger Atomanordnungen ermög-
licht. Anderseits kann man die Vorraussetzung ausnutzen, dass die Elektronen sich in einem







Ein wichtiges Prinzip für die Diskussion von
Elektronenbeugungsmethoden ist das Rezi-
prozitätsprinzip [13]. Dieses besagt, dass ei-
ne Welle, die von Punkt A ausgeht, an ei-
nem Punkt B die gleiche Intensität erzeugt
wie eine von B ausgehende Welle im Punkt A.
Dieses Prinzip gilt auch für die Streuung von
Elektronen, insbesondere auch bei Vorhan-
densein inelastischer Prozesse [149]. Laue
hat dieses Prinzip zur Erklärung von Beu-
gungseffekten von Punktquellen in Kristallen
genutzt [14]. Eine Prinzipskizze in Abb. 4.2
erläutert diesen Gedankengang für einige ausgewählte Streupfade, die ein Elektron von A nach
B nehmen könnte. Man kann daraus zum Beispiel folgern, dass man die Intensität, die von
einer Punktquelle A im Kristall ausgeht und an einem Detektor B außerhalb gemessen wird,
auch so berechnen kann, dass man eine Welle vom Detektor B in die Probe hineinlaufen läßt
und die Intensität am Ort A des Emitters berechnet. Dies besitzt in bestimmten Fällen rechneri-
sche Vorteile und wird in dieser Arbeit zur Simulation von Elektronenchannellingmustern und
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Photoelektronenbeugungsmustern ausgenutzt, um die nahe Verwandtschaft dieser Methoden zu
zeigen.
4.1.3 Cluster-Mehrfachstreutheorie – allgemeiner Formalismus
Elektronenbeugungseffekte an Oberflächen können sehr umfassend unter Benutzung der Streu-
theorie beschrieben werden [15]. In diesem Abschnitt soll deshalb ein Überblick über den allge-
meinen Formalismus der Mehrfachstreuung von Elektronen in Clustern von Atomen gegeben
werden. Die Diskussion erfolgt am Beispiel der Photoelektronenbeugung ausgehend von der
Darstellung in [150]. Die Photoelektronen gehen von Emittern im Innern der Probe aus und
werden in einem externen Detektor nachgeweisen. Dies entspricht dem Weg von A nach B in
Abb. 4.2. Der hier vorgestellte allgemeine Formalismus wird später vor allem in der vereinfach-
ten Version des Einfachstreumodells eingesetzt.
Die Wellenfunktion der Photoelektronen kann im Rahmen einer zeitabhängigen Störungsre-









E = h̄2K2/2m, K = Kr/r
Darin beschreibt die Wellenfunktion ϕi das Elektron im Ausgangszustand und Hq den orts-
abhängigen Anteil des Störoperators der Photonen. Die Greensche Funktion G beschreibt die
Bewegung der durch die Photonen erzeugten Photoelektronen im Potential V und kann mit Hil-
fe der den Streuprozess charakterisierenden T-Matrix und der Greenschen Funktion der freien
Elektronen G0 ausgedrückt werden (unter Einführung einer verkürzenden Schreibweise):












3r′2 ≡ G0 +G0TG0 (4.8)
Darin ist G0(r1, r2) = G0(r1 − r2) die Lösung der inhomogenen Schrödingergleichung:
(∆ +K2)G0(r1 − r2) = δ(r1 − r2) (4.9)
Die Gleichung 4.7 kann als Streuproblem umformuliert werden, bei dem sich die Wellenfunkti-
on Ψ aus einer direkten Welle Ψ0 und einem gestreuten Anteil zusammensetzt. Da das angeregte
Photoelektron sofort durch das Emitterpotential gestreut wird, ist es zweckmäßig, dies in der
Definition der direkten Welle mittels einer atomaren GreenfunktionGa zu berücksichtigen. Das
Streuproblem für einen Emitter bei R0 = 0 sieht dann folgendermaßen aus:
Ψ(r) = Ψ0(r) +
∫ ∫










Die atomare Greenfunktion ist darin über die atomare Streumatrix tR0 des Emitters definiert:
Ga = G0 +G0t
R0G0 (4.12)
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Die Matrix T1 beschreibt den Einfluss der den Emitter umgebenden Atome und kann additiv






R2 6= R1 6=R0
tR2G0t
R1 + . . . (4.13)
Bildlich gesprochen entspricht dies den einzelnen Wegen, die ein Elektron vom Emitter aus
nehmen kann und auf denen Streuprozesse an den Atomen stattfinden. Dabei werden nur Wege
betrachtet, auf denen das Elektron nie zweimal hintereinander am selben Atom gestreut wird,
da alle Mehrfachstreuprozesse im Atom selbst schon in den atomaren Streumatrizen zusam-
mengefasst sind.
Benutzt man die Drehimpulsdarstellung der atomaren Greenfunktion Ga, so kann die direkte










eiδl < ΦlYL|Hq|ΦlcYLc > (4.15)
Darin repräsentiert der Index L die Kombination der Quantenzahlen (l, m) und MLLc das Ma-
trixelement für den Übergang aus dem Ausgangszustand ϕi mit den Quantenzahlen (lc, mc) in
einen angeregten Zustand mit den Quantenzahlen (l, m). Die Benutzung der Dipolnäherung für
den Störoperator Hq führt dazu, dass nur Übergänge mit l = lc±1 zur direkten Welle beitragen.
Hq ist dann durch Hq = C ε · r gegeben, wobei C eine Konstante und ε der Polarisationsvek-
tor des einfallenden Lichts ist. Der Ausgangszustand kann durch eine atomare Wellenfunktion
angenähert werden: ϕi ≈ ΦlcYLc, wobei Φlc die reguläre Lösung für den radialen Anteil der
Schrödingergleichung für ein Elektron mit der Bindungsenergie Ec ist. Analoges gilt für die
Funktion Φl des angeregten Elektrons.
In einem weiteren Schritt wird die Drehimpulsdarstellung der Greenschen Funktion G0 des
freien Elektrons benötigt:








mit den sphärischen Besselfuktionen jl, r< = Min(|r1|, |r2|) und r> = Max(|r1|, |r2|). Zu-
sammen mit der Formel für die Entwicklung von Kugelwellen um den Ort r nach Kugelwellen
um den Ort r + R




kann man dann die Wellenfunktion der Photoelektronen 4.10 explizit als Summe von Beiträgen
schreiben, die durch einzelne Pfade mit einer bestimmten Anzahl von Streuereignissen gelie-
fert werden. Dabei propagiert die Welle vom Emitter aus von Streuer zu Streuer, wobei sich
die relativen Anteile der Partialwellen mit einem bestimmten Drehimpuls L bei einer Verschie-
bung R zum nächsten Streuer entsprechend den Komponenten der Propagatormatrix GL′L(R)
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ändern, da die Entwicklung nach Kugelwellen nach der Verschiebung um ein anderes Zentrum
erfolgt. Insgesamt erhält man damit in der Drehimpulsdarstellung für die Wellenfunktion der










Das Matrixelement MR0LLc bestimmt die Gewichte der möglichen Übergänge bei der Anregung,
und die Beiträge der verschiedenen Ordnungen der Mehrfachstreuung sind im Streupfadopera-
tor BR0L zusammengefasst:





















+ . . .
(4.19)
Die Bestandteile des Streupfadoperators lassen sich in anschaulicher Weise erläutern. In der
ersten Zeile steht der Anteil der direkten Welle, dann folgen jeweils die Beiträge der Einfach-,
Zweifach- und Mehrfachstreuung. Die Bewegung der Elektronen wird durch die Koeffizienten
GL′L beschrieben, die Streuung durch die tRl = i sin δleiδl mit den für das muffin-tin Potential
charakteristischen Streuphasen δl (siehe Abschnitt 4.1.1). Die Abfolge von Weiterbewegung
und Streuung der Welle wird klar, wenn man die Gleichungen 4.19 in der für Matrizen üblichen
Weise von rechts nach links liest und dabei die Abfolge der Indizes von R und den Wechsel zu
neuen L beobachtet.
Damit kann die Intensität der in Richtung K emittierten Photoelektronen angegeben werden
[150]:



























δ(E − Ec − h̄ω) (4.20)
Darin entsprechen die Integrale über E und Ω der begrenzten Energie- und Winkelauflösung
des Analysators. Bei Verwendung von unpolarisierter Strahlung kommt noch ein Integral über
die Polarisationsrichtung ε hinzu. Die Photoelektronen werden aus einem Rumpfzustand lc mit
einer Energie E = Ec + h̄ω (Ec relativ zum Vakuumniveau des Spektrometers) emittiert, was
durch die Delta-Funktion ausgedrückt wird. Die Emission erfolgt inkohärent für alle Emitter
mit Positionen R0 und alle magnetischen Quantenzahlen mc des Ausgangszustands lc. Für die
Summation im Streupfadoperator sind wegen der begrenzten mittleren freien Weglänge der
Elektronen im Idealfall nur wenige Atome in der Umgebung des Emitters relevant.
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Das eigentliche Problem bei der Durchführung der Mehrfachstreurechnungen sind die Koeffi-










Ein Großteil der theoretischen Entwicklungen befasst sich deshalb mit günstigen Näherungen
für die GL′L. Ein zentraler Gedanke dabei ist, dass zur Beschreibung der Streuung der Elektro-
nenwelle an einem Atom nicht die gesamte Wellenfunktion bekannt sein muss, sondern nur der
Anteil in der Nähe des Streuers. Das führt dann dazu, dass man nicht die volle Drehimpulsent-
wicklung durchzuführen hat.
Ein numerisch besonders effektives Verfahren stellt der Rehr-Albers-Formalismus [151] dar,
der auch im MSCD-Paket [65,152] angewendet wird. Dieses Programmpaket wurde im Rahmen
dieser Arbeit für die Mehrfachstreusimulationen benutzt. Eine weitere Methode ist die RAME
(Reduced Angular Momentum Expansion) [153–156], die die Wellenfunktion in der Nähe des
Streuers ebenfalls nach einer begrenzten Anzahl von Kugelflächenfunktionen entwickelt.
4.1.4 Elektronenbeugung an periodischen Potentialen – Dynamische Theorie
Unter der Vorraussetzung eines periodischen Potentials kann die Schrödingergleichung durch
einen entsprechenden Ansatz umgeformt werden. Dies führt zu Gleichungen, die das allgemeine
Verhalten von Elektronen in periodischen Potentialen beschreiben können.
4.1.4.1 Blochwellentheorie der Elektronenbeugung
Die Schrödingergleichung zur Beschreibung der Elektronenbeugung eines einfallenden Strahls
der Form exp(iK0 · r) kann wie folgt geschrieben werden [16]:
−h̄2
2m




Dabei ist m die relativistische Elektronenmasse, V das Potential, und e der Betrag der Elemen-
tarladung.









C(j)g exp(ig · r) (4.23)
Das periodische Kristallpotential wird einer Fourierzerlegung unterzogen, wobei ein skaliertes




U cg exp(ig · r) (4.24)






Zur Beschreibung inelastischer Verluste wird ein zusätzliches imaginäres Kristallpotential U ′
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eingeführt, mit dem sich das Gesamtpotential U wie folgt zusammensetzt:






Die Fourierkoeffizienten U cg und U
′
g sind dabei die im allgemeinen komplexen Fourierkoeffi-
zienten reeller gitterperiodischer Potentiale. Der konstante Anteil U c0 des inneren Potentials
führt zu einer Änderung des einfallenden Wellenvektors K0 im Kristall zu K2 = K20 +U
c
0 . Der
imaginäre Anteil U ′0 ist dann äquivalent zur Einführung einer mittleren freien Weglänge für die
einfallenden Elektronen.
Setzt man nun 4.24 und 4.23 mit dem verallgemeinerten Potential 4.26 in die Schrödingerglei-
chung ein, so erhält man nach einem Koeffizientenvergleich die dynamischen Gleichungen von
Bethe [157]:





h = 0 (4.28)
welche die Komponenten der Blochwellen, die betrachteten reziproken Gittervektoren und das
Kristallpotential miteinander verbinden. Die Lösung dieser Gleichungen (für jede Blochwelle
j eine) ergibt zusammen mit den Randbedingungen die Wellenfunktion 4.23. Außer der Pe-
riodizität des Kristallpotentials wurden keine weitergehenden Annahmen zur Umformung der
Schrödingergleichung gemacht, so dass Gleichung 4.28 für diesen Fall allgemein gültig ist. Sie
ist der Ausgangspunkt für verschiedene Theorien der Elektronenbeugung und Bandstrukturbe-
rechnung [17] [158, 159].
4.1.4.2 Beschreibung von LEED
Zur Modellierung von LEED wird der oberflächennahe Bereich in einzelne Lagen unterteilt,
die translationssymmetrisch sind. Zwischen den Lagen soll ein konstantes Potential herrschen.
Das gesamte Wellenfeld wird nach ebenen Wellen entwickelt, die sich in den Festkörper hinein






g · (r − nc)] + a−ng exp[iK−g · (r − nc)] (4.29)
wobei die Komponenten der Wellenzahlvektoren K±g durch die Bedingungen der Energie- und
Impulserhaltung des einfallenden Strahls bei der Beugung im Festkörper definiert sind. Für jede
der so definierten Lagen können Matrizen tgg′ eingeführt werden, die die Transmission (t++gg′ ,




gg′ ) ebener Wellen an dieser Lage beschreiben. Elektronen können
dabei von einer ebenen Welle g in eine andere Welle g′ gebeugt werden. Die komplexen Mehr-
fachstreuprozesse zwischen den Atomen innerhalb der einzelnen Lagen werden unter Benut-
zung des muffin-tin-Modells für die Streupotentiale mit Kugelwellen beschrieben. Die Beugung
an der Oberfläche wird dann durch die Kombination einer Anzahl von Transfermatrizen be-
rechnet, die die einzelnen Lagen repräsentieren. Für die Mehrfachstreuung der ebenen Wellen
zwischen den einzelnen Lagen existieren effektive Näherungsverfahren. Diese nutzen unter an-
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derem die Tatsache aus, dass die Streuung in Vorwärtsrichtung intensiviert ist (renormalized












Abb. 4.3: Einteilung des oberflächennahen Bereichs in
Lagen, zwischen denen ein konstantes Potential herrscht.
An jeder Lage werden Elektronen reflektiert und trans-
mittiert (nach [160]).
Auf der Grundlage dieser Algorithmen wur-
den benutzerfreundliche Programme geschaf-
fen, die dem Experimentator Zugang zu
dynamischen Simulationen bieten. Mit der
Einführung von TensorLEED [161] kön-
nen LEED-Experimente für eine große An-
zahl von Strukturen effektiv simuliert wer-
den. Dabei werden resultierende Abweichun-
gen von einer Referenzstruktur durch einen
Tensor beschrieben. Die zusätzliche Ausnut-
zung von Symmetrien ermöglicht weitere Ge-
schwindigkeitssteigerungen. Diese Effektivi-
tätssteigerungen ermöglichten die „Automati-
sierung“ eines großen Anteils der Strukturbe-
stimmung mit LEED [162]. Für die im Rah-
men dieser Arbeit durchgeführten LEED-Simulationen wurde das SATLEED-Paket (symme-
trized automated tensor LEED) [146] benutzt, in dem die beschriebenen Methoden [10, 19]
implementiert sind.
4.2 Das Cluster-Einfachstreumodell für die röntgenangeregte Photoelektronenbeugung
4.2.1 Modell
Häufig können Photoelektronenbeugungsmuster in erster Näherung recht erfolgreich durch ein
Einfachstreumodell in einem Cluster von Atomen beschrieben werden [49, 50]. Im Clustermo-
dell aus Abschnitt 4.1.3 werden dann also nur Pfade berücksichtigt, die eine einmalige Streuung
an einem Atom beinhalten. Dies führt zu einer Einsparung an Rechenzeit, die aber in einigen
Fällen auch mit entsprechenden Einbußen in der Übereinstimmung zwischen Experiment und
Theorie erkauft wird. Deshalb muss die Anwendbarkeit des Einfachstreumodells für ein be-
stimmtes Experiment vorher getestet werden.
Eine Prinzipskizze des Einfachstreumodells (Single Scattering Cluster – SSC) ist in Abbildung
4.4 gezeigt. Die Photoelektronen werden von einem Analysator innerhalb seines Akzeptanz-
bereichs (Raumwinkel Ω) in einer durch die Winkel θ (Polarwinkel) und φ (Azimutwinkel)
definierten Richtung in Bezug zur Probenoberfläche aufgefangen. Vorher wurden sie durch ein-
fallende Röntgenstrahlung über Photoionisation des Emitteratoms erzeugt. Diese Elektronen
können über verschiedene Wege vom Emitter zum Detektor gelangen und dabei auch Energie-
verluste durch inelastische Prozesse erleiden. Dieser Anteil geht für die elastische Streuung ver-
loren. Am Detektor interferieren dann die elastisch gestreuten Elektronenwellen entsprechend
den Phasen- und Amplitudenunterschieden, die sie aufgrund der unterschiedlich zurückgeleg-

































Abb. 4.4: Einfachstreumodell (Single Scattering Cluster, SSC)
ten Wege relativ zueinander besitzen. Die Interferenzfähigkeit der Elektronenwellen wird dabei
von der thermischen Bewegung der Streuatome des Festkörpers beeinflusst.
Die Amplitude der Elektronenwellen verringert sich einmal entsprechend der 1/r-Abhängigkeit
für Kugelwellen, zusätzlich aber noch durch die inelastischen Verluste, die mit zunehmender
Weglänge ansteigen und mit Hilfe eines Exponentialfaktors und einer inelastischen mittleren
freien Weglänge beschrieben werden. Zusätzlich ist die Winkelabhängigkeit der Photoemission
in Bezug zum einfallenden Röntgenstrahl zu beachten und die Abhängigkeit der gestreuten
Amplitude vom Streuwinkel (Abschnitt 4.1.1). Die Phasenunterschiede der gestreuten Wellen
entstehen durch unterschiedliche Längen der möglichen Pfade vom Emitter zum Detektor und
zusätzlich durch die Phasenverschiebungen, die durch die Streuprozesse eingeführt werden. Im
Rahmen des SSC-Modells werden nur solche Pfade in Betracht gezogen, die höchstens eine
einmalige Streuung beinhalten.
Das SSC-Modell kann nun in Formeln gefasst werden. Es wird angenommen, dass das Emitte-
ratom sich im Koordinatenursprung befindet und der Analysator bei R. Dort muss der Elektro-
nenstrom dI durch ein Oberflächenelement dS senkrecht zur Beobachtungsrichtung R̂ = R/R
berechnet werden:
dI = j · dS = j · R̂R2dΩ = jRR2dΩ (4.30)










gegeben ist. Dabei wird die Wellenfunktion am Detektor mit ψ(R) bezeichnet. In der Näherung
der Einfachstreuung ist diese Wellenfunktion die Überlagerung einer Welle, die direkt vom
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Emitter zum Detektor geht und weiterer Wellen, die von den Clusteratomen bei Rp nur einmal
gestreut wurden (Abbildung 4.4):




Es wird angenommen, dass das Potential um ein Atom kugelsymmetrisch ist und für r ≥ a
verschwindet. Der Endzustand des angeregten Hüllenelektrons wird durch die Drehmoment-
Quantenzahlen (l, m) bezeichnet. Die vom Emitter in Richtung r̂ = r/r ausgehende Welle
ψlmdirekt(r) kann in großer Entfernung als Kombination einer Radialfunktion und der entspre-
chenden Kugelflächenfunktion geschrieben werden [20]:




wobei δ0l die Phasenverschiebung der Welle mit Drehimpuls l ist, die vom Emitterpotential her
rührt, Dl ist ein Normierungsfaktor.
Um die gestreute Welle ψ(p)(R) zu berechnen, wird angenommen, dass die am Streuer p in Rp
einlaufende Welle ψlmdirekt(r) als ebene Welle mit der entsprechenden Amplitude ψ
lm
direkt(Rp)
und dem Wellenzahlvektor kR̂p (R̂p = Rp/Rp) geschrieben werden kann. Die gestreute Welle
in Richtung θp kann dann entsprechend Abschnitt 4.1.1 mit Hilfe des Streufaktors fp(θp, k)
geschrieben werden:







Man beachte, dass |R − Rp| wegen der großen Detektor-Entfernung (R  Rp) vereinfacht
werden kann zu
|R− Rp| ' R − Rp · R̂ = R− Rp cos θp (4.35)
Die volle Wellenfunktion mit den Quantenzahlen (l, m) am Detektorort R ergibt sich durch
einfache Summation der direkten und der gestreuten Wellen nach Gleichung 4.32. Die Emitter-
Hüllenelektronen werden bei Photonenanregung mit der Energie h̄ω entsprechend den jeweili-
gen Übergangswahrscheinlichkeiten aus ihrem Ausgangszustand (li, mi) mit der Energie Ei in
Endzustände mit unterschiedlichen Quantenzahlen (l, m) und der Energie Ef = Ei + h̄ω > 0
übergehen. Diese Übergangswahrscheinlichkeiten werden allgemein durch das Matrixelement
Mlimi,lm beschrieben. Zu beachten ist, dass bei der XPD der Ausgangszustand durch eine be-
stimmte Quantenzahl li gekennzeichnet ist, aber noch über die dabei möglichen Magnetquan-
tenzahlen mi summiert werden muss.





























Werden die Übergänge der Elektronen in der Dipolnäherung behandelt, so verringert sich die
Anzahl der (l, m)-Terme in der obigen Summe erheblich, da dann nur Übergänge mit l =
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li ± 1 und m = mi + mε „erlaubt“ sind (mε ist die Magnetquantenzahl des Photons). Das












und ist nur unter den oben erwähnten Auswahlregeln von Null verschieden (ε̂ ist der Einheits-
vektor in Polarisationsrichtung der einfallenden Röntgenstrahlung; das Radialintegral verwen-
det die Radialfunktionen des Ausgangs- bzw. Endzustandes).
Die Abschwächung der Elektronen durch das Cluster-Material wird durch die Einführung einer
inelastischen mittleren freien Weglänge λ berücksichtigt, die die Amplitude entsprechend des
im Material zurückgelegten Weges L proportional zu exp(−L/2λ) verringert. Der Faktor 2
wird eingeführt, um die Näherungswerte der für Intensitäten gemessenen inelastischen mittleren
freien Weglängen der Materialien zu verwenden.
Die thermische Bewegung der Atome führt zu einem Verlust von Interferenzkontrast und kann
durch einen Debye-Waller-Faktor, der von der Temperatur und dem Impulsübertrag auf den
Streuer p abhängt, näherungsweise erfasst werden:
Wp(T ) = exp[−∆k2pŪ2p (T )] = exp[−2k2(1 − cos θp)Ū2p (T )] (4.38)
mit der mittleren quadratischen Auslenkung Ū2p (T ) des Streuatoms p.
Es hat sich herausgestellt, dass bei Energien über 1keV der Endzustand des Photoelektrons un-
abhängig von seinem Ausgangszustand gut durch einen p-Zustand (l = 1) beschrieben werden
kann. Das Matrixelement 4.37 wird in diesem Fall zu einem einfachen Proportionalitätsfaktor
und kann fortgelassen werden. Mit diesen zusätzlichen Annahmen kann man Gleichung 4.36
weiter umformen [20] [49]:
dI
dΩ
















|fp(θp, k)|2(1 −Wp(T )2) exp(−Lp/λ)dε̂
(4.39)
Dabei ermöglicht die Integration über ε̂ die Betrachtung unpolarisierter Strahlung konventio-
neller Labor-Röntgenquellen. φp(θp) ist die Phase des komplexen Streufaktors fp(θp, k). Die
zweite Summe dient zur Korrektur des ersten Terms, weil der Debye-Waller-Faktor nicht auf
Produkte einer Welle mit sich selbst wirken soll, da dann ja gar keine Interferenzabschwächung
eintritt. Für alle Emitter wird dann die Intensität nach Gleichung 4.39 summiert.
Gleichung 4.39 ist die Grundlage des Programms CALCMAT, das im Rahmen dieser Arbeit ent-
wickelt wurde und zur Simulation von Photoelektronenbeugungsmustern genutzt werden kann.
Die Streuung von Kugelwellen ist darin über den verallgemeinerten Streufaktor aus Gleichung
4.5 berücksichtigt.
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4.2.2 Parameter
4.2.2.1 Inelastische mittlere freie Weglänge
Die inelastische mittlere freie Weglänge (inelastic mean free path, IMFP) der Elektronen im
Kristall bestimmt wesentlich die zur Konvergenz einer Simulation notwendige Clustergröße.
Der Parameter λ des SSC-Modells, der die Abschwächung der Elektronenintensität mit zuneh-
mender Weglänge im Festkörper beschreibt, kann mit Hilfe der Formel von Tanuma-Powell-











− 0.0252 + 0.00081ρ
γ = 0.151ρ−0.49
(4.40)
Dabei ergibt sich λ in Å,Ep ist die Plasmonenenergie, die zusammen mit den Parametern β und
γ benötigt wird. NV ist die Gesamtzahl der Valenzelektronen pro Atom oder Molekül, M die
Molare Masse in g/mol, ρ ist die Dichte des Stoffes in g/cm3 und Eg die Gap-Energie in eV.
Weiterhin existieren einige empirische Formeln zur Abschätzung der IMFP. Die universelle










wobei die Energie E in eV zu benutzen ist und der Parameter a die Dicke einer Monolage
des Stoffes (in nm) bezeichnet, mit der Molaren Masse M, der Avogadrokonstante NA und der
Dichte ρ. Der Faktor für die Standardabweichung beträgt dabei 1.36 [21].
Die Werte der IMFP, die aus diesen Formeln gewonnen werden, weichen teilweise voneinander
ab, da unterschiedliche theoretische oder experimentelle Methoden zur Herleitung und Messung
verwendet werden. Trotzdem liefern alle Formeln gute Startwerte für die genauere Ermittlung
der besten SSC-IMFP im Rahmen einer Fitprozedur, bei der das theoretische Modell dem Ex-
periment so gut wie möglich angepasst wird.
Im Rahmen des SSC-Modells ist bekannt, dass die üblicherweise angegebenen mittleren freien
Weglängen reduziert werden müssen, um eine optimale Übereinstimmung des Experiments mit
der Theorie zu erreichen. In [49] wird eine Reduktion um einen Faktor 1.5 genannt. Ähnliche
Reduktionen wurden bei meinen SiC-Simulationen nötig (siehe Kapitel 6.1.1.1).
4.2.2.2 Debye-Waller-Faktor
Der Debye-Waller-Faktor zur Berücksichtigung der thermischen Bewegung der Streuer kann
zum Beispiel im Rahmen des Debye-Modells für die Gitterschwingungen abgeschätzt wer-
den [19]. Für eine große Anzahl von Materialien können die Debye-Waller-Faktoren aus Ta-
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bellen entnommen werden [22]. Der Einfluss des Debye-Waller-Faktors ist geringer, wenn die
Vorwärtsstreuung dominiert, da wegen der geringen Winkelablenkung bei der Streuung in die-
ser Richtung Wp(T ) ≈ 1 folgt (Formel 4.38).
4.2.2.3 Winkelauflösung
Je mehr Streuer kohärent interferieren können, um so schärfer werden die beobachteten Struktu-
ren im Beugungsmuster. Deshalb sind mit wachsender Clustergröße auch entsprechend feinere
Strukturen zu erwarten. Umgekehrt führt eine begrenzte Winkelauflösung im Experiment dazu,
dass zur Simulation entsprechend kleinere Cluster verwendet werden können. Im Programm
wird die Winkelauflösung durch eine Summation über eine Anzahl von Einfallsrichtungen si-
muliert, welche vom Detektor überdeckt werden. Eine getrennte Anpassung der azimutalen und
polaren Auflösung ist möglich, um die verschiedenartigen Blenden im Analysator zu berück-
sichtigen.
4.2.2.4 Inneres Potential
Um aus dem Festkörper austreten zu können, muss das Photoelektron eine bestimmte Potential-
barriere überwinden. Bei entsprechend niedrigeren Energien und flachen Austrittswinkeln ist
eine Korrektur wegen der Brechung der austretenden Elektronenwellen aufgrund des inneren







Werte für das innere Potential liegen im Bereich von 5-15eV bezogen auf das Vakuumniveau
der Probe. Das innere Potential wird in Rechnungen als anpassbarer Parameter behandelt, da
Oberflächeneffekte dieses Potential modifizieren können [19].
4.2.2.5 Empirische Reduktion der Streuamplitude
Bei Einfachstreurechnungen wird die Intensität in Richtungen, die viele Atome enthalten, sehr
überschätzt. Durch Mehrfachstreueffekte können sich nämlich die bei der Streuung auftretenden
Phasenverschiebungen aufsummieren und zu einer destruktiven Interferenz führen. Außerdem
werden die Photoelektronen durch mehrfache Streuungen mit großer Wahrscheinlichkeit aus
ihrer ursprünglichen Richtung abgelenkt. Dies alles bewirkt im Experiment eine wesentlich ge-
ringere Intensität in solch dicht besetzten Richtungen, als durch SSC-Rechnungen vorhergesagt
wird. Dieser Effekt kann durch eine empirische Reduktion der Streuamplituden vermindert wer-
den [164]. Diese empirischen Reduktionen wurde dann auch in den Simulationen zur besseren
Anpassung an das Experiment eingesetzt.
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4.3 Das Blochwellenmodell für Elektronenchannellingmuster
Dem Weg von B nach A in Abb. 4.2 entspricht die Situation eines einfallenden Elektronen-
strahls, dessen Beugungserscheinungen über einen am Ort A lokalisierten Prozess beobachtet
werden. Diese Situation liegt bei den Elektronenchannellingmustern vor.
Die Enstehung der Elektronenchannellingmuster wird in zwei Schritten modelliert: zuerst wird
die Beugung des einfallenden Strahls berechnet. Diese führt zu einer Modulation der Elektro-
nendichte im Kristall. In einem zweiten Schritt wechselwirken die gebeugten Elektronen dann
mit dem Streupotential für die quasielastische Rückstreuung. Diese ist im wesentlichen Ruther-
fordstreuung mit großen Streuwinkeln, weshalb das entsprechende Streupotential in der Nähe
der Positionen der Atomkerne am stärksten ist. Erhöhte Rückstreuung tritt dann auf, wenn die















Abb. 4.5: Blochwellen, die in der Nähe der Bragg-
Reflexion angeregt werden und ihr Bezug zur Kristall-
struktur
Auch im Rahmen des Blochwellenmodells
können die grundlegenden Prinzipien, die zu
dem beobachteten Wechsel der rückgestreu-
ten Intensität führen, anschaulich interpretiert
werden. In Abb. 4.5 ist eine experimentelle
Situation gezeigt, in der sich der einfallen-
de Strahl in der Nähe der Bragg-Reflexion
an einem Satz Gitterebenen befinden soll. Für
die Ausbildung des Wellenfeldes im Kristall
sollen nur der einfallende Strahl und der an
der Gitterebene reflektierte Strahl von Bedeu-
tung sein. Dieser sogenannte Zweistrahlfall
kann mit den Formeln aus Abschnitt 4.1.4.1
analytisch gelöst werden [17]. Dabei zeigt
sich, dass sich das Wellenfeld aus der Über-
lagerung zweier Blochwellen zusammenset-
zen lässt. Bei Einfallswinkeln, die größer oder
kleiner als der Braggwinkel sind, wird im we-
sentlichen nur eine einzige der beiden mög-
lichen Blochwellen stark angeregt. Bei klei-
neren Einfallswinkeln besitzt die hauptsäch-
lich angeregte Blochwelle Maxima in der Nä-
he der Atompositionen. Ist der Einfallswinkel
größer als der Braggwinkel, so dominiert eine
Blochwelle, die Minima an den Atompositionen besitzt. Da die quasielastische Rückstreuung
ihre Quellen an den Atompostionen besitzt, erhält man also bei Winkeln, die kleiner als der
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Braggwinkel sind, auch eine erhöhte Rückstreuung. Durch die Beugung kommen in diesem
Falle mehr Elektronen in die Nähe der Atomkerne und können zurückgestreut werden. Dies ist
im unteren Teil von Abb. 4.5 gezeigt. Dort wird auch klar, wie sich ein sogenanntes Kikuchi-
Band mit der Breite des doppelten Braggwinkels durch die Reflexion auf der anderen Seite der
Gitterebene ausbildet.
4.3.2 Beugung des einfallenden Strahls
Wegen der höheren Eindringtiefe der benutzten Elektronen sind Elektronenchannellingmuster
im wesentlichen von der Volumenstruktur abhängig und können mit der Annahme eines drei-
dimensional periodischen Kristalls unter Vernachlässigung von Oberflächeneffekten modelliert
werden. Die Wellenfunktion der gebeugten Elektronen im Kristall kann dann nach Blochwellen
entwickelt werden (Abschnitt 4.1.4.1).
Gleichung 4.28 kann im Falle von hohen Energien weiteren Vereinfachungen unterzogen wer-
den. Zunächst schreibt man den Wellenzahlvektor der Blochwelle j als Kombination aus dem
einfallenden Strahl im Kristall und einer Komponente in Richtung der Oberfächennormale n:
k(j) = K + γjn. Mit Hilfe dieser Definition kann man Gleichung 4.28 weiter umformen zu
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h = 0 (4.43)
mit
2KSg = K
2 − (K + g)2 (4.44)
Gleichung 4.43 beinhaltet vorwärts- und zurückgestreute Wellen. Der Anteil elastisch zurückge-
streuter Wellen ist aber wegen der Dominanz der Vorwärtsstreuung so gering, dass er bei hohen
Energien meistens vernachlässigt werden kann1. Dies bedeutet, dass man in Formel 4.43 die
Näherung γ  Kn = K · n anwenden und zusätzlich die γ2-Terme vernachlässigen kann [16].

























Diese Gleichung wird im von Zuo et al. [165] veröffentlichten Programm TCBED gelöst, wel-
ches zur Berechnung der Blochwellen genutzt wurde. Darin werden die Eigenwerte einer kom-
plexen Matrix von der Dimension der Anzahl benutzten Reflexe bestimmt. Zusätzlich zu den
Eigenwerten γj und den Eigenvektoren C (j)g ist es noch nötig, die Anregungskoeffizienten cj
zu bestimmen, um die Wellenfunktion 4.23 der Elektronen eindeutig festzulegen. Es zeigt sich,
dass die Randbedingungen bei Einfall einer einzelnen ebenen Welle diese Koeffizienten cj als
die Elemente C−1j der ersten Spalte der zu Cjg inversen Matrix (Spalte j, Zeile g) festlegen [16].
1Ausnahmen bilden RHEED und LEED, wo diese elastisch rückgestreuten Wellen eine entscheidende Rolle
spielen [159]
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An dieser Stelle ist damit die Wellenfunktion 4.23 vollständig bekannt. Das Vorhandensein von
Absorption kann phänomenologisch durch einen komplexen Anteil im Wellenvektor und ein
entsprechendes komplexes Potential beschrieben werden:
k(j) = K + (γj + iµj)n = K + λjn (4.47)
In diesem Falle ergeben sich in einer analogen Ableitung komplexe Eigenwerte λj. Numerisch
ist es manchmal von Vorteil, wenn wie oben zunächst die Absorption vernächlässigt wird. Die
Absorptionskeffizienten µj können dann über eine störungstheoretische Formel aus den Koeffi-
zienten des Absorptionspotentials berechnet werden (siehe Abschnitt 4.3.4.3).
4.3.3 Berechnung der Rückstreuung
Die Wellenfunktion wechselwirkt nun mit dem Streupotential für die quasielastische Rückstreu-
ung. Dabei kann man einmal annehmen, dass jede Blochwelle unabhängig von den anderen zu-
rückgestreut wird (independent Bloch wave model) oder aber man betrachtet den allgemeinen
Fall mit Interferenzen zwischen den Blochwellen (dependent Bloch wave model). Im wesentli-
chen läuft die Berechnung der Rückstreuung darauf hinaus, die Aufenthaltswahrscheinlichkeit
der Elektronen am Ort der Atomkerne zu berechnen und entsprechend der Kernladungszahl und
den thermischen Schwingungen der Kerne zu skalieren, um die elementabhängige Stärke der
Streuung zu beschreiben.
4.3.3.1 Aufenthaltswahrscheinlichkeit und lokalisierte Streuereignisse
Die Aufenthaltswahrscheinlichkeit der Elektronen im Kristall kann durch Bildung von ψψ∗ aus
Gleichung 4.23 ermittelt werden [166]. Für die Wechselwirkung dieser Elektronen mit Poten-
tialen, die beliebige inelastische Prozesse beschreiben können, werden in [167,168] allgemeine
Ausdrücke abgeleitet. Für den Fall der Rückstreuung durch Phononen ergibt sich nach Ros-
souw [169] für den von Beugungseffekten abhängigen Anteil (bei Benutzung eines Detektors,












h exp(−Mng−h) exp[i(g − h) · rn] (4.48)
mit rückstreuenden Atomen bei rn, einer Proportionalitätskonstante A und einem tiefeninte-
grierten Interferenzterm Bij(t) der Blochwellen i und j:
Bij(t) = cicj
exp[i(λi − λj∗)t] − 1
i(λi − λj∗)t (4.49)
Ähnliche Ausdrücke wurden von Marthinsen [170] und Reimer [171] gefunden. Im wesent-
lichen bedeutet Gleichung 4.48, dass das Rückstreupotential aus Deltafunktionen am Ort der
Kerne besteht (Fourierdarstellung im exp[i(g − h) · rn]-Term), die mit Debye-Waller-Faktor
exp(−Mng−h) und Ordnungszahl Z2n gewichtet sind. Für Rechnungen mit vielen Reflexen wird
die exakte Auswertung von Gleichung 4.48 wegen der Anzahl der Summen schnell zum Pro-
blem und es müssen numerische Näherungen gemacht werden. In [169] wird dazu vorgeschla-
gen, die Blochwellen so umzuordnen, dass die am stärksten angeregten Blochwellen zuerst
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summiert werden und dann diese Summe nur bis zu einem bestimmten Prozentsatz durchzu-
führen, bis Konvergenz erreicht ist. Diese Vorgehensweise wurde hier ebenfalls benutzt, mit
typischen Abbruchbedingungen von 98% bis 99.5% der insgesamt in den Blochwellen vor-
handenen Intensität. Es bleibt zu erwähnen, dass das Modell von Rossouw keine Annahmen
über die Mehrfachstreuprozesse der rückgestreuten Elektronen auf ihrem Weg aus dem Kristall
heraus macht (siehe 4.3.3.2).
4.3.3.2 Unabhängige Blochwellen und Forward-Backward-Approximation
Betrachtet man jede Blochwelle unabhängig von den anderen, so kann man die Terme mit i 6= j
in den Bij aus Gleichung 4.48 vernachlässigen und einen Rückstreukoeffizienten pj definieren
















h exp(−Mng−h) exp[i(g − h) · rn] (4.50)
wobei Ω das Volumen der Einheitszelle ist, die Streuer mit der Kernladungszahl Zn an den
Positionen rn enthält. Mng−h ist der Debye-Waller-Faktor des Atoms n für den Reflex (g − h),
λ ist die Wellenlänge der Elektronen.
Die rückgestreuten Elektronen können auf ihrem Weg aus dem Kristall durch weitere Streu-
prozesse beeinflusst werden. In [174] wurde gezeigt, wie dies durch eine Transportgleichung
modelliert werden kann. In [175] wird ein ähnlicher Ansatz verfolgt, während in [176] Monte-
Carlo-Simulationen genutzt werden. Ein vereinfachter Ansatz besteht in der „Forward-Backward-
Approximation“ (FBA) [173, 177], bei der die rückgestreuten Elektronen in zwei Gruppen ein-
geteilt werden, zwischen denen eine Umverteilung stattfinden kann. Diese zwei Gruppen beste-
hen aus Elektronen, die sich in den Kristall hinein oder aus ihm hinaus bewegen. Durch Streu-
prozesse können die Elektronen zwischen diesen beiden Gruppen wechseln. Beugungseffekte
auf dem Weg nach draußen werden nicht betrachtet, weil der Detektor entsprechend winkelin-















j pj/n, n ist die Anzahl der Blochwellen, und Ij(0) = |Cj0|2 für nahezu senkrechten
Einfall. Die Dicke t wird normalerweise als 0.4 mal der Bethe-Elektronenreichweite [9] im Kri-
stall angenommen [173]. Die Modelle der Rückstreuung nach Gleichung 4.48 und 4.51 wurden
von mir in das Programm von Zuo et al. [165] integriert und als Programm ECP für die Simu-
lationen im Ergebnisteil benutzt. Zu Testzwecken wurden einige Ergebnisse dieses Programms
mit denen von Marthinsen in [178] veröffentlichten verglichen.
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4.3.4 Parameter
4.3.4.1 Elastische Streupotentiale
Die Faktoren Ug−h in Gleichung 4.46 ergeben sich aus den Fourierkoeffizienten des Kristall-
potentials nach Gleichung 4.25. Das Kristallpotential für die elastische Streuung kann in guter
Näherung aus kugelsymmetrischen Potentialen der einzelnen Atome zusammengesetzt wer-
den [16]. Diese gehen in die Definition des „atomaren Formfaktors“ für Elektronen ein, der in
Zusammenhang mit der Bornschen Näherung [12] für die Streuung bei einer Impulsänderung
g = k′ − k steht und üblicherweise in Abhängigkeit von der Variable s geschrieben wird2:
f e(s) =
∫
V (r) exp(−4πis · r)dr (4.52)
mit s = sin θB/λ = |g|/2. Die Fourierkoeffizienten des Kristallpotentials ergeben sich nun aus






f e(s) exp(−ig · r) (4.53)
mit dem Volumen Ω der Einheitszelle. Daraus können dann die Ug berechnet werden. Der Nut-
zen von Gleichung 4.53 liegt darin, dass für viele Atome Parametrisierungen vorliegen, die zur
Berechnung der f e genutzt werden können. Die atomaren Potentiale in Gleichung 4.52 können
zum Beispiel mit der Hartree-Fock-Methode berechnet werden. Auf dieser Grundlage haben
Doyle und Turner [179] Parameter für Entwicklungen der f e nach Gaußfunktionen gegeben,
aus denen die Ug gebildet werden können. Diese Parametrisierung wird auch im Programm von
Zuo angewendet [165].
4.3.4.2 Debye-Waller-Faktor
Die thermische Bewegung der Kristallatome führt zu einer Verschmierung ihres Potentials über
einen größeren Bereich. Mit einer mittleren quadratischen Auslenkung 〈x2〉 in Richtung der Im-
pulsänderung g muss der Streufaktor f e dann mit dem Debye-Waller-Faktor exp(−Mg) multi-
pliziert werden:




g2/2)f e(s) = exp(−Mg)f e(s) (4.54)
Für viele Elemente und Verbindungen sind die Debye-Waller-Faktoren tabuliert [22]. Eine tem-
peraturabhängige Parametrisierung findet man in [180].
4.3.4.3 Absorption
Neben der elastischen Streuung können die einfallenden Elektronen auch Energieverluste durch
inelastische Prozesse erleiden. Diese Elektronen verschwinden dann effektiv aus der Gruppe
der Elektronen mit der ursprünglichen Energie. Dieser Vorgang kann durch die Einführung
eines imaginären Anteils U ′ im Kristallpotential modelliert werden (vgl. Gl. 4.26) [16] [181].
2Für weitere Konventionen siehe [16]
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Dementsprechend erhält auch der Streufaktor f e einen imaginären Anteil:
f e(s) = f ere(s) + if
e
im(s) (4.55)
Der imaginäre Anteil des Streufaktors f eim(s) kann analog der Transformation in Gleichung
4.52 einem effektiven Potential für inelastische Prozesse zugeordnet werden. Aufgrund der Ei-
genschaften der Fouriertransformation tragen dann räumlich nicht lokalisierte Prozesse nur bei
s ≈ 0 bei, während auf kleine Raumbereiche lokalisierte Prozesse auch bei großen s noch
Beiträge liefern.
Die wichtigsten Mechanismen, die für inelastische Verluste bei den hier betrachteten Energien
verantwortlich sind, liegen in der Anregung von Plasmonen, der Anregung von Rumpfelektro-
nen und der Anregung von Gitterschwingungen (Phononen) [9] [181]. Der Beitrag der Prozesse
unterscheidet sich je nach der betrachteten Impulsänderung s bei der Streuung. Bei großen
Streuwinkeln dominiert die Streuung aufgrund von Phononen, die der wesentlichste Beitrag
zu f eim(s) bei s > 0 sind [182, 183]. Die entsprechenden Energieverluste liegen unter 1eV.
Damit sind diese Elektronen experimentell in den meisten Fällen nicht von den elastisch ge-
streuten Elektronen separierbar (quasielastische Streuung). Explizite Werte für f eim(s) wurden
unter Annahme des Einstein-Modells für die Gitterschwingungen und isotroper Debye-Waller-
Faktoren [172] berechnet [184–186]. Für die Simulationen im Rahmen dieser Arbeit wurde die
ATOM-Subroutine aus [184] zur Berechnung der f eim(s) benutzt.
Die Absorptionskoeffizienten µj können in geeigneten Fällen störungstheoretisch aus den Fou-













Die oben erwähnte ATOM-Subroutine aus [184] bietet eine Möglichkeit, die U ′h−g zu ermitteln.
4.4 Kikuchi-Band-Modell der XPD
Eine allgemeine Theorie für die Beugung von Strahlung, die von Punktquellen im Kristall aus-
geht, wurde von DeWames et al. aufgestellt [188,189]. Goldberg et al. haben dieses Modell auf
den Fall der XPD angewendet [190]. Dabei wurde jedoch nur der Zweistrahlfall untersucht, der
nur die Form eines einzelnen Kikuchi-Bands unter Vernachlässigung der Wechselwirkung meh-
rerer reflektierender Ebenen beschreibt. Dynamische Simulationen vollständiger Beugungsmu-
ster unter Berücksichtigung einer beliebigen Anzahl von Reflexen sind meines Wissens bisher
nicht erfolgt.
Das Kikuchi-Band-Modell der Photoelektronenbeugung beruht auf den theoretischen Grundla-
gen der Elektronenbeugung an Netzebenen aus Abschnitt 4.1.4.1. Zur Beschreibung der Beu-
gung der von einer Punktquelle ausgehenden Photoelektronen wird das Reziprozitätsprinzip
angewendet. Damit kann das Problem so umformuliert werden, dass die Elektronenintensität
am betrachteten Emitteratom nach Beugung einer einfallenden ebenen Welle gesucht ist. Man
erkennt, dass dies genau dem Modell für die Elektronenchannellingmuster entspricht, wenn
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man statt der Erzeugung von quasielastisch rückgestreuten Elektronen die Erzeugung von Pho-
toelektronen betrachtet. Die Formeln aus den Abschnitten 4.3.2 und 4.3.3.1 sollten also direkt
zur Simulation von Photoelektronenbeugungsmustern geeignet sein, wenn man beachtet, dass
wegen der chemischen Selektivität der XPD nur Atome einer festgelegten Sorte zum Beugungs-











h exp(−Mng−h) exp[i(g − h) · rn] (4.57)
wobei n über alle Emitteratome der Einheitszelle läuft. Die Beschränkungen dieses Ansatzes
liegen darin, dass die Winkelabhängigkeit der Photoemission vernachlässigt wird und dass bei
der Beugung der einfallenden ebenen Welle nur solche Blochwellen betrachtet werden, die
sich in den Kristall hinein bewegen (Abschnitt 4.3.2, bei der XPD entspricht dies dann wegen
des Reziprozitätsprinzips Wellen aus dem Kristall heraus). Als Vorteil dieses Modells für die
Substratemission ist die Tiefenintegration in den Termen B ij(t) zu sehen, die dazu führt, dass
nur die Emitter einer Einheitszelle betrachtet werden müssen. In Abschnitt 6.3.1 wird gezeigt,
dass Formel 4.57 tatsächlich die Simulation von vollständigen XPD-Mustern für SiC und AlN
ermöglicht und die Erklärung einiger grundlegender Effekte im Vergleich mit dem SSC-Modell
erlaubt.
4.5 Methoden und Modelle - Grenzen und Gemeinsamkeiten
Die oben vorgestellten theoretischen Modelle sollen dazu dienen, Elektronenbeugungseffek-
te in dünnen Schichten zu beschreiben. Dabei werden in dieser Arbeit zwei Ansätze verfolgt,
die kristalline Schicht zu modellieren. Wegen der geringen Wechselwirkungslänge von nie-
derenergetischen Elektronen ist es möglich, den Kristallbereich, der von Interesse ist, als ei-
ne Ansammlung von Atomen im Ortsraum zu betrachten. Beugungseffekte hochenergetischer
Elektronen lassen sich hingegen besser durch die Annahme einer dreidimensionalen Periodizität
und der Zerlegung des Kristalls in reflektierende Netzebenenscharen - also im reziproken Raum
- beschreiben. Clustermodelle haben sich bis jetzt bei der Beschreibung der Photoelektronen-
Abb. 4.6: Zur Beschreibung von Beugungseffekten kann der interessierende Kristallbereich als Cluster von Ato-
men betrachtet werden, oder er wird in Netzebenenscharen aufgeteilt.
beugung, der Auger-Elektronenbeugung und der quasielastischen Beugung mittelenergetischer
Elektronen (MEED) [191–193] erfolgreich gezeigt. Häufig ist dabei eine einfache Interpreta-
tion im Rahmen von Vorwärtsstreurichtungen möglich. Dreidimensionale Blochwellenmodelle
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werden zur Beschreibung von Elektronenchannellingmustern, der konvergenten Elektronenbeu-
gung [16], der Erzeugung von Röntgenstrahlen nach Beugung des einfallenden Strahls (atom
location by channeling-enhanced microanalysis, ALCHEMI, [167]) und von Beugungseffek-
ten bei der Elektronenverlustspektroskopie [194] eingesetzt. Die Interpretation orientiert sich
an der Bragg-Reflexion an Netzbenenscharen und den dabei entstehenden Kikuchi-Linien und
ihrer Analoga.
Steigt die Energie der Elektronen, so müssen die zur Beschreibung ihrer Beugungseffekte nö-
tigen Cluster im Allgemeinen auch größer werden. Wie in Abbildung 4.6 schematisch gezeigt
ist, enthält ein großer Cluster eine wachsende Anzahl von Elementarzellen des Kristalls. So-
mit spiegelt sich in einem größer werdenden Cluster die Kristallsymmetrie immer ausgeprägter
wieder, so dass die Beschreibung als dreidimensionale periodische Anordnung immer adäqua-
ter wird. Es muss also auch einen Übergangsbereich geben, in dem Elektronenbeugungseffekte
sowohl durch das Clustermodell, als auch durch das Kristallmodell effektiv modellierbar sind.
Dies zeigt sich zum Beispiel in der erfolgreichen Interpretation von XPD-Mustern im Rahmen
der sogenannten „Kikuchi-Band-Theorie“, durch die die Breite der charakteristischen Bänder
erklärt werden kann, die oftmals bei der Substrat-XPD auftreten [190, 195, 196]. Diese Brei-
te ist zweimal so groß wie der Braggwinkel der Netzbenenschar, die die Photoelektronen re-
flektiert. Die Äquivalenz von Cluster-Modell und Kikuchi-Band-Theorie wurde durch Cluster-
Simulationen gezeigt, welche die Entstehung der Kikuchi-Bänder korrekt widerspiegelten. Der
umgekehrte Weg, vollständige Beugungsmuster im Rahmen der Kikuchi-Band-Theorie mit vie-
len gleichzeitig reflektierenden Netzebenenscharen zu simulieren, wurde meines Wissens bis
jetzt noch nicht beschritten.
In Abschnitt 4.4 wurde dazu durch Vergleich mit den Elektronenchannellingmustern ein Modell
vorgestellt, das eben diese Art von Simulationen ermöglicht. Es beruht auf der Anwendung
des Reziprozitätsprinzips und benutzt einen Algorithmus für die Beugung einer einfallenden
ebenen Welle, um die Beugungseffekte einer Punktquelle von Photoelektronen in einem Kristall
wiederzugeben.
Spezielle Effekte, wie zum Beispiel das elementabhängige Verschwinden von Kikuchi-Linien
[197–199] in XPD-Mustern, sind mit einem solchen Modell einer direkteren Beschreibung
zugänglich. Zwar können auch SSC-Simulationen diese Effekte erklären [200], die Kikuchi-
Linien sind darin aber als sekundäre Phänomene zu betrachten, die sich durch das Zusammen-
wirken einer großen Anzahl von periodisch angeordneten Streuern ergeben. Als Einzelbaustei-
ne in der Theorie sind die Kikuchi-Linien in den Clustermodellen nicht greifbar. Nutzt man die
Vorraussetzung der Periodizität wie oben beschrieben bereits bei der Formulierung der Theo-
rie, so treten die Kikuchi-Linien beziehungsweise die dazugehörigen Gitterebenen direkt in den
Modellen auf. Damit sind Untersuchungen möglich, die sich direkt auf einzelne oder auf eine
Gruppe von Kikuchi-Linien stützen. Dies ist mit Cluster-Simulationen nicht möglich.
Ähnliche Modelle, die wie das in Abschnitt 4.4 benutzte auf dem Reziprozitätsprinzip beru-
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hen, verwenden spezielle Formen von Wellenfunktionen aus den Bereichen RHEED [201,202]
und und LEED [203, 204] und haben die prinzipielle Anwendbarkeit dieses Prinzips für die
Photoelektronenbeugung gezeigt. Diese Modelle gehen von einem Aufbau der Oberfläche aus
2D-translationssymmetrischen Lagen aus und können auch die Photoelektronenbeugung an
Oberflächenrekonstruktionen und Adsorbaten beschreiben. Das in dieser Arbeit vorgestellte
vereinfachte dynamische Modell soll die Aspekte der Substrat-XPD beleuchten und die direkte
Verbindung von bestimmten Merkmalen in den Beugungsmustern zu Netzebenen im Kristall
demonstrieren. Dabei werden zentrale Effekte des Cluster-Modells, wie zum Beispiel die Vor-
wärtsstreuung entlang dichtgepackter Richtungen, ebenfalls reproduziert. Damit kann über eine
Bestimmung der Breite von Kikuchi-Bändern hinausgegangen werden zu einer vollständigen
Interpretation von Substrat-XPD-Mustern im Rahmen der Kikuchi-Band-Theorie.
Insgesamt hat man damit zwei Interpretationsmöglichkeiten von XPD-Mustern zur Hand. Ei-
nerseits kann man die Beiträge einzelner Atome – mit starker Vorwärtsstreuung – als Grundbau-
steine der Beugungsmuster betrachten, andererseits kann man reflektierende Gitterebenenscha-
ren als diese Bausteine ansehen. Damit ist eine dem konkret vorliegenden Problem angepasste
Interpretation von Messdaten möglich.
Das Reziprozitätsprinzip ermöglicht auch die Einordnung verschiedener Elektronenbeugungs-
methoden in das vereinheitliche Schema der Tabelle 4.1. Darin ist gezeigt, welche Methoden
bestimmte Arten von „Quellen“ und von „Detektoren“ benutzen. Bei einem Elektronenchan-
nellingmuster wird zum Beispiel die Beugung des Elektronenstrahls einer externen Elektronen-
quelle mittels des an den Atomkernen befindlichen „Detektors“ der von dort rückgestreuten
Elektronen dargestellt. ALCHEMI detektiert die gleichen Effekte des einfallenden Strahls über
die an ionisierten Atomen entstehende Röntgenflouoreszenzstrahlung und ist damit zusätzlich
elementspezifisch. Hat man nun ein Modell zur Beschreibung von ALCHEMI, so kann man da-
mit im Prinzip auch die Photoelektronenbeugung beschreiben. Man muss sich nur klarmachen,
dass dem zu ALCHEMI umgekehrten Weg diejenige Situation entspricht, bei der Elektronen
von einem Atom emittiert, auf dem Weg aus dem Kristall hinaus gebeugt und als nahezu ebene
Welle in einer definierten Richtung durch den Analysator detektiert werden. So ist es nicht ver-
wunderlich, dass man eine zu ALCHEMI völlig analoge Oberflächenanalysemethode (die mit
mittelenergetischen Elektronen arbeitet und damit sehr oberflächenempfindlich ist) als „inverse
XPD“ [205] bezeichnet hat.
4.6 Zusammenfassung
In diesem Kapitel wurden die theoretischen Grundlagen der verwendeten Simulationsmodelle
dargestellt. Es wurden zwei Möglichkeiten vorgestellt, eine kristalline Oberfläche für die Be-
schreibung von Beugungseffekten zu modellieren: erstens als eine nahezu beliebig strukturierte
Ansammlung einer begrenzten Anzahl von Atomen (Cluster) und zweitens als eine dreidimen-
sional periodische Anordnung, die nach Gitterebenen zerlegt werden kann.
An der so beschriebenen Oberfläche sollen Beugungseffekte von Elektronen beschrieben wer-
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ECP EBSD und Kikuchimuster bei LEED und RHEED
Q: winkelabhängig einfallender Elektronenstrahl Q: Rückstreuelektronen
D: Rückstreuelektronen D: Beobachtungsschirm
ALCHEMI PED
Q: winkelabhängig einfallender Elektronenstrahl Q: Photoelektronen
D: Röntgenfluoreszenz D: winkelauflösender Elektronenanalysator
Tabelle 4.1: Auflistung verschiedener Methoden, die Atome als Quellen oder Detektoren für Elektronenbeugungs-
effekte im Kristall benutzen und über das Reziprozitätsprinzip verwandt sind.
den, die entweder von einer Punktquelle im Kristall ausgehen (Photoelektronenbeugung) oder
die als ebene Welle in den Kristall eindringen und an einem Punkt im Kristall detektiert werden
(Elektronenchannellingmuster). Dazu wurde nach der Darstellung des allgemeinen Formalis-
mus der Mehrfachstreu-Cluster-Theorie, das in dieser Arbeit verwendete Einfachstreumodell
der Photoelektronenbeugung genauer vorgestellt. Zur Simulation der Elektronenchannelling-
muster wurde dann ein Blochwellenmodell für dreidimensional periodische Kristalle beschrie-
ben. Dieses Modell wurde dann auf die Beschreibung der Photoelektronenbeugung bei kineti-
schen Energien über 1keV übertragen.
Abschließend erfolgte eine Diskussion der Gemeinsamkeiten und der Grenzen der beiden An-
sätze, mit einem Vergleich verschiedener Elektronenbeugungsmethoden. Der Clusteransatz ist
effektiv, wenn es ausreicht, Cluster mit relativ wenigen Atomen zu betrachten. Dies ist bei
niedrigen Elektronenergien der Fall. Bei höherer Energie wird das Wechselwirkungsvolumen
der Elektronen so groß, dass es möglich wird, von einer periodischen Anordnung von Ato-
men auszugehen. Die Anwendungsbereiche beider Modelle überschneiden sich, so dass es
möglich ist, die röntgenangeregte Photoelektronenbeugung sowohl in einem Clustermodell,
als auch in einem vereinfachten dynamischen Kikuchi-Band-Modell zu beschreiben. Damit
kann die Äquivalenz des SSC-Modells und des Kikuchi-Band-Modells in beiden Richtungen
gezeigt werden. Die zentrale Rolle des Reziprozitätsprinzips bei der Übertragung von XPD-
Simulationsmodellen aus anderen Bereichen der Elektronenbeugungstheorie wurde herausge-
stellt.
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5 Datenauswertung und Theorievergleich
Die den benutzten Simulationsmodellen zugrundeliegende Theorie wurde bereits beschrieben.
Zu klären ist noch, welche Arbeitsschritte nötig sind, um die experimentell gemessenen Daten
untereinander und mit der Theorie vergleichen zu können und wie der quantitative Vergleich
zwischen Simulation und Experiment durchgeführt wird. Dies ist besonders für die Photoelek-
tronenbeugung von Bedeutung, da bei der Strukturbestimmung ein quantitatives Maß für die
Übereinstimmung mit der Simulation einer Reihe von Vergleichsmodellen benötigt wird. Dies
geschieht jeweils über χ-Funktionen und R-Faktoren, wie im Folgenden erläutert.
5.1 Photoelektronenbeugung
5.1.1 Darstellung der Daten
Jedes XPD-Experiment erfordert die Auswertung von großen Datenmengen. Es müssen zuerst
die gewünschten Peaks der Schalenelektronen gemessen und diese dann nach Peakhöhe und
Intensität analysiert werden. Die so erhaltenen winkelaufgelösten Peakdaten können dann bei
Polarscans als ein einzelnes Intensitäts-Polarwinkel-Diagramm, bei Variation von Azimut und
Polarwinkel dann als zweidimensionales Beugungsmuster dargestellt werden. Um möglichst


























Abb. 5.1: Zuordnung von stereographischer Projektion und experimentellem Koordinatensystem [23] (mit einem
XPD-Muster eines kubischen SiC-Kristalls)
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In Abb. 5.1 ist gezeigt, wie die von Polar- und Azimutwinkel abhängigen Intensitäten in einer
zweidimensionalen Form1 dargestellt werden können. Es handelt sich dabei um eine winkel-
treue stereographische Projektion. Im Folgenden werden diese Darstellungen einfach „Beu-
gungsmuster“ genannt.
Die Zuordnung von hexagonalem und kubischem Kristallgitter (mit den jeweiligen drei- bzw.
viergliederigen Miller-Indizes) zum experimentellen Koordinatensystem aus Polar- und Azi-
mutwinkel ist in der Abbildung ebenfalls definiert. Im Folgenden bezeichnen also „Azimut=30◦“,
(10-10) und (2-1-1) alle die gleiche Ebene. Die anderen Zuordnungen können aus der Abbil-
dung entnommen werden.
5.1.1.2 Polarscans und Azimutscans
Mit der Bezeichnung „Polarscan“ ist im Folgenden die Darstellung von Intensitätsdaten über
dem Polarwinkel bei festgehaltenem Azimut gemeint. Es handelt sich also praktisch um Schnit-
te durch das vollständige Muster entlang einer bestimmten Azimutrichtung. Da die Kristallgitter
von SiC und AlN aus hexagonal dichten Kugelpackungen bestehen, sind die Schnittebenen bei
0◦, 30◦ und 60◦ am wichtigsten. Es zeigt sich, dass häufig die Messung eines Polarscans aus-
reicht, um die nötigen Informationen zu erhalten. Andererseits enthalten die kompletten Beu-
gungsmuster oft wichtige zweidimensionale Merkmale, die ein Polarscan nicht wiedergeben
kann. Analog zu den Polarscans können „Azimutscans“ bei festgehaltenem Polarwinkel gemes-
sen werden. Durch einen Azimutscan lässt sich sehr gut die Symmetrie des Beugungsmusters
bestimmen.
5.1.2 χ-Funktionen
Experimentell gemessene Beugungsmuster für Substratemitter zeigen einen allgemeinen Abfall
der Intensität zu hohen Polarwinkeln θ hin. Zu beachten sind weiterhin instrumentelle Einflüsse
der Analyseanlage, die ebenfalls winkelabhängig sein können. Alle Effekte treten generell bei
der Photoelektronenspektroskopie auf und überlagern die Intensitätsvariationen, die aufgrund
von Beugungseffekten auftreten.
Da die Theorie nur die Beugungsinformation simulieren kann, ist die Extraktion dieser reinen
Beugungsinformation aus den experimentellen Daten wünschenswert. Außerdem kann man so
auch mehrere Experimente, die unter unterschiedlichen Bedingungen durchgeführt wurden, di-
rekt vergleichen.
Zur Betonung der Beugungsinformation wird ein Untergrund ermittelt, der nicht vom Azimut
abhängen soll und der sich mit dem Polarwinkel wesentlich langsamer ändert, als die Beugungs-
variationen in den Messdaten. Die Bestimmung dieses Untergrundes bei einem bestimmten Po-
larwinkel ist durch die Mittelung eines bei diesem Polarwinkel gemessenen vollen Azimutscans
möglich. Wie Seelmann-Eggebert in [61] gezeigt hat, ist zusätzlich eine Glättung in polarer
1Bezeichnungen in der Literatur:„full hemispherical pattern“, „full hemispherical photoemission intensity
maps“ [81], „diffraction pattern“ [49], „photoelectron angular distribution“
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Richtung notwendig, um alle Einflüsse der Beugungspeaks zu beseitigen. Der ungebeugte Un-
tergrund kann also durch Mittelung des vollen Beugungsmusters über einen ausreichend großen
Raumwinkelbereich ermittelt werden.
Die Beugungsinformation kann nun extrahiert werden, in dem man den Untergrund I0 von den





Die Verwendung von χ-Funktionen erfolgt in den meisten Publikationen über XPD, wobei al-
lerdings häufig die polare Mittelung nicht explizit erwähnt wird [54, 61, 73, 206, 207].
a b c
Abb. 5.2: χ-Ermittlung aus gemessenen Intensitäten: (a) Rohdaten, (b) χ durch azimutale Mittlung, (c) χ durch
azimutale und polare Mittlung
Zur Veranschaulichung ist in Abbildung 5.2 gezeigt, wie aus den Originaldaten das χ-Bild
entsteht. Teil (a) der Abbildung zeigt die unbearbeiteten Messdaten, während in Teil (b) die
χ-Werte dargestellt sind, die durch Anwendung eines nur azimutal gemittelten Untergrunds er-
halten werden. Es ist zwar eine deutliche Kontraststeigerung eingetreten, dafür verschwinden
aber im Zentrum der Abbildung die charakteristischen, ringförmig aufgehellten Strukturen und
der zentrale Peak. Das χ-Bild in Teil (c) der Abb. 5.2 erscheint dagegen in den Randpartien
ebenso deutlich aufgehellt, enthält aber weiterhin alle Beugungstrukturen, die auch im Origi-
nalbild zu sehen sind. Deutlich treten die radial nach außen verlaufenden Streifen hervor, die in
den Rohdaten nicht so klar sichtbar sind. Die Notwendigkeit einer Mittelung des Beugungsmu-
sters über einen größeren Raumwinkelbereich zur Ermittlung des ungebeugten Untergunds ist
durch die Abb. 5.2 deutlich demonstriert.
Für einzelne Polarplots kann man zur Ermittlung von I0 als Näherung die Interpolation der pola-
ren Datenpunkte durch eine kubische Spline-Funktion benutzen. Im MSCD-Paket [152] ist dazu
das Programm calchi vorhanden. Im Rahmen der Auswertungsprozedur wird der Untergrund
symmetrisiert, da dies im calchi- Programm nicht vorgesehen ist [3].
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Abb. 5.3: Zur Zuverlässigkeit der χ-Ermittlung bei verschiedenen Proben
In Abbildung 5.3 ist weiterhin zu erkennen, dass die χ-Kurven, die aus den Messungen an
zwei verschiedenen Proben gewonnen wurden, sichtbar besser übereinstimmen als die einfach
normierten Originalmessungen. Damit soll der angestrebte Nutzen der χ-Kurven verdeutlicht
werden.
Obwohl für die theoretischen Kurven eine exakte Bestimmung des ungebeugten Untergrunds
als Anteil der direkten Welle möglich ist, wurde das gleiche Verfahren wie für die experimen-
tellen Kurven zur χ-Bildung gewählt. Damit soll der relative Fehler zwischen theoretischen
und experimentellen χ-Funktionen verringert werden, da die Bildung der χ-Funktionen nicht
eindeutig definiert ist und selbst eine Fehlerquelle darstellt [208].
5.1.3 R-Faktoren
Die Übereinstimmung zwischen Messung und Simulation kann mit Hilfe sogenannter R-Faktoren
(reliability factors) quantitativ angeben und im Rahmen einer Fitprozedur durch Variation der
theoretischen Parameter optimiert werden.
In [209] findet man eine Übersicht über eine Reihe von nutzbaren R-Faktoren. Im Rahmen
der Photoelektronenbeugung werden sehr häufig zwei R-Faktoren Ra und R2 angewendet [65,
210–213], welche sich nur in der Normierung unterscheiden. Sie benutzen als Maß für die
Übereinstimmung die quadratische Abweichung der beiden Kurven voneinander. Um zwei χ-
Kurven χ1 und χ2 (mit jeweils n Datenpunkten an gleichen Positionen) zu vergleichen, kann

















Dabei hat der R-Faktor Ra den Vorteil der Symmetrie gegenüber Vertauschung der beiden
Funktionen. Bei R2 muss angegeben werden, auf welche Funktion normiert wurde. Werte von
Ra < 0.1 . . . 0.05 sind der Maßstab für die besten Übereinstimmungen zwischen Theorie und
Experiment [210,214,215]. Diese R-Faktoren können mit dem Programm caldif des MSCD-
Pakets berechnet werden, das auch im Rahmen dieser Arbeit verwendet wurde. Für den Ver-
gleich von LEED-I-V-Kurven wird der Pendry-R-Faktor RPendry [216] benutzt, der auf der
logarithmischen Ableitung beruht und damit empfindlich für die Übereinstimmung von Peak-
positionen ist und Intensitätsunterschieden weniger Gewicht beimisst. Dies ist im Falle von
LEED oft von Vorteil [19].
5.2 Elektronenchannellingmuster und Rückstreumuster
Die Elektronenchannellingmuster werden computergesteuert aufgenommen und als Rasterbild
in Abhängigkeit der x-y-Ablenkung des Elektronenstrahls dargestellt. Die Ablenkwinkel liegen
im Bereich von maximal etwa 5 Grad, so dass die Darstellung auch näherungsweise linear im
Ablenkwinkel und in den Wellenzahlvektorkomponenten ist. Die Rückstreumuster wurden bei
der RHEED-Anordnung in ca. 30cm Abstand von der Probe mit einer Winkelausdehnung von
etwa 10◦ auf einem Leuchtschirm beobachtet, so dass Verzerrungen der Kikuchilinien wegen
der gnomonischen Projektion [23] ebenfalls noch klein sind. Die Kikuchilinien können somit di-
rekt mit kinematischen Darstellungen verglichen werden, wie sie zum Beispiel das für diese Ar-
beit benutzte Programm „Electron Diffraction“ [217] liefert. Dieses geht von einer Darstellung
aus, die linear im reziproken Raum ist. Im Falle der LEED-Anordnung treffen die Elektronen
auf einen sphärischen Schirm mit einem Sichtwinkel von etwa 100 Grad. Diese sphärische Pro-
jektion muss beim Vergleich mit der Simulation beachtet werden. Die Rückstreumuster wurden
mit einer Videokamera aufgenommen und zur Verbesserung des Signal-Rausch-Verhältnisses
über eine Anzahl von Aufnahmen gemittelt.
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6 Ergebnisse
In diesem Kapitel werden die Ergebnisse der Untersuchungen an SiC- und AlN-Proben dar-
gestellt. Es wird gezeigt, wie die untersuchten Methoden die Analyse des Polytyps und der
Polarität dünner Filme aus diesen Materialien ermöglichen. Die in Abschnitt 4.2 und 4.3 dar-
gestellten Theorien für Photoelektronenbeugung und Elektronenchannellingmuster werden an
experimentellen Messungen getestet.
SiC und AlN besitzen ähnliche Kristallstrukturen, ähnliche Dichten und elektronische Eigen-
schaften. Dies ist auf die Nähe aller beteiligten Atome im Periodensystem zurückzuführen. AlN
kann als 2H-Polytyp gewachsen werden, während das für SiC noch nicht der Fall ist. Wegen
der ähnlichen Streueigenschaften werden die Untersuchungen an beiden Materialien deshalb
zusammen dargestellt. AlN wird hier praktisch als experimenteller „Ersatz“ für 2H-SiC benutzt,
um die theoretisch vorhergesagten Beugungsmuster zumindest näherungsweise zu prüfen.
6.1 Vorausgehende Untersuchungen
6.1.1 Tiefenempfindlichkeit
Bei der Analyse von dünnen Schichten mittels Elektronenbeugungsmethoden stellt sich die Fra-
ge nach der Tiefenempfindlichkeit. Aus welchen Oberflächenschichten können Photoelektronen
oder quasielastisch rückgestreute Elektronen wesentlich zum Beugungsmuster beitragen?
Da es um Beugungsinformationen von Elektronen einer bestimmten Energie geht, wird die in-
elastische mittlere freie Weglänge (IMFP) ein entscheidender Faktor sein. Nachdem nämlich
ein Elektron auf seinem Weg durch den Festkörper einen inelastischen Verlust erlitten hat, geht
es für die Entstehung der Beugungsinformation praktisch verloren. Wenn also im Mittel fast
alle Elektronen mindestens einmal einen solchen Verlust erlitten haben, ist keine Beugungsin-
formation von ihnen mehr beobachtbar. Die Informationstiefe für solche Beugungsdaten liegt
nach diesem Argument dann also in der Größenordnung der IMFP.
Für die ECP hat Yamamoto [218–220] gezeigt, dass die Materialtiefen, die für die Channelling-
muster eine Rolle spielen, bei näherungsweise 1.5/µ0 liegen, wobei µ0 der mittlere Absorpti-
onskoeffizient des Materials ist. Dieser beschreibt den exponentiellen Abfall der Intensität mit
der Tiefe z und steht damit in engem Zusammenhang mit der IMFP.
Für die Rückstreumuster im Falle von RHEED kann die Tiefenempfindlichkeit über die Kom-
ponente des einfallenden Elektronenstrahls senkrecht zur Oberfläche abgeschätzt werden. Bei
35keV Einfallsenergie und einem Einfallswinkel von 3◦ zur Oberfläche beträgt die Komponente
senkrecht in die Probe hinein nur 1.8keV, bei 5◦ entsprechend 3.0keV. Die Elektronen können
also vor ihrer quasielastischen Streuung nur in Tiefen vordringen, die durchaus mit denen bei
XPD oder ECP vergleichbar sind.
Bei LEED verringert sich die Tiefenempfindlichkeit noch mehr, weil die elastisch gestreuten
Elektronen des einfallenden Strahls beobachtet werden. Diese müssen aber sowohl den Weg in
den Kristall hinein, als auch den Weg hinaus ohne inelastische Verluste überstehen. Gegenüber
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den anderen Methoden, wo die beobachteten Elektronen schon im Kristall entstehen oder dort
detektiert werden, besitzt also LEED eine etwa um den Faktor 2 verringerte Tiefenempfindlich-
keit. Das gleiche gilt dann für die elastischen RHEED-Muster.
Abb. 6.1: IMFP in Siliziumkarbid nach der Formel 4.41
von Seah&Dench
Für SiC ist die IMFP für Elektronen einer be-
stimmten Energie nach dem empirischen Mo-
dell von Seah und Dench in Formel 4.41 ab-
schätzbar. Diese Formel ist günstig, weil sie
bis zu Energien von 6keV gültig ist und damit
den Bereich von LEED bis zu den ECP über-
deckt. Jedoch sind die erhaltenen Werte mit
einem relativ großen Fehler behaftet (Faktor
1.36 für die rms-Abweichung, S. 30), da die
Formeln aus Anpassungen an eine große An-
zahl von Materialien gewonnen wurden [21].
Aus der Abbildung 6.1 lässt sich damit ein
Eindruck über die Größenordnung gewinnen,
in der die Tiefenempfindlichkeit einer Methode liegt. Für den Fall der XPD soll dies im folgen-
den noch näher untersucht werden.
6.1.1.1 Mittlere Freie Weglänge der Photoelektronen
MgKα AlKα MgKα AlKα
Si2p Energie 1155eV 1387eV C1s Energie 970eV 1203eV
Tanuma IMFP 21Å 24Å Tanuma IMFP 18Å 22Å
Fit 18Å 20Å Fit 15Å 18Å
Tabelle 6.1: Inelastische mittlere freie Weglängen λ für SiC
Die IMFP der Photoelektronen wurde hier mit der aus theoretischen Ansätzen abgeleitetn Tanuma-
Powell-Penn Formel 4.40 berechnet, die für Energien bis 2000eV gilt. Nach dieser Formel er-
geben sich die in Tabelle 6.1 dargestellten IMFP.
Im Rahmen einer Anpassung der simulierten Beugungsmuster an die experimentell gemesse-
nen wurde gefunden, dass eine Reduktion der theoretischen Abschwächlänge um den Faktor
1.2 die beste Übereinstimmung mit dem Experiment liefert (in Tabelle 6.1 unter Fit). Verände-
rungen von λ um bis zu 25% des gefitteten Wertes hatten keine Auswirkung auf die Ergebnisse
zur Polytypen- und Polaritätsunterscheidung. Dies liegt darin begründet, dass häufig qualitati-
ve Aussagen über die entstehenden Beugungsmuster für das Ergebnis entscheidend sind (z.B.
„Peak X ist immer höher als Peak Y“).
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Abb. 6.2: Festlegung des Clusterradius
Die IMFP bestimmt die für die Simulati-
on notwendige Clustergröße. Zur Bestim-
mung dieser Clustergröße wurde angenom-
men, dass bei einem Clusterradius von 50Å
(≈ 2λ) die Rechnung auf jeden Fall konver-
giert sein wird. Dann wurden Simulationen
für steigende Clusterradien durchgeführt und
die Annäherung an das Ergebnis für 50Å über
den R-Faktor R2 gemessen. In Abbildung 6.2
ist das Ergebnis für eine angenommene Win-
kelauflösung von 1◦ dargestellt (dem Cluster
mit 50Å Radius entspricht definitionsgemäß der R-Faktor 0). Bei einem Clusterradius von 20-
25Å wird der R-Faktor von 0.02 unterschritten, welcher im Bereich der experimentellen Variati-
on von Messungen an derselben Probe liegt. Deshalb kann gefolgert werden, dass ein Clusterra-
dius von maximal 25Å zur Simulation der Beugungsmuster notwendig ist. Mit diesem Radius,
der Clustern mit mehr als 3000 Atomen entspricht, wurde in den folgenden Simulationen gear-
beitet.
6.1.1.2 Mehrfachstreurechungen für charakteristische Atomketten
Die Streupeaks in Richtung dichter gepackter Atomketten werden durch eine SSC-Simulation
meistens als viel zu groß wiedergegeben, da Mehrfachstreueffekte entlang dieser Ketten nicht
berücksichtigt sind. Befinden sich vor einem Emitteratom mehrere Streuatome in einer Linie,
so führt das ab einer bestimmten Anzahl von Atomen dazu, dass der charakteristische Vor-
wärtsstreupeak dieses Emitters völlig verschwindet - er wird „defokussiert“. Sind hingegen nur
wenige Atome vor dem Emitter, so erhöht sich die Intensität in Vorwärtsrichtung sogar, es findet
eine „Fokussierung“ statt. Wann die Defokussierung einsetzt, ist eine Frage der Anordnung der
Atome und ihrer Streueigenschaften.
In experimentellen Untersuchungen [221–225] fand man, dass mit steigender Elektronenenergie
und wachsendem Atomabstand in der Kette auch die zur Defokussierung des Vorwärtstreupeaks
notwendige Atomanzahl steigt. Dicht gepackte Atomketten sollten also am stärksten defokus-
sieren. Dies wird auch durch theoretische Arbeiten von Xu [226] und Aebischer [227] bestätigt.
Um diese Effekte zu erfassen, wurden im Rahmen dieser Arbeit für einige wichtige Ketten in
SiC Mehrfachstreurechnungen durchgeführt. Diese Rechnungen liefern weitere Anhaltspunkte
über die Tiefenempfindlichkeit der XPD bei den betrachteten Energien.
Im SiC kommen sowohl reine Si- und C-Ketten, als auch gemischte Ketten vor, in denen sich
Si- und C-Atome abwechseln. In Abbildung 6.3 ist der Vorwärtstreupeak der Si-C-Kette in
[111]-Richtung von 3C SiC für eine ansteigende Zahl von Streuern vor einem Si-Emitteratom
aufgetragen. Diese Kette führt zu dem starken Streupeak in Normalemission. Die Rechnungen
wurden mit dem MSCD-Programm mit Mehrfachstreuung bis zur 8. Ordnung durchgeführt. Es
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Abb. 6.3: MSCD Rechnungen für Si2p in der (111)-3C-SiC-Kette. Die zugehörigen Ketten sind jeweils über den
einzelnen Diagrammen A,B und C gezeigt.
für eine unveränderte [111]-Kette gezeigt, bei Teil B wurden die C-Atome symmetrisch zwi-
schen zwei Si-Atome gelegt und in Teil C wurden die C-Atome ganz fortgelassen. Es ist gut
zu erkennen, dass die im Vergleich zu Si schwächer streuenden C-Atome einen wesentlichen
Beitrag zur Vorwärtsstreuung liefern: werden sie vernachlässigt, dann veringert sich wegen des
7.55Å großen Abstandes der Si-Atome die Vorwärtsstreuintensität erheblich. Die asymmetri-
sche Lage der C-Atome relativ dicht (1.89Å) hinter jedem Si-Atom führt einmal dazu, dass sie
wegen der quadratischen Abstandsabhängigkeit der Elektronenintensität noch relativ viel Inten-
sität streuen können; andererseits verhindert der dann nachfolgende große Abstand von 5.66Å
bis zum nächsten Si-Atom eine effektive Defokussierung, die bei gleichmäßig dichten Atomab-
ständen eher eintritt. Dies erkennt man zum Beispiel in Teil B der Abbildung 6.3, wo für den
7.Si-Emitter bei gleichmäßigen Atomabständen eine geringere 0◦-Peakhöhe vorliegt, als bei
der asymmetrischen Kette von Teil A der Abbildung und bei der Kette ohne C-Atome in Teil
C. Die Mehrfachstreurechnungen belegen also die wichtige Rolle der speziellen Anordnung der
Streuatome in einer Kette.
Drei zu [111] äquivalente Ketten finden sich in den anderen Bindungsrichtungen des Si-C Tetra-
eders (Polarwinkel: θ = 72.1◦). Wegen des flachen Winkels zur Oberfläche verringert sich die
Informationstiefe dann entsprechend der cos θ-Abhängigkeit auf etwa 14Å. In anderen Richun-
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gen liegen jeweils monoatomar besetzte Ketten vor, die zum Teil dichter gepackt sind als die in
[111]-Richtung. Deshalb und wegen des größeren Austrittswinkels ist dort eine entsprechend
geringere Informationstiefe zu erwarten. Für die am dichtesten gepackte Si-Kette, für die also
auch der stärkste Defokussierungseffekt auftreten sollte, wurden deshalb ebenfalls Simulationen
durchgeführt. Diese Kette liegt im SiC-Kristall bei den Polarwinkeln von 35◦ in Richtung der
Si-Atome der nächsten Doppellage. Die maximale Anisotropie wird nach 4 Atomen erreicht,
bis dorthin findet also mindestens eine Fokussierung statt. Danach sinkt die relative Höhe des
Vorwärtsstreupeaks, ist aber bis zu einer Länge von etwa 8 Atomen immer noch größer als 10%
der bei 4 Atomen maximal erreichten Intensität (Definition der Defokussierungslänge nach Ae-
bischer [227]). Dieses Ergebnis ist in guter Übereinstimmung mit veröffentlichten Literatur-
werten. Valeri [225] gibt für Al - unmittelbar neben Si im Periodensystem - eine Fokussierung
bis zu 10 Atomen im keV-Bereich an. Aebischer [227] errechnete für Al eine komplette Defo-
kussierung nach etwa 7-8 Atomen. Aus der erwähnten Literatur geht ebenfalls hervor, dass die
Anzahl der Atome bis zur Defokussierung mit steigender Energie und steigendem Atomabstand
zunimmt.
Alle anderen Ketten des SiC besitzen einen größeren Atomabstand als 3.08Å und zeigen so-
mit zumindest keine raschere Defokussierung. Die am dichtesten gepackte Kette stellt also den
Extremfall dar, aus dem abgeschätzt werden kann, dass für lineare Si-C- und Si-Ketten bei
etwa 1keV von einer Informationslänge von mindestens 7 Atomen entlang dieser Ketten ausge-
gangen werden kann. Da die meisten deutlichen Peaks in den Polarscans von Ketten herühren,
deren Atome in der nächsten oder übernächsten Doppellage liegen, ergibt sich für den gesamten
Polarscan prinzipiell eine Informationstiefe zwischen 7 und höchstens 14 Doppellagen.
6.1.2 Anwendbarkeit des Einfachstreumodells
Die Mehrfachstreuung im SiC-Kristall entlang der Atomketten in der Normalenrichtung und
bei 35◦ Polarwinkel in der (11-20)-Ebene hat die größten Auswirkungen auf die Unterschie-
de zwischen den Einfachstreusimulationen und dem Experiment. Es zeigt sich, dass besonders
der Peak der Normalemission durch die SSC-Rechungen zu breit wiedergegeben wird (siehe
z.B. Abb. 6.16). Die schmaleren experimentellen Peaks sind eine bekannte Auswirkung der
Mehrfachstreuung [49]. Die Überschätzung der Intensität in dichtgepackten Richtungen durch
die SSC-Rechnungen kann durch eine empirische Reduktion der Streuamplituden größtenteils
beseitigt werden [164]. Jedoch bleibt der Nachteil der Einfachstreusimulationen bestehen, die
relativen Intensitätsverhältnisse der stärksten Peaks teilweise nicht korrekt zu reproduzieren.
Abseits dieser Peaks besteht im allgemeinen eine gute Übereinstimmung zwischen Experiment
und Theorie. Zur möglichst guten Anpassung der Theorie an das Experiment legte ich in meinen
Simulationen größeren Wert auf die Übereinstimmung der Kurven abseits der Normalemissi-
on. Deshalb zeigen die unten folgenden Simulationen häufig bei 0◦ Polarwinkel eine weniger
gute Übereinstimmung mit den experimentellen Kurven. Da in dieser Richtung aber auch die








































Abb. 6.4: Zur Polaritätsbestimmung mittels XPD
entsprechend geringer ist, halte ich dieses Vorgehen für sinnvoll. Die hier erwähnten Grenzen
der Einfachstreusimulationen bei der quantitativen Reproduktion der experimentellen Intensi-
tätsverhältnisse in dichtgepackten Richtungen ließen die generelle Benutzung von R-Faktoren
(quantitative Angabe der Übereinstimmung zwischen zwei ganzen Polarplots) für die Polyty-
penunterscheidung zu unsicher erscheinen. Statt dessen habe ich mich auf einzelne charakteri-
stische Merkmale der Beugungsmuster konzentriert, in denen die Unterschiede am deutlichsten
zu Tage treten und die von den SSC-Simulationen richtig wiedergegeben werden. Dort, wo
die Benutzung von R-Faktoren nutzbringend schien, wurden sie in Einzeluntersuchungen auch
eingesetzt. Trotz der ihnen innewohnenden Beschränkungen wird sich unten zeigen, dass SSC-
Simulationen die Strukturen der experimentell beobachteten SiC- und AlN-Beugungsmuster gut
wiedergeben und dass sie die zur Polytypen- und Polaritätsunterscheidung nötigen Erkenntnisse
liefern können.
6.2 Polytypen und Polaritäten
6.2.1 Polaritätsbestimmung
6.2.1.1 Polaritätsbestimmung mit XPD
Die (0001) und (000-1)-Oberflächen von SiC enthalten jeweils Silizium- bzw. Kohlenstoffato-
me als äußerste Schicht. Wegen der unterschiedlichen Elektronegativität dieser beiden Atome
handelt es sich deshalb um polare Oberlächen, die als Silizium- bzw. Kohlenstoffseite bezeich-
net werden. Eine ex-situ Unterscheidung beider Seiten ist zum Beispiel aufgrund ihres unter-
schiedlichen Ätzverhaltens möglich. Die XPD ermöglicht eine zerstörungsfreie Differenzierung
aufgrund der unterschiedlichen relativen Streustärken und der gegenseitigen Abstände der C-
bzw. Si-Atome auf beiden Seiten.
6. Ergebnisse 53






















































Abb. 6.5: Experimentelle Intensitätsverhältnisse in der
(10-10)-Ebene
Abb. 6.6: Theoretische Intensitätsverhältnisse in der
(10-10)-Ebene, SSC-Simulationen
Als geeignet zur Polaritätsbestimmung hat sich das Verhältnis von Si2p zu C1s-Intensität erwie-
sen, weil es in bestimmten Richtungen für beide Seiten charakteristische Unterschiede aufweist.
Wichtig sind dabei die 0◦-Richtung und die Polarwinkel 31◦ und 58◦ in der (10-10)-Ebene, die
in Abbildung 6.4 gezeigt ist. Dort sind auch die Atomlagen, die für die folgende Diskussion
von Bedeutung sind, durch Nummern bezeichnet.
In Abbildung 6.4 ist jeweils für die Polytypen 3C und 2H zu sehen, wie in der 0◦-Richtung die
relative Lage der Kohlenstoff- und Siliziumatome auf beiden Seiten zueinander vertauscht ist.
Auf der C-Seite (in Abb. 6.4 unten) wird die C1s-Emission der Lage 3 durch stark streuende
Si-Atome der Lage 2 verstärkt, während auf der Si-Seite (in Abb. 6.4 oben) die Si2p-Emission
der Lage 3 durch die dort in der Lage 2 vorhandenen Kohlenstoffatome verstärkt wird.
Beim 3C-Polytyp liegen erst die Atome der Lage 6 wieder unter der ersten Lage, so dass eine
sichtbare Asymmetrie zwischen den Abständen der jeweils komplementär besetzten Lagenpaa-
re 2-3 und 6-1 besteht. Als Folge davon liegt für 3C insgesamt ein relativ großes Si2p/C1s-
Verhältnis auf der Si-Seite (≈ 2) und ein kleines Verhältnis auf der C-Seite (≈ 0.7) in Nor-
malenrichtung vor. Dies ist in Abbildung 6.5 zu sehen, wo experimentelle Messungen zur Po-
laritätsbestimmung gezeigt sind. Es ist zu erkennen, dass das Intensitätsverhältnis in Norma-
lemission ein zuverlässiger Indikator für die Polarität der Polytypen 3C, 4H und 6H ist. Der
2H-Polytyp wird durch AlN repräsentiert.
Beim 2H-Polytyp befindet sich wegen des Stapelfehlers schon die vierte Lage wieder unter
der ersten, so dass sich die Asymmetrie der Vorwärtsfokussierung für Si- und C-Emitter ver-
kleinert (experimentell: ≈ 0.5 auf der C-Seite zu ≈ 0.7 auf der Si-Seite) und im Rahmen der
experimentellen Genauigkeit keine so sichere Polaritätsunterscheidung mehr möglich ist.
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Bei 2H AlN gibt es die Möglichkeit der Polaritätsunterscheidung über das Intensitätsverhältnis
bei einem Polarwinkel von 31◦ in der (10-10)-Ebene. Diese Richtung ist charakteristisch für
hexagonale Stapelfolgen: das entsprechende Merkmal in den Kurven tritt auch schon bei 4H
und in geringem Maße bei 6H auf. Deutlich ist der Unterschied zwischen C- und Si-Seite bei
31◦ in der experimentellen Messung zu erkennen. Er wird auch theoretisch vorhergesagt, wie
aus den simulierten Kurven in Abbildung 6.6 zu ersehen ist. Die Situation in der unmittelbaren
Umgebung der 31◦-Richtung ist ebenfalls wichtig: Die C-Atome finden starke Si-Streuer gleich
in der Nachbarschaft von 31◦, die C1s-Intensität steigt also außerhalb von 31◦ an. Die Si-Atome
haben erst weit von 31◦ entfernt wieder starke Streuer. Zusammen mit der größeren Tiefe der
Si-Atome auf der C-Seite ergibt sich ein wesentlich größeres Verhältnis bei 31◦ auf der Si-Seite
(≈ 1.0) im Vergleich zur C-Seite (≈ 0.5), wie im obersten Teil von Abbildung 6.6 zu sehen ist.
Eine weitere Unterscheidungsmöglichkeit ergibt sich für alle Polytypen in Richtung von 58◦
in der (10-10)-Ebene (Abbildung 6.4). Die Atome sind auf den beiden Seiten jeweils gegen-
einander vertauscht, es ergibt sich analog zu den oben angeführten Betrachtungen ein größeres
Si2p/C1s Verhältnis auf der Si-Seite als auf der C-Seite. In der 58◦-Richtung steigt jedoch die
Oberflächenempfindlichkeit der Messung. Der Einfluss von Verunreinigungen und Rekonstruk-
tionen nimmt zu.
Alle diskutierten Merkmale werden durch die SSC-Simulation der relativen Intensitätsverhält-
nisse wiedergegeben (Abbildung 6.6). Entsprechende Rechnungen wurden auch für das experi-
mentell nicht beobachtbare 2H SiC durchgeführt. Dieses zeigte die gleichen Merkmale wie 2H
AlN. Eine quantitative Angabe des Intensitätsverhältnisses ist hier in der Theorie nicht erfolgt,
weil zum Beispiel der Einfluss der Mehrfachstreueffekte, die energieabhängige Auflösung und
Empfindlichkeit des Analysators und die unterschiedlichen relativen Wirkungsquerschnitte für
die Photoionisation von Si bzw. C nicht berücksichtigt sind. Die relativen Intensitätsverläufe
stimmen mit dem Experiment gut überein. Die Mehrfachstreueffekte in Normalenrichtung be-
wirken jedoch zum Beispiel, dass bei 2H AlN das relative Verhältnis zum 31◦-Peak nicht stimmt
und auch bei den anderen Polytypen dort Abweichungen in der Kurvenform bestehen.
Zusammenfassend kann festgehalten werden, dass die Polaritätsunterscheidung für alle Polyty-
pen außer 2H über das Intensitätsverhältnis von Si2p zu C1s in Normalemission möglich ist. Die
Polarität des 2H Polytyps kann über das entsprechende Verhältnis bei 31◦ in der (10-10)-Ebene
ermittelt werden.
6.2.1.2 Polaritätsbestimmung mit ECP
Die komplementäre Besetzung der Gitterplätze mit verschiedenen Atomen bei polaren Oberflä-
chen spiegelt sich in Symmetrieveränderungen der Channellingmuster wieder. Diese sind um
so stärker, je unterschiedlicher die Streueigenschaften der beiden konstituierenden Atomsorten
sind. Die Reflexion an der „Vorderseite“ und der „Rückseite“ einer Netzebenenschar sind nicht
mehr äquivalent, was als Verletzung des Friedelschen Gesetzes in nicht zentrosymmetrischen
Kristallen bekannt ist [23].
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Abb. 6.7: Simulationen zur
Polaritätsabhängigkeit der
Zonenachsen-ECP bei 4H SiC
Ein Resultat ist zum Beispiel die Brechung der Spiegelsymmetrie in Kikuchi-Bändern, wo-
durch unter anderem für GaSb [170], ZnS [91] und GaAs [166] die Polaritätsbestimmung mit-
tels Channellingeffekten experimentell und theoretisch gezeigt wurde. Die beobachteten Effekte
sind jedoch so klein, dass spezielle Anforderungen an die experimentelle Technik gestellt wer-
den müssen. Dazu gehört eine entsprechend genaue Anordnung von Quelle und Detektor, um
geometrische Asymmetrieeffekte auszuschließen.
Die Beschreibung der polaritätsabhängigen Channellingeffekte ist mit dem Blochwellenmodell
nach Gleichung 4.48 möglich [169, 170]. Für 4H SiC (0001) und (000-1) sind entsprechende
Simulationen in Abbildung 6.7 gezeigt. Darin ist zu erkennen, dass vom Modell im beobach-
teten Bereich nahe der Zonenachse keine Unterschiede in den Intensitätsverteilungen der ECP
beider Polaritäten vorhergesagt werden (die entsprechenden Details der Simulationen werden
in den Abschnitten 6.2.2.2 und 6.2.3.5 genauer erläutert). Ein experimentelles Muster von 4H
SiC(0001) dazu ist in Abbildung 6.19 zu sehen. In [228] wurden Untersuchungen zur Asym-
metrie von ECP an SiC beschrieben. Dort wurden jedoch die (0001)-Reflexionen an (10-10)
Oberflächen analysiert. Aus den dort dargestellten Daten lässt sich entnehmen, dass die Pola-
ritätsunterschiede sich in der rückgestreuten Intensität durch eine absolute Variation von höch-
stens 1% bemerkbar machen dürften.
6.2.1.3 Polaritätsbestimmung mit LEED und RHEED
Die Untersuchungen von Starke et al. [130] haben gezeigt, dass eine Polaritätsbestimmung von
SiC-Proben mittels LEED eindeutig möglich ist. Die I-V-Kurven von C- und Si-Seite unter-
scheiden sich deutlich und machen über einen R-Faktor-Vergleich mit dynamischen Simulatio-
nen eine einfache Differenzierung zwischen beiden Polaritäten möglich. Da die mittlere freie
Weglänge der Elektronen im Falle von LEED noch geringer als bei XPD ist, hat die kom-
plementäre Zusammensetzung der beiden Oberflächen einen noch entscheidenderen Einfluss.
Eine ähnlich einfach wie bei XPD verständliche Interpretation der Unterschiede in den LEED-
I-V-Kurven liegt nicht vor. Es dürfte aber intuitiv verständlich sein, dass die unterschiedlichen
Streueigenschaften der Si- und C-Atome in den wechselnden Oberflächengeometrien über ver-
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Abb. 6.8: Wichtige Vorwärtsstreurichtungen für Silizium-Emitter in 2H und 3C bei 0◦ bzw. 180◦ Azimutwinkel
Für den Fall von RHEED wurden in kinematischen Simulationen von Scharmann et al. Unter-
schiede zwischen den beiden Polaritäten gefunden [229]. Ein experimenteller Nachweis dieses
Ergebnisses ist jedoch nicht erfolgt.
6.2.2 Polytypbestimmung
6.2.2.1 Polytypbestimmung mit XPD
Die Polytypunterscheidung per XPD beruht im wesentlichen auf der Existenz spezifischer „he-
xagonaler“ und „kubischer“ Vorwärtsstreurichtungen, die je nach Polytyp in unterschiedlicher
Anzahl vorhanden sind. Dabei kann man sich auf zwei charakteristische Kristallebenen be-
schränken.
3C-2H Die Unterscheidung der beiden Extremfälle von SiC-Polytypen, 2H und 3C, soll zu-
erst behandelt werden. Sie ist von prinzipiellem Interesse, da hier die größten Unterschiede zu
erwarten sind. In Abbildung 6.8 sind die (11-20)-Ebenen von 2H und 3C zusammen mit wichti-
gen Streurichtungen von Si-Emittern aus gezeigt. Im folgenden wird beim Polytypvergleich im-
mer davon ausgegangen, dass die Proben mit zwei gegeneinander um 180◦ gedrehten Domänen
vorliegen, wie das in den weitaus meisten Experimenten der Fall war. Dies wird durch unter-
schiedliche Stapelterminierungen verursacht oder durch das Wachstum von Kristallzwillingen.
Für die Polarscans hat das zur Folge, dass in der Beobachtungsebene alle Streurichtungen so-
wohl bei positiven, als auch bei negativen Polarwinkeln zu finden sind. In Abbildung 6.8 ist
dies einmal explizit dargestellt. Speziell behandelte Proben können aber auch mit einer einheit-
lichen Oberflächenterminierung vorliegen. Dies wird in Abschnitt 6.2.3.4 an einem Beispiel für
6H SiC gezeigt. Die Anwendung der Polytypunterscheidung auf solche einheitlich terminierten
Oberflächen wird hier nicht näher untersucht, weil geeignete Proben nicht routinemäßig vorge-
legen haben. Prinzipiell ändert sich jedoch dabei an den unten beschriebenen Methoden nichts,
da die genutzten Streurichtungen ja erhalten bleiben. Wenn sich die verschiedenen Beiträge
zweier Domänen dann in den entsprechenden Azimuten dann nicht mehr überlagern, sollten
sich sogar klarere Unterschiede ergeben. Überhaupt keine Veränderungen am Verfahren erge-
ben sich, wenn – wie bei der Unterscheidung von 3C und 6H – die Unterscheidung in einem
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Abb. 6.9: Si2p(Al2p) Polarplots für 2H und 3C (11-20)
Azimut stattfindet, das symmetrisch zu dem der um 180◦ gedrehten Probe ist.
Wie in Abbildung 6.8 zu sehen ist, kann für die 35◦-Richtung ein Unterschied zwischen 3C
und 2H erwartet werden. Bei 3C liegt hier eine dichtgepackte Kette von Atomen, während bei
2H sich in dieser Richtung jeweils nur 2 Atome in einem vergleichbaren Abstand befinden.
Die in Abschnitt 6.1.1.2 diskutierten Fokussierungseffekte können sich bei 3C voll ausprägen,
während bei 2H nur ein einzelnes Si-Atom zur Vorwärtsfokussierung zur Verfügung steht. Im
Si2p-Polarscan ist also für 2H weniger Intensität bei 35◦ zu erwarten, als bei 3C. Es ist auch
zu sehen, dass beide Polytypen die 55◦-Streurichtung enthalten, wie schon die 35◦-Richtung ist
diese aber bei 2H wiederum nur durch Si-Paare besetzt und bei 3C deutlich dichter gepackt.
2H besitzt außerdem die Richtung nach 47◦ hin, die durch zwei Atome gebildet wird, zwischen
denen ein Stapelfehler befindet. Dies kann bei 3C nicht vorkommen, bei 47◦ ist also für 2H ein
Vorwärtstreupeak zu erwarten.
In Abbildung 6.9 erkennt man diesen Peak dann auch in den experimentellen Daten wieder. Für
2H wurden hier Messungen an AlN benutzt, da sich - wie oben erläutert - die beiden Materialien
in ihren Streueigenschaften sehr ähneln. Auch in den SSC-Simulationen wird das Vorhanden-
sein des 47◦-Peaks bei 2H vorhergesagt, bei 3C wie erwartet nicht. Die beiden dichtgepackten
Richtungen zeigen experimentell ebenfalls die oben diskutierten Unterschiede. Bei der 35◦-
Richtung fällt auf, dass 2H hier sogar ein Minimum besitzt, der Peak erscheint als aufgespal-
ten. Dieser Effekt wird durch Interferenzen von Streuwellen verursacht, welche von Atomen
kommen, die in der Nähe der Vorwärtstreurichtung liegen. Dies wird in Abschnitt 6.2.3.3 für
Normalemissionseffekte genauer diskutiert. Wegen des geringeren Fokussierungseffekts kön-
nen solche Interferenzen beim 2H-Polytyp in 35◦-Richtung eine größere Wirkung haben.




































Abb. 6.10: Ebenen zur Unterscheidung von 3C und 4H
wieder. Wegen des Fehlens von 2H SiC-Proben ist aber nur der indirekte Weg über einen Ver-
gleich mit 2H AlN möglich. Die simulierte 2H SiC-Kurve stimmt gut mit der gemessenen 2H
AlN-Kurve überein. Für die C-Seite der beiden Polytypen wurden ebenfalls entsprechende Ver-
gleiche durchgeführt, die zu äquivalenten Resultaten führten. Die wesentlichen Unterschiede
der Si2p-Emission sind bei den gleichen Winkeln zu beobachten, da sich die Lage der stärker
streuenden Si-Atome relativ zueinander nicht ändert. Da die schwächer streuenden Kohlenstof-
fatome sich jedoch in einer anderen relativen Position befinden, ergeben sich auch Unterschiede
in den Polarplots von Si- und C-Seite. Diese sind zur Polaritätsunterscheidung geeignet (Ab-
schnitt 6.2.1.1).
3C-4H Während bei 2H nach jeder Doppellage ein Stapelfehler existiert, sind es bei 4H zwei
kubisch gestapelte Doppellagen bis zum Stapelwechsel. In Abbildung 6.10 ist gezeigt, wie sich
dies beim Vergleich zu 3C auswirkt. Dort sind die (10-10)-Ebenen gezeichnet, die im Kristall
im Winkel von 90◦ zur (11-20)-Ebene liegen (Abb. 2.6)1. Die (10-10)-Ebenen schneiden al-
so aus der Stapelfolge einzelne Buchstaben heraus, die mit Si-C-Dimeren besetzt sind. Ein
Stapelfehler ist zum Beispiel charakterisiert durch eine ABABA-artige Sequenz mit zwei Dop-
pellagen (DL) Abstand zwischen den A-Positionen, während eine rein kubische Stapelung das
Muster ABCABC zeigt, mit drei Doppellagen Abstand zwischen den äquivalenten Positionen.
Die Mischung aus kubischen und hexagonalen Stapelungen führt dann zu einer entsprechenden
Gewichtung der Vorwärtsstreurichtungen, mit polytypspezifischen Polarscans.
Wegen des Abstandes von 3 DL in 3C SiC entstehen die Vorwärtsstreurichtungen von 22◦ und
39◦ (Abb. 6.10). Bei 4H gibt es Abstände von 2 DL und 4 DL, was eine Streurichtung von 31◦
zur Folge hat. Diese Richtungen sind in einem Si2p-Polarscan als Richtungen vom emittieren-
den Si-Atom zu umgebenden Si-Atomen sichtbar, wie in Abb. 6.11 gezeigt ist [4]. Die C-Atome
sind im Vergleich zu Si schwächere Streuer und beeinflussen den Polarscan entsprechend we-
1Für 3C ist immer die entsprechende Indizierung mit kubischer Elementarzelle angegeben
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Abb. 6.11: Unterscheidung von 3C und 4H [4] Abb. 6.12: Emitteraufgelöste Beiträge zum Beu-
gungsmuster [4]
niger.
Die gemessene Photoelektronenintensität ist die Summe der Intensitäten aller nichtäquivalenten
Emitter. In der Abbildung 6.12 sind die Beiträge der unabhängigen Si2p-Emitter bis zu einer
Tiefe von 10 DL in der (10-10)-Ebene von 4H SiC gezeigt. Die angegebenen Zahlen entspre-
chen den Emittern in Abbildung 6.10. Die Kurven aus Abbildung 6.12 sind also die Grundlage
für die 4H-Gesamtkurve in Abbildung 6.11. Da das wichtigste Merkmal für die Unterscheidung
von 3C und 4H der 4H-Peak bei 31◦ Polarwinkel ist, wurde dieses Charakteristikum in seiner
tiefenabhängigen Ausprägung näher analysiert. Ein bestimmter Emitter wird einen großen Ein-
fluss auf das Beugungsmuster haben, wenn die von ihm emittierte Intensität einen großen Anteil
an der Gesamtintensität stellt. Viel Intensität wird von den Emittern der obersten Lagen kom-
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men, während tiefere Emitter aufgrund der inelastischen Abschwächung der Photoelektronen
weniger beitragen. Es wurde gefunden, dass der 9. und 10. Emitter bei 31◦ Polarwinkel je-
weils nur 6% zur aufsummierten Intensität aller Emitter über ihnen beitragen, während der 8.
Emitter immer noch 10% dazugibt. Dabei hat man zu beachten, dass die lokale Geometrie ei-
niger Emitter übereinstimmt (zum Beispiel Emitter 4, 6, 8, 10 in 4H, Abb. 6.10). Dann sehen
natürlich auch die aufzusummierenden Intensitätskurven sehr ähnlich aus, weil die stärksten
Streuer in den gleichen Richtungen liegen. Auf diese Weise verändern die zusätzlichen Inten-
sitäten von weiteren Emittern die Form der Gesamtkurve nicht unbedingt in gleichem Maße.
Der resultierende Effekt ist zum Beispiel darin zu sehen, dass die Veränderungen vom 9. und
10. Emitter nur noch sehr gering sichtbar sind. Um diese Aussage zu quantifizieren, wurden
Simulationen durchgeführt. Dabei wurde als Referenzstruktur der berechnete Polarscan eines
50Å-Clusters benutzt. Dies entspricht einer Tiefe von 20 DL. Der dortige Emitter trägt nur
noch 1% zur Gesamtintensität bei, was eine Folge der inelastischen freien Weglänge von etwa
20Å ist. Mit dem konvergierten 50Å-Cluster als Referenz wurden Cluster mit steigendem Ra-
dius und damit wachsender Emitteranzahl in einer R-Faktor-Analyse verglichen. Nachdem alle
Emitter bis zur 10. DL berücksichtigt waren, fiel der R-Faktor Ra auf einen Wert unter 0.01,
was als Kriterium für eine ausreichende Konvergenz der Rechnung angesehen werden kann.
Bei dieser Clustergröße waren deshalb auch kaum noch Unterschiede zum Referenzmuster des
50Å-Clusters sichtbar.
In Abbildung 6.12 wird ebenfalls sichtbar, dass die Emitter in der Normalenrichtung unter-
schiedlich zum Gesamtmuster beitragen. Man sieht, dass die Emitter 5, 7 und 9 aufgespaltene
Peaks zeigen mit einer verringerten Intensität in Normalenrichtung, während die Emitter 4, 6, 8
und 10 dort eine demgegenüber erhöhte Intensität zeigen. Der Grund für dieses Verhalten wird
aus Abbildung 6.10 sichtbar. Die Emitter mit hoher Intensität in Normalenrichtung liegen in
Ebenen mit 2 DL Abstand zwischen den Si-C-Dimeren, während die andere Gruppe von Emit-
tern sich in Ebenen mit 4 DL Abstand befindet. Der größere Emitter-Streuer-Abstand bewirkt
dort den Abfall der in Normalenrichtung gestreuten Intensität. Der Gesamttrend der abnehmen-
den Intensität in den Kurven ist mit der inelastischen Abschwächung der Photoelektronen mit
zunehmender Tiefe zu begründen.
Insgesamt kann man also die Abschätzung angeben, dass die Informationstiefe in SiC bei 31◦
Polarwinkel bei etwa 8 bis höchstens 10 DL für Photoelektronen von etwa 1keV kinetischer
Energie liegt, was auch mit den durch Mehrfachstreurechnungen an Atomketten gewonnenen
Resultaten aus Abschnitt 6.1.1.2 harmoniert.
6H-4H Die Unterscheidung der beiden hexagonalen Polytypen 6H und 4H soll am Beispiel
der C1s-Emission auf der Siliziumseite demonstriert werden. Wie in Abbildung 6.13 gezeigt ist,
eignet sich dazu die (11-20)-Ebene. Die experimentellen Daten zeigen deutliche Unterschiede
bei einem Polarwinkel von etwa 40◦. Wie man im Einschub zu Abbildung 6.13 sieht, zeichnen
sich die C-Atome am ersten Stapelfehler des S3-terminierten 6H durch Vorwärtsstreurichtun-
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Abb. 6.13: Einfluss von Stapelterminierungen auf
die Unterscheidung zwischen 6H und 4H [4]
Abb. 6.14: Einfluss von Oberflächenrekonstruktio-
nen auf das Beugungsmuster [4]
gen von 41◦ und 43◦ an Siliziumatomen aus, welche zur Hervorhebung größer gezeichnet sind.
Diese Streurichtungen sind typisch für die Stapelung von drei kubischen DL in 6H SiC. Im 4H-
Polytyp sind diese Richtungen nicht mit nahen Streuatomen besetzt, weil nur zwei kubische
DL vorhanden sind. Dieser Unterschied muss also die erhöhte C1s-Intensität bei 6H-SiC in der
Nähe von 40◦ bewirken. Dies ist nochmal durch Pfeile in Abbildung 6.13 gekennzeichnet. Die
Stapelterminierung von 6H und 4H beeinflusst diese Unterscheidungsmöglichkeit nicht wesent-
lich, wie in den Simulationen in Abbildung 6.13 für die beiden Polytypen gezeigt ist. Auch mit
einer S2 oder S1-Terminierung wird die Vorwärtsstreurichtung durch die tiefer liegende Stapel-
sequenz von 6H aufrechterhalten. Die Unterschiede zwischen den einzelnen Terminierungen
sind deutlich kleiner, als die zwischen den Polytypen selbst. Eine Unterscheidung von 6H und
4H ist also unabhängig von der vorliegenden Stapelterminierung möglich.
Als weitere Möglichkeit, welche die Polytypunterscheidung verfälschen könnte, kommt die
Existenz von Oberflächenrekonstruktionen auf der Probe in Frage. Dieser Einfluss kann durch
die definierte Erzeugung von Oberflächenrekonstruktionen konstant gehalten werden. Durch
SSC-Simulationen soll im folgenden untersucht werden, wie sich die durch MgKα angeregten
Si2p-Polarscans von 6H SiC(0001) bei verschiedenen Oberflächenrekonstruktionen verhalten.





rekonstruktionen betrachtet. Diese wurden nach veröffentlichten Strukturmodellen [126, 230]
simuliert, wobei für die (3 × 3)-Rekonstruktion die Einheitszelle um den Faktor 9 vergrößert
werden musste, um alle nichtäquivalenten Emitter zu berücksichtigen. Die damit eintretende
Erhöhung des Rechenaufwandes wäre mit Mehrfachstreusimulationen nur schwer zu beherr-
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schen.
In Abbildung 6.14 kann man einen Vergleich der simulierten Polarscans sehen. Die Peakposi-
tionen und relativen Peakhöhen werden gegenüber dem ideal S3-terminierten Substrat durch
die Oberflächenrekonstruktionen nicht verändert. Die theoretische Modulation der (3 × 3)-




3)-Oberfläche. Dies kann damit erklärt werden,





3)-Rekonstruktion (1/3 Monolage). Die Siliziumatome der Oberflächenrekonstruktion
befinden sich teilweise an Positionen, die sich von der Symmetrie des Volumenkristalls unter-
scheiden und somit die Intensität in den Beugungsmustern auf größere Bereiche verteilen. Dies
hat den größeren Intensitätsabfall bei der (3 × 3)-Rekonstruktion zur Folge. Es kann aus den





Rekonstruktion praktisch nicht von der ideal terminierten Oberfläche unterschieden werden
kann. Der R-Faktor Ra für diese beiden Kurven liegt bei 0.01, was weit genug unter den übli-
chen experimentellen Variationen liegt. Man kann also den Schluss ziehen, dass Veränderungen





simuliert werden können. Das Vorhandensein einer (3 × 3)-Rekonstruktion hat den Effekt der
Verringerung der absoluten Intensitätsvariationen ohne Veränderung der Peakpositionen. Die-
se Folgerungen unterstützen die Ergebnisse von Simon et al. [138], welche durch Messungen
an 6H SiC zeigten, dass bei MgKα-Anregung das Signal der Oberflächenrekonstruktion ver-
nachlässigt werden kann. Wir können somit die Beobachtungen von King et al. [139] nicht





(3 × 3)-Rekonstruktionen beobachtet haben.
6H-3C Die Differenzierung zwischen 3C und 6H ist für praktische Anwendungen von be-
sonderer Wichtigkeit. 6H besteht aus einer Folge von jeweils drei kubischen Doppellagen, die
durch einen Stapelfehler unterbrochen sind (siehe Abbildung 2.6). Die Elementarzelle von 3C
besteht aus drei gleich gestapelten Doppellagen. Bei idealer Volumenterminierung und bei Vor-
liegen von jeweils zwei Domänen stimmen also die Beiträge der ersten drei Doppellagen zum
Beugungsmuster überein und es liegt jeweils eine sechszählige Symmetrie vor. Es kann also
erwartet werden, dass die Unterschiede der XPD-Muster zwischen diesen beiden Polytypen
gering sind.
Betrachtet man die (10-10)-Ebene (Azimut=30◦), so offenbaren sich jedoch die entscheiden-
den Differenzen zwischen den beiden Polytypen. In Abbildung 6.15 sind Schnitte entlang der
betrachteten Azimutrichtung von 30◦ gezeigt. 3C enthält dabei nur eine Sorte von Schnittebe-
nen, die alle zu den gleichen Streurichtungen führen. 6H enthält zusätzlich zu der auch bei 3C
vorhandenen Ebene eine weitere Sorte. Diese Ebene schneidet genau entlang des hexagonalen
Stapelfehlers, ist also typisch für hexagonale Polytypen. Diese „hexagonalen Ebenen“ enthalten
die kennzeichnende Streurichtung von 31◦ (Abb. 6.15), welche bei 3C nicht vorhanden ist. Es










































Abb. 6.16: Polarplot von Si2p in der 3C (2-1-1) und der 6H (10-10)-Ebene, AlKα-Anregung [2]
die entscheidenden Unterschiede aufweisen.
Die Abbildung 6.16 bestätigt diese Erwartung. Auf der Si-Seite weist 6H SiC im Bereich von
30◦ bis 35◦ eine etwas höhere Intensität auf, als 3C. Die Streurichtung von 22◦ ist in 3C dreimal
so oft enthalten wie in 6H. Wie man sowohl in der Theorie, als auch im Experiment erkennt,






























Abb. 6.17: Beugungsmuster von 3C und 6H auf der Siliziumseite, Si2p
Ra im Bereich -15◦ . . . 70◦























6H-C th 0.55 0.51 0.34 0.42
6H-Si th 0.64 0.32 0.33 0.24
Ra im Bereich 17◦ . . . 40◦

























Tabelle 6.2: R-Faktor-Vergleiche zur Unterscheidung von 3C SiC und 6H SiC für zwei Polarwinkelintervalle.
Si2p in der 3C SiC(2-1-1) und der 6H SiC(10-10)-Ebene, AlKα-Anregung
Wie sehr sich die Beugungsmuster von 3C und 6H ähneln, ist für Si2p auf der Si-Seite in
Abb. 6.17 durch Beugungsmuster dargestellt. Die Messungen stimmen mit den Simulationen
gut überein. Die oben diskutierten Bereiche, die für die Unterscheidung geeignet sind, wurden
durch Kreise gekennzeichnet. Durch einfaches Betrachten der vollen Beugungsmuster wäre es
extrem schwer, eine Unterscheidung zwischen 3C und 6H vorzunehmen. Das unterstreicht die
Wichtigkeit der genauen Analyse der Merkmale in den Polarplots.
Ein quantitativer Vergleich ist mittels einer R-Faktor-Analyse möglich. In Tabelle 6.2 sind dazu
die Ergebnisse des Vergleichs simulierter und experimenteller Kurven in zwei Polarwinkelinter-
vallen gezeigt. Das große Intervall von -15◦ bis 70 Grad ermöglicht keine eindeutige Zuordnung
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von Polytyp und Polarität. Dies liegt darin begründet, dass dieses Intervall Bereiche enthält, in
denen sich die Polytypen wenig unterscheiden (>40◦) und wo zusätzlich die SSC-Simulationen
wegen des Einflusses der Mehrfachstreuung größere Unterschiede zum Experiment ergeben
(Normalemission). Beschränkt man sich jedoch auf den Winkelbereich, in dem die Polytypen
die größten Unterschiede aufweisen, so ist eine eindeutige Zuordnung von Polytyp und Polarität
mittels eines R-Faktor-Vergleichs möglich. Dies ist im unteren Teil von Tabelle 6.2 gezeigt, wo
sich im Bereich von 17◦ bis 40◦ Polarwinkel jeweils für das korrekte Paar von Experiment und
Theorie ein Minimum des R-Faktors Ra ergibt [231].
Damit kann zusammenfassend gesagt werden, dass die Unterscheidung von 3C und 6H an-
hand der Si2p-Beugungsintensität im Polarwinkelbereich von etwa 17◦ bis 40◦ in der 30◦-
Azimutrichtung (10-10) bzw. (2-1-1) eindeutig möglich ist.
6.2.2.2 Polytypbestimmung mit ECP
Die Möglichkeit, die verschiedenen SiC-Polytypen über ihre Elektronenchannellingmuster zu
identifizieren, wurde in der experimentellen Arbeit von Levchuk et al. [232] beschrieben. Dar-
in werden experimentelle Muster für einer Reihe von Polytypen gezeigt, die bei einer Energie
von 9.25keV aufgenommen wurden. Für die Analyse ultradünner Schichten, die mit MBE ge-
wachsen wurde, nutzten Schröter et al. [26] ähnliche Muster bei niedrigeren Energien bis unter
3keV Elektronenenergie. Damit konnte die Möglichkeit der Polytypunterscheidung ultradün-
ner Schichten mittels ECP experimentell demonstriert werden. Simulationen, welche die beob-
achteten Effekte erklären, sind jedoch bis zu der vorliegenden Arbeit nicht erfolgt. In diesem
Abschnitt werden dazu einige Ergebnisse vorgestellt [6].
3C Zunächst soll am Beispiel von 3C SiC gezeigt werden, welche Übereinstimmung zwischen
Experiment und Simulationen mittels der im Theorieteil beschriebenen Blochwellenmodelle für
die Elektronenchannellingmuster erreicht werden kann.
Dazu ist in Abbildung 6.18 ein bei 4keV gemessenenes ECP von 3C SiC(111) gezeigt. Die
beobachteten hexagonalen Bereiche werden darin von den {0 2 2} Reflexionen eingeschlossen
und haben einen Durchmesser von etwa 5 Grad. Weil der Elektronenstrahl über die gesamte
Probenoberfläche gerastert wird, ist zusammen mit dem durch die Beugung verursachten Kon-
trast auch topographischer Kontrast von Unebenheiten auf der Oberfläche zu erkennen. Dies
ist durch einen Pfeil gekennzeichnet. Dem Experiment sind eine kinematische Simulation und
zwei dynamische Simulationen gegenübergestellt. Die kinematische Simulation zeigt die La-
ge der Kikuchi-Linien in Übereinstimmung mit dem Experiment. Sie kann aber die Intensi-
tätsverteilung nicht erklären. Diese wird durch die beiden dynamischen Simulationen sehr gut
wiedergegeben. Es handelt sich dabei jeweils um eine Simulation im Rahmen der „forward-
backward-approximation“ (FBA, Abschnitt 4.3.3.2) und im Rahmen des Blochwellenmodells
von Rossouw et al. (Abschnitt 4.3.3.1). Für die Simulationen mussten etwa 70 reflektierende












Abb. 6.18: Elektronenchannellingmuster von
3C SiC (111) bei 4keV [6]. (a) Kinematische
Simulation, (b) Experiment, (c) FBA Simula-
tion, (d)Rossouw-Modell [6]
Wie zu sehen ist, liefern beide Simulationsmodelle sehr
ähnliche Resultate für die relative Intensitätsverteilung
im Elektronenchannellingmuster. Dies machte es mög-
lich, für den folgenden Vergleich von 4H und 6H das
FBA-Modell zu benutzen, da die dadurch erreichte Ein-
sparung an Rechenzeit enorm ist. Wie der Vergleich der
für die Modelle zentralen Formeln 4.48 und 4.50 zeigt,
ist mit der Anzahl j der Blochwellen und Reflexe der
Rechenaufwand proportional zu j2 im FBA-Modell ge-
genüber j4 im Rossouw-Modell mit Blochwelleninter-
ferenztermen.
6H-4H Als Beispiel zur Polytypunterscheidung soll
die Differenzierung zwischen 4H und 6H SiC demon-
striert werden. Dazu sind in Abbildung 6.19 jeweils ex-
perimentelle und simulierte Channellingmuster für 4H
und 6H bei 2850eV gezeigt. 4H zeigt bei dieser Energie
ein typisches „Steuerradmuster“ mit einem deutlichen
breiten Intensitätsmaximum im Zentrum und sechs Ne-
benmaxima in den Ecken des hexagonalen Beobach-
tungsbereichs, der von den {11-20}-Reflexionen um
die [0001]-Richtung eingeschlossen wird und analog
dem bei 3C gezeigten Bereich ist. Demgegenüber be-
sitzt 6H ein deutlich schmaleres Intensitätsmaximum
in der Zonenachsenrichtung, mit einem Muster aus
dunklen Bereichen und einer Gruppe von kleineren
Maxima in hexagonaler Anordnung. Diese Merkma-
le werden durch die Simulationen mittels des FBA-
Modells gut reproduziert, so dass die experimentelle
Polytypenunterscheidung mittels ECP durch die Simu-
lationen theoretisch gestützt wird. Für die Simulationen
wurden etwa 50 reflektierende Gitterebenen genutzt.
Die polytypspezifischen Intensitätsvariationen werden
durch Reflexe an Gitterebenen verursacht, deren rezi-
proke Gittervektoren (hkl) nicht senkrecht zur Zonen-
achsenrichtung stehen, also außerhalb der nullten Lau-
ezone liegen, die im Falle der [001]-Zonenachse durch
die Bedingung l = 0 definiert ist. Die höheren Lauezonen (HOLZ, higher order laue zones)
tragen Informationen über die Periodizität in Zonenachsenrichtung, die ja gerade das differen-








Abb. 6.19: Unterscheidung von 4H und 6H SiC mittels Elektronenchannellingmuster bei 2850eV. Experiment und
FBA-Simulation. [6]
der nullten Lauezone, die senkrecht zur Oberflächenebene liegen, nicht repräsentiert sein. Effek-
te der HOLZ-Reflexe wurden auch in den mit den Elektronenchannellingmustern eng verwand-
ten Elektronenrückstreumustern zur Einheitszellengrößenbestimmung genutzt [92]. Die star-
ken dynamischen Wechselwirkungen der reflektierenden Gitterebenen in der Nähe der [0001]-
Zonenachse führen zu deutlichen Abweichungen der Intensitätsverteilung vom Bild der sich
schneidenden geraden Kikuchi-Linien [170] und damit zu den beobachteten komplexen Inten-
sitätsverteilungen für die verschiedenen Polytypen.
6.2.2.3 Polytypbestimmung mit LEED
Die Polytypunterscheidung durch I-V-Kurven im LEED wurde in verschiedenen Veröffentli-
chungen diskutiert. Eine frühe Untersuchung von Kaplan [107] kam zu dem Schluss, dass
mit 15..300eV-Elektronen keine Differenzierung von 6H und 3C SiC möglich ist und damit
Schwierigkeiten bei der Polytypidentifizierung bestehen würden. Die umfangreichen LEED-
Untersuchungen der Erlanger Gruppe führten dann zu dem Ergebnis, dass die Polytypen, wenn
überhaupt, nur durch eine charakteristische Morphologie ihrer Stapelterminierungen unterschie-
den werden können. Verschiedene Polytypen, die aber mit der gleichen Terminierung vorliegen
(z. B. 6H-S2 und 4H-S2), haben sehr ähnliche LEED-Kurven [130], ebenso S3-6H und S4-6H.
Weiterhin konnten bei der Analyse der (3 × 3)-Oberflächenrekonstruktion keine polytypab-
hängigen Modifikationen gefunden werden [126]. Insgesamt kann festgehalten werden, dass
wegen der geringen Tiefenempfindlichkeit von LEED eine polytypspezifische Analyse nur in-
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direkt über spezifische Stapelterminierungen und ihrer Mischungen möglich ist [127, 131].
Stapelfolge Bezeichnung RPendry
+ + + + ++ < + > 3C 0.00
+ + + + ++ < − > S6 0.04
+ + + + +− < − > S5 0.09
+ + + + −− < − > S4 0.18
+ + + −−− < − > S3 0.34
+ + −−−− < − > S2 0.56
+ −−−−− < − > S1 0.79
−−−−−− < − > 3C* 0.83
− + + + ++ < + > S1* 0.57
−− + + ++ < + > S2* 0.88
−−− + ++ < + > S3* 0.89
−−−− ++ < + > S4* 0.89
−−−−−+ < + > S5* 0.85
−−−−−− < + > S6* 0.83
Abb. 6.20: Ergebnisse des R-Faktor-Vergleichs für einen
Stapelfehler in einer ansonsten kubischen SiC(000-1)-
Schicht
Um die Tiefenempfindlichkeit von LEED zu
demonstrieren, wurden in dieser Arbeit zu-
sätzliche Simulationen durchgeführt, die die
Nachweisbarkeit eines Stapelfehlers auf der
C-Seite einer SiC-Oberfläche analysieren sol-
len. Dabei wird die I-V-Kurve eines perfek-
ten kubischen Substrats jeweils mit derjeni-
gen verglichen, die einem Stapelfehler in ei-
ner festgelegten Tiefe entspricht. Die Ober-
fläche soll nur eine einzige Terminierung be-
sitzen, um die prinzipielle Grenze der Me-
thode zu zeigen. Die Strukturen wurden mit
den Werten für den Volumenkristall simu-
liert. Das SATLEED-Paket [146] wurde be-
nutzt, um die I-V-Kurven der Reflexe (1,0),
(0,1), (1,1), (2,0) und (0,2) im für LEED gut
zugänglichen Energiebereich von 200eV bis
450eV zu simulieren und mittels des Pendry-
R-Faktors RPendry zu vergleichen. Die Energien über 200eV wurden gewählt, weil der mög-
liche Einfluss von Oberflächenrekonstruktionen nicht in Betracht gezogen werden soll [130].
Das reelle innere Potential V0r wurde als anpassbarer Parameter behandelt, der imaginäre An-
teil V0i wurde als -4.0eV [130] angenommen. Es wurden sechs veränderliche Doppellagen auf
einem kubischen Volumenkristall betrachtet. In Tabelle 6.20 sind die Ergebnisse des R-Faktor-
Vergleichs gezeigt. Der Stapelfehler entspricht in der ersten Spalte der Stelle, an der das Vor-
zeichen wechselt. Eine gute Übereinstimmung von Simulation und Experiment wird häufig bei
einem Pendry-R-Faktor von etwa 0.2 angesetzt. Strukturmodelle, die sich weniger als um die-
sen Wert unterscheiden, können also nicht mehr unterschieden werden. Dies ist in Tabelle 6.20
für die Terminerungen S6 und S5 der Fall. Bei einer Lage des Stapelfehlers in einer Tiefe von
4 Doppellagen liegt der R-Faktor bei 0.18. Hier scheint also eine prinzipielle Grenze der Nach-
weisbarkeit erreicht. Stapelfehler in flacheren Positionen sind deutlich von der Referenzstruktur
zu unterscheiden, wie auch die jeweils um 180◦ gedrehten Terminierungen, was bei einer ein-
heitlich terminierten Probe einer korrekten Zuordnung von (1,0) und (0,1)-Reflexen entspricht.
Insgesamt reihen sich diese Ergebnisse in die von [130] ein, wo für eine (0001) SiC-Oberfläche
die Grenze der Detektierbarkeit des Stapelfehlers ebenfalls bei maximal 4 Doppellagen ange-
geben wird.
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6.2.2.4 Polytypbestimmung mit RHEED
Für die Anwendung während des Wachstums von SiC-Schichten wäre es wichtig, die wachsen-
den Polytypen direkt auf dem RHEED-Schirm unterscheiden zu können. Das Beugungsmuster
der elastisch gestreuten Elektronen basiert auf der zweidimensionalen Translationssymmetrie
der Oberfläche. Diese ist für alle Polytypen die gleiche. Unterschiede in der Stapelfolge, also
der Atomanordnung senkrecht zur Oberfläche, spiegeln sich wie im Falle von LEED in Inten-
sitätsvariationen der durch die Oberflächensymmetrie vorgegebenen Beugungsmaxima wieder.
Diese Beugungsmaxima bestehen im Falle von RHEED wegen des streifenden Einfalls aus
Projektionen der Gitterstäbe des reziproken Gitters auf den Beobachtungsschirm. Die Intensi-
tätsvariationen entlang der Gitterstäbe sind im allgemeinen durch dynamische Beugungseffekte
beeinflusst.
Während die Beugungsmuster der elastisch gestreuten Elektronen also prinzipiell Einflüsse der
oberen Stapelfolgen des Kristalls enthalten sollten, wird ihre Intensitätsverteilung aber in Ähn-
lichkeit zu LEED sehr stark von den Veränderungen der unmittelbaren Oberfläche beeinflusst.
So scheint es schwierig, die in kinematischen Simulationen vorhergesagten Intensitätsvariatio-
nen entlang der reziproken Gitterstäbe für unterschiedliche Polytypen [229] auch zuverlässig
experimentell nachweisen zu können. Eine quantitative Auswertung ist außerdem durch den
Fakt erschwert, dass eine übliche RHEED-Anordnung keine Energiefilterung vor dem Schirm
enthält, wie das bei LEED der Fall ist. In diesen Fällen überlagern sich die Effekte der elastisch
und der inelastisch gestreuten Elektronen.
a b
Abb. 6.21: (a) Koordinatensystem zur Vermessung von Kikuchilinien auf dem RHEED-Schirm [233] (b) RHEED-
Muster einer 6H SiC(0001)-Oberfläche mit gekennzeichnetem Bereich für die Polytypenunterscheidung, Azimu-
trichtung [2,1,0].
Einen weiteren Ansatzpunkt bilden deshalb gerade die Beugungseffekte der inelastisch gestreu-
ten Elektronen. Die dabei entstehenden Kikuchi-Linien haben den Vorteil, dass man sich auf
Linienpositionen und Linienschnittpunkte beziehen kann und nicht von der Messung von Inten-
sitäten über einem ungenau bekannten Untergrund abhängig ist. Die prinzipiellen Grundlagen
dafür haben Zhukova et al. [233, 234] gelegt, indem sie die Polytypabhängigkeit von Kikuchi-
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Linien in RHEED-Experimenten aufzeigten und explizite Formeln für Linienabstände angaben.
Im Koordinatensystem von Abbildung 6.21 misst man den Abstand Phkl des Schnittpunktes ei-
ner zur Ebene (hkl) gehörenden Kikuchilinie mit der Projektion der c-Achse auf dem Schirm.
Für diesen gilt [233]:
Phkl = L tanβhkl +Bhkl/ cosαhkl (6.1)
mit 2Bhkl = (1/dhkl)Lλ(1 + tan2 ϕ) und tanα = c/al, wenn man im Azimut [2,1,0] beobach-
tet. Dabei ist L der Abstand Probe-Schirm, λ die Elektronenwellenlänge. Die Gitterkonstanten
sind a und c, wobei c = lci in einer für alle Polytypen einheitlichen Weise als Vielfaches l eines
Doppellagenabstandes ci = 2.52Å gemessen wird. Die Kikuchi-Linie befindet sich im Abstand
Bhkl von der Projektion der zugehörigen Gitterebene mit Netzbenenabstand dhkl, die mit der
Richtung des einfallenden Strahl wie in Abbildung 6.21a den Winkel ϕ bildet.
Nur Linien mit h−k 6= 3n sind für eine Änderung der Stapelfolge empfindlich [233]. Besonders
zur Polytypenunterscheidung im RHEED geeignet sind dabei die Linien, die zur ersten Gruppe
von Reflexen mit h2 + hk + k2 = 1 gehören:







Abb. 6.22: Unterscheidung von 4H und 6H SiC mittels Kikuchi-Linien im RHEED bei 35kV.
In [233] wurden als Beispiele RHEED-Muster von 6H und 15R bei 75kV Elektronenenergie
analysiert. Als eine weitere Anwendung soll nun die Unterscheidung von 4H, 6H und 3C de-
monstriert werden. In Abbildung 6.21b ist eine RHEED-Aufnahme von 6H SiC(0001) gezeigt,
die bei 35kV an der in der Arbeitsgruppe zur Verfügung stehenden SiC-MBE-Anlage gemacht
wurde. Wegen der begrenzten Dynamik der Videokamera musste der zentrale Bereich über-
steuert aufgenommen werden. Es ist auch gezeigt, wo die zur Polytypunterscheidung nutzbaren
Linien liegen, die in Abbildung 6.22 am Beispiel von 4H und 6H in genaueren Aufnahmen ge-
zeigt sind. Die dort eingezeichneten Linien entsprechen der Lage der Kikuchi-Linien nach dem
kinematischen Modell und wurden mit dem Programm „Electron Diffraction“ [217] gezeich-
net. Man erkennt wie sich die Lage der Linien (1,-1,11) und (0,1,11) bei 4H sowie (1,-1,16)
und (0,1,16) bei 6H relativ zu den bei beiden Polytypen identischen Linien verändert. Dies
entspricht einer Veränderung von P in Gleichung 6.1.
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Abb. 6.23: Unterscheidung von 3C und 6H SiC mittels Kikuchi-Linien im RHEED bei 35kV. Hexagonales Koor-
dinatensystem mit c=7.55Å für 3C
Schicht auf einem 6H-Substrat im RHEED detektiert werden kann. Dabei muss die Möglichkeit
in Betracht gezogen werden, dass die kubische Schicht effektiv in zwei um 180◦ gedrehten Do-
mänen vorliegt, was durch Zwillingswachstum oder durch die Stapelterminierung des Substrats
hervorgerufen werden kann. Dies führt dann zu einer sechszähligen Symmetrie der Beugungs-
muster, so dass die Dreizähligkeit des kubischen Kristalls um die (111)-Zonenachse nicht mehr
als potentielles Unterscheidungskriterium genutzt werden kann.
Die in [233] erwähnten Reflexe zur Polytypenunterscheidung sind ganz analog auch zur Diffe-
renzierung von 3C und 6H geeignet. Dazu kann man sich klar machen, dass in diesem Fall eine
Verdopplung der Gitterkonstante im Ortsraum eine Halbierung der Länge eines entsprechenden
reziproken Gittervektors bedeutet. Die entsprechenden reziproken Gittervektoren liegen bei 6H
also doppelt so dicht, wie bei 3C. Deshalb werden bei einem Rückstreumuster von 6H zusätzli-
che Reflexe erwartet, die bei 3C nicht vorhanden sind.
In Abbildung 6.23 sind dazu im Vergleich zwei RHEED-Muster gezeigt, die von einer 3C-
Schicht und einem 6H-Substrat gemacht worden sind. Es sind deutlich die zusätzlichen Linien
bei 6H zu erkennen. Das 3C-Muster ist in einem hexagonalen Koordinatensystem mit einer c-
Achse von 7.55Å indiziert, um die systematischen Veränderungen auch an den Miller-Indizes
sehen zu können. Bei 6H ist der l-Index einer mit 3C gemeinsamen (hkl)-Linie wegen der
doppelten c-Achsenlänge auch doppelt so groß wie bei 3C. Daneben gibt es zusätzliche Lini-
en mit ungeradem l, die keine Entsprechung bei 3C haben. In der [2,1,0]-Richtung besitzt das
Muster von 3C eine Spiegelsymmetrie, egal, ob es sich um eine zweidomänige Schicht handelt
oder nicht. Die Unterscheidung von 3C und 6H ist damit unabhängig von Symmetriebeobach-
tungen möglich. Für Symmetrieaussagen in genaueren Analysen der 3C-Schicht können dann
zusätzlich weitere Azimute beobachtet werden.
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6.2.3 Anwendungsbeispiele
6.2.3.1 Wachstum von 3C auf 4H
Als erstes Anwendungsbeispiel wird die Analyse eines Wachstumsexperiments vorgestellt, bei
dem auf einem 4H SiC(0001) Substrat eine Schicht durch alternierende Bereitstellung von Si-
lizium und Kohlenstoff [27] abgeschieden wurde. Photoelektronenbeugungsmuster wurden vor
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Abb. 6.24: C1s-Photoelektronenbeugungsmuster einer auf einem 4H SiC(0001) Substrat gewachsenen Schicht.
Vergleich der gewachsenen Schicht mit dem Muster eines 3C SiC(111) Substrats. [1]
Am Anfang liegt eine 4H-Probe vor, wie man im linken Teil von Abb. 6.24 erkennt, wo das
C1s-Beugungsmuster der Probe mit MgKα-Anregung und die zugehörige Simulation für 4H
dargestellt sind. Im Mittelteil ist das Beugungsmuster zu sehen, welches nach dem Wachstum
gemessen wurde. Dieses Muster entspricht eindeutig einer kubischen Schicht, wie im rechten
Teil durch Vergleich mit dem C1s-Muster einer anderen 3C SiC-Probe zu erkennen ist. Das be-
weist zumindest, dass sich auf der ursprünglichen 4H-Probe Domänen mit kubischer Stapelung
ausgebildet haben. Die gewachsene Schicht braucht aber wegen der lokalen Empfindlichkeit
der XPD nicht unbedingt großräumige Ordnung aufzuweisen. Dies wurde durch Messungen
mit dem Rastertunnelmikroskop bestätigt, wo viele größere Inseln auf der 4H-Oberfläche ge-
funden wurden.
Der Wechsel des Beugungsmusters von 4H nach 3C wird durch SSC- Simulationen und expe-
rimentelle Messungen in Abb. 6.25 illustriert. Dort ist der Si2p-Polarplot in der (10-10)-Ebene
(30◦ Azimut) für 4H und 3C sowie für eine wachsende Anzahl von zusätzlichen kubischen Dop-
pellagen auf 4H gezeigt. Man erkennt deutlich, wie der Polarplot sich in der Theorie von 4H
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Si2p, Si-Seite, AlKa, 30° Azimut
























Abb. 6.25: Gemessene und simulierte Polarplots für eine auf 4H SiC(0001) gewachsene 3C SiC (111) Schicht
nach 3C entwickelt. 4H besitzt einen deutlichen Peak bei 30◦, während 3C je einen Peak bei
20◦ und bei etwa 39◦ hat. Beim Übergang von 4H nach 3C fällt der 30◦- Peak von 4H in etwa
dem gleichen Maße ab, wie die beiden 3C-Peaks ansteigen.
Schon nach einer 3C-Elementarzelle auf 4H, also insgesamt 5 kubischen Lagen an der Ober-
fläche, ähnelt der Polarplot praktisch dem reinen 3C. Dies steht nicht im Widerspruch zu den
obigen Aussagen über die Tiefenempfindlichkeit der Methode: weil auch die 4H-Elementarzelle
bei idealer Terminierung schon 2 kubische Lagen beisteuert, hat man dann praktisch fast 2 Ele-
mentarzellen 3C an der Oberfläche vorliegen und einen entsprechend stark „kubischen“ Polar-
plot. Zusätzlich lassen die Simulationen aber auch erkennen, dass die Wandlung von 4H zu 3C
nach einer ganzen zusätzlichen Einheitszelle 3C eben noch nicht vollkommen ist. Experimen-
tell liegen nach den in Abb. 6.25 nominell entsprechend der Wachstumssteuerung angegebenen
Schichtdicken von 2 bzw. 3 kubischen Lagen schon deutliche 3C-Polarplots vor. Dies könnte
bedeuten, dass real etwas mehr als die angegebenen 2 und 3 Doppellagen gewachsen wurden,
oder dass die Veränderungen, die durch das SSC-Modell vorhergesagt werden, schlagartiger
verlaufen als in den simulierten Kurven angedeutet.
Das durch XPD-Muster nachgewiesene Wachstum von 3C bei den vorhandenen Wachstumsbe-
dingungen ist in Übereinstimmung mit anderen experimentellen [33] Befunden, die eine Nu-
kleation von kubischem Material beobachten.
6.2.3.2 Vergleich von 2H SiC und 2H AlN
Die Ähnlichkeit der Beugungsmuster von 2H AlN und 2H SiC wird in Abbildung 6.26 de-
monstriert. Aufgrund dieser Gemeinsamkeiten können aus XPD-Messungen an 2H AlN Rück-
schlüsse auf die zu erwartenden Effekte bei 2H SiC gezogen werden, welches nicht in Proben
vorhanden ist, die mit XPD analysierbar sind. Wie schon argumentiert wurde, kann aus der Nä-
he der beteiligten Elemente im Periodensystem und den übereinstimmenden Kristallstrukturen
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Abb. 6.26: Messungen von XPD-Mustern für 2H AlN(000-1) und vergleichende SSC-Simulationen für 2H
AlN(000-1) und 2H SiC(000-1), AlKα-Anregung
mit gutem Grund geschlussfolgert werden, dass auch die Beugungseffekte von Elektronen mit
gleichen Energien ähnlich sein sollten. Im Falle der XPD ist das jeweils für die Schalenelek-
tronen mit vergleichbarer Bindungsenergie der Fall: Al2p (73eV) und Si2p (100eV), sowie N1s
(398eV) und C1s (285eV). Die geringen vorhandenen Unterschiede in den Bindungsenergien
und den Streueigenschaften der Atome führen auch zu den nur geringen Unterschieden in den
simulierten Beugungsmustern von Abbildung 6.26. Es sind lediglich einige Veränderungen in
der relativen Intensität einiger Merkmale der Muster sichtbar.
Auf ähnliche Weise sollten auch ECP-Muster von 2H AlN mit entsprechenden Simulationen
vergleichbar sein. Da die vorhandenen Proben keine für entsprechend scharfe Channellingmu-
ster ausreichende Kristallqualität besaßen, kann ein solcher Vergleich hier nicht ausgeführt wer-
den.
6.2.3.3 Polytypabhängige Peakaufspaltung und Mehrfachstreueffekte
Polytypabhängige Peakaufspaltung der Normalemission In verschiedenen Untersuchun-
gen wurde beobachtet, dass Vorwärtsstreupeaks aufgrund von Interferenzeffekten anderer na-
her Atome aufgespalten sein können [140, 235]. Dass diese Aufspaltungseffekte auch poly-
typabhängig sind, soll in diesem Abschnitt demonstriert werden [4]. In Abbildung 6.27 ist
dazu ein Vergleich der Aufspaltungen der C1s-Normalemissionpeaks bei 4H SiC(0001) und
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4H SiC (11-20)










































Abb. 6.27: Polytypabhängige Effekte im Peak der Normalemission. Experiment und Simulationen für ausgewählte
Atomgruppen, um die Ursache für das Peaksplitting aufzuzeigen.
3C SiC(111) in der (11-20)-Ebene gezeigt. Im Experiment werden für diese beiden Polytypen
verschiedene Peakformen beobachtet. Der C1s-Peak von 3C ist deutlich aufgespalten mit ei-
nem Miminum in der Mitte, während der 4H-Peak ein zentrales Maximum zeigt. Zur Erklärung
dieses Verhaltens werden Einfachstreusimulationen für ausgewählte kleine Cluster herangezo-
gen. Damit können dann die Atome ausfindig gemacht werden, die zu der Aufspaltung führen.
In Abbildung 6.27 sind diese Cluster mit Zahlen bezeichnet und die jeweils betrachteten C1s-
Emitter sind mit einem Kreis gekennzeichnet.
Der Cluster 1 zeigt keine Peakaufspaltung. In diesem Fall ist das streuende Objekt ein Si-C-
Dimer, der entlang der Normalenrichtung orientiert ist. Mögliche Interferenzeffekte durch das
C-Atom in Vorwärtsrichtung werden durch die größere Streuamplitude des Siliziumatoms und
seiner geringeren Entfernung zum Emitter unterdrückt. Der 3C-Cluster mit der Nummer 2 ent-
spricht einem streuenden Trimer, der aus dem Dimer aus Cluster 1 und einem weiteren Silizi-
umatom, welches sich 17◦ von der Vorwärtstreurichtung des Dimers entfernt befindet. Dieser
Cluster bewirkt in Abbildung 6.27 schon einen Aufspaltungeffekt, woraus direkt geschlossen
werden kann, dass das zusätzliche Siliziumatom außerhalb der Vorwärtsstreuachse für die Auf-
spaltung verantwortlich ist. Die Spaltung des Peaks vergrößert sich mit Cluster 3 (6 streuende
Atome) und Cluster 4 (ganze gezeigte Atomgruppe). Die vollständige SSC-Simulation mit ei-
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nem 25Å-Cluster reproduziert die „Vulkanform“ des Normalemissionspeaks sehr gut, wie in
der experimentellen Kurve darunter zu sehen ist.
Im Fall von 3C SiC ist die Entfernung vom C1s-Emitter zum nächsten Siliziumatom in Nor-
malenrichtung 5.7Å. Eine andere Situation liegt wegen der hexagonalen Stapelanteile in 4H
SiC vor. Dort gibt es Emitter-Streuer-Kombinationen, bei denen das streuende Siliziumatom
nur 3.2Å vom C1s-Emitter entfernt ist. Dies führt zu einer viel größeren gestreuten Amplitude
in Vorwärtsrichtung, welche im Vergleich zu den von seitlichen Siliziumatomen kommenden
Wellen in ihrer Stärke deutlich überwiegt. Deshalb sind Interferenzeffekte von diesen seitlichen
Atomen viel weniger ausgeprägt. Dies erkennt man auch in Abbildung 6.27, wo die 4H-Cluster
1, 2 und 3 einfach einen einzelnen starken Vorwärtsstreupeak zeigen, der nur sehr wenig andere
Modulationen aufweist. Es gibt jedoch eine zweite Art von Emittern in 4H. Diese befinden sich
8.2Å vom darüberliegenden Siliziumatom entfernt. Dieser Emitter ist in Cluster 4 dargestellt.
Die gebeugte Intensität dieses Emitters zeigt wegen der großen Entfernung von Emitter und
Streuer keinen ausgeprägten Vorwärtsstreupeak mehr. Die seitlich gestreuten Wellen sind in
dieser Entfernung mit der nach vorne gestreuten Amplitude konkurrenzfähig und bewirken die
in der theoretischen Kurve für Cluster 4 gezeigte Aufspaltung. Nachdem jedoch alle Intensitä-
ten summiert sind, bleiben in der Simulation nur noch schmale Schultern neben einem deutlich
ausgeprägten Vorwärtsstreupeak. Im Experiment sind diese Schultern noch weniger ausgeprägt,
was verdeutlicht, wie die Vorwärtsstreuung an den Siliziumatomen in 3.2Å Abstand das Beu-
gungsmuster dominiert.
Wenn man zusätzlich den 2H Polytyp betrachtet (Abb. 2.6), so sieht man, dass dort nur noch
Emitter vorhanden sind, die denen aus Cluster 1 für 4H in Abbildung 6.27 gleichen. Wegen der
kleinen Streuentfernungen wird also auch hier die Vorwärtstreuintensität über eventuelle Inter-
ferenzeffekte dominieren. Aufgrund dieser Überlegung kann davon ausgegangen werden, dass
2H ebenfalls keine Peakaufspaltung zeigt. Dies wurde durch zusätzliche Simulationen bestätigt.
Der 6H-Polytyp enthält weniger hexagonale Stapelungen als 4H, welches das Aufspaltungsver-
halten der Normalemission zwischen 4H und 3C einordnet.
Zusammenfassend kann gesagt werden, dass die Peak-Aufspaltung der Normalemission von
C1s sich von kubischem zu hexagonalem SiC verringert. Dieser Effekt wird durch das Zusam-
menspiel von nach vorne gestreuten und konkurrierenden seitlich gestreuten Wellen gesteuert,
wobei besonders das kubische SiC seitliche Streuer besitzt, welche relativ nahe am C1s-Emitter
liegen und eine ausgeprägte Aufspaltung bewirken können.
Mehrfachstreueffekte der Normalemission Mehrfachstreueffekte spielen besonders in dicht-
gepackten Richtungen eine wichtige Rolle. In einer Reihe von Einfachstreusimulationen wurde
diese Tatsache deutlich. Besonders die Normalemission wird von den SSC-Simulationen häu-
fig zu breit wiedergegeben. Wegen der Ansprüche an die Rechenleistung waren jedoch keine
Simulationen der Polytypeffekte mit vollständigen Clustern möglich. Gleichzeitig konnte das
Einfachstreumodell viele Beobachtungen zufriedenstellend erklären. Im folgenden wird ver-
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Abb. 6.28: Mehrfachstreueffekte und Energieabhängigkeit im Normalemissionspeak von 6H SiC (000-1). (A) Ein-
fluss der Mehrfachstreuung mit steigender Ordnung (B) Vergleich der Peakform bei AlKα- und MgKα-Anregung
mit Mehrfachstreu-Simulationen bis zur 6. Ordnung
sucht, die Größe der Mehrfachstreueffekte in Normalenrichtung am Beispiel der Si2p-Emission
von 6H SiC(000-1) in der (10-10)-Ebene zu demonstrieren. Dazu wurden elliptisch geformte
Cluster genutzt, die eine bestimmte Anzahl von Atomen um eine vorgegebene Richtung herum
enthalten und somit zumindest die Streuung in dieser Richtung relativ gut beschreiben sollten.
Es wurde das MSCD-Programm [65] benutzt. Für die Normalemission wurde ein halber ro-
tationselliptischer Cluster mit einer kleinen Halbachse von 8.2Å an der Oberfläche und einer
der Tiefe von 20Å entsprechenden großen Halbachse benutzt. Dies soll sicherstellen, dass die
Normalenemission bis zu einem Winkel von mindestens ±15◦ korrekt simuliert wird, wie an-
hand des Winkels zwischen tiefstem Emitter und den Siliziumatomen am Clusterrand an der
Oberfläche abgeschätzt werden kann. Der Cluster enthielt insgesamt 296 Atome und 8 Emit-
terlagen. Im Teil A von Abbildung 6.28 ist dazu eine experimentelle Kurve gezeigt, die mit
MS-Simulationen verglichen wird, welche eine wachsende Anzahl von Streuungen berücksich-
tigen. Die Einfachstreukurve überschätzt deutlich die Intensität und gibt die beiden seitlichen
Peaks bei 10◦ Polarwinkel als viel zu stark wieder. Aber schon die Einbeziehung der Zweifach-
streuung führt zu einer deutlich besseren Übereinstimmung mit der experimentellen Kurve. Die
relativen Intensitäten der 0◦ und 10◦-Peaks stimmen nun gut überein. Die Übereinstimmung mit
dem Experiment verbessert sich mit zunehmender Ordnung der Mehrfachstreuung noch etwas,
wie anhand der Kurve für die Sechsfachstreuung zu erkennen ist. Danach tritt keine weitere
Veränderung mehr ein. Die wesentlichste Veränderung trat schon bei der Zweifachstreuung ein,
was bedeutet, dass sie bei Simulationen der Polytypenkurven schon ausreichende Verbesserun-
gen in Richtung der dichtgepackten Ketten bringen könnte.
Im Teil B von Abbildung 6.28 sind MS-Rechungen bis zur 6. Ordnung genutzt worden, um
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die energieabhängige Form des Normalemissionspeaks zu simulieren. Es wird einmal die An-
regung der Si2p-Elektronen mit MgKα und mit AlKα verglichen. Der MgKα-angeregte Si2p-
Peak (1154eV) liegt dabei bei einer um 233eV niedrigeren Energie, als der mit AlKα ange-
regte (1387eV). Der MgKα-Peak zeigt drei Maxima: bei 0◦ und bei ±5◦. Dazu im Vergleich
ist die Peakintensität bei AlKα-Anregung in Normalenrichtung erhöht und die seitlichen Peaks
bei ±5◦ sind nur noch ansatzweise an der Flanke des Peaks zu erkennen. Dieses Verhalten,
dass durch die MS-Simulationen gut reproduziert wird, ist mit energieabhängigen Interferenz-
effekten zu erklären. Weitere Aufschlüsse über die zu erwartende Polytypabhängigkeit solcher
Effekte könnten energieabhängige Messungen an einem Synchrotron liefern.
6.2.3.4 Oberflächenpräparation von 6H SiC mittels Wasserstoff
Eine effektive Methode der Oberflächenpräparation besteht im Ätzen der Probe mit einem hei-
ßen Wasserstoffgas bei Temperaturen von 1500◦C bis 1600◦C. Dies führt im Idealfall zu Ober-
flächen, die durch glatte Terrassen terminiert sind und welche Stufenhöhen von halben oder
ganzen Elementarzellen besitzen. Die Terrassen haben je nach der Orientierung der Probeno-
berfläche (off-axis-Winkel) Breiten von bis zu 1µm. Die so präparierten Oberflächen sind damit
sehr gut für ein weiteres MBE-Schichtwachstum geeignet. In diesem Abschnitt wird am Bei-
spiel einer C-terminierten 6H-SiC Probe gezeigt, welche Möglichkeiten verschiedene Untersu-
chungsmethoden für die Analyse solcher Stufenstrukturen bieten.
Der Effekt des „step-bunching“, womit die Herausbildung von Stufen gemeint ist, die eine
regelmäßige Stufenhöhenverteilung von mehreren Doppellagen haben, ist von fundamentaler
Bedeutung in Prozessen des Kristallwachstums. Modelle zur Enstehung der einheitlichen Stuf-
enterminierungen wurden aufgestellt, in denen analysiert wird, wie die Oberfläche während des
Wachstums oder des Ätzens ihre freie Energie minimiert. Das Hinzufügen neuer Doppellagen
ist für kubische und hexagonale Stapelungen mit unterschiedlichen Energiebeträgen gekoppelt.
Daraus ergibt sich eine unterschiedliche Wachstums- bzw. Ätzgeschwindigkeit verschiedener
Terrassen, die sich damit gegenseitig einholen können und eine höhere Stufe bilden können. Die
Anzahl der freien Bindungen an den Stufenkanten hat ebenfalls einen Einfluss auf die Wachs-
tumsgeschwindigkeit und führt nach dem Modell in [236] zur Herausbildung von Stufen mit
einer Höhe von einer ganzen Elementarzelle. Zwischen den Stufen herrscht effektiv eine starke
Abstoßung, die zu einer sehr gleichmäßigen Verteilung der Terrassenbreiten führt [237].
STM Die durch Wasserstoffätzen präparierte 6H-Probe wurde im Rastertunnelmikroskop un-
tersucht. Dabei zeigte sich eine Oberflächenmorphologie, die vorwiegend aus Stufen bestand,
die die Höhe einer ganzen Elementarzelle hatten. Damit sollte die Oberfläche größtenteils iden-
tisch terminiert sein, da sich wegen des Abstandes von einer Einheitszelle die gleiche Atoman-
ordnung an jeder Stufenoberseite wiederholt. Eine solche Oberfläche besitzt eine dreizählige
Symmetrie, was sich auch im LEED-Beugungsmuster zeigte (Abb. 6.31). Das STM kann keine
Aussagen über die tieferen Lagen machen, und so bleibt dadurch unbestimmt, welche spezielle
Terminierung (S1, S2, S3) an der Oberfläche vorliegt. Diese Informationen konnten durch XPD
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und quantitatives LEED gewonnen werden. Damit ist es dann möglich, ein Strukturmodell der
gestuften Oberfläche aufzustellen.
Abb. 6.29: STM-Aufnahmen der Oberfläche der mit Wasserstoff präparierten 6H SiC(000-1)-Probe
XPD Die Probe wurde nun mittels Photoelektronenbeugung analysiert. Dazu wurden unter
anderem die vollständigen Beugungsmuster der mit AlKα angeregten Si2p und C1s-Elektronen
aufgenommen. Diese sind in Abbildung 6.30 gezeigt, wobei jeweils ein etwas über 120◦ großer
Sektor gemessen und daraus das Gesamtmuster zusammengesetzt wurde. Man erkennt in bei-
den experimentellen Beugungsmustern eine deutliche Dreizähligkeit, die auf eine einheitliche
Stapelterminierung schließen lässt. Im rechten Teil von Abbildung 6.30 sind die dazugehörigen
SSC-Simulationen für eine S3-terminierte Oberfläche gezeigt. Diese reproduzieren die expe-
rimentellen Daten sehr gut. Das Vorliegen einer S3-terminierten Oberfläche konnte durch die
Analyse von Polarplots in den Azimuten 0◦,30◦ und 60◦ weiter gestützt werden [231].
LEED In Abbildung 6.31 ist ein LEED-Muster gezeigt, das an der 6H-Probe beobachtet wur-
de. Deutlich ist die dreizählige Symmetrie des Musters zu erkennen, die von einer einheitlichen
Terminierung der Oberfläche herrühren muss. Effekte durch eine Oberflächenrekonstruktion
oder Adsorbate können aufgrund der XPS-Messungen ausgeschlossen werden. Solange kein
Adsorbat vorliegt, welches sich unabhängig von der Unterlage einheitlich ordnet, müssten sich
im Substrat vorliegende Domänen mit unterschiedlicher Terminierung auch auf die Orientie-
rung einer Oberflächenrekonstruktion übertragen. Damit würde in jedem Fall eine einheitliche
Terminierung der Oberfläche die Grundlage für ein dreizähliges Beugungsmuster sein.
Um konkretere Aussagen über die vorliegende Stapelfolgen machen zu können, wurden I-V-



































Abb. 6.31: Dreizähliges LEED Muster einer 6H
SiC(000-1) Oberfläche, 124eV
Abb. 6.32: R-Faktor Vergleich für verschiedene
Oberflächenterminierungen einer 6H SiC (000-1)
Probe
den Simulationen wurde von einer reinen Oberfläche ohne Adsorbate oder Rekonstruktion aus-
gegangen, mit den Atomen an den Positionen, die sie im Volumenkristall einnehmen. Es wur-
den die acht Terminierungen betrachtet, die in Tabelle 6.32 mit den Pendry R-Faktoren auf-
geführt sind. Die beste Übereinstimmung ergab sich mit einem R-Faktor von 0.17 für eine
S3-Terminierung. Der deutlich schlechtere Wert für S3* weist auf eine ausgeprägte Dreizäh-
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ligkeit des Beugungsmusters hin, also auf das Dominieren einer einzigen Stapelterminierung.
Andernfalls läge ein größerer Anteil von jeweils um 60◦ gedrehten Domänen unterschiedlicher
Terminierung vor, die zu sechszähligen Mustern führen. Die Messung und die Simulation für
die S3-Terminierung sind in Abbildung 6.33 gezeigt.
Abb. 6.33: LEED-IV Messung (durchgezogen) an der Probe 841
6HSiC(000-1) und Simulation (gestrichelt) für S3-Terminierung,
RPendry=0.17
In einem weiteren Schritt wurde
versucht, durch die Annahme ei-
ner zusätzlichen Domäne mit ei-
ner von S3 abweichenden Termi-
nierung die Übereinstimmung mit
dem Experiment weiter zu verbes-
sern. Die größte Veränderung ergab
sich bei Annahme eines Mischungs-
verhältnisses von 90% S3 und
10% S3* mit einem R-Faktor von





wobei ∆E der insgesamt analysier-
te Energiebereich ist, kann ein Feh-
lerintervall abgeschätzt werden. Der
Anteil der S3-Terminerung liegt da-
nach bei 80 bis 100%. Diese Tole-
ranzbreite ist ähnlich der in [130].
Für die obersten Lagen konnte ei-
ne leichte Kompression festgestellt
werden, die aber nicht mehr als 0.05Å beträgt und damit innerhalb der Fehlergrenzen liegt. Das
Fehlen der theoretisch vorausgesagten starken Kontraktion von 40% (0.63Å zu 0.38Å) in der
obersten Lage der C-Seite [238] lässt auf eine Absättigung von Bindungen an der Oberfläche
schließen. Ob an der Oberfläche noch geringe Mengen an O oder H-Adatomen vorhanden sind,
kann aber mit LEED allein nicht festgestellt werden. In einer anderen Untersuchung wurde zum
Beispiel ebenfalls eine volumenartige Terminierung für die Oberfläche einer wasserstoffgeätz-
ten 6H SiC(0001) Probe angenommen und gefunden, dass die Modelle mit Adatomen innerhalb
der Fehlergrenzen nicht davon zu differenzieren sind [128]. Die Terminierung mit Wasserstoff
wäre zum Beispiel in einem winkelaufgelösten UPS-Experiment über das Fehlen von dangling-
bond-Zuständen nachweisbar [128].
Insgesamt wurde also gezeigt, wie durch die Kombination verschiedener Techniken Aussagen
über die Stapelterminierung an einer wasserstoffgeätzten 6H SiC (000-1)-Probe getroffen wer-
den können. Die festgestellte Terminierung durch Stufen aus ganzen Einheitszellen beweist,
dass eine solche Morphologie auch auf C-Seiten vorliegen kann. Dies wurde bis jetzt nicht
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beobachtet.
6.2.3.5 Energieabhängigkeit der Channellingmuster von 3C SiC
Am Beispiel einer unverzwillingten 3C SiC (111)-Schicht [41] soll die Energieabhängigkeit
der dynamischen Effekte, die zur Entstehung der komplexen Strukturen in den ECP führen,
illustriert werden [5]. Hierbei wird das FBA-Modell nach Gleichung 4.51 verwendet. In Ab-
bildung 6.34 sind dazu kinematische Simulationen der in der Nähe der (111)-Zonenachse auf-
tretenden Kikuchi-Linien gezeigt. Dabei ist besonders der Bereich innerhalb des Sechsecks aus
den {-2 2 0}-Linien wichtig. Qualitativ ist schon an diesen kinematischen Simulationen zu er-
kennen, dass in der Position einiger spezieller Linien starke Veränderungen auftreten. Die in
Abbildung 6.34 gezeigten Reflexe beinhalten alle Gitterebenenscharen bis zu einem minimalen
Abstand dhkl von 0.5Å und wurden mit dem Programm „Electron Diffraction“ [217] gezeichnet.
Der Winkeldurchmesser der abgebildeten Muster beträgt etwa 4 Grad.
Wie man beim Vergleich der kinematischen Muster bei 4000eV und 4200eV feststellt, tre-
ten schon in diesem Energieintervall im Zentralbereich des Musters deutliche Veränderun-
gen auf. Diese werden durch Linien aus den höheren Lauezonen (higher order Laue zones,
HOLZ) bewirkt. Für die (111)-Zonenachse wird die Lauezone n mit den Miller-Indizes h, k, l
als n = h + k + l bestimmt. Anhand des vergrößerten und indizierten Musters für 8000eV
kann man zum Beispiel die Linien ihren Lauezonen zuordnen. Die {-2 2 0}-Linien gehören zur
nullten Laue-Zone (zero order Laue zone, ZOLZ), die {3 3 5}-Linien zur ersten Lauezone (first
order Laue zone, FOLZ) und die {-6 4 4}-Linien zur zweiten Lauezone (second order Laue
zone, SOLZ). Wie man an den Mustern in Abbildung 6.34 sieht, macht die Positionsverände-
rung der HOLZ-Linien nahe der Zonenachse den Hauptanteil an den Veränderungen der Muster
aus. Aus ihren dynamischen Wechselwirkungen muss dann auch eine veränderte Intensitätsver-
teilung des experimentell gemessenen Musters folgen, wie schon in Abschnitt 6.2.2.2 erwähnt
wurde.
Die in Abbildung 6.34 gezeigten kinematischen Simulationen waren die Grundlage zur Aus-
wahl der in die dynamischen Rechnungen eingehenden reflektierenden Gitterebenen. Dies führ-
te zu einem Minimum von etwa 80 Reflexen, die in Betracht gezogen werden mussten, um die
experimentell beobachteten Muster zu reproduzieren. Die Simulationen wurden für eine An-
zahl von 200x200 Einfallsrichtungen des Elektronenstrahls berechnet, die den experimentell
beobachteten Bereich überdeckten. Das resultierende Bild wurde geglättet, um die begrenzte
Winkelauflösung im Experiment zu berücksichtigen. Die Ergebnisse sind in Abbildung 6.35
gezeigt. Die hexagonalen Bereiche sind durch die {-2 2 0}-Reflexe begrenzt und wurden alle
auf die gleiche Größe skaliert. Wie in Abbildung 6.35 zu sehen ist, werden die experimentellen
Muster durch die Simulationen sehr gut beschrieben. Wie für die [111]-Richtung eines kubi-
schen Kristalls zu erwarten ist, besitzen die Muster eine dreizählige Symmetrie. Außerdem ist
eine starke Energieabhängigkeit der Muster zu beobachten. Zum Beispiel steht einem zentralen


































Abb. 6.34: Energieabhängigkeit der Elektronenchannellingmuster von 3C(111). Lage der Bragg-Bedingungen bei
verschiedenen Energien.
Auch die anderen energieabhängigen Veränderungen in den Mustern werden durch die Simula-
tionen sehr gut beschrieben.
Weil der Elektronenstrahl über die gesamte Probe gerastert wird, ist die örtliche und die Winke-
lauflösung durch dieses Verfahren begrenzt. Gleichzeitig erhält man aber auch gemittelte Aus-
sagen für die ganze Probe. Jedoch könnten ortsaufgelöste Untersuchungen nützliche Hinweise
auf Domänen mit verschiedenen Polytypen liefern. Ein Weg, die Ortsauflösung zu vergrößern,
ist die Benutzung der „selected area channelling patterns“ (SACP), bei denen der Einfallsstrahl
durch eine spezielle Elektronenoptik immer am selben Ort der Probe gehalten wird, während
sich trotzdem der Einfallswinkel ändert („rocking beam setup“ [9]). Eine andere Methode, mit
einer Ortsauflösung im Mikrometerbereich, sind die Elektronenrückstreumuster (EBSD), die













Abb. 6.35: Energieabhängigkeit der Elektronenchannellingmustervon 3C(111). Experiment und Simulationen mit
FBA-Modell.
6.3 Elektronenbeugung bei 1keV: eine vergleichende Betrachtung
6.3.1 Volumeneffekte der XPD im Blochwellenmodell
Das in Abschnitt 4.4 beschriebene Blochwellenmodell wird in diesem Kapitel zur Simulation
von Photoelektronenbeugungsmustern genutzt. Damit können einzelne Effekte im Rahmen des
Vorwärtsstreumodells im Cluster und im Rahmen der Reflexion an Netzebenen interpretiert und
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Blochwellensimulation SSC-SimulationExperiment
3C SiC (111) Si2p
Abb. 6.36: Vergleich von Beugungsmustern von 3C SiC(111) mit Simulationen mit dem Blochwellenmodell und
dem SSC-Modell, Si2p, AlKα-Anregung, Polarwinkelbereich bis 40◦
zugeordnet werden.
6.3.1.1 3C SiC: Beugungseffekte im Blochwellenmodell und im SSC-Modell
Als erste Anwendung des Blochwellenmodells soll das Si2p-Beugungsmuster einer 3C SiC(111)-
Schicht dienen. Dazu wurden mittels des Programms „Electron Diffraction“ [217] nach fallen-
dem Gitterebenenabstand dhkl 283 Netzebenenscharen ausgewählt, deren Kikuchi-Linien in-
nerhalb eines Polarwinkelbereichs von 60◦ um die Oberflächennormale liegen und somit die
gemessenenen Beugungsmuster überdecken. Diese Anzahl von Reflexen war mit den vorhan-
denen Mitteln der Rechentechnik noch beherrschbar, während die Ergebnisse der Simulationen
eine ausreichende Konvergenz zeigten, um im Vergleich mit dem Experiment nutzbar zu sein.
Die weiteren Parameter, wie die Fourierkoeffizienten der Streupotentiale, die Debye-Waller-
Faktoren und die Absorptionsparameter wurden wie bei den Elektronenchannellingmustern in
Abschnitt 4.3.4 beschrieben eingesetzt. Das hat insgesamt zu Folge, dass zur Simulation der
XPD-Muster mit dem unabhängigen Blochwellenmodell nach Formel 4.57 praktisch das un-
veränderte ECP-Programm benutzt werden konnte. Der einzige neue Parameter, der zusätzlich
angegeben werden muss, ist die Art des Emitteratoms. Außerdem musste die stereographische
Projektion der darzustellenden Daten bei XPD beachtet werden, sowie die begrenzte Winke-
lauflösung des Analysators, welche durch eine Mittelung der simulierten Daten über einen ent-
sprechenden Raumwinkelbereich berücksichtigt wurde.
In Abbildung 6.36 ist das Ergebnis der Simulation für den Polarwinkelbereich bis 40◦ gezeigt.
Es sind die experimentelle Messung und die Simulation im Blochwellenmodell und mit dem
SSC-Modell gegenübergestellt. Wie man erkennt, gibt das Blochwellenmodell die experimen-
tellen Daten sehr gut wieder. Die Intensitätsmaxima werden reproduziert, ebenso wie die ring-
förmigen Strukturen und die Bereiche mit geringer Intensität. Die SSC-Simulation zeigt ei-
ne ähnlich gute Übereinstimmung mit dem Experiment, wobei die meisten Strukturen in der
Blochwellensimulation und in der SSC-Simulation einander zugeordnet werden können. Dies
ermöglicht einen genaueren Vergleich der Ursachen, die in beiden Modellen für die beobach-
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Abb. 6.37: Ringförmige Strukturen in Beugungsmustern von 3C SiC(111) können mit dem Blochwellenmodell
und dem SSC-Modell erklärt werden. Si2p, AlKα-Anregung
genauer analysiert werden.
Dazu ist in Abbildung 6.37 im experimentellen Si2p-Beugungsmuster das Vorwärtsstreumaxi-
mum in [010]-Richtung (55◦ Polarwinkel, 240◦ Azimutwinkel, vgl. Abb. 5.1) zusammen mit
dem umgebenden Ring durch Pfeile gekennzeichnet. Im Vorwärtsstreubild kann dieser Ring
als das erste Nebenmaximum bei der Beugung am im rechten Teil von Abbildung 6.37 gekenn-
zeichneten Emitter-Streuer-Paar interpretiert werden. Die halben Öffnungswinkel 2θ dieser Rin-
ge sind über die Wegdifferenz zwischen den Streuern r, die Wellenzahl k der Elektronenwelle
und die durch die Streuung bedingte Phasenverschiebung ∆φ folgendermaßen definiert [206]
(Abbildung 6.38):






Abb. 6.38: Ringstrukturen um ein Vorwärtsstreumaximum als Interferenzmaxima 1. Ordnung
Durch Messung des Öffnungswinkels der Beugungsringe kann man somit den Abstand zwi-
schen Emitter- und Streuatom abschätzen. Der in Abbildung 6.37 gekennzeichnete Ring von
etwa 20◦ führt damit zu einem Abstand r von 4.59Å (k=19.08Å−1). Dabei wurde die Phasen-
verschiebung bei den Winkeln der Beugungsringe auf ∆φ ≈ 1 gesetzt, was der Phase des in
den SSC-Simulationen benutzten komplexen Streufaktors von Silizium bei dieser Energie und
bei diesem Streuwinkel entspricht. Der so ermittelte Abstand stimmt mit etwas mehr als 5%
Abweichung noch relativ gut mit den erwarteten 4.36Å überein.
In Abbildung 6.37 ist auch die dazugehörige SSC-Simulation für dieses Emitter-Streuer-Paar
mit einem Abstand von 4.36Å gezeigt. Sie ergibt ein Vorwärtstreumaximum bei 55◦ Polarwin-
kel und eine Reihe von ringförmigen Nebenmaxima, von denen das erste das stärkste ist wegen
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des rapiden Abfalls der Streuamplitude zu größeren Winkeln hin. Der Durchmesser dieses Rings
stimmt gut mit dem im Experiment beobachteten überein.
Im linken Teil von Abbildung 6.37 ist die zu Abbildung 6.36 führende Blochwellensimulation
gezeigt, bei der die begrenzte Winkelauflösung noch nicht berücksichtigt ist. So werden die
einzelnen Kikuchi-Linien besser sichtbar, die dann zu bestimmten Strukturen im Bild führen.
Es ist erkennbar, dass das Maximum bei 55◦ Polarwinkel wie im Vorwärtsstreubild reproduziert
wird und dass sich ebenfalls eine ringförmige Intensitätserhöhung um dieses Maximum herum
ergibt. Dieser Ring wird als die einhüllende Kurve einer Reihe einzelner Linien gebildet. Im
reziproken Raum erscheint der Ring dort, wo zum ersten Mal Reflexe angeregt werden können,
die nicht senkrecht zur Zonenachse liegen, wie in Abbildung 6.39 (A) verdeutlicht ist. Dieser













Abb. 6.39: Erklärung der Ringstrukturen ausgehend vom reziproken Raum (A) und vom Realraum (B). In beiden
Fällen ergibt sich derselbe Abstand H aus dem Öffnungswinkel des Rings.
Aus den halben Öffnungswinkeln 2θ der beobachteten Ringe können sowohl im Bild des re-
ziproken Raums mit reflektierenden Netzebenen, als auch im Einfachstreubild mit einzelnen
Atomen Rückschlüsse über den Abstand zwischen den Gitterebenen bzw. zwischen den streu-
enden Atomen gezogen werden. Aus Gründen der Einfachheit wird die Streuung einer ebenen
Welle an Netzebenen betrachtet, die so mit Atomen besetzt sind, dass dem Netzebenenabstand
H−1 (in Å−1) der Atomabstand H (in Å) entspricht (Abbildung 6.39). Auch sollen die Streu-
faktoren der Bornschen Näherung entsprechend reell sein. Eine Phasenverschiebung bei der
Streuung wird also vernachlässigt, was hohen kinetischen Energien der Elektronen entspricht.
Aus Abbildung 6.39 (A) erkennt man mittels einfacher Geometrie, dass H−1 = K −K cos 2θ,
mit der inversen Elektronenwellenlänge K. Im Realraum muss man die Pfadlängenunterschie-
de bei der Streuung vom ersten und zweiten Atom bilden und für das Interferenzmaximum
erster Ordnung gleich der Wellenlänge setzen. Damit erhält man dann aus Abbildung 6.39 (B)
die Forderung H − H cos 2θ = λ = K−1, was dasselbe H wie im reziproken Raum ergibt.
Damit ist gezeigt, dass bei hohen kinetischen Energien im Rahmen der kinematischen oder Ein-
fachstreutheorie die Ringstrukturen in äquivalenter Weise als FOLZ-Ringe (in der Sprache der
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Abb. 6.40: Simulationen mit dem unabhängigen Blochwellenmodell für 2H AlN, Al2p, AlKα-Anregung,
Ekin=1413eV, 238 Reflexe
lang einer Kette von Atomen (in der Sprache der Cluster-Photoelektronenbeugung) interpretiert
werden können.
6.3.1.2 2H AlN: Elementabhängigkeit der Beugung
Das dynamische Blochwellenmodell der XPD möglicht in Erweiterung der Zweistrahltheo-
rie [190] Aussagen über elementspezifische Beugungsmuster. Dazu gehört insbesondere die
Unterscheidung von polaren Oberflächen. Als Beispiel wurden hier die XPD-Muster von 2H
AlN gewählt, die nach ihrer (0001) bzw. (000-1) Richtung sowie nach den Al2p- und N1s-
Emissionen analysiert werden sollen.
In Abbildung 6.40 und 6.41 sind dazu experimentelle Messungen den berechneten Al2p- und
die N1s-Beugungsmustern der Al-Seite (0001) und der N-Seite (000-1) gegenübergestellt, wie
sie mittels des Blochwellenmodells und des SSC-Modells simuliert wurden. Für die Blochwel-
lensimulation wurden jeweils über 230 Reflexe benutzt. Es erfolgte eine der experimentellen
Winkelauflösung entsprechende Glättung der berechneten Muster.
Der Vergleich der experimentellen Beugungsmuster und der Blochwellensimulationen zeigt,
dass mit diesen Simulationen eine eindeutige Zuordnung von emittierendem Atom sowie der
Polarität möglich ist. Wesentliche Strukturen in den Beugungsmustern werden in ihren element-
und polaritätsabhängigen Veränderungen korrekt wiedergegeben. Als größte Abweichungen
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Abb. 6.41: Simulationen mit dem unabhängigen Blochwellenmodell für 2H AlN, N1s, AlKα-Anregung, 233 Re-
flexe, Ekin=1089eV
Dies könnte darin begründet sein, dass die benutzte Anzahl von Reflexen zur Beschreibung
dieser Merkmale nicht ausreicht. Eine Erhöhung war aber aufgrund der dazu erforderlichen
Rechenzeit nicht möglich. Trotzdem erkennt man zum Beispiel für die Al2p-Emission in Ab-
bildung 6.40 die charakteristischen Unterschiede. Vergleicht man nämlich die Intensität bei
etwa 60◦ Polarwinkel (in den Randbereichen der dargestellten Muster) in den Azimuten 0◦ und
30◦, so erkennt man, dass sich die N-Seite durch eine höhere Intensität bei 0◦ Azimutwinkel
und die Al-Seite durch eine höhere Intensität im 30◦-Azimut auszeichnen. Aber auch in den
inneren Bereichen der Muster, im Gebiet von etwa 30◦ bis 40◦ Polarwinkel, erkennt man deut-
liche Unterschiede zwischen den Polaritäten, die durch die Blochwellensimulationen qualitativ
gut wiedergegeben werden. Beschränkungen des benutzten Algorithmus, wie zum Beispiel die
benutzten Näherungen bei der Elektronenbeugung und die Vernachlässigung der Winkelabhän-
gigkeit der Photoemission, müßten in theoretischen Untersuchungen näher analysiert werden.
Hier sollte jedoch nur die prinzipielle Anwendbarkeit des Modells gezeigt werden.
Die SSC-Simulationen, die in den Abbildungen 6.40 und 6.41 zum Vergleich dargestellt sind,
zeigen ebenfalls eine gute Übereinstimmung mit dem Experiment. Auch der Vergleich mit den
Blochwellensimulationen zeigt eine qualitativ gute Übereinstimmung in den berechneten Beu-
gungsintensitäten. Dass beide benutzten Modelle ihre Beschränkungen haben, wird daran deut-
lich, dass rein visuell gesehen nicht generell das Blochwellenmodell oder das SSC-Modell die
bessere Beschreibung liefert.
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6.3.2 Einfachstreusimulationen für die quasielastische Rückstreuung an Oberflächen
Weil das Blochwellenmodell der ECP eine Periodizität auch senkrecht zur Oberfläche annimmt,
ist es nicht zur Analyse von Effekten in lokalen Oberflächenbereichen geeignet, die eine solche
Periodizität nicht aufweisen müssen und die im Vergleich zum Volumenkristall eine verän-
derte Symmetrie aufweisen können. Dies ist zum Beispiel bei Effekten der Fall, die in einer
LEED-Anordnung als Untergrund des elastischen Musters beobachtet werden. Dabei betragen
die kinetischen Energien der Elektronen höchstens etwa 1keV, was den Oberflächenbereich,
der gemäß der inelastischen freien Weglänge zur Entstehung der Rückstreumuster beiträgt, sehr
begrenzt und demzufolge gute Bedingungen für die Anwendbarkeit eines Clustermodells bietet.
Die Enstehung der Kikuchi-Linien auf dem LEED-Schirm kann ganz analog zu den Elektronen-
channellingmustern durch die Streuung an Phononen erklärt werden [239]. Der Übergang von
dem elastischen LEED-Muster, welches von scharfen Spots dominiert wird, zu dem Rückstreu-
muster mit Kikuchilinien und Vorwärtsstreumaxima erfolgt dabei durch Anregung einer mit
steigender Elektronenenergie steigenden Anzahl von Phononen, wodurch die von den einzelnen
Streuern ausgehenden Kugelwellen keine feste Phasenbeziehung mehr haben und demzufolge
als unabhängige Punktemitter betrachtet werden können. In einem Übergangsbereich existieren
Merkmale der elastisch und der quasielastisch gestreuten Elektronen gemeinsam [240, 241].
In diesem Abschnitt soll gezeigt werden, dass das im Theorieteil beschriebene und in ein Pro-
gramm umgesetzte SCC-Modell auch zur Simulation des LEED-Untergrunds benutzt werden
kann. Der wesentliche Unterschied zur Photoelektronenbeugung besteht in der Anregung der
quasielastischen Elektronen, die als isotrop angenommen wird. Außerdem ist die Abschwä-
chung des anregenden Strahls zu beachten. Da die Elektronen immer senkrecht auf die Pro-
be treffen sollen, können die Beugungseffekte des einfallenden Strahls vernachlässigt wer-
den [191].
In Abbildung 6.42 ist links ein LEED-Muster einer 6H SiC(0001)-Probe bei 1000eV gezeigt.
Man erkennt deutlich die Kikuchi-Bänder und drei Intensitätsmaxima bei etwa 35◦ Polarwin-
kel. Der gesamte sichtbare Bereich geht etwa bis zu Polarwinkeln von 50◦. Außerdem sind
noch elastische Beugungsspots zu erkennen. Die überlagerten Muster der elastischen und der
quasielastischen Elektronen haben jeweils eine dreizählige Symmetrie, was auf eine einheitli-
che Stapelterminierung schließen lässt. Im STM wurden dazu passend Stufenhöhen von einer
Elementarzelle beobachtet. Im rechten Teil von Abbildung 6.42 ist das mit dem SSC-Ansatz si-
mulierte Muster gezeigt. Dabei wurden die elastische und die quasielastische Streuung getrennt
behandelt und später addiert. Das Verhältnis zwischen beiden wurde empirisch an das Experi-
ment angepasst, weil die elastischen Spots in diesem Fall nur zum Vergleich dienen sollen. Zur





fj(∆k) exp(i∆kRj) exp(−Mj) exp(−Lj/2λ) (6.3)
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EXPERIMENT SSC SIMULATION
Abb. 6.42: Dreizähliges LEED-Muster einer 6H(0001)-Oberfläche. Simulation der elastischen Beugung mittels
kinematischer Theorie, des inelastischen Untergundes mittels eines SSC-Modells mit Quellen an den Atomposi-
tionen.
direkt auf einen Cluster von Atomen bei Rj angewendet. Die inelastische Abschwächung der
Amplitude erfolgt gemäß der im Material zurückgelegten Weglänge Lj und der IMFP λ.
Zur Simulation des quasielastischen Untergrunds wurde das für isotrope Emission modifizierte
SSC-Modell nach Formel 4.39 mit einer Abschwächung der einfallenden Intensität entspre-
chend der Tiefe des Emitters angewendet. Als IMFP wurde ein Wert von 14Å in einem Cluster
von 15Å Radius benutzt. Die Polarwinkel θ des Musters wurden der sphärischen Form des
Schirms entsprechend in die Größe s = sin θ transformiert.
Man erkennt, dass das SSC-Modell die Lage und Breite der Kikuchi-Bänder und die drei größ-
ten Intensitätsmaxima korrekt vorraussagt, wobei die Intensitätsmaxima als typischer SSC-
Effekt im Vergleich zum Experiment zu breit sind. Vergleicht man die Lage der elastischen
Spots, so sind weitere Übereinstimmungen, auch in der relativen Lage von elastischen und qua-
sielastischen Merkmalen, zu beobachten. Qualitativ wird die Dreizähligkeit des elastischen Mu-
sters vorhergesagt, wegen dynamischer Effekte sind aber experimentell nicht alle kinematisch
simulierten Spots vorhanden. Insgesamt zeigt also Abbildung 6.42 die qualitative Anwendbar-
keit des SCC-Modells auf quasielastische LEED-Muster von SiC-Oberflächen.
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7 Zusammenfassung
Das Ziel dieser Arbeit bestand in der experimentellen und theoretischen Untersuchung verschie-
dener Elektronenbeugungsmethoden hinsichtlich ihrer Eignung zur zerstörungsfreien Kristall-
strukturanalyse ultradünner Schichten aus Siliziumkarbid (SiC) im Ultrahochvakuum. Insbe-
sondere stand das Problem der Polytyp- und Polaritätsbestimmung solcher Schichten im Mit-
telpunkt. Es wurden die Methoden der röntgenangeregten Photoelektronenbeugung (XPD), der
Elektronenchannellingmuster (ECP), der niederenergetischen Elektronenbeugung (LEED) und
der hochenergetischen Elektronenbeugung bei streifendem Einfall (RHEED) betrachtet. Zur ef-
fektiven Interpretation der Experimente wurden verschiedene Simulationsmethoden angewen-
det und in ihren Gemeinsamkeiten und Unterschieden analysiert.
Elektronenbeugungsmethoden und ihre Simulationsmodelle Röntgenangeregte Photoelek-
tronenbeugungsmuster wurden im Rahmen des Single-Scattering-Cluster-Modells (SSC) mit
einem von mir erstellten Programm simuliert. Die dynamische Theorie der Elektronenbeugung
ist zur Simulation der Elektronenchannellingmuster erforderlich. Ein von Zuo et al. [165] ver-
öffentlichtes Programm zur Simulation von konvergenten Elektronenbeugungsmustern in der
Transmissionselektronenmikroskopie (CBED) ist dazu im Rahmen dieser Arbeit von mir an das
Problem der Elektronenchannellingmuster angepasst und erweitert worden. Das SSC-Modell
nutzt eine Ortsraumdarstellung, während das ECP-Modell im reziproken Raum arbeitet.
Die Verwandtschaft von ECP und XPD wurde dadurch verdeutlicht, dass in geeigneten Fällen
die Simulationsalgorithmen der einen Methode für die jeweils andere Methode genutzt werden
können. Dazu wurde erstmals gezeigt, dass XPD-Beugungsmuster mit einem nur geringfügig
modifizierten ECP-Blochwellenalgorithmus simuliert werden können. In umgekehrter Richtung
wurde mittels eines angepassten SSC-Modells demonstriert, wie Kikuchibänder in einem Elek-
tronenrückstreumuster erscheinen. Es wurde verdeutlicht, dass die jeweils beobachteten Effekte
im Kristall an Punktquellen (XPD) bzw. Punktdetektoren (ECP) über das Reziprozitätsprinzip
zueinander in Beziehung stehen. Die Äquivalenz der Modellierung im Ortsraum und im re-
ziproken Raum wurde am Beispiel von 3C SiC durch Vergleich von Experiment und Theorie
demonstriert. Als weitere Anwendung des Blochwellenmodells der XPD wurden Beugungsmu-
ster von 2H Aluminiumnitrid berechnet, die eine dem Experiment entsprechende Abhängigkeit
vom Emitteratom und der Oberflächenpolarität zeigten.
Photoelektronenbeugung und SSC-Modell Mittels des SSC-Modells der röntgenangereg-
ten Photoelektronenbeugung konnte die Unterscheidbarkeit der SiC-Polytypen 2H, 3C, 4H und
6H erstmals durch Simulationen theoretisch begründet werden. Ebenso wurde die Polaritätsbe-





3)-Rekonstruktionen von SiC-Oberflächen in den Simulationen ergibt keine gegenüber
der Emission von ideal terminierten Oberflächen wesentlich veränderten Beugungsmuster, was
zur Klärung dieses in der Literatur diskutierten Problems beiträgt. Für die Simulation und Inter-
pretation der Beugungsmuster können also ideal terminierte Kristalle angenommen werden. Die
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Polytypunterscheidung ist auch bei verschiedenen Stapelterminierungen der Oberfläche mög-
lich, wie am Beispiel von 4H und 6H gezeigt wurde.
Der Einfluss der Mehrfachstreuung bei der XPD von 6H SiC in Richtung der Normalemission
wurde mittels angepasster Cluster in einem Mehrfachstreuprogramm unter Berücksichtigung
von bis zu sechsfacher Streuung simuliert. Dabei zeigte sich, dass schon die Zweifachstreu-
ung eine deutlich bessere Übereinstimmung mit dem Experiment zeigt als das Einfachstreumo-
dell. Vollständige Mehrfachstreusimulationen waren mit der vorhandenen Rechentechnik je-
doch nicht möglich.
Channelling und Rückstreubeugung Die polytypabhängigen Effekte in Zonenachsen-Elek-
tronenchannellingmustern konnten erstmals durch dynamische Simulationen reproduziert wer-
den. Verantwortlich für die Polytypabhängigkeit sind reflektierende Ebenen, die nicht senkrecht
zur Oberfläche liegen (HOLZ-Reflexe). Die Energieabhängigkeit solcher Effekte wurde am Bei-
spiel von 3C SiC (111) gezeigt.
Es konnte gezeigt werden, wie Elektronenrückstreumuster, die in einem RHEED-Experiment
einer Molekularstrahlepitaxieanlage beobachtet wurden, zur Unterscheidung der Polytypen 3C,
4H und 6H genutzt werden können. Dazu wurden die kinematisch vorhergesagten Positionen
der polytypabhängigen Kikuchilinien mit experimentellen Mustern verglichen.
Tiefenempfindlichkeit Die Tiefenempfindlichkeit der Methoden wird wesentlich von der in-
elastischen mittleren freien Weglänge der verwendeten Elektronen bestimmt. Die XPD mit Pho-
toelektronenenergien von etwas über 1keV besitzt eine Tiefenempfindlichkeit von etwa 2nm in
SiC. Dies wurde durch emitteraufgelöste SSC-Simulationen sowie durch Mehrfachstreusimu-
lationen an ausgewählten Atomketten unterstrichen. Die Tiefenempfindlichkeit der ECP hängt
von der Energie der benutzten Elektronen ab und liegt bei 1 bis 6keV etwa im Bereich von
2nm bis 5nm. Wegen ihrer erhöhten Oberflächenempfindlichkeit sind elastische LEED- und
RHEED-Beugungsmuster nur eingeschränkt zur Polytypunterscheidung geeignet.
Anwendungen Das Wachstum von 3C SiC auf einem 4H SiC-Substrat kann mittels XPD
charakterisiert werden. Weiterhin konnte die Stufenstruktur und Stapelterminierung einer 6H
SiC-Probe nach Hochtemperatur-Wasserstoffätzen mit XPD, quantitativem LEED und der Ra-
stertunnelmikroskopie aufgeklärt werden. Dabei wurde eine großflächige S3-Terminierung von
Stufen in der Höhe ganzer Elementarzellen gefunden. Es wurden die Photoelektronenbeugungs-
muster von 2H SiC durch Vergleich mit 2H Aluminiumnitrid (AlN) vorhergesagt. Polytypab-
hängige Peakaufspaltungseffekte wurden am Beispiel von 3C SiC und 4H SiC durch Simula-
tionen reproduziert und erklärt.
Insgesamt wurden die vielfältigen Möglichkeiten von Elektronenbeugungsmethoden bei der
Analyse ultradünner SiC-Schichten demonstriert. Die erhaltenen Ergebnisse zur Polytypenun-
terscheidung können im Prinzip vom Modellsystem SiC auch auf andere Materialien übertragen
werden, die in mehreren Kristallmodifikationen existieren. Damit sind Möglichkeiten vorhan-
den, die Kristallstruktur ultradünner Schichten effektiv zu analysieren.
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A Zusammenstellung wichtiger Daten
Wichtige Daten von SiC und AlN im Vergleich zu anderen bekannten Materialien sind in Tabel-
le A.1 zusammengestellt. Zu beachten ist dabei, dass bei der für SiC angegebenen „Schmelz-
temperatur“ das Material sublimiert.
Eigenschaft Si GaAs 3C-SiC 4H-SiC 6H-SiC AlN Diamant
Gitterkonstante kub a0[Å] 5.403 5.65 4.3596 3.567
hex a0[Å] 3.0827 3.073 3.0806 3.11
c0[Å] 7.5512 10.053 15.173 4.98
Dichte [g/cm3] 2.328 5.32 3.210 3.210 3.211 3.255 3.515
Schmelztemperatur [◦C] 1420 1238 1800 1800 1800 3000 4000
(sublimiert) (sublimiert) (sublimiert)
Bandgap [eV] 1.1 1.43 2.39 3.26 3.02 6.2 5.45
Durchbruchfeld [105 V/cm] 6 6 20 30 32 >50 100
Wärmeleitung [W/cmK] 1.5 0.46 5 4.9 4.9 3.0 20
Brechungsindex 467nm 3.5 3.4 2.7104 2.7186 2.7074 3.32 2.42
Tabelle A.1: Wichtige Materialeigenschaften einiger Halbleiter im Vergleich zu SiC [24, 25]
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B Software
In diesem Anhang folgen kurze Beschreibungen der von mir erstellten Programme zur Simulati-
on und Auswertung von Photoelektronenbeugungsmustern und Elektronenchannellingmustern.
B.1 ESPANA
Zur Auswertung der gemessenen Photoelektronenspektren dient das Paket ESPANA, welches
als Sammlung von Makros für das kommerzielle Programm MICROCAL ORIGIN erstellt wur-
de. Damit ist der Import und die graphische Darstellung von Photoelektronenspektren des
SPECTRA-Programms möglich, das zur Messung der Spektren und Steuerung der Analyse-
analage dient. Es kann die Auswertung von Polar- und Azimutscans durch die automatische
Bestimmung von Peakhöhen und Intensitäten über linearen oder konstanten Untergründen er-
folgen. ESPANA erzeugt Dateien, die direkt in DAMAT (Abschnitt B.3) importierbar und dort
als zweidimensionale Muster darstellbar sind.
Abb. B.1: Bildschirmansicht von MICROCAL ORIGIN mit ESPANA.
B.2 CALCMAT
Das Programm CALCMAT führt Einfachstreurechnungen für Polarplots und vollständige Beu-
gungsmuster im Rahmen des SSC-Modells durch. Dabei kann zwischen der Streuung ebener
Wellen und der Kugelwellenstreuung gewählt werden. Außerdem ist damit die Simulation der
Auger-Elektronenbeugung, des inelastischen LEED-Untergrundes und von LEED-Mustern im
Rahmen der kinematischen Theorie möglich.
Grundlage des Programms sind Eingabefiles, in denen die zu simulierende Struktur und die
weiteren Parameter definiert werden. Die Tanuma-Powell-Penn Formel kann im Programm zur
Berechnung der IMFP benutzt werden. Für die Darstellung vollständiger Beugungsmuster er-
zeugt das Programm Dateien, die direkt in DAMAT (Abschnitt B.3) importierbar und dort als
zweidimensionale Muster darstellbar sind.
calcmat wird von der Kommandozeile unter Windows folgendermaßen aufgerufen:
calcmat parameterfilename
Dabei muss der entsprechende Dateiname eingesetzt werden. Es existieren kommentierte Bei-
spieldateien, die die Modellierung verschiedener Oberflächen demonstrieren.
B.3 DAMAT
Das Programm DAMAT dient zur Darstellung und Bearbeitung von vollständigen Photoelektro-
nenbeugungsmustern, welche experimentell gemessen oder simuliert wurden. Es arbeitet unter
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Abb. B.2: Bildschirmansicht von DAMAT.
einer Windows-Oberfläche. Die einzulesenden Daten müssen in einzelnen, fortlaufend numme-
rierten Dateien vorliegen, die jeweils die Daten für Polarscans bei einem festen Azimut enthal-
ten. Die dargestellten Muster können als BMP-Dateien abgespeichert und in anderen Program-
men weiterverwendet werden. Im Programm ist es möglich, den Kontrast und die Helligkeit, die
Skalierung und die Glättung der Beugungsmuster anzupassen. Eine Korrektur experimenteller
Verschiebungen der Polarscans und Intensitätsschwankungen ist ebenfalls möglich.
B.4 ECP
Das Programm ECP ist eine an das Problem der Elektronenchannellingmuster angepasste Ver-
sion des von Zuo et al. veröffentlichten FORTRAN-Programms TCBED [16, 165]. Dieses Pro-
gramm wird eigentlich zur Simulation von konvergenten Elektronenbeugungsmustern in der
Transmissionselektronenmikroskopie verwendet, beinhaltet aber das auch für die Channelling-
muster benutzte Blochwellenmodell. Die Anregungskoeffizienten der Blochwellen werden vom
ursprünglichen TCBED geliefert und dann in den entsprechenden Formeln der hinzugefügten
Channelling-Modelle weiterverwendet. Insbesondere wurden die „Forward-Backward-Approxi-
mation“ (Formel 4.51) und das Modell nach Rossouw et al. (Formel 4.48) in das Programm
inkorporiert.
Als Parameter benötigt das Programm die atomare Zusammensetzung und Struktur der Ein-
heitszelle, eine Liste der betracheten Gitterebenen, sowie Angaben über den einfallenden Elek-
tronenstrahl. Zur Simulation der Photoelektronenbeugung mit dem Blochwellenmodell ist noch
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