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ON STRONGLY PRIMARY MONOIDS, WITH A FOCUS ON PUISEUX MONOIDS
ALFRED GEROLDINGER, FELIX GOTTI, AND SALVATORE TRINGALI
Abstract. Primary and strongly primary monoids and domains play a central role in the ideal and
factorization theory of commutative monoids and domains. Among others, it is known that primary
monoids satisfying the ascending chain condition on divisorial ideals (e.g., numerical monoids) are strongly
primary; and the multiplicative monoid of non-zero elements of a one-dimensional local domain is primary
and it is strongly primary if the domain is noetherian. In the present paper, we focus on the study of
additive submonoids of the non-negative rationals, called Puiseux monoids. It is easy to see that Puiseux
monoids are primary monoids, and we provide conditions ensuring that they are strongly primary. Then
we study local and global tameness of strongly primary Puiseux monoids; most notably, we establish an
algebraic characterization of when a Puiseux monoid is globally tame. Moreover, we obtain a result on
the structure of sets of lengths of all locally tame strongly primary monoids.
1. Introduction
A (commutative and cancellative) monoid H is primary if it is not a group and if for each two non-
invertible elements a, b ∈ H there is n ∈ N such that bn ∈ aH . On the other hand, H is strongly primary
if for each non-invertible element a ∈ H there is n ∈ N such that mn ⊂ aH , where m is the non-empty
set of non-invertible elements of H . A domain R is (strongly) primary if its multiplicative monoid of
non-zero elements is (strongly) primary. Thus, a domain is primary if and only if it is one-dimensional
and local. Every primary Mori monoid is strongly primary, which implies that numerical monoids and
one-dimensional local Mori domains are strongly primary. If R is a weakly-Krull Mori domain, then its
localizations at height-one prime ideals are strongly primary, whence its monoid of (v-invertible divisorial)
ideals is a coproduct of strongly primary monoids. So we see that (strongly) primary monoids play a central
role in the ideal and factorization theory of commutative monoids and domains.
The goal of the present paper is twofold. In Section 3 we concentrate on Puiseux monoids, that is,
additive submonoids of the non-negative rationals. These are primary monoids generalizing numerical
monoids, and have attracted quite a lot of attention in recent literature, also in relation to the study of
semigroup algebras (e.g., [13, 37]). In Subsections 3.1 and 3.2, we inquire into the algebraic properties
of Puiseux monoids, with a focus on conductors and conditions enforcing strong primariness. Then we
investigate the arithmetic properties of strongly primary Puiseux monoids, with emphasis on local and
global tameness. To recall these concepts, let H be an atomic monoid. The local tame degree t(H,u)
(of an atom u) is the smallest N ∈ N0 ∪ {∞} such that, in any given factorization of a multiple a ∈ uH
of u, at most N atoms have to be replaced by at most N new atoms to obtain a factorization of a that
contains u. The global tame degree t(H) is the supremum of the local tame degrees over all atoms, and
we say that H is globally tame if t(H) < ∞. Among others, we provide a characterization of global
tameness (Theorem 3.8), and we carefully work out the similarities and differences between the arithmetic
of strongly primary Puiseux monoids on one side and the arithmetic of strongly primary domains and
finitely primary monoids on the other side. Theorem 3.11 shows that the cardinality of the class consisting
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of strongly primary Puiseux monoids that are either globally tame or locally but not globally tame is at
least as large as the cardinality of the class consisting of additive subgroups of the rationals.
In Section 4 we study the arithmetic of locally tame strongly primary monoids, with a focus on their
sets of lengths. There are Puiseux monoids having every finite set L ⊂ N≥2 as a set of lengths. In contrast
to this, sets of lengths of locally tame strongly primary monoids are well-structured. Our main result on
sets of lengths is Theorem 4.1. Beyond that we provide, among others, the first example of a primary
BF-monoid having irrational elasticity (Example 4.2).
2. Background on primary monoids
2.1. General Notation. We denote by P, N, N0, Z, Q, and R the set of prime numbers, positive integers,
non-negative integers, integers, rational numbers, and real numbers, respectively. For a, b ∈ R ∪ {±∞},
we let Ja, bK denote the discrete interval {x ∈ Z : a ≤ x ≤ b}, and we let [a, b], ]a, b], etc. denote the usual
real intervals. Let G be an abelian group, and take A,B ⊂ G. Then A + B = {a + b : a ∈ A, b ∈ B}
denotes the sumset and A−B = {a− b : a ∈ A, b ∈ B} denotes the difference set of A and B. In addition,
for k ∈ N, we let kA = A+ · · ·+A and k ·A = {ka : a ∈ A} denote the k-fold sumset of A and the dilation
of A by k, respectively. For a non-empty subset L ⊂ N, we call ρ(L) = supL/minL the elasticity of L
and we set ρ({0}) = 1.
2.2. Monoids. Throughout this paper, the term ‘monoid’ refers to a commutative cancellative semigroup
with identity element while the term ‘domain’ refers to a commutative ring with identity and without
non-zero zero divisors. In the present section and in Section 4, we use multiplicative notation because
some of the main examples we have in mind stem from ring theory (note that the multiplicative subset
R• = R \ {0} of a domain R is a monoid). Only in Section 3, where we study additive submonoids of the
non-negative rationals, we use additive notation. We briefly recall some ideal-theoretic and arithmetic
concepts in the context of monoids.
Let H be a monoid. Then H× denotes the group of invertible elements, Hred = H/H
× the associated
reduced monoid, and q(H) the quotient group of H . We define
• H ′ = {x ∈ q(H) : there exists some N ∈ N such that xn ∈ H for all n ≥ N},
• H˜ = {x ∈ q(H) : there exists some N ∈ N such that xN ∈ H}, and
• Ĥ = {x ∈ q(H) : there exists c ∈ H such that cxn ∈ H for all n ∈ N};
and we call H ′ the seminormal closure, H˜ the root closure, and Ĥ the complete integral closure of H ,
respectively. Then we have
(2.1) H ⊂ H ′ ⊂ H˜ ⊂ Ĥ ⊂ q(H) ,
where all inclusions can be strict. We say that H is seminormal if H = H ′, root-closed if H = H˜ , and
completely integrally closed if H = Ĥ . Note that H ′ is seminormal, H˜ is root-closed, but Ĥ may not be
completely integrally closed ([27, Theorem 3]). However, if the conductor (H :Ĥ) = {x ∈ q(H) : xĤ ⊂ H}
is non-empty, then Ĥ is completely integrally closed. The monoid H is said to be
• v-noetherian (or a Mori monoid) if it satisfies the ascending chain condition on divisorial ideals,
• a Krull monoid if it is a completely integrally closed Mori monoid,
• a valuation monoid if for all a, b ∈ H either a | b or b | a,
• primary if H 6= H× and for all a, b ∈ H \H× there exists n ∈ N such that bn ∈ aH , and
• strongly primary if H 6= H× and for each a ∈ H \H× there exists n ∈ N such that (H \H×)n ⊂ aH .
We let M(a) denote the smallest n ∈ N having this property, and we set
M(H) = sup{M(u) : u ∈ A(H)}.
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Strongly primary monoids are the objects of study in the present paper, and we discuss them in Subsec-
tion 2.4. If H is primary, then it follows from [22, Proposition 1] and [33, Lemma 2.5] that
(2.2) H ′ = H˜ and H× = H˜× ∩H = Ĥ× ∩H .
Further, we use that a valuation monoid H is completely integrally closed if and only if either H = H×
or H is primary ([44, Chapter 16.3]). For a set P , we denote by F(P ) the free commutative monoid with
basis P . Every element a ∈ F(P ) can be written uniquely in the form
a =
∏
p∈P
pvp(a) ,
where vp(a) ∈ N0 is the p-adic valuation of a, and we call |a| =
∑
p∈P vp(a) the length of a.
2.3. Arithmetic of monoids. We proceed to gather the arithmetic concepts needed in the sequel. For
details and proofs we refer to [25, Chapter 1]. We denote by Z(H) = F(A(Hred)) the factorization monoid
of H and let π : Z(H)→ Hred be the factorization homomorphism. For an element a ∈ H ,
• Z(a) = π−1(aH×) is the set of factorizations of a,
• L(a) = {|z| : z ∈ Z(a)} ⊂ N0 is the set of lengths of a, and
• L (H) = {L(a) : a ∈ H} is the system of sets of lengths of H .
Note that L(a) = {0} if and only if a ∈ H×, and that 1 ∈ L(a) if and only if a ∈ A(H). We say that H is
• atomic if Z(a) 6= ∅ for every a ∈ H ,
• a BF-monoid if L(a) is finite and non-empty for every a ∈ H , and
• an FF-monoid if Z(a) is finite and non-empty for every a ∈ H .
Our focus in this section and in Section 3 is on (local and global) tameness. In Section 4 we show that
locally tame strongly primary monoids share a variety of further arithmetic finiteness properties. For the
remainder of this subsection, suppose that H is an atomic monoid. To introduce the concept of tameness,
we first need a distance function. Consider two factorizations z, z′ ∈ Z(a), say
z = u1 · . . . · uℓv1 · . . . · vm and z
′ = u1 · . . . · uℓw1 · . . . · wn,
where ℓ,m, n ∈ N0 and all ui, vj , wk are in A(Hred) with {v1, . . . , vm} ∩ {w1, . . . , wn} = ∅. Then we call
d(z, z′) = max{m,n} ∈ N0 the distance between z and z′. For an atom u ∈ A(Hred), the local tame degree
t(H,u) ∈ N0 is the smallest N ∈ N0 ∪ {∞} with the following property:
If Z(a) ∩ uZ(H) 6= ∅ and z ∈ Z(a), then there exists z′ ∈ Z(a) ∩ uZ(H) such that d(z, z′) ≤ N .
We say that H is
• locally tame if t(H,u) <∞ for all u ∈ A(Hred), and
• (globally) tame if the tame degree t(H) = sup{t(H,u) : u ∈ A(Hred)} is finite.
If u is a prime, then every factorization of a multiple a ∈ uH of u contains u, whence t(H,u) = 0. The
atomic monoid H is factorial if and only if all its atoms are prime, whence H is factorial if and only if
t(H) = 0. If u is not a prime, then t(H,u) ∈ N0 is the smallest N ∈ N0∪{∞} with the following property:
If m ∈ N and v1, . . . , vm ∈ A(H) are such that u | v1 · . . . · vm, but u divides no proper subproduct
of v1 · . . . · vm, then there exist ℓ ∈ N and u2, . . . , uℓ ∈ A(H) such that v1 · . . . · vm = uu2 · . . . · uℓ
and max{ℓ, m} ≤ N (in other words, max{1 + min L(u−1v1 · . . . · vm),m} ≤ N).
The property of being tame is studied via the invariant
Λ(H) = sup{min L(a) : a ∈ H} ∈ N0 ∪ {∞}
and via the local elasticities ρk(H) for k ∈ N. To recall their definition, let us fix k ∈ N. Then ρk(H) = k
if H = H×, and
ρk(H) = sup{supL : L ∈ L (H) with k ∈ L} ∈ N≥k ∪ {∞} otherwise.
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As a result, it is not hard to verify that
(2.3) ρ(H) := sup{ρ(L) : L ∈ L (H)} = lim
k→∞
ρk(H)
k
.
We call ρ(H) the elasticity of H , and we say that H has accepted elasticity if there is L ∈ L (H) such
that ρ(L) = ρ(H). If H is not factorial, then (by [25, Theorem 1.6.6])
(2.4) max{2, ρ(H)} ≤ t(H) .
For an atom u ∈ A(H), let τ(H,u) be the smallest N ∈ N0 ∪ {∞} with the following property:
If m ∈ N and v1, . . . , vm ∈ A(H) such that u divides the product v1 · . . . · vm but no proper
subproduct, then min L
(
u−1v1 · . . . · vm
)
≤ N .
If H is strongly primary, then
min L
(
u−1v1 · . . . · vm
)
≤ Λ(H) , m <M(u) , and
min L
(
u−1v1 · . . . · vm
)
≤ max L
(
u−1v1 · . . . · vm
)
≤ maxL(v1 · . . . · vm) ≤ ρM(u)−1(H) .
Thus, we have the following lemma.
Basic Lemma 2.1. Let H be a strongly primary monoid.
1. Then
(2.5) H is locally tame if and only if τ(H,u) <∞ for all u ∈ A(H) .
2. If
(2.6) either Λ(H) <∞ or ρk(H) <∞ for all k ∈ N ,
then H is locally tame.
All locally tame strongly primary monoids known so far satisfy one of the two properties in (2.6).
2.4. Strongly primary monoids. Whereas primary monoids need not be atomic (e.g., (Q≥0,+) is
primary but not atomic), strongly primary monoids satisfy the stronger condition of being BF-monoids.
Lemma 2.2. Let H be a monoid with non-empty maximal ideal m = H \ H×. Then the following
statements are equivalent.
(a) H is strongly primary.
(b) H is a BF-monoid and for all u ∈ A(H) there is n ∈ N such that mn ⊂ uH.
(c) H is primary and there exist a ∈ m and n ∈ N such that mn ⊂ aH.
Proof. (a)⇒ (b) If a ∈ H \H× and a = u1 · . . . ·uk with k ∈ N and u1, . . . , uk ∈ H \H×, then k ≤M(a).
Thus, a can be written as a product of atoms, and sup L(a) ≤M(a).
(b) ⇒ (c) It is obvious.
(c) ⇒ (a) For every b ∈ m there is m ∈ N such that am ⊂ bH , whence mmn ⊂ amH ⊂ bH . 
Thus, strongly primary monoids are primary BF-monoids. However, there are seminormal primary BF-
monoids and primary FF-monoids that are not strongly primary (see [28, Example 4.7] and Example 3.5,
respectively). Example 3.5 provides (primary) Puiseux monoids that are BF but not strongly primary.
To discuss examples of strongly primary monoids, let us first mention that all primary Mori monoids
([29, Lemma 3.1]) are strongly primary. Moreover, saturated submonoids of primary monoids, strongly
primary monoids, primary Mori monoids are respectively primary, strongly primary, and primary Mori,
unless they are groups ([25, Proposition 2.4.4 and Theorem 2.7.3]). Main examples of strongly primary
monoids stem from ring theory. Let R be a domain. Then its multiplicative monoid R• of non-zero
elements is primary if and only if R is one-dimensional and local. If R is a one-dimensional local Mori
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domain, then R• is a primary Mori monoid and, therefore, strongly primary. If R• is strongly primary,
then it follows from [33, Theorems 3.8 and 3.9] that
(2.7) either Λ(R•) <∞ or ρk(R
•) <∞ for all k ∈ N ,
whence R• is locally tame by (2.6), and we have the following characterization.
Theorem 2.3 (Characterization of global tameness for strongly primary domains). [33, Theorems 3.8
and 3.9] For a strongly primary domain, the following statements are equivalent.
(a) R• is globally tame.
(b) ρ(R•) <∞.
(c) ρk(R
•) <∞ for all k ∈ N.
(d) Λ(R•) =∞.
Finitely primary monoids are the best investigated class of strongly primary monoids. We recall the
definition. A monoid H is said to be finitely primary (of rank s ∈ N and exponent α ∈ N) if H is a
submonoid of a factorial monoid F = F× ×F({p1, . . . , ps}) satisfying
H \H× ⊂ p1 · . . . · psF and (p1 · . . . · ps)
αF ⊂ H .
If this holds, then H× = F× ∩H , Ĥ = F , and (H :Ĥ) 6= ∅ (note that finitely primary monoids need not
be Mori; see [45]). If H is finitely primary (with H ⊂ F as above), then it follows from [25, Theorem 3.1.5]
that
(2.8) either Λ(H) <∞ or ρk(H) <∞ for all k ∈ N ,
whence H is locally tame by (2.6), and we have the following characterization.
Theorem 2.4 (Characterization of global tameness for finitely primary monoids). [25, Theorems 2.9.2
and 3.1.5] For a finitely primary monoid H, the following statements are equivalent.
(a) H is globally tame.
(b) ρ(H) <∞.
(c) ρk(H) <∞ for all k ∈ N.
(d) Λ(H) =∞.
(e) s = 1.
It is clear that an additive submonoid H of (Ns0,+), with H \ {0} ⊂ N
s and (f, . . . , f) + Ns0 ⊂ H for
some f ∈ N, is finitely primary of rank s. An additive submonoid H of (N0,+) with finite complement
N0 \ H is called a numerical monoid. Numerical monoids are finitely generated and finitely primary of
rank one, so they are strongly primary. Finitely primary monoids occur naturally in ring theory ([25,
Proposition 2.10.7]) and in module theory ([3, Theorems 5.1 and 5.3]). If H ⊂ F is finitely primary (with
all notation as above), then
v(H) = {(n1, . . . , ns) ∈ N
s
0 : εp
n1
1 · . . . · p
ns
s ∈ H for some ε ∈ F
×} ⊂ (Ns0,+)
is called the value semigroup of H . Clearly, v(H) is finitely primary again. Value semigroups play a crucial
role in the study of one-dimensional local domains (see, e.g., [6, 7]).
The next lemma offers a further (but less straightforward) sufficient condition for local tameness. As the
second part of the lemma indicates, such a condition ensures the local tameness of the seminormalization
of any strongly primary monoid whose complete integral closure is Krull.
Lemma 2.5. Let H be a strongly primary monoid.
1. If (H :Ĥ) 6= ∅, then H is locally tame.
2. If Ĥ is Krull, then H ′ is a locally tame primary Mori monoid with Ĥ ′ = Ĥ and (H ′ :Ĥ) 6= ∅.
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Proof. 1. This part follows from [33, Theorem 3.9].
2. Suppose that Ĥ is Krull. Since Ĥ is completely integrally closed, it follows that Ĥ ′ = Ĥ . The
monoid H ′ is seminormal, and it is primary by [44, Theorem 15.4] (we use that H ′ = H˜ by (2.2)).
Since the conductor of a seminormal primary monoid is non-empty by [26, Proposition 4.8], we infer that
(H ′ :Ĥ) 6= ∅. Since H ′ is primary and Ĥ is Krull, H ′ is Mori by [51, Theorem 4.1]. Thus, H ′ is strongly
primary with non-empty conductor and hence it is locally tame by part 1. 
If H is strongly primary, then Ĥ ′ is completely integrally closed, and so is Ĥ provided that (H :Ĥ) 6= ∅.
If H is a primary Mori monoid with (H : Ĥ) 6= ∅, then Ĥ is Krull. However, in general, the complete
integral closure of a primary Mori monoid (note even of a primary Mori domain) may not be Mori ([49,
Example 9]) or completely integrally closed (for a survey see [5, Section 7]). The assumptions made in
Lemma 2.5 are most natural for strongly primary monoids stemming from ring theory, whose properties
are however in stark contrast to the analogous properties of strongly primary Puiseux monoids (as we will
see in Theorem 3.3).
We end this subsection with a characterization of global tameness, and for this we need to introduce
the ω(H, ·) invariants. For an atomic monoid H and an atom u ∈ A(H), let ω(H,u) be the smallest
N ∈ N0 ∪ {∞} with the following property:
If k ∈ N and a1, . . . , ak ∈ H (it is equivalent to assume that a1, . . . , ak ∈ A(H)) with u | a1 · . . . ·ak,
then there is a subset Ω ⊂ J1, kK such that
|Ω| ≤ N and u |
∏
λ∈Ω
aλ .
We set ω(H) = sup{ω(H,u) : u ∈ A(H)} ∈ N ∪ {∞}.
Lemma 2.6. Let H be a strongly primary monoid. Then the following statements are equivalent.
(a) H is globally tame.
(b)
⋂
u∈A(H) uH 6= ∅.
(c) M(H) <∞.
Proof. Parts (a) and (b) are equivalent by [33, Theorem 3.8]. Next we show that (c) implies (a). By
definition, we obtain that ω(H,u) ≤M(u) for all u ∈ A(H), whence ω(H) ≤M(H). Since t(H) ≤ ω(H)2
by [30, Proposition 3.5], part (a) holds. To show that (b) implies (c) we choose an element f in the given
intersection. If u ∈ A(H), then (H \H×)M(f) ⊂ fH ⊂ uH . As a result, M(u) ≤M(f) for all u ∈ A(H),
which implies that M(H) ≤M(f). 
3. Strongly primary Puiseux monoids
In this section we focus on the study of submonoids of (Q≥0,+), here called Puiseux monoids. This
gives rise to an entirely new class of strongly primary monoids with arithmetic properties that stand in
stark contrast to those of primary domains (as outlined in Subsection 2.2.4). The main results in this
section are Theorems 3.3, 3.8, and 3.11. In particular, Theorem 3.3 characterizes numerical monoids as
the only Puiseux monoids that are both finitely and strongly primary, and as the only Puiseux monoids
that are both strongly primary and primary Mori with non-empty conductor.
3.1. Algebraic closures and conductor of Puiseux monoids. First, we introduce some useful nota-
tion. If x ∈ Q, then the unique integers a and b such that b ≥ 1, x = a/b, and gcd(a, b) = 1 are denoted
by n(x) and d(x), and called the numerator and the denominator of x, respectively. For each X ⊂ Q, we
set n(X) = {n(x) : x ∈ X} and d(X) = {d(x) : x ∈ X}. Moreover, we set X• = X \ {0} and let 〈X〉
denote the submonoid of (Q,+) generated by X .
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Let H be a Puiseux monoid that is nontrivial (i.e., H 6= {0}). As H ∩ N is non-empty, for x, y ∈ H
satisfying that y ∈ x+H we write x |H y instead of x | y to avoid conflicts with the standard notation of
division in the multiplicative monoid N.
LetH be a nontrivial Puiseux monoid. For any x, y ∈ H•, it follows that n(x)d(y)y = n(y)d(x)x ∈ x+H .
Hence H is primary, and H• is its maximal ideal.
Proposition 3.1. Let H be a nontrivial Puiseux monoid, and set n = gcd n(H). Then the following
statements hold.
1. H ′ = H˜ = Ĥ = q(H) ∩Q≥0 = n · 〈1/d : d ∈ d(H•)〉.
2. H is a valuation monoid if and only if H is seminormal.
3. Ĥ is a valuation monoid.
Proof. 1. The first equality follows from (2.2) and the fact that Puiseux monoids are primary. Clearly,
we have H ′ ⊂ Ĥ ⊂ q(H) ∩Q≥0. In order to show that q(H) ∩Q≥0 ⊂ n · 〈1/d : d ∈ d(H
•)〉, we choose an
element z = y − x ∈ q(H) ∩Q≥0 with x, y ∈ H . Then d(z) divides lcm(d(x), d(y)), and a straightforward
calculation shows that d(H•) is closed under taking positive divisors and least common multiples. Hence
d(z) ∈ d(H•) and
z =
n(z)
d(z)
∈ n · 〈1/d : d ∈ d(H•)〉.
To verify that n · 〈1/d : d ∈ d(H•)〉 ⊂ H ′, take k ∈ N and q1, . . . , qk ∈ H•, and then consider
x = n
(
m1
d(q1)
+ · · ·+
mk
d(qk)
)
∈ n · 〈1/d : d ∈ d(H•)〉,
where m1, . . . ,mk ∈ N. For each i ∈ J1, kK, the fact that n(qi)
(
mi
d(qi)
n
)
= minqi ∈ H implies that
mi
d(qi)
n ∈ H˜ . Thus, x ∈ H˜ = H ′ by (2.2).
2. It is well known that every valuation monoid is seminormal. Conversely, suppose that H is semi-
normal. Then it follows from the previous part that H = q(H) ∩ Q≥0. Thus, y − x ∈ q(H) ∩ Q≥0 = H
for all x, y ∈ H with x ≤ y. Hence H is a valuation monoid.
3. This is an immediate consequence of parts 1 and 2. 
With this in hand, we can give an explicit description of the conductor of a Puiseux monoid. We
assume that 0 is the supremum of the empty set.
Proposition 3.2. Let H be a Puiseux monoid with conductor f = (H : Ĥ), and set σ = sup (Ĥ \ H).
Then
f =
{
∅ if σ =∞ ,
H≥σ if σ <∞ .
In particular, if H = Ĥ, then f = H≥0 = H.
Proof. Clearly, H = Ĥ implies that (H : Ĥ) = H = H≥0. Suppose H 6= Ĥ and note that (H : Ĥ) ⊂ H .
We distinguish two cases.
Case 1: σ = ∞. Take x ∈ Ĥ . Since Ĥ \H is unbounded, there exists x′ ∈ Ĥ \H such that x′ > x.
Then taking y = x′ − x ∈ Ĥ , one can see that x + y = x′ /∈ H . As a result, x /∈ (H : Ĥ). Thus, one
obtains that f = ∅.
Case 2: σ <∞. Proceeding as we did in the previous paragraph, we can argue that Ĥ<σ and (H : Ĥ)
are disjoint, which implies that (H : Ĥ) ⊂ H≥σ. To show the reverse inclusion, take x ∈ H≥σ. If σ /∈ H ,
then x > σ and so x + Ĥ ⊂ (Ĥ + Ĥ)>σ ⊂ Ĥ>σ = H>σ ⊂ H . So x ∈ (H : Ĥ) provided that σ /∈ H . If
σ ∈ H , then Ĥ≥σ = H≥σ and so x + Ĥ ⊂ (Ĥ + Ĥ)≥σ ⊂ Ĥ≥σ ⊂ H . Therefore x ∈ (H : Ĥ) also when
σ ∈ H . Hence H≥σ ⊂ (H : Ĥ), yielding f = H≥σ. 
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3.2. Strongly primary Puiseux monoids. We start with a result demonstrating how exceptional
strongly primary Puiseux monoids are inside the class of all strongly primary monoids.
Theorem 3.3. Let H be a strongly primary Puiseux monoid.
1. The following statements are equivalent.
(a) H is finitely generated.
(b) H is isomorphic to a numerical monoid.
(c) H is Mori with (H :Ĥ) 6= ∅.
(d) H is finitely primary.
(e) Ĥ is Krull.
(f) Ĥ is atomic.
(g) Ĥ is strongly primary.
(h) Ĥ ∼= (N0,+).
2. The set Ap = {u ∈ A(H) : p | d(u)} is finite and non-empty only for finitely many p ∈ P. In
particular, H is isomorphic to a Puiseux monoid H∗ with the additional property that, for every
p ∈ P, the set A∗p = {u ∈ A(H
∗) : p | d(u)} is either empty or infinite.
Proof. 1. (a) ⇔ (b) It follows from [39, Proposition 3.2].
(b) ⇒ (c) Finitely generated monoids are Mori with non-empty conductor by [25, Theorem 2.7.13].
(c) ⇒ (e) ⇒ (f) The complete integral closure of a Mori monoid with non-empty conductor is Krull by
[25, Theorem 2.3.5], and Krull monoids are atomic.
(f) ⇒ (h) Atomic valuation monoids are discrete valuation monoids by [44, Theorem 16.4], whence
Ĥ ∼= (N0,+).
(h) ⇒ (a) Since Ĥ = H ′ = H˜ by Proposition 3.1.1, it follows that H˜ is finitely generated. Thus, H is
finitely generated by [24, Proposition 6.1].
(h) ⇒ (g) ⇒ (f) Both implications are obvious.
(b) ⇒ (d) ⇒ (e) Clearly, every numerical monoid is finitely primary. The complete integral closure of
a finitely primary monoid is factorial and hence Krull ([25, Theorem 2.9.2]).
2. Assume to the contrary that the set P = {p ∈ P : 1 ≤ |Ap| < ∞} is infinite. Accordingly, let
(pk)k≥1 be the unique enumeration of P with p1 < p2 < . . . , and for every p ∈ P set tp =
∏
u∈Ap
d(u).
We recursively construct a strictly increasing sequence (κn)n≥1 of positive integers, as follows. We start
with κ1 = 1. Then, for each n ∈ N, we let
Pn = {p ∈ P : p | tp1 · . . . · tpκn },
and we let κn+1 be the smallest integer k > κn such that pk does not divide an =
∏
p∈Pn
tp.
Now, take m,n ∈ N with m < n. We claim that
(3.1) {p ∈ P : p | gcd(d(u), d(v))} = ∅
for every u ∈ Apκm and v ∈ Apκn. If not, there exists p ∈ P such that p | d(u) and p | d(v) for some
u ∈ Apκm and v ∈ Apκn . Then v ∈ Ap, and this in turn implies that pκn | tp, because pκn | d(v). On the
other hand, p ∈ Pn−1, since p | tκm and κm ≤ κn−1 (by the fact that m < n and the sequence (κn)n≥1
is strictly increasing). As a result, we conclude that pκn | an−1, contradicting that pκn is not a prime
divisor of an−1 by construction.
Building on these premises, we choose some q ∈ H ∩N and set un = minApκn for each n ∈ N. Since H
is strongly primary, there exists m ∈ N such that mH• ⊂ q +H . In particular,
u1 + · · ·+ um ∈ q +H.
Because H is atomic, there exist s ∈ N, v1, . . . , vs ∈ A(H), and α1, . . . , αs ∈ N0 with
(3.2)
m∑
i=1
ui = q +
s∑
i=1
αivi.
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From (3.1), there is no prime p ∈ P dividing both d(ui) and d(uj) for some i, j ∈ N with i 6= j. Therefore
we see that, for every i ∈ J1,mK, there is an index ri ∈ J1, sK such that αri 6= 0 and pki | d(vri); otherwise
the pki -valuation of the left-hand side of (3.2) would be different from the one of the right-hand side.
On the other hand, it also follows from (3.1) that there is no atom v ∈ A(H) such that pki | d(v) and
pkj | d(v) for some i, j ∈ N with i 6= j. Consequently, it is clear that ri 6= rj for all i, j ∈ J1,mK with i 6= j.
Then using that un = minApκn for every n ∈ N, we obtain
m∑
i=1
ui ≥ q +
m∑
i=1
αrivri ≥ q +
m∑
i=1
vri >
m∑
i=1
vri ≥
m∑
i=1
ui ,
a contradiction. Thus, the set P = {p ∈ P : 1 ≤ |Ap| <∞} is finite. Therefore q =
∏
p∈P
∏
u∈Ap
d(u) ∈ N,
and so H is isomorphic to the Puiseux monoid H∗ = q ·H , which has the required property. 
We proceed to offer various characterizations of strongly primary Puiseux monoids with non-empty
conductor.
Theorem 3.4. Let H be a nontrivial Puiseux monoid. Each of the first three statements below implies
its successor. Moreover, if (H : Ĥ) 6= ∅, then all four statements are equivalent.
(a) H is strongly primary.
(b) 0 is not a limit point of H•.
(c) H is a BF-monoid.
(d) H satisfies the ACCP (ascending chain condition on principal ideals).
Proof. (a) ⇒ (b) Take x ∈ H•. Since H is strongly primary, there exists m ∈ N such that mH• ⊂ x+H .
This implies that infH• ≥ x/m > 0, and hence 0 is not a limit point of H•.
(b) ⇒ (c) It follows from [40, Proposition 4.5].
(c) ⇒ (d) It follows from [25, Corollary 1.3.3].
For the rest of the proof, suppose that (H : Ĥ) 6= ∅.
(d) ⇒ (b) Suppose, by way of contradiction, that 0 is a limit point of H•. Since H satisfies the ACCP,
it is atomic. Then there exists a sequence of atoms (ui)i≥1 such that ui < 1/2
i for every i ∈ N. Then the
series
∑∞
n=1 un converges to a limit ℓ ∈]0, 1[ and, as a consequence, si :=
∑i
n=1 un ∈ H∩ ]0, 1[ for every
i ∈ N. Since (H : Ĥ) 6= ∅, Proposition 3.2 guarantees that Ĥ \ H is bounded. Take x ∈ H such that
x > 1+ sup Ĥ \H . It follows from Proposition 3.1.1 that x− si ∈ Ĥ for every i ∈ N. As (H : Ĥ) 6= ∅ and
x − si > sup Ĥ \H for each i ∈ N, Proposition 3.2 ensures that x− si ∈ H for each i ∈ N. Consider the
sequence of principal ideals (x− si+H)i≥1 of H . Since x− si = x− si+1+(si+1− si) = (x− si+1)+ui+1
for every i ∈ N, the sequence (x− si +H)i≥1 is an ascending chain of principal ideals. Because each ui is
positive, the chain of ideals (x− si +H)i≥1 does not stabilize. However, this contradicts that H satisfies
the ACCP.
(b) ⇒ (a) Take ε ∈ ]0, infH•[. As (H : Ĥ) 6= ∅, Proposition 3.2 implies that σ = sup Ĥ \ H < ∞.
Take a ∈ H•, and set n = ⌈ε−1(a + σ)⌉. We claim that the n-fold sumset nH• is contained in a + H .
Indeed, if x1, . . . , xn ∈ H•, then x = x1 + · · ·+ xn > nε ≥ a+ σ. Now Proposition 3.1.1 guarantees that
x− a ∈ q(H) ∩Q>σ = Ĥ>σ = H>σ. As a result, x ∈ a+H>σ ⊂ a+H . 
Without the non-empty-conductor condition, none of the last three statements in Theorem 3.4 implies
its predecessor, as the following example indicates.
Example 3.5.
(d) 6⇒ (c) The monoid H = 〈1/p : p ∈ P〉 satisfies the ACCP by [37, Theorem 5.2], and it is not hard
to verify that A(H) = {1/p : p ∈ P}. However, H is not a BF-monoid because p ∈ L(1) for every p ∈ P.
(c) 6⇒ (b) Let (pi)i≥1 and (qi)i≥1 be two strictly increasing sequences consisting of primes such that
qi > p
2
i for every i ∈ N. Set H = 〈pi/qi : i ∈ N〉. It follows from [42, Corollary 5.6] that H is atomic, and
one can easily check that A(H) = {pi/qi : i ∈ N}. To argue that H is a BF-monoid, take x ∈ H• and
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note that since both sequences (pi)i≥1 and (qi)i≥1 are strictly increasing, there exists N ∈ N such that
qi ∤ d(x) and pi > x for every i ≥ N . As a result, if z ∈ Z(x), then none of the atoms in {pi/qi : i ≥ N}
can appear in z. Therefore |L(x)| ≤ |Z(x)| < ∞. Hence H is a BF-monoid. However, qi > p2i for every
i ∈ N implies that 0 is a limit point of H•.
(b) 6⇒ (a) For r ∈ Q>1 \ N, consider the Puiseux monoid H = 〈ri : i ∈ N0〉. It follows from [40,
Theorem 5.6] thatH is an FF-monoid and, therefore, atomic. In addition, it follows from [42, Theorem 6.2]
that A(H) = {ri : i ∈ N0}. Suppose, by way of contradiction, that H is strongly primary. Then there
exists n ∈ N such that nH• ⊂ 1 + H . Consider the element x = r + r2 + · · · + rn ∈ nH•. Now [11,
Lemma 3.2] guarantees that |Z(x)| = 1. Thus, 1 ∤H x, which contradicts that nH• ⊂ 1 +H . Hence H is
not strongly primary even though 0 is not a limit point of H•.
Although being a BF-monoid and satisfying the ACCP are equivalent conditions for a Puiseux monoid
with non-empty conductor, there are BF-monoids in this class that are not FF-monoids as well as atomic
monoids with non-empty conductors which do not belong to this class. The next example illustrates this
observation.
Example 3.6. First, consider the Puiseux monoid H = {0} ∪Q>1. It follows from Proposition 3.2 that
(H : Ĥ) 6= ∅. In addition, Theorem 3.4 guarantees that H is a BF-monoid. Note that A(H) = H∩ ]1, 2].
Now observe that for all x ∈ H∩ ]2, 3] the expression (1 + 1/n) + (x− 1− 1/n) is a length-2 factorization
in Z(x) for every integer n > 1
x−2 . This implies that |Z(x)| =∞ for all x ∈ H>2 and, therefore, H is not
an FF-monoid.
Now consider the Puiseux monoid H = 〈1/p : p ∈ P〉 ∪ Q≥1. Since the monoid 〈1/p : p ∈ P〉 is atomic
by [42, Theorem 5.5], it is not hard to check that H is also atomic. It follows from Proposition 3.2 that
(H : Ĥ) 6= ∅. Because 0 is a limit point of H•, Theorem 3.4 ensures that H is neither strongly primary
nor a monoid satisfying the ACCP.
3.3. Characterization of global tameness for strongly primary Puiseux monoids. Before pro-
ceeding to characterize strongly primary Puiseux monoids that are globally tame, let us collect the fol-
lowing lemma.
Lemma 3.7. Let H be a strongly primary Puiseux monoid. Then ρ(H) = supA(H)/ inf A(H). In
particular, H has accepted elasticity if and only if the supremum and the infimum of A(H) are attained,
and ρ(H) = 1 if and only if H ∼= (N0,+).
Proof. As H is strongly primary, 0 is not a limit point of H• and, therefore, the formula for ρ(H)
follows from [43, Theorem 3.2]. This implies the statement on accepted elasticity. If ρ(H) = 1, then
supA(H) = infA(H), which means that |A(H)| = 1. In this case, H is isomorphic to (N0,+). Conversely,
if H ∼= (N0,+), then H is factorial and ρ(H) = 1. 
The following characterization of strongly primary globally tame Puiseux monoids should be compared
with the corresponding results for finitely primary monoids (Theorem 2.4) and for strongly primary
domains (Theorem 2.3). For these classes of strongly primary monoids, global tameness is equivalent to
the finiteness of the elasticity. We should also notice that this equivalence holds true for wide classes of
noetherian domains [48, Theorems 6.2 and 7.2] but not for all Krull monoids [23, Proposition 4.1 and
Theorem 4.2]). However, neither for finitely primary monoids nor for strongly primary domains, the
non-emptiness of the conductor implies global tameness. Conversely, it is easy to see that a globally tame
monoid might have empty conductor. Indeed, consider a finitely generated monoid H0 that is not Krull.
Then H0 is globally tame and (H0 : Ĥ0) 6= ∅. As a consequence, the monoid H :=
∐
i≥1Hi, where
Hi = H0 for all i ∈ N, is globally tame with t(H) = t(H0) and (H : Ĥ) = ∅.
Theorem 3.8. Let H be a strongly primary Puiseux monoid.
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(a) H is globally tame.
(b) ρ(H) <∞.
(c) (H : Ĥ) 6= ∅.
If these statements hold, then Λ(H) =∞.
2. If Λ(H) <∞, then H is locally tame but not globally tame.
Proof. 1. (a) ⇒ (b) This holds true for all atomic monoids (see (2.4)).
(b) ⇒ (c) Because H has finite elasticity, Lemma 3.7 guarantees that A(H) is bounded. Now take
α = supA(H) and fix u ∈ A(H). As H is strongly primary, M(u)H• ⊂ u+H . Consider the set
S := {q ∈ q(H) : q /∈ H and q ≥M(u)α}.
We claim that S is the empty set. To prove this, take q ∈ q(H) satisfying that q ≥ M(u)α, and then
write q = x − y for some x, y ∈ H with x > y > 0. Since x + (M(y) − 1)u ∈ M(y)H• ⊂ y + H , one
obtains that x+ (M(y)− 1)u− y ∈ H . Consequently,
q = x− y = (x+ (M(y)− 1)u− y)− (M(y)− 1)u ∈ H − 〈u〉,
where 〈u〉 is the cyclic monoid generated by u. Now set
n0 := min{n ∈ N0 : q = x− nu for some x ∈ H},
and x0 := q + n0u (i.e., q = x0 − n0u). Suppose by contradiction that n0 > 0. Take m ∈ N and
u1, . . . , um ∈ A(H) such that x0 = u1 + · · ·+ um. Notice that
mα ≥ mmax{ui : i ∈ J1,mK} ≥ x0 > q ≥M(u)α.
Therefore m >M(u) and so
x0 = u1 + · · ·+ uM(u)−1 +
m∑
i=M(u)
ui ∈ M(u)H
• ⊂ u+H.
So one can write q = x′0 − (n0 − 1)u, where x
′
0 = x0 − u ∈ H . However, this contradicts the minimality
of n0. As a result, n0 = 0 and so q = x0 ∈ H . This implies that S is the empty set, as desired. Then
Ĥ \H ⊂ q(H) \H ⊂ Q≤M(u)α. Hence sup(Ĥ \H) <∞, and (H : Ĥ) 6= ∅ by Proposition 3.2.
(c) ⇒ (a) If (H : Ĥ) 6= ∅, then H is globally tame if and only if Ĥ is a primary valuation monoid by
[33, Theorem 3.8]. Hence the assertion follows from Proposition 3.1.3.
For the last statement of part 1, assume that (a), (b), and (c) hold. Now suppose for a contradiction
that Λ(H) < ∞. Then ρΛ(H)(H) = ∞, whence ρk(H) = ∞ for all k ≥ Λ(H). Thus, ρ(H) = ∞, which
contradicts statement (b).
2. Suppose that Λ(H) <∞. Then H is locally tame by (2.6) and it is not globally tame by part 1. 
As mentioned in the proof of Theorem 3.8, every globally tame atomic monoid has finite elasticity and,
therefore, the implication (a) ⇒ (b) in Theorem 3.8 holds for all atomic Puiseux monoids. On the other
hand, it is unknown whether the implication (a) ⇒ (c) in the same theorem holds for all atomic Puiseux
monoids. However, the strongly primary condition is crucial to establish the rest of the implications, as
the following examples illustrates.
Example 3.9.
(b) 6⇒ [(a) or (c)] Consider the Puiseux monoid H generated by the set {1} ∪ {1 + 1/p : p ∈ P}. One
can verify without much effort that A(H) = {1} ∪ {1 + 1/p : p ∈ P} and, therefore, H is atomic. Since
A(H) ⊂ [1, 2], it follows from Lemma 3.7 that ρ(H) < ∞, which is condition (b). To check that H
is not globally tame, it suffices to argue that t(1) = ∞. For p ∈ P consider the length-p factorization
zp = p(1 + 1/p) ∈ Z(1 + p). Note that every strict sub-factorization of zp produces an element of H with
unique factorization. This, along with the fact that 1 |H 1+ p, shows that t(1) ≥ p. Hence t(1) =∞, and
so H does not satisfy condition (a). As H satisfies (b) but not (a), it follows from Theorem 3.8 that H is
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not strongly primary (it also follows from Theorem 3.3.2). Since 0 is not a limit point of H , Theorem 3.4
guarantees that (H : Ĥ) = ∅. Thus, H does not satisfy condition (c).
(c) 6⇒ [(a) or (b)] It suffices to illustrate that (c) 6⇒ (b). To do this, consider the Puiseux monoid
H = 〈1/p : p ∈ P〉 ∪ Q≥1 introduced in the second part of Example 3.6. We have already seen that H is
an atomic monoid satisfying that (H : Ĥ) 6= ∅, which is condition (c). Since 0 is a limit point of H•, it
follows from [43, Theorem 3.2] that ρ(H) =∞. So H does not satisfy condition (b).
3.4. Explicit construction of strongly primary Puiseux monoids. The next example yields a
large family of strongly primary Puiseux monoids depending on countably many parameters that can be
conveniently tuned to illustrate a variety of specific phenomena. Moreover, we will need these Puiseux
monoids in the proof of Theorem 3.11 and Proposition 3.12.
Example 3.10. Let (αi)i≥1 be a sequence of positive real numbers with α = inf{αi : i ∈ N} > 0, and let
(bi)i≥1 be a sequence of positive integers such that bi | bi+1 for every i ∈ N. Then, we define
(3.3) H =
⋃
i≥1
Hi ⊂ Q≥0, where Hi = {0} ∪ (Q≥αi ∩ b
−1
i · Z) ⊂ Q≥0.
Claim 1. Take i, j ∈ N with i ≤ j. Then the following statements hold.
1. H•i +H
•
j ⊂ H
•
j and H
•
i −H
•
j ⊂ b
−1
j · Z.
2. H is a Puiseux monoid and q(H) =
⋃
i≥1 b
−1
i · Z.
Proof. 1. Pick xi ∈ H•i and xj ∈ H
•
j . Then xj ≥ αj , and there exist ai, aj ∈ N such that xi = ai/bi and
xj = aj/bj. So, taking into account that bi | bj , we obtain
xi + xj ≥ αj and xi ± xj =
aibj/bi ± aj
bj
∈ b−1j · Z.
In particular, we see that xi + xj ∈ H•j .
2. It follows immediately from part 1 that H is a Puiseux monoid. Also, it is clear that
⋃
i≥1 b
−1
i · Z
is a subgroup of (Q,+) containing H . In addition, Proposition 3.1.1 guarantees that
⋃
i≥1 b
−1
i · Z is a
subgroup of q(H) (note that gcd n(H) = 1 because a/b1 and (a+1)/b1 for all large a ∈ N). Hence we are
done, since q(H) is the smallest subgroup of (Q,+) containing H . 
Claim 2. The following statements hold.
1. H is a BF-monoid and, in particular, an atomic monoid.
2. Hi ∩A(H) ⊂ [αi, 2αi + 1[ for every i ∈ N.
3. A(H) ⊂
⋃
i≥1
(
Hi ∩ [αi, 2αi + 1[
)
.
Proof. 1. Since infH• = α > 0, it follows from Theorem 3.4 that H is a BF-monoid. In particular, H is
atomic.
2. Take u ∈ Hi ∩ A(H). Then u ≥ αi and u = c/bi for some c ∈ N. Suppose, by way of contradiction,
that u ≥ 2αi + 1. In this case, c ≥ 2αibi + 1, and one can see that
αi ≤
⌈αibi⌉
bi
= u′ ∈ H•i and αi =
2αibi + 1− (αibi + 1)
bi
<
c− ⌈αibi⌉
bi
= u− u′ ∈ H•i .
This yields u = u′ + (u− u′) ∈ 2H•. Hence u /∈ A(H), which is a contradiction.
3. As an immediate consequence of part 2, one obtains that
A(H) =
⋃
i≥1
(
Hi ∩ A(H)
)
⊂
⋃
i≥1
(
Hi ∪ [αi, 2αi + 1[
)
.

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Claim 3. The monoid H is strongly primary, and M(H) ≤ 1+sup{⌈α−1(3αi+1)⌉ : i ∈ N}. In addition,
the following statements are equivalent.
(a) supA(H) <∞.
(b) H is globally tame.
(c) (H : Ĥ) 6= ∅.
(d) ρ(H) <∞.
(e) ρk(H) <∞ for every k ∈ N.
(f) limi→∞ bi <∞ or lim inf{αi : i ∈ N} <∞.
Proof. In order to show that H is a strongly primary monoid, it suffices to verify that M(u) < ∞ for
every u ∈ A(H). Take u0 ∈ A(H). By Claim 2.3, there exists i0 ∈ N such that u0 ∈ Hi0 ∩ [αi0 , 2αi0 + 1[.
Accordingly, set n := ⌈1+α−1(3αi0 +1)⌉. It is clear that n ≤ 1+sup{⌈α
−1(3αi+1)⌉ : i ∈ N}. We aim to
prove thatM(u0) ≤ n. This will imply that H is strongly primary. Consider n elements u1, . . . , un ∈ H•,
and set u = u1 + · · · + un − u0. For each k ∈ J1, nK take ik ∈ N such that uk ∈ Hik . We may assume
without loss of generality that i1 ≥ · · · ≥ in. Then
u ≥ u1 + (n− 1)α− u0 ≥ u1 + (3αi0 + 1)− (2αi0 + 1) ≥ αi1 + αi0 ≥ αıˆ,
where ıˆ = max(i0, i1). On the other hand, it is immediate from Claim 1.1 that
u ∈ H•i1 + · · ·+H
•
in
−H•i0 ⊂ H
•
i1
−H•i0 ⊂ b
−1
ıˆ · Z.
Consequently, u ∈ Q≥αıˆ ∩ b
−1
ıˆ · Z = H
•
ıˆ ⊂ H .
Let us proceed to show that the given conditions are equivalent.
(a) ⇔ (d) Since infH• = α > 0, it follows from Lemma 3.7 that (a) and (d) are equivalent.
(b) ⇔ (c) ⇔ (d) As H is strongly primary, both equivalences follow from Theorem 3.8.
(a) ⇒ (f) Suppose by contradiction that limi→∞ bi = ∞ and lim inf{αi : i ∈ N} = ∞. Because H is
atomic and (bi)i≥1 is an unbounded sequence, |A(H)| =∞. Fix N ∈ N. As lim inf{αi : i ∈ N} =∞, the
set J = {j ∈ N : αj ≤ N} is finite. In addition, A(H) ∩ Hj is finite for every j ∈ J . Then Claim 2.3,
along with |A(H)| =∞, ensures that supA(H) ≥ N . Hence supA(H) =∞, which is a contradiction.
(f) ⇒ (a) We first observe that if limi→∞ bi < ∞, then H would be finitely generated, and so
supA(H) < ∞. On the other hand, suppose that ℓ := lim inf{αi : i ∈ N} < ∞. Take a subsequence
(αki )i≥1 of (αi)i≥1 converging to ℓ, and set s = sup{αki : i ∈ N}. Then for every j ∈ N with ℓ < αj , there
exists i ∈ N such that αki < αj and bj | bki . This implies that Hj ⊂ Hki , and so
A(H) ∩Hj ⊂ A(H) ∩Hki ⊂ [αki , 2αki + 1[⊂ [infH
•, 2s+ 1],
where the second inclusion holds by Claim 2.2. On the other hand, for those indices j ∈ N with ℓ ≥ αj ,
A(H) ∩Hj ⊂ [αj , 2αj + 1[⊂ [infH
•, 2ℓ+ 1] ⊂ [infH•, 2s+ 1].
Hence it follows from Claim 2.3 that supA(H) ≤ 2s+ 1 <∞.
(d) ⇒ (e) This holds for all atomic monoids via (2.3).
(e) ⇒ (f) Suppose, by way of contradiction, that limi→∞ bi = ∞ and lim inf{αi : i ∈ N} = ∞. As
lim inf{αi : i ∈ N} = ∞ the set S := {n ∈ N : αn < αj for every j ≥ n} has infinite cardinality. Taking
(ki)i≥1 to be a strictly increasing enumeration of S, one still has
H =
⋃
i≥1
Hki , where Hki = {0} ∪ (Qαki ∩ b
−1
ki
· Z).
So after replacing (αi)i≥1 by (αki)i≥1 and (bi)i≥i by (bki)i≥1, one can assume that (αi)i≥1 strictly increases
to infinite. In addition, if bj = bj+1 = · · · = bj+k for some j, k ∈ N, then Hj ∪Hj+1 ∪ · · · ∪Hj+k = Hj .
Thus, one can also assume that the sequence (bi)i≥1 is strictly increasing without affecting the fact that
(αi)i≥1 strictly increases to infinite. As a result, A(H) ∩Hi is a non-empty finite set for every i ∈ N.
We will prove that ρ2(H) = ∞. Fix N ∈ N and set u0 = minA(H) ∩ H1 = minA(H). Due to the
implication (a) ⇒ (f) (which has been already established), one obtains that A(H) is unbounded. Take
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un, un+1 ∈ A(H) such that d(un) = bn, d(un+1) = bn+1, and un/u0 > N + 1. Since un − u0 > 0 and
d(un − u0) | bn+1, we find that un+1 + (un − u0) ∈ H , that is, u0 |H un + un+1. Let mu0 be the largest
multiple of u0 dividing un+un+1 in H , and write un+un+1 = mu0+ x for some x ∈ H . One can readily
check that d(un + un+1 −mu0) ∤ bn. So there exists u
′
n+1 ∈ A(H) ∩ Hj for some j ≥ n + 1 such that
u′n+1 |H x. So un + un+1 = mu0 + u
′
n+1 + x
′ for certain x′ ∈ H . The maximality of m now implies that
x′ = 0, and then we have un+un+1 = mu0+u
′
n+1. Since u
′
n+1 is an atom satisfying that d(u
′
n+1) divides
bn+1, it follows that u
′
n+1 ∈ A(H) ∩Hn+1. Hence
m =
un
u0
+
un+1 − u′n+1
u0
≥
un
u0
− 1 > N.
Notice that {2,m+ 1} ⊂ L(un + un+1) because un + un+1 = mu0 + u′n+1. This, along with the fact that
m > N , implies that ρ2(H) =∞, which contradicts the statement of part (b). 
Our next result demonstrates that the cardinality of the class of strongly primary Puiseux monoids that
are globally tame or locally but not globally tame (see Theorem 3.8) is at least as large as the cardinality
of the class of additive subgroups of the rationals.
Theorem 3.11.
1. Every monoid whose quotient group is a rank-one torsion-free group and that is not a group is
isomorphic to a Puiseux monoid.
2. For every subgroup Q of (Q,+) there is a Puiseux valuation monoid V such that q(V ) = Q.
3. For every nontrivial Puiseux valuation monoid V there exists a strongly primary monoid H such
that Ĥ = V and (H : Ĥ) 6= ∅. Then the set of all non-isomorphic strongly primary globally tame
Puiseux monoids has the cardinality of the continuum.
4. For every Puiseux valuation monoid V that is not isomorphic to (N0,+), there exists a strongly
primary Puiseux monoid H such that Ĥ = V , Λ(H) < ∞, and (H : Ĥ) = ∅. Then the set of all
non-isomorphic strongly primary locally but not globally tame Puiseux monoids has the cardinality
of the continuum.
Remark. If V is a Puiseux valuation monoid isomorphic to (N0,+) and H ⊂ V a submonoid with Ĥ = V ,
then Ĥ = H˜ by Proposition 3.1.1 and (2.2), H is finitely generated because H˜ is finitely generated, and
hence (H :Ĥ) 6= ∅ by [25, Theorem 2.7.13].
Proof. 1. Let H be an additive monoid whose quotient group q(H) is a rank-one torsion-free group. Then,
by [18, Section 24], the group q(H) is isomorphic to a subgroup of (Q,+). Thus, without restriction we
may suppose that H ⊂ q(H) ⊂ Q. If H ⊂ Q≥0 or H ⊂ Q≤0, then we are done. On the other hand, if H
contains positive and negative rational numbers, then H is a group by [36, Theorem 2.9].
2. If Q is an additive subgroup of the rational numbers, then it immediately follows that Q ∩Q≥0 is a
valuation monoid with quotient group Q.
3. Let V be a nontrivial Puiseux valuation monoid. Clearly, H = {0}∪{v ∈ V : v ≥ 1} is a submonoid
of V . Since v + V ⊂ H for any v ∈ V≥1, it follows that (H : V ) 6= ∅, which implies that Ĥ = V̂ . By
Proposition 3.1.2 we have V̂ = V . Since 0 is not a limit point of H•, Theorem 3.4 implies that H is
strongly primary.
To argue the second statement of part 3, let c denote the cardinality of the continuum and let S be
the set of all strongly primary Puiseux monoids with non-empty conductors (up to isomorphism). Since
every Puiseux monoid is at most countable, |S| ≤ 2ℵ0 = c. To check that |S| ≥ c, take G and G′ to
be non-isomorphic subgroups of (Q,+). Proposition 3.1 ensures that V = G ∩ Q≥0 and V ′ = G′ ∩ Q≥0
are Puiseux valuation monoids. As we have seen before, there exist Puiseux monoids H and H ′ in S
satisfying that Ĥ = V and Ĥ ′ = V ′. Since q(H) = G 6∼= G′ = q(H ′), the Puiseux monoids H and H ′ are
not isomorphic. Hence |S| ≥ |S ′|, where S ′ denotes the set of all subgroups of (Q,+) (up to isomorphism).
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It follows from [18, Section 24] that an abelian group is isomorphic to a subgroup (Q,+) if and only if it
is a rank-one torsion-free group. Then [19, Corollary 85.2] guarantees that |S ′| = c. Hence |S| = c.
4. Let V be a Puiseux valuation monoid that is not isomorphic to (N0,+). From Proposition 3.1 one
obtains that V = q(V )∩Q≥0. On the other hand, it follows from [8, Theorem 2] that there exists a sequence
(bi)i≥1 of positive integers such that bi | bi+1 for every i ∈ N and q(V ) is isomorphic to
⋃
i≥1 b
−1
i · Z.
Hence it will suffice to construct a strongly primary Puiseux monoid H with Ĥ =
⋃
i≥1 b
−1
i ·N0 satisfying
that Λ(H) <∞ and (H : Ĥ) = ∅.
Since V is not isomorphic to (N0,+), the sequence (bi)i≥1 tends to infinity. Thus, we may assume
without restriction that it is strictly increasing with b1 ≥ 3. Accordingly, we define, for each i ∈ N,
αi = i−
1
bi
and Hi = {0} ∪ (Q≥αi ∩ b
−1
i · Z).
Note that inf{αi : i ∈ N} = α1 ≥ 2/3 > 0. Following Example 3.10, we consider the Puiseux monoid
H =
⋃
i≥1Hi. Proposition 3.1.1, along with Claim 1.2 of Example 3.10, ensures that
Ĥ =
⋃
i≥1
b−1i · N0.
Furthermore, it follows from Claim 3 of Example 3.10 that H is strongly primary. It is clear that
α′i := i + 1/bi ∈ A(H) for every i ∈ N. Then for each i ∈ N, the equality 2i = αi + α
′
i implies that
2 ∈ L(2i). Thus, Λ(H) <∞ by [33, Lemma 3.5.2] and, therefore, (H :Ĥ) = ∅ by Theorem 3.8.
As Λ(H) < ∞, it follows from Theorem 3.8.2 that H is locally tame but not globally tame. Now
by mimicking the argument we gave to verify the second statement of part 3, one can verify the second
statement of part 4. 
As pointed out in (2.7) and (2.8), all strongly primary domains and all finitely primary monoids are
locally tame. So far there is precisely one example in the literature of a strongly primary monoid that
is not locally tame (it is constructed as a submonoid of a one-dimensional local noetherian domain, [29,
Proposition 3.7 and Example 3.8]). Here we construct a strongly primary Puiseux monoid that is not
locally tame. For an additive atomic monoid H , for k ∈ N and b ∈ H , we set
Zmin(k, b) :=
{ j∑
i=1
ai ∈ Z(H) : j ≤ k, b |H
j∑
i=1
ai, and b ∤H
∑
i∈I
ai for any I ( J1, jK
}
.
Then we have
(3.4) τ(b) = sup
k
sup
z
{
min L
(
π(z)− b
)
: z ∈ Zmin(k, b)
}
.
Proposition 3.12. There exists a strongly primary Puiseux monoid that is not locally tame.
Proof. Let (ki)i≥0 be a strictly increasing sequence of integers such that k0 = 0 and ki >
3
2k
2
i−1 for each
i ∈ N. Now consider the Puiseux monoid
H :=
⋃
i≥0
Hi, where Hi :=
〈
ki +
m
2i
: m ∈ N0
〉
.
Since Hi = {0}∪
(
Q≥ki ∩ 2
−i ·Z
)
for every i ∈ N0, the monoid H belongs to the class of Puiseux monoids
constructed in Example 3.10. As a result, H is strongly primary. Because the sequence (ki)i≥0 is strictly
increasing, {ki+1/2i : i ∈ N0} ⊂ A(H) (in particular, 1 ∈ A(H)). As we know by (2.5), arguing that H is
not locally tame amounts to verifying that τ(1) =∞. For every i ∈ N consider the length-2 factorization
zi = 2(ki + 1/2
i) ∈ Z(H).
Observe that 2(ki + 1/2
i) − 1 = (2ki − ki−1 − 1) + (ki−1 + 1/2i−1) ∈ H for every i ∈ N. Therefore
1 |H π(zi), where π is the factorization homomorphism of H . In addition, for every i ∈ N the fact that
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ki + 1/2
i ∈ A(H) implies that zi ∈ Zmin(k, 1) for each k ∈ N≥2. Now fix n ∈ N≥2, set xn = π(zn) − 1,
and take z′n ∈ Z(xn). Since d(xn) = 2
n−1, the factorization z′n must contain an atom whose denominator
is at least 2n−1. This, along with the fact that xn < 2kn < kN when n < N (because 4/3 < 2 ≤ kn and
3
2k
2
n < kN ), implies that the largest atom appearing in z
′
n is of the form kn +m/2
n or kn−1 +m
′/2n−1
(for m,m′ ∈ N such that 2 ∤ mm′).
Let us verify that the largest atom appearing in z′n cannot be of the form kn +m/2
n for any m ∈ N
such that 2 ∤ m. Suppose, by way of contradiction, that this is not the case. Then because 2kn > xn, the
factorization z′n must contain exactly one copy of the atom kn +m/2
n, and so one can write
(3.5) 2kn +
1
2n−1
− 1 = kn +
m
2n
+
N∑
i=1
ui,
for some N ∈ N and u1, . . . , uN ∈ A(H) such that d(ui) ≤ 2n−1 for each i ∈ J1, NK. After taking 2-adic
valuation in both sides of (3.5) one finds that 2 | m, which is a contradiction.
Let u be an atom appearing in z′n. By the conclusion of the previous paragraph, d(u) ≤ 2
n−1 and so
u ∈
⋃n−1
i=0 A(Hi). From this, one can deduce (as in Claim 2 of Example 3.10) that u < 2kn−1 + 1. Then
2(kn + 1/2
n)− 1 = xn ≤ |z′n| (2kn−1 + 1), along with 2kn ≥ 3k
2
n−1 + 1, yields
|z′n| ≥
2kn +
1
2n−1 − 1
2kn−1 + 1
>
2kn − 1
3kn−1
≥ kn−1.
As a result, min L(π(zn)− 1) = min L(xn) ≥ kn−1. As n was arbitrarily taken in N≥2,
τ(1) ≥ sup
k≥2
sup
z
{
min L(π(z)− 1) : z ∈ Zmin(k, 1)
}
≥ sup
k≥2
sup
{
min L(π(zn)− 1) : n ∈ N≥2
}
≥ sup {kn−1 : n ∈ N≥2} =∞.
Thus, τ(1) =∞, which implies that H is not locally tame. 
4. Sets of lengths of locally tame strongly primary monoids
4.1. Structure theorem for sets of lengths and unions of sets of lengths. We proceed to study
sets of lengths and unions of sets of lengths of locally tame strongly primary monoids. In order to do so
we first introduce sets of distances and catenary degrees.
Let H be a multiplicatively written BF-monoid. If ρ(H) > 1, then there is a ∈ H with |L(a)| > 1,
whence the n-fold sumset L(a) + · · · + L(a) is contained in L(an). This implies that |L(an)| > n for
every n ∈ N. For a finite set L = {m1, . . . ,mk} ⊂ Z, with k ∈ N0 and m1 < · · · < mk, we denote by
∆(L) = {mi −mi−1 : i ∈ J2, kK} ⊂ N the set of distances of L and by
∆(H) =
⋃
L∈L (H)
∆(L) ⊂ N
the set of distances of H . By definition, ∆(H) = ∅ if and only if ρ(H) = 1 and if this holds, then H is
said to be half-factorial.
Take a ∈ H and N ∈ N. A finite sequence z0, . . . , zk ∈ Z(a) is called a (monotone) N -chain of
factorizations of a if d(zi−1, zi) ≤ N for each i ∈ J1, kK (and |z0| ≤ · · · ≤ |zk| or |z0| ≥ · · · ≥ |zk|). The
catenary degree c(a) (resp., the monotone catenary degree cmon(a)) is the smallest N ∈ N0 such that each
two factorizations z, z′ ∈ Z(a) can be concatenated by an N -chain of factorizations (resp., by a monotone
N -chain of factorizations). It is easy to see that c(a) ≤ cmon(a) ≤ max L(a). Then
c(H) = sup{c(a) : a ∈ H} ∈ N0 ∪ {∞} and cmon(H) = sup{cmon(a) : a ∈ H} ∈ N0 ∪ {∞}
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are the catenary degree and the monotone catenary degree of H , respectively. The monoid H is factorial
if and only if c(H) = 0. If H is not half-factorial, then it follows from [25, Sections 1.4 and 1.6] that
(4.1) min∆(H) = gcd∆(H), 2 + sup∆(H) ≤ c(H) ≤ t(H), and c(H) ≤ cmon(H) .
For every k ∈ N, we set Uk(H) = {k} if H = H× and we set
Uk(H) =
⋃
k∈L∈L (H)
L
otherwise. We call Uk(H) the union of sets of lengths containing k. Then
ρk(H) = supUk(H), and we set λk(H) = minUk(H) .
The structure of unions of sets of lengths has been studied for a wide range of monoids and domains (see
[14, 4, 15, 52] for recent progress).
There are various results showing that given sets occur as sets of lengths in primary BF-monoids.
Indeed, let L ⊂ N≥2 be a finite set. Then there are a numerical monoid H and an element a ∈ H such
that L = L(a) ([34, Theorem 3.3]). For every sufficiently large s ∈ N, there are a locally tame primary
Mori monoid Hs ⊂ (N
s
0,+) with non-empty conductor and an element a ∈ Hs such that L = L(a) ([29,
Theorem 4.2]). Moreover, there is a Puiseux monoid containing each finite subset of N≥2 as a set of lengths
([41, Theorem 3.6]; see also [38, Theorem 4.6]). However, such a Puiseux monoid is not strongly primary
(a close inspection of the given construction reveals that the constructed monoid does not satisfy the
property described in Theorem 3.3.2. Indeed, such a phenomenon cannot occur in locally tame strongly
primary monoids. Their systems of sets of lengths are well-structured as described in the next theorem.
Parts of Theorem 4.1 are already known. For example, if H is not only locally but also globally tame,
then ρk(H) − ρk−1(H) ≤ 1 + t(H) for every k ≥ 2, whence the unions Uk(H) have the form given in
Theorem 4.1 by [20, Theorems 3.5 and 4.2] (there are locally tame monoids with finite sets of distances
whose differences ρk(H)−ρk−1(H) are unbounded and whose unions Uk(H) do not have that form). Below
we offer a fresh approach to these structural results on sets of lengths and their unions. As summarized
in Subsection 2.4, we recall that all strongly primary monoids with non-empty conductor (Lemma 2.5),
all finitely primary monoids, and all strongly primary domains are locally tame. For strongly primary
Puiseux monoids we refer to Theorems 3.8 and 3.11.
Theorem 4.1. Let H be a locally tame strongly primary monoid.
1. We have
c(H) ≤ min
{
1 + Λ(H),max{M(u)− 1, t(H,uH×)} : u ∈ A(H)
}
.
In particular, the set of distances ∆(H) is finite.
2. Suppose that ∆(H) 6= ∅ and set d = min∆(H).
(a) There exists M ∈ N0 such that, for every a ∈ H,(
min L(a) + d · N0
)
∩ Jmin L(a) +M,max L(a)−MK ⊂ L(a) ⊂ min L(a) + d · N0 .
(b) There exists M ′ ∈ N0 such that, for every k ∈ N,(
λk(H) + d · N0
)
∩ Jλk(H) +M
′, ρk(H)−M
′K ⊂ Uk(H) ⊂ λk(H) + d · N0 .
Proof. 1. Take a ∈ H . To establish the first upper bound on c(H), it is sufficient to assume that
Λ(H) <∞ and to prove that c(a) ≤ 1 + Λ(H). To do so, we verify that every factorization z ∈ Z(a) has
a (Λ(H) + 1)-chain of factorizations from z to a factorization of length at most Λ(H). We proceed by
induction on |z|. If |z| ≤ Λ(H), then there is nothing to do. Otherwise, write z = u1 · . . . · uk for some
k ∈ N such that k ≥ Λ(H) + 1 and u1, . . . , uk ∈ A(Hred). Then u1 · . . . · u1+Λ(H) has a factorization x
of length |x| ≤ Λ(H). Then z′ = xu2+Λ(H) · . . . · uk is a factorization of a satisfying that |z
′| < |z| and
d(z, z′) ≤ 1 + Λ(H). Thus, the assertion follows by the induction hypothesis.
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To show the second upper bound on c(H), we choose u ∈ A(H) and setN = max{M(u)−1, t(H,uH×)}.
We prove that c(a) ≤ N for every a ∈ H , and we proceed by induction on max L(a). Take a ∈ H and
z, z′ ∈ Z(a). If max L(a) ≤ N , then c(a) ≤ max L(a) ≤ N . Suppose that max L(a) > N . Then
a ∈ (H \H×)max L(a) ⊂ (H \H×)M(u) ⊂ uH , and hence a = ub for some b ∈ H . By definition of tame
degree, there exist factorizations y = ux and y′ = ux′ in Z(a) ∩ uZ(H) such that d(z, ux) ≤ t(H,uH×)
and d(z′, ux′) ≤ t(H,uH×). Clearly, x, x′ ∈ Z(b). Since max L(b) < maxL(a), the induction hypothesis
implies that there are factorizations x = x0, x1, . . . , xs = x
′ such that d(xi−1, xi) ≤ N for every i ∈ J1, sK.
Therefore z, ux, ux1, . . . , uxs, z
′ are factorizations of a whose successive distances are bounded by N .
Hence c(H) ≤ N . Since 2 + sup∆(H) ≤ c(H), we obtain that ∆(H) is finite.
2. By convention, arithmetic progressions can be empty, finite, or infinite. We set U0(H) = {0} and
note that U1(H) = {1}. If m ∈ N0, then ∞±m =∞ and Jm,∞K = N≥m.
(a) See [25, Theorem 4.3.6].
(b) Let M ∈ N0 be as in part (a). Since d ∈ ∆(H), there is a ∈ H such that {m,m + d} ⊂ L(a) for
some m ∈ N. Then, for every k ∈ N, the k-fold sumset L(a) + · · · + L(a) is contained in L(ak), whence
{km, km+ d, . . . , km+ kd} ⊂ L(ak). Consequently, there exist a0 ∈ H and k0 ∈ L(a0) such that
(k0 + d · Z) ∩ Jk0 −M,k0 +MK ⊂ L(a0) ⊂ Uk0(H).
For every k ≥ k0, it follows that
(4.2) (k + d · Z) ∩ Jk −M,k +MK ⊂ (k − k0) + Uk0(H) ⊂ Uk−k0 (H) + Uk0(H) ⊂ Uk(H) ⊂ k + d · Z,
where the last inclusion is obvious when considering that L ⊂ k + d · Z for all L ∈ L (H) containing k.
Now, fix an index k ≥ k0 and let (Li)i≥1 be a sequence of sets from L (H) such that k ∈
⋂
i≥1 Li and
limi→∞maxLi = ρk(H). For each i ∈ N, part (a) guarantees that
(k + d · Z) ∩ Jk +M,maxLi −MK ⊂ (k + d · Z) ∩ JminLi +M,maxLi −MK ⊂ Li ⊂ Uk(H).
By the assumptions on the sequence (Li)i≥1, this implies at once that
(4.3) (k + d · Z) ∩ Jk +M,ρk(H)−MK =
⋃
i≥1
(
(k + d · Z) ∩ Jk +M,maxLi −MK
)
⊂ Uk(H).
Likewise, there exists L ∈ L (H) with {λk(H), k} ⊂ L. Then we have
(4.4) (k + d · Z) ∩ Jλk(H) +M,k −MK ⊂ (k + d · Z) ∩ Jλk(H) +M,maxL−MK ⊂ L ⊂ Uk(H).
So, putting all the pieces together and noting that λk(H)+d ·Z = k+d ·Z, we conclude from (4.2), (4.3),
and (4.4) that
(λk(H) + d · N0) ∩ Jλk(H) +M,ρk(H)−MK ⊂ Uk(H) ⊂ λk(H) + d · N0.
With this said, we set
ρ∗ = max{ρj(H) : j ∈ J0, k0 − 1K and ρj(H) <∞} and M
′ = max{M + k0, ρ
∗}.
Then it is clear from the above that, for every k ∈ N0,
(λk(H) + d · N0) ∩ Jλk(H) +M
′, ρk(H)−M
′K ⊂ Uk(H) ⊂ λk(H) + d · N0 ,
which finishes the proof. 
In the forthcoming subsections we discuss the parameters occurring in the structural description of sets
of lengths given in Theorem 4.1.
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4.2. Initial and end parts. Let all notations be as in Theorem 4.1. For every positive integer k, the
set Uk(H) ∩ Jλk(H), λk(H) +M ′K (resp., Uk(H) ∩ Jρk(H)−M ′, ρk(H)K) is called the initial part (resp.,
the end part) of the set Uk(H). Similarly, for each a ∈ H the set L(a) ∩ Jmin L(a),min L(a) +MK (resp.,
L(a) ∩ Jmax L(a)−M,maxL(a)K) is called the initial part (resp., the end part) of the set L(a). In special
cases (such as for numerical monoids generated by arithmetic sequences or Puiseux monoids generated by
geometric sequences) very explicit descriptions of sets of lengths and their unions are available (in these
cases, the initial and end parts are empty; see [1, 9, 11]). In [46, Section 4], explicit upper bounds for
the constant M are given for some one-dimensional local noetherian domains R with (R : R̂) = {0}. In a
variety of settings there are periodicity results for the initial and end parts. For example, if H is a monoid
with accepted elasticity (see Subsection 4.3), then the initial and end parts of the sets Uk(H) repeat
periodically ([52, Theorem 1.2]). But this assumption is far from being necessary (see Example 4.2). If R
is a one-dimensional local noetherian domain with non-zero conductor f = (R :R̂) and finite residue class
ring R̂/f, then R is a C-domain ([25, Theorem 2.11.9]) and, for every a ∈ R•, the initial and end parts of
the sets L(an) repeat periodically ([17]).
4.3. The elasticity. As mentioned in Subsection 2.4 (see Theorem 2.4), the elasticity of a finitely primary
monoid is finite if and only if the monoid has rank 1. Let H be a finitely primary monoid of rank 1, namely,
H ⊂ F = F××F({p}), and let vp : H → N0 denote the homomorphism onto the value semigroup. Suppose
that vp(A(H)) = {n1, . . . , ns} with 1 ≤ n1 < · · · < ns. Then ρ(H) = ns/n1, and ρ(H) is accepted provided
that F×/H× is a torsion group. Hence the elasticity of a finitely primary monoid is either rational or
infinite (this phenomenon, sometimes called the rational-infinite elasticity property, holds true in larger
classes of monoids and domains; see [38, Section 5], [2, Theorem 2.12], and [53, Theorem 1.1]). We should
notice that there are examples where the factor group F×/H× is not a torsion group and the elasticity is
not accepted ([35, Lemma 4.1 and Example 4.2]). Lemma 3.7 characterizes the strongly primary Puiseux
monoids with accepted elasticity. Example 4.2, on the other hand, provides the first example of an atomic
primary monoid with irrational elasticity (the first result in this direction for Dedekind domains was given
in [2, Theorem 3.2], while a result in contrast for Krull monoids was given in [23, Theorem 4.2]). In spite
of the irrationality of the elasticity, the monoid H in Example 4.2 is strongly primary with non-empty
conductor, whence globally tame by Theorem 3.8. In addition, its unions Uk(H) of sets of lengths are
finite intervals for all sufficiently large k ∈ N.
Example 4.2. Take α ∈ R≥1 \Q, and let H = N0 ∪Q>α ⊂ Q≥0. We set
A = {1} ∪ {q ∈ Q \ N : α < q ≤ 1 + α} and α¯ = α− ⌊α⌋.
We will often use without further comment that 0 < α¯ < 1 and 1 + ⌊α⌋ = ⌈α⌉ < 1 + α (since α /∈ Z).
Clearly H is a Puiseux monoid; and by Propositions 3.2 and Theorem 3.4 it is actually a strongly
primary Puiseux monoid with non-empty conductor. So we conclude from Theorems 3.8 and part (b) of
Theorem 4.1.2. that H is globally tame and the unions Un(H) are well-structured. We aim to prove that
the unions Un(H) are in fact intervals for all sufficiently large n ∈ N.
Claim 4. A(H) = A, ρ(H) = 1 + α, min∆(H) = 1, and {2, ⌊α⌋+ 1} ∈ L (H). In particular, if α ≥ 2,
then ⌊α⌋ − 1 ∈ ∆(H).
Proof. If q ∈ Q>1+α, then q = (q − 1) + 1 ∈ H• +H•. This shows that A(H) ⊂ A. The reverse inclusion
is trivial since either x + y ∈ N≥2 or x + y > 1 + α for all x, y ∈ H
•. Consequently, we conclude from
Lemma 3.7 that ρ(H) = supA(H)/ inf A(H) = 1 + α.
For the rest, observe that α¯ is an irrational number between 0 and 1. Accordingly, take n ∈ N≥3 such
that 1/n < min(α¯, 1− α¯), and let κ be the largest integer for which κ/n < α¯. Then
(4.5) 1 ≤ κ ≤ n− 2 and α¯ < (κ+ 1)/n < 1,
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and it follows that a = ⌊α⌋+ (κ+ 1)/n and b = 1+ ⌊α⌋+ κ/n are in A (that is, are atoms of H). For, it
is clear from (4.5) that both a and b are in Q \ N, and in addition we have
α = ⌊α⌋+ α¯ < a < ⌊α⌋+ α¯+
1
n
< 1 + ⌊α⌋+
1
n
≤ b < 1 + ⌊α⌋+ α¯ = 1 + α.
On the other hand, one checks that na+ (n− 1) · 1 = nb, with the result that {n, 2n− 1} ⊂ L(nb) (recall
that 1 is also an atom of H). So ∆(H) is non-empty, and we infer from (4.1) that min∆(H) divides n−1.
But this is only possible if min∆(H) = 1, because n can be any integer ≥ 3.
Finally, take ε ∈ R>0 such that α¯+2ε < 1 and 2α¯+2ε 6= 1. It is immediate from the above that α+ ε
and α+ α¯+ 2ε are both atoms of H . This yields {2, ⌊α⌋+ 1} ⊂ L(2(α+ ε)), because
2(α+ ε) = (α+ ε) + (α+ ε) = (α+ α¯+ 2ε) + ⌊α⌋ · 1 .
Moreover, if 2(α+ ε) = u1 + · · ·+ un + k for some n ∈ N≥2, u1, . . . , un ∈ A \ {1}, and k ∈ N, then n = 2
and k = 0, or else u1+ · · ·+un+ k > 2α+1 > 2α+2ε. Consequently, any decomposition of 2(α+ ε) into
a sum of atoms of H is either of the form u+ v with u, v ∈ A \ {1} or of the form u+ k with u ∈ A \ {1}
and k ∈ N+ (recall that α > 1, and note that 2(α + ε) is not an integer since 2α¯ + 2ε 6= 1); and in the
latter case it is easy to check that k is necessarily equal to ⌊α⌋.
So, putting it all together, we find that L(2(α+ ε)) = {2, ⌊α⌋+ 1}, which finishes the proof. 
Claim 5. Take n ∈ N with n ≥ ⌈2α¯−1⌉, and set κn = ⌊nα¯⌋. Then
(4.6) ρn(H) = n⌈α⌉+ κn and Jρn(H)− κn + 1, ρn(H)K ⊂ Un(H).
Proof. Note that n ≥ 3 and 1 ≤ κn < n, fix i ∈ J0, κn − 1K, and set an,i = ⌈α⌉+ (κn − i)/n. We get from
Claim 4 that an,i is an atom of H , because
an,i ∈ Q \ N and α < ⌈α⌉+
1
n
≤ an,i < ⌈α⌉+
κn
n
< ⌈α⌉+ α¯ = 1 + α .
Since nan,i = n⌈α⌉+ κn − i ∈ N+ and 1 is also an atom of H , it follows that
{n, n⌈α⌉+ κn − i} ⊂ L(nan,i) ⊂ Un(H).
Then ρn(H) ≥ n⌈α⌉+ κn, and we aim to show that this last inequality cannot be strict. For, assume the
contrary. Because α is irrational and κn = ⌊nα¯⌋, we see that α¯ < (κn + 1)/n. Consequently, we conclude
from Claim 4 and [25, Proposition 1.4.2.3] that
1 + α = ⌈α⌉+ α¯ < ⌈α⌉+
κn + 1
n
≤
ρn(H)
n
≤ ρ(H) = 1 + α,
which is a contradiction. 
Claim 6. Take n ∈ N with n ≥ ⌈3 α¯−1α⌉2. Then there exists a unique pair (ℓn, rn) ∈ N× N such that
ℓn ≥ 2, n = ℓn⌈α⌉+ rn, and
rn
ℓn
< α¯ <
rn + ⌈α⌉
ℓn − 1
.
In addition, we have that
(4.7) λn(H) = ℓn and Jλn(H), λn(H) + rn − 1K ⊂ Un(H) for every large n ∈ N.
Proof. By the division algorithm, we may write n = q⌈α⌉+ r0, where q ∈ N and r0 ∈ J0, ⌈α⌉ − 1K. Note
that q ≥ ⌈3 α¯−1α⌉, or else q⌈α⌉ + r0 ≤ ⌈3 α¯
−1α⌉2 − 1 < n. Also, observe that if n = ℓ⌈α⌉ + r for some
ℓ, r ∈ N0 with r < ℓ, then q ≥ ℓ and r = r0 + (q − ℓ)⌈α⌉ ≥ r0. Accordingly, consider the function
φ : J1, q − 1K → Q≥0 determined by k 7→
r0 + k⌈α⌉
q − k
.
Since q ≥ ⌈3α¯−1α⌉ ≥ 4, the discrete interval J1, q − 2K is non-empty, and a simple calculation shows that
φ(1) =
r0 + ⌈α⌉
q − 1
< α¯ < ⌈α⌉ ≤
r0 + (q − 2)⌈α⌉
2
= φ(q − 2).
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Since φ is strictly increasing, there exists a unique k∗ ∈ J1, q − 2K such that φ(k∗) < α¯ < φ(k∗ + 1), and
we set ℓn = q − k∗ ∈ N≥2 and rn = r0 + k∗⌈α⌉ ∈ N. By construction, (ℓn, rn) is the one and only pair of
positive integers with the property that
(4.8) ℓn ≥ 2, n = ℓn⌈α⌉+ rn, and
rn
ℓn
< α¯ <
rn + ⌈α⌉
ℓn − 1
.
Now define
bn,i = ⌈α⌉+
rn − i
ℓn
, for i ∈ J0, rn − 1K .
It follows from Claim 4 that bn,i is an atom of H , because
α < ⌈α⌉+
1
ℓn
≤ bn,i ≤ ⌈α⌉+
rn
ℓn
< ⌈α⌉+ α¯ = 1 + α .
(In particular, notice that bn,i /∈ N.) Moreover, n = ℓnbn,i + i. So recalling that 1 is also an atom of H ,
we find that {n, ℓn + i} ⊂ L(n) ⊂ Un(H). Then
Jn, ℓn + rn − 1K ⊂ Un(H) and λn(H) ≤ ℓn,
and it remains to demonstrate that λn(H) cannot be (strictly) smaller than ℓn. For, suppose the contrary.
Then we infer from (4.8) that
n
ℓn − 1
= ⌈α⌉+
⌈α⌉+ rn
ℓn − 1
> ⌈α⌉+ α¯ = 1 + α ,
and in view of Claim 4 and [20, Lemma 3.3.1] this yields
1
1 + α
=
1
ρ(H)
≤
λn(H)
n
≤
ℓn − 1
n
<
1
1 + α
,
which is a contradiction and finishes the proof. 
Claim 7. Un(H) is an interval for all but finitely many n ∈ N.
Proof. Take n ∈ N with n ≥ ⌈3 α¯−1α⌉2. Accordingly, let κn and rn be defined as in Claims 5 and 6. We
have already observed that H is globally tame and strongly primary. Hence it follows from Claim 4 and
part (b) of Theorem 4.1.2. that there exists M ∈ N0 such that Un(H) ∩ Jλk(H) +M,ρk(H) −MK is an
interval for all but finitely many n ∈ N. We are left to show that
Jλn(H), λn(H) +MK ∪ Jρn(H)−M,ρn(H)K ⊂ Un(H) for every large n ∈ N.
But this is immediate from (4.6) and (4.7) when considering that limn→∞ κn = limn→∞ rn =∞. 
4.4. The set of distances. We know only little about the set of distances of locally tame strongly
primary monoids. By (4.1), any atomic monoid H with ∆(H) 6= ∅ satisfies min∆(H) = gcd∆(H). The
standing conjecture is that every finite set ∆ ⊂ N with gcd∆ = min∆ is realizable as the set of distances
of a numerical monoid, but this has been proved only for two-element sets ([12]). More is known about
the possible minima of sets of distances and, as always, the seminormal case is special. Indeed, if R is
a seminormal one-dimensional local Mori domain, then R• is seminormal finitely primary and for every
seminormal finitely primary monoid H we have ∆(H) ⊂ {1} ([31, Lemmas 3.4 and 3.6]). In that case all
sets of lengths and all their unions are intervals. If we drop the seminormality assumption, then every
d ∈ N occurs as the minimum of a set of distances. More precisely, for every d ≥ 2 there is a finitely
primary monoid H of rank two with min∆(H) = d ([25, Example 3.1.9]). If H is a numerical monoid with
A(H) = {n1, . . . , ns} where s ≥ 2 and 1 < n1 < · · · < ns, then min∆(H) = gcd{ni − ni−1 : i ∈ J2, sK}
([10, Theorem 2.9]).
22 ALFRED GEROLDINGER, FELIX GOTTI, AND SALVATORE TRINGALI
4.5. The (monotone) catenary degree. By (4.1), we have 2 + max∆(H) ≤ c(H) ≤ cmon(H). If
H = 〈n1, n2〉 ⊂ (N0,+) is a numerical monoid such that 1 < n1 < n2, then ∆(H) = {n2 − n1} and
c(H) = cmon(H) = n2 ([25, Example 3.1.6]). Thus, the first inequality can be strict. Catenary degrees
of numerical monoids have received some attention in the literature. A survey on computational aspects
is given in [21]. The finiteness of the monotone catenary degree of numerical monoids was proved in
[16, Theorem 3.9]. O’Neill and Pelayo showed that every finite subset C of N≥2 with maxC ≥ 3 can be
realized as the set of positive catenary degrees of elements of a numerical monoid ([50, Theorem 4.2]).
By Theorem 4.1, the catenary degree of locally tame strongly primary monoids is finite. However, there
are finitely primary monoids having infinite monotone catenary degree but, on the other hand, there are
conditions on finitely primary monoids enforcing the finiteness of the monotone catenary degree ([16]).
Let R be a one-dimensional local noetherian domain with maximal ideal m and non-zero conductor (R :R̂).
If the rank s is at most 2 and |max(R̂)| ≤ |R/m| < ∞, then R is a C-domain and cmon(R•) < ∞ ([32,
Corollary 5.7 and Proposition 5.12]). There are domains R as above with s = 3 and cmon(R
•) =∞ ([47,
Examples 6.3 and 6.5]).
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