When all three inputs, Ycomm' d, and n are present simultaneously then, because the system is linear, When both command and disturbance inputs are zero simultaneously, and only the noise is present, the resulting output relationship becomes:
It is as easy to show that, if only the disturbance, d, is present as an input (the command and noise inputs being zero), the output variable Y2' which corresponds to the disturbance, d, is defined by: the closed-loop system which results is not made unstable. * The system shown is considered to be subject to a single command input, Ycomm' Its resultant output is the variable, y. Note, however, the presence of two unwanted inputs to the system viz d and n. These represent respectively an extraneous output disturbance, about which the control engineer can do nothing, except operate the plant in a completely different environment (which is rarely, if ever, possible), and noise, which is associated with measuring the output variable, y, and which, too, -alasis unavoidable. Since negative feedback is used in this system, it is easy to determine, by using elementary linear system analysis, that the output corresponding to the command input (assuming that both d and n are zero) is given by:
Ycomm(s) H(s)
It is the contradictions which these results represent which makes the design of automatic control systems, even such a simple one as considered here, less than easy.
If this inequality can be achieved then
It is because the early workers felt they could achieve the result of eq. (7), by means of choosing H(s) to ensure that inequality (5) held, that the need for a fully detailed mathematical model was considered to be unnecessary, provided that the closedloop system remained stable.
It may be that the control engineer wishes the closed-loop system to closely track the command input so that y and Ycomm are indistinguishable.
In that special case, in eq. (7) H(s) must be unity, which means that the inequality (5) will only hold if the transfer function of the plant, O(s), is very much greater than unity, for every value of the complex variable, s. If the inequality (5) does hold, the measurement noise, n, appears at the output of the closed-loop system completely unchanged, which is normally an undesired result.
O(s) H(s) » 1.0
If the control engineer requires that the output, Y2' caused by the unwanted extraneous disturbance, d, should be negligible, whatever the amplitude of the disturbance, then {l+0(s)H(s)} has to be made as large as possible. This can be achieved if the feedback element, H(s), is chosen such that: 
Introduction
As every control engineer knows it is necessary to have full and accurate knowledge of the dynamic behaviour of a plant, in the form of a mathematical model, to successfully apply control to a physical process. And ifthere is a control engineer who doesn't know that, then she/he need only read the Preface to the book! by Professor Bryson of Stanford University where the following no-argument sentence can be found: "In order to design a good control system one must have an accurate mathematical model of the behaviour of the vehicle (plant). "
If the intriguing possibility is laid aside that, in the absence of such an accurate model, one could design a bad control system, there must surely be some mental discomfort (at least, in those who have been involved in the subject for some time) at the obvious abandonment of the conviction firmly held by the early practitioners, when controlling the single-input, single-output systems of their time, that the possession of a detailed mathematical model could be regarded as pointless, since the specified output/input relationship of the closed-loop system would be easily 1 achieved by the proper choice of the Y2(S) -----des) degree of negative feedback to be 1+G(s)H(s) applied.
A simple block diagram representing such a linear, single-input, singleoutput system can be helpful in explaining that early conviction. In 
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in the complexity of the elements needed to generate that effective control. In other words, control is a technology which works by incre~sing the complexity of the system. It IS necessary, sometimes, in practice, to take care to be certain that the feedback being used with the control is specially reliable to ensure t?at, at all~Imes in the system's operatIon, there IS no, ot very little, uncertainty in the dynamic behaviour of the system. Any attempt at determining the eff~cts of any deviations from the nommal values of the gains and time constants which have been established for the particular linear m~themat~cal model of a system is invariably dIfficult and requires the use of sensitivity theory to accomplish it. This result could be considered an appropriate one, however since it is one of the principal char~cteristics of the use of negative feedback that it provides a degree of insensitivity to parameter deviations in the forward loop of a linear control system 3 . MacFarlane 2 has emphasised that control needs a coherent philosophy to ensure that the fundamental concerns are not missed in an inexorable accumulation of specialisation. He distinguishes between control elements which are usually modelled by data descriptions, and the equations, which he suggests are descriptions of the process. It is thes.e descr~ptions which provide the engmeer with the means to generate, or even produce, objects which have the desir.ed characteristics. In general, the mformation needed for a data description can grow to become unbounded; for the 
H(s)~+

Features of a mathematical model
The assumption of linearity is central to the use of most control theory, although it was appreciated, even~n the earliest days, that the dynamiC response of any physical sy~tem would always exhibit some non-hnear behaviour. That such a situation could be tolerated by the early engineers with equanimity is testament to t~eir belief in the effectiveness of usmg negative feedback to 'line~rise out' any such non-linear tendenCIes.
A simple example can be used. to demonstrate the effectiveness ofusmg negative feedback to obtain a linear relationship between the system's output variable and its com~and input. Consider the simple non-hnear system represented by the block diagram of Figure 2 . It has unity negative fee?back around a non-linear element m the forward path. The corresponding non-linear output/input relationship, f(x), is shown in Figure 3 .~he resulting output/input relationshl~fo~the system of Figure 2 is shown III Figure  4 : it is almost linear.
When analogue computers were available and in vogue, it was commonplace to use non-linear feedback to generate some specially-.tailor~d non-linear output/input relatlOnshl~. An example of such an arrangement IS shown in Figure 5 . Using the same description of a process, the amount of information needed is generally small. When data dominates process, chaos results. Surprising to those who rely on intuition, theory provides onll imited information, even when It looks over-complicated. But since experiment draws on~he un~imited information available m realIty, an experiment can produce, like chaos, unbounded information.
Control engineering can be seen as an activity designed to reconcile the demands of process and data.
MacFarlan.e reminds us that even when experimental data is compressed into a moderately complex structure by theory, practice holds up a mirror, as it w~re, to delineate the rigour of reahty. Thus MacFarlane suggests that good math~matical models are those which use very little information to relate considerable amounts of input/output data. MacFarlane reminds us that effectiveness is not implied by complexity: a mathematical model of high order could simply be the result of using the numerous degrees of freedom of the model to reproduce the noise present in the data. As m~re control is applied to reduce uncertamty in the dynamic behaviou~of the system, there is an attendant Illcrease exact nature of the control actions being taken by the system will be necessarily imprecise, and may bring with it a fatal lack of confidence in the operation of the system. No accurate and complete mathematical model can exist for such states. In which case, the need for complete mathematical models may be called into question. Perhaps all that is really needed by control engineers is "the simple almost non-mathematical treatment of the basic principles" suggested by a President of the Society ofInstrument Technology (the forerunner of the Institute) in his seminal book 4 on the design of process control systems. And it is only mathematicians who need be concerned with non-stationary, fuzzy, non-linear, time-varying multi-dimensional systems.
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transfer function, H(s), which would result in pure negative feedback over the frequency band of interest.
Conclusions
To reduce uncertainty by increasing complexity, as is routinely done in control engineering, is inherentlydifficult; it is possible that such applications will result in either of two kinds of catastrophe: (i) a data catastrophe where the amount of data required to avoid uncertainty becomes unbounded; (ii) a process catastrophe in which the control action required to avoid uncertainty becomes unbounded.
Such catastrophic conditions in modern transport systems, for example, are easy to identifY. A process catastrophe corresponds to a crash in which the vehicle or its systems have failed. Data catastrophes cause crashes which occur because of the inability of the driver or operator to handle the data stream. In many modern.systerns, where the operators are essentially monitoring the operation of the entire system, there is a great deal of uncertainty which can affect the operators in emergency situations at some moment when their knowledge of the non-linear functional relationship shown in Figure 3 , the resulting output/input relationship becomes that shown in Figure 6 . However, although this technique was frequently used in analogue computing, this author has no knowledge of its application to the control of any physical process.
The oveniding concern of the early control engineers, and most of those who followed, was to ensure that the closed-loop system was completely stable in every operating condition. In terms of Figure 1 they were interested in G(s) only in so far as it allowed them to choose a feedback element with a
