Abstract. The local polynomially convex hull of a surface at isolated degenerated CR singularities is studied. It is shown that under suitable pseudoconvexity conditions at points of positive index, the surface is not locally polynomially convex and contains analytic discs with boundary in the surface. Contrary to the well-known case of elliptic points, it may happen that the boundary of such discs passes through the CR singularity. This may also occur at a point of negative index. For points of index > 1, we give sufficient conditions for the hull to contain a C 2 -open neighborhood of the CR singularity.
1. Introduction. Recall that for a compact set K ⊂ C n the polynomially convex hull is defined aŝ
Here · K denotes the supremum norm on K and C[z] the polynomials on C n . We say that a closed set K is locally polynomially convex at p if, for some ε > 0, the set (B(p, ε) ∩ K)ˆequalsB(p, ε) ∩ K. An analytic disc in C n is defined as a non-constant continuous map from the closed unit disc in C to C n which is holomorphic on the interior.
In this paper we intend to study locally the polynomially convex hulls of surfaces Γ in C 2 , that is the sets (B(p, ε) ∩ K)ˆfor small ε. E. Bishop suggested in [B] that this is a topic worth studying and he obtained the first, by now well known, results. At a totally real point p on the surface Γ, that is, the tangent space T p (Γ) is not a complex line, Γ is locally polynomially convex. Points that are not totally real will be called CR singularities or exceptional points. The polynomially convex hull at isolated CR singularities is fairly well understood when the order of contact of the surface with the tangent plane equals 2. Then a local holomorphic change of coordinates will translate the point to the origin and the surface Γ will locally be a graph of the form w = |z| 2 + λ(z 2 +z 2 ) + O(|z| 3 ), λ > 0, or w = z 2 +z 2 + O(|z| 3 ). Bishop calls a point elliptic if λ < 1 2 , parabolic if λ = 1 2 and hyperbolic in the remaining cases. He shows that at an elliptic point there exists a one parameter family of analytic discs with boundary in Γ belonging to the polynomially convex hull of Γ ∩B(0,ε); the elliptic point is not in the boundary of any of these discs. If there are no higher order terms present, the graph is contained in C × R and the discs are just of the form w = t, t > 0. At a hyperbolic point, Γ is locally polynomially convex, cf. [FS] . Subsequently, these results were refined and the needed amount of smoothness was lowered, cf. [KW, HT] . At a parabolic point, the local behavior of the polynomially convex hull depends on the higher order terms and is much less understood.
Bishop introduced the term exceptionally exceptional points for CR singularities which are exceptional but not hyperbolic or elliptic in the above sense, e.g., the order of contact of the complex line tangent at p may be > 2. We will also call such points degenerated CR singularities, which is more informative. Bishop's terminology may be justified by Thom's transversality theorem, and the fact that the complex lines in C 2 are of codimension 2 in the Grassmann manifold of 2-planes in C 2 , cf. [GG] ; e.g., any embedded sphere in C 2 has at least 2 exceptional points, but spheres without exceptionally exceptional points are dense.
For an isolated CR singularity an index, which is essentially the Maslov index, see [M] , may be introduced cf. [F1] , or [G] for the higher dimensional case. Having a positive index will serve as our substitute for being an elliptic point. Indeed, elliptic points have index 1, hyperbolic points have index −1. Moreover, Forstneric's result, quoted in Section 2, will give that once one disc is present with boundary passing around a point of positive index, then there are many. Motivated by examples like w = z |z| 2 + λ(z 2 +z 2 ) , λ < 1 2 , where there are discs of the form w = tz for z in a suitable domain, one might hope for the presence of discs with the same nice behavior as in the elliptic case at isolated degenerated CR singularities. This will turn out to be too optimistic. The boundary of an analytic disc may well pass through a CR singularity of positive index. Observe that at an elliptic point a surface is locally contained in the boundary of a strictly pseudoconvex domain. In general this is a condition that has to be imposed. Also, in the elliptic case this surface is "very close" to the graph of the function identically equal to 0 on the boundary of a convex domain in C × R (that is the use of the particular coordinate transform). In fact in the model case, without higher order terms, we are dealing with the graph of the zero function above Re w = |z| 2 + λ(z 2 +z 2 ) ⊂ C × R. This is very helpful in the classical case, but it will no longer be at our disposal.
We will study the polynomially convex hull of surfaces at isolated degenerated CR singularities. It is shown that under suitable pseudoconvexity conditions, a positive index leads to a local polynomially convex hull which contains analytic discs having their boundary in the surface close to the CR singularity. For graphs of homogeneous functions we will give necessary and sufficient conditions that assure that these boundaries don't pass through the CR singularity. The pseudoconvexity conditions will automatically be satisfied for isolated CR singularities of positive index at which the tangent plane has order of contact k ≤ 3, with the surface. If k > 3, this is not true in general.
Thus, as a special case we find that at a parabolic point of positive index 1, the polynomially convex hull consists locally of a one parameter family of analytic discs.
If the index of a parabolic point p is negative, Jöricke [J] has shown very recently that the surface is locally polynomially convex at p. At certain special types of isolated degenerated CR singularities of negative index, Harris found local polynomial convexity, cf. [H] . Forstneric [F2] gave an example of a holomorphically convex smooth disc with an index 0 singularity with a local polynomially convex hull containing a discrete but not continuous family of discs.
In Section 4 we will give 3 examples:
1. A graph of a homogeneous polynomial of degree 3 which has index 2 at the origin and is such that the local hull contains a one parameter family of discs with boundary passing through the origin. 2. A graph of a homogeneous polynomial of degree 8 which has index 1 at the origin and has the property that the local hull consists of a one-parameter family of analytic discs with boundary passing through the origin. 3. A graph of a homogeneous polynomial of degree 6 which has index −1 at the origin and has the property that the local hull consists of a one-parameter family of analytic discs with boundary passing through the origin.
In the next section we will recall known results and derive some fairly straightforward consequences that will be needed in Section 3.
2. Analytic discs in Levi-flat hypersurfaces. In this section we will recall some pertinent results dealing with analytic discs with boundary in a smooth surface, in particular a topological sphere, in the boundary of a strictly pseudoconvex domain. In most of this section the discs belong to a one-parameter family that forms a hypersurface in C 2 . Such a hypersurface will be Levi-flat, that is, locally the complement is pseudoconvex. If the hypersurface is C 2 , this just means that the Levi-form of the hypersurface vanishes. Almost everything in this section is already known; we include it for convenience of the reader.
We will need the main theorem from a paper of E. M. Chirka and N. V. Shcherbina, cf. [CSh] . Consider sets in C × R with coordinates (z, u) and view C × R as the subspace {v = 0} of C 2 = C × R × iR with coordinates (z, w) = (z, u + iv). Graphs of functions (i × )v(z, u) on subsets of C × R will be denoted by Γ v .
, where h − and −h + are Hölder continuous subharmonic, but nowhere harmonic functions on a closed domainḠ ⊂ C with the property that h + = h − on the boundary of G. Assume that Ω is homeomorphic to a 3-ball. Let ϕ ∈ C(∂Ω). Then there exists Φ ∈ C(Ω) such that the polynomially convex hullΓ ϕ equals Γ Φ and the following properties hold:
(iv) For every α, the set G \Ḡ α contains no connected components that are relatively compact in G.
To derive additional properties, we recall how in [CSh] and basically also in [Sh] , the function Φ is constructed. Let F ϕ be the set of all lower semicontinuous functions F onΩ such that F > ϕ on ∂Ω, that have the additional properties that for P ∈ ∂Ω, lim inf Ω P →P F (P ) = F (P ) and that the domain (Ω × iR) ∩ {v < F(z, u)} is pseudoconvex. Since ϕ is bounded, F is non-empty. The function Φ in Theorem 2.1 is obtained as follows.
Φ 0 (P ) = inf{F (P ) : F ∈ F ϕ } and Φ(P ) = lim inf
This leads to the following corollary of the construction.
Corollary 2.2. Suppose that ϕ 1 ≥ ϕ 2 on ∂Ω. Then Φ 1 ≥ Φ 2 onΩ. Moreover, if f j are holomorphic functions on domains D j which define analytic discs in Γ Φj \ Γ ϕj (j = 1, 2), then (the interiors of) these discs are disjoint or the discs coincide.
Proof. The first part is clear because for Φ 1 we take the infimum over a smaller set.
For the second part, observe that if ϕ = ϕ 2 + ε, then Φ = Φ 2 + ε. Hence, the first part implies that if ϕ 1 > ϕ 2 , then Φ 1 > Φ 2 . Suppose that the discs defined by f 1 and f 2 have non-empty intersection. Then either f 1 and f 2 are identical on an open set and hence the discs are the same, or the function f 1 − f 2 would have an isolated zero on D 1 ∩ D 2 , but by Rouché's theorem f 1 + iε − f 2 would also have a zero for small positive ε. This would contradict that
and either G α ∩ G β is empty or one is contained in the other. Moreover, if the harmonic discs above G α and G β have their boundaries in
Proof. Obvious; the last statement follows from the maximum principle.
Remarks 2.4.
1. The conditions on Ω ensure that Ω × iR is a pseudoconvex domain in C 2 . Shcherbina originally obtained a theorem like 2.1 for convex domains Ω, cf. [Sh] . 2. Concerning the boundary behaviour of the discs D α , it follows from work of Chirka [C] that f α belongs to C k−ε at any boundary point of D α that is mapped to a totally real point of Γ ϕ at which Γ ϕ is C k . 3. Theorem 2.1 implies, of course, that Γ Φ is a Levi-flat hypersurface above Ω.
We take the following definition from Forstneric's paper [F1] .
Definition 2.5. Let T be the unit circle in C and let γ = {F (ζ), ζ ∈ T } be a simple closed curve in a C 1 surface Γ ⊂ C 2 which is totally real at the points of γ. Assume that Γ is orientable (on a neighborhood of γ). Then the Index I(γ) of γ is the winding number of det X(ζ),Y (ζ) along T , where {X(ζ),Y (ζ)} is a basis for the tangent space T F (ζ) (Γ), that varies smoothly with ζ. The index of an analytic disc with boundary in Γ is defined as the index of its boundary.
Let Γ ⊂ C 2 be a totally real surface except for an isolated CR-singularity at p. Then the Index of p is the index of a simple closed curve around p.
One can show as in [F1] , that the index is independent of the choice of X and Y and of the parametrization of γ and that the index of an isolated CR-singularity is independent of the choice of the curve around it. In [F1] , see also [G] , the index is defined in a more general setting, and the following computational lemma is given.
Lemma 2.6. Let Γ be of the form w = ϕ(z,z) and let γ ⊂ Γ be given by w = ϕ(z,z), z ∈ γ 0 a simple closed curve in C. Then I(γ) = winding number of ∂ϕ ∂z along γ.
We will use the following form of Theorems 1-3 of Forstneric, cf. [F1] .
Theorem 2.7 (Forstneric) . Suppose that γ ⊂ Γ is the boundary of an immersed analytic disc F :D → C 2 in a totally real surface Γ of class C 2 . If the index of γ equals k > 0, then F belongs to a 2k − 1 parameter family of analytic discs with boundary in Γ. Moreover, for any surface Γ * sufficiently C 2 close to Γ * there exists such a family with boundaries in Γ * . In case k = 1 and if Γ is C 3 , the discs form a foliation of a Levi-flat hypersurface.
In case k > 1, their union contains an open ball. If the index is less than 1, the disc can not belong to a continuous family of discs with boundary in Γ.
Next we need to understand what the foliation of the polynomially convex hull of a graph over a generic smooth 3-sphere in the boundary of a pseudoconvex domain looks like. The existence of a foliation is contained in Theorem 2.1, but the precise form was studied already much earlier by Bedford and Gaveau, [BG] , Bedford and Klingenberg [BK] and most recently Kruzhilin [K] . For our purposes Kruzhilin's version is most useful.
Theorem 2.8 (Kruzhilin) . Let U be a strictly pseudoconvex domain in C 2 , and S a C 6 smooth two dimensional sphere embedded into ∂U and totally real outside a finite subset of K hyperbolic and K + 2 elliptic points. Then there exist:
) with boundary diffeomorphic to S such that: (a) the level sets of the function x 3 on W are unions of finite numbers of topological discs, (b) x 3 is a Morse function on ∂W with K + 2 extreme points and K saddle points; 2. A continuous injective map Ψ : W → U , taking ∂W to S, the extreme points (resp. saddle points) of x 3 to the elliptic (resp. hyperbolic) points of S and the connected components of the level sets {x ∈ W : x 3 = const} to smooth holomorphic discs.
The set Ψ(W ) is the intersection of pseudoconvex neighborhoods of S as well as the hull of S with respect to the algebra A(U ) of continuous functions onŪ that are holomorphic on U .
Corollary 2.9. Let S be as above and let I be a smooth arc in S that avoids the CR-singularities. Suppose that I meets the boundaries of the analytic discs transversally, then it meets every analytic disc at most once.
Proof. Pull I back via Ψ. The result is an arc in the boundary of W . If x 3 = c has two points in common with this arc, then x 3 would have a stationary point in between, contradicting the transversality.
Corollary 2.10. Let γ be the boundary of a simply connected domain G ⊂ S that has the property that it contains strictly less hyperbolic than elliptic points. Then there exists an analytic disc with the boundary contained inḠ that meets the curve γ.
Proof. Again pulling everything back to W , we can assume that γ and G are on ∂W and we have to show that some level set of x 3 is contained inḠ and meets γ. Notice that a simple closed curve, which is (part of) a level set of x 3 on ∂W , has index one and so the number of extrema for x 3 that γ encloses equals the number of saddles +1. Moreover, a component of a level set passing through p saddles divides ∂W into p + 2 disjoint components all of which have the number of extremes on it equal to the number of saddles +1.
We proceed by induction on the number of extremes for x 3 inside G. If there is only 1 assume there is a (local) maximum for x 3 with value M . The level sets x 3 = M − t will expand if t increases from 0 until they meet γ. Now assume that the result has been proved for simply connected domains with n extrema for x 3 inside, and that G contains n + 1 extremes. Start with the level sets of x 3 at an extreme point. Again we may assume there is a local maximum and x 3 = M . The level sets x 3 = M − t may have several components inside G, one of them being a Jordan curve. This will expand as t increases. Either this curve will expand to hit γ or it will hit a component C of a level set of x 3 passing through a saddle. If C lies compactly in G, we can further increase t and continue as before. Else, C must meet ∂G. If C ⊂Ḡ, the boundary of one of the components of G \ C is a subset of C meeting ∂G and this component determines the disc we are looking for. If C leavesḠ, assume C has p saddles inside G. G \ C has then p + 2 simply connected components, of which at least 2 have part of γ in their boundary. The assumption implies that these latter components together must contain more extrema than saddles inside G. Pick a component with this property. The induction hypothesis can be applied to these domains and it follows that this component contains a level set of x 3 which meets its boundary. This level set can not meet C because C itself is a component of a level set, hence it meets γ.
As before, let U be a strictly pseudoconvex domain and Γ a totally real surface lying in the boundary of U . At a point x ∈ Γ, the tangent space T x (Γ) forms a two-dimensional subspace of T x (∂U ), which intersects the complex tangent space T C x (∂U ) in a real line, because Γ is totally real. Thus one obtains a smoothly varying field of directions χ on a neighborhood of x ∈ Γ.
Let F :D →Ū be an analytic disc with boundary in Γ passing through x. Then the boundary of F is transversal to χ at x. We call integral curves of χ = χ Γ the forbidden directions. In fact the minimal angle that the boundary of an analytic disc through x can make with χ(x) is completely determined by the geometry of Γ and U . This was already observed by Bedford and Gaveau [BG, Section 6 ].
Lemma 2.11. Suppose that Γ is given as the graph of a function g ∈ C(∂Ω) in the boundary of a pseudoconvex domain U = Ω × iR, where Ω ⊂ C × R is bounded and admits an exhaustion function ρ = ρ(z, u) that is plurisubharmonic as a function on Ω × iR. Suppose that (z 0 ,u 0 ) ∈ ∂Ω and that g is smooth and Ω × iR is strictly pseudoconvex above a neighborhood of (z 0 ,u 0 ). There exists a constant C > 0 depending on the sup norm of g on ∂Ω and on the C 2 norm of g and on the Levi form of ∂Ω both in an arbitrarily small neighborhood V of (z 0 ,u 0 ), such that if F = (F 1 ,F 2 ) :D →Ū is an arbitrary analytic disc of which the boundary F (T ) satisfies
Proof. The proof is as in [BG] as soon as we can obtain functions ρ 0 , ρ 1 on Ω, depending on g and Ω as in the statement of the Lemma, which are equal to g on a neighborhood of (z 0 ,u 0 ) in ∂Ω, and the rest of ∂Ω satisfy F (T ) ⊂ {ρ 0 (z, u) ≤ v ≤ −ρ 1 (z, u), (z, u) ∈ ∂Ω} and are such that the domains {ρ 0 (z, u) < v} and {v < −ρ 1 (z, u)} ((z, u) ∈ Ω) are pseudoconvex. The disc is contained in the domain ρ 0 (z, u) − M < v < −ρ 1 (z, u) + M , at first for large M and by letting M → 0, squeezed in the domain ρ 0 (z, u) < v < −ρ 1 (z, u), and one proceeds as in [BG] . The constant C is eventually determined by the gradient of ρ 0 and ρ 1 at (z 0 ,u 0 ).
We now indicate how to obtain ρ 0 ; the function ρ 1 is done similarly. Letg be a continuous function on R with the property that
for all u for which the right hand sides make sense. Notice that {(z, w) : v >g(u), (z, u) ∈ ∂Ω} is pseudoconvex. Choose balls B 1 B 2 V about (z 0 ,u 0 ). Let g be a smooth function onΩ ∩B 2 which is equal to g on B 1 ∩ ∂Ω, ≤ g on B 2 ∩ ∂Ω and ≤g in a neighborhood of ∂B 2 ∩Ω. Such a smooth function exists and on V the C 2 norm may be bounded by a constant depending on the C 2 norm of g on V and the sup norm ofg on {u : ∃z such that (z, u) ∈ V }. Replacing ρ by {exp(λρ) − 1}/λ, λ sufficiently large, and shrinking B 2 if necessary, we may assume that ρ is strictly plurisubharmonic on a neighborhood of (z 0 ,u 0 ) containingB 2 ∩ Ω. Now there exists a constant A depending on the C 2 norm of g and the Levi form of ∂Ω within V only, such that g (z, u) = g (z, u) + Aρ(z, u) is strictly plurisubharmonic. Hence the domain {(z, w) : v > g (z, u), (z, u) ∈ ∂Ω ∩ B 2 } is pseudoconvex. Now take
This satisfies the requirements becauseg ≥ g close to the boundary of B 2 .
Corollary 2.12. With the notation as above, suppose that Γ is approximated by smooth graphs Γ j over smooth domains, the convergence being in C 2 norm in a neighborhood of z 0 ,u 0 + ig(z 0 ,u 0 ) .
If p j ∈ Γ j tend to z 0 ,u 0 + ig(z 0 ,u 0 ) , then discs with boundary in Γ j will make an angle with the forbidden direction χ z 0 ,u 0 + ig(z 0 ,u 0 ) of at least C for j large enough.
Proof. Observe that χ Γj tends to χ Γ at least in a neighborhood of z 0 ,u 0 + ig(z 0 ,u 0 ) and apply the previous Lemma.
We return to Kruzhilin's theorem for a moment. Choose an orientation of ∂W . Clearly, the level sets of x 3 and hence the boundaries of discs filling S inherit this orientation. This gives a coorientation to the forbidden directions.
We will occasionally view a graph of a function P (z,z) with domain G ⊂ C as Γ Im P on {u = ReP : z ∈ G} ⊂ C × R. Now consider a part of Γ given as a graph of v = ImP (z,z) over the boundary of the domain u > Re P (z,z), z ∈ G ⊂ C, such that there are no CR singularities in this part of Γ. An easy computation gives that on such a part of Γ the integral curves of χ are pulled back to solutions of the differential equation
This gives "forbidden curves" in G ⊂ C: A disc with boundary in Γ, part of which is given by z, f (z) on a domain D f never has ∂D f tangent to a forbidden curve.
Lemma 2.13. We keep the notation as above and assume that Γ is approximated by smooth surfaces Γ j which are given as graphs of functions P j over G. Let K be compact in G. There exist positive constants c K , d K and a sector S K of the form {z : | arg z| < c K , |z| < d K } or −{z : | arg z| < c K , |z| < d K } such that for every z 0 ∈ G the following holds. Every analytic disc with boundary in Γ or in approximating surfaces Γ j and passing through z 0 ,P (z 0 ,z 0 ) , respectively z 0 ,P j (z 0 ,z 0 ) , can be written as a graph z, f (z) , z ∈ D f , such that the domain D f has the property
Proof. Theorem 2.1 gives that any disc with boundary in Γ is of the form
If the boundary γ of the disc passes through z 0 ,P (z 0 ,z 0 ) , it follows from Lemma 2.11 that the boundary of D f meets the line z 0 + t(∂P/∂z)(z 0 ) under an angle at least C. Furthermore, the boundary of D f will not return to the forbidden curve passing through z 0 by Corollary 2.9. As ∂P/∂z varies smoothly with z on G, it follows that D f contains one of the domains z 0 ± (∂P/∂z(z 0 ))S K . The coorientation forces one choice valid for all discs with boundary passing through z 0 ,P (z 0 ,z 0 ) . Finally, application of Corollary 2.12 gives the result for neighboring surfaces.
Note that it is allowed that the surfaces Γ j are equal to Γ above part of U .
3. Local polynomially convex hulls at CR singularities. In this section we will show that under suitable pseudoconvexity conditions, graphs of fairly smooth complex valued functions on domains in C have at isolated CR singularities of positive index a non-trivial local polynomially convex hull containing analytic discs. Contrary to the smooth index 1 situation, these discs may have their boundary passing through the CR singularity. This can already occur if the index is one and the graph is of class C 2−ε , ε > 0. We will also find a condition which assures that the boundary passes around the CR singularity.
Theorem 3.1. Let ϕ be a C k , k ≥ 2, smooth function on a disc in C about the origin. Suppose that ϕ has an isolated CR-singularity at the origin of index j, 0 < j < k. Denote the graph of ϕ by Γ ϕ . If Re ϕ(z,z)/z j−1 is strictly subharmonic on a punctured neighborhood of 0, then there exist analytic discs with boundary in Γ ϕ . In case j = 1, there exists ε 0 > 0 such that for 0 < ε < ε 0 , ({|z| < ε} ∩ Γ ϕ )ˆ\ {|z| < ε} ∩ Γ ϕ is a Levi-flat hypersurface consisting of analytic discs with boundary in {|z| < ε} ∩ Γ ϕ .
Proof. First assume that the index of the origin is 1. Let Ω = {Re ϕ(z,z) − u < 0} ∩ {|z| 2 + u 2 < M}, where M is so small that Ω is topologically a ball, which satisfies the conditions of Theorem 2.1 with h + (z) = M 2 − |z| 2 and
. Note that Im ϕ is a well defined continuous function onΩ and denote its graph over ∂Ω by Γ. Let the disc ∆ = ∆(0,δ) be compactly contained in D, such that 0 is the only CRsingularity of ϕ on ∆.
z ∈ ∆ . Now approximate Ω × iR from inside with strictly pseudoconvex domains Ω j × iR such that Ω j is smoothly bounded, and approximate ϕ with a smooth function g j on ∂Ω j . In view of Thom's transversality Theorem [GG] , this can be done in such a way that the graphs Γ j of g j on ∂Ω j are spheres in the boundary of smooth strictly pseudoconvex domains, with only finitely many exceptional points. Notice that Γ j can be chosen to approximate Γ, at least in C 2 sense in compact sets where Γ is C 2 , hence we may assume that Γ j is totally real above any part of U contained in ε < |z| < δ, 0 < ε < δ fixed. It may well happen that the approximating Γ j have several CR singularities elsewhere. For ε < ε 0 < δ and j sufficiently large, the curve |z| = ε 0 on Γ j ∩ (U × iR) has index 1 and bounds a simply connected domain in Γ j . We apply Corollary 2.10 and Theorem 2.1 to obtain discs of the form z, f j (z) , z ∈ D fj with boundary in Γ j ∩ (U × iR) ∩ {|z| ≤ ε 0 } passing around an elliptic point in Γ j close to the origin and touching |z| = ε 0 . These discs form a normal family: The functions f j are bounded and the domains D fj ⊂ {|z| < ε 0 } (viewed as appropriate conformal maps from the unit disc) contain points z with |z| close to ε 0 and close to 0, hence in view of Lemma 2.13 no subsequence can collapse to a set without interior. After taking subsequences if necessary, a limit function f will exist on a domain D f ⊂ {|z| < ε 0 }.
The proof of Theorem 2.1, cf. [CSh] gives that f extends to a function in A(D f ) which defines an analytic disc with boundary in Γ, contained in the Leviflat hypersurface Γ Φ bounded by Γ given by Theorem 2.1. Since it is a limit of discs of index 1, its boundary must either pass around the origin or the origin is in its boundary. Moreover, max z∈D f |z| = ε 0 , hence the boundary of the disc is contained in Γ f . We obtain such a disc for every ε 0 sufficiently small.
To finish the proof in the index 1 case, note that in the proof above we could have chosen any extension g of Im ϕ from ∂Ω ∩ U ∩ {|z| ≤ ε 0 } to ∂Ω and would have obtained a Levi-flat hypersurface Γ G bounded by Γ g , which contains the same disc (f,D f ) by uniqueness. Hence ({|z| < ε} ∩ Γ ϕ )ˆ\ {|z| < ε} ∩ Γ ϕ is contained in all of the hypersurfaces Γ G independent of the particular choice of the extension g. The intersection of these hypersurfaces contains analytic discs with boundary in {|z| < ε} ∩ Γ ϕ . Suppose it contains an other point. This would belong to a disc in some Γ G with part of the boundary outside {|z| < ε} ∩ Γ ϕ . Then for an appropriate g ≥ g, Corollary 2.2 shows that the disc has no intersection with Γ G \ Γ g .
The index > 1 case is treated as follows: We just have obtained a disc
is a disc with boundary in {w = ϕ(z,z)}.
The subharmonicity or equivalently, the fact that the surface lies in the boundary of a pseudoconvex domain is rather essential for the proof to work. Compare, however, Corollary 3.4.
As an application we consider a parabolic point in a surface Γ. It is fairly easy to see that the index at such a point can only be -1, 0 or 1, [J] .
Corollary 3.2. Let 0 be a parabolic point of index 1 in a C 2 surface Γ in C 2 . At 0 the local polynomially convex hull is formed by a Levi-flat hypersurface foliated by analytic discs with boundary in Γ.
Proof. Changing coordinates if necessary, Γ may be given as a graph of |z| 2 + Rez 2 + O(|z| 3 ), so that the conditions of the theorem are satisfied.
We do not know if the discs may have their boundaries passing through 0 in this situation.
Theorem 3.3. Let F (z,z) be homogeneous of degree k in z andz and C 2 -smooth away from the origin in C. Suppose that 0 is an isolated CR-singularity of Γ = {w = F (z,z)} and that the index at 0 equals j, 0 < j < k. If Re (F/z (j−1) ) is a subharmonic but nowhere harmonic function, then Γ is not locally polynomially convex at 0. It will contain a (2j − 1) parameter family of analytic discs with boundary in Γ passing around 0 if and only if the curve C in C,
has the following property: If for two different points z 1 = z 2 on the unit circle C(z 1 ) = C(z 2 ), then z 1 and z 2 divide the unit circle in two segments of length at least π/(k − j + 1). Moreover, if the index j > 1, then this family will fill an open neighborhood of 0 in C 2 . If this condition is not satisfied, then the hull contains at least a one parameter family of curves with boundary in Γ passing through 0.
Proof. We transform the problem to one with an index 1, isolated CRsingularity, by considering ϕ(z,z) = F (z,z)/z (j−1) . Let Γ be the graph of w = ϕ(z,z). Again Γ is a graph over a subset of C × R:
It follows from Theorem 3.1 that there exists an analytic disc with boundary in Γ of the form z, f (z) , with domain G and max z∈Ḡ |z| = 1.
Suppose that G contains a neighborhood of 0, so that we have a disc with boundary not passing through 0 of index 1 and assume that the curve (3.1) has self-intersection. Replacing ϕ by ϕ(z) − cz k−j+1 , which is just a change of coordinates, we may assume that ϕ = 0 on two half-lines emanating from the origin and that Re ϕ equals 0 on the boundary of an open sector S of width less than π/(k − j + 1). As Reϕ is subharmonic, nowhere harmonic and homogeneous of degree k − j + 1, the segments of the unit circle where Re ϕ is negative have length strictly less than π/(k − j + 1), while the segments where Re ϕ is positive have length strictly greater than π/(k − j + 1). Also each "negative" segment is bounded by "positive" segments. Proofs of these properties in case Re ϕ is real analytic on the unit circle are in [BF] , Section 1. They can be easily adapted to the C 2 case. As a consequence, Re ϕ is negative on S Now form Ω as in the previous proof. Let g be a continuous extension of Im ϕ from ∂Ω ∩ {u = Reϕ} to ∂Ω with the property that g = 0 on S × {0} ∩ ∂Ω. This can be done because Im ϕ = 0 on S × {0} ∩ (∂Ω ∩ {u = Reϕ}). As by the maximum principle Re f ≥ Re ϕ onḠ, with equality precisely on ∂G, it is clear that Re f will have zeros on G ∩ S. It would follow that the discs defined by the function f on G and the function 0 on S would have non-empty intersection. This contradicts Corollary 2.3.
Next suppose that G has boundary passing through 0. Homogeneity allows us to form for t > 0,
on tG. This is again a disc with boundary in Γ . It follows from Corollary 2.3 that for t < s, G t ⊂ G s and Re f t < Re f s on G t . Thus G is star shaped with respect to the origin. We have that f = ϕ on ∂G. Therefore, |f (z)| ≤ C|z| (k−j+1) on ∂G. A simple harmonic measure argument gives
onḠ. Consider S = t>0 G t . Observe thatS = C, for G t would violate Lemma 2.13. Now the functions f t , t > s, are bounded on G s in view of (3.2). It follows that there exists a limit f 0 on S that satisfies
) is a bounded function on S and constant on each halfline in ∂S, hence a constant. Therefore,
on S. Hence, also ϕ(z,z) = cz (k−j+1) on the boundary of S. This amounts to selfintersection of the curve (3.1). Without loss of generality we may assume c = 0. Then Re f t < 0 on G t and hence, Re ϕ < 0 on t G t = S. By the properties stated in the beginning of the proof, the length of the segment determined by S is strictly less than π/(k − j + 1). The proof is complete for the index 1 case. If j > 1, then discs in the original Γ are again defined by z, z j−1 f t (z) , z ∈ G t . If 0 is an interior point of G t , we have a disc with boundary in the totally real points of Γ with index j. We may apply Forstneric's results, [F, p. 6] , summed up in Theorem 2.7, to see that these discs belong to a 2j − 1 parameter family which fills an open set O. In fact, as for every ζ in the unit disc the mapping
is surjective, his proof [F, p. 26] gives that each disc in the family is contained in O, hence so is the origin.
Examples given in Section 4 show that self-intersection of the curve (3.1) may occur.
Corollary 3.4. Keep the notation of the theorem but only assume that Re (F/z (j−1) ) is strictly subharmonic on an open sector containing points z 1 , z 2 on the unit circle and a separating segment of length < π/(k − j − 1). If the curve (3.1) satisfies C(z 1 ) = C(z 2 ), then there exists a one parameter family of analytic discs with boundary in Γ passing through 0.
Proof. We may assume F (z 1 ) = F (z 2 ) = 0. Extend F outside the sector S determined by z 1 and z 2 to a homogeneous function so that Re (F/z (j−1) ) is strictly subharmonic and apply the previous theorem. Its proof shows that the domains of D f will belong to S.
is smooth of class C k on a disc ∆ about 0 of radius r, where P is a homogeneous polynomial of degree k. Suppose that P has an isolated CR singularity of index j > 0 at 0 and satisfies the conditions of Theorem 3.3 and that the associated curve (3.1) has no self-intersection at neighbouring points. Then the polynomially convex hull of Γ ϕ contains a 2j − 1-parameter family of analytic discs, which contains an open ball around 0 if j > 1.
Proof. It suffices to deal with the index 1 case. Higher indices can be treated as in Theorem 3.2 by dividing by z j−1 . The expansion of the resulting function will start with a homogeneous function of degree at least 2, and will be C 2 smooth on a punctured neighborhood of 0. Thus the assumptions are that Γ ϕ has an index 1 CR-singularity at 0 and that the real part of P k is strictly subharmonic away from 0. Let Γ be the graph of ϕ and Γ 0 be the graph of P k .
Consider the functions ϕ t (z) = t −k ϕ(tz) with graph Γ t . These functions are well defined on ∆ and converge to P k . The convergence is in C 2 norm on any compact set of ∆ not containing 0, i.e., compact sets above not containing 0, Γ t will be C 2 close to Γ 0 . As the polynomially convex hull of Γ 0 contains analytic discs with boundary in Γ 0 passing around 0, the same is true for Γ t for t sufficiently close to 0, by Theorem 2.7. However, if z, f (z) , z ∈ D f and 0 contained in D f , is a disc with boundary in Γ t , then z, t k f (z/t) is a disc with boundary in Γ.
Remarks 3.6.
1. The proofs of Theorems 3.1, 3.3 and 3.5 also work if we assume that Re ϕ(z,z)/z −1 is strictly subharmonic for some less then the index. From Forstneric's theorem and the fact that the local polynomial hull of w = ϕ(z,z)/z −1 is a hypersurface it would follow that the discs have their boundaries passing through the origin. However, we could not find examples of such functions. 2. One might hope to define the local polynomially convex hull of a compact set K at p ∈ K as the germ at p of a set X with property that, for every ε 1 > 0, there is a ε 2 > 0 such that
Here B ε denotes the closed ball around p with radius ε. However, even for a smooth surface Γ this kind of hull may not exist. This is the case at a CR singularity p if K ∩ B ε consists of shrinking discs with boundaries passing through p. 3. Recent work with Jöricke shows that the self-intersection property of the curve (3.1) is equivalent with the presence of elliptic and hyperbolic sectors at the critical point at 0 of the vectorfield ∂F/∂z. In view of (2.1), hyperbolic sectors at a critical point of this vectorfield prevent the existence of small analytic discs with boundary passing around the critical point.
Examples.
The degree 2 models being completely understood, we consider more complicated surfaces:
where P is a homogeneous polynomial of degree 3 in z andz. After changing coordinates, we may assume that P is of the form
The index I of Γ at 0 equals the winding number of ∂P/∂z over the unit circle. Thus
Let ζ 1 , ζ 2 be the zeros of aζ 2 + 2bζ + 3c, with |ζ 1 | ≤ |ζ 2 |. We find that
If one of the |ζ j | = 1, then the origin is a non-isolated CR-singularity. We consider the index 2 case. Then we may assume that a = 1, hence −2b = ζ 1 + ζ 2 , 3c = ζ 1 ζ 2 . Thus |c| < 1 3 and an easy computation gives that
is strictly subharmonic on C \ {0}. We are in the situation of Theorem 3.3 and wish to choose b, c in such a way that the analytic discs have their boundary passing through 0. Thus the associated curve
has to have self-intersection for values ϑ 1 , ϑ 2 very close to each other. It is reasonable to view C as a perturbation of a curveC withC (ϑ 0 ) = 0 for some ϑ 0 , which we may assume to be 0. Observe that
Thus at least one of the ζ's has to be close to 1. We take ζ 1 = ζ 2 = As the real part of C is even and the imaginary part is odd, a zero of Im C at 0 < ϑ 1 < π gives self-intersection of C for ϑ 1 and ϑ 2 = −ϑ 1 . Writing down a Taylor series for Im C we find This is easily seen to be positive for ϑ very close to 0 and negative at ϑ = Forstneric and Stout [FS] showed that a totally real surface Γ with an isolated hyperbolic CR singularity q in C 2 is locally polynomially convex at q. In fact, they showed that in a neighborhood of q, the analytic polynomials are dense in the continuous functions on Γ. Forstneric [F2] has an example of a smooth locally holomorphically convex surface in C 2 with an isolated CR-singularity of index 0 at which it admits a discrete family of analytic discs having their boundaries arbitrarily close to and passing around the singularity. Our next example shows that the Forstneric-Stout result can not be extended to polynomial surfaces with an isolated degenerated CR singularity of negative index, and complements the Forstneric example in that the surface is the graph of a homogeneous polynomial and the local hull is a hypersurface in C 2 . has an isolated CR-singularity of index −1 at the origin. Its local polynomially convex hull consists of a 1-parameter family of analytic discs with boundary in Γ and passing through 0.
The defining polynomial of (4.3) is obtained by dividing the polynomial of (4.2) by z 2 . Thus it is clear that Γ 3 is a surface with a CR-singularity of index −1 at the origin. Now suppose that z, f (z) , z ∈ D ⊂ C is an analytic disc in Γ 2 . Then 0 ∈ ∂D and f (z) = O(z 8 ) at 0, because of (3.2). Therefore, f (z)/z 2 is analytic on D and continuous onD. We conclude that the one-parameter family of discs z, f t (z) close to the origin in the surface Γ 2 gives rise to a one parameter family z, f t (z)/z 2 close to the origin in Γ 3 .
More precisely, let ε > 0, B(0,ε) the closed ball with radius ε in C 2 and consider the polynomial map from C 2 to C 2 :
F : (z, w) → (z, z 2 w),
We have F −1 (Γ 2 ) = Γ 3 ∪ {z = 0}. We claim that K = Γ 3 ∩ F −1 (B(0,ε)) ĉ onsists precisely of the discs z, f t (z)/z 2 , where z, f t (z) are the discs forming the hull of Γ 2 ∩ B(0,ε). Indeed, if F (z 0 ,w 0 ) / ∈ Γ 2 ∩ B(0,ε) ˆ, then (z 0 ,w 0 ) / ∈ K, by considering polynomials P • F . If F (z 0 ,w 0 ) is in one of the discs z, f t (z) in the hull of Γ 2 ∩ B(0,ε), then (z 0 ,w 0 ) belongs to the disc z, f t (z)/z 2 . Finally, the remaining case is that (z 0 ,w 0 ) is mapped onto Γ 2 , but doesn't belong to Γ 3 . This means that z 0 = 0, w 0 = 0. Such points can not belong to K, because at a point of the form (0,w 0 ) ∈ K with |w 0 | = max {(0,w)∈K} |w| the function (w + w 0 )/2 would obtain a local maximum outside the Shilov boundary, which contradicts the local maximum modulus principle, cf. [W] .
