The data analysis question to be considered is: What probability distributions can be used to describe Buffalo snowfall. An ever-present hypothesis to be considered is whether Buffalo snowfall is normal.
Functions that describe probability distributions
The probability law of a continuous random variable X can be described by one or more of the following functions:
Theorem: For F continuous
3. Raw functions that describe samples Data X 1 ,... ,Xn is called a random sample of X when X 1 ,...,X n are independent random variables identically distributed as X. An important role in the analysis of a sample is played by the order statistics X(I) < X(2)'<. .. < X(n)
(1) Sample Distribution F(x) = fraction X 1 ... ,X n _ x X <c n ' (j)<_ x<X(j+l)
(2) Sample Probability Density, or Histogram, estimates f(x) by a numerical derivative
A universal display of any data set is provided by the quantile box plot introduced in Parzen (1979) .
-(4) Sample Quantile-Density is a numerical derivative
An important formula is
4. Smooth functions that describe samples and estimate probability distributions
The functions F, f, Q, q, fQ that represent the true probability distribution of a random variable X are estimated by 
fQ(u) = f^Q-(u).
A non-parametric estimation method forms estimators which are not based on parametric models. Important examples of non-parametric estimators of a probability density f(x) and a quantile-density q(u) are respectively
for suitable kernels K(-) and bandwidth 6.
Parameter estimation and information divergence
When a parametric model f, is assumed, parameter estimators are often determined by minimizing a "distance" between f(x) and fY(x). A "distance" between two probability densities f(x) and g(x) is denoted I(f;g) and is called an information divergence between f(x) and g(x). It is usually not symmetric in f and g.
It does not satisfy the triangle inequality for a metric. But 
The most important values of a are 0.5<a<2. Bi-information divergence is defined by
it may be regarded as related to 1 2 (g;f).
Information divergence of order 1 has an important decomposition:
We call H(f;g) the cross-entropy of f and g, and call H(f) the entropy of f.
Maximum likelihood parameter estimation can be shown to be equivalent to minimum cross-entropy estimation. The likelihood function of a parametric model f 0 is defined by
One may verify that
The maximum likelihood parameter estimator 0, defined by
It also satisfies
In general parameter estimators e are found by minimizing I,(f;f 8 ) or I,(f 8 ;f). Chi-squared estimators minimize 1 2 (fo;f)
while modified chi-squared estimators minimize 1 9(f;fA).
To compute 1(f;f 8 ) one needs to compute H(f). A useful formula for accomplishing this is
The value of Il(f;f ) can be used to test the goodness of fit of the parametric model f 8 "
Information and bi-information parameter estimation, and comparison distribution functions
Given a sample with sample probability density function f and parametric model f., one can form diverse parameter V estimators, denoted 6 and 8, corresponding to two choices of information divergence which we take to be: (1) 1 1 (f;f,), and 
where f OQ 0 (u) is a specified density-quantile function.
Parameter estimators can be justified as minimizing information divergence Another consequence of considering information of order a is that we can unify the estimation criterion used to form maximum likelihood estimators with the estimation criterion used to form Gaussian time series parameter estimators:
where f and f are spectral densities. It is comparable to 1 2 (de) = log fl fQ(u) du o feQ(u)
Statistical inference reduced to density estimation
The quantile approach to statistical data analysis being developed by Parzen [since Parzen (1979) We call d(ul,u 2 ) the quantile dependence density.
The hypothesis Ho can be expressed can be expressed in terms of information divergence fx (x ) t(fy;fx) =-f* -log 1x
defining the comparison distribution function and comparison density function
X Y fY(QY(u))
Estimating the information divergence between fy and fx is equivalent to estimating the negative of the entropy in the quantile-density sense of the comparison density d(u). An important criterion for developing the functional form of exact models for densities is the maximum entropy principles.
Parametric-select density estimation and Maximum Entropy
A density f(x), --<x<-, which maximizes entropy
where Ti(x) are specified functions (called sufficient statistics) and T are specified moments can be shown to have the representation, called an exponential model,
where k ek)-log fo exp {j % Tj(x)l dx guarantees that f(x) integrates to 1.
A quantile function q(u), O<u<l, which maximizes entropy Hqd(q) 1 j1 log q(u) du subject to the constraints A location scale parameter Gamma density
is not an exponential model. We can treat it as one by estimating p (say, by the minimum X( 1 ) of the random sample X 1 ... ,Xn), and treating Xj-P as a sample from fr,a(x).
The hypothesis that the data is fit by a normal distribution versus the hypothesis that the data is fit by a Gamma Stepwise regression is used to suggest p3rsimonious parametrizations. 
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f(x))
and normalizing the sum to go from 0 to 1. One inspects its graph to see how it deviates from D(u) = u.
Case studies of bi-information density estimation
The density estimators corresponding to the bi-information parameter estimates of the normal, gamma, and four-parameter exponential models are presented for four simulated random samples:
1) Exponential or Gamma (r -, -1)
2) Gamma (r-10, a -1)
4) Contaminated normal: lOON(0,l),5N(l0,l)
In addition density estimators, using bi-information parameters, are presented for the data set of Buffalo snowfall.
Bi-information select regression estimation of the parameters of a 4-paramential exponential model with sufficient statistics
x, x 2 , x 3 , and log x leads to the conclusion that Buffalo snowfall obeys a Gamma distribution. It is equally well fit by a normal distribution whose parameters are estimated by minimizing bi-information rather than order i information.
The hypothesis that Buffalo snowfall is normal seems to be acceptable, but one can question whether the maximum likelihood estimators (sample mean and variance) provide the best-fitting normal distribution for Buffalo s.nowfall.
As in Parzen (1979) , we reject a trimodal shape nrobability density estimate for Buffalo snowfall, which has been found by several non-parametric density estimation techniques;
including Tapia and Thompson (1978) . 
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