Rough differential equations are solved for signals in general Besov spaces unifying in particular the known results in Hölder and p-variation topology. To this end the paracontrolled distribution approach, which has been introduced by Gubinelli, Imkeller and Perkowski [24] to analyze singular stochastic PDEs, is extended from Hölder to Besov spaces. As an application we solve stochastic differential equations driven by random functions in Besov spaces and Gaussian processes in a pathwise sense.
Introduction
Differential equations belong to the most fundamental objects in numerous areas of mathematics gaining extra interest from their various fields of applications. A very important sub-class of classical ordinary differential equations (ODEs) are controlled ODEs, whose dynamics are given by du(t) = F (u(t))ξ(t), u(0) = u 0 , t ∈ R,
where u 0 ∈ R m is the initial condition, u : R → R m is a continuous function, d denotes the differential operator and F : R m → L(R n , R m ) is a family of vector fields on R m . In such a dynamic ξ : R → R n typically models the input signal and u the output. If the signal ξ is very irregular, for instance if ξ has the regularity of white noise, equation (1) is called rough differential equation (RDE) . Starting with the seminal paper by Lyons [37] , the theory of rough paths has been developed to solve and analyze rough differential equations over the last two decades. A significant insight due to Lyons [37] was that the driving signal ξ must be enhanced to a "rough path" in some sense, in order to solve the RDE (1) and to restore the continuity of the Itô map defined by ξ → u in a p-variation topology, cf. [36, 38, 19] . In particular, the rough path framework allows for treating important examples as stochastic differential equations in a non-probabilistic setting. Parallel to the p-variation results, rough differential equations have been analyzed in the Hölder topology with similar tools, cf. [20, 16] .
One core goal of this article is to unify the approach via the p-variation and the one via the Hölder topology in a common framework. To this end, we deal with rough differential equations on the very large and flexible class of Besov spaces B α p,q , noting that, loosely speaking, the space of α-Hölder regular functions is given by the Besov space B α ∞,∞ and that the p-variation scale corresponds to B 1/p p,q (see [6] ). The results by Zähle [46, 47, 48] , who set up integration for functions in Sobolev-Slobodeckij spaces via fractional calculus, are covered by our results as well. In fact, Besov spaces unify numerous function spaces, including also Sobolev spaces and Bessel-potential spaces, for a comprehensive monograph we refer to Triebel [43] . Furthermore, different types of Besov spaces and Besov embeddings already appear naturally in various applications of rough path theory. Let us mention, for instance, their use to derive large deviation principles [32, 31] , a non-Markovian Hörmander theory for RDEs [7, 8] and certain embedding results in the context rough path [29, 17] .
Due to this generality, studying solutions to the RDE (1) on Besov spaces is a highly interesting, but challenging problem. In a first step, provided the driving signal ξ is in B α−1 p,q for α > 1/2, p 2, q 1, the existence and uniqueness of a solution u to the RDE (1) is proven, see Theorem 3.2, and further it is shown that the corresponding Itô map is locally Lipschitz continuous with respect to the Besov topology, see Theorem 3.3. In particular, with these results we recover the classical Young integration [45] on Besov spaces.
In order to handle a more irregular driving signal ξ in B α−1 p,q for α > 1/3, p 3, q 1, the path itself has to be enhanced with an additional information, say π(ϑ, ξ), which always exists for a smooth path ξ and corresponds to the first iterated integral in rough path theory. In the spirit of the usual notion of geometric rough path, this leads naturally to the new definition of the space of geometric Besov rough paths B 0,α p,q , cf. Definition 5.1. Starting with a smooth path ξ, it is shown that the Itô map associated to the RDE (1) extends continuously to the space of geometric Besov rough path, cf. Theorem 5.10. As a consequence there exists a unique pathwise solution to the RDE (1) driven by a geometric Besov rough path. Note that due to α > 1/p our results are restricted to continuous solutions, which seems to appear rather naturally, see Remark 5.12 for a discussion. Especially, for signals which are not self-similar like Brownian motion but whose regularity is determined by rare singularities, we can profit from measuring regularity in general Besov norms.
The immediate and highly non-trivial problem appearing in equation (1) is that the product F (u)ξ is not well-defined for very irregular signals. While classical approaches as rough path theory formally integrate equation (1) and then give the appearing integral a meaning, the first step of our analysis is to give a direct meaning to the product in (1) . Our analysis relies on the notion of paracontrolled distributions, very recently introduced by Gubinelli et al. [24] on the Hölder spaces B α ∞,∞ . Their key insight is that by applying Bony's decomposition to F (u)ξ the appearing resonant term can be reduced to the resonant term π(ϑ, ξ) of ξ and its antiderivative ϑ, using a controlled ansatz to the solution u. The resonant term π(ϑ, ξ) turns out to be the necessary additional information to show the existence of a pathwise solution and corresponds to the first iterated integral in rough path theory as already mentioned above.
Generalizing the approach from [24] to Besov spaces poses severe additional problems, which are solved by using the Besov space characterizations via Littlewood-Paley blocks as well as the one via the modulus of continuity. Besov spaces are a Banach algebra if and only if p = q = ∞ such that in general our results can only rely on pointwise multiplier theorems, Bony's decomposition and Besov embeddings. We thus need to generalize certain results in [2] and [24] , including the commutator lemma, see Lemma 4.4 . A second difficulty is that u ∈ B α p,q imposes an L pintegrability condition on u. To overcome this problem, we localize the signal and consider a weighted Itô(-Lyons) map, both done in a way that does not change the dynamic of the RDE on a compact interval around the origin.
The paracontrolled distribution approach [24] offers an extension of rough path theory to a multiparameter setting as also done by the innovative theory of regularity structures developed by Hairer [27] . While Hairer's theory presumably has a much wider range of applicability, both successfully give a meaning to many stochastic partial differential equations (PDEs) like the KPZ equation [26, 25] and the dynamical Φ 4 3 equation [27, 9] just to name two. Even if the approach of Gubinelli et al. [24] may not be a systematic theory as regularity structures, it comprises some advantages. The approach works with already well-studied tools like Bony's paraproduct and Littlewood-Paley theory, which leads to globally defined objects rather than the locally operating "jets" appearing in the theory of regularity structures. Since for stochastic PDEs the question about the "most suitable" function spaces seems not to be settled yet, it might be quite promising on its own to extend [24] to a more general foundation as we do by working with general Besov spaces. For instance, let us refer to the very recent work of Hairer and Labbé [28] , where the theory of regularity structures is adapted to a setting of weighted Besov spaces.
In probability theory the prototypical example of the differential equation (1) 
Functional analytic preliminaries
For our analysis we need to recall the definition of Besov spaces, some elements of the LittlewoodPaley theory and Bony's paraproduct. For the properties of Besov spaces we refer to Triebel [43] . The calculus of Bony's paraproduct is comprehensively studied by Bahouri et al. [2] , from which we also borrow most of our notation.
For the sake of clarification let us mention that
α equipped with the Hölder norm
where k denotes multi-indices with usual conventions and where ⌊α⌋ denotes the integer part of α > 0. For operator valued functions F : R m → L(R n , R m ) we write F ∈ C n , n ∈ N, if F is bounded, continuous and n-times differentiable with bounded and continuous derivatives, and we use the abbreviation C := C 0 . The first and second derivative are denoted by F ′ and F ′′ , respectively, and higher derivatives by F (n) . On the space C n we introduce the norm
for n 1, where · denotes the corresponding operator norms.
The presumably most fundamental way to define Besov spaces is given via the modulus of
For p, q ∈ [1, ∞] and α ∈ (0, 1) Besov spaces are defined as
and the usual modification if q = ∞. 
and so the inverse Fourier transform is given by 
We say a pair (χ, ρ) with these properties is a dyadic partition of unity and we throughout use the notation ρ −1 := χ and ρ j := ρ(2 −j ·) for j 0.
For the existence of such a partition we refer to [2, Prop. 2.10]. Taking a dyadic partition of unity (χ, ρ), the Littlewood-Paley blocks are defined as
Note that ∆ j f is a smooth function for every j −1 and for every f ∈ S ′ (R d ) we have
For α ∈ R and p, q ∈ (0, ∞] the Besov space can be characterized in full generality as
According to [43, We will frequently use the notation A ϑ B ϑ , for a generic parameter ϑ, meaning that A ϑ CB ϑ for some constant C > 0 independent of ϑ. We write
In view of the RDE (1) we need to study the product of two distributions. The standard estimate, cf. Triebel [43, (24) 
applies only for α > 0 and p, q 1. However, in the context of RDEs the regularity α of the involved product will typically be negative.
, at least formally we can decompose the product f g in terms of Littlewood-Paley blocks as
where
We call π(f, g) the resonant term. This decomposition was introduced by Bony [5] and it comes with the following estimates:
and suppose that
Proof. The last claim is Theorem 2.85 in [2] . For the first claim and the second one we slightly generalize their Theorem 2.82. Since ρ j is supported on 2 j times an annulus and the Fourier transform
Using that ∆ j is a convolution with
Together with Hölder's inequality we obtain for any j −1
For (ii) another application of Hölder's inequality yields
Finally, we apply Lemma A.3 to conclude that (2
We finish this section with two elementary lemmas, which seem to be non-standard (cf. Lemma A.4 and A.10 in [24] for the Hölder case). To control the norm of an antiderivative with respect to the function itself will play an import role, naturally restricted to the case d = 1. The following lemma provides the counterpart to the well-known estimate F 
In particular, for any smooth ψ with supp ψ ⊆ [−T , T ] for some T > 0 one has
Proof. Since differentiating in spatial domain corresponds to multiplication in Fourier domain, we set
and noting that B α p,q ⊆ C(R) for α > 1/p, the function F := G + H − G(0) satisfies F ′ = f and the asserted norm estimate. Uniqueness follows because any distribution with zero derivative is constant.
It remains to verify (5) . Concerning G, we obtain for each Littlewood-Paley block, using supp(ρ j ) ∩ supp(ρ k ) = ∅ for all j, k −1 with |k − j| > 1,
Using twice a substitution, we have for j 0
Hence, Young's inequality yields
To show the second part of (5) 
For later reference we finally investigate the scaling operator Λ λ , given by Λ λ f (·) := f (λ·) for any λ > 0 and any function f , on Besov spaces.
for all λ > 0. For j 0 the Fourier transform of Λ λ (∆ j f ) is consequently supported in λ2 j A, where A is the annulus containing the support of ρ, and we have
Applying again Young's inequality to the sequences a :
Finally, we obtain analogously for k = −1 that
Young integration revisited
In the present section we start to consider the differential equation (1), which was given by
. Assuming our driving signal ξ : R → R n is smooth enough, the differential equation (1) is well-defined and can be equivalently written in its integral form
and analogously for t ∈ (−∞, 0). According to Young [45] , the involved integral can be defined as limit of Riemann sums as long as the driving signal ξ is the derivative of a path ϑ which is of finite p-variation for p < 2. Then, equation (6) [35] using a Picard iteration. The case of a 1/p-Hölder continuous driving path ϑ was treated by Ruzmaikina [42] . Since then it is still of great interest to find new approaches to (6): Gubinelli [22] has introduced the notion of controlled paths, Davie [15] has shown the convergence of an Euler scheme, Hu and Nualart [30] have used techniques from fractional calculus and Lejay [34] has developed a simple approach similar to [42] .
In this section we recover the analogous results on Besov spaces with a special focus on the situation when F is a linear functional. For a discussion of the importance of linear RDEs we refer to Coutin and Lejay [13] and references therein.
We first note that the function F (u) inherits its regularity from the regularity of u. More precisely, [2, Thm. 2.87] shows for u ∈ B α p,q satisfying u ∞ < ∞ and a family of sufficient regular vector fields F with F (0) = 0 (or p = ∞) that
denoting the smallest integer larger or equal than α > 0 by ⌈α⌉ and provided the norms on the right-hand side are finite. If the product F (u)ξ is regular enough, we can understand the differential equation (1) in its integral form (6) where the integral is given by the antiderivative of the product, i.e.
In view of Lemma 2.2 the solution u of (1) cannot be expected to be contained in B α p,q . Therefore, we consider instead a localized version of the differential equation. Alternatively, the solution of the RDE (1) could be studied in homogenous or weighted Besov spaces, which can only lead to very similar results. In order to provide our results in the most commonly used notion of Besov spaces, we focus on localized equations. We impose the following standing assumption: 
with the usual convention for t < 0. This result extends to nonlinear
Proof.
Step 1: First we establish a contraction principle under the assumption that F ′ C 1 is sufficiently small. Without loss of generality we may assume u 0 = 0. Following a fixed point argumentation, we consider the solution map
In order to verify that Φ is indeed well-defined, we use Lemma 2.2 to observe
p,q with dF = f and F (0) = 0. We thus have 
∞,∞ for α > 1/p and (7), we deduce that
To apply Banach's fixed point theorem, it remains to show that Φ is a contraction.
Denoting by
, we conclude as above
By the standard estimate (3), we obtain
Hence, if F is linear and F ′ ∞ is small enough, Φ is a contraction. Provided p = ∞ and F ∈ C 2 , it suffices if F ′ C 1 is sufficiently small:
Step 2: In order to ensure that F ′ C 1 is small enough, we scale ξ as follows: For some fixed ε ∈ (0, α − 1/p) and for some λ ∈ (0, 1) to be chosen later we set
where we recall the scaling operator Λ λ f = f (λ·) for f ∈ S ′ . Lemma 2.3 yields
For λ > 0 sufficiently small Step 1 provides a unique global solution
for all u 0 ∈ R. Setting now u := Λ λ −1 u λ , we have constructed a unique solution to
which coincides with (8) on [−λT , λT ].
Step 3: Since the choice of λ does not depend on u 0 , we can iteratively apply Step 2 on intervals of length 2λT to construct a unique global solution u ∈ B α p,q to equation (8) .
In this simple setting it turns out that the Itô map S defined by
where u denotes the solution of the (localized) Cauchy problem (8), is a locally Lipschitz continuous map with respect to the Besov norm. (14) is locally Lipschitz continuous.
R and |u i 0 | R for some R > 0 and denote by u i the unique solution to corresponding Cauchy problems (8) for i = 1, 2, which exists thanks to Theorem 3.2. In order to avoid repetition, we just consider a linear mapping F . The non-linear case works analogously.
Step 1:
which, provided F ′ ∞ is small enough, depending only on R, ϕ and T , leads to
For the difference u 1 − u 2 we have
The second term can be estimated as in (10) and for the last one Bony's decomposition, Lemma 2.1 and (7) yield
Therefore, we can combine the above estimates to
If F is linear with sufficiently small F C 1 , we obtain the desired estimate by rearranging:
Step 2: The assumption on F ′ ∞ can be translated to an assumption on T using the same scaling argument as in Step 2 in the proof of Theorem 3.2. More precisely, we define ξ λ,1 and ξ
for λ > 0 as in (12) 
In conclusion, the Itô map is locally Lipschitz continuous given T > 0 is sufficiently small because u i is a solution to
Step 3: The local Lipschitz continuity for arbitrary T follows by a pasting argument. For this purpose choose a partition of unity (
2 λT ], for anchor points t j ∈ R with t 0 = 0 and |t j − t j−1 | λT /2 and fulfilling
Since the u i for i = 1, 2 have compact support, there is some N ∈ N such that one has, using (3),
where u i j is the unique solution to
,q for j 1 and similarly for negative j, Step 2 yields
To extend these results to nonlinear functions F for p < ∞ and to less regular driving signals ξ, more precisely ξ ∈ B α−1 p,q for α ∈ (1/3, 1/2), is the aim of the following two sections.
Linearization and commutator estimate
In order to deal with more irregular driving signals ξ ∈ B α−1 p,q , we shall apply Bony's decomposition to rigorously define the product F (u)ξ, which appears in the RDE (1). Let us first formally decompose F (u)ξ and analyze the Besov regularity of the different terms as follows
The first term
p,q due to Lemma 2.1 and the boundedness of F . The regularity of the third term T ξ F (u) ∈ B 2α−1 p/2,q/2 for α < 1 can also be deduced from Lemma 2.1 since naturally the solution u has regularity B α p,q and thus F (u) ∈ B α p,q by (7). The regularity estimate of the resonant term can be applied only if 2α − 1 > 0. This is the main reason, why it was possible for α ∈ (1/2, 1] to show the existence of a solution to the (localized) RDE (1) in Section 3 without taking any additional information about ξ into account. However, this high Besov regularity assumption on ξ is violated in most of the basic examples from stochastic analysis as for instance for stochastic differential equations driven by Brownian motion or martingales. The aim of this section is to reduce the resonant term π(F (u), ξ) to π(u, ξ):
with
Moreover, Π F is locally Hölder continuous satisfying for any
As we will see in the next section, it suffices to consider only q = ∞ in Proposition 4.1. Taking into account the embedding B In order to prove this proposition, we need the subsequent lemmas. As the first step, we show the following paralinearization result, which is a slight generalization of Theorem 2.92 in [2] . Our proof is inspired by [24, Lem. 2.6] and relies on the characterization of Besov spaces via the modulus of continuity. We obtain that the composition F (u) can be written as a paraproduct of F ′ (u) and u up to some more regular remainder.
is locally Hölder continuous with
Proof. The remainder R F (g) is given by
For j 0 Young's inequality and the Lipschitz continuity of F yield
For j > 0 we have ∆ j F (0) = 0 and the Fourier transform of F j is supported in 2 j times some annulus. Defining the kernel functions K j := F −1 ρ j and K <j−1 := k<j−1 K k and using that K j (x) dx = ρ j (0) = 0, the blocks F j can be written as convolution
where we used in the in last equality the mean value theorem for intermediate points
By the Hölder continuity of F ′ the above display can be estimated by
Now we can estimate the L p ′ -norm of the integral by the integral of the L p ′ -norm, which yields
Recalling the modulus of continuity from (2) and the corresponding representation of the Besov norm, we obtain with Hölder's inequality for any q ∈ [1, ∞] with q * = q/(q − 1)
(with d/q := 0 for q = ∞ and the usual modification for q * = ∞). Abbreviating δ := α + β + d/q, the last integral can be written as
where we apply Young's inequality in the last estimate. Due to
To bound similarly the norms of K <j−1 note that F K <j−1 is uniformly bounded and supported on a ball with radius of order 2 j . We conclude
α,p,(1+β/α)q . The claimed bound R F (g) α+β,p,∞ thus follows from Lemma A.1 and choosing q = ∞.
To show the Hölder continuity, we will apply similar arguments. For convenience we define ∆f (y, z) := f (y) − f (z) for any function f . Using the additional regularity of F , we obtain from (18) that
Hence, we can write
The Hölder continuity of F ′′ yields
Using the inequalities by Minkowski and Cauchy-Schwarz, we obtain analogously to (19)
The claimed bound follows again from Lemma A.1 and the symmetry in g and h.
In the situation of Proposition 4.1 we conclude
Due to this linearization it remains to study π(T F ′ (u) u, ξ). For Hölder continuous functions Gubinelli et al. [24, Lem. 2.4] have shown that the terms π(T F ′ (u) u, ξ) and F ′ (u)π(u, ξ) only differ by a smoother remainder. To find an estimate of the regularity for the commutator 
1. Then for α ∈ (0, 1) and for any
Minkowski's and Hölder's inequalities yield
With the modulus of continuity (2) and the corresponding Besov norm, we obtain
For j = −1 the previous L 1 -norm is finite because χ is smooth and compactly supported. For j 0 we additionally note that
Therefore, Γ can be uniquely extended to a bounded trilinear operator
We will separately estimate both sums in the following.
For k −1 we have ∆ i (S k+2 g) = 0 for i > k + 2 due to property (iii) of the dyadic partition of unity. Consequently,
and its Fourier transform satisfies supp F a k ⊆ 2 k B for some ball B. Hölder's inequality yields
Now, let us consider the second sum in (21) . Note that
Since the support of the Fourier transform of S l−1 f ∆ l g is of the form 2 l A for some annulus A, we have that 
For any q 2 , q 3 q satisfying
Hölder's inequality and Lemma A.2 yield then
To obtain the claimed norm bound, recall that B 
and
Lemmas 2.1, 4.2 and 4.4 yield
where we again used Besov embeddings. Finally, we apply (7). The bound of
,p,∞ follows from analogous estimates, using the argument-wise linearity of Γ and π, the Hölder continuity of R F from Lemma 4.2 and
for any q ∈ [1, ∞].
The paracontrolled ansatz
Assuming that the driving signal ξ satisfies ξ ∈ B α p,q for α > 1/3, we come back to the RDE (1). Recall that it was given by du(t) = F (u(t))ξ(t), u(0) = u 0 , t ∈ R,
is a family of vector fields on R m . In Section 3 we have already considered the case α > 1/2. The classical way to continuously extend Young's approach to more irregular driving signals is Lyons' rough path theory, which additionally to the signal ξ needs to handle the corresponding "iterated integral".
As an alternative, we use in the present section a new paracontrolled ansatz similar to Gubinelli et al. [24] . We postulate that the solution u of the RDE (1) is of the form 
The presumed controlled structure yields that understanding the (problematic) term π(u, ξ) reduces further to the analysis of π(ϑ, ξ) owing to the commutator from (20) :
Plugging the paracontrolled ansatz into the RDE (1), the Leibniz rule and the above observation yield
Comparing the least regular terms on the left-hand and on the right-hand side, we choose ϑ as the solution to dϑ = ξ with ϑ(0) = 0 and u ϑ = F (u). As already noted in Section 3, we cannot expect ϑ to be contained in any Besov space (cf. Lemma 2.2). This requirement would especially be violated in most interesting examples from probability theory, for instance, ϑ being Brownian motion or a martingale. In order to circumvent this issue, we use again the localizing function ϕ from Assumption 3.1. Still relying on dϑ = ξ and ϑ(0) = 0, we introduce the local version of the signal
The corresponding localized RDE is then given by
This differential equation coincides with the original one on the interval [−T , T ] due to ϕ(t) = 1 and ϕ ′ (t) = 0 for |t| T . Summarizing briefly the above discussion, we need two additional pieces of information about very irregular signals. Namely, ξ T has to be the derivative of a path ϑ T with compact support and the resonant term π(ϑ T , ξ T ) has to be well-defined. This precisely corresponds to the classical rough path theory, where a path ϑ defined on some compact interval is enhanced with the information of the iterated integral´ϑ s dϑ s .
Analogously to the notion of geometric rough path (cf. for example Section 2.2. in [16] ), we introduce now the notion of geometric Besov rough path: 
where u solves (23) 
Let us emphasize that also this weighted differential equation still coincides with the original RDE (1) restricted to the interval [−T , T ]. While the very recently developed semigroup approach to paracontrolled calculus by Bailleul and Bernicot [3] might allow for working without the weight ψ, this would lead to non-standard Littlewood-Paley blocks and Besov spaces. The aim is now to continuously extend the weighted Itô-Lyons mapŜ from smooth functions with support in [−2T , 2T ] to the geometric Besov rough paths or more precisely from the domain
For this purpose we specify our assumptions on the weight function ψ as follows: (ii) The function . In order to analyze the weighted RDE (25), we modify our ansatz tõ
Roughly speaking, in the terminology of [24] the pair (ũ, F (ũ)) ∈ (B whereũ solves the ODE (25) ,
Proof. For the equivalence between (i) and (ii) note that u = ψ −1ũ is well-defined by Assumption 5.2 and that we have by the Leibniz rule
The equivalence between (ii) and (iii) follows by combiningũ = T F (ũ) ϑ T + u # and (25), which yields
and due toũ(0) = u(0) = u 0 the initial condition satisfies u
As we have seen in the discussion at the beginning of the present section, we want to reduce the resonant term π(F (ũ), ξ T ) to the resonant term π(ϑ T , ξ T ). Indeed, this is possible as proven in the following proposition. The specific form of u allows to improve the quadratic estimate (17) in Proposition 4.1 to a linear one. Its proof is inspired by Lemma 5.2 by Gubinelli et al. [24] . 
Step 1: To avoid the quadratic estimate, we first need a modified version of Lemma 4.2. We will borrow some notation from the proof of this former lemma. For brevity we define v u := T F (ũ) ϑ T and recallũ := ψu such thatũ = v u + u # . We write
For j > 0, we deduce from (18) and our ansatz that
Proceeding as in proof of Lemma 4.2 and applying Hölder's inequality, we obtain for q * = q/(q − 1)
Due to Lemma 2.1 one further has
and thus Lemma A.1 gives
Step 2: Plugging in the ansatz once again and keeping the definition of our commutator (20) in mind, we decompose
Therefore, we can bound π(F (ũ), ξ T ) 2α−1,p/2,q by estimating these five terms separately. We will apply the following bound which holds owing to the Besov embedding B 3α−1
p/2,q/2 due to α > 1/p and which uses Bony's estimates and 2α
Furthermore, note for the following estimates that ξ T α−1,p,q ϑ T α,p,q thanks to the lifting property of Besov spaces, cf. [43, Thm. 2.3.8].
Applying (29) and (7) toF := F ′ F , we obtain for the first summand
For the second term the above estimate (29) and Lemma 4.4 yield
where (7) is used in the last line. Lemmas 2.1 and 4.4 again together with (7) gives for the third term
The second last term in (28) can be estimated by
where a Besov embedding, Lemma 2.1 and (7) are used. Finally, for the last term, note that there is some ε ∈ (0, α − 1 p ) such that 3α − 1 − ε > 0. Applying Lemma 2.1, Step 1 and Besov embeddings, we get
These five estimates combined lead to the asserted bound.
Remark 5.7. The requirement F (0) = 0 seems to be a purely technical assumption. In view of Lemma 4.2, we can decompose in general π(
If p = ∞ the additional term can be easily estimated. If p < ∞, it seems more reasonable to decompose F (ũ)ξ T = (F (ũ) − F (0))ξ T + F (0)ξ T at the beginning. Hence, we decided to assume the condition F (0) = 0. Otherwise, all estimates would become even more involved by keeping track of the additional term due to F (0) = 0 without needing conceptional new ideas.
Having established a linear upper bound for the resonant term π(F (ũ), ξ T ), we deduce the boundedness of the solution to the localized RDE (23) in the weighted Besov norm.
holds for a universal constant c > 0, independent of ϑ, F , u 0 and if ψ satisfies Assumption 5.2 for some sufficiently small C ψ , then the solution u to (23) satisfies
Proof. We recall the characterization ofũ = ψu from Lemma 5.5. In order to obtain the desired estimate of the norm, we apply Bony's decomposition and calculate
We bound the B 2α−1 p/2,q -norm of these four terms separately. The first term is bounded by Proposition 5.6. To estimate the second term in (30), Lemma 2.1, (7) and a Besov embedding yield
The third term in (30) can be estimated with the lifting property of Besov spaces, Lemma 2.1, (7) and a Besov embedding
For the last term in (30) we note the norm equivalence ψu L p/2 ∼ ψ u L p/2 with for u being constant outside of [−2T , 2T ], where we setψ := ψψ 2 for another weight function ψ 2 satisfying
Combining all the above estimates, we obtain 
Hence, combining the last two inequalities leads to
is sufficiently small, we thus obtain
In combination with the ansatz and the bounds from above, Lemma 2.1 reveals
Due to Remark 5.4 applied toψ = ψψ 2 , we can apply Lemma 2.2 to obtain
For D smaller than some universal constant we conclude the assertion.
For any F ∈ C 3 and F C 3 small enough, the following lemma reveals that the weighted Itô-Lyons mapŜ as introduced in (24) 
). The local Lipschitz continuity is the key ingredient to extend the weighted Itô-Lyons map from smooth paths to irregular ones. The proof works similarly to the proofs of Proposition 5.6 and Corollary 5.8 with an additional application of the Lipschitz result in Proposition 4.1. Due to the necessary, but quite lengthy estimations, we postpone the proof to Appendix A.2 with the hope to increase the readability of the paper.
Finally, we can state our main result: There exist a continuous extension of the weighted Itô- Proof. In order to apply Lemma 5.9, we first need to ensure that F C 3 is small enough. Thus, as similarly done in Step 2 of the proof of Theorem 3.2, we scale ϑ n T : For some fixed ε ∈ (0, α − 1/p) and for λ ∈ (0, 1) we set
where we recall the scaling operator Λ λ f = f (λ·) for f ∈ S ′ . Given this scaling, still ξ 
Moreover, again using Lemma 2.3 we can estimate
Let us take once more the localization function ϕ from Assumption 3.1 and noticing that ϕ 2T ϑ
Stochastic differential equations
The purely analytic results from the previous sections for rough differential equations allow for treating a large class of stochastic differential equations (SDEs) in a pathwise way. While we assumed so far that the driving signal ξ of the RDE (1) is given by a deterministic function with a certain Besov regularity, we suppose from now on that ξ is the distributional derivative of some continuous stochastic process X. Provided all involved stochastic objects live on a suitable probability space (Ω, F , P) and setting ξ := dX, the RDE (1) becomes an SDE with the dynamic
where u 0 is a random variable in R m and X is some d-dimensional stochastic process for simplicity on the interval [0, 1].
Instead of relying on classical stochastic integration in order to give the SDE (33) a meaning, we shall demonstrate here that the results of Section 3 and 5 are feasible for a wide class of SDEs. For this propose the present section is devoted to show the required sample path properties of a couple of stochastic processes. This allows for solving SDEs which are beyond the scope of classical probability theory as well as for recovering well-known examples. Let us emphasize that we present here only a few exemplary stochastic processes to illustrate our results and do not aim for the most general class of stochastic processes.
Gaussian processes
A well-known but very common example for a stochastic driving signal X is the fractional Brownian motion, cf. [12, 39] [44] investigated the Besov regularity for more general Gaussian processes. The self-similar behavior of fractional Brownian motion implies that B H has the same regularity H with respect to all p-scales of the Besov spaces. Therefore, it suffices to focus on p = ∞ for this example.
Even if one could still rely on results from rough path theory (Lyons [37] or Gubinelli et al. [24] ) in the case H > 1/3, the following lemma shows how to recover the results for SDEs with our machinery. It in particular covers the fractional Brownian motion. 
for all s, t ∈ R and all r ∈ [0, |t − s|). 
where we denote ψ n := nψ(n·).
In other words, every d-dimensional Gaussian process X satisfying the Coutin-Qian condition (34) for some H ∈ (1/3, 1/2) can be enhanced to a geometric Besov rough path and especially Theorem 5.10 can be applied to solve the SDE (33), cf. Coutin and Qian [14] or Friz and Victoir [18] .
Stochastic processes via Schauder expansions
Instead of approximating stochastic processes by processes with smooth sample paths, in probability theory it is often more convenient to construct a process via an expansion with respect to a basis of L 2 . The presumably most famous construction of this type is the Karhunen-Loève expansion of Gaussian processes.
A classical construction of a Brownian motion on the interval [0, 1] is the Lévy-Ciesielski construction based on Schauder functions. More generally, Schauder functions are a very frequently applied tool in stochastic analysis. Notably, they are used to investigate the Besov regularity of stochastic processes, cf. for example Ciesielski et al. [10] and Rosenbaum [40] , and very recently Gubinelli et al. [23] constructed directly the rough path integral in terms of Schauder expansions.
The Schauder functions can be defined as the antiderivatives of the Haar functions. More explicitly they are given by 
Proof. Let us recall that C 
p,q as m goes to infinity, where the convergence of the second component follows from the convergence of the first one using the lifting property of Besov spaces. Since β > 1/2, we also have by Lemma 2.1 that π(f n,m , df n,m ) converges to π(f n , df n ) as m goes to infinity. Therefore, taking a diagonal sequence there exists a sequence of smooth functions
Based on Lemma 6.2 it is now an immediate consequence of Theorem 6.5 and 6.6. in [23] that suitable hypercontractive processes and continuous martingales can be lifted to geometric Besov rough paths since the Lévy area term in [23] corresponds to our resonant term. Especially, all examples from probability theory in [23] are feasible with our results as well.
Random functions via wavelet expansions: a prototypical example
Random Fourier series have been enhanced to rough paths by Friz et al. [21] . Due to the localization of the trigonometric basis in Fourier domain, it is quite convenient to use in their examples also the paracontrolled approach. Working with Fourier series requires to localize the signal. Motivated by the previous construction, we shall instead consider stochastic processes which can be constructed as series expansion with random coefficients and with respect to a wavelet basis. There are several applications of such models, for instance, in non-parametric Bayesian statistics to construct priors on function spaces. One advantage is that the sample path regularity of such processes can be determined precisely, cf. Abramovich et al. [1] , Cioica et al. [11] and Bochkina [4] . Note that very similar calculations apply also to Fourier series, requiring some extra technical effort for the localization function.
Wavelets can be taken to be localized in the time domain as well as in the Fourier domain. The latter property is quite convenient when working with Littlewood-Paley theory as we demonstrate in the following. Let {ψ j,k : j ∈ N, k ∈ Z} be an orthonormal wavelet basis of L 2 (R), where
Replacing the deterministic wavelet coefficients with real valued random variables (Z j,k ) j,k , we now study stochastic processes of the type
Without loss of generality, we truncated the series expansion in k since we always have to localize the signal in order to apply our results concerning RDEs, see the equations (8) and (23) . Let us impose the following weak assumptions on (Z j,k ) j,k and (ψ j,k ) j,k : Assumption 6.3. Let {ψ j,k : j ∈ N, k ∈ Z} be an orthonormal and band limited wavelet basis of
for some s > 0 and p ∈ {2, 4},
• (B j,k ) j,k are Bernoulli random variables with P(B j,k = 1) = 2 −jr for some r ∈ [0, 1),
The assumption allows for a quite flexible class of stochastic processes although it is chosen in a way to keep the required analysis simple. Having in mind the construction of Brownian motion via Schauder functions, as mentioned before, the process X behaves like a Wiener process if (Z j,k ) j,k are i.i.d. standard normal distributed random variables with s = 1. In particular, the self-similar behavior of Brownian motion is then achieved because all wavelet coefficients at a level j are of the same order of magnitude (especially r = 0). If instead r ∈ (0, 1), we expect only a number of 2 · 2 j(1−r) non-zero wavelet coefficients at each level j and we consequently gain from measuring the regularity of X in a B α p,q -norm for some finite p. In order to profit from (Z j,k ) j,k being uncorrelated we choose an even number p. Together with the requirement p 3 in our uniqueness and existence theorem for RDEs (Theorem 5.10), we thus take p = 4. Keeping in mind that the Littlewood-Paley theory relies on decomposing functions into blocks with compact support in the Fourier domain, we postulate to take band limited wavelets, e.g. Meyer wavelets. Note that X then is not compactly supported, but exponentially concentrated on a fixed interval for an appropriate choice of ψ. We obtain the following sample path regularity of X: Lemma 6.4. If X is defined as in (35) and satisfies Assumption 6.3, then X ∈ B Proof. Applying formally the Littlewood-Paley decomposition, one has X = j −1 ∆ j X and for the sake of brevity we introduce the multi-indices λ = (j, k) with |λ| := j. Noting that by the assumption on the wavelet basis supp F ψ λ ⊆ 2 |λ| A for some annulus A independent of λ, we obtain ∆ j ψ λ = 0 if |j − |λ|| is larger than some fixed integer. Therefore, the Littlewood-Paley blocks are well-defined and given by for j −1, p ∈ {2, 4}.
Let us focus on p = 2. The case p = 4 can be proved similarly relying on the estimates for the forth moments of (Z λ ), see also Lemma 6.6 below. For j −1 we have
where the last equality follows from (Z λ ) being mutually uncorrelated. Hence, we further estimate
′ (s+r/2−1/2) .
By the Littlewood-Paley characterization of the Besov norm we conclude
which is finite whenever α < s + r/2 − 1/2. 
2
−s still holds for these higher powers.
The derivative of X is naturally given by dX t = j,k Z j,k ψ ′ j,k (t) for t ∈ R. The crucial point is now, that we can indeed verify that the resonant term π(X, dX) is in B 2α−1 2,1 almost surely due to the probabilistic nature of X. The following lemma highlights how the stochastic setting nicely complements the analytical foundation. Lemma 6.6. Suppose X is given by (35) 
Now we proceed similarly to Lemma 6.4 (using again the multi-indices λ = (j, k)): 
Plugging in ψ j,k = 2 j/2 ψ(2 j · −k), we obtain
The assertion follows from Lemma A.2 by the compact support of F R j for j −1.
Combining the two previous lemmas, we conclude that stochastic models of the form (35) are prototypical examples of geometric Besov rough paths, which were introduced in Definition 5.1, and thus Theorem 5.10 can be applied to the corresponding stochastic differential equations.
Due to the regularity of ϕ and X it remains to only handle the first term. By another analogous application of the commutator lemma, we finally see that the approximation of the resonant term of the localized process can be deduced from the above approximation of the non-localized process and therefore ϕX ∈ B 
where Lemma 2.2 is used in the second line and the paracontrolled ansatzũ 
