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Abstract
The local well-posedness for a periodic nonlinear dispersive wave equation in compressible elastic
rods is established. Blow-up of solutions in finite time is obtained, provided their initial data satisfy
certain conditions.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In the paper, we discuss the following periodic quasilinear hyperbolic equation:{
ut − utxx + 3uux = γ (2uxuxx + uuxx), t > 0, x ∈R,
u(0, x)= u0(x), x ∈R,
u(t, x + 1)= u(t, x), t  0, x ∈R,
(1.1)
where γ ∈R is a constant. Equation (1.1) was obtained recently by Dai [9,10] as a model
for nonlinear waves in cylindrical hyperelastic rods with u(t, x) representing the radial
stretch relative to a pre-stressed state. Among Eq. (1.1), there are also two important equa-
tions: the Camassa–Holm equation and the BBM equation.
For γ = 1, Eq. (1.1) becomes the Camassa–Holm equation, modelling the unidirec-
tional propagation of shallow water waves over a flat bottom, u(t, x) standing for the fluid
velocity at time t  0 in the spatial x direction (see [2]). The Camassa–Holm equation has
E-mail addresses: mcsyzy@zsu.edu.cn, yin@maths.lth.se.0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2003.08.006
Z. Yin / J. Math. Anal. Appl. 288 (2003) 232–245 233a bi-Hamiltonian structure [2,12] and is completely integrable (see [7]). The equation has
global solutions [3,5] and also solutions which blow-up in finite time [5,6].
With γ = 0 in Eq. (1.1) we find the BBM equation which is a well-known model for
surface waves in a channel [1]. All solutions are global and solitary waves are smooth
and orbitally stable [15]. Although having a Hamiltonian structure, the equation is not
integrable and its solitary waves are not solitons [11].
The nonlinear dispersive wave equation in compressible elastic rods on the line (nonpe-
riodic case) has been studied in [8]. Blow-up results of strong solutions and the stability of
a class of solitary waves were established in [8].
However, the nonlinear dispersive wave equation in compressible elastic rods on the
circle (periodic case, i.e., Eq. (1.1)) has not been discussed. The goal of this paper is to
establish the local well-posedness of strong solutions to Eq. (1.1) for a large class of initial
data, and to show that Eq. (1.1) has solutions which blow-up, provided their initial data
satisfy certain conditions. While the local well-posedness results in Section 2 are similar
to the corresponding results on the line [8], some blow-up results in Section 3 use the
periodicity property in an essential way.
Our paper is organized as follows. In Section 2, we prove the local well-posedness of the
initial value problem associated with Eq. (1.1). In the last section, an explosion criterion of
strong solution to Eq. (1.1) is given. We also prove that the equation has strong solutions
which do not exist globally in time, provided the initial data satisfy certain conditions. In
the following proofs where the methods are similar to those in [16], we give only an outline
and refer to [16] for the full details.
2. Local well-posedness
In the section, we establish the local well-posedness for Cauchy problem of Eq. (1.1) in
Hr(S), r > 32 , with S=R/Z (the circle of unite length).
Next, we introduce some notations. Let [A,B] = AB − BA denote the commutator of
linear operator A and B . Let ‖ · ‖X denote the norm of Banach space X. For convenience,
‖ · ‖r denotes the norm of Hr(S), r ∈ R. Let X and Y be Hilbert spaces such that Y is
continuously and densely embedded in X and let Q :Y →X be a topological isomorphism.
L(Y,X) denotes the space of all bounded linear operators from Y to X (L(X), if X = Y ).
Note that Eq. (1.1), analogous to the case of the Camassa–Holm equation, cf. [2], can
be written in Hamiltonian form and has the invariants, cf. [8],
E(u)=
∫ (
u2 + u2x
)
dx, F (u)=
∫ (
u3 + γ uu2x
)
dx. (2.1)
With y := u− uxx , Eq. (1.1) takes the form of a quasilinear evolution equation of hyper-
bolic type:
{
yt + γ uyx + 2γ uxy + 3(1− γ )uux = 0, t > 0, x ∈R,
y(0, x)= u0(x)− ∂2xu0(x), x ∈R, (2.2)
y(t, x)= y(t, x + 1), t  0, x ∈R.
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G(x) := cosh(x − [x] − 1/2)
2 sinh(1/2)
,
where [x] stands for the integer part of x ∈R, then (1− ∂2x )−1f =G ∗f for all f ∈ L2(S)
andG∗y = u. We denote by ∗ the convolution. Using this identity, we can rewrite Eq. (2.2)
as follows:

ut + γ uux =−∂xG ∗
( 3−γ
2 u
2 + γ2 u2x
)
, t > 0, x ∈R,
u(0, x)= u0(x), x ∈R,
u(t, x)= u(t, x + 1), t  0, x ∈R,
(2.3)
or in the equivalent form

ut + γ uux =−∂x(1− ∂2x )−1
( 3−γ
2 u
2 + γ2 u2x
)
, t > 0, x ∈R,
u(0, x)= u0(x), x ∈R,
u(t, x)= u(t, x + 1), t  0, x ∈R.
(2.4)
Theorem 2.1. Given u0 ∈Hr(S), r > 32 , there exists T = T (u0) > 0, and a unique solution
u to Eq. (1.1) (or Eq. (2.4)), such that
u= u(., u0) ∈ C
([0, T );Hr(S))∩C1([0, T );Hr−1(S)).
The solution depends continuously on the initial data, i.e., the mapping u0 → u(., u0) :
Hr(S)→ C([0, T );Hr(S)) ∩ C1([0, T );Hr−1(S)) is continuous. Moreover, T may be
chosen independent of r in the following sense. If u = u(., u0) ∈ C([0, T );Hr(S)) ∩
C1([0, T );Hr−1(S)) is a solution to Eq. (1.1) (or Eq. (2.4)), and if u0 ∈Hr ′(S) for some
r ′ = r , r ′ > 32 , then u ∈C([0, T );Hr
′
(S))∩C1([0, T );Hr ′−1(S)) and with the same T . In
particular, if u0 ∈C∞(S)=⋂r0 Hr(S), then u ∈C([0, T );C∞(S)).
Proof. For u ∈ Hr(S), r > 32 , we define the operator A(u) = γ u∂x . Analogous to
Lemma 2.5 in [16], we have that A(u) is quasi-m-accretive, uniformly on bounded sets
in Hr−1(S). One can also check (see Lemma 2.6 in [16]) that A(u) ∈ L(Hr(S),H r−1(S)),
moreover,∥∥(A(u)−A(z))w∥∥
r−1  µ1‖u− z‖r−1‖w‖r , u, z,w ∈Hr(S).
Define B(u) = [(1 − ∂2x )1/2, γ u∂x](1− ∂2x )−1/2 for u ∈ Hr(S); we find (analogous to
Lemma 2.7 in [16]) that B(u) ∈ L(Hr−1(S)), moreover,∥∥(B(u)−B(z))w∥∥
r−1  µ2‖u− z‖r‖w‖r−1, u, z ∈Hr(S), w ∈Hr−1(S).
Let us introduce
f (u)=−∂x
(
1− ∂2x
)−1(3− γ
2
u2 + γ
2
u2x
)
.
Then, f is (see Lemma 2.8 in [16]) bounded on bounded sets in Hr(S), and satisfies
(a) ∥∥f (u)− f (z)∥∥
r
 µ3‖u− z‖r , u, z ∈Hr(S),
(b) ∥∥f (u)− f (z)∥∥  µ4‖u− z‖r−1, u, z ∈Hr(S).r−1
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Y onto X. Applying Kato’s theory for abstract quasilinear evolution equation of hyperbolic
type (see [13]) we can obtain the local well-posedness of Eq. (1.1) (or Eq. (2.4)) in Hr(S),
r > 32 , and u belongs to C([0, T );Hr(S)) ∩C1([0, T );Hr−1(S)).
Moreover, analogous arguments to [14] (see Lemmas 3.1–3.3) and to [16] (see The-
orem 2.3) yield that T may be chosen independent of r . This completes the proof of
Theorem 2.1. ✷
3. Blow-up
In this section, we prove that there are smooth initial data for which the correspond-
ing solution to Eq. (1.1) does not exist globally in time. The blow-up has a nice physical
interpretation: the rod breaks.
Theorem 3.1. Given u0 ∈Hs(S), s > 32 , the solution u= u(., u0) of Eq. (1.1) is uniformly
bounded. Blow-up in finite time T <+∞ occurs if and only if
lim inf
t↑T
{
inf
x∈R
[
γ ux(t, x)
]}=−∞.
The proof of Theorem 3.1 is similar to that of Theorem 3 in [8], so we omit it.
Remark. As an interesting outcome of the previous result, note that in the special case
γ = 0, all solutions to Eq. (1.1) are global.
We now discuss the question of finite time blow-up of solutions to Eq. (1.1) with γ = 0.
At first, we give the following two useful lemmas.
Lemma 3.1 [6]. Let T > 0 and v ∈ C1([0, T );H 2(R)). Then for every t ∈ [0, T ), there
exists at least one point ξ(t) ∈R with
m(t) := inf
x∈R
[
vx(t, x)
]= vx(t, ξ(t)).
The function m(t) is almost everywhere differentiable on (0, T ) with
dm
dt
= vtx
(
t, ξ(t)
)
a.e. on (0, T ).
Lemma 3.2 [4]. Let v ∈H 3(S). Then
max
x∈[0,1]
v2(x) 13
12
‖v‖21.
Then, we have the following blow-up theorem.
Theorem 3.2. Let u0 ∈Hr(S), r  3, be given.
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γ u′0(x0) <−
(
13(3− γ )γ
12
)1/2
‖u0‖1,
then the corresponding solution to Eq. (1.1) blows up in finite time.
(ii) If γ < 0 or γ > 3 and we can find x0 ∈ S with
γ u′0(x0) <−
(
(γ − 3)γ cosh(1/2)
2 sinh(1/2)
)1/2
‖u0‖1,
then the corresponding solution to Eq. (1.1) blows up in finite time.
(iii) If γ = 3 and u0 ≡ c (a constant), then the corresponding solution to Eq. (1.1) blows
up in finite time.
Proof. Let T > 0 be the maximal time of existence of the solution u(t, x) of Eq. (1.1) (or
Eq. (2.4)) with the initial data u0. Differentiate Eq. (2.4) with respect to x , and multiply
the obtained equation by γ . Note that ∂2xG ∗ f =G ∗ f − f , so that we have
γ utx =−γ
2
2
u2x − γ 2uuxx +
(3− γ )γ
2
u2
− (3− γ )γ
2
G ∗ (u2)− γ
2
2
G ∗ (u2x). (3.1)
Define
m(t)= γ ux
(
t, ξ(t)
)= inf
x∈R
{
γ ux(t, x)
}
.
Since we deal with a minimum, uxx(t, ξ(t)) = 0 for all t ∈ [0, T ). Thus, by Lemma 3.1
and in view of Eq. (3.1), we obtain
m′(t)=−1
2
m2(t)+ (3− γ )γ
2
u2
(
t, ξ(t)
)
− (3− γ )γ
2
G ∗ (u2)(t, ξ(t))− γ 2
2
G ∗ (u2x)(t, ξ(t)). (3.2)
(i) 0< γ < 3. From Lemma 3.2 and the invariants (2.1), we have
u2
(
t, ξ(t)
)
 13
12
∥∥u(t, x)∥∥21 = 1312‖u0‖21. (3.3)
Note that
G ∗
(
(3− γ )γ
2
u2 + γ
2
2
u2x
)
 0
and in view of (3.2) and (3.3), we have
m′(t)−1
2
m2(t)+ 13(3− γ )γ
24
‖u0‖21.
Set
K =
(
13(3− γ )γ )1/2‖u0‖1.24
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above inequality we obtain
m(0)+√2K
m(0)−√2K e
√
2Kt − 1 2
√
2K
m(t)−√2K  0.
Due to 0 < (m(0)+√2K)/(m(0)−√2K) < 1, there exists
T  1√
2K
ln
(
m(0)−√2K
m(0)+√2K
)
,
such that limt↑T m(t)=−∞. Applying Theorem 3.1, the solution u does not exist globally.
(ii) γ < 0 or γ > 3. Due to ((3− γ )γ /2)u2(t, ξ(t)) 0 and−(γ 2/2)G∗(u2x)(t, ξ(t))
0, in view of Eq. (3.2), it follows that
dm
dt
(t)−1
2
m2(t)+ (γ − 3)γ
2
G ∗ (u2)(t, ξ(t)), t ∈ [0, T ). (3.4)
Note that
G(x) cosh(1/2)
2 sinh(1/2)
and from the invariants (2.1), we have
G ∗ (u2)(t, ξ(t)) cosh(1/2)
2 sinh(1/2)
∥∥u(t, x)∥∥21 = cosh(1/2)2 sinh(1/2)
∥∥u0(x)∥∥21. (3.5)
In view of Eq. (3.4), we get
dm
dt
(t)−1
2
m2(t)+ (γ − 3)γ cosh(1/2)
4 sinh(1/2)
‖u0‖21, t ∈ [0, T ). (3.6)
Set
K =
(
(γ − 3)γ cosh(1/2)
4 sinh(1/2)
)1/2
‖u0‖1.
Similarly to the proof of the case 0 < γ < 3, we have that there exists T ,
T  1√
2K
ln
(
m(0)−√2K
m(0)+√2K
)
,
such that limt↑T m(t)=−∞. In particular, the solution u does not exist globally.
(iii) γ = 3. Note that (3− γ )γ /2 = 0 and −(γ 2/2)G ∗ (u2x)(t, ξ(t))  0. In view of
Eq. (3.2), we have
dm
dt
(t)−1
2
m2(t), t ∈ [0, T ). (3.7)
Since the periodic function u0(x) is not a constant, we obtain
m(0)= inf
x∈R
{
3ux(0, x)
}
< 0.
Thus, from (3.7), we get
0 >
1
m(t)
 1
m(0)
+ 1
2
t, t ∈ [0, T ).
Consequently, we obtain T −2/m(0). This completes the proof of Theorem 3.2. ✷
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the initial data influences the lifespan, but the shape of the initial data does. We first prove
the following lemma.
Lemma 3.3. If u0 ∈Hr , r  3, then as long as the solution u(t, x) given by Theorem 2.1
exists, we have∫
u(t, x) dx =
∫
u0(x) dx =
∫
y(t, x) dx =
∫
y0(x) dx.
Proof. Note the periodicity of u and G. Integrating Eq. (2.4) by parts, we get
d
dt
∫
udx =−
∫
uux dx −
∫
∂x
(
G ∗ 3
2
u2
)
dx = 0.
Similarly, in view of the periodicity of y , integrating Eq. (2.3) by parts, we get
d
dt
∫
y dx =−
∫
uyx dx −
∫
3yux dx = 0.
Finally, due to y = u− uxx , we have∫
y dx =
∫
udx −
∫
uxx dx =
∫
udx.
This completes the proof of Lemma 3.3. ✷
We now present the following blow-up result.
Theorem 3.3. Let
γ ∈
(
−∞,− 3 cosh(1/2)
2− cosh(1/2)
)
∪
(
3 sinh(1/2)
2+ sinh(1/2) ,∞
)
.
Assume that the initial data u0 ∈Hr(S), r  3, is such that u0 ≡ 0 and
∫
u0 dx = 0. Then
the corresponding solution of (1.1) blows up in finite time.
Proof. If the statement of Theorem 3.3 is false, then the solution u(t, x) exists globally in
time. Thus, we have
d
dt
∫
γ u3x dx = 3
∫
u2xγ utx dx, t > 0, γ = 0. (3.8)
Using (3.8) and (3.1), we obtain, after an integration by parts,
d
dt
∫
γ u3x dx =−
γ 2
2
∫
u4x dx +
3(3− γ )γ
2
∫
u2u2x dx
− 3(3− γ )γ
2
∫
u2xG ∗ (u2) dx −
3γ 2
2
∫
u2xG ∗
(
u2x
)
dx, t > 0.
(3.9)
By Lemma 3.3 we get∫
u(t, x) dx =
∫
u0(x) dx, t  0.
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ξt ∈ [0,1] such that u(t, ξt )= 0. Therefore, an application of Cauchy–Schwartz inequality
leads to
u2(t, x)=
( x∫
ξt
ux(t, z) dz
)2
 (x − ξt )
x∫
ξt
u2x(t, z) dz, x ∈
[
ξt , ξt + 12
]
. (3.10)
Thus, it follows that after integration by parts,
ξt+1/2∫
ξt
u2u2x(t, z) dz
ξt+1/2∫
ξt
(x − ξt )u2x
( x∫
ξt
u2x(t, z) dz
)
dx
 1
4
( ξt+1/2∫
ξt
u2x(t, z) dz
)2
. (3.11)
Note that due to the periodicity of u(t, x) with respect to x , we can also get
ξt+1∫
ξt+1/2
u2u2x(t, z) dz
ξt+1∫
ξt+1/2
(x − ξt )u2x
( x∫
ξt
u2x(t, z) dz
)
dx
 1
4
( ξt+1∫
ξt+1/2
u2x(t, z) dz
)2
. (3.12)
Combining (3.11) and (3.12), we have∫
u2u2x dz
1
4
(∫
u2x(t, z) dz
)2
. (3.13)
Recalling (3.10), we can obtain
u2(t, x) 1
2
∫
u2x(t, z) dz, x ∈ S. (3.14)
Note that
1
2 sinh(1/2)
G(x) cosh(1/2)
2 sinh(1/2)
, x ∈R.
Then we get∫
u2xG ∗
(
u2x
)
dz 1
2 sinh(1/2)
(∫
u2x dz
)2
(3.15)
and ∫
u2xG ∗ (u2) dz
cosh(1/2)
4 sinh(1/2)
(∫
u2x dz
)(∫
u2 dz
)
 cosh(1/2)
(∫
u2x dz
)2
. (3.16)8 sinh(1/2)
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(1) γ ∈ ( 3 sinh(1/2)2+sinh(1/2) ,3]. Note that 3(3− γ )γ /2 0 and from the nonnegative property
of G, in view of (3.9), (3.13) and (3.15), we have
d
dt
∫
γ u3x dx −
γ 2
2
∫
u4x dx
−
(
3γ 2
4 sinh(1/2)
− 3(3− γ )γ
8
)(∫
u2x dx
)2
. (3.17)
By (3.14) and the invariants (2.1), we obtain
3
2
∫
u2x 
∫ (
u2x + u2
)
dx =
∫ (
u20,x + u20
)
dx = ‖u0‖21 > 0, t  0. (3.18)
Note that
3γ 2
4 sinh(1/2)
− 3(3− γ )γ
8
> 0,
and in view of (3.17), we get
d
dt
∫
u3x dx −
γ
2
∫
u4x dx − α, t > 0,
with
α =
(
3γ
4 sinh(1/2)
− 3(3− γ )
8
)
4
9
‖u0‖41 > 0.
By the mean of Hölder’s inequality, we have
d
dt
∫
u3x dx −
γ
2
(∫
u3x dx
)4/3
− α, t > 0. (3.19)
By the above inequality, we can get∫
u3x(t, x) dx 
∫
u3x(0, x) dx − αt, t  0.
Due to α > 0, there is some t0  0 such that
∫
u3x(t, x) dx < 0 for t  t0. On the other
hand, by (3.19) we have
d
dt
∫
u3x(t, x) dx −
γ
2
(∫
u3x(t, x) dx
)4/3
, t > t0.
Thus, it follows that
0 >
(∫
u3x(t, x) dx
)−1

(
γ (t − t0)
12
+
(∫
u3x(t0, x) dx
)−3)3
, t  t0.
This is a contradiction. Therefore, the statement of Theorem 3.3 is true.
(2) γ ∈ (−∞,− 3 cosh(1/2)2−cosh(1/2)) ∪ (3,∞). Note that 3(3− γ )γ /2  0 and from the non-
negative property of G, in view of (3.9), (3.15) and (3.16), we have
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dt
∫
γ u3x dx −
γ 2
2
∫
u4x dx
−
(
3γ 2
4 sinh(1/2)
− 3(γ − 3)γ cosh(1/2)
8 sinh(1/2)
)(∫
u2x dx
)2
.
Since
3γ 2
4 sinh(1/2)
− 3(γ − 3)γ cosh(1/2)
8 sinh(1/2)
> 0,
we can deduce that the statement of Theorem 3.3 is true by repeating the arguments from
the proof of case (1). This completes the proof of Theorem 3.3. ✷
Remark. Scrutinizing the proof of Theorem 3.3, we find that the condition
∫
u0 dx = 0 is
used only in guaranteeing that the solution u(t, x) has a zero for all time.
As consequences of Theorem 3.3, we have the following two corollaries.
Corollary 3.1. Let
γ ∈
(
3 sinh(1/2)
2+ sinh(1/2) ,∞
)
.
Assume that the initial data u0 ∈ Hr(S), r  3, is such that u0 ≡ 0 and
∫
(u30 +
γ u0u20,x) dx = 0. Then the corresponding solution of (1.1) blows up in finite time.
Proof. By the invariants (2.1), we have∫ (
u3(t, x)+ γ u(t, x)u2x(t, x)
)
dx =
∫ (
u30 + γ u0u20,x
)
dx = 0.
Note that
γ ∈
(
3 sinh(1/2)
2+ sinh(1/2) ,∞
)
.
Therefore the above equation ensures that the solution u(t, x) has a zero for all time. This
completes the proof in view of the previous remark. ✷
Corollary 3.2. Let
γ ∈
(
−∞,− 3 cosh(1/2)
2− cosh(1/2)
)
∪
(
3 sinh(1/2)
2+ sinh(1/2) ,∞
)
.
Assume that the initial data u0 ∈ Hr(S), r  3, is odd and u0(x) ≡ 0. Then the corre-
sponding solution of (1.1) blows up in finite time.
Proof. Since the periodic function u0(x) is odd, it follows that∫
u0 dx =
1/2∫
−1/2
u0(x) dx = 0.
Applying Theorem 3.3, we obtain the statement of Corollary 3.2. ✷
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blow-up result of Corollary 3.2. We now present the following theorem.
Theorem 3.4. Assume that the initial data u0 ∈Hr(S), r  3, is odd and u0(x) ≡ 0.
(i) If
γ ∈
(
−∞,− 3 cosh(1/2)
2− cosh(1/2)
)
∪ (0,∞),
then the corresponding strong solution to Eq. (1.1) blows up in finite time.
(ii) If
γ ∈
[
− 3 cosh(1/2)
2− cosh(1/2) ,0
)
and
γ u′0(0) <−
(
γ (γ − 3) cosh(1/2)− 2γ 2
4 sinh(1/2)
)1/2
‖u0‖1,
then the corresponding strong solution to Eq. (1.1) blows up in finite time.
Proof. Let T > 0 be the existence time of the solution u(t, x), which is guaranteed by
Theorem 2.1, of Eq. (1.1) (or Eq. (2.4)) with the initial data u0. Note that the symmetry
(u, x)→ (−u,−x) enjoy by Eq. (1.1) (or Eq. (2.4)), so we obtain that if u0(x) is odd, then
u(t, x) is odd for any t ∈ [0, T ). Especially, by continuity with respect to x of u and uxx ,
we have
u(t,0)= uxx(t,0)= 0 for t ∈ [0, T ). (3.20)
Define h(t)= γ ux(t,0) for t ∈ [0, T ). Note that from Eq. (3.1), we get for t ∈ [0, T ),
dh
dt
(t)=−1
2
h2(t)− (3− γ )γ
2
G ∗ (u2)(t,0)− γ
2
2
G ∗ (u2x)(t,0). (3.21)
Next, we distinguish three cases to prove Theorem 3.4.
(1) 0 < γ  3. Note that G 1/(2 sinh(1/2)) and u0 ≡ 0; by (3.18) we obtain
G ∗ (u2x) 12 sinh(1/2)
∫
u2x dx 
‖u0‖21
3 sinh(1/2)
> 0. (3.22)
Due to ((3− γ )γ /2)G ∗ (u2)(t,0) 0, in view of Eqs. (3.21) and (3.22), it follows that
dh
dt
(t)−1
2
h2(t)− β, t ∈ [0, T ), (3.23)
with β = γ 2l/6 sinh(1/2) > 0. By the above inequality, we can get
h(t) h(0)− βt, t  0.
Due to β > 0, there is some t1  0 such that h(t) < 0 for t  t1. By (3.23) we have
dh
(t)−1h2(t), t > t1.
dt 2
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0 >
1
h(t)
 1
h(t1)
+ t − t1
2
.
Consequently, we obtain T  t1/2− 2/h(0).
(2) γ > 3. Note that G cosh(1/2)/(2 sinh(1/2)); by (3.14) we obtain
G ∗ (u2) cosh(1/2)
4 sinh(1/2)
∫
u2x dx. (3.24)
Due to −((3− γ )γ /2)G ∗ (u2)(t,0) 0, in view of (3.21) and (3.22), it follows that
dh
dt
(t)−1
2
h2(t)−
(
γ 2
4 sinh(1/2)
+ γ (3− γ ) cosh(1/2)
8 sinh(1/2)
)∫
u2x dx. (3.25)
Since
γ 2
4 sinh(1/2)
+ γ (3− γ ) cosh(1/2)
8 sinh(1/2)
> 0,
by (3.22) we have
dh
dt
(t)−1
2
h2(t)−
(
γ 2
4 sinh(1/2)
+ γ (3− γ ) cosh(1/2)
8 sinh(1/2)
) ‖u0‖21
3 sinh(1/2)
.
Set
β1 =
(
γ 2
4 sinh(1/2)
+ γ (3− γ ) cosh(1/2)
8 sinh(1/2)
) ‖u0‖21
3 sinh(1/2)
> 0.
Then, we have
dh
dt
(t)−1
2
h2(t)− β1, t ∈ [0, T ).
Thus, we obtain that the statement of Theorem 3.4 is true by repeating the proof of (1).
(3) γ ∈ [− 3 cosh(1/2)2−cosh(1/2),0). Due to −((3− γ )γ /2)G ∗ (u2)(t,0) 0, in view of (3.21),
(3.22) and (3.24), it follows that
dh
dt
(t)−1
2
h2(t)+
(
γ (γ − 3) cosh(1/2)
8 sinh(1/2)
− γ
2
4 sinh(1/2)
)∫
u2x dx.
Since
γ (γ − 3) cosh(1/2)
8 sinh(1/2)
− γ
2
4 sinh(1/2)
> 0,
by the above inequality we have
dh
dt
(t)−1
2
h2(t)+
(
γ (γ − 3) cosh(1/2)
8 sinh(1/2)
− γ
2
4 sinh(1/2)
)
‖u0‖21.
Set
K =
(
γ (γ − 3) cosh(1/2)− 2γ 2)1/2‖u0‖1.8 sinh(1/2)
244 Z. Yin / J. Math. Anal. Appl. 288 (2003) 232–245Following the proof of the case 0 < γ < 3 in Theorem 3.2, we have that there exists T ,
T  1√
2K
ln
(
h(0)−√2K
h(0)+√2K
)
,
such that limt↑T h(t) = −∞. In particular, the solution u does not exist globally. This
completes the proof of Theorem 3.4. ✷
Remark. Note that for
γ ∈
(
−∞,− 3 cosh(1/2)
2− cosh(1/2)
)
∪ (0,∞),
if the initial data u0 is odd and u0 ≡ 0, then the corresponding strong solution to Eq. (1.1)
blows up in finite time. In Theorem 4 of [8], an additional assumption besides the initial
data u0 being odd and u0 ≡ 0 was assumed to ensure blow-up. Namely, in addition to these
requirements, the slope of the initial data at x = 0 had to be large enough in [8]. This shows
a difference between the nonlinear dispersive wave equation in compressible elastic rods
on the line (nonperiodic case) and Eq. (1.1) (periodic case).
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