Under appropriate cooperation protocols and parameter choices, fully decentralized solutions for stochastic optimization have been shown to match the performance of centralized solutions and result in linear speedup (in the number of agents) relative to noncooperative approaches in the strongly-convex setting. More recently, these results have been extended to the pursuit of first-order stationary points in non-convex environments. In this work, we examine in detail the dependence of second-order convergence guarantees on the spectral properties of the combination policy for non-convex multi agent optimization. We establish linear speedup in saddle-point escape time in the number of agents for symmetric combination policies and study the potential for further improvement by employing asymmetric combination weights. The results imply that a linear speedup can be expected in the pursuit of secondorder stationary points, which exclude local maxima as well as strict saddle-points and correspond to local or even global minima in many important learning settings.
INTRODUCTION AND RELATED WORK
We consider a collection of K agents, where each agent k is equipped with a local stochastic cost function:
where w ∈ R M denotes a parameter vector and x k denotes the random data at agent k. We construct the global cost function:
where the p k ≥ 0 denote convex combination weights that add up to one, i.e. K k=1 p k = 1. When data realizations for x k can be aggregated at a central location, descent along the negative gradient of (2) can be approximated by means of a centralized stochastic gradient algorithm of the form [1, 2] :
where ∇J(·) denotes a stochastic gradient approximation constructed at time i − 1. One possible construction is to let:
This work was supported in part by NSF grant CCF-1524250. Emails:{stefan.vlaski, ali.sayed}@epfl.ch. which is obtained by employing a weighted combination of instantaneous approximations using all K realizations available at time i−1. This construction requires the evaluation of K (stochastic) gradients per iteration. If computational constraints limit the number of gradient evaluations per iteration to one, we can instead randomly sample an agent location k from the available data and let:
The evident drawback of such a simplified centralized strategy is that only one sample is processed and a large number of samples is discarded at every iteration. We can hence expect the construction (4) to result in better performance relative to the simplified choice (5) . When communication constraints limit the exchange of information among agents, we can instead appeal to decentralized strategies. For the purpose of this work, we shall focus on the standard diffusion strategy, which takes the form:
where a ℓk denote convex combination coefficients satisfying:
The symbol N k denotes the set of neighbors of agent k. When the graph is strongly-connected, it follows from the Perron-Frobenius theorem that the combination matrix A has a spectral radius of one and a single eigenvalue at one with corresponding eigenvector [2] :
Comparing the diffusion strategy (6a)-(6b) to the centralized constructions (4) or (5), we observe that the adaptation step (6a) carries the same complexity per agent as the simplified construction (5) . However, since these computations are performed at K agents in parallel, and the information is diffused over the network through the combination step (6b), we expect the diffusion strategy (6a)-(6b) to outperform the simplified centralized strategy (5) and more closely match the full construction (4). In fact, the spectral properties (8) of the combination weights (7) allow us to establish the following relation for the weighted network mean wc,i K k=1 p k w k,i [2, 3] :
which almost corresponds to the centralized recursion (3)-(4) with the full gradient approximation (4) with the only difference being that the stochastic gradients are evaluated at the individual iterates w k,i−1 instead of the weighted network centroid wc,i−1. So long as the iterates w k,i−1 cluster around the network centroid, and under appropriate smoothness conditions on the (stochastic) gradients, it is hence to be expected that the network centroid (9) will match the performance of the full gradient approximation (4) . This intuition has been studied in great detail and formalized for strongly convex cost functions, establishing that all iterates w k,i in (6a)-(6b) will actually match the centralized full gradient approximation (4) both in terms of convergence rate [3] and steady-state error [4] , which implies a linear improvement over the simplified construction (5) in terms of the number of agents [2] when employing a symmetric combination policy for which p k = 1 K . More recently, these results have been extended to the pursuit of first-order stationary points in non-convex environments [5, 6] for consensus and the exact diffusion algorithm [7] . First-order stationary points can include saddle-points and even local maxima and can generate a bottleneck for many optimization algorithms and problem formulations [8] . Hence, the purpose of this work is is to establish that linear speedup can also be expected in the escape from saddlepoints and pursuit of second-order stationary points for non-convex optimization problems. To this end, we refine and exploit recent results in [9, 10].
Related Works
Strategies for decentralized optimization include incremental strategies [11] , and decentralized gradient descent (or consensus) [12] , as well as the diffusion algorithm [2, 3, 13] . A second class of strategies is based on primal-dual arguments [7, [14] [15] [16] [17] [18] . While most of these algorithms are applicable to non-convex optimization problems, most performance guarantees in non-convex environments are limited to establishing convergence to first-order stationary points, i.e., points where the gradient is equal to zero [5, 6, [19] [20] [21] .
Landscape analysis of commonly employed loss surfaces has uncovered that in many important settings such as tensor decomposition [22] , matrix completion [23] , low-rank recovery [24] , as well as certain deep learning architectures [25] , all local minima correspond to global minima and all other first-order stationary points have a strict-saddle property, which states that the Hessian matrix has at least one negative eigenvalue. These results have two implications. First, while first-order stationarity is a useful result in the sense that it ensures stability of the algorithm, even in non-convex environments, it is not sufficient to guarantee satisfactory performance, since firstorder stationary points include strict saddle-points, which need not be globally or even locally optimal. On the other hand, establishing the escape from strict saddle-points, is sufficient to establish convergence to global optimality in all of these problems.
These observations have sparked a number of works examining second-order guarantees of local descent algorithms. Strategies for the escape from saddle-points can generally be divided into one of two classes. First, since the Hessian at every strict-saddle point, by definition, contains at least one negative eigenvalue, the descent direction can be identified by directly employing the Hessian matrix [26] or through an intermediate search for the negative curvature direction [27, 28] . The second class of strategies leverages the fact that perturbations in the initialization [29] or the update direction [22, [30] [31] [32] cause iterates of first-order algorithms to not get "stuck" in strict saddle-points, which can be shown to be unstable. Recently these results have been extended to decentralized optimization with deterministic gradients and random initialization [33] as well as stochastic gradients with diminishing step-size and decay-ing additive noise [34] as well as constant step-sizes [9, 10] . We establish in this work, that the saddle-point escape time of the diffusion strategy (6a)-(6b) decays linearly with the number of agents in the network when symmetric combination policies are employed and show how asymmetric combination policies can result in further improvement when agents have access to estimates of varying quality.
MODELING CONDITIONS
We shall be employing the following common modeling conditions [2, 22, 31, 34] . See [9, 10] for a discussion.
Assumption 1 (Smoothness).
For each k, the gradient ∇J k (·) is Lipschitz, namely, for any x, y ∈ R M :
Furthermore, J k (·) is twice-differentiable with Lipschitz Hessian:
For each pair of agents k and ℓ, the gradient disagreement is bounded, namely, for any x ∈ R M :
Assumption 2 (Gradient noise process). For each k, the gradient noise process is defined as
and satisfies
where we denote by F i the filtration generated by the random processes w k,j for all k and j ≤ i and for some non-negative constants σ 4 k . We also assume that the gradient noise processes are pairwise uncorrelated over the space conditioned on F i−1.
Assumption 3 (Lipschitz covariances). The gradient noise process has a Lipschitz covariance matrix, i.e.,
for some βR and 0 < γ ≤ 4.
We shall also make the simplifying assumption.
Assumption 4 (Gradient noise lower bound). The gradient noise covariance R s,k (x) at every agent is bounded from below:
This condition can be loosened significantly by requiring a gradient noise component to be present only in the vicinity of strict saddlepoints and only in the local descent direction, see e.g. [10, 31] . Nevertheless, the simplified condition can always be ensured for example by adding a small amount of isotropic noise, similar to [22, 30] and will be sufficient for the purpose this work.
CONVERGENCE ANALYSIS

Noise Variance Relations
The performance guarantees established in [9, 10] depend on the statistical properties of the weighted gradient noise term:
Under assumptions 1-4, we can refine the bounds from [9] :
Lemma 1 (Variance Bounds). Under assumptions 1-4 we have:
Proof. Relations (19) and (20) follow from the pairwise uncorrelatedness condition in assumption 2 after cross-multiplying.
From (19) we observe that the average noise term (18) driving the network centroid experiences a variance reduction. Specifically, in the case when p k = 1/K and σ k = σ we would obtain E si 2 |F i−1 ≤ σ 2 /K. This K-fold reduction in gradient noise variance is at the heart of the improved performance established for strongly-convex costs [2] and in the pursuit of first-order stationary points [5] . We shall establish in the sequel that this improvement also holds in the time required to escape from undesired saddle-points.
Space Decomposition
Definition 1 (Sets). The parameter space R M is decomposed into:
where τ is a small positive parameter, 0 < π < 1 is a parameter to be chosen, c1 
Points in the complement of G have small gradient norm and hence correspond to approximately first-order stationary points. These points are further classified into strict-saddle points H, where the Hessian has a significant negative eigenvalue, and second-order stationary points M. Pursuit of second-order stationary points requires descent for points in G as well as H.
Performance Guarantees
Due to space limitations, we forego a detailed discussion on the derivation of the second-order guarantees of the diffusion algorithm (6a)-(6b) and refer the reader to [9, 10] . We instead briefly list the guarantees resulting from the variance bounds (19)- (20) and will focus on the dependence on the combination policy further below. Adjusting the theorems in [9, 10] to account for the variance bounds (19)- (20) , we obtain: Network disagreement (4th order) ). Under assumptions 1 2, the network disagreement is bounded after sufficient iterations i ≥ io by: This result ensures that the entire network clusters around the network centroid wc,i after sufficient iterations, allowing us to leverage it as a proxy for all agents.
Theorem 2 (Descent relation). Beginning at wc,i−1 in the large gradient regime G, we can bound:
as long as π G i−1 = Pr {wc,i−1 ∈ G} = 0 where the relevant constants are listed in definition 1.
Proof. The argument is an adjustment of [9, Theorem 2].
Theorem 3 (Descent through strict saddle-points). Suppose π H i ⋆ = 0, i.e., wc,i⋆ is approximately stationary with significant negative eigenvalue. Then, iterating for i s iterations after i ⋆ with
guarantees
Proof. The argument is an adjustment of [10, Theorem 1].
Theorem 2 ensures descent in one iteration as long as the gradient norm is sufficiently large, while 3 ensures descent even for first-order stationary points, as long as the Hessian has a negative eigenvalue in a number of iterations i s that can be bounded. This ensures efficient escape from strict saddle-points. We conclude:
Theorem 4. For sufficiently small step-sizes µ, we have with probability 1 − π, that wc,io ∈ M, i.e.,
and λmin ∇ 2 J(wc,io ) ≥ −τ in at most i o iterations, where
Proof. The argument is an adjustment of [10, Theorem 2].
COMPARATIVE ANALYSIS
Step-Size Normalization
Note that in Theorem 4, both the limiting accuracy (28) and convergence rate (29) depend on the combination policy and network size through K k=1 p 2 k σ 2 k . To facilitate comparison, we shall normalize the step-size in (6a):
Under this setting, Theorem 4 ensures a point i o satisfying
and λmin ∇ 2 J(wc,io ) ≥ −τ in at most:
iterations with
Note that the normalization of the step-size causes (31) to become independent of K k=1 p 2 k σ 2 k , allowing for the fair evaluation of (32) and (33) as a function of the number of agents.
Linear Speedup Using Symmetric Combination Weights
When the combination matrix A is symmetric, i.e., A = A T , it follows that p k = 1 K [2] . For simplicity, in this section, we shall also assume a uniform data profile for all agents, i.e., that σ k = σ and σ ℓ,k = σ ℓ for all k. We obtain:
Theorem 5 (Linear Speedup for Symmetric Policies). Under the step-size normalization (30) , and for symmetric combination policies A = A T with the uniform data profile σ 2 k = σ 2 and σ 2 ℓ,k = σ 2 ℓ for all k, the escape time simplifies to:
Proof. The result follows immediately after cancellations.
Benefit of Employing Asymmetric Combination Weights
In this subsection, we show how employing asymmetric combination weights can be beneficial in terms of the time required to escape saddle-points when the data profile across agents is no longer uniform. In particular, we will no longer require the upper and lower bounds σ 2 k and σ 2 ℓ,k to be common for all agents, and no longer require the combination policy to be symmetric. Instead, to simplify the derivation, we assume that the gradient noise is approximately isotropic, i.e., σ 2 k ≈ σ 2 k,ℓ so that (33) can be simplified to:
Then, we can formulate the following optimization problem to minimize the escape time i s over the space of valid combination policies:
This precise optimization problem has appeared before in the pursuit of asymmetric combination policies that minimize the steady-state error of the diffusion strategy (6a)-(6b) in strongly-convex environments [2] . Its solution is available in closed form and can even be pursued in a decentralized manner, requiring only exchanges among neighbors [2] .
Theorem 6 (Metropolis-Hastings Combination Policy [2] ). Under the step-size normalization (30) , the asymmetric Metropolis-Hastings combination policy minimizes the approximate saddlepoint escape time (35) . It takes the form:
where n k = |N k | denotes the size of the neighborhood of agent k.
SIMULATIONS
We construct a sample landscape to verify the linear speedup in the size of the network indicated by the analysis in this work. The loss function is constructed from a single-layer neural network with a linear hidden layer and a logistic activation function for the output layer. Penalizing this architecture with the cross-entropy loss gives:
where w1 and W2 denote the weights of the individual layers, h ∈ R M denotes the feature vector, and γ ∈ {±1} is the class variable. It can be verified that this loss has a single strict saddle-point at w1 = W2 = 0 and global minima in the positive and negative quadrant, respectively [10] . We show the evolution of the function value at the network centroid under the step-size normalization rule (30) and observe a linear speedup in K, consistent with (34) while noting no significant differences in steady-state performance, which is consistent with (31). 
