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Abstract
Using the Clifford algebra techniques of Pryde, Bhatia and Bhattacharyya generalized the
classical eigenvalue perturbation bound of Henrici to the joint spectrum of commuting tuples
of matrices. Elsner improved on this result. Using the techniques of Pryde and Chu, we show
that for small perturbations a smaller bound may be given than that obtained by Elsner. A
similar result is then obtained using the technique of Elsner himself.
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1. Introduction
Let A = (A1, . . . , Am) be an m-tuple of n by n matrices with complex entries. A
joint eigenvalue of A is a vector λ = (λ1, . . . , λm) ∈ Cm such that Ajx = λjx for
j = 1, . . . , m for some x ∈ Cn\{0}. Such an x is called a joint eigenvector of A. If
the Ai are commuting there exists at least one joint eigenvalue. The joint spectrum
σ(A) of A is the set of joint eigenvalues of A.
We consider here how sensitive σ(A) is to perturbations in A. During the early
1990s several results were obtained in this area. Initially the Clifford algebra tech-
nique developed by Pryde and coworkers in [3,9] was utilized (for example [4,5,10,
14,15]). Elsner [11] improved some of the results of [3,4] by classical means.
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In [1] Chu generalized the classical perturbation bound of Bauer and Fike [8] for
diagonalizable matrices to arbitrary matrices. For sufficiently small perturbations a
modified form of the result of Chu gives a strictly smaller bound than that given
by the classical result of Henrici [13]. After outlining these results in Section 2, we
summarize the Clifford algebra technique in Section 3.
In Section 4 we state two generalizations of the theorem of Henrici to the joint
spectrum: that of Bhatia and Bhattacharyya [4], and that of Elsner [11]. In Sec-
tion 5 we generalize the canonical form for a matrix used by Chu to the case of a
commuting m-tuple A = (A1, . . . , Am) of matrices.
In Section 6 we derive our main results. By applying the Clifford algebra tech-
niques we generalize the bound of Chu to the joint spectrum to show that for small
perturbations a smaller bound may be given than that obtained by Elsner. A sim-
ilar result is obtained by using the canonical form obtained in Section 5 in con-
junction with the technique of Elsner. Whilst the latter result is derived with fewer
assumptions, the former in some cases gives a better bound.
2. Improving Henrici
Let Mn be the set of all n by n matrices with complex entries and let ‖ ‖ denote
the operator norm. For A ∈ Mn denote the spectrum of A by σ(A). By Schur’s theo-
rem any matrix B is triangularizable via a unitary matrix U , i.e. there exists a unitary
matrix U such that U∗BU = D + N , where D is a diagonal matrix and N is strictly
upper triangular. Henrici defined the measure of non-normality as (B) = inf ‖N‖,
where the infimum is taken over all choices of unitary U for which U∗BU is upper
triangular. For r ,  > 0 and natural number n let g = gn(r ) be the unique positive
solution of g + · · · + gn = 
r
and put Sn(, r) = gn(/r) . For  = 0 or r = 0 define
Sn(, r) = r . Then we have [13, p. 172]:
Theorem 2.1 (Henrici). Let A,B ∈ Mn. Then for all λ ∈ σ(A)
min
µ∈σ(B) |λ − µ|  Sn((B), ‖A − B‖).
For B ∈ Mn we say that the dimension of B, denoted dim(B), is n. Let
σ(B) = {λ1, . . . , λk} denote the spectrum of B. There exists an invertible matrix X
such that
X−1BX = diag(B1, . . . , Bk), (2.1)
where Bi = λiI + Ni for nilpotent Ni . In the manner of Chu we call this a Schur
block form of B. In [1, Theorem 3] Chu generalized the classical theorem of Bauer
and Fike to the case of an arbitrary matrix by means of this construction. Here we
convert the bound of Chu to the (tighter bound) form used by Henrici.
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Theorem 2.2 (Chu). Let A,B ∈ Mn, and X−1BX = diag(B1, . . . , Bk), where Bi =
λiI + Ni as above. Then for all λ ∈ σ(A)
min
µ∈σ(B) |λ − µ|  Sp(‖N
k‖, κ(X)‖A − B‖),
where max ‖(Bi − λI)−1‖ occurs at i = k, p = dim(Nk) and κ(X) = ‖X−1‖‖X‖.
Proof. We may assume B /= A. By the proof of the theorem of Chu [1,12] we
have that 1  δ−1[1 + δ−1‖Nk‖ + · · · + (δ−1‖Nk‖)p−1]κ(X)‖A − B‖, where δ =
minµ∈σ(B) |λ − µ|. If ‖Nk‖ = 0 then δ  κ(X)‖A − B‖ = Sp(0, κ(X)‖A − B‖).
Otherwise δ−1‖Nk‖ + · · · + (δ−1‖Nk‖)p  ‖Nk‖/κ(X)‖A − B‖ = g + · · · + gp,
where g = gp(‖Nk‖/κ(X)‖A − B‖) > 0. So g  ‖Nk‖/δ, or δ  ‖Nk‖/g =
Sp(‖Nk‖, κ(X)‖A − B‖). 
This theorem gives a theoretical bound, since the quantity max ‖(Bi − λI)−1‖
involves the (unknown) perturbed eigenvalue λ. Since Sp(, r) is strictly monotone
increasing in, r , and p; to give a computable bound we may replace k by k˜ and p by
p˜, where maxi ‖Ni‖ occurs at i = k˜ and p˜ = max(dim(Ni)) = maxµ∈σ(B)(m(µ)),
where m(µ) is the algebraic multiplicity of µ.
Let us compare Theorem 2.2 to Theorem 2.1. Suppose that B /= A is non-normal
and has more than one eigenvalue, i.e.
p˜ < n, B /= A, (B) /= 0. (2.2)
Under these conditions it will not necessarily be the case that Sp˜(‖Nk˜‖, κ(X)‖A −
B‖) < Sn((B), ‖A − B‖), since κ(X)‖A − B‖  ‖A − B‖. However, for suffi-
ciently small perturbations this inequality holds, by the following lemma.
Lemma 2.3. Let a  0, b, c > 0, and suppose p < n. Then limr→0[Sp(a, br)/
Sn(c, r)] = 0.
Proof. Now limr→0 Sn(c, r) = limr→0 c1−1/nr1/n and, if a /= 0, then limr→0 Sp
(a, br) = limr→0 a1−1/pb1/pr1/p−1/n. Hence limr→0[Sp(a, br)/Sn(c, r)] =
a1−1/pb1/p
c1−1/n limr→0 r
1/p−1/n = 0, since 0 < 1
p
− 1
n
< 1. If a = 0 then limr→0
[Sp(a, br)/Sn(c, r)] = limr→0[br/c1−1/nr1/n] = 0. 
By varying A we can make ‖A − B‖ as small as desired. Given the conditions
(2.2) and sufficiently small ‖A − B‖ Chu’s bound is strictly smaller than that of
Henrici.
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3. The Clifford algebra technique
In [3] and other papers mentioned above Clifford algebras were used as a tool
to study joint spectra. For the convenience of the reader we summarize these tech-
niques.
Let R(m) denote the Clifford algebra generated by e1, . . . , em with the relations
eiej = −ej ei for i /= j and e2i = −1 for all i. Then R(m) is an associative alge-
bra over R of dimension 2m. The elements eS , where S runs over the subsets of
{1, . . . , m} form a basis of R(m) if we define e∅ = e0 = 1 and eS = es1 · · · esk when
S = {s1, . . . , sk} and 1  s1 < s2 < · · · < sk  m.
Let L(X) denote the space of bounded linear operators on a vector space X. The
Clifford operator Cl(A) ∈ Mn ⊗ R(m) of an m-tuple A = (A1, . . . , Am) ∈ (Mn)m is
defined by Cl(A) = i∑mj=1 Aj ⊗ ej . Each element T =∑S TS ⊗ eS of Mn ⊗ R(m)
acts on elements x =∑S xS ⊗ eS of Cn ⊗ R(m) by T (x) =∑S,S′ TS(xS′) ⊗ eSeS′ .
So Cl(A) ∈ Mn ⊗ R(m) ⊆ L(Cn ⊗ R(m)). Similarly we embed Mn into Mn ⊗ R(m)
via the map A → A ⊗ e0. Lastly let ‖Cl(A)‖ denote the operator norm of Cl(A) as
an element of L(Cn ⊗ R(m)).
4. Henrici-type theorems for the joint spectrum
Let B = (B1, . . . , Bm) ∈ (Mn)m be a commuting tuple. It is well known that the
Bi can be simultaneously triangularized by a unitary transformation
U∗BiU = Di + Ni, i = 1, . . . , m, (4.1)
where the Di are diagonal and the Ni strictly upper triangular. Set N = (N1, . . . , Nm)
and define the measure of non-normality of a tuple as (B) = inf ‖Cl(N)‖, where
the infimum is taken over all choices of unitary U for which each U∗BiU is upper
triangular. Bhatia and Bhattacharyya [4, Theorem 3.2] generalized the theorem of
Henrici to commuting tuples by using the Clifford algebra techniques of Pryde:
Theorem 4.1. Let A = (A1, . . . , Am), B = (B1, . . . , Bm) be commuting tuples of
n by n complex matrices with real spectra. Then for all λ ∈ σ(A)
min
µ∈σ(B) |λ − µ|  Sn((B), ‖Cl(A − B)‖). (4.2)
This result was extended to complex spectra using the technique of Pryde [9].
In [11] Elsner showed that Theorem 4.1 may be improved using classical means.
Let A = (A1, . . . , Am) ∈ (Mn)m. Identify A with an operator A˜ : Cn → Cnm,
x → [A1x · · · Amx]T , A˜ = [A1 · · · Am]T .
D.Z. Freedman / Linear Algebra and its Applications 387 (2004) 29–40 33
The operator norm of A˜ is given by ‖A˜‖2 = ‖∑mi=1 A∗i Ai‖. Then [11, p. 89]:
‖A˜‖  ‖Cl(A)‖ 
√
1 + m(m − 1)
2
‖A˜‖. (4.3)
If B = (B1, . . . , Bm) is a commuting tuple then the measure of non-normality is
defined in terms of our new norm as ˜(B) = inf ‖N˜‖, where the infimum is taken
over all choices of unitary U for which each U∗BiU is upper triangular in (4.1)
above. Then we have [11, p. 92]:
Theorem 4.2 (Elsner). Let A = (A1, . . . , Am), B = (B1, . . . , Bm) be m-tuples of n
by n complex matrices where the Bi’s commute. Then for all λ ∈ σ(A)
min
µ∈σ(B) |λ − µ|  Sn(˜(B), ‖A˜ − B˜‖). (4.4)
Note that we no longer insist that the Aj ’s and Bj ’s have real spectra or that the
Aj ’s commute, although without commutivity σ(A) may be empty. Since Sn(, r) is
monotone increasing in both arguments we have that Sn(˜(B), ‖A˜ − B˜‖) 
Sn((B), ‖Cl(A − B)‖), and so for real spectra the bound (4.4) is never worse than
the bound (4.2).
5. Simultaneous Schur blocking
Here we generalize the Schur block form (2.1) used by Chu to a commuting tuple.
Throughout this section let V denote an n dimensional vector space over C.
For A ∈ L(V ), with σ(A) = {λ1, . . . , λr} the generalized eigenspace Gλi (A) corre-
sponding to λi is defined by Gi = Gλi (A) = {x ∈ V : (λiI − A)m(λi)x = 0}, where
m(λi) is the algebraic multiplicity of λi . Then dim(Gi) = m(λi), Gi is invariant
under A and [7, p. 558]
V = G1 ⊕ · · · ⊕ Gr. (5.1)
In each space Gi , A has the decomposition A|Gi = λiIi + Ni , where Ii = I |Gi ,
Ni = (A − λiI )|Gi is nilpotent and σ(A|Gi ) = {λi}. So we may decompose A
according to the decomposition (5.1) as
A = (λ1I1 + N1) ⊕ · · · ⊕ (λrIr + Nr).
In each Gi introduce a basis such that Ni is represented by a strictly upper triangular
matrix. If we collect all these basis elements of G1, . . . ,Gr in appropriate order to
form a basis for V , the matrix of A is said to be in Schur block form. The Jordan
canonical form is a special case of this. (For an alternative approach to the above see
[6, pp. 38–41].)
For a commuting tuple A = (A1, . . . , Am) ∈ (L(V ))m define the joint general-
ized eigenspace corresponding to λ = (λ1, . . . , λm) ∈ σ(A) as the vector space
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Gλ(A) =
m⋂
j=1
Gλj (Aj ).
Clearly Gλ(A) is invariant under each Ai .
Lemma 5.1. If A = (A1, . . . , Am) ∈ (L(V ))m is a commuting tuple and Gλ1
(A1), . . . ,Gλm(Am) are the generalized eigenspaces corresponding to λ1 ∈
σ(A1), . . . , λm ∈ σ(Am) then ∩mj=1Gλj (Aj ) is non-zero if and only if λ =
(λ1, . . . , λm) ∈ σ(A).
Proof. Suppose W = ∩mj=1Gλj (Aj ) is non-zero. Since W is invariant under each
Aj there exists x ∈ W\{0} and µ1, . . . , µm ∈ C such that Ajx = µjx, j = 1, . . . , m.
So for each j , x ∈ Gλj (Aj ) ∩ Gµj (Aj ) /= {0}. Hence λj = µj , j = 1, . . . , m. Con-
versly let Eλ(A) be the joint eigenspace of A corresponding to λ ∈ σ(A). Then {0} /=
Eλ(A) ⊆ Gλ(A). 
Lemma 5.2. If A = (A1, . . . , Am) ∈ (L(V ))m is a commuting tuple and σ(A) =
{λ1, . . . , λr} then
V = Gλ1(A) ⊕ · · · ⊕ Gλr (A). (5.2)
Proof. We use induction on m. For m = 1 the result is true (5.1). Consider any m >
1 and let A = (A1, . . . , Am−1) ∈ (L(V ))m−1 be a commuting tuple and suppose
V = Gλ1(A) ⊕ · · · ⊕ Gλr (A), (5.3)
where σ(A) = {λ1, . . . , λr}. Suppose B ∈ L(V ) commutes with each Aj . Then
Gλi (A) is invariant under B. Let Bi ∈ B(Gλi (A)) be the restriction of B to Gλi (A).
By (5.1) we can decompose Gλi (A) as
Gλi (A) = Gµ1(Bi) ⊕ · · · ⊕ Gµs (Bi),
where σ(Bi) = {µ1, . . . , µs}. Since Gµj (Bi) = Gλi (A) ∩ Gµj (B), j = 1, . . . , s we
have Gλi (A) = Gλi (A) ∩ Gµ1(B) ⊕ · · · ⊕ Gλi (A) ∩ Gµs (B) = G(λi,α1)(A, B) ⊕· · · ⊕ G(λi,αt )(A, B), by Lemma 5.1, where {(λi, α1), . . . , (λi, αt )} = {λ ∈ σ
(A,B) : λi ∈ σ(A)}. Substituting this result into (5.3) gives the required decompo-
sition of V since σ(A,B) = ∪ri=1{λ ∈ σ(A,B) : λi ∈ σ(A)}. 
Let A = (A1, . . . , Am) ∈ (L(V ))m be a commuting tuple with σ(A) =
{λ1, . . . , λr}, λj = (λj1, . . . , λjm). In each joint generalized eigenspace Gi = Gλi (A),
we can decompose the tuple A as a tuple Ai = λiI i + Ni = (λi1I i + Ni1, . . . , λimI i +
Nim), where I i = I |Gi , Nij = (Aj − λj I)|Gi , j = 1, . . . , m, and the Nij are nilpo-
tent. Clearly each Ai is a commuting tuple and σ(Ai) = {λi}. Hence we may decom-
pose A according to the decomposition (5.2) as the direct sum
A = (λ1I 1 + N1) ⊕ · · · ⊕ (λrI r + Nr)
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of commuting tuples of operators. By (4.1) there is a basis in each Gi such that Ni
is represented by a tuple of strictly upper triangular matrices. If we collect all these
basis elements of G1, . . . ,Gr in appropriate order to form a basis for V , the tuple of
matrices representing A is said to be in Schur block form. So, given any commuting
tuple of matrices A = (A1, . . . , Am) ∈ (Mn)m there exists an invertible matrix X
such that X−1AX = (X−1A1X, . . . , X−1AmX) is in Schur block form.
Suppose that A = (A1, . . . , Am) ∈ (Mn)m is a commuting tuple of upper triangu-
lar matrices. Then σ(A) = {(λk1, . . . , λkm); 1  k  n}, where {λ1j , . . . , λnj } are the
diagonal entries of the matrix for Aj , j = 1, . . . , m [2, p. 35]. Define the alge-
braic multiplicity, m(λ), of a joint eigenvalue λ = (λ1, . . . , λm) ∈ σ(A) as the num-
ber of times λ occurs in the sequence {(λ11, . . . , λ1m), . . . , (λn1, . . . , λnm)}. If A =
(A1, . . . , Am) ∈ (Mn)m is in Schur block form with σ(A) = {λ1, . . . , λr} then
clearly dim(Gλi (A)) = dim(Ai) = m(λi).
A useful result for the Clifford norm of a tuple in Schur block form is as follows.
Lemma 5.3. Let A = A1 ⊕ · · · ⊕ Ar ∈ (Mn)m be in Schur block form. Then
‖Cl(A)‖ = max
1jr
‖Cl(Aj )‖.
Proof. By linearity of the operation Cl we have Cl(A) = Cl(A1) ⊕ · · · ⊕ Cl(Ar).
It is elementary to prove ‖Cl(A)‖ = maxj ‖Cl(Aj )‖. 
Also, since Cl(A)−1 = Cl(A1)−1 ⊕ · · · ⊕ Cl(Ar)−1 we have ‖(Cl(A))−1‖ =
max1jr ‖(Cl(Aj ))−1‖.
6. The main theorems
Given A = (A1, . . . , Am) ∈ (Mn)m the quantity r(A) = max{|λ| : λ ∈
σ(A)} is called the joint spectral radius of A and γ (A) = {λ ∈ Rm : 0 ∈
σ(
∑m
j=1(Aj − λj I)2)} the spectral set of A. If the Aj commute and have real
spectra then γ (A) = σ(A) [3, p. 223].
In the following theorem we use the Clifford algebra techniques to generalize the
result of Chu (Theorem 2.2) to commuting tuples of matrices.
Theorem 6.1. Let A = (A1, . . . , Am) and B = (B1, . . . , Bm) be commuting
m-tuples of n by n matrices with real spectra. Let X be a matrix such that X−1BX is
in Schur block form and put B = B1 ⊕ · · · ⊕ Br where Bj = µjI + Nj as above.
Then for all λ ∈ σ(A)
min
µ∈σ(B) |λ − µ|  Sp(‖Cl(N
k)‖, κ(X)‖Cl(A − B)‖),
where maxj ‖Cl(Bj − λI)‖ occurs at j = k and p = m(µk).
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Proof. Let λ ∈ σ(A). If λ ∈ σ(B) the inequality is trivial. Otherwise λ /∈ σ(B) =
γ (B). Let B˜ = X−1BX = (X−1B1X, . . . , X−1BmX) be in Schur block form. As
the Bj commute therefore [3, Proposition 3.1] 0 /∈ σ(Cl(B − λI)) = σ(Cl(B˜ − λI)).
So Cl(B˜ − λI) is invertible and
X−1Cl(A − λI)X = Cl(B˜ − λI) + X−1Cl(A − B)X
= Cl(B˜ − λI)(I ⊗ e0 + M),
where M = Cl(B˜ − λI)−1X−1Cl(A − B)X and I ⊗ e0 is the unit in Mn ⊗ R(m).
Since λ ∈ σ(A) = γ (A), Cl(A − λI) is not invertible. Hence I ⊗ e0 + M is not
invertible, so ‖M‖  1. Thus
1 ‖(Cl(B˜ − λI))−1‖κ(X)‖Cl(A − B)‖
= ‖(Cl(Bk − λI))−1‖κ(X)‖Cl(A − B)‖ by Lemma 5.3
= ‖(Cl((µk − λ)I + Nk))−1‖κ(X)‖Cl(A − B)‖,
where Bk = µkI + Nk. (6.1)
Now
Cl((µk − λ)I + Nk) = Cl((µk − λ)I) + Cl(Nk)
= Cl((µk − λ)I)(I ⊗ e0 − Y ),
where Y = −(Cl((µk − λ)I))−1Cl(Nk). Thus
(Cl((µk − λ)I − Nk))−1 = (I ⊗ e0 − Y )−1(Cl((µk − λ)I))−1.
By [4, p. 10] Yp = 0 since p = m(µk) = dim(Nk).
So (Cl((µk − λ)I − Nk))−1 = (I ⊗ e0 + Y + · · · + Yp−1)(Cl((µk − λ)I))−1.
Therefore
‖(Cl((µk − λ)I − Nk))−1‖
 ‖(Cl((µk − λ)I))−1‖(1 + ‖Y‖ + · · · + ‖Y‖p−1)
 η−1(1 + η−1‖Cl(Nk)‖ + · · · + (η−1‖Cl(Nk)‖)p−1),
where η = ‖(Cl((µk − λ)I))−1‖−1. So from (6.1)
η−1(1 + η−1‖Cl(Nk)‖ + · · · + (η−1‖Cl(Nk)‖)p−1)
 (κ(X)‖Cl(A − B)‖)−1 (6.2)
η−1‖Cl(Nk)‖ + · · · + (η−1‖Cl(Nk)‖)p  ‖Cl(Nk)‖/κ(X)‖Cl(A − B)‖
= g + · · · + gp,
where g = gp(‖Cl(Nk)‖/κ(X)‖Cl(A − B)‖). If ‖Cl(Nk)‖ > 0 then g > 0 and so
g  ‖Cl(Nk)‖/η, or η  ‖Cl(Nk)‖/g = Sp(‖Cl(Nk)‖, κ(X)‖Cl(A − B)‖). Other-
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wise ‖Cl(Nk)‖ = 0 and so by (6.2) η  κ(X)‖Cl(A − B)‖ = Sp(0, κ(X)‖Cl(A −
B)‖). It remains to show that η  minµ∈σ(A) |λ − µ|. By [4, Proposition 2.2]
(Cl((µk − λ)I))−1 =

 m∑
j=1
((µkj − λj )I )2


−1
Cl((µk − λ)I)
= (|µk − λ|2I )−1Cl((µk − λ)I)
= Cl(|µk − λ|−2(µk − λ)I).
So
η = ‖Cl(|µk − λ|−2(µk − λ)I)‖−1
=
[
r(|µk − λ|−2(µk − λ)I)
]−1
by [3, Proposition 3.2]
= |µk − λ|
 min
µ∈σ(B) |λ − µ|. 
As was the case with Theorem 2.2 this theorem gives a theoretical bound, since
the quantity maxj ‖Cl(Bj − λI)‖ involves the perturbed joint eigenvalue λ. To get
a computable bound we may replace p by p˜ and k by k˜, where
p˜ = max
µ∈σ(B)
(m(µ)), max
i
‖Cl(Ni)‖ occurs at i = k˜. (6.3)
Let us compare this form of Theorem 6.1 to Theorem 4.2. Put f (m) =√
1 + m(m−1)2 and suppose the conditions (2.2) are satisfied for the tuples A, B.
By (4.3) we have ‖Cl(A − B)‖  f (m)‖A˜ − B˜‖. So Sp˜(‖Cl(Nk˜)‖, κ(X)‖Cl(A −
B)‖)  Sp˜(‖Cl(Nk˜)‖, κ(X)f (m)‖A˜ − B˜‖). It follows from Lemma 2.3 that for each
m we may choose the tuple A in such a way that ‖A˜ − B˜‖ is sufficiently small so that
Sp˜(‖Cl(Nk˜)‖, κ(X)f (m)‖A˜ − B˜‖) < Sn(˜(B), ‖A˜ − B˜‖), and hence in this case
the bound given by Theorem 6.1 is strictly smaller than that of Elsner (Theorem
4.2).
In [9] it was shown that if B = (B1, . . . , Bm) ∈ (Mn)m is a commuting tuple
we can decompose Bj = B1j + iB2j in such a way that π(B) = (B11, . . . , B1m,
B21, . . . , B2m) ∈ (Mn)m is a commuting tuple with σ(Bij ) ⊆ R and σ(B) =
p(σ(π(B))), where p : R2m → Cm is the canonical isomorphism p(x, y) = x + iy
for x, y ∈ Rm. We call π(B) a partition of B.
Put σ(B) = {λ1, . . . , λr} and let Gi be the joint generalized eigenspace corre-
sponding to λi . We may decompose π(B) as π(B) = B1 ⊕ · · · ⊕ Br where the
Bi ∈ L(Gi, (Gi)2m) are commuting tuples and Bi = λiI + Ni = (λi11I + Ni11, . . . ,
λi1mI + Ni1m, λi21I + Ni21, . . . , λi2mI + Ni2m), for nilpotent Nijk . Applying Theorem
6.1 to the tuples π(A) and π(B) gives the following:
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Corollary 6.2. Let A,B, k and p be as in Theorem 6.1 except allow the Ai and Bi
to have complex spectra. Let π(B) = (B11, . . . , B1m,B21, . . . , B2m) be a partition
of B and choose X so that X−1π(B)X is in Schur block form. Then for all λ ∈ σ(A)
min
µ∈σ(B) |λ − µ|  Sp(‖Cl(N
k)‖, κ(X)‖Cl(π(A) − π(B))‖).
Alternatively, the technique of Elsner [11, Theorem 7.1] gives the following:
Theorem 6.3. Let A = (A1, . . . , Am) and B = (B1, . . . , Bm) be m-tuples of n by n
matrices with complex spectra where the Bj commute. Let X be a matrix such that
X−1BX is in Schur block form and put B = B1 ⊕ · · · ⊕ Br, where Bj = µjI + Nj
as before. Let p˜ = maxµ∈σ(B) m(µ). Then for all λ ∈ σ(A)
min
µ∈σ(B) |λ − µ|  Sp˜(‖N˜
k˜‖, κ(X)‖A˜ − B˜‖),
where ‖N˜ k˜‖ = maxi ‖N˜ i‖.
Proof. Let λ = (λ1, . . . , λm) ∈ σ(A), i.e. Ajx = λjx for x /= 0 and j = 1, . . . , m.
Put σ(B) = {µ1, . . . , µr} and X−1BjX = diag(B1j , . . . , Brj ), where Bij = µij I +
Nij for N
i
j strictly upper triangular and let z = X−1x. Then for each j
X−1(Bj − Aj)Xz
= (diag(B1j , . . . , Brj ) − λj I)z
= (diag((µ1j − λj )I, . . . , (µrj − λj )I ) + diag(N1j + · · ·Nrj ))z.
In matrix terms

X−1 0
.
.
.
0 X−1




B1 − A1
...
Bm − Am

Xz
=


diag((µ11 − λ1)I, . . . , (µr1 − λ1)I ) + diag(N11 , . . . , Nr1 )
...
diag((µ1m − λm)I, . . . , (µrm − λm)I) + diag(N1m, . . . , Nrm)

 z
= (D˜ + N˜)z.
The columns of D˜ are orthogonal and the ith column has Euclidean length
αi =

 m∑
j=1
|µij − λj |2


1/2
= |µi − λ|,
where µi ∈ σ(B). Hence we may write D˜ = VD, where D = diag(αi) and V ∗V =
I . Then
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V ∗diag(X−1, . . . , X−1)(B˜ − A˜)Xz = (D + N)z,
where N = V ∗N˜ is in Schur block form with strictly upper triangular blocks of
dimension at most p˜ and so Np˜ = 0. If αi = 0 for some i then there is nothing to
prove. Otherwise D + N is invertible and so
z = (D + N)−1V ∗diag(X−1, . . . , X−1)(B˜ − A˜)Xz,
‖(D + N)−1‖−1  κ(X)‖B˜ − A˜‖. (6.4)
As Np˜ = 0 so (D + N)−1 = D−1∑p˜−1v=0 (−ND−1)v and hence
‖(D + N)−1‖  ‖N‖−1
p˜∑
v=1
(‖N‖δ)v,
where δ = ‖D−1‖ = (mini αi)−1 = (minµ∈σ(B) |λ − µ|)−1. This, together with (6.4)
gives
p˜∑
v=1
(‖N‖δ)v  ‖N‖/(κ(X)‖B˜ − A˜‖) = g + · · · + gp˜.
Let y = ‖N‖/(κ(X)‖B˜ − A˜‖). If ‖N‖ > 0 then g > 0 and so gp˜(y)  δ‖N‖, or
δ−1  ‖N‖/gp˜(y) = Sp˜(‖N‖, κ(X)‖B˜ − A˜‖). (6.5)
Otherwise ‖N‖ = 0 and so by (6.4) δ−1  κ(X)‖B˜ − A˜‖ = Sp(0, κ(X)‖B˜ − A˜‖).
Let Ni = (Ni1, . . . , Nim). Now N˜∗N˜ = diag[
∑m
j=1(N1j )∗N1j , . . . ,
∑m
j=1(Nrj )∗Nrj ],
so ‖N˜‖2 = r(N˜∗N˜) = ‖N˜∗N˜‖ = maxi ‖∑mj=1(Nij )∗Nij‖ = maxi (‖N˜ i‖2) =
‖N˜ k˜‖2. Noting that ‖N‖ = ‖N˜‖ and δ−1 = minµ∈σ(B) |λ − µ| the desired result is
then obtained from (6.5). 
Consider the computable form of Theorem 6.1 as defined by (6.3). Since Sp(, r)
is strictly monotone increasing in  and r it follows from (4.3) that theorem 6.3 gives
a bound at least as small as that of Theorem 6.1. Furthermore we were able to drop
the assumption that the perturbed tuple A = (A1, . . . , Am) commutes. However, if
we consider Theorem 6.1 in its original form, i.e. as a theoretical bound, we find that
the quantities ‖Cl(Nk)‖ and ‖N˜ k˜‖ are not comparable. In fact it may be shown that
for commuting A = (A1, . . . , Am) the bound of Theorem 6.1 will sometimes be the
smaller of the two.
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