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Observaciones sobre el programa minimalistal 
1 .  INTRODUCCION 
La ~eor ía  lingüística desarrollada por Noani Chomsky y sus colaboradores. 
en una impresionante sucesión de publicaciones desde mediados de la 
década del cincuenta, ha tomado en años recientes un cariz minimalista. 
En este trabajo me propongo presentar el fundamento teórico de este 
programa de investigación, como también algunas de sus consecuencias 
empíricas. 
Empiezo con un rápido bosquejo histórico de la teoría chomskiana. Des- 
de sus comienzos, Chomsky define el propósito de la teoría lingüística 
coino un intento de dar cuenta de la facultad del lenguaje. Esto se ve claro 
en el capítulo 1 de Tfze Logic-al Stnccture of Linguistic Tl~eory,  escrito en 
1955, pero publicado veinte años más tarde, donde Chomsky propone una 
teoría que "ofrezca explicaciones formales para las intuiciones del hablante 
nalivo (p. 63)" [traducción niía]. 
Definida así la empresa, es necesario hacer explícita la estructura formal 
de la gramática, para luego identificar los criterios formales de la teoría quc 
pei-initirán evaluar diversas grarnaticas de una lengua. La elaboración dc 
la estructura formal de la gramática produjo un cornplejo sistema de reglas 
capaz de caracterizar las lenguas particulares, pero demasiado irrestricto. 
Esta deficiencia fue el inotor de las investigaciones llevadas a cabo dentro 
del marco generativista, principalmente en la década de los setenta, cul- 
minando con la llainada Teoría de Principios y Parámetros (Chomsky 
1981). 
Según esta teoría, la grainática universal consta de varios rnódulos in- 
dependientes (X-barra, Caso, Liganiiento, etc.), cada uno de los cuales in- 
' A p r ü d e ~ c o  Iüs ohservücioiies dc Aiitxori 01üi-i-e:i sobre cl coiiieriido y la presentación de 
eslc artículo. 
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cluye principios generales invariables. Las diferencias entre lenguas in- 
dividuales se atribuyen a un número limitado de parámetros que provee la 
gramática universal. 
Esta nueva versión de la teoría generativista restringe considerable- 
mente la estructura posible de una lengua, al postular principios generales 
relativos a la organización jerárquica de las frases y al reemplazar las 
transformaciones específicas por una operación general de movimiento 
(Muévase a). 
La evolución de la teoría generativista muestra claramente una progre- 
sión en que los principios postulados son cada vez más profundos. Mientras 
que los fragmentos iniciales de gramáticas generativas son simplemente 
formalizaciones de los datos, los análisis basados en la teoría de principios 
y parámetros alcanzan, en algunos casos, un verdadero nivel explicativo. 
Pero la búsqueda de selección, fusión (Merge) y principios más profundos 
continúa, y de ahí el programa minimalista. 
Hay que destacar de partida que se trata de un programa de investiga- 
ción, no de una teoría completamente elaborada. La meta es dar cuenta de 
la facultad del lenguaje con un aparato conceptual mínimo. Se supone, 
entonces, que la gramática incluye sólo dos niveles de representación, el 
de la fonna .fonética y el de la forma lógica, acoplamientos indispensables 
con el sistema articulatorio-perceptivo, por un lado, y, por otro, con el 
sistema interpretativo-intencional. Estos niveles se construyen a partir del 
léxico por aplicaciones sucesivas de operaciones simples, sin necesidad de 
postular los niveles intermedios de estructura-D y estructura-S de la teoría 
anterior. 
El desafío empírico es considerable, ya que existe una variedad de fenó- 
menos cuya explicación parece obedecer a condiciones de los niveles inter- 
medios descartados. El éxito del programa dependerá, sin duda, del grado 
en que surjan alternativas minimalistas convincentes. 
La estructura de la gramática según la concepción minimalista es la 
siguiente. Partiendo de una selección específica de materiales del léxico, el 
sistewia cor~~putuciorzul de la lengua construye estructuras sintácticas por 
una aplicación sucesiva de operaciones simples que culmina en la forma ló- 
gica. En un punto cualquiera de la derivación se produce una bifurcación 
hacia la forrtzaforiética. La derivación converge en la forma fonética si ésta 
consta sólo de objetos fonéticos legítimos ( i . ~ .  haces de rasgos fonéticos). 
La derivación converge en la forma lógica si ésta consta sólo de objetos 
legítimos en ese nivel (i.e. núcleos léxicos, argumentos, adjuntos, y estruc- 
turas de operador y variable). La derivación basada en la selección inicial 
converge sólo si converge en ambos niveles. No toda derivación convergen- 
te es interpretable. 
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2. OPERACIONES BASICAS: SELECCION, 
FUSION (MEKGE) Y MOVIMIENTO 
Dentro del programa min imalista, las estructuras sintácticas se construyen 
directamente a partir del Iéxico. En vez de estipular las propiedades básicas 
de las frases en una teoría de X-barra, Chosmky (1994) propone derivarlas. 
La demostración es demasiado técnica para esta breve introducción y, por lo 
tanto, la omito. 
La primera operación es la selección arbitraria de un conjunto de mate- 
riales léxicos, entendidos éstos como conjuntos de rasgos fonológicos, se- 
iiiánticos y formales. Los primeros son interpretables sólo en el nivel de 
forma fonética, y los segundos sólo en el nivel de forma lógica. En cuanto 
a los rasgos formales, hay que distinguir, por un lado, rasgos intrínsecos 
(e.8. 'verbo', 'transitivo', 'sustantivo', 'femenino') y rasgos opcionales (e.g. 
tiempo, número) y ,  por otro, rasgos interpretables (e .g  número) y rasgos no 
interpretables (e.g. caso). Laos rasgos formales no figuran en la derivación 
fonética, pero desempeñan un papel importante en la derivación sintáctica. 
En términos simples, la derivación sintáctica no converge hasta que se 
hayan cancelado (checked) todos los rasgos formales no interpretables. 
La cancelación de rasgos se lleva a cabo en lo que Chomsky denomina el 
dominio de cancelación (checking donlain) de un núcleo de frase. Ese domi- 
nio incluye el especificador del núcleo y los elemenlos adjuntos al núcleo o 
a su especificador. 
Al seleccionar un elemento del Iéxico, se seleccionan no sólo sus ras- 
gos inli-ínsecos sino también los rasgos opcionales pertinentes. En el caso de 
un verbo, por ejemplo, se selecciona una forma específica (compró, coni- 
pr-asre, etc.). Esto no implica que el Iéxico trate las diferentes formas verba- 
les como entidades totalmente independientes, sino que el componente 
computacional sólo reconoce formas totalmente inílexionadas. 
Chomsky usa el neologismo t~ut?~rración para designar el conjunto inicial 
seleccionado del Iéxico, porque, estrictamente hablando, no es un conjunto 
en el sentido mateinático, ya que dos selecciones distintas del mismo ele- 
mento Iéxico cuentan como objetos diferentes para los propósitos de la 
computación. 
Partiendo de una numeración arbitraria, se construyen estructuras sintác- 
ticas por medio de las operaciones de conlposicióiz y tnovinziento. Suponga- 
1110s que la numeración contiene los siguientes elementos: {María, compró, 
libros}. Cada uno de estos elementos es, en efecto, un conjunto de rasgos 
fonológicos, semanticos y sintácticos. Entre los rasgos sintácticos de María. 
por ejemplo, se encuentran rasgos intrínsecos como Sustantivo, Femenino y 
Tercera Persona, y rasgos opcionales como Singular y (supongamos) Nomi- 
nativo. La operación de cot~lposicibtl combina un par de estos elementos y 
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forma un conjunto que obtiene su rótulo de uno de ellos. Por ejemplo, al 
aplicar la operación a coitiprcí y libros, se obtiene el siguiente objeto: {com- 
pró {compró. l ibros)) ,  que sc puede representar informalmente por el si- 
guiente diagrama arbóreo. teniendo en cuenta que no se representa de nin- 
guna manera el orden lineal: 
( 1  1 compró 
compró libros 
El objeto así contruido puede combinarse con Maríu, de lo que resulta un 
nuevo objeto sintáctico: {compró {María. {compró {compró, libros} ) ) ) .  En 
general, en un objeto sinthctico representado { a  {b, c )  ) ,  a es su rótulo, y b y 
c sus constituyentes. El rótulo siernpre es idéntico a uno de los constituyen- 
tes, excepto en el caso de las adjunciones, que tienen rótulos complejos. Por 
ejemplo, si se quiere expresar la idea de que el adjetivo atributivo es técni- 
camente un adjunto del sustantivo, habrá que usar un rótulo distinto del que 
se usaría para designar la estructura que consta de sustantivo y complemen- 
to. Por ejemplo, libros viqjos tiene la representación (2), mientras que oferta 
tie trahujo se representa como en (3). 
(2)  (<libros, libros> {libros, viejos) ) 
(3) ( oferta ( oferta, (de {de, trabajo) ) ) ] 
El símbolo <libros, libros> en (2) es el róiulo complejo que identifica la 
adjunción. Está construido sobre la base del constituyente libros, pero no es 
idéntico a él. En (3), el rótulo oferta es idéntico a uno de los constituyentes 
de la construccicín. 
La distinción entre estos dos tipos de rótulos es necesaria porque en el 
programa minirnalista se abandona la idea de que los niveles de proyec- 
ción (XO, X' y X") soii objetos formales diferentes. Todavía es posible 
distinguir entre una proyeccicín mínima, una proyección intermedia y una 
proyección máxima en términos de la configuración, pero no se le asigna 
ningún estatus especial a Iris proyecciones intermedias. Además, el nuevo 
sistema permite la existencia de elementos que son proyecciones mínimas y 
iriáximas al mismo tiempo, lo que parece identificar correctamente a los 
clíticos. 
La operacicín de composicicín cs totalmente libre. En vcz de combinar 
primero conipr-ó y libros, podría combinar Maríu y libros, o conlprcí y Mn- 
I-íu. Se supone que las aplicaciones ilícitas de esta operación producirán 
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derivaciones no convergentes o no inierpretables. Por lo tanto, es innecesa- 
rio iinponer i-cstricciones a la operaci cín de composicicín. 
El problema de c6mo seleccionar correctamente el rótulo de un objeto 
sini5ciico es demasiado coinple-jo para esta breve introducción. El lector 
que se interese puede consultar a Chomsky ( 1994). 
La operación de nioviiiiienio difiere dc la operacicín correspondiente cn 
el ii~odelo anterior en dos aspectos: ( a )  la posición de desiino ( la~ld i~lg  site) 
no existe previamente sino que se crca conio parte de la operación misma; 
( 1 ) )  la operación no crca huellas sino copias. Para ilustrar, consideremos una 
nueva numeración: {María, coinpró, qué, T. Int}, en que T representa la ca- 
tcgoría funcional de tienipo. e l11t representa un morfema abstracto de ii-ite- 
rrogación. Supongainos que se ha construido la esiructura (4)  por operacio- 
nes sucesivas de c.or~lpo.riricí~l. 
(4)  {coinpró. (María, {con~pró  {con-ipró. qué} ) ) } 
Esta estructura puede combinai-se con T. forrnando la esiructura ( 5 ) ,  en 
que a designa a (4) .  
( 5 )  {T. {T. a } )  
En virtud de los rasgos de T, que explicarei-nos con inás detalle en la 
s ip i en t e  sección, el verbo debe adjuntarse a T para cancelar los rasgos de 
esia categoi-ía. El objeto rcsuliantc. Ilamérnoslo 13. se combina entonces con 
el inici~~bi-o restante de la numei-acicín, lllr, lo que da la estructura ( 6 ) ,  que 
rcpi-csento int.ormalmcnie con un diagrama rirbóreo: 
(0 )  Int 
1 \ 
Ini O 
Los rasgos dc Irit son cancclables por iin eleinenio intei-rogativo como 
( / U ( ; .  Esto induce una operación de inovimiento que transtorina a (6) en (7). 
en que B contiene una copia de í/ué. 
(7)  Ini 
1 \ 
cl u6 Ini 
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Las estructuras resultantes de las operaciones de composición y movi- 
miento representan las relaciones jerárquicas entre los distintos elementos, 
pero no el orden lineal. Adaptando una propuesta reciente de Kayne (1993), 
Chomsky sugiere que el orden lineal se determina en el componente 
fonológico sobre la base de las relaciones jerárquicas. 
3. CANCELACION DE RASGOS 
En el modelo generativo anterior, la operación de movimiento era opcional. 
En el programa minimalista, todo movimiento es motivado por propiedades 
morfológicas. específicamente. por la necesidad de cancelar ciertos rasgos 
sintácticos. 
Esta concepción del movimiento implica una tipología de los rasgos 
formales que permita derivar la diferencia entre movimiento explícito y 
movimiento abstracto. 
La primera diferencia importante distingue entre rasgos fuertes y rasgos 
de'biles. Si un rasgo es fuerte. su cancelación debe ser inmediata. Los rasgos 
débiles pueden requerir cancelación o no. 
Se supone, por ejemplo, que en lenguas como el español y el francés la 
categoría funcional de Tiempo contiene un rasgo verbal fuerte que debe ser 
cancelado inmediatamente después de combinar el Tiempo con un sintagma 
verbal. Esta cancelaci6n se efectúa adjuntando el núcleo Verbo al núcleo 
funcional Tiempo. De aquí se deriva el hecho de que, en estas lenguas, el 
verbo pueda aparecer en una posición superior a un adverbio de modo como 
en Jllarl e-aminó cuidadosarnerlre el paquete. En lenguas como el inglés, 
por otra parte, se supone que el rasgo en cuestión es débil y, por lo tanto, su 
cancelación no es inmediata. Como la teoría favorece el movimiento abs- 
tracto (véase el principio de Posrergaciórz en la sección siguiente), la estruc- 
tura patente mantiene el orden en que se combinan los elementos en cues- 
ijón, es decir, Tiempo + Adverbio + Verbo: John carefully exunzined the 
packa'qe. 
Los rasgos sintácticos pueden ser ~nrerprerubles o no irzterpretables. Los 
rasgos de persona y número asociados con un sintagma nominal pertenecen 
a la primera categoría, mientras que los rasgos de caso son del segundo tipo. 
Sólo estos últimos deben ser cancelados para producir una derivación con- 
vergente. 
Los detalles referentes a la tipología de rasgos sintácticos no están to- 
davía claros, pero la idea general es que los tipos de rasgos determinan si 
hay movimiento y si éste debe ser explícito o no. No puede minimizarse la 
importancia de esta área, ya que, dentro del programa minimalista, toda 
variación paramétrica se reduce a propiedades de los rasgos sintácticos. 
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4. PRINCIPlOS DE ECONOMIA 
En el programa minimalista hay que distinguir los principios que se aplican 
en los niveles de acoplamiento (interface) y los que regulan el componente 
computacional. Los primeros se reducen básicamente al requisito de irzter- 
/2t-etacicírl pletln: las irzrerjuce.~ contienen sólo objetos legítimos. 
El componente computacional obedece a ciertos principios de economía 
que cligen la derivación óptima basada en una numeración dada. Uno de 
estos principios es el del eslabóti nlNiil?lo (nlitiinlal lirik), que establece que 
el movimiento debe ser lo rnás corto posible. Se explican así los casos que 
Rizzi (1990) atribuía a la nliriiniidad relutivizuda, que era, a su vez, una ge- 
neralización de tres principios independientes: la condición del movimiento 
de núcleo (Head Movenlerzt Corzstr~~int) de Travis (1984), las islas-Qu, y los 
casos de Super-ascenso del sujeto (Superraising), ilustrados respectivamen- 
te en (8211, (8b) y (8c). 
(8)  a. *Have, people will hi arrived by now'?? 
ha gente FUT llegado por ahora 
b. * ~ , C U  ánto, no sabes qué paquete pesa h,'! 
c.  *Los estudiantes, parecen que pro tiene que hi 
trabajar mucho. 
En el ejemplo (8a), el núcleo lta~vc se ha movido hacia u n  núcleo superior 
por sobre otro núcleo, Lrill. La derivación correcta cs la que se obtiene mo- 
viendo a Lr~ill: Will, people 11, llclve arriijetl 6). I~oM~.' En el ejemplo (8b), 
c.uÚtlto se ha movido por sobre el sintagma interrogativo qué paquete, vio- 
lando el principio del eslahútz t~iírlinzo. La estructura ¿ Qué puquete no sabe3 
c~itirito pesa? parece violar también este principio. Esta impresión es correc- 
ta si derivamos la estructura moviendo a qué paquete por sobre cuánto 
Pero el español, como lengua de sujeto nulo, permite otra derivación sin 
inovimiento de quC paquete. y con un pronombre nulo (pro) como sujeto 
de pesa. En inglés, que no admite sujetos nulos en cláusulas temporales, la 
estructura correspondiente es anómala, tal como lo predice la teoría: 
Wliiclr package dotr ' t  )%ou krrokt- how, nzuch weiglzs." 
Finalmente. en el ejemplo (se),  se ha elevado el sujeto los estudiantes 
por sobre el sujeto proiiominal nulo pro violando el principio del eslahóri 
~ ~ ~ í r i i r ~ ~ o .  En contraste. la estructura (9) está bien formada: 
(9) pro parece que los estudiantesi tienen que h, trabajar mucho. 
Utilizo índices ieferencililes sólo para faci litai la exposición. En el programa minima- 
lista. los índices no son ob-jetns sintácticos legítimos. 
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Este principio incluye, además, los casos de superioridad introducidos 
por Chomsky (1973): 
( 10) a. *What did who say? 
pué AUX quién dijo 
;,Qué dijo quién'?' 
b. *¿,Qué convenciste a quién (de) que hiciera? 
A diferencia del ejemplo (8b), el elemento que interviene entre el punto 
original y el punto de destino de la categoría movida no ocupa una posición 
de operador sino una posición de argumento. Por eso no era posible en la 
teoría anterior relacionar estos dos tipos de casos. Las violaciones del tipo 
(8b) se atribuían, en parte, a la Subyacencia y, en parte, al Principio de las 
Categorías Vacías (PCV). Las violaciones del tipo ( loa)  eran atribuidas al 
PCV en la forma lógica, pero esta explicación no se extendía a los casos 
(IOb), para los que había que mantener una condición ad  líoc de Superiori- 
dad. En el programa minimalista, todos estos casos constituyen violaciones 
del principio del eslabón mínimo. 
El hecho de que la versión española de (loa), con sujeto posverbal, sea 
gramatical sugiere que, en español, el sujeto y el complemento directo 
son equidistantes con respecto a la posicicín de operador interrogativo. 
Habrá que examinar si esta conclusión se justifica o si hay otros factores 
responsables de esta diferencia. 
Otro principio de economía es el de la Postergacióri (Procrustin~lte), se- 
gún  el cual se prefiere la cancelación abstracta de rasgos a la cancelación 
por movimiento explícito. Una consecuencia importante de este principio es 
que se limitan considerablernente los casos de desplazamiento 'visible' de 
los elementos de la oración, lo que facilita la tarea de adquisición de la 
lengua. El desplazamiento explícito adquiere entonces el carácter de opera- 
ción de último recurso, yue el componente cornputacional utiliza sólo si un 
rasgo sintáctico fuerte lo requiere. 
Se ha mencionado además un principio de Avaricia (Greed), según 
cl cual el movimiento sólo puede favorecer al elemento que se mueve, no 
a otros elementos. Este principio ha sido. sin embargo, objeto de críticas 
(Wilder blr. Cavar 1994, Lasnik 1994), y Chomsky, en efecto, lo abando- 
na en el capítulo 4 de Tht. Miriinialist Progrui~z (Chonisky 1995). 
Los principios de economía, que comparan diferentes derivaciones po- 
sibles, parecen introducir una medida considerable de complejidad compu- 
tacional. Chosmky argumenta, sin embargo, que la complejidad no es exce- 
siva, ya que las derivaciones que se coiejan son solamente las que se basan 
cn una numeración dada. 
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Al definir principios como el del eslabón mínimo y el de postergación de 
manera bastante precisa, la teoría se aproxima por primera vez al programa 
enunciado por Chomsky en sus primeros escritos, según el cual la teoría 
lingüística debería proporcionar criterios de evaluación. En la medida en 
que el presente programa sea válido, la lengua aparece como un fenómeno 
biológico singular, con una estructura de simplicidad y elegancia inusitada. 
5. ALGUNAS CONSECUENCIAS EMPIRICAS 
Ya hemos examinado cómo el principio del eslabón mínimo permite unifi- 
car una serie de fenómenos que antes se atribuían a principios diferentes. 
Otra consecuencia empírica importante es la derivación de los llamados 
fenómenos de reconstrucción que resulta de la interpretación del movimien- 
to como copia. 
Considérese la siguiente estructura: 
( 1 I ) Juan no sabe cuánta confianza en sí mismo tiene Pedro. 
La anáfora s í  niistlio tiene a Yeclro como antecedente. En versiones pre- 
ininimalistas de la teoría, este hecho requiere deshacer los efectos del movi- 
miento de la frase cuúritu conjiurizu en síniisnio al nivel de forma lógica o, 
según Belletti y Rizzi (1988), permitir que el principio A de la Teoría de 
Ligamiento se aplique opcionalmente en la estructura-D. Chosmky (1993) 
sugiere que estas complicaciones pueden ser obviadas al interpretar el mo- 
vimiento como copia. Según esta idea, la estructura relevante es (12). 
( 12) Juan no sabe [[cuánta confianza en sí  mismo] tiene Pedro 
[cuánta confianza en sí mismo]] 
Esta estructura se convierte en (13) al nivel de forma lógica. 
( 13) Juan no sabe [[cuánta x ]  tiene Pedro [x confianza en s í  mismo]] 
En (13). Pctir-o es el único antecedente posible para s í  nzist~io, y se predice 
correctamente Iri interpretacicín de esta oración, sin necesidad de deshaccr 
los efectos del rnovirniento explícito. 
La derivación de este fenomeno no es tan nítida, sin embargo, como se 
esperaría dentro del marco minimalista. Por una parte, las operaciones que 
convierten a ( 12) en (1 3 )  son bastante específicas. Por otra, los ejemplos del 
inglés que usa Clioinsky para ilustrar el fenómeno en cuestión son ambi- 
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guos, en el sentido de que la anáfora puede tener como antecedente al sujeto 
de la cláusula principal o al de la subordinada. Esto motiva que, para estruc- 
turas del tipo ( 12), Chomsky proponga dos derivaciones posibles, una equi- 
valente a ( 1 3) y otra a ( 14). 
( 14) Juan no sabe [[cuánta x, x confianza en s í  mismo] tiene 
tienc Pedro [x]. 
Conceptualniente, la introducción de operaciones específicas, por añadi- 
dura con más de una opción, es problemática. Desde el punto de vista em- 
pírico, el problema es cómo impedir para el español que la estructura ( 1  2) 
se convierta en (14), permitiendo, al mismo tiempo, la conversión equi- 
valente en inglés. Es claro que en esta área queda todavía mucho por 
hacer. 
Otra consecuencia empírica iinportante es la que se refiere al estatus del 
movimiento cíclico sucesivo. en estructuras como ( 15). 
( 1  5 )  ¿.Cuántos libros crees tú que ha leído María'? 
En versiones pre-ininimalistas de la teoría, se supone que la frase cuúiztos 
libros está asociada con dos huellas, una en la posición de complemento 
directo de leído, y otra en el especificador del sintagma complementante 
encabezado por que. En el programa minimalista no hay motivación clara 
para la creación de esta huella (o  copia) intermedia. El desplazamiento de 
ciláiztos libros a la posición inicial está motivado por la necesidad de cance- 
lar el rasgo fuerte [Int] del complementante tácito de la cláusula principal. 
No hay tal motivación para desplazar el sintagma en cuestión a la posición 
intermedia. ya que el coinplementante que no contiene el rasgo [Int]. Se ha 
propuesto, entonces, que la operación de movimiento, en este caso, tenga 
el efecto de crear simultáneamente las dos huellas (más precisamente, co- 
pias). Otra alternativa, que ine parece más compatible con el espíritu mini- 
n-ialista del programa. es redefinir el concepto de barrerus, de modo que el 
movimiento directo sin huella intermedia sea legítimo. Suzuki (1994) ex- 
plora esta posibilidad. 
No toda huella intermedia es igualmente problemática. Considérese la 
estructura ( 16). 
( 16) The problem, seems h., to have been solved h,. 
el probleina parece haber sido resuelto 
En este caso, el movimiento desde la posición del complemento directo 
de sol~ted a la posición inmediatamente anterior al núcleo del infinitivo 
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tiene motivación morf'ológica, a saber, la cancelación de un rasgo fuerte 
asociado con el núcleo [o. 
En conclusión, el progi-ama minimalista, que reduce la sintaxis a opera- 
ciones y principios muy simples, presenta un desafío empírico considerable. 
Los resultados iniciales son alcntadores, pero queda por ver si el escueto 
aparato teórico del programa será capaz de dar cuenta de toda la gama de 
Iencímenos Iingliísticos que pueden ser razonablemente atribuidos a la fa- 
cultad del lenguqe. 
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