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Introduction 2 The background risk model
An ambitious project, called Solvency II, was started more than a decade ago in an attempt to harmonize regulatory environments within the European Union's (EU) insurance industry. Its legal framework is specified by European Commission (2009) We now turn our attention to recommendations given to the Insurance Group (IG) regulation, which provides the ideal framework for illustrating the usefulness of BRM. Namely, the IG's are composed of multiple legal entities that operate in different insurance markets, but here we focus on IG's with multiple subsidiaries in different EU jurisdictions. Diversification across IG's represents a risk management tool, often used to abate the capital requirements, that is, to achieve capital efficiency. We refer to for a discussion of this problem in the case of two subsidiaries.
Hence in this paper we work under BRM, also known as systemic risk model, which we rigorously define as follows: there is an underlying risk Y , and there are (independent or dependent) stand-alone risks X 1 , . . . , X n , which are independent of Y . Every individual risk R k is a function of X k and Y , and since we work under the multiplicative BRM, our mathematical model is as follows:
where µ = (µ 1 , . . . , µ n ) and σ = (σ 1 , . . . , σ n ) are parameter vectors, X k 's are stand-alone risks, and Y is background or systemic risk. To avoid unnecessary -at least from the practical point of view -technicalities, we assume that the random variables (rv's) under consideration have densities: g of Y , and p X of X = (X 1 , . . . , X n ). We assume that X 1 , . . . , X n have the same marginal distributions, but they may or may not be independent. Since business lines, assets, and so on, do not usually follow identical distributions, we have accommodated this by employing the parameter-vector σ = (σ 1 , . . . , σ n ). This multiplicative model has been very popular in the literature (cf eg Tsetlin and Winkler 2005; Franke et al. 2006 Franke et al. , 2011 and references therein) due to reasons such as practical relevance and mathematical tractability.
For all our purposes, we can and thus do work under the assumption µ = (0, . . . , 0)
because the results that we shall obtain can easily be transformed into the general case µ = (µ 1 , . . . , µ n ). Hence, for the rest of this paper, we shall deal exclusively with the risk-vector
where λ k = 1/σ k is a convenient re-parametrization, meaning that from now on we shall work with the parameter-vector λ = (λ 1 , . . . , λ n ) instead of σ. Note that the pdf p Z of Z can be expressed in terms of the pdf p X of X using the formula
To summarize our terminology:
• Z k 's are individual risks, which can be viewed as risks corresponding to individual business lines, assets, etc. The risks are dependent due to reasons such as laws, regulations, general economic conditions, etc.
• X k 's are stand-alone risks, which are associated with individual business lines, assets, etc, assuming no background (ie systemic) risk. Yet, X k 's may be dependent because, for example, business lines can be dependent by the very nature of business; we shall consider independent and dependent cases.
• Y is background or systemic risk, which may be associated with supervisory and regulatory bodies, general economic conditions, etc, that affect stand-alone risks X k , thus giving rise to the individual risks
For applications of BRM in insurance, we refer to Tsanakas (2008) and references therein. Bai et al. (2012) explore finite-sample statistical inference within the BRM and apply their results for the analysis of financial data. Chan-Lau (2013) provides an in-depth discussion of BRM from a practical perspective. Hashorva and Ji (2014) explore several background risk models (ie random shifting and scaling) focusing on credibility theory, collective risk models, and extreme value models. Merz and Wüthrich (2014) use BRM to study optimal insurance designs and, in particular, risk sharing between insureds and insurers. You and Li (2014) explore BRM within the context of capital allocations in the case of dependent (eg exchangeable) risks and connect their research with copulas (cf eg McNeil et al. 2005; Jaworski et al. 2010; Jaworski et al. 2013; Durante et al. 2014 ; and references therein). The impact of background risk on portfolio diversification has been explored and discussed by Busse et al. (2014) , where we also find an extensive list of references on the topic.
Portfolio of Paretian risks
To illustrate the above introduced general BRM, and to also get some sense of how the SPC works, we begin with the classical multivariate Pareto distribution of type II (cf Arnold 1983), which is usually denoted by MP (n) II (λ, α) with parameter α > 0. The joint de-cumulative
for all z ≥ 0, and the corresponding joint pdf
We next present an alternative formula for the pdf of Z 0 that plays a pivotal role in developing SPC for various multivariate models to be discussed later in this paper. Namely, let E 1 be the exponential rv with mean 1, whose pdf is e −x , and let Y 0 (α) be the gamma rv with shape and rate parameters α > 0 and β = 1, respectively, that is, its pdf is
We can express Z 0 ∼ MP (n) II (λ, α) as the vector Z defined by equation (2.1), where the stand-alone risks X 1 , . . . , X n are independent and each of them follows the exponential distribution with mean 1, and the background risk Y is the gamma rv Y 0 (α) independent of all
The following theorem, which is due to Vernic (2011) , serves an initial building block for our subsequent general models and gives a recurrence relation upon which we can build SPC-type results for evaluating risk measures and capital allocations (cf ). 
for all z ≥ 0. When all λ k 's are equal, say to λ, then the pdf is given by
We have used the following notations: Given z = (z 1 , . . . , z n ), the vector z (i) stands for z with the coordinate z i deleted, that is,
We shall later use the notation z (i,m) for the vector z with its two coordinates z i and z m deleted, and we shall use the notation z (i,j)+ = z + − z i − z j .
Numerical illustration
A usual feature of real-life data sets is that they are highly confidential. Therefore, to illustrate SPC in a practically relevant context, we have 'abstracted' certain data that we have dealt with while consulting. This approach also makes our task manageable within the space limits of this paper. We have chosen to work with the tail value at risk (TVaR), which is also known as the conditional value at risk (CVaR) 
where S Z + is the ddf of Z + and 1{A} is the indicator function of event A. This risk measure naturally extends to capital allocations. Namely, the contribution of risk Z l to the aggregate risk Z + can be measured by
We shall next employ the SPC technique to calculate these quantities in the case n = 3. Of course, with the help of recurrence relations, we can tackle any dimensionality.
Hence, assume that we are dealing with three business lines, and let Z ∼ MP (3) II(λ, α) for some α > 1. Given the recurrence relation of Theorem 3.1, we start with Z that follows the univariate Pareto distribution of the second kind, that is, Z ∼ MP (1) II(λ, α). We have
(α − 1)(λs + 1) α for all s ≥ 0. With these formulas and the recurrence relation of Theorem 3.1, we obtain the following formula in the bivariate case Z ∼ MP (2) II(λ, α):
for i = 1, 2. Using these formulas, we can now in turn derive formulas in the tri-variate case aggregate and individual risks when λ = (0.8, 1, 2) and α = 1.5, and in 
where
The proof of the theorem is relegated to Appendix A. We note that the procedure of weighting distributions as we have done in formula (4.2) is a powerful tool for generating new distributions and tackling other problems (cf Patil and Ord 1976; Patil and Rao 1978; Patil 2002; also Furman and Zitikis 2008a, 2008b ; and references therein).
The joint ddf of Z 0 is given by the formula 
for some non-negative rv's T 1 , . . . , T n , and this model will naturally appear later in this paper.
Model BRM (n) (λ, g) and its SPC
We obtain the first important generalization of Theorem 4.1 by replacing the gamma pdf g ga (y | α) by generic pdf g, thus allowing for various background-risk choices. Namely, we
) when Z 1 can be expressed as Z defined by equation (2.1) with the stand-alone risks X 1 , . . . , X n being independent and each following the exponential distribution with mean 1, and with the background risk Y > 0 being absolutely continuous (ie having pdf g) and independent of all X i 's. The joint ddf of Z 1 is given by the formula
and its pdf by
The following theorem establishes SPC for the just introduced BRM and thus, in turn, generalizes Theorem 3.1.
Theorem 4.2 Let n ≥ 2 and Z
When there are at least two unequal
for all z ≥ 0. When all λ k 's are equal, say to λ, then the pdf is
The proof of the theorem is relegated to Appendix A.
Portfolio of BRM
We can depart from the exponential distribution -though keeping the above developed form of recurrence relations and thus of SPC -by considering completely monotone functions
Since the functions that we deal with are ddf's, we always have C(0) = 1 and thus, in turn, all measures π that we consider are probability measures. When choosing C or, alternatively, π for portfolio modeling purposes, we may wish, or need, to impose certain shape constraints on them. We note, however, that shape relationships between C and π can be quite complex, as seen from the recent works of Sendov and Zitikis (2014) , and Sendov and Shan (2015) . Our next BRM follows.
Model BRM (n) (λ, π, g) and its SPC
We say that
) when Z 2 can be expressed as Z defined by equation (2.1) with Y > 0 being a rv with the pdf g and independent of the vector X = (X 1 , . . . , X n ) whose joint ddf is given by
for all x ≥ 0 with a probability measure π on [0, ∞). Hence, the joint ddf of the vector Z 2 is
where T is a rv with the probability law π. The joint pdf of Z 2 can be expressed as
where Y n (g) is a size-biased rv whose pdf is given by formula (4.5). In the next subsection we shall discuss assumption (5.1) in detail. At the moment, we only note that when π is concentrated at the point 1, then BRM (n) (λ, π, g) reduces to BRM (n) (λ, g).
The next theorem establishes SPC for our current model.
Laplace transform of π: examples
We start our discussion of assumption (5.1) by rewriting the joint survival function S X (x | π)
in terms of the Laplace transform L π of the measure π, that is, we have the equation
Given a probability measure π, we can now consult a handbook or text on Laplace transforms (eg Abramowitz and Stegun, 1972; Schilling et al. 2010; Widder, 1945) and have an expression for S X (x | π).
We next present several illustrative examples showing that the herein proposed risk model is quite flexible, and that the stand-alone risks X k can exhibit various degrees of heavy tailness, such as
• heavy yet lighter than Pareto tails (Examples 5.1 and 5.2).
• Pareto-like tails (Examples 5.3, 5.4, 5.5 and 5.6).
In the examples, we shall also give formulas of the corresponding Laplace transforms L π , which play a pivotal role in our numerical explorations in the following subsection.
Example 5.1 Assume that π follows the inverse gamma law, that is, has the pdf
for some parameters α > 0 and β > 0. It is a special case of the log-exponential family (Furman and Zitikis 2009) . The corresponding Laplace transform is
where K α is the modified Bessel function of the second kind (eg Abramowitz and Stegun 1972)
Consequently,
Hence, the stand-alone risk X 1 has all finite moments.
Example 5.2 Let the measure π be inverse Gaussian with the pdf
for some parameters µ > 0 and σ > 0. This is a classical example of the exponential family (eg Jørgensen 1997). The Laplace transform of this distribution is (Seshadri 1993, p. 41 )
Hence, X 1 has all finite moments.
Example 5.3 When the measure π is the gamma law with the pdf
for some parameters α > 0 and β > 0, which is yet another example of the exponential family, then the Laplace transform is
A simple computation yields the asymptotic formula
and so X 1 may or may not have a finite mean, depending on the value of α > 0.
Example 5.4
Here we explore the half-normal law, which is a special case of the class of folded distributions that have emerged as excellent models for insurance data Kleefeld 2011, 2014; Scollnik 2014) and have also been recently used to understand the 'trends in disguise' phenomenon (Brazauskas et al. 2015) . Hence, we assume that π is the half-normal law, whose pdf is
for some parameter σ > 0. The corresponding Laplace transform is
where erfc is the complementary error function
The latter asymptotic formula gives
From this expression we see that X 1 has infinite mean, and we refer to Nešlehová et al. (2006) for uses of infinite-mean distributions for modeling operational risks, as well as to Mainik and Embrechts (2013) for further related notes.
Example 5.5 When the measure π is the Rayleigh law with the pdf
for some parameter σ > 0, then the Laplace transform is
Using the asymptotic expansion
we have
and so X 1 has a finite mean but the second and higher order moments are infinite.
Example 5.6 When the measure π is the Maxwell-Boltzmann law with the pdf
Using the asymptotic formula
and some tedious algebra, we obtain
Consequently, X 1 has finite mean and variance, but the third and higher order moments are infinite.
Numerical illustration
Here we provide a numerical example based on the VaR 0.95 risk measure for the aggregate • all λ k 's are equal to 1;
• the stand-alone risks are independent; and
• the background risk Y is either exponential with mean 1, ie pdf g e (x | 1) = exp{−x}, or gamma with shape and scale parameters 2 and 1, ie pdf g ga (x | 2, 1) = x exp{−x}, respectively.
We find it also useful to view the background risk as a 'competing risk' in the terminology of reliability engineering and survival analysis (cf eg Bebbington et al. 2008 ; and references therein). In particular, we learn from the literature that the two distributions -exponential and gamma -have very different hazard rate functions: constant in the exponential case and increasing in the gamma case when the shape parameter is greater than 1, which is the case we consider. As a result of this, we shall see distinct diversification effects for the two distributions, which corroborates the fact that portfolio construction is influenced not only by the stand-alone risks but also by the background (or systemic, competing, etc) risk. We refer to Busse et al. (2014) and references therein for an in-depth discussion of the impact of background risk on portfolio diversification.
To be able to compare our findings under various scenarios, we set the mean and the 0.95-value-at-risk of the stand-alone risks at 600 and 2,000, respectively. Since under this set-up the underlying distribution should have at least two parameters, we now focus on Table 5 .1 for the exponential background risk, ie pdf g e (x | 1). The diversification effect, which is a standard measure in risk management, is given by reduced VaR levels and increased (and even positive) diversification effects.
The next natural task is to assess which of the above three models is more suitable for our data. We may do so by looking at the risk-ratio distributions, say those of X 1 /X 2 or Z 21 /Z 22 , which are equally distributed. Note that the risk-ratio distribution removes the effect of the background risk and tells us how to identify the 'best possible' model, and it also helps to check the earlier imposed independence assumption on X i 's. In Figure 5 .1 we Figure 5 .1: Survival functions for the ratio X 1 /X 2 in the case of inverse gamma (solid) and inverse Gaussian (dashed) distributions.
have depicted the survival functions of the ratio X 1 /X 2 in the case of the inverse gamma and inverse Gaussian distributions, setting the same parameters as in Table 5 .1. Both graphs go through the point (1, 1/2) due to the fact that X i 's are assumed to be independent. In these calculations, we have not included the third (ie gamma) distribution because it has a very similar behavior to that in the inverse Gaussian case. together with the corresponding diversification effects, reported in Table 5 .3.
Similar to the results reported in Table 5 .2, the heavier tailed gamma BRM reduces the VaR levels and increases diversification effects if compared with the exponential case. We see this phenomenon from Table 5 .4 for all three distributions of Examples 5.4-5.6. Finally, we have depicted the survival functions of the ratio X 1 /X 2 under the half-normal and Rayleigh distributions in Figure 5 .2. We have not included there the Maxwell-Boltzmann case because it has a very similar behavior to that of Rayleigh. , q 0 ) when it can be expressed as Z defined by equation (2.1) with X i = Y 0 (p i ), i = 1, 2, . . . , n, being independent gamma rv's with shape parameters p i > 0, i = 1, 2, . . . , n, and the background variable Y = Y 0 (q 0 ) following the gamma distribution with shape parameter q 0 > 0 and independent of X 1 , . . . , X n . In what follows, we shall extend the model by considering generic probability measure ν n instead of the probability distribution {p k } n k=1 .
Model BRM
(n) (λ, ν n , g) and its SPC
We say that Z 4 ∼ BRM (n) (λ, ν n , g) when Z 4 can be expressed as Z defined by equation (2.1) with Y > 0 being a rv with pdf g and independent of the vector X = (X 1 , . . . , X n ) whose joint ddf is given by
for all x ≥ 0 with a probability measure ν n on [0, ∞) n . Then the joint ddf of Z 4 is
where the random vector T = (T 1 , . . . , T n ) follows the probability measure ν n . Hence, the joint pdf of Z 4 is
where Y n (g) is a size-biased rv with the pdf given by formula (4.5).
Note 6.1 In general, the vector T can be discrete, absolutely continuous, with dependent and independent coordinates T k . For example, when every coordinate T k takes on value 1 almost surely, then the distribution of Z 4 reduces to that of Z 1 , and thus BRM (n) (λ, ν n , g)
If there is a rv T such that every T k is equal to T almost surely, then we obtain BRM (n) (λ, π, g) with π denoting the probability law of T .
Using equations (4.4) and (6.2), we express the pdf of Z 4 in terms of the pdf of Z 1 as follows: 
The proof of the theorem is relegated to Appendix A. Reflecting upon Theorem 6.1, we see that equation (6.4) holds whenever λ j T j ̸ = λ i T i . This allows us to consider the case when all T k 's are equal, say to T , provided that λ j ̸ = λ i , which we earlier needed to assume for the validity of equation (4.6). Note also that when all T k 's are equal to T , then T j and T i disappear from the two fractions inside the expectations on the right-hand side of equation (6.4). Hence, we can take the expectation sign next to the two densities, which turns them
We have arrived at equation (5.3), which we earlier established directly.
Modeling stand-alone risks
With the model of Guillén et al. (2013) in mind, we now restrict ourselves to the class of those measures ν n that can be written as the product of some probability measures π 1 , . . . , π n .
Under this assumption, equation (6.1) reduces to the product
of completely monotone functions C k . In other words, each C k is the Laplace transform
e −tx π k (dt) of a probability measure π k . Note, for example, that when all π k 's are concentrated at point 1, then the model reduces to MP (n) II (λ, α), which we discussed at the very beginning of this paper. The following two illustrative examples advance our understanding of S X (x | ν n ).
Example 6.1 To get the model of Guillén et al. (2013) , but under the restriction that all p k 's are in the interval (0, 1], we choose the probability measures π k so that each function
for all x > 0. Since p k ∈ (0, 1], function (6.5) is completely monotone. By the Bernstein theorem (cf Schilling et al. 2010) , there is a unique measure π k such that
The measure π k is absolutely continuous, that is,
vanishing for all t ≤ 1 and equal to
for all t > 1. Note that h(t | p k ) is the pdf of 1/ξ k , where the rv ξ k follows the beta distribution with the parameters p k and 1 − p k . Note 6.2 When the measure π k has the pdf h(t | α, β) that vanishes for all t ≤ β and is equal to 1
for all t > β, where α ∈ (0, 1] and β > 0 are parameters, then each stand-alone risk X k is gamma distributed with the parameters α and β. The just defined pdf h(t | α, β) is that of β/ξ, where ξ follows the beta distribution with the parameters α and 1 − α. Finally, we can express the joint ddf of the stand-alone risks
Example 6.2 The Pareto of type II ddf is given by the formula
for all x > 0, where α > 0 and β > 0 are parameters. The ddf is completely monotone, and thus there is a unique measure π such that
Given our earlier investigations (cf Example 5.3), we know that π is the gamma probability measure π(dt) = h ga (t | α, β)dt.
Concluding notes
Numerous works have been devoted to constructing and optimizing portfolios of risks, which could, for example, be investments, insurance policies, or enterprise business lines. While silo-type assessment of individual risks is important and frequently serves a first step in developing portfolios within risk tolerance and with desired rewards, the decision-maker's ultimate goal is nevertheless to maximize the performance of entire portfolio. For this reason in particular, in this paper we have explored a powerful method, which we call stepwise portfolio construction, for achieving the aforementioned goals when individual risks follow the multiplicative BRM, which has received considerable attention in the literature. In particular, our results allow us to see how the portfolio distribution changes when (dependent) risks are added to, or excluded from, the portfolio. For example, starting with individual risk distributions, we can derive the distribution of any subportfolio at any level of risk integration. To illustrate our general considerations, we have discussed a number of parametric models of practical relevance, which may exhibit light, Paretian, or non-Paretian heavy tails.
A Appendix: proofs
Proof of Theorem 4.1. Since E 1 , . . . , E n are independent exponential rv's with means 1, their joint pdf is exp { − ∑ n k=1 x k } , and so formula (2.2) implies the first equation of (4.1).
To prove the second equation of (4.1), we write
We have arrived at equation (4.1) and finished the proof of Theorem 4.1.
Proof of Theorem 4.2.
Consider first the case when λ i ̸ = λ j and start with the equation
where D
where D z (i,j) = {z (i,j) ≥ 0 | z ≥ z (i,j)+ }. Continuing with the above equations, we have
) .
