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Abstrak 
 
 Regresi semiparametrik adalah gabungan antara regresi parametrik dan 
nonparametrik. Dimana, variabel respon dapat memiliki hubungan linear dengan 
salah satu variabel prediktor, tetapi dengan variabel prediktor yang lain tidak 
diketahui bentuk pola hubungannya. Salah satu teknik estimasi yang dapat digunakan 
dalam regresi nonparametrik ialah spline. Regresi spline merupakan modifikasi dari 
fungsi polinomial tersegmen yang sangat dipengaruhi oleh penentuan lokasi titik 
knot. Penelitian ini bertujuan untuk memperoleh estimator spline linear dalam regresi 
semiparametrik dan memperoleh estimasi model terhadap data Pertumbuhan 
Produksi Industri. Penggunaan metode kuadrat terkecil dengan pendekatan matriks 
digunakan dalam menentukan estimator spline linear empat titik knot, serta 
menentukan model spline terbaik dengan memperhatikan nilai GCV minimum 
berdasarkan titik knot yang dipilih. Dari hasil analisis dan pembahasan diperoleh 
model terbaik yang terletak pada tiga knot yaitu   ,  dan  
dengan GCV sebesar 0.08593797. Sehingga, diperoleh estimasi model sebagai 
berikut:  
 
 
 
Kata kunci: Regresi Parametrik, Regresi Nonparametrik, Regresi Semiparametrik, 
spline, titik knot, metode kuadrat terkecil, GCV (Generalisation Cross Validation), 
Pertumbuhan Produksi Industri. 
 
 2 
Daftar Pustaka 
 
Budiantara, I.N. 2000. Model Keluarga Spline Polinomial Trunchated dalam Regresi 
Semiparametrik. Makalah Jurusan Statistika FMIPA ITS: Surabaya. 
Budiantara, I.N. 2006. Model Spline dengan Knots Optimal. Jurnal Ilmu Dasar: 
FMIPA Universitas Jember. 
Conover, W. J. 1980. Practical Nonparametric Statistics (2-nd edn). John Wiley and 
Sons: New York. 
Daniel, W. W. 1989. Statistika Nonparametrik Terapan. Gramedia: Jakarta 
Draper, N.R., dan H.Smith. 1992. Analisis Regresi. Jakarta: PT. Gramedia Utama. 
Eubank, R.L., 1988. Spline Smoothing and Nonparametric Regression. Marcel 
Deker: New York. 
Eubank, R. L. 1999. Nonparametric Regression and Spline Smoothing Second 
Edition. Marcel Dekker: New York. 
Hardle, W.,. 1990. Applied Nonparametric Regression. Cambridge University Press: 
New York. 
Herawati, Netty.,. 2011. Regresi Spline untuk Permodelan Bidang Kesehatan: Studi 
Tentang Knot dan Selang Kepercayaan. Jurnal Jurusan Matematika, 
FMIPA. Universitas Lampung. 
He,X. dan Shi,P. 1996. Bivariate Tensor Product B-Spline in a Partly Linear 
Models. Journal of Multivariate Analysis. 
https://id.tradingeconomics.com/stocks. Diakses pada tanggal 10 Juli 2017. 
Ismi, NS.,. 2011. Penerapan Spline Terbobot untuk Mengatasi Heteroskadastisitas 
pada Regresi Nonparametrik. Jurnal Jurusan Matematika, FMIPA. 
Universitas Brawijaya Malang. 
Oktaviana, Dhina dan Budiantara, I.N. 2011. Regresi Spline Birespon untuk 
Memodelkan Kadar Gula Darah Penderita Diabetes Melitus. Jurnal 
Jurusan Statistika. ITS. 
Rodriguez, G. 2001. Smoothing and Nonparamertic Regression. Diakses pada 
tanggal 24 Agustus 2016. http://www.data.princeton.edu.  
Ruppert, D., Wand, M., P., dan Carrol, R. J. 2003. Semiparametric Regression. 
Cambridge University: United Kingdom. 
Shi, P., dan Li, G. 1994. On the Rate Convergence of “Minimum L1-
Norm”Estimates in a partly Linear Model. Communication in 
Statistics. Theory and Methods. 
Subanar dan Budiantara, I.N. 1999. Weighted Spline Estimator in a Partially Linear 
Models. Proceeding of the SEAMS-GMU International Conference 
1999 on Mathematics and Its Applications. 
Tripena, A. 2011. Analisis Regresi Spline Kuadratik. Jurnal Jurusan MIPA. Fakultas 
Sains dan Teknik: UNSOED. 
Wahba, G., 1990. Spline Models for Observational Data, SIAM, Philadelphia. 
CBSM-NSF Regional Conference Series in Applied Mathematics. 
