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1.1 Introducció
La informació cada dia té un rol més important en les nostres vides. Cada
cop es capturen, processen i s’extreuen més dades necessàries per al funciona-
ment de la societat. No només és una qüestió de recollir-ne més simplement
perquè la tecnologia ho permet, sinó perquè s’ha demostrat que la utilitat
que es pot extreure és molt gran: des de la capacitat de canviar els semà-
fors de forma eficient tenint en compte el flux de vehicles registrats en dies i
setmanes anteriors, fins a realitzar cerques de text en milions de pàgines en
temps real. Tots aquests reptes tenen en comú el problema d’emmagatzemar
i processar grans quantitats de dades, el que es coneix com a Big Data.
Aquest concepte de Big Data descriu tot el conjunt de problemes que
apareixen quan, a causa del volum de les dades, és inviable que una única
màquina sigui la responsable d’emmagatzemar i processar les dades que es
volen tractar. La solució consisteix a repartir el conjunt total de dades en
diverses màquines, i que cadascuna sigui la responsable de processar només
una part, calculant resultats parcials, de forma que sigui possible arribar al
resultat final a partir d’aquests. A aquest nou paradigma se’l coneix amb el
nom de MapReduce.
Hadoop és el projecte de software lliure més popular, desenvolupat per la
Apache Software Foundation, que implementa el paradigma MapReduce.
Proporciona un framework per desenvolupar aplicacions que s’executen en
sistemes distribuïts formats per desenes, centenars o fins i tot milers de
màquines diferents. Aquest canvi de paradigma presenta nous reptes, ja que
no totes les eines ni coneixements que es té dels sistemes anteriors serveixen
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directament per entendre aquests nou tipus de sistemes distribuïts.
1.2 Motivació
Tot l’ecosistema relacionat amb Hadoop i MapReduce està creixent molt
en popularitat, sobretot gràcies al fet que és la resposta a problemes cada
cop més habituals. Tot i això, el coneixement que es té sobre aquest nou
paradigma no és molt profund. Això és degut al fet que és un projecte
bastant recent, i des del seu inici els esforços s’havien dedicat principalment
al desenvolupament de Hadoop i a estendre el seu ús. No ha sigut fins que
s’han començat a desplegar grans clústers de Hadoop que l’interès s’ha centrat
a entendre el seu funcionament i optimitzar al màxim el seu rendiment.
Per buscar respostes a aquestes qüestions es va crear el projecte Aloja,
realitzat conjuntament entre el Barcelona Supercomputing Center i el Mi-
crosoft Research Centre. L’objectiu consisteix a crear una plataforma d’e-
xecucions de Hadoop en múltiples configuracions tant de hardware com
de software, i un portal web que permeti accedir a totes les dades d’aquestes
execucions. Mitjançant tota la informació recollida sobre les execucions, i
amb el desenvolupament d’eines pròpies que aprofitin aquestes dades, es vol
facilitar la recerca i investigar el comportament tant de Hadoop com de
les aplicacions MapReduce que executa.
Personalment, trobo tot l’ecosistema de Hadoop molt interessant, ja que
fa servir conceptes que he vist al llarg de la carrera sobre sistemes distri-
buïts, un tema que sempre m’ha despertat especial curiositat. Considero
que és una bona oportunitat per aplicar aquests coneixements en casos del
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món real, i adquirir experiència en un àmbit que, fins ara, no havia tingut
l’ocasió d’explorar.
A més a més, qualsevol descobriment en l’optimització d’aquest tipus
d’aplicacions, per poc significant que pugui semblar en un primer moment,
pot tenir un gran impacte i un estalvi doble, no només en el temps d’e-
xecució (el que permet disposar del resultat més aviat) sinó també en els
recursos utilitzats. Considero que aquestes optimitzacions són molt im-
portants, ja que si tenim en compte que el mateix codi és executat a gran
escala, en múltiples màquines i en molts centres de dades de tot el món,
l’estalvi en el cost del hardware utilitzat i el consum d’energia pot arribar a
ser molt elevat.
1.3 Objectius
L’objectiu d’aquest projecte final de carrera consisteix a expandir sobre
la base actual del projecte Aloja afegint noves característiques i funciona-
litats.
El primer objectiu consisteix en modificar l’estructura del projecte
Aloja, de tal forma que es pugui afegir noves aplicacions o benchmarks a
executar de forma fàcil i estandarditzada. Fins aquest moment, només hi ha
disponible un únic benchmark en la plataforma (anomenat HiBench), i com
que simula diferents càrregues de treball, tot el projecte es va implementar
sense la necessitat d’afegir més aplicacions. El que es vol crear és un fra-
mework en la part d’execució, de tal forma que sigui possible continuar
executant el HiBench, i a més a més es puguin integrar altres aplicacions
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fàcilment. Finalment, per validar aquesta nova estructura, s’integrarà una
nova aplicació Hadoop (que a diferència del HiBench, no és un benchmark
sintètic, sinó una aplicació real) dins de la plataforma.
Pel segon objectiu es vol implementar noves vistes en el portal web.
Aquestes aprofitaran la informació que recull la plataforma d’execucions so-
bre les mateixes execucions i les mètriques de rendiment que exposa Hadoop.
Es crearan tres noves vistes que permetin visualitzar aquestes dades i com-
parar-les entre diferents execucions i paràmetres.
En l’últim objectiu es desenvoluparà una eina per a capturar mètri-
ques i paràmetres propis de Hadoop de baix nivell. Això té especial
importància, ja que fins ara el projecte Aloja només recull informació dels re-
cursos del node (ús de CPU, memòria RAM, entrada/sortida de disc i xarxa,
etc.) i de les mètriques que exposa Hadoop al finalitzar una execució. Malau-
radament aquesta informació és limitada i no permet entendre per complet
el funcionament intern de Hadoop. Amb la instrumentació a baix nivell
de Hadoop es vol exposar informació que fins ara no estava disponible, amb
la finalitat de poder entendre millor el seu comportament a nivell intern.
En resum, els tres objectius principals d’aquest projecte són els següents:
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1.4 Planificació del projecte
La feina a realitzar s’ha dividit en 5 blocs. En el primer es vol realitzar
un estudi previ dels principals coneixements necessaris per dur a terme el
projecte. Els 3 següents blocs corresponen als objectius explicats en l’apartat
anterior: vistes web, framework d’execucions i instrumentació a baix nivell
de Hadoop. A continuació es vol buscar exemples de casos d’ús de la feina
realitzada, i finalment en l’últim bloc documentar tot el procés a la memòria
del projecte.
Cada bloc està format per diverses tasques, el que permet estimar millor
la seva durada i diferenciar quins són els passos necessaris. La unitat de
temps és setmanal, indicant a cada columna el dia inicial de la setmana. A
continuació es mostra l’estimació de la planificació del projecte.
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2.1 Paradigma MapReduce
El paradigma MapReduce va ser desenvolupat per Google [1] l’any 2004
com a resposta de la necessitat d’emmagatzemar i processar totes les dades
necessàries per construir l’índex de cerca del seu buscador. La idea principal
darrera aquest paradigma és utilitzar un conjunt de màquines que formin
un sistema distribuït, i dividir la feina en petites tasques que pugui realitzar
cada màquina per separat.
El nom del paradigma ve donat per les dues fases que el formen: Map
i Reduce. En la primera fase, Map, la totalitat de les dades d’entrada han
sigut dividides en petits blocs de dades. Cadascun d’aquests s’assigna a un
node, el qual executa la funció map() amb les dades del bloc d’entrada, i el
resultat és un conjunt de parells clau-valor.
El conjunt de tots aquests parells de clau-valor generats per la fase Map
passen a ser l’entrada de la següent fase, anomenada Reduce. La caracterís-
tica principal és que la sortida de la fase Map s’ordena i agrupa per claus,
el que significa que la funció reduce() rebrà com a entrada una clau, i la
llista de tots els valors amb la mateixa clau. Finalment, la funció reduce()
processa aquesta llista i genera com a resultat un únic parell clau-valor.
Per entendre millor el funcionament, suposem que volem comptar el nom-
bre d’ocurrències de les paraules d’un conjunt de documents molt gran. L’en-
trada total del problema seria aquest conjunt de documents, que es dividiria
en blocs de dades més petits. Per simplificar aquest exemple, imaginem que
cada bloc de dades correspon a una pàgina de cada document. La funció
map() rep com a entrada una pàgina del document i, per cada paraula de
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la pàgina, retorna un parell <paraula, 1> on paraula és la clau i 1 és el
valor. En aquest punt no importen les repeticions, per tant si la mateixa pa-
raula apareix més d’un cop, el resultat tindria diversos parells repetits amb
la mateixa clau, i cadascun amb el valor 1. L’execució de les funcions map()
es realitza per totes les pàgines (que corresponen als blocs) de l’entrada fins
que s’han processat totes.
Tot el conjunt de claus-valors generat per la fase Map passa a ordenar-se
i agrupar-se per clau, ajuntant tots els valors existents per la mateixa clau.
Això significa que l’entrada de la fase Reduce passa a ser cada paraula diferent
que existeix, juntament amb la llista de valors que s’han recollit. Com que es
generava el valor 1 per cada ocurrència de paraula en la fase Map, el nombre
de valors per una clau en la fase Reduce equival al nombre d’ocurrències de la
paraula. Per tant, en la funció reduce() només cal retornar la mateixa clau
de l’entrada (la paraula) i com a valor de sortida la suma dels diferents valors
de la llista d’entrada. Si per exemple la paraula cotxe apareix 3 vegades,
l’entrada de la funció reduce() seria <cotxe, (1,1,1)>, i la sortida seria
<cotxe, 3>. Amb el resultat final de la fase Reduce s’obté cada paraula
diferent de tots els documents juntament amb la quantitat de vegades que
apareix.
A continuació es pot veure un esquema complet d’aquest exemple:
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L’avantatge principal és que l’execució de totes les funcions de la fase Map
es poden realitzar en paral·lel en diferents nodes de forma simultània. Això
és gràcies a què l’entrada es divideix en blocs independents, i no hi ha cap
dependència entre les entrades i les sortides d’aquesta fase. El mateix passa
amb l’execució de totes les funcions de la fase Reduce, amb l’única diferència
que cal haver finalitzat la fase Map per complet per començar a executar la
fase Reduce.
2.2 Hadoop
Hadoop és la implementació de codi lliure més popular del paradigma
MapReduce. Desenvolupat inicialment per Yahoo l’any 2005, va ser alliberat
i migrat sota la supervisió de la Apache Software Foundation, que actualment
és l’organització responsable de la gestió i del seu desenvolupament (amb
aportacions de moltes empreses diferents).
L’arquitectura de Hadoop està formada per dos mòduls principals: Ha-
doop MapReduce, que és el framework que implementa el paradigma amb el
mateix nom, i HDFS (Hadoop Distributed File System), que és el sistema de
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fitxers distribuït on s’emmagatzemen totes les dades.
2.2.1 HDFS: Hadoop Distributed File System
El HDFS és el sistema de fitxers que utilitza Hadoop per emmagatzemar
les dades que processa, tant les d’entrada com els resultats. La principal
diferència amb els sistemes de fitxers tradicionals és que està distribuït en
múltiples nodes. Això significa que, en comptes d’estar limitat per l’espai
disponible d’una sola màquina, pot utilitzar l’espai agregat de molts nodes i
guardar quantitats de dades que serien inviables d’altra forma.
Els fitxers s’organitzen jeràrquicament en un arbre de directoris, el ma-
teix concepte que utilitzen els sistemes de fitxers tradicionals. Per defecte hi
ha un directori arrel, que pot contenir fitxers o altres directoris (identificats
pel seu nom). El procés de Hadoop encarregat de mantenir aquesta estruc-
tura s’anomena NameNode, i és únic per tot el clúster (s’executa en el node
master).
Per poder emmagatzemar fitxers molt grans que no cabrien en un únic
node, HDFS divideix les dades en fragments i fa que cada node en guardi
una part. Concretament, els fitxers es divideixen en blocs de mida fixa (per
defecte de 64MB, encara que és configurable) i es reparteixen en el conjunt
de nodes que formen el clúster. El procés DataNode és el responsable de
transferir i guardar localment els blocs de dades assignats, i s’executa un per
cada node slave del clúster.
El NameNode també s’encarrega de gestionar quins blocs formen cada
arxiu, i en quin DataNode concret està guardat cadascun d’ells. És a dir,
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manté l’estructura i l’organització del sistema de fitxers i la localització de
tots els blocs. Els diferents DataNodes simplement es limiten a guardar les
dades dels blocs, però sense tenir cap responsabilitat respecte a l’estructura
d’aquests.
Un mateix bloc de dades pot estar guardat en un únic node, o duplicat
en diversos nodes diferents. A aquesta característica s’anomena replicació de
blocs, i permet tenir tolerància a fallades en el cas que un dels nodes deixi
de funcionar. Això és especialment important sobretot quan es treballa amb
molts nodes a la vegada, ja que la probabilitat que un d’ells s’espatlli i deixi
de funcionar és molt elevada. D’aquesta forma, en el cas que un node esclau
falli i el seu DataNode deixi d’executar-se, el NameNode ho detecta i passa
a utilitzar els blocs replicats en altres nodes diferents, sense afectar en cap
moment a la disponibilitat del fitxer.
Hi ha un tercer procés, el SecondaryNameNode, que s’executa en el node
master juntament amb el NameNode. La seva finalitat és guardar còpies de
les metadades del NameNode per accelerar el seu processat i evitar que sigui
el coll d’ampolla. També serveix per evitar la corrupció de l’estructura de
fitxers en el cas que el procés falli i no pugui escriure correctament les dades
a disc.
2.2.2 Hadoop MapReduce
Hadoop MapReduce és el framework que implementa el paradigma Ma-
pReduce. De forma similar a l’arquitectura del HDFS, té dos processos dife-
rents: el JobTracker, que és únic en el clúster i s’executa en el node master,
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i el TaskTracker, que s’executa en cada node slave.
Quan es vol executar una aplicació MapReduce sobre Hadoop, es confi-
gura un job i s’envia al procés JobTracker. Un job és, per tant, una execució
d’una aplicació (que defineix les funcions map() i reduce()) amb unes dades
concretes. L’exemple anterior de comptar el nombre d’ocurrències de les pa-
raules d’un conjunt de documents seria l’equivalent a un job. Quan comença
l’execució del job, el JobTracker és l’encarregat d’assignar i gestionar la feina
als diferents TaskTrackers que s’executen en els nodes slaves (el JobTracker
no realitza la feina en si, només controla l’execució).
El job es divideix en unitats de feina més petites, anomenades tasks,
que són les que s’assignen i executen els TaskTrackers. Hi ha dos tipus
de tasks, les Map tasks (que executen la funció map()) i les Reduce tasks
(que executen la funció reduce()). Cada task té assignat un bloc de dades
concret a processar, per tant el nombre de tasks total que formen un job
depèn de la quantitat de blocs que ocupen les dades a processar. Seguint
el cas de l’exemple, si cada pàgina d’un document correspon a un bloc de
dades, s’executa una task per cada pàgina existent.
Cada JobTracker es pot configurar per a què executi un nombre de slots
concret. Un slot correspon a un procés Mapper (o Reducer) que executarà les
Map tasks (o Reduce tasks) que se li assignin. Això permet utilitzar millor
els recursos dels nodes executant varies tasks en paral·lel.
L’execució d’un job també és tolerant a fallades de forma similar com ho
és el HDFS. En el cas que un node slave falli i el seu TaskTracker deixi de
respondre, el JobTracker pot tornar a assignar les tasks que no havien acabat
a un nou TaskTracker diferent. Com que l’execució dels jobs és independent
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entre ells, no afecta a la resta de nodes que continuen treballant de forma
normal. Gràcies a què les dades es troben replicades a més d’un node el nou
TaskTracker pot recuperar-les d’un DataNode diferent.
2.2.3 Organització del clúster
Encara que els conceptes de node master i slave s’han explicat per separat
en les capes de HDFS i MapReduce, realment es refereix a la mateixa mà-
quina, tal com es pot veure en la següent imatge. En un clúster de Hadoop,
un dels nodes es configura com a master, i per tant executa els processos
JobTracker, NameNode i SecondaryNameNode. Aquest node és únic en tot
el clúster, ja que és l’encarregat de gestionar la resta de nodes. La resta de
màquines del clúster es configuren com a nodes slave, i executen els processos
TaskTracker i DataNode. D’aquestes en pot haver-hi tantes com es vulgui, ja
que com més gran sigui el clúster, aquest podrà executar càrregues de treball
més grans i en menys temps.
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El fet d’executar en cada slave, tant la capa MapReduce (TaskTracker),
com la capa HDFS (DataNode), és un punt fort de Hadoop. Encara que
no és obligatori, és una pràctica molt recomanada, ja que d’aquesta forma
permet tenir les dades i el processat en el mateix node sense necessitat de
transferir arxius per xarxa. Aquesta optimització és aprofitada per Hadoop
per assignar les tasks al node que conté el bloc corresponent, i d’aquesta
manera es beneficia de la localització espacial per optimitzar l’execució de
les tasks.
Capítol 3
El Projecte Aloja
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3.1 Descripció
El projecte Aloja és una iniciativa conjunta entre el Barcelona Supercom-
puting Center i el Microsoft Research Centre. L’objectiu consisteix a crear
una plataforma d’execucions de Hadoop sota diferents condicions, per tal
de poder explorar el seu comportament i extreure coneixement que ajudi a
optimitzar el seu rendiment.
Hi ha dos aspectes principals que poden afectar significativament una
execució de Hadoop. Per una banda, el software: Hadoop exposa una gran
varietat de paràmetres de configuració per ajustar el seu funcionament, a part
dels paràmetres propis del runtime de Java. Per altra banda, el hardware:
un clúster de Hadoop es pot executar en molts diversos tipus de màquines,
des de servidors propis configurats a mesura, fins a proveïdors de solucions
Cloud, passant per diferents tecnologies de connectivitat, emmagatzematge,
etc. Les variacions són molt nombroses.
Aquest gran nombre de variacions provoca que, quan es desplega un nou
clúster de Hadoop, sigui inviable provar totes les diferents combinacions, amb
la càrrega de treball concreta que s’executarà, per trobar el punt òptim. És
per aquesta raó que hi ha un marge d’optimització molt significatiu a la
majoria d’aquests desplegaments.
3.2 Components d’Aloja
El projecte Aloja està format per 3 components principals: Aloja-deploy,
Aloja-benchmark i Aloja-web.
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3.3 Aloja-deploy
Aloja-deploy és un conjunt d’utilitats per crear i configurar un entorn
d’execució Hadoop sobre diferents plataformes. Per exemple, el BSC disposa
d’un clúster de 20 servidors dedicats, anomenat minerva. Sobre aquestes
màquines es poden crear clústers Hadoop de diferents mides, des de pocs
nodes fins a un clúster que les utilitzi totes a la vegada. Aquestes utilitats
permeten configurar, de forma idèntica, els diferents nodes que s’especifiquin
preparats amb tot el software necessari (Hadoop i les eines de monitorització)
llestos per realitzar execucions.
Aloja-deploy no només serveix per treballar amb servidors locals, sinó que
també pot desplegar clústers Hadoop en diferents proveïdors de Cloud, com
per exemple Microsoft Azure [2] o Rackspace (OpenStack [3]). L’ús d’aquests
servidors Cloud permet tenir a l’abast molts tipus de servidors diferents,
ja que cada proveïdor proporciona servidors amb diverses configuracions de
CPU, memòria, connectivitat, etc.
Aquesta característica té molta importància, ja que cada cop són més
les empreses que utilitzen serveis de Cloud en comptes de tenir servidors
propis per l’estalvi que pot aportar. A més a més, el fet que els recursos dels
servidors Cloud es reparteixen entre diversos clients fa que la comparació
amb servidors dedicats tingui especial rellevància.
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3.4 Aloja-benchmark
Un cop el desplegament de totes les màquines d’un clúster s’ha realitzat
correctament, el component Aloja-benchmark és l’encarregat de realitzar les
execucions. Per fer-ho, configura Hadoop en el clúster amb uns paràmetres
concrets (que són variables, ja que es poden definir per cada execució) i
prepara totes les eines de monitorització encarregades de recollir les mètriques
de rendiment dels diferents nodes. El fet de poder canviar la configuració de
Hadoop de forma dinàmica per cada execució permet comparar com afecten
els diferents paràmetres en execucions amb el mateix hardware.
També permet definir la quantitat de dades a processar segons el bench-
mark utilitzat i la mida del clúster on s’està executant. En el cas que sigui
molt gran, es poden arribar a processar quantitats de dades en l’ordre de
terabytes, mentre que si l’execució es realitza en pocs nodes no té sentit
aquesta mida, ja que podria sobrepassar la capacitat total del clúster.
Tant Aloja-benchmark com Aloja-deploy estan programats en scripts de
Bash. S’han realitzat així ja que s’aconsegueix que siguin portables, sense
importar la distribució de GNU/Linux que executi el servidor, i d’aquesta
forma és compatible amb tots els proveïdors sense la necessitat de fer adap-
tacions manualment.
Encara que la finalitat principal d’aquest component és realitzar una úni-
ca execució, es pot definir una cua amb diverses execucions que anirà proces-
sant d’una en una de forma seqüencial. D’aquesta manera el funcionament
és automàtic i no és necessari una intervenció manual per anar realitzant
diverses execucions. Això permet, un cop es té llest un clúster, definir la
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llista d’execucions sobre la qual el sistema processarà i recollirà els resultats
automàticament.
Un cop ha acabat una execució, s’aturen els sistemes de monitorització
dels nodes i s’importen les mètriques recollides a la base de dades d’Aloja.
Les mètriques recollides són els recursos típics del sistema, entre els quals es
troben:
• Càrrega de CPU
• Cues de CPU
• Nombre de context switches de CPU
• Interrupcions de CPU
• Ús de memòria RAM
• Nombre de paging entre memòria i disc
• Velocitat en MB/s d’entrada de xarxa
• Velocitat en MB/s de sortida de xarxa
• Nombre de paquets/s enviats
• Nombre de paquets/s rebuts
• Nombre d’operacions/s de lectura a disc
• Nombre d’operacions/s d’escriptura a disc
• KB/s de lectura a disc
• KB/s d’escriptura a disc
Totes aquestes mètriques estan disponibles per cada node com una sèrie
de temps al llarg de l’execució, amb granularitat d’un segon.
A part de les mètriques d’alt nivell recollides en el node, Aloja-benchmark
també importa informació que exposa Hadoop sobre el resum de l’execució.
Per cada job executat, es guarda la llista de totes les tasks que el formen,
tant les Map tasks com les Reduce tasks. També es guarden els Hadoop
Counters, que són un conjunt de mètriques internes que exposa Hadoop per
cada task i job executat. Els Counters disponibles són els següents:
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• Duration
• Bytes Read
• Bytes Written
• FILE_BYTES_WRITTEN
• FILE_BYTES_READ
• HDFS_BYTES_WRITTEN
• HDFS_BYTES_READ
• Spilled Records
• SPLIT_RAW_BYTES
• Map input records
• Map output records
• Map input bytes
• Map output bytes
• Map output materialized bytes
• Reduce input groups
• Reduce input records
• Reduce output records
• Reduce shuﬄe bytes
• Combine input records
• Combine output records
Tota aquesta informació s’importa a la base de dades d’Aloja, i és utilit-
zada pel següent component amb la finalitat de visualitzar i analitzar tota la
informació recollida.
3.5 Aloja-web
Aloja-web és el portal que posa a disposició tot el repositori d’execuci-
ons disponibles de forma pública. Permet consultar tant les dades en brut,
com visualitzacions i anàlisis avançades sobre aquestes. Tota la informació
CAPÍTOL 3. EL PROJECTE ALOJA 23
disponible la recupera de la base de dades on s’han importat les execucions
realitzades per Aloja-benchmark.
El backend de la web està programat en PHP, i la base de dades a la
que es connecta és una instal·lació de MySQL. Pel frontend s’utilitza el CSS
de Bootstrap per l’estil de les pàgines, i les gràfiques dinàmiques estan fetes
amb HighCharts, una llibreria opensource escrita en JavaScript.
Hi ha dos tipus principals de vistes a la web. El primer, mostra per pan-
talla taules amb les dades emmagatzemades a la base de dades. El contingut
d’aquestes taules es pot descarregar en diferents formats, des de taules de
fulls de càlcul fins a fitxers plans tabulats CSV. D’aquesta forma es posa a
disposició les dades en brut per a què qualsevol pugui treballar amb elles.
En la següent captura es pot veure un exemple d’una d’aquestes vistes. Es
mostra el llistat d’execucions del benchmark WordCount en diferents tipus
de clústers i mides. A la part superior es pot filtrar i ordenar per les columnes
disponibles.
CAPÍTOL 3. EL PROJECTE ALOJA 24
El segon tipus de vistes són visualitzacions de les dades amb gràfics que
permeten analitzar i extreure conclusions d’aquestes. La funcionalitat con-
creta depèn molt de l’objectiu de la vista. Per exemple, en la següent captura
es pot veure una de les mètriques de rendiment, la càrrega de CPU, capturat
en el node en una execució.
Altres vistes permeten comparar de forma simplificada les execucions se-
gons un paràmetre determinat. En el següent exemple s’està comparant el
temps d’execució del benchmark TeraSort executat en diferents mides de
clúster: 3, 4, 8, 14 i 16 nodes.
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Com es pot veure Hadoop escala molt bé, ja que executant el mateix job
amb la mateixa quantitat de dades, en augmentar el nombre de nodes en el
clúster el temps d’execució disminueix de forma quasi linear. Aquesta és una
de les característiques que fan que Hadoop sigui tan interessant a l’hora de
processar grans quantitats de dades.
Capítol 4
Framework per integració de
nous benchmarks
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4.1 Introducció
Perquè les dades recollides pel projecte Aloja siguin significatives cal tenir
disponible un ventall d’execucions el més diferent possible. Hi ha molts tipus
d’aplicacions diferents, i cadascuna es pot comportar d’una forma concreta:
algunes poden ser intensives en el processament, altres poden necessitar i
generar una gran quantitat de dades, o executar una gran quantitat de petites
tasques.
Ja que no és viable executar tots els diferents tipus d’aplicacions existents,
l’objectiu del projecte Aloja és tenir una base d’aplicacions suficientment
diferents entre elles com per a què siguin una representació de la resta, és
a dir, que es pugui trobar un equivalent que es comporti de forma similar i
permeti extreure les mateixes conclusions.
4.2 Benchmark actual: HiBench
El HiBench és un benchmark de Hadoop desenvolupat per Intel [4]. Està
format per un conjunt d’aplicacions de Hadoop de diferents tipus, des de
micro benchmarks fins a machine learning. Encara que és un benchmark
sintètic intenta simular aplicacions reals. És el benchmark utilitzat per Aloja
a l’hora de realitzar les execucions de Hadoop en els clústers.
Les aplicacions del HiBench consten de dues fases. En una primera es
llança un job de Hadoop que genera les dades necessàries pel benchmark.
L’avantatge és que les dades es creen de forma distribuïda aprofitant la capa-
citat de Hadoop, el que permet generar les dades de forma molt ràpida, i
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evita haver de mantenir-les en el sistema de fitxers. En la segona fase, i de-
penent de l’aplicació en concret, s’executa el propi benchmark que pot tenir
un o varis jobs.
A continuació es llisten les aplicacions que formen el HiBench amb un
breu resum del seu funcionament.
Categoria Aplicació
Micro Benchmarks Sort
WordCount
TeraSort
Web Search Nutch Indexing
PageRank
Machine Learning Bayesian Classification
K-Means Clustering
HDFS Benchmark Enhaced DFSIO
4.2.1 Sort
Aquest benchmark es basa en una implementació d’exemple que conté la
pròpia distribució de Hadoop per ordenar línies de text. En un primer job, es
generen línies de text a partir de paraules aleatòries, que s’ordenen per ordre
alfabètic en la segona fase. Per realitzar l’ordenació el Sort aprofita el propi
framework de Hadoop, ja que aquest ha d’ordenar les claus al passar-les de
la sortida de la fase Map a l’entrada de la fase Reduce (per poder agrupar les
claus idèntiques). La implementació de les funcions map() i reduce() són
simplement la funció identitat, és a dir, retornen com a sortida exactament
el mateix que reben d’entrada.
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4.2.2 WordCount
Correspon a l’exemple explicat en el funcionament de Hadoop i MapRe-
duce. A partir d’un text d’entrada, compta el nombre d’ocurrències de cada
paraula en tot el text. La fase Map divideix l’entrada en paraules individuals,
amb el valor 1 per cada paraula. Hadoop aleshores ordena i agrupa la sortida
per clau, i ho passa a la fase Reduce, que simplement compta per cada clau
(paraula), la quantitat de valors que té assignat, que correspon al nombre
de vegades que apareix la paraula en tot el text. El resultat final consta de
totes les paraules ordenades alfabèticament i el nombre d’ocurrències de cada
paraula.
4.2.3 TeraSort
És similar al benchmark Sort, però en aquest cas la mida de les dades és
fixa: 1 terabyte de dades en total a ordenar. És el benchmark més utilitzat
com a referència a l’hora de comparar diferents clústers, i fins i tot s’utilitza
com a competició. L’any 2008 Yahoo va aconseguir ordenar un terabyte de
dades en només 209 segons [5], utilitzant un clúster de 910 nodes, una fita
molt notable en aquell moment. Aquest rècord va ser superat posteriorment
per la companyia MapR, aconseguint rebaixar el temps a només 54 segons
[6] utilitzant 1003 servidors virtuals del cloud de Google, Google Compute
Engine [7].
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4.2.4 Nutch Indexing
La cerca a gran escala mitjançant índexs és un dels usos més importants de
MapReduce. Aquest workload utilitza el subsistema d’indexació de Nutch, un
motor de cerca opensource molt popular de la Apache Software Foundation.
Utilitza pàgines web generades de forma automàtica, les paraules i links de
les quals segueixen la distribució Zipfian amb els corresponents paràmetres.
4.2.5 PageRank
PageRank és l’algorisme utilitzat pel motor de cerca de Google [8] a l’hora
d’ordenar els resultats segons la seva importància. Aquest benchmark utilitza
la implementació opensource realitzada pel projecte Pegasus. El workload
consisteix en una cadena de jobs de Hadoop, els quals van iterant sobre les
dades fins que la condició de convergència es satisfà, el que significa que s’ha
assignat un pes a cada pàgina web (el qual indica la seva importància).
4.2.6 Bayesian Classification
Aquest benchmark implementa la part d’entrenament del classificador
Naive Bayessian, un algoritme de classificació per l’extracció de coneixement
i mineria de dades. Consisteix de 4 jobs de Hadoop consecutius, que extre-
uen els termes del text d’entrada utilitzant l’algorisme N-Gram, calculen la
freqüència inversa respecte al document de cada terme, i realitzen la ponde-
ració i normalització. Un dels seus usos més comuns és per a l’aprenentatge
i detecció en els filtres contra el spam.
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4.2.7 K-Means Clustering
El K-Means és un algorisme d’agrupament (clustering) d’un conjunt d’ob-
servacions molt utilitzat en mineria de dades. La seva entrada és un conjunt
d’elements representats com un vector d-dimensional. Primer de tot es calcu-
la el centroide de cada clúster executant un job de Hadoop de forma iterativa,
fins que després de diverses iteracions convergeix o s’arriba al nombre mà-
xim d’iteracions. Finalment, s’executa un job de clustering que assigna cada
element a un dels clústers.
4.2.8 Enhaced DFSIO
Aquest benchmark comprova el rendiment del HDFS escrivint i llegint
grans quantitats de dades simultàniament, amb l’objectiu d’estressar el sis-
tema al màxim. No executa cap tipus de processament sobre les dades, pel
que el coll d’ampolla ve donat per la connexió de la xarxa i la velocitat dels
discs durs.
4.3 Estructura Aloja-benchmark
El component Aloja-benchmark és l’encarregat de configurar Hadoop i
realitzar l’execució del benchmark. Consisteix en un conjunt de scripts en
Bash, ja que d’aquesta forma són portables entre diferents sistemes, sense
importar la distribució GNU/Linux concreta que utilitzi el clúster. El punt
d’entrada és el script run_benchmarks.sh, que rep per paràmetre les opcions
a utilitzar per a l’execució i s’encarrega de desplegar Hadoop a tots els nodes
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del clúster, configurar-lo, monitoritzar tots els nodes i iniciar l’execució.
Per exemple, amb aquesta comanda es llança una execució en un clúster
del cloud d’Azure (-C) del terasort (-l), amb 8 Mappers (-m), sense replicació
dels blocs HDFS (-r), amb compressió activada (-c) i mida de bloc de 65536
bytes (-z). Aquests i molts altres paràmetres estan disponibles per canviar
la configuració tant de Hadoop com dels nodes per comprovar com afecten a
l’execució.
./ run_benchmarks.sh -C azure -35 -l terasort -m 8 -r 0 -c 1
-z 65536
El principal problema és que el script run_benchmarks.sh és monolític
i difícil d’estendre. Això és degut al fet que fins ara només existia un únic
benchmark a executar, HiBench, pel que no hi havia una motivació per a què
fos modular. L’opció -l només indica al HiBench quina comanda executar,
però en l’estructura del script no hi ha el concepte de múltiples benchmarks.
El que es vol fer és modificar l’estructura d’Aloja-benchmark per crear un
framework d’execucions, de tal forma que sigui molt fàcil afegir noves apli-
cacions diferents que siguin executades per Aloja.
Per fer-ho, es farà servir una estructura similar a la que utilitza el script
per conèixer les propietats del clúster sobre el qual s’està executant. La
definició de les propietats del clúster es carrega, tal com es pot veure en
l’exemple, mitjançant el paràmetre -C. El valor d’aquest paràmetre indica
el nom d’un fitxer que serà carregat per Bash, el qual conté les propietats.
Algunes són obligatòries, com per exemple el nombre de nodes del clúster o
les seves IPs. Algunes altres tenen valors per defecte, i només cal definir-les
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en cas que el clúster necessiti que siguin diferents, com per exemple el nom
d’usuari per connectar-se remotament als nodes.
En el cas dels benchmarks, es vol afegir un nou paràmetre al script que
indiqui l’arxiu que conté el codi específic per executar el propi benchmark.
Per tant, cal separar la funció de configuració de Hadoop i monitorització que
realitza run_benchmarks.sh (que és comú per tots els benchmarks i per tant
sempre s’executa) de la que executa el mateix HiBench (que es mourà als
nous arxius carregats dinàmicament). L’estructura final quedaria d’aquesta
forma, marcats els canvis en color verd:
La separació entre les funcions comunes (desplegament de Hadoop i de la
monitorització) i les concretes del benchmark, permet que la monitorització
dels nodes i la recol·lecció de la informació que exposa Hadoop sobre l’exe-
cució (els Hadoop Counters llistats a la secció 3.4) funcioni igual per totes
les aplicacions. Aquesta estandardització permet que la resta de components
que depenen d’aquestes dades (les diferents vistes d’Aloja-web) puguin fun-
cionar igual per tots els benchmarks sense necessitat d’adaptar-les de forma
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individual.
4.4 Implementació del nou framework d’exe-
cucions
Mitjançant una nova opció de la comanda, amb el paràmetre -b, s’indica
al script run_benchmarks.sh quin arxiu carregar. Aquest arxiu serà un script
de Bash, on es definirà un conjunt de funcions que s’executaran en moments
concrets.
#!/bin/bash
benchmark_config () {
# Benchmark -specific configuration (optional)
}
benchmark_run () {
# Execute the benchmark
}
benchmark_teardown () {
# Runs just after execution (optional)
}
benchmark_save () {
# Save any important generated data (optional)
}
benchmark_cleanup () {
# After all services are stopped , remove any remaining
files (optional)
}
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La majoria de funcions són opcionals, és a dir, només cal definir-les si es
necessita la seva funcionalitat. En cas contrari es pot eliminar i no s’execu-
tarà. A continuació es descriu la finalitat de cada funció:
• benchmark_config(): S’executa abans de realitzar la configuració i
desplegament de Hadoop en els nodes del clúster, el que permet fer
modificacions a la configuració que siguin necessàries per executar el
benchmark.
• benchmark_run(): És l’única funció que és obligatòria definir. Es
crida quan el clúster Hadoop s’ha desplegat i les eines de monitorit-
zació dels nodes estan corrent. Conté l’execució dels jobs del propi
benchmark.
• benchmark_teardown(): S’executa just en finalitzar el pas ante-
rior, en el cas que faci falta aturar algun servei o utilitat pròpia del
benchmark.
• benchmark_save(): S’executa després d’aturar les eines de monito-
rització però mentre Hadoop encara està corrent. Serveix en el cas que
es vulgui guardar alguna dada que estigui emmagatzemada en Hadoop,
però que no es vulgui reflectir en les mètriques recollides de monitorit-
zació.
• benchmark_cleanup(): Un cop s’han aturat tots els serveis del clús-
ter just abans de finalitzar l’execució, és una oportunitat de netejar
possibles fitxers temporals que hagi pogut crear el benchmark durant
la seva execució, i que no siguin necessaris.
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Aquestes funcions no s’han creat pensant només en els benchmarks actu-
als, sinó també en possibles futures integracions. Encara que els benchmarks
actuals no tinguin la necessitat d’utilitzar-les totes, aquest framework perme-
trà afegir nous benchmarks amb diferents requisits sense haver de modificar
el mateix script run_benchmarks.sh ni l’estructura del projecte.
Per executar el mateix HiBench però utilitzant la nova estructura, cal
llençar la següent comanda:
./ run_benchmarks.sh -b HiBench -C azure -35 -l terasort -m 8
-r 0 -c 1 -z 65536
4.5 Exemple d’integració d’un nou benchmark
Per comprovar que el nou framework d’execucions implementat és prou
genèric com per adaptar-se a diferents tipus de benchmark, es vol integrar
un de nou (diferent del HiBench) per validar la nova estructura i el seu
funcionament.
El nou benchmark que es vol integrar a Aloja no és un benchmark sin-
tètic com els que formen el HiBench, els quals intenten simular workloads
d’aplicacions reals, sinó que es tracta d’una aplicació Hadoop, anomenada
Common Crawl Processor, que s’utilitza actualment amb un propòsit con-
cret. La diferència és que dins d’Aloja s’utilitzarà com a benchmark, és a
dir, no interessa el resultat generat en si, sinó tot el procés que realitza.
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4.5.1 Descripció del Common Crawl Processor
El Common Crawl Processor rastreja i classifica totes les APIs públiques
que hi ha disponibles a internet automàticament, de forma semàntica, per a
què puguin ser consultades per un humà. Això permet crear un repositori
de les diferents APIs que existeixen, ja que és capaç de diferenciar una pà-
gina web que proporciona APIs públiques de la resta, el que pot ajudar a
desenvolupadors d’aplicacions a localitzar serveis que puguin fer servir per a
processar o millorar els seus projectes.
En comptes de rastrejar tota la web, utilitza les dades que posa a dispo-
sició el projecte Common Crawl Corpus [9]. Common Crawl és una organit-
zació sense ànim de lucre que rastreja la web i posa a disposició el dataset
obtingut de forma lliure al públic. Està format per més de 5 mil milions de
pàgines web diferents, i el seu contingut ocupa uns 500 terabytes de dades.
L’aplicació consta de diferents jobs que realitzen tasques específiques. Pri-
mer de tot, es converteix el contingut de les pàgines web del Common Crawl
Corpus a documents Behemoth, que és una llibreria de Hadoop pel proces-
sament de documents a gran escala. Un cop s’han convertit les pàgines a
aquest nou format, el següent pas consisteix a crear un model de classificació
d’entrenament amb un subconjunt de dades conegudes prèviament (aquest
pas és necessari quan es treballa amb algoritmes de machine learning). Un
cop s’ha realitzat l’entrenament, es processa la resta de dades i es classifica
a partir del coneixement adquirit en el pas anterior. Per cada document,
s’extreu el text, es detecta l’idioma, i s’assignen diferents etiquetes mitjan-
çant machine learning. Finalment, es crea un índex per poder consultar-lo
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posteriorment.
Com es pot veure, els diferents jobs que formen aquesta aplicació fa que el
seu workload tingui caracteritzacions molt diferents, des d’importació d’una
gran quantitat de dades de forma similar al TeraSort, fins a la creació d’índexs
de cerca com el Nutch Indexing, passant per l’ús d’algoritmes de machine
learning.
4.5.2 Integració en el nou framework
De forma similar com s’ha fet amb el HiBench per integrar-lo en el nou
framework, amb el Common Crawl Processor només cal crear un nou arxiu
Bash, definir la funció benchmark_run() amb l’execució dels diferents jobs
de l’aplicació, i llençar la comanda:
./ run_benchmarks.sh -b CommonCrawl -C azure -35 -m 8 -r 0 -c
1 -z 65536
Gràcies al fet que la configuració de Hadoop, el seu desplegament, i les
eines de monitorització són comuns a tots els benchmarks amb la nova es-
tructura, no cal implementar cap pas més per integrar aquest benchmark.
Com que és inviable utilitzar el dataset del Common Crawl Corpus com-
plet per realitzar el benchmark (ja que la duració de l’execució seria massa
llarga), s’utilitza només un fragment de la totalitat de les dades. Això permet
que l’execució acabi en un temps raonable i que es pugui executar en clústers
més petits. Com que les dades d’entrada no es generen de forma automàtica
(a diferència dels benchmarks del HiBench), cal un primer pas manual, quan
es crea un nou clúster, que consisteix a copiar el fragment de dades del Com-
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mon Crawl Corpus que s’utilitzarà en totes les execucions realitzades en el
clúster.
4.5.3 Proves d’execució del benchmark
En realitzar les primeres proves d’execució del Common Crawl Processor
es va trobar un problema de memòria al executar-se amb un dataset molt
gran. El problema ve donat perquè els diferents processos Mapper i Redu-
cer s’executen amb un límit de memòria Heap de 200MB. Aquest límit ve
donat per defecte per la JVM (màquina virtual de Java) per evitar memory
leaks que arribin a consumir tota la memòria del node. Mitjançant la funció
benchmark_config() es canvia la configuració de Hadoop per incrementar
el límit fins als 500MB, el que permet executar l’aplicació sense problemes
de memòria.
Com s’ha pogut comprovar, la nova estructura del component Aloja-
benchmark permet afegir nous benchmarks amb molta facilitat, i la seva
flexibilitat permet personalitzar l’execució dels benchmarks que tinguin re-
quisits concrets.
Capítol 5
Vistes web
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5.1 Introducció
El fet d’haver realitzat el framework per integrar nous benchmarks ha
permès no només entendre Hadoop i el seu funcionament, sinó també des-
cobrir com el projecte Aloja realitza les execucions i quines són les dades
que guarda sobre aquestes. Tota aquesta informació no té utilitat si no es
pot consultar, és per això que es vol crear diverses vistes amb gràfiques a
la pàgina d’Aloja-web (el portal web) amb propòsits concrets que permetin
visualitzar i extreure informació sobre les dades recollides.
L’avantatge del framework d’execucions, a part de simplificar enorme-
ment la integració de nous benchmarks, és que separa la part d’execució del
propi benchmark de la part de monitorització i recol·lecció de les dades de
Hadoop (que és comuna per tots els benchmarks). Això permet que les vistes
que s’implementin (i també les actuals que ja existeixen) serveixin tant pel
HiBench, com pel nou benchmark integrat, com per altres que s’afegeixin en
un futur.
5.2 Descripció de les noves vistes
Es vol implementar tres vistes noves dins la web que es centrin en els
Hadoop Counters, el conjunt de mètriques internes que exposa Hadoop per
cada task i job executat, per visualitzar-los de diferents maneres.
Tal com s’ha explicat a la secció 2.2.2, un job és una execució de MapRe-
duce amb unes dades concretes. La feina del job és dividida per Hadoop en
unitats de feina més petites, les tasks, que es reparteixen entre tots els nodes
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que formen el clúster.
5.2.1 Vista Histograma
En la primera vista es vol visualitzar, per un job específic de Hadoop,
el valor d’un Hadoop Counter per les tasks que el formen. Això permetrà
comparar fàcilment si totes les tasks tenen valors similars, o hi ha alguna
diferència al llarg de l’execució.
La vista és específica per un job concret de Hadoop. Un cop oberta la
pàgina permetrà sel·leccionar, mitjançant un menú desplegable, quina mètri-
ca d’entre els Hadoop Counters es mostrarà, i amb un segon menú el tipus
de tasks que es mostraran: Maps o Reduces. En la gràfica apareixerà, en
forma d’histograma, una barra per cada task del tipus seleccionat en l’eix
horitzontal, i el valor del Hadoop Counter escollit en l’eix vertical.
Opcionalment, es podrà activar l’opció d’agrupar les tasks en grups, de
mida configurable, i per cada grup es mostrarà la mitja dels valors que agrupa
i la desviació estàndard. En el cas que el job tingui un nombre molt elevat
de tasks, això permetrà tenir una visió de conjunt, encara que perdent una
mica de precisió. També hi haurà l’opció de mostrar l’acumulat de la mètrica
respecte de les tasks anteriors, i l’acumulat dividit entre el temps d’execució
de la task.
5.2.2 Vista DBSCAN
En aquesta vista, de forma similar a l’anterior, es vol visualitzar totes les
tasks d’un job. Però en comptes d’un únic Hadoop Counter, es podrà escollir
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dos per comparar-los i veure si alguns estan relacionats.
En comptes de visualitzar-ho en forma d’histograma, s’utilitzarà un di-
agrama de dispersió, on l’eix horitzontal correspondrà als valors del primer
Hadoop Counter seleccionat, i l’eix vertical a l’altre Hadoop Counter. Cada
punt de la gràfica correspondrà a una task del tipus i job especificat.
A més a més, sobre el conjunt de punts s’aplicarà un algorisme d’agrupa-
ment de dades (clustering) per agrupar valors similars. Es marcarà amb el
mateix color tots els punts que pertanyin al mateix clúster, i es llistarà els di-
ferents clústers i la quantitat de punts que conté cadascun. D’aquesta manera
es podrà detectar, d’una forma prou automàtica, patrons de comportament
dins de les tasks d’un job.
5.2.3 Vista DBSCANexecs
Igual que en la vista anterior, es vol mostrar un diagrama de dispersió
de dos Hadoop Counters. Però en aquest cas els punts de la gràfica, en
comptes de ser tasks individuals, corresponen als centroides dels clústers
que es mostren en la vista anterior. Per tant, cada punt realment agruparà
un conjunt de tasks amb valors similars. A més a més, no solament es
mostraran les tasks d’un únic job com en les dues vistes anteriors, sinó totes
les tasks del mateix job, incloent-hi totes les diferents execucions disponibles.
Això significa tant execucions en diferents clústers de Hadoop, com amb
configuracions diferents.
Amb tots els punts mostrats, es tornarà a aplicar l’algorisme d’agrupa-
ment sobre aquests. D’aquesta forma, com la vista anterior permetia detectar
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patrons de comportament dins de les tasks d’un job, en aquest cas permet
comparar entre diferents execucions. L’ús principal consisteix a detectar
quines configuracions de Hadoop o servidors utilitzats tenen un impacte sig-
nificatiu sobre l’execució de la mateixa feina.
Com que el nombre total d’execucions diferents d’un job pot ser molt
elevat, també es podrà filtrar segons les característiques dels nodes i els pa-
ràmetres de la configuració de Hadoop. Entre els filtres disponibles es podrà
escollir el clúster concret, la xarxa del clúster, el tipus de disc durs utilitzat
en els nodes, el nombre de nodes del clúster, si la compressió del HDFS està
activada, el factor de replicació dels blocs HDFS, o la mida del bloc entre
d’altres. Això permetrà mostrar únicament les execucions que compleixin els
filtres definits, de tal forma que es puguin realitzar comparacions concretes.
5.3 Algoritme DBSCAN
El DBSCAN [10] és l’algorisme que dóna nom a les dues vistes anteriors,
ja que és l’escollit per realitzar l’agrupament de dades (clustering) en aques-
tes vistes. És un algoritme d’agrupament basat en la densitat (density-based
clustering), ja que troba un nombre de grups (clústers) basant-se en la dis-
tribució de proximitat entre els punts corresponents. DBSCAN és un dels
algoritmes d’agrupament més utilitzat i citat en l’àmbit científic.
El DBSCAN requereix dos paràmetres: eps, la distància màxima on es
buscarà veïns propers, i minPts, el nombre mínim de punts per formar un
clúster. L’algorisme comença per un punt arbitrari que no hagi sigut visitat.
Respecte a aquest punt, es busca tots els veïns que es trobin a menor distància
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que la definida pel paràmetre eps, i si conté suficients punts (respecte al
minPts), es considera un clúster. En cas contrari, el punt es considera soroll,
sense pertànyer a cap clúster. Cal notar que posteriorment aquest punt
pot ser visitat com a part d’un veïnat més nombrós, i passar a formar part
d’aquest clúster.
Si un punt s’inclou en un clúster, el seu veïnat també forma part del
mateix clúster. Així, tots els punts del veïnat passen a explorar-se i buscar
més punts dins de la mateixa distància eps, fins que el clúster s’ha visitat
per complet. A continuació, es passa a explorar un nou punt no visitat per
descobrir un altre clúster o soroll, fins que s’han visitats tots els punts.
En l’esquema anterior es pot veure un exemple de l’algorisme. El primer
punt visitat és A, i el cercle de color verd al seu voltant és la distància eps
a explorar. Com es pot veure hi ha 3 veïns dins d’aquest radi, els quals es
visiten i exploren el seu radi cercant més veïns (tots els punts vermells). Els
punts B i C també formen part del clúster, però són els últims visitats, ja
que no tenen més veïns per afegir al clúster dins el seu radi, per tant es crea
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un clúster format per tots aquests punts. A continuació s’explora el següent
punt no visitat, el N, que com que no té cap veí dins el radi es marca com a
soroll.
Els principals avantatges del DBSCAN és que no cal especificar el nombre
de clústers desitjats com passa en algoritmes d’agrupació similars (com el
K-Means), pot descobrir clústers amb formes geomètriques arbitràries (no
linealment separables), només requereix dos paràmetres i no és susceptible a
l’ordre dels punts.
5.4 Implementació
Les noves vistes s’han implementat utilitzant les mateixes tecnologies ja
presents en les altres vistes d’Aloja-web. Les dades, guardades en la base de
dades MySQL, es consulten des del backend de la web, programat en PHP.
Aquest realitza càlculs sobre les dades (si escau), i ho retorna per AJAX
en format JSON, de forma que el JavaScript executat en la pàgina pugui
actualitzar la vista amb les dades rebudes.
5.4.1 Vista Histograma
La implementació d’aquesta vista és bastant senzilla. El backend rep
el job i el Hadoop Counter que es vol consultar. Realitza una consulta a
la base de dades amb aquesta informació, la qual retorna l’identificador de
la task i el valor. En el cas que s’hagi activat l’opció d’agrupar les tasks,
abans de retornar les dades, iterarà sobre les columnes retornades per la
consulta i calcularà la mitja i la desviació estàndard. Com que les tasks
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tenen un identificador únic i consecutiu dins del job, aquesta agrupació és
determinista. De forma similar es calcula l’acumulat en el cas que s’hagi
activat aquesta opció.
A continuació es mostra un exemple de la vista, amb l’histograma de la
duració de les tasks d’un Sort.
5.4.2 Vista DBSCAN
La implementació d’aquesta vista és similar a l’anterior, però amb la
diferència que en consultar la base de dades retorna dos valors per task en
comptes d’una (els dos Hadoop Counters que es volen comparar). Abans de
retornar les dades a la vista, cal fer un pas previ, que consisteix a executar
l’algorisme DBSCAN per crear els clústers i que la vista els pugui mostrar.
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Com que no es va trobar cap llibreria en PHP que implementés el DBS-
CAN, es va decidir fer una implementació pròpia a partir del pseudocodi
descrit en el paper [10].
Per comprovar que la implementació del DBSCAN és correcta, es realitzen
diversos tests unitaris amb PHPUnit [11]. Aquesta eina permet definir un
conjunt de funcions que s’executaran contra la implementació del DBSCAN,
i compara el resultat retornat amb l’esperat. D’aquesta forma es poden crear
diversos jocs de proves i comprovar que funciona correctament.
En una primera versió, el càlcul de la distància entre dos punts (necessari
per trobar els veïns respecte a la distància eps) es realitzava cada vegada,
encara que existeix la possibilitat que el mateix càlcul es pugui repetir. Això
pot penalitzar molt el temps d’execució, sobretot quan la quantitat de punts
a explorar és molt elevada. En una segona versió, es va optimitzar el codi
per guardar els resultats calculats, de tal forma que la distància entre dos
punts només es realitzés una sola vegada. A més a més, a cada punt es va
assignar un identificador únic, i es va crear una estructura de hash amb els
identificadors dels punts per mantenir l’estat de si havia sigut visitat o no,
en comptes d’haver d’iterar per tots els punts. A continuació es mostra un
gràfic amb la diferència de temps entre la versió original i la versió amb les
millores comentades segons el nombre de punts.
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La millora és notable, ja que per processar 500 punts ha passat de trigar
22,5 segons a només 2,5 segons, un temps més que raonable.
Un problema d’aquesta vista és que com el DBSCAN requereix dos parà-
metres (eps i minPts), cal introduir els valors abans que es pugui mostrar els
clústers. Per a què sigui més còmode, s’implementa un heurístic que defineixi
els valors per defecte dels dos paràmetres, i opcionalment es puguin canviar
manualment. Pel minPts, que indica el nombre mínim de punts que formen
un clúster (o en cas contrari es considera soroll), com que no interessen els
outliers, el valor per defecte es posa a 1. D’aquesta manera, encara que un
punt estigui sol en el veïnat, es considerarà com un clúster.
Pel paràmetre eps, que indica la distància màxima on es buscarà nous
veïns, es tindrà en compte la distància màxima entre dos punts del clúster,
i s’assignarà com una fracció d’aquest. Després de fer diverses proves, es va
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fixar la divisió en 15. Això significa que, en el pas de buscar veïns d’un punt,
no es mirarà més enllà d’una quinzena part de l’espai total sobre el qual estan
repartits els punts aproximadament.
Seguidament es pot observar un exemple de la vista, amb el DBSCAN
aplicat sobre les tasks d’un PageRank, utilitzant les mètriques bytes llegits
(eix horitzontal) i bytes escrits (eix vertical). Com es pot observar, amb els
paràmetres per defecte calculats amb l’heurístic, es detecten tres clústers ben
diferenciats.
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5.4.3 Vista DBSCANexecs
Aquesta vista és una generalització de l’anterior. Cada punt d’aquesta
indica el centroide d’un clúster visualitzat en la vista anterior, que corres-
ponen a una única execució. En aquesta vista s’agrupen diverses execucions
diferents del mateix job, el que significa que per cada execució s’ha realitzat
un DBSCAN. És per això que l’optimització realitzada del DBSCAN pren
especial importància, ja que s’executen varis consecutivament.
Quan el backend rep el job que es vol visualitzar, primer de tot consulta
totes les execucions que han realitzat aquest job. Sobre aquesta llista, es
descarten aquelles execucions que no compleixen els filtres definits (descrits
a la secció 5.2.3), segons els paràmetres hardware dels nodes, o la configuració
de Hadoop. Aleshores, per les execucions que compleixen els filtres, es van
iterant d’una en una i es calcula el DBSCAN. Per accelerar propers accessos
a la mateixa vista, els resultats de cada DBSCAN es guarden a la base de
dades abans de retornar-los. D’aquesta manera, si es tornen a demanar les
mateixes dades, primer de tot es consulta si els resultats estan disponibles, i
en cas afirmatiu es retornen precalculats en comptes de tornar a executar el
DBSCAN.
Un cop s’han calculat tots els DBSCAN de les execucions, es retornen
a la vista la qual posa les dades a la gràfica. En el següent exemple es pot
veure les mateixes tasks del PageRank de la vista anterior, però per múltiples
execucions. Com es pot veure, el DBSCAN detecta múltiples clústers, ja que
les diferents execucions tenen un efecte notable sobre els Hadoop Counters.
També es pot restringir les execucions que es mostraran mitjançant els filtres
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disponibles a la part dreta.
5.5 Exemples d’ús de les vistes
Per posar a prova les noves vistes implementades, es va visualitzar un
dels jobs del nou benchmark integrat a la plataforma, el Common Crawl
Processor. Aquest job realitza la classificació de les dades en la part de
machine learning. A continuació es mostra la vista DBSCAN d’aquest job
amb les mètriques bytes llegits i escrits de totes les tasks.
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El primer clúster que detecta (de color blau) conté la majoria de tasks,
140. Però hi ha un segon clúster més petit (de color negre), amb 20 tasks,
bastant allunyat del primer, que segueix un patró lineal. Si s’analitza la
mètrica bytes llegits del mateix job en la vista de l’histograma es veu el
següent:
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El valor dels bytes llegits és bastant constant fins que arriba al final, on
es pot veure una diferència clara que va disminuint lleugerament. Si es passa
a visualitzar la mètrica duració es veu el següent:
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Es pot apreciar que hi ha una relació entre la duració d’una task i el
nombre de bytes que llegeix. Si s’activa l’opció implementada d’ajuntar les
tasks en grups es pot veure més clarament aquesta diferència.
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En aquest cas cada barra correspon a la mitja dels valors que agrupa, i la
línia vermella la desviació estàndard del grup. Igual que en el cas dels bytes
llegits, la duració de les últimes tasks és significativament menor que la resta.
Això pot indicar que les tasks del job estan descompensades, ja que sembla
que algunes fan menys feina que la resta.
En resum, sense haver de conèixer el codi exacte que executa l’aplicació
de Hadoop, i utilitzant només les noves vistes amb les mètriques recollides,
s’ha pogut detectar una possible optimització. Si s’aconsegueix que totes
les tasks facin la mateixa feina, es podrien aprofitar millor els recursos de
Hadoop, ja que actualment pot ser que alguns nodes facin més feina que
altres.
Per l’exemple de la vista DBSCANexecs no s’ha pogut utilitzar el mateix
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job del Common Crawl Processor com en els casos anteriors. Això és degut al
fet que aquesta vista necessita moltes execucions en diferents configuracions
de software i hardware per poder treure resultats significatius. És per això
que, en aquest cas, es va utilitzar un job del benchmark K-Means (que és una
de les aplicacions del HiBench), ja que es disposava dels resultats de moltes
execucions.
A continuació es mostra el gràfic amb les mètriques bytes llegits i es-
crits. En aquest cas, cada punt del gràfic correspon al centroide d’un clúster
calculat en la vista DBSCAN. Però en comptes de limitar-ho als resultats
d’una única execució, és per totes les execucions disponibles (amb diferents
configuracions de Hadoop) del mateix job.
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El primer que salta a la vista és que hi ha 4 clústers ben diferenciats, i
els punts de cada clúster varien lleugerament (no tenen tots exactament el
mateix valor). Al obrir els detalls de cada execució (situant el ratolí sobre els
punts), la diferència de configuració principal entre les execucions és evident:
la mida del bloc dels fitxers guardats en el HDFS. En el clúster de color negre
totes les execucions estan configurades amb una mida de bloc de 32MB, en el
de color blau de 64MB, en el de color verd de 128MB i en el de color taronja
de 256MB. Això significa que, sense saber com està programat el job, es pot
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inferir que a cada tasca se li assigna la feina corresponent a un bloc del fitxer.
Al canviar la mètrica de l’eix de les ordenades per la duració, es veu
com la forma general dels clústers es manté. Això confirma que, en aquest
cas, la duració de les tasques és directament proporcional a la mida del bloc
configurat en Hadoop.
Capítol 6
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6.1 Introducció
El projecte Aloja monitoritza diverses mètriques de rendiment de Hado-
op, tant d’alt nivell del node (ús de CPU, memòria RAM, entrada/sortida
de disc i xarxa, etc.), com més a baix nivell, les mètriques internes de Ha-
doop (anomenades Hadoop Counters) que exposa. Totes aquestes mètriques
permeten tenir una visió general dels nodes durant una execució, i certa
informació sobre el comportament intern de Hadoop.
Desgraciadament la informació que ens dóna és limitada, ja que no permet
veure com s’està comportant Hadoop internament. Dit d’una altra forma,
permet detectar colls d’ampolla (per exemple, un ús excessiu de la CPU
durant certes parts de l’execució o tasques concretes que triguen més que
la resta), però no permet relacionar-ho amb la feina que estava realitzant
Hadoop en aquell moment, ja que el funcionament de la seva execució és
totalment opac.
És per això que es vol ampliar la capacitat d’instrumentació del projecte
Aloja per poder analitzar el comportament intern de Hadoop amb les dife-
rents aplicacions que s’executen. Aquesta instrumentació permetrà, per una
execució de Hadoop concreta, veure amb tot nivell de detall les diferents fa-
ses de l’execució de Hadoop, com es distribueix la feina de les tasques, els
diferents processos dels quals consta i les comunicacions realitzades entre els
diferents processos i nodes del clúster.
En resum, es volen afegir mètriques de baix nivell de Hadoop a les ja
existents d’alt nivell del node i dels Hadoop Counters.
CAPÍTOL 6. INSTRUMENTACIÓ DE HADOOP 62
6.2 Extrae i Paraver
Per realitzar aquesta instrumentació de baix nivell s’utilitzaran dues ei-
nes desenvolupades en el BSC: Extrae [12] i Paraver [13]. Aquestes eines
serveixen per analitzar el rendiment d’aplicacions paral·leles i s’utilitzen ge-
neralment en entorns MPI (com per exemple les aplicacions que s’executen
en el supercomputador MareNostrum). MPI significa Message Passing Inter-
face, i és un estàndard que defineix la sintaxi i la semàntica de les funcions
de la llibreria utilitzada en aplicacions distribuïdes. El concepte és similar a
Hadoop en termes que la feina es divideix en unitats més petites, les quals
es reparteixen entre els diferents nodes. La principal diferència és que, com
a Hadoop la gestió dels nodes i processos ho fa el propi framework, MPI ho
deixa en mans de cada aplicació. Quan comença l’execució, els processos
corren en els diferents nodes i es comuniquen entre ells de forma explícita (el
nombre de nodes és fixe i es coneix des de l’inici) per gestionar la feina que
han de realitzar.
La instrumentació consta de tres passos. El primer pas es realitza du-
rant l’execució de l’aplicació que es vol analitzar. Cal afegir Extrae com
a llibreria compartida de l’aplicació perquè sigui capaç d’interceptar certes
trucades i d’aquesta manera conèixer l’estat de l’execució. Això permet, de
forma bàsica, guardar en quins instants un procés concret ha començat a
executar-se, quan realitza operacions d’entrada/sortida, comunicacions entre
diferents processos o nodes, quan es destrueix, etc. A més a més de la in-
formació que recull per defecte a Extrae, es pot estendre emetent events en
llocs interessants del codi de l’aplicació. Per exemple, si l’aplicació realitza
CAPÍTOL 6. INSTRUMENTACIÓ DE HADOOP 63
diverses tasques en el mateix procés, es pot emetre un event personalitzat
al principi de cada tasca, i d’aquesta manera poder diferenciar quina tasca
estava executant cada procés en un moment determinat.
Un cop ha finalitzat l’execució de l’aplicació, Extrae haurà generat un
arxiu binari (anomenat mpit) per cada procés amb la informació recollida.
Aquests fitxers i processos poden estar en un o diversos nodes (recordem
que està pensat per instrumentar aplicacions paral·leles en diversos nodes).
En un segon pas, es post-processen tots els arxius mpit generats per crear
un únic arxiu (anomenat traça Paraver), que conté tota la informació dels
diferents processos unificada i relacionada.
Finalment l’últim pas consisteix en la visualització i l’anàlisi de la traça
generada mitjançant Paraver. Com que tota la informació que es necessitava
s’ha recollit amb Extrae, Paraver permet crear diverses vistes per analitzar
tota aquesta informació. Es pot visualitzar des de tots els events de tots els
diferents processos de l’aplicació a la vegada, filtrar només les comunicaci-
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ons entre diferents nodes, veure les entrades/sortides només mentre s’estava
executant una fase definida amb un event personalitzat, etc. Realment les
possibilitats són infinites, ja que és una aplicació molt potent, i la principal
raó pel qual s’ha escollit instrumentar amb Extrae i Paraver.
Encara que Hadoop és prou diferent del tipus d’aplicacions que s’instru-
menten generalment amb aquestes eines (la majoria d’elles són de tipus MPI)
per a haver de fer canvis al procés d’Extrae per adaptar-ho a les nostres ne-
cessitats, el fet de fer-ho permet aprofitar una eina com Paraver, ja potent i
madura, i així evitar desenvolupar una eina similar des de zero.
6.3 Captura d’events amb Extrae
Extrae disposa de diversos mètodes pels quals és capaç d’instrumentar
una aplicació. Alguns són una mica invasius, com per exemple DynInst, que
consisteix a modificar l’aplicació injectant codi en ubicacions específiques. El
mètode utilitzat en aquest projecte consisteix a carregar una llibreria com-
partida (libseqtrace, proporcionada pel mateix Extrae) quan s’executa l’apli-
cació, la qual cosa permet interceptar les crides a funcions i d’aquesta manera
realitzar la instrumentació. A més a més exporta l’API d’Extrae per a poder
emetre els events personalitzats d’usuari que s’ha comentat anteriorment.
Com que Hadoop no és cap dels tipus d’aplicacions que suporta oficial-
ment Extrae, la informació que pot extreure per defecte és bastant bàsica.
És per això que es farà ús de l’API d’Extrae per generar events que permetin
conèixer que està fent l’aplicació de Hadoop en cada moment.
L’API d’Extrae està formada per diverses funcions, les més importants
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són:
• Extrae_init(): inicialitza la llibreria. Un cop cridada, ja es poden
generar events d’usuari.
• Extrae_fini(): finalitza la llibreria i escriu a disc tots els events pen-
dents en els buffers.
• Extrae_event(type, value): genera un event d’usuari amb el tipus
i valor especificats.
• Extrae_nevent(count, types, values): igual que la funció anterior,
però en aquest cas permet emetre varis events en la mateixa crida.
L’avantatge és que tots els events comparteixen el mateix timestamp,
és a dir, es considera que s’han realitzat en el mateix instant de temps.
• Extrae_set_options(): permet configurar diverses opcions en temps
d’execució.
• Extrae_shutdown(): atura la captura temporalment.
• Extrae_restart(): reprèn la captura.
El tipus de l’event utilitzat en les crides Extrae_event() i Extrae_nevent()
és un codi numèric sense cap significat en especial per Extrae, només serveix
per poder diferenciar diferents events per part de l’usuari. Igualment, el valor
de l’event també és numèric, i es pot utilitzar per definir estats (1 quan és
actiu i 0 quan no ho és), quantitats (per exemple mides de buffers) o atributs
(PID del procés).
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6.4 Wrapper Java per Extrae
El principal problema a l’hora d’utilitzar l’API d’Extrae amb Hadoop és
que, mentre que el primer està escrit en el llenguatge C, Hadoop està escrit en
Java. Això impedeix que es pugui cridar les funcions explicades directament
des del codi de Hadoop. Per solucionar-ho es fa servir JNI (Java Native
Interface), que és un framework de Java que permet cridar codi natiu i de
llibreries escrites en altres llenguatges (C, C++, assembler, etc.) des de la
mateixa màquina virtual Java.
Per fer-ho, cal implementar la mateixa signatura de les funcions que es
volen utilitzar en tres arxius. El primer, en una classe Java que declari les
funcions sense codi (anomenat Wrapper), el que permet a la màquina virtual
de Java identificar les funcions natives disponibles. El segon arxiu, declara
els headers de les mateixes funcions en el llenguatge destí (en aquest cas,
C). Finalment, en el tercer arxiu s’implementa el codi que executarà Java
nativament quan es cridi la funció corresponent.
A continuació es mostra com a exemple la funció Extrae_event() (ja
que la resta són equivalents). La classe Java es declara d’aquesta manera:
package es.bsc.tools.extrae;
public class Wrapper
{
public static native void Event(int type , long value);
}
El header en C corresponent:
#include <jni.h>
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JNIEXPORT void JNICALL
Java_es_bsc_tools_extrae_Wrapper_Event
(JNIEnv *, jclass , jint , jlong);
I la implementació:
#include <es_bsc_tools_extrae_Wrapper.h>
#include <extrae_user_events.h>
JNIEXPORT void JNICALL
Java_es_bsc_tools_extrae_Wrapper_Event
(JNIEnv *env , jclass jc, jint type , jlong value)
{
Extrae_event (( extrae_type_t) type , (extrae_value_t)
value);
}
Com es pot veure, el nom de la funció en C consisteix en el paquet de
Java, el nom de la classe i de la funció concatenats. Els paràmetres també
concorden, amb l’excepció de JNIEnv i jclass, que serveixen per exposar al
llenguatge natiu informació sobre l’entorn i la classe Java que l’han cridat
(en aquest cas no són d’utilitat).
6.5 Events personalitzats en Hadoop
Gràcies a la implementació del Wrapper Java ja es pot ampliar la infor-
mació que recull Extrae mitjançant els events personalitzats. Sense aquests
events, per defecte la llibreria libseqtrace només captura els diferents proces-
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sos Java que existeixen, el moment quan es creen i quan es destrueixen, però
sense informació sobre què és cada procés.
Per poder identificar-los, cal trobar en el codi de Hadoop on es creen
els diferents daemons (JobTracker, NameNode, SecondaryNameNode, Task-
Tracker i DataNode) i tasks (Mapper i Reducer), i afegir el mateix event amb
un codi diferent per cadascun d’ells.
En comptes de cridar les funcions del Wrapper directament des del codi
de Hadoop, s’utilitza una classe intermèdia (anomenada IDManager) a tal
efecte. D’aquesta forma es té una capa d’abstracció que permet tenir centra-
litzats els diferents events que es generen. Així és més senzill fer canvis en els
events i permetrà afegir més informació amb múltiples events en el mateix
punt (com serà necessari més endavant).
package es.bsc.tools.extrae;
public class IDManager
{
public static void registerJobTracker () {
Wrapper.Event (88881 , 1);
}
public static void registerNamenode () {
Wrapper.Event (88881 , 2);
}
public static void registerSecondaryNamenode () {
Wrapper.Event (88881 , 3);
}
public static void registerTaskTracker () {
Wrapper.Event (88881 , 4);
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}
public static void registerDatanode () {
Wrapper.Event (88881 , 5);
}
public static void registerTask () {
Wrapper.Event (88881 , 6);
}
}
Un cop identificat el segment del codi de Hadoop que realitza cadascu-
na d’aquestes funcionalitats, només cal afegir la crida a l’event correspo-
nent de l’IDManager. Per exemple, per la funció registerJobTracker()
cal modificar la classe JobTracker.java (que es troba a la ruta hadoop/src/-
mapred/org/apache/hadoop/mapred/JobTracker.java) com es mostra a con-
tinuació.
package org.apache.hadoop.mapred;
public class JobTracker
{
[...]
/**
* Start the JobTracker with given configuration.
*
* @param conf configuration for the JobTracker.
* @throws IOException
*/
public static JobTracker startTracker(JobConf conf)
throws IOException , InterruptedException {
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es.bsc.tools.extrae.IDManager.registerJobTracker ();
return startTracker(conf , generateNewIdentifier ());
}
[...]
}
Just en el punt on es comença a executar el codi del JobTracker s’ha afe-
git la crida es.bsc.tools.extrae.IDManager.registerJobTracker(), que
genera l’event amb Extrae i després continua executant el codi de Hadoop.
Per la resta de crides es fa de forma equivalent.
Com es pot veure només hi ha una única funció (registerTask()) per
als dos tipus de tasks (Mapper i Reducer). Això és perquè quan Hadoop crea
els processos de tipus task, encara no sap quin tipus de feina realitzarà (Map
o Reduce) fins al moment que comença a executar el codi de l’aplicació. És
per això que comparteixen el mateix valor de l’event. Més endavant, quan
s’afegeixin més events concrets pels Maps i Reduces, ja es podrà identificar
de quin tipus és cada task.
En la següent imatge es mostra una finestra de Paraver visualitzant una
execució de Hadoop instrumentada amb Extrae, sense tenir encara els events
personalitzats que s’han descrit fins ara. Cada línia horitzontal correspon a
un procés Java diferent. Quan la línia és de color blau clar, significa que el
procés encara no s’ha creat o ja s’ha destruït. Aquesta és la informació que
recull automàticament la llibreria libseqtrace.
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Les 5 primeres línies corresponen als daemons de Hadoop, ja que estan
en execució des del principi de la traça fins al final de tot. El següent grup
de 3 línies corresponen als processos de les tasks del primer job de Hadoop,
i l’últim grup de 3 línies el segon job. Com que els events d’usuari no hi són
presents, no és possible diferenciar el tipus concret de cada procés.
La següent imatge mostra una altra execució però amb els events ja pre-
sents. A cada valor de l’event se li assigna un color diferent, el que permet
identificar cada procés.
En aquest cas el color blau fosc és el JobTracker, el blanc el NameNode,
el vermell el SecondaryNameNode, el rosa el TaskTracker, el granat el Data-
Node, i el verd correspon als tasks Map i Reduce (com s’ha comentat, encara
no es poden diferenciar).
Per diferenciar les fases Map i Reduce en els tasks, en comptes d’utilitzar
un únic event per identificar el tipus (com s’ha fet amb els daemons), es farà
servir un event diferent per cada estat, i mitjançant el valor de l’event es
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marcarà si l’estat és actiu (valor 1) o inactiu (valor 0). Això permetrà veure,
al llarg de l’execució de cada task, en quins moments exactes executa el codi
de l’aplicació i quan acaba.
Les funcions necessàries per als nous events són les següents:
package es.bsc.tools.extrae;
public class IDManager
{
[...]
public static void runMapper () {
Wrapper.Event (11111 , 1);
}
public static void runMapperEnd () {
Wrapper.Event (11111 , 0);
}
public static void runReducer () {
Wrapper.Event (11112 , 1);
}
public static void runReducerEnd () {
Wrapper.Event (11112 , 0);
}
}
En el codi de Hadoop, abans de cridar a la funció de Map o Reduce que
executa el codi de l’aplicació, es generarà l’event corresponent amb el valor
1. Això indica que es comença a executar la fase Map o Reduce. Un cop
retorna de la funció map() o reduce() de l’aplicació significa que ha finalitzat
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l’execució, i es torna a marcar però aquest cop amb el valor 0. A la següent
imatge es mostra una execució similar a les anteriors, però amb la inclusió
d’aquests events.
Com es pot veure, on abans les tasks només eren de color verd i no es
podia saber quin tipus de task realitzaven, ara es veu el tipus de cadascuna,
i a més a més el que dura cada execució. El color marró correspon a les
diferents execucions dels Maps, i el verd fosc als Reduces. En el primer job
hi ha 2 processos Mapper que executen 7 Maps, i un procés Reducer que
executa un únic Reduce, mentre que en el segon job són 2 processos Mapper
que executen un Map (el primer procés no arriba a executar cap), i un procés
Reducer que executa un Reduce.
Gràcies al nivell de detall aconseguit amb aquesta instrumentació, es des-
cobreix que les diferents tasks tenen un overhead bastant elevat (sobretot
els Mappers), ja que la proporció entre temps que executa codi de l’aplicació
(color marró o verd fosc) respecte al total del procés (verd clar) és molt baixa.
En part és perquè Hadoop s’encarrega de certes funcions, com per exemple
la transferència i càrrega de les dades entre els nodes, i per tant l’aplicació no
les ha de realitzar. D’aquesta forma el temps dedicat pròpiament en executar
el codi de l’aplicació és més reduït.
El Reduce té una duració tan llarga comparat amb el Map ja que real-
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ment està format per tres fases: Reduce-Copy, Reduce-Sort i Reduce-Reduce
(aquesta última realitza el propi Reduce). Com que el codi de l’aplicació
només s’executa en la fase Reduce (el Copy i el Sort els realitza Hadoop), es
vol poder diferenciar aquestes tres fases del Reduce. Per fer-ho, es modifica
l’event corresponent al Reduce per tenir diversos valors, un per cada estat.
A diferència de la imatge anterior, ara es poden veure les diferents fases
del Reduce. El Reduce-Copy correspon al color negre, el Reduce-Sort no
es pot apreciar (es troba entre el color negre i granat, però al ser tan breu
no es veu en la imatge), i finalment el Reduce-Reduce el color granat. La
raó per la qual a la imatge anterior semblava que la fase Reduce durés tant
respecte al Map és per culpa del Copy. Al poc de començar els Mappers del
job, el Reduce va copiant les dades a mesura que els diferents Maps les van
generant. No és fins al moment que han finalitzat tots els Maps del job, que
aleshores pot realitzar el Reduce-Sort i, finalment, el Reduce-Reduce amb el
codi de l’aplicació.
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6.6 Instrumentació simultània amb múltiples
nodes
Fins ara les execucions realitzades de Hadoop són pseudo-distribuïdes, és
a dir, encara que Hadoop executa tots els processos necessaris per fer una
execució distribuïda, tots aquests corren en el mateix node. En una execució
realment distribuïda, a part del node master executant tots els processos, hi
ha un o més nodes slave que executen el procés DataNode (per emmagat-
zemar les dades) i TaskTracker (per executar els Maps i Reduces del job).
D’aquesta manera el node master s’encarrega de gestionar les tasks que s’-
han d’executar, i aquestes s’executen repartides entre el node master i tots
els slaves.
Realitzar la instrumentació en múltiples nodes a la vegada presenta pro-
blemes de sincronització dels events d’Extrae que no passa en el mode pseudo-
distribuït. Això és perquè, quan es genera un event, el timestamp que es
guarda no és l’hora del sistema (ja que és poc precisa), sinó el nombre de
cicles de CPU des de l’arrancada del sistema (que és la mesura més precisa).
En el mode pseudo-distribuït no presenta problemes, ja que al executar-se
en un únic node el timestamp és correcte. En el mode distribuït, al tenir
diversos nodes, cadascun amb nombre de cicles diferents, els timestamps dels
events no concorden.
Extrae disposa d’una opció per sincronitzar tots els processos quan s’exe-
cuten en més d’un node. Ho fa alineant el començament de tots els processos
en el mateix instant. Això té el seu ús en els entorns MPI, on totes les tasques
que es necessitaran al llarg de tota l’execució es creen al principi i comencen
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en el mateix instant. Amb Hadoop això no serveix, ja que cada job crea els
processos necessaris per executar les tasks que necessita, i per tant no tots
comencen en el mateix instant.
Per solucionar-ho s’implementa una sincronització pròpia amb un pro-
grama escrit en Java, que llegeix les traces generades i fa un post-processat
dels events. Com les traces són arxius de text on cada línia és un element
(estat, event o comunicació) amb un format definit, és fàcil modificar el seu
contingut.
L’arxiu de la traça té el següent format. La primera línia és un comentari
que conté la data de creació de la traça, el nombre de nodes diferents on
s’han executat els processos, i el número de CPUs de cada node. A conti-
nuació, cada línia representa un element generat per Extrae (estat, event o
comunicació) on les dades d’aquests estan separades pel caràcter :. Una línia
d’un estat té el següent format:
1: cpu_id:application_id:task_id:thread_id:begin_time:
end_time:state
1:2:1:1:1:0:500:1
El primer valor defineix el tipus d’element (en aquest cas 1 significa que
és de tipus estat). Els camps cpu_id, application_id, task_id i thread_id
serveixen per a identificar a quin procés pertany l’estat i on s’ha executat.
Són 4 camps ja que s’utilitza en els entorns MPI, on les aplicacions estan
formades per tasques i threads, però en entorns Hadoop no és útil tant nivell
de detall, per tant només s’utilitza el camp application_id per identificar el
procés de Hadoop i cpu_id per indicar en quin node s’ha executat. Els camps
begin_time i end_time són els timestamp de l’instant que comença i acaba
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l’estat, que són els que es volen modificar per realitzar la sincronització. I
finalment state és el valor de l’estat.
Una línia d’un event té el següent format:
2: cpu_id:application_id:task_id:thread_id:time:event_type:
event_value
2:2:1:1:1:450:88881:6
El primer valor és un 2 per senyalar que és de tipus event. Els camps
cpu_id, application_id, task_id i thread_id són anàlegs al cas anterior. El
time és el timestamp del moment que s’ha generat l’event (com que no és
un estat no necessita inici i final). Finalment event_type i event_value són
el codi de l’event generat per l’usuari i el seu valor (poden haver-hi diversos
parells seguits si s’ha generat més d’un event a la vegada).
Les línies de comunicacions no es descriuen, ja que no s’utilitzen, i per
tant no és necessari sincronitzar-les.
Per realitzar la sincronització cal conèixer l’offset de cada node, és a dir,
la diferència de temps que s’ha de sumar (o restar) a tots els estats i events
d’un node per a què quedin sincronitzats amb els events del node master. Per
fer-ho, cal un event nou que guardi l’hora de sistema en un cert instant. Com
que Extrae guarda l’event amb el seu timestamp, es pot calcular la relació
entre l’hora del sistema i el timestamp. Encara que l’event no es generi en
el mateix instant en tots els nodes, al tenir l’hora del sistema quan es va
generar l’event, es pot calcular quin valor tenia el timestamp en cada node
en el mateix instant de temps. Fent la diferència entre el timestamp dels
diferents nodes, es pot calcular l’offset per cadascun d’ells.
Com que la sincronització només s’ha de realitzar per node (i no per
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procés, ja que un node executa diversos processos a la vegada), també es
guarda amb un altre event la IP del node. D’aquesta forma, encara que hi
hagi varis events de sincronització pel mateix node, només s’utilitza un per
calcular l’offset del node. A més a més s’aprofita aquesta informació per a
identificar en la finestra de Paraver a quin node pertany cada procés.
Un cop acabada l’execució de Hadoop, i amb les traces ja generades,
s’executa el post-processat. Aquest llegeix el fitxer amb les traces i calcula,
per cada node, el seu offset segons s’ha explicat. A continuació s’itera sobre
tots els elements de la traça (tant estats com events) i, segons a quin node
pertany, es modifica el timestamp aplicant-li l’offset calculat, mantenint el
format i la resta de dades de l’element.
A continuació es mostra una execució de Hadoop executada en dos nodes
sense realitzar cap tipus de sincronització:
Els processos TaskTracker (rosa) i DataNode (granat) apareixen dos cops
cadascun, ja que s’executen en cada node. El mateix passa amb els processos
de les tasks, n’hi ha més perquè cada node executa els seus. Es pot veure
fàcilment que les línies no quadren, ja que els daemons haurien de començar
tots aproximadament al mateix instant però els del segon node apareixen
desplaçats cap a l’esquerra, i les tasks de diferents jobs es sobreposen entre
CAPÍTOL 6. INSTRUMENTACIÓ DE HADOOP 79
elles.
La sincronització realitzada per Extrae, com es pot comprovar, tampoc
serveix, ja que alinea tots els processos com si haguessin començat en el
mateix instant:
Finalment es mostra l’execució sincronitzada amb el post-processat:
Aprofitant els nous events, s’ha configurat Paraver perquè mostri a l’es-
querra de cada procés la IP i el seu nom, així no cal recordar què significa
cada color i permet identificar-los més fàcilment. Es pot veure com en aquest
cas els processos dels diferents nodes estan alineats i sincronitzats correcta-
ment. Els daemons dels diferents nodes comencen aproximadament tots en
el mateix instant, i les tasks no es sobreposen entre diferents jobs, sinó que
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es veuen clarament quines pertanyen al primer job (les 5 primeres) i quines
al segon job (les 3 restants) encara que s’executin en nodes diferents.
6.7 Comunicacions entre processos
Com s’ha pogut comprovar, els events afegits proporcionen molta infor-
mació valuosa sobre el funcionament intern de Hadoop. Però al tractar-se
d’un sistema distribuït, el que significa que els diferents processos interacci-
onen entre ells per distribuir la feina, informar sobre el seu estat i transferir
les dades a processar, falta informació sobre la part més important del siste-
ma: les comunicacions que es realitzen entre els diferents nodes i processos.
Per acabar de tenir una radiografia completa sobre el funcionament intern
de Hadoop falta capturar aquestes comunicacions que realitza per poder-ho
visualitzar amb Paraver.
Per tal de capturar les comunicacions entre els diferents processos, Ex-
trae proporciona en la seva API una crida per guardar aquesta informació.
Desgraciadament, al estar enfocada en entorns MPI, és poc útil en l’entorn
actual per dues raons. La primera, és que s’hauria d’identificar i modificar
tots els llocs del codi font de Hadoop on es realitzen comunicacions per afegir
la crida a l’API. A diferència dels events d’usuari, que eren modificacions en
llocs concrets amb especial importància, les comunicacions es fan en molts
llocs diferents del codi i utilitzant diverses llibreries (algunes són peticions
HTTP, algunes altres RPC, etc.), el que implicaria molta feina i subjecte a
errors (passar alguna crida per alt). La segona raó, és que l’API d’Extrae
obliga a especificar quina és la tasca origen i destí quan es realitza la comu-
CAPÍTOL 6. INSTRUMENTACIÓ DE HADOOP 81
nicació, el que no sempre es pot saber amb Hadoop, ja que crea les tasques
de forma dinàmica (creant/destruint segons són necessaris), i no es coneixen
totes des del principi.
És per això que en comptes de recaptar la informació sobre les comunica-
cions des de l’interior de Hadoop (com s’ha fet amb els events d’usuari), en
aquest cas es realitza des de fora. Cada node executa un procés nou anome-
nat sniffer, encarregat de capturar tots els paquets TCP/IP que s’envien i es
reben pel dispositiu de xarxa del node. Com que cada node només pot cap-
turar una banda de la comunicació, un cop acabada l’execució, i aprofitant el
pas del post-procés posterior, s’emparellen totes les comunicacions per tenir
la informació completa tant de l’origen com el destí d’aquesta.
L’encarregat d’executar el procés del sniffer és el daemon TaskTracker.
S’ha escollit aquest ja que s’executa en tots els nodes, i per tant sempre hi
haurà present un únic sniffer en cada node. Aprofitant la crida a la fun-
ció registerTaskTracker() del Wrapper Java, que s’executa a l’inici de la
creació del TaskTracker, es llança l’execució del sniffer. Fer-ho des d’aquest
procés permet dues coses. La primera és que com es llança a partir d’un
procés de Hadoop, aquest pot accedir a la configuració dels diferents parà-
metres de Hadoop, entre els quals es troba els diferents ports que utilitza per
a les comunicacions. Això permet indicar al sniffer quins ports concrets ha
de capturar, el que estalvia la captura de molts paquets d’altres processos
del sistema que són irrellevants. La segona raó és que, al ser un subprocés del
TaskTracker, també pot generar events d’Extrae, els quals es guarden junta-
ment amb la resta d’events generats en el node. D’aquesta forma s’evita haver
de guardar aquestes dades amb un altre mètode i afegir més complexitat al
CAPÍTOL 6. INSTRUMENTACIÓ DE HADOOP 82
sistema.
Per realitzar la captura dels paquets el sniffer utilitza la llibreria libpcap.
L’ús d’aquesta llibreria permet especificar filtres, és a dir, indicar quin sub-
conjunt de la totalitat de paquets es vol capturar, ja que com s’ha explicat
només interessa capturar els paquets amb ports utilitzats per Hadoop. A
més a més, la llibreria s’encarrega de llegir els headers dels paquets a baix
nivell, i ens proporciona la següent informació:
• IP origen
• Port origen
• IP destí
• Port destí
• Flags TCP
• Número de seqüència
• Número de ACK
• Payload (contingut de les dades)
Cada cop que es realitza una comunicació entre dos processos, s’envia
un (o varis) paquets que són capturats tant pel sniffer del node origen com
pel node destí. En el moment de la captura, cada sniffer genera un event
d’usuari on es guarda tota la informació mencionada del paquet (excepte el
contingut del payload, en aquest cas es guarda la seva mida, ja que si no el
volum de dades guardat seria massa elevat).
Hi ha una dada molt important que desafortunadament libpcap no pot
capturar: a quin procés correspon el port origen o destí. Això és perquè
libpcap realitza la captura a nivell de xarxa, i per tant no té coneixement de
quin és el procés al qual pertany la comunicació: només registra adreces IP
i ports, però sense saber quin és el procés que té obert el port. Per saber
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la relació entre port i PID s’utilitza l’eina de linux lsof. Aquesta comanda
retorna, per un moment donat, la llista de ports oberts en el sistema i el PID
del procés que l’ha obert. Com que aquesta eina té un overhead important,
en comptes de cridar-la per cada paquet que captura el sniffer (ja que al llarg
d’una comunicació amb el mateix port es capturen molts paquets), es va
cridant cada mig segon, i es guarda la relació entre ports i PIDs que retorna.
A més a més, es modifiquen les crides register del Wrapper Java, per guardar
també el PID del procés amb un altre event en el moment que s’identifica el
tipus de procés. Com que tots els processos Java creats per Hadoop criden
una funció register a l’inici de la seva execució, es guarda tots els PIDs dels
diferents processos de Haddop. D’aquesta manera es pot relacionar el port
del paquet amb el PID del procés, i el PID amb el application_id que utilitza
internament Extrae per identificar els processos instrumentats.
Un cop acabada l’execució, quan es realitza el pas del post-procés, es
converteixen els events temporals amb informació de paquets a comunicacions
definitives. Es fa en aquest punt ja que la traça d’entrada del post-procés
conté tots els events de tots els nodes i processos. Per fer-ho s’agrupen
els events per parelles, on cadascuna pertany al mateix paquet. És fàcil
identificar els dos events del mateix paquet, ja que tots els camps són idèntics
(al cap i a la fi és el mateix paquet capturat a l’origen i al destí). L’única
diferència entre els dos events és el timestamp, ja que un event és capturat
al moment d’enviar-se i l’altre al rebre’s, el que indica el temps que ha trigat
la transferència per la xarxa.
A la traça definitiva generada a partir del post-procés s’eliminen els events
temporals amb informació de paquets (ja que només són necessaris en el pas
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del post-procés), i per cada comunicació es crea una línia nova a la traça amb
el següent format:
3: application_send:lsend_time:psend_time:application_recv:
lrecv_time:precv_time:size:tag
Igual que les línies de tipus estat i event, el primer valor defineix el ti-
pus de l’element (en aquest cas es tracta d’una comunicació). Els camps
application_send i application_recv identifiquen els processos origen i destí
(utilitzant la conversió port - PID - aplicació explicada anteriorment). Els
camps lsend_time, psend_time, lrecv_time i precv_time són el timestamp
del moment de l’enviament i el de la recepció. Estan duplicats perquè en
entorns MPI hi ha el concepte de transmissió lògica i física, que en aquest
cas no aplica, per tant es posa el mateix valor en els dos casos. Finalment el
camp size és la mida del payload (el contingut de les dades del paquet), i el
camp tag no s’utilitza.
A continuació es mostra una execució de Hadoop amb les comunicacions
capturades entre els diferents processos, representades amb les línies grogues:
Com es pot veure a la imatge, es pot diferenciar clarament quins són
els processos que realitzen les comunicacions. Per exemple, els processos
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que executen les tasks mai es comuniquen entre ells, ja que la feina que
executen és independent. Però sí que consulten el TaskTracker per saber
quines tasks han d’executar, i també obtenen del NameNode i DataNode les
dades d’entrada que necessiten per processar.
A més a més es pot fer zoom a la vista per ampliar un segment concret de
l’execució, el que permet observar tot tipus de detalls. En la següent imatge
es pot observar l’establiment d’una connexió TCP entre els dos nodes, el que
es coneix com a TCP 3-way handshake. El node que inicia la connexió envía
un paquet SYN, el node destí contesta amb un SYN-ACK, i finalment s’envia
un ACK per indicar que la connexió s’ha establert amb èxit. A continuació
s’envien diversos paquets amb dades, i es contesten amb ACK per confirmar
la recepció d’aquestes.
6.8 Estructura final de la instrumentació
Com que la instrumentació de Hadoop consta de moltes parts que rea-
litzen diferents funcions, i tot el procés està format per diversos passos, a
continuació es mostra un esquema que ho resumeix tot.
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Quan es realitza l’execució, Hadoop està instrumentat amb Extrae. Això
significa que cada cop que es llença un event d’usuari dels que s’ha afegit
en el codi de Hadoop, aquest crida a les llibreries implementades. Primer
de tot, la classe IDManager, que conté totes les funcions específiques per
cada tipus d’event que es vol capturar. Aquesta crida al Wrapper Java, que
mitjançant el JNI (Java Native Interface) converteix la crida en una funció
en C. Finalment es crida a la funció de la llibreria d’Extrae, libseqtrace, que
guarda l’event a la traça.
De forma simultània, també s’executa el sniffer desenvolupat. Aquest
utilitza la llibreria libpcap per capturar tots els paquets que transmet el node,
i l’eina lsof per tenir la relació entre els ports i el PID del procés que l’ha
obert.
Tot això es realitza en cada node del clúster mentre s’executa l’aplicació
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MapReduce. Un cop l’execució ha finalitzat, cada node té una traça Extrae
(en format binari mpit). Totes les traces s’uneixen per crear una única traça
Paraver amb la informació unificada de tots els nodes. Aquesta traça és
en format text, el que permet realitzar el post-processat implementat, que
és específic per Hadoop. D’aquesta forma es sincronitzen els events dels
diferents nodes del clúster, i amb la informació dels paquets i la relació entre
els ports i els PID dels processos, es generen les comunicacions amb el format
propi de Paraver.
Finalment la traça definitiva s’obre amb Paraver per visualitzar l’execució
de Hadoop i analitzar el seu contingut.
6.9 Exemples d’execucions Hadoop instrumen-
tades
Com que la instrumentació s’ha realitzat directament en el codi de Ha-
doop, serveix per qualsevol aplicació o benchmark que s’executi. Això evita
haver d’adaptar la instrumentació per casos concrets o recompilar cada cop
que es vol realitzar diferents execucions. És, per tant, una eina genèrica per
qualsevol tipus d’aplicació MapReduce que s’executi en Hadoop.
Per demostrar-ho, s’instrumenten diferents aplicacions disponibles en Alo-
ja, observant els resultats amb Paraver. Totes les execucions s’han realitzat
sobre un clúster Hadoop de dos nodes, perquè sigui més fàcil visualitzar els
resultats.
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Aquesta traça correspon a l’execució d’un Sort. Es nota l’absència de
tasques de tipus Map (que sortirien de color marró), ja que aquesta aplicació
no té codi pels Mappers. En canvi sí que té tasques Reduce, ja que és en
aquest punt on es realitza l’ordenació de les dades. Els colors que corresponen
a les diferents fases del Reduce són els següents: negre pel Reduce-Copy, blau
pel Reduce-Sort i granat pel Reduce-Reduce.
En canvi el TeraSort, a part de l’increment de la quantitat de dades a
ordenar, realitza l’ordenació de forma diferent al Sort. A la documentació
oficial del HiBench no explica que hi hagi cap diferència entre els dos, però
com es pot observar a la següent imatge, el gruix de la feina es realitza en la
fase Map (color marró), ja que és molt més extensa que la fase Reduce (color
negre, blau i granat).
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Si a més a més visualitzem les comunicacions entre els processos, queda
clar que la gran majoria es realitzen al començament del tot del Map (color
marró), i justament abans de començar el Reduce-Reduce (color granat).
Tant l’execució del Sort com el TeraSort es realitza en un únic job. En
canvi, en l’execució del PageRank, que es pot veure a continuació, es llancen
diversos jobs. Això és així perquè l’algorisme del PageRank va iterant sobre
les dades fins que convergeix, el que significa que s’ha arribat al resultat.
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Cada parella vertical de processos en verd correspon a les tasques d’un
job executades en cada node. Com que hi ha 8 parelles, significa que s’han
executat 8 jobs en total. Es pot veure com l’execució de jobs és seqüencial,
és a dir, fins que no acaba l’execució d’un job no es continua amb el següent.
A part de la vista amb tots els processos de Hadoop que s’ha utilitzat
fins ara, Paraver permet configurar molts paràmetres de les vistes per poder
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analitzar les dades. Per exemple, si volem veure de forma global el temps que
ha estat executant codi propi del PageRank (fases Map i Reduce) respecte a
la duració total, es poden unir tots els events en una única fila i filtrar perquè
mostri només els moments que s’executa alguna tasca Map o Reduce.
El color blau fosc correspon a instants en els quals s’executa alguna tasca,
i el blau clar en els que no s’executa cap. Com es pot apreciar, gran part del
temps total és de color blau clar, però això no significa que durant aquest
temps no s’estigui realitzant cap feina, sinó que Hadoop té un overhead bas-
tant important. Aquest overhead és degut al fet que Hadoop gestiona molts
aspectes de l’execució, des de l’assignació de tasques entre els nodes fins a la
transferència de les dades, cosa que el codi de l’aplicació no ha de fer.
També es pot treballar amb les dades recollides sobre les comunicacions.
Com que es sap l’origen, el destí i la mida de les dades que conté cada paquet,
es pot calcular la quantitat de dades que ha transferit cada procés amb la
resta i mostrar el resum en una taula.
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Per exemple, en aquest cas s’ha filtrat les dades per mostrar només les
comunicacions que realitza el procés TaskTracker. Cada columna correspon
a un procés diferent, i el contingut de les cel·les a la quantitat total de bytes
transferits amb aquell procés al llarg de tota l’execució.
Capítol 7
Conclusió
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7.1 Conclusions tècniques
Un cop finalitzada tota la feina del projecte, puc afirmar que s’han realit-
zat satisfactòriament els tres objectius principals definits a l’inici del projecte.
S’ha modificat l’estructura del projecte Aloja creant un framework d’execu-
cions, el que ha permès migrar el benchmark que s’utilitzava a aquesta nova
estructura, i afegir una nova aplicació sense grans complicacions. També
s’han implementat les tres noves vistes web, amb les quals s’ha pogut visu-
alitzar i analitzar les dades recollides, i trobar un cas d’ús molt interessant.
Finalment s’ha desenvolupat la instrumentació a baix nivell de Hadoop, mos-
trant el seu comportament intern i funcionament de les diferents fases que
realitza.
Considero que la nova estructura del framework d’execucions és la con-
tribució més significativa que he realitzat pel projecte Aloja. Tècnicament
pot semblar no gaire complexa si es compara, per exemple, amb tota la feina
que ha portat la instrumentació a baix nivell. Però hi ha hagut molta feina
darrera de pensar quina és la millor estructura i definir les diferents funcions
que s’executen en moments concrets, tenint en compte no només els requisits
dels benchmarks actuals sinó també en futures necessitats. Tot aquest treball
realitzat estalviarà molt de temps quan s’afegeixin benchmarks addicionals
al projecte Aloja, tal com he comprovat amb el Common Crawl Processor.
La part de les vistes web ha sigut el més amè. Sobre tot perquè es tracta
de desenvolupament web, utilitzant HTML5 i PHP, tecnologies que em són
molt familiars perquè les he utilitzat molt al llarg de la carrera. A més a més
tota la feina realitzada és molt visual, amb resultats quasi instantanis.
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La monitorització a baix nivell és una de les coses que ha portat més feina,
sobretot per les limitacions d’Extrae que s’ha hagut d’anar superant, però
a la vegada ha sigut una de les més recompensants, ja que cada problema
que apareixia era una oportunitat nova per posar a prova els meus recursos
com a enginyer per trobar una solució. No només és el que ha portat més
feina, sinó que ha sigut la part que més s’ha desviat de la planificació inicial.
Això és degut a tots els imprevistos que m’he anat trobant pel camí, que són
impossibles de predir fins que no estàs realitzant ja la feina.
7.2 Conclusions personals
Al començar aquest projecte tenia pocs coneixements sobre sistemes dis-
tribuïts, no sabia més enllà de la teoria que ensenyen al llarg de la carrera.
Encara que és un tema que em desperta molt interès, fins ara no havia tingut
l’oportunitat de tocar-lo de primera mà. És per això que, a part de tots els
coneixements que he adquirit, he gaudit molt realitzant el treball d’aquest
projecte.
El fet de dividir el projecte en diferents feines (benchmark, vistes i ins-
trumentació) m’ha permès veure diversos aspectes de l’ecosistema Hadoop.
He après el paradigma MapReduce, les raons del seu funcionament, i com
s’implementen les aplicacions per aprofitar aquest format. Inclús he tingut
l’oportunitat de desplegar clústers Hadoop en diferents servidors, tant en lo-
cals del departament com en proveïdors Cloud, a més d’executar aplicacions
en desenes de nodes simultàniament.
També he explorat el codi font de Hadoop, identificant les parts més críti-
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ques de l’execució per realitzar la instrumentació. Aquesta part la considero
molt important, ja que moltes vegades no es té l’oportunitat d’investigar com
funcionen les eines que es fan servir, encara que es pugui aprendre moltes
coses sobre el seu funcionament.
Una de les parts que més m’ha motivat ha sigut descobrir les tasks del
job descompensades, que he pogut trobar gràcies a les vistes web que he
implementat. És una prova que la feina realitzada té una utilitat real, i és
una llàstima que no hagi disposat de més temps per investigar quin és l’origen
del problema, si l’aplicació o Hadoop, i veure si es pot millorar.
En definitiva, he tingut l’oportunitat de fer un projecte d’un tema molt
punter, que m’ha aportat nous coneixements que considero molt valuosos, i
que espero poder posar en pràctica en un futur pròxim.
7.3 Possibles ampliacions
Un dels aspectes més importants del capítol 4 ha sigut la creació del nou
framework d’execucions dins d’Aloja-benchmark, el que ha permès l’execució
de diferents aplicacions dins la plataforma, tant reals com benchmarks sintè-
tics. Per validar si aquesta nova estructura era prou flexible per adaptar-se
als requisits d’aplicacions reals, es va afegir el Common Crawl Processor, amb
resultats satisfactoris. En un futur es poden afegir aplicacions addicionals
per dues raons. La primera, per incrementar la quantitat d’aplicacions i així
tenir més tipus de caracteritzacions diferents. I la segona, per comprovar si
l’estructura definida en aquest projecte es continua adaptant bé o calen fer
noves modificacions.
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També es pot estudiar la viabilitat d’estendre Aloja-benchmark per afegir
nous frameworks diferents a Hadoop, com Spark o Apache Storm. Això
podria permetre comparar diferents paradigmes de programació distribuïda
per determinar quins són els més adequats segons el tipus de feina que es
vulgui realitzar. S’hauria de comprovar com afecta aquesta incorporació a
la resta de components d’Aloja, ja que per exemple la monitorització a baix
nivell s’hauria d’implementar amb el nou framework, encara que molta de la
feina feta es podria reaprofitar.
Finalment, es pot ampliar la monitorització a baix nivell realitzada en
el capítol 6 afegint més mètriques internes de Hadoop. En aquest projecte
s’ha desenvolupat la base per poder realitzar aquesta instrumentació, oferint
l’oportunitat d’estendre fàcilment la informació recollida. Per fer-ho, cal-
drà un coneixement encara més profund de la implementació de Hadoop per
esbrinar quins són els punts més interessants, i capturar aquestes noves mè-
triques. Addicionalment, es pot integrar aquesta instrumentació directament
en les execucions que realitza la plataforma. D’aquesta manera, les traces
generades estaran disponibles en el portal web, i es podran descarregar per
tenir informació complementària a la proporcionada per les vistes web.
7.4 Planificació final
La planificació descrita a la secció 1.4 era una estimació, la qual va patir
alguns canvis al llarg de la realització del projecte. A continuació es mostra
la planificació definitiva i s’expliquen els problemes trobats que han causat
els canvis.
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La diferència més significativa correspon al bloc de la instrumentació a
baix nivell de Hadoop. Inicialment s’havia previst una duració total d’un mes,
dividit en una setmana per la implementació del Wrapper Java i 3 setmanes
més per aplicar-ho en el codi de Hadoop. Aquesta previsió va ser massa
optimista, ja que finalment la duració total del bloc ha sigut de dos mesos
i mig. La causa principal ha sigut les complicacions que ha portat adaptar
el funcionament d’Extrae (ja que està enfocat en entorn MPI) per poder
utilitzar-lo amb Hadoop. La sincronització dels events amb múltiples nodes,
que s’ha hagut d’implementar des de zero, era una tasca amb la qual no
es comptava, ja que es pensava que Extrae ho tractaria automàticament. A
més a més la captura de les comunicacions entre els diferents processos també
ha portat més feina de la prevista (es mostra com una tasca independent,
quan inicialment es va incloure dins de la feina de la instrumentació). Al
desenvolupar el sniffer es va comprovar que no es pot accedir a l’identificador
del procés responsable de la comunicació de forma trivial, fet que va forçar
a buscar alternatives fins que es va descobrir l’eina lsof que es va acabar
utilitzant.
També van sorgir problemes a l’hora de buscar els exemples d’ús de les
vistes web per la documentació. Com que Aloja és un projecte actiu del
BSC, es realitzen canvis i noves funcionalitats per altres membres de forma
paral·lela a aquest projecte. La majoria són independents, però un d’ells
sí que va afectar a les vistes. Es tracta de l’ús dels filtres a la vista DBS-
CANexecs per limitar les execucions mostrades. A causa d’un canvi intern
del projecte, es va haver d’adaptar els filtres de la vista per utilitzar la no-
va estructura implementada. A més a més, mentre s’utilitzava les vistes per
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buscar exemples del DBSCAN, es va detectar que les dades de les gràfiques es
mostraven molt lentament, sobretot quan es processaven molts punts a la ve-
gada. Això va forçar a revisar la implementació de l’algorisme DBSCAN per
mirar d’optimitzar la seva execució (tal com s’ha explicat a la secció 5.4.2).
7.5 Valoració econòmica
En aquest apartat s’analitza els diferents costos associats amb el projecte.
Pel cost de recursos humans, es considera que han treballat en el projecte
tres perfils diferents: un cap de projecte, un analista i un programador. A
continuació es detalla en la primera taula la dedicació en hores per les tasques
dels diferents perfils, i en la segona el resum d’hores i cost associat per cada
perfil i el resultat final.
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Tasca Rol (hores)
Planificació del projecte Cap de projecte (80h)
Estudi Hadoop i Aloja Analista (40h)
Programador (40h)
Vistes Web Analista (40h)
Programador (120h)
Framework d’execucions Analista (60h)
Programador (60h)
Instrumentació Analista (120h)
Programador (320h)
Documentació i Exemples Cap de projecte (120h)
Total 1000
Rol Hores Cost (e/h) Cost total (e)
Cap de projecte 200 50 10000
Analista 260 35 9100
Programador 540 30 16200
Total 35300
Respecte als costos relacionats amb el software, totes les eines utilitzades
són lliures i de codi obert, el que significa que no hi ha hagut cap despesa
per llicències de software.
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