1. Introduction {#s0005}
===============

The topic of model updating has been in the focus of intensive research for over four decades and it continues to be a topic of high importance for the accurate prediction of structural performance of dynamic systems [@bib1; @bib2; @bib3]. The need for taking uncertainties into account within the model updating process has been widely recognized and it has led to the development of several approaches for performing model updating under the consideration of uncertainties. The thereby involved spectrum of uncertainties is interpreted in different ways by the two main schools for probability interpretations, namely the frequentist and Bayesian interpretation, respectively.

The frequentist interpretation of probability leads to a differentiation of uncertainties into two categories: the first category comprises the uncertainty in the parameters and is denoted aleatoric uncertainty. Its source is seen to be the inherent randomness of physical parameters [@bib4]. Model uncertainties (or epistemic uncertainties) on the other hand arise from the complexity of physical processes that have not been understood sufficiently enough in order to be explicitly modeled [@bib5]. The uncertainties in the modeling process must therefore form another category since the probability of a model is questionable if probability is interpreted as the relative frequency of a random event in the long run.

In order to consider the whole spectrum of uncertainties in the analysis, different approaches have been proposed. One way to treat epistemic uncertainties consists of the shift of model uncertainties to parameter uncertainties and in considering them as variables describing events in the long run, i.e. in a frequentist interpretation of probability (see [@bib6; @bib7]). Another way to treat model uncertainties is given by the non-parametric approach [@bib8; @bib9]. Within this approach, the relaxation of the topological connectivity of the structural matrices aims at a consideration of the uncertainties in processes that are not modeled explicitly by structural parameters. This approach broadens the set of structural models (i.e. all stiffness matrices which are symmetric and positive definite) and uses the Principle of Maximum Entropy to construct a PDF over this set. Applications of the non-parametric model in context with structural model updating are shown in e.g. [@bib10]. Alternative approaches for taking epistemic uncertainties into account consist in using the possibility theory and fuzzy sets. In e.g. [@bib11; @bib12] it is discussed how this method is fitted into the robust updating process with the aim of damage detection.

The Bayesian interpretation of probability does not distinguish between these two categories, since all uncertainties are seen as epistemic uncertainties [@bib13; @bib14]. In this context, probability is not interpreted as the relative occurrence of a random event in the long run, but as the plausibility of a hypothesis. Probability quantifies the uncertainty about propositions and therefore its domain contains both physical variables and models by themselves. The wider scope of the interpretation of probability in the Bayesian sense leads to the fact that the reason of uncertainty of both parameters and models is seen in the incomplete available information. The potential of Bayesian analysis has led to the development and enhancement of various Bayesian methods (see e.g. [@bib15; @bib16]) and to applications in various fields, such as natural sciences, economics and engineering, where in case of the latter the areas of structural dynamics (e.g. [@bib3; @bib17]), fatigue (e.g. [@bib18]), risk analysis (e.g. [@bib19]) and geology (e.g. [@bib20; @bib21]) are mentioned as examples.

In this paper, the approach for considering the entire spectrum of uncertainties within the Bayesian statistical framework is discussed. First, the basic principles of Bayesian updating procedures are summarized (Section [2](#s0010){ref-type="sec"}), where the prediction error, which takes into account the discrepancies between model output and measurement, is a subject of a thorough discussion in [Section 3](#s0015){ref-type="sec"}. Finally, in [Section 4](#s0020){ref-type="sec"}, a linear beam model is updated where the reference data derives from nonlinear models involving different degrees of nonlinearity. This provides a means for investigating quantitatively the effect of model uncertainties.

2. Bayesian model updating {#s0010}
==========================

The concept of the Bayesian statistical framework is to embed a deterministic model in a class of probability models as introduced in [@bib22; @bib23]. Each probability model in the chosen model class is described by probability distributions of the unknown parameters and the prediction error. Based on the available data, the initial knowledge of the range of the unknown parameters is updated, making some parameter ranges more plausible if the data provide the necessary information. This embedment of the deterministic model in a model class is performed by the use of Bayes' Theorem which is given by$$\left. p(\mathbf{\theta} \middle| \mathbf{D},M) = c^{- 1}p(\mathbf{D} \middle| \mathbf{\theta},M)p(\mathbf{\theta} \middle| M), \right.$$where $\mathbf{\theta}$ is the vector of the unknown (adjustable) parameters, $\mathbf{D}$ denotes the set of available data points and *M* is the chosen model class. The term $\left. p(\mathbf{D} \middle| \mathbf{\theta},M) \right.$ is called *likelihood* and expresses the probability of the data conditional on the structural parameters, i.e. a probability model for the measured data. This term describes the discrepancies between model output and measurement through the prediction error, which is introduced in order to bridge the gap between model output and measurements and which will be discussed in [Section 3](#s0015){ref-type="sec"}. The factor $\left. p(\mathbf{\theta} \middle| M) \right.$ is the *prior PDF*, which quantifies the initial plausibility of each model defined by the parameters $\mathbf{\theta}$ within the model class *M*. The product of these two terms determines the shape of the *posterior PDF* $\left. p(\mathbf{\theta} \middle| \mathbf{D},M) \right.$, which reflects the updated, relative plausibility of each model within the model class after incorporating the information contained in the data $\mathbf{D}$.

The normalizing constant *c* is given by $\left. c = \int p(\mathbf{D} \middle| \mathbf{\theta},M)p(\mathbf{\theta} \middle| M)\ d\mathbf{\theta} \right.$. This constant *c* is actually $\left. p(\mathbf{D} \middle| M) \right.$, which is called the *evidence* of the model class *M*. The evidence is used for performing model class comparison and selection, where posterior probabilities are assigned to a set of competing model classes [@bib24; @bib25; @bib26]. In this way, the uncertainty in selecting the best approximating model among a set of possibilities, which is also classified as model uncertainty in [@bib27], can be treated quantitatively. However, the Bayesian approach also allows for consideration of model uncertainties when performing model updating within one model class, which will be addressed in detail in this manuscript.

3. The prediction error within the Bayesian updating procedure {#s0015}
==============================================================

Due to the complexity of real systems and the therefore arising necessity for reducing the complexity of the model, an established numerical model cannot predict exactly reality. Within the Bayesian updating procedure, the parameter values are updated in order to better represent the real structure, where the updating process is directed by the prior information and the information contained in the measurements of the investigated structure. However, since the model does not represent an exact picture of reality, there is no true parameter value and there remains a gap between model output and measurement which is taken into account by the so-called prediction error. The prediction error therefore makes it possible to go outside of the domain of the model class. As already pointed out, in the Bayesian sense, uncertainties in model parameters and in the model itself are interpreted as a lack of knowledge and therefore both types of uncertainties fall into the category of epistemic uncertainty. If model uncertainty is interpreted as the type of uncertainty that cannot be considered within the structural parameters, the prediction error can be understood as an approach for considering this type of uncertainties. Hence, the prediction error provides a means for considering those uncertainties that cause the remaining lack of knowledge which prohibits a perfect matching between model and real system.

In general terms, the connection between the analytical output vector of the system $\mathbf{y}(\mathbf{\theta})$ and the corresponding test values $\mathbf{q}$ is given by$$\mathbf{q} = \mathbf{y}(\mathbf{\theta}) + \mathbf{e}.$$The choice of the PDF for the prediction error is based on the Principle of Maximum Entropy [@bib28; @bib29]. Using the given knowledge that on average model and measurement agree (i.e. zero mean) and that the variance is finite, a Gaussian probability density function maximizes the uncertainty. It should be noted that the prediction error variance is not taken as a known value, but it is included in the vector of uncertain parameters and it is updated based on the data.

In this work, model updating is performed using modal data. The formulation of the likelihood function using modal data that is employed in this manuscript is derived in [@bib30] and is summarized in the following. Alternative expressions for the likelihood function are formulated in [@bib31; @bib3]. The experimental data $\mathbf{D}$ from the structure is assumed to consist of $N_{s}$ sets of modal data $\mathbf{D} = {\{{\hat{\omega}}_{1,j}\ldots{\hat{\omega}}_{N_{m},j},\mspace{6mu}{\hat{\mathbf{\psi}}}_{1,j}\ldots{\hat{\mathbf{\psi}}}_{N_{m},j}\}}_{j = 1}^{N_{s}}$, composed of $N_{m}$ modal frequencies ${\hat{\omega}}_{r,j}$ and $N_{m}$ incomplete mode shape vectors ${\hat{\mathbf{\psi}}}_{r,j} \in \mathbb{R}^{N_{o}}$ where $N_{o}$ is the number of observed degrees of freedom. The model output $\mathbf{q}(\mathbf{\theta})$ is then the corresponding modal properties of the structural model defined by the parameter vector $\mathbf{\theta} \in \mathbf{\Theta} \in \mathbb{R}^{N_{p}}$, that is, eigenfrequencies $\omega_{r}(\mathbf{\theta})$ and partial eigenvectors $\mathbf{\psi}_{r}(\mathbf{\theta})$.

First, the use of Eq. [(2)](#eq0010){ref-type="disp-formula"} for the mode shape vectors yields$${\hat{\mathbf{\psi}}}_{r,j} = a_{r}\mathbf{\psi}_{r} + e_{\mathbf{\psi}_{r}},\quad r = 1,\ldots,N_{m},\mspace{9mu} j = 1,\ldots,N_{s},$$where $a_{r}$ is a scaling factor which relates the scaling of the model mode shape vector $\mathbf{\psi}_{r}(\mathbf{\theta})$ to that of the experimental mode shape vector ${\hat{\mathbf{\psi}}}_{r,j}$.

Using the principle of maximum entropy as the basis for the probabilistic characterization of the prediction error variance, a Gaussian distribution with zero mean and a diagonal covariance matrix $\mathbf{C}_{r}$ of size $N_{0} \times N_{0}$ with the diagonal entries equal to $\delta_{r}^{2}$ is used to describe the error $e_{\mathbf{\psi}_{r}}$ under the assumption that the variances $\delta_{r,j}^{2}$ are assumed to be equal for all observed degrees of freedom (DOFs) $j = 1,\ldots,N_{0}$, and under the condition of normalized experimental mode shape vectors, i.e. $\parallel \hat{\mathbf{\psi}_{r}} \parallel = 1$. The likelihood function for the mode shape vector is then given by [@bib30]$$\left. p({\hat{\mathbf{\psi}}}_{r,j} \middle| \mathbf{\theta},M) = c_{1}\ \exp\left( {- \frac{\mathbf{\psi}_{r}^{T}(\mathbf{I} - {\hat{\mathbf{\psi}}}_{r,j}{\hat{\mathbf{\psi}}}_{r,j}^{T})\mathbf{\psi}_{r}}{2\delta^{2} \parallel \mathbf{\psi}_{r} \parallel^{2}}} \right), \right.$$where **I** is the identity matrix of size $N_{o} \times N_{o}$ and $\delta^{2}$ denotes the prediction error variance (assumed to be equal for all $N_{m}$ modes).

Second, Eq. [(2)](#eq0010){ref-type="disp-formula"} is formulated for the squared eigenfrequencies, which yields$${\hat{\omega}}_{r,j}^{2} = \omega_{r}^{2} + e_{\omega_{r}^{2}}.$$Using again a Gaussian probability model with zero mean and prediction error variance $ɛ_{r}^{2}$ for the statistical description of the discrepancies between analytical and experimental eigenfrequencies, the likelihood function can be written as [@bib30]$$\left. p({\hat{\omega}}_{r,j}^{2} \middle| \mathbf{\theta},M) = c_{2}\ \exp\left\lbrack {- \frac{1}{2}\frac{{(\omega_{r}^{2}/{\hat{\omega}}_{r,j}^{2} - 1)}^{2}}{ɛ^{2}}} \right\rbrack, \right.$$where $ɛ^{2}$ denotes the prediction error variance of the normalized squared eigenfrequencies (again assumed to be equal for all $N_{m}$ modes).

Due to the assumed statistical independence between the mode shape vectors and the modal frequencies, between the different modes and between one data set to another, the resulting likelihood function can be written as$$\left. p(\mathbf{D} \middle| \mathbf{\theta},M) = c_{3}\ \exp\left( {- \frac{1}{2}\sum\limits_{j = 1}^{N_{s}}\sum\limits_{r = 1}^{N_{m}}\left\lbrack {\frac{{(\omega_{r}^{2}/{\hat{\omega}}_{r,j}^{2} - 1)}^{2}}{ɛ^{2}} + \frac{\mathbf{\psi}_{r}^{T}(\mathbf{I} - {\hat{\mathbf{\psi}}}_{r,j}{\hat{\mathbf{\psi}}}_{r,j}^{T})\mathbf{\psi}_{r}}{\delta^{2} \parallel \mathbf{\psi}_{r} \parallel^{2}}} \right\rbrack} \right). \right.$$In the following investigation, a quantitative assessment of those uncertainties that cannot be captured by model parameters is carried out and it is shown how these uncertainties are taking into account within the Bayesian model updating procedure. The focus will thereby be set on the parameters taking into account these uncertainties, namely the prediction error variances corresponding to the eigenvectors and squared, normalized eigenfrequencies.

4. Numerical example {#s0020}
====================

4.1. Problem statement {#s0025}
----------------------

As a numerical example a beam model as shown in [Fig. 1](#f0005){ref-type="fig"} has been chosen in order to quantitatively analyze the uncertainty by which the updating procedure is affected. The model used for structural model updating is a linear model with a nominal Young\'s modulus of $E = 9.45 \times 10^{7}\ N/m^{2}$, the density is given by the nominal value of $\rho = 1800\ {kg}/m^{3}$ and the nominal stiffness of the springs modeling the supports is assumed to be $c = 3.0 \times 10^{4}\ N/m$. The thicknesses of the plates forming the I-section of the beam are 9 mm for the flange and 5 mm for the web, respectively. The structure is clamped at the left end (visualized in [Fig. 1](#f0005){ref-type="fig"}) and six springs (where only the respective three front springs are visible) connect the structure to the ground. The FE-model involves a total number of 341 elements and 2247 degrees of freedom. It has been modeled within the FE-program MSC.Patran, where the structural matrices are imported into Matlab which is used for the analysis. The beam structure consists solely of quadrilateral (QUAD4) elements and for the springs CELAS2 elements are used.

Three cases of model updating are performed in the following which differ by the type of model which is used for simulating the reference data, i.e. the modal data:*Case*1.A linear model is used for generating the modal data set $(N_{s} = 1)$, which consists of $N_{m} = 5$ modes where the partial mode shape vectors have a length of $N_{o} = 129$. This model differs from the model employed for updating as described above solely by its values of the structural parameters. These deterministic parameter values are equal to $E = 9.0 \times 10^{7}\ N/m^{2}$, $\rho = 2000\ {kg}/m^{3}$ and $c = 2.0 \times 10^{4}\ N/m$. Due to the linearity of the model, the modal properties have been determined as the solution of the generalized eigenvalue problem.*Case*2.A slightly nonlinear model is used, with the model characteristics and structural parameters chosen as in case 1, where however the supports involve nonlinearities, i.e. the springs are only active when pressured. Hence, the structure itself is linear, but slight nonlinearities are present in the supports since there is no equivalence between the upper degree of freedom of the springs and the related degree of freedom of the beam structure. The values of $N_{s}$, $N_{m}$ and $N_{0}$ remain unchanged in comparison to case 1. The involved nonlinearity does not allow for a computation of the modal properties by solving the generalized eigenvalue problem as performed in case 1, but they are determined by mimicking experimental modal analysis [@bib32].For this purpose, two deterministic point loads are applied to the structure as shown in [Fig. 1](#f0005){ref-type="fig"}. These point loads form a sine-sweep excitation, where the frequency content is in the range from 0 to 12 Hz with a sweet rate of 2 Hz/min. The extracted modal frequencies are determined from the peaks of the resulting frequency response function of some observed node. The frequency of each of the maximum responses is taken as a natural frequency of that mode. Clearly, in this approach there is the underlying assumption that the response can be attributed to the respective one single mode, which is the case for the analyzed lowest, distinct modes.The mode shape vectors are defined as the displacement of the structure due to an excitation characterized by a frequency equal to one of the modal frequencies. Hence, for the purpose of identifying the mode shape vectors, the stationary responses of the structure due to periodic deterministic point loads (acting as shown in [Fig. 1](#f0005){ref-type="fig"}) with the frequency equal to each of the five identified modal frequencies are computed. For the determination of the mode shape vectors, the initial, static deflection of the beam due to self-load is subtracted from the response due to both periodic excitation and gravity load. The selection of the time instant when the response is judged as stationary is based on visual inspection of the responses due to the point loads with frequencies equal to the eigenfrequencies. [Fig. 3](#f0015){ref-type="fig"} shows as an example the response of one DOF due to a periodic, deterministic excitation with frequency equal to the first eigenfrequency. The time instant when the response is used for the determination of the mode shape is selected to be at $t = 20\ s$. In order to excite both bending and torsional modes, the relative phase between the load history of the two forces is set once to 0 and in the second case to $\pi$. The respective magnitudes of the point loads are 10 N and 15 N, respectively. Of course, the extracted modal properties are a function of the value of the applied load.*Case*3.The reference model in case 3 is the same as in case 2 where additionally the width *b* of the supports is considered, whose dimension is given by $b = 4\ {cm}$. This accounts for the fact that a supporting point is not one-dimensional, but it has a certain extent which leads to the observation of a slight tilting movement instead of a pure rotation of the beam around the supporting point. The differences in the boundary conditions of these three investigated cases are also shown in [Fig. 2](#f0010){ref-type="fig"}. The values of $N_{s}$, $N_{m}$ and $N_{0}$ are unchanged with respect to case 2. The modal properties are determined as described above for case 2.

In [Tables 1--3](#t0005 t0010 t0015){ref-type="table"} the comparison of the initial modal properties of the three cases is shown. The experimental values are obtained with the three deterministic models as described above and the analytical results refer to the initial, nominal model to be updated. These modal data are compared by means of (i) eigenfrequencies $\omega_{r}$ for $r = 1,\ldots,5$ obtained with the linear model to be employed for model updating and the modal frequencies of the three reference models ${\hat{\omega}}_{r}$ and (ii) the modal assurance criterion (MAC) of the first five modes defined by$${MAC}_{\mathit{rr}} = \frac{\left| {\hat{\mathbf{\psi}}}_{r}^{T}\mathbf{\psi}_{r}|^{2} \right.}{\left| {\hat{\mathbf{\psi}}}_{r}^{T}{\hat{\mathbf{\psi}}}_{r} \middle| \cdot \middle| \mathbf{\psi}_{r}^{T}\mathbf{\psi}_{r} \right|},\quad 0.0 \leq {MAC}_{r,r} \leq 1.0$$where a MAC-value of 1.0 expresses full correlation and a MAC-value of 0.0 arises in case of orthogonal vectors.

In this context it shall be noted that there are only minor differences in the results for modes 1--3. Hence, in this example these three modes are not sensitive with respect to the boundary conditions, or in other words, the modal properties of these three first modes contain no information about the boundary conditions of the model. This shows that the use of incomplete data within the model updating process might lead to the situation that the prior uncertainty of the parameters cannot be reduced remarkably if the used data do not contain the therefore necessary information.

4.2. Bayesian model updating {#s0030}
----------------------------

In order to express the prior knowledge about the parameter values, truncated Gaussian distributions with mean values equal to the nominal values and coefficients of variation of 10 percent are assigned to the Young\'s moduli and the densities, where for both properties two independent variables are used for the flange and the web of the beam. Uniform distributions within the bounds $c_{i} \sim U(\lbrack 1.5,\mspace{6mu} 4.5\rbrack \times 10^{4}\ N/m),\mspace{6mu} i = 1,2,3$ are used as prior PDFs for the stiffnesses of the supports, where two springs constituting one support *i* are fully correlated.

In order to update the initial knowledge about the seven uncertain parameters and hence to obtain the updated probability density functions, Eq. [(1)](#eq0005){ref-type="disp-formula"} has to be solved. This can be most efficiently carried out by applying advanced sampling algorithms, where the so-called transitional Markov Chain Monte Carlo algorithm [@bib33], a multilevel Metropolis-Hastings algorithm, is employed for the present example.

4.3. Updated structural parameters {#s0035}
----------------------------------

As a first step, the updated PDFs of the structural parameters are investigated, where scatter plots of the stiffness values of the 2 supports located at the longer side of the beam (see [Fig. 1](#f0005){ref-type="fig"}) are shown in [Figs. 4--6](#f0020 f0025 f0030){ref-type="fig"}. The prior and posterior samples of these two parameters are depicted for the three investigated cases as discussed above. These figures point out that for case 1, which is the linear case, true parameter values exist and therefore the posterior samples are concentrated around this reference point (depicted by the larger circle), while for cases 2 and 3 no true values exist due to the involved nonlinearity. However, also for the linear case, the solution is not unique and the posterior PDF reveals a certain dispersion (see [Fig. 4](#f0020){ref-type="fig"}), although the underlying modeling assumptions are the same for both models. The reason for this remaining uncertainty lies in the fact that the data used for updating are incomplete and therefore not only one single parameter vector constitutes the solution, but there is a set of identified parameters that forms the solution space for $\{ c_{2},\ c_{3}\}$. Hence, more than one solution point led to a model which can reproduce this subset of modal properties taken from the complete set of modal frequencies and mode shape vectors.

In case 2 ([Fig. 5](#f0025){ref-type="fig"}), the degree of nonlinearity affects only slightly the reference data used for model updating which results in posterior samples that express that values of these parameters in the upper, prior interval of $c_{3}$ are less probable. In other words, the reference data contain the information that parameter values in the upper region of the interval of the prior uniform distribution have small probabilities. With respect to the parameter $c_{2}$, there is little information contained in the available modal data for which reason posterior samples populate the full prior range. This figure shows that the posterior samples have a considerably higher dispersion if compared with case 1 which leads to the conclusion that the posterior prediction error variance is higher than in case 1.

The posterior samples of case 3 (see [Fig. 6](#f0030){ref-type="fig"}) show no clear difference to the prior samples since they cover the entire support of the prior PDF. Hence, since the springs are only active when pressured and due to the additionally considered widths of the supports there is no information about the constant stiffness values $\{ c_{2},\ c_{3}\}$ in the reference data and therefore no decrease of the prior uncertainty is obtained. This result leads to the conclusion that the model class is *unidentifiable*, which means that there exist an infinite number of most probable points. This classification of model classes into *identifiable* (there exists one global maximum of the posterior PDF), *locally identifiable* (there exists a finite number of local maxima) and *unidentifiable* model classes has been introduced in [@bib22; @bib23].

The first- and second-order statistics of all seven updated parameters are listed in [Tables 4 and 5](#t0020 t0025){ref-type="table"} and the correlation coefficients are visualized in [Figs. 7--9](#f0035 f0040 f0045){ref-type="fig"} for the three investigated cases. [Table 4](#t0020){ref-type="table"} shows that the posterior mean values of the two Young\'s moduli and the two densities exhibit negligible differences. Hence, as opposed to the spring stiffnesses, which are most affected by the fact that the reference data derives from models with locally concentrated nonlinearities at the supports, these parameters can be identified well for all the three cases. This conclusion is affirmed by the decrease from the prior to the posterior standard deviations ([Table 5](#t0025){ref-type="table"}), which is remarkably more pronounced for the first four parameters. In addition, this table also shows that the posterior scatter is larger with increasing case number which is due to the aforementioned nonlinearity which cannot be captured by the linear model. In case of the posterior correlation coefficients ([Figs. 7--9](#f0035 f0040 f0045){ref-type="fig"}), one can see that aside from the parameters 2 and 4 $(E_{flange}$ and $\rho_{flange}$) only negligible values appear. The correlation of $E_{flange}$ and $\rho_{flange}$ might be due to fact that the common increase of these two values has the biggest effect on the increase of the eigenfrequencies (the reference eigenfrequencies are always smaller in comparison to the eigenfrequencies of the initial model to be updated.)

In this context it shall also be mentioned that the posterior distribution is affected by the choice of the prior distribution. This distribution is a mean to incorporate initial knowledge about the uncertain parameters into the identification process and it is subjective in the sense that people with different experience may use different priors leading to broader ranges of the solution in case lesser amount of prior information is available. The selection can therefore be seen as part of the modeling process since also the model itself is affected by a certain amount of subjectivity of the designer. Hence, another choice of the prior would lead to a different solution where the degree of differences depends on the respective prior distribution. However, a large amount of data decreases the influence of the prior distribution on the posterior distribution which might lead---in the limiting case---to negligible differences in the posterior distribution (except in the regions with zero prior probability mass in case of e.g. regions outside the intervals of uniform distributions).

The posterior scatter of the PDFs is a qualitative indication of the remaining model uncertainties after incorporating the information contained in the data. A decrease in the standard deviation of the parameters indicates also a decrease of the involved model uncertainty since parameter values can be identified which lead to a smaller gap between the system output and the reference data. The effect of the reduction of initial uncertainty of the structural parameters on the posterior model uncertainty is investigated in the following. Hence, a quantitative assessment of the remaining model uncertainty after the updating process is carried out.

4.4. Quantification of model uncertainty {#s0040}
----------------------------------------

### 4.4.1. Eigenfrequencies {#s0045}

In [Figs. 10--12](#f0050 f0055 f0060){ref-type="fig"}, the prior (dashed-dotted line) and the posterior histograms (shaded bars) are shown exemplary for mode no. 5, where also the nominal and measured eigenfrequencies of the three cases are included in the figures. It can be observed that due to the incorporation of the information contained in the modal data, the prior distributions are shifted towards the reference values leading to a considerably better match. As already observed for the posterior structural parameter values, the distributions of the three cases show a larger prediction error variance with increasing degree of nonlinearity, which is visible through the scatter of the posterior histograms corresponding to the three investigated cases. The scatter of the eigenfrequencies corresponding to the updated structural parameters indicates by which degree of model uncertainties the updated numerical model is affected. Under the condition of the prior knowledge about the structural parameters and the information contained in the available data set, these remaining differences of the reference data and the computed output cannot be further reduced by changing the values of the structural parameters.

In order to analyze a possible bias in the model error, [Fig. 13](#f0065){ref-type="fig"} shows the differences $e_{\omega_{4}^{2}}$ of the fourth squared posterior eigenfrequencies with respect to the reference value (see Eq. [(5)](#eq0025){ref-type="disp-formula"}). The assumption that model output and reference data agree on average, can be confirmed for the linear case, i.e. for case 1, since the histogram of the model errors is centered at $E\lbrack e_{\omega_{4}^{2}}\rbrack = - 0.009$. For the two cases involving data from nonlinear models, a bias can be observed which is larger for the case with the higher degree of nonlinearity. For case 2, the mean value of the differences amounts to $E\lbrack e_{\omega_{4}^{2}}\rbrack = - 1.172$, and for case 3 to $E\lbrack e_{\omega_{4}^{2}}\rbrack = - 2.909$. When using the updated models for prediction, this bias and scatter of the prediction error has to be considered which has been achieved in recent publications by the so-called adjustment factor (see [@bib34; @bib27]).

Next, a statistical characterization of the variance $ɛ^{2}$ of the prediction error $e_{\omega^{2}}$, which is represented by one single random variable for all five modes (see Eq. [(6)](#eq0030){ref-type="disp-formula"}), is carried out. [Figs. 14--16](#f0070 f0075 f0080){ref-type="fig"} show the posterior prediction error variances stemming from the three cases. Theses figures represent a quantitative assessment of the variances of the model errors by which the posterior models are affected. If comparing the ranges of the histograms, it is clearly visible that the increasing degree of nonlinearity of the reference models leads to increasing model uncertainty and therefore increasing prediction error variances.

### 4.4.2. Eigenvectors {#s0050}

As a next step the effects of model uncertainties on the agreement of the eigenvectors is investigated. In [Figs. 17--19](#f0085 f0090 f0095){ref-type="fig"} the correlations of the five modes with the respective reference mode shape are plotted by means of the MAC-values. The figures show the histograms of the MAC-values corresponding to the prior (dashed-dotted lines) and the posterior samples (shaded bars). In addition, the MAC-values computed with the initial and measured modes are included in the figure (dashed lines). Again, the differences of the eigenvectors with the reference data become larger with increasing degree of nonlinearity. This effect arises especially in case 3 for mode no. 5 ([Fig. 19](#f0095){ref-type="fig"}), where the eigenvector of the model used for updating cannot be matched to the 5th mode shape of the nonlinear reference model, since all respective MAC-values are smaller than 0.3.

The fifth mode of the linear model used for model updating is characterized by a vibration in the *z*-direction while for the corresponding reference mode the torsion of the middle part of the front part is more pronounced with only a slight vibration in the *z*-direction (see [Figs. 20 and 21](#f0100 f0105){ref-type="fig"}). The different boundary conditions of the two models lead to the situation where no mode in the investigated frequency range can be matched to a corresponding analytical mode. It might be that the mode corresponding to a higher eigenfrequency can be paired to this fifth analytical mode which has however not been pursued in this approach due to thereby arising larger discrepancies in the eigenfrequencies. Hence, the differences between cases 2 and 3 lead to the appearance of additional modes in the analyzed frequency range for case 3. Under these conditions, the underlying model class does not allow for a change of the vibration characteristics in order to obtain a better agreement with the reference data. In addition, it shall be pointed out that the posterior histograms of all modes do not show considerable changes with respect to the prior histograms which means that the prior space of the linear model does not span the full solution space and no better agreement can be reached. This remaining gap to an optimal match characterized by ${MAC}_{r,r} = 1.0,\mspace{6mu} r = 1,\ldots,5$ cannot be decreased by parameter changes and reflects therefore the degree of posterior model uncertainty.

Finally, in [Fig. 22](#f0110){ref-type="fig"}, the bias of the model error corresponding to the eigenvectors is shown exemplary for DOF no. 129 of the fourth mode shape vector. The discrepancies $e_{\Psi_{4,129}}$ (see Eq. [(3)](#eq0015){ref-type="disp-formula"}) after performing model updating are shown for the 3 cases, where the solid line corresponds to case 1, the dashed line to case 2 and the dashed-dotted line represents the results of case 3. The assumption that the model is unbiased can be corroborated for case 1 $(E\lbrack e_{\Psi_{4,129}}\rbrack = - 1.8 \times 10^{- 5})$ however the histograms of cases 2 and 3 are shifted by $E\lbrack e_{\Psi_{4,129}}\rbrack = - 0.006$ and $E\lbrack e_{\Psi_{4,129}}\rbrack = 6.3 \times 10^{- 4}$, respectively.

5. Conclusions {#s0055}
==============

This paper has discussed the application of Bayesian model updating for dynamic systems using modal properties. This framework allows for an improvement of the numerical model by incorporating the information contained in the available data, where the focus of this paper was set on the investigation of the remaining uncertainty after performing model updating and on the approach to consider this type of uncertainty, i.e. the model uncertainties, in the updating process.

The quantification of model uncertainties is carried out by means of the prediction error which has been analyzed in context with updating a numerical model where the reference data derive from models affected by different degrees of nonlinearity. An assessment of the model uncertainties is carried out by investigating the remaining discrepancies of both eigenfrequencies and eigenvectors with respect to the reference data. It has been shown that these nonlinearities which cannot be captured by the structural parameters of the linear model used for model updating lead to larger prediction errors and hence larger prediction error variances. The results point out that an improvement of the prior model, which is conditional on the model class, can be achieved and that the prediction error variance provides a means for bridging this remaining gap between the reference data and the computed output. In addition, a quantitative appraisal of the bias of the models is performed which has to be considered when applying the updated model for prediction.
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###### 

Initial comparison of modal properties (case 1).

  Mode no.   $\omega_{r}$ (Hz)   ${\hat{\omega}}_{r}$ (Hz)   $\Delta\omega_{r}/{\hat{\omega}}_{r}$   ${MAC}_{r,r}$
  ---------- ------------------- --------------------------- --------------------------------------- ---------------
  1          2.45                2.26                        0.085                                   1.0000
  2          3.62                3.37                        0.074                                   0.9998
  3          4.58                4.19                        0.093                                   0.9995
  4          5.57                5.10                        0.092                                   0.9990
  5          6.28                5.70                        0.103                                   0.9980

###### 

Initial comparison of modal properties (case 2).

  Mode no.   $\omega_{r}$ (Hz)   ${\hat{\omega}}_{r}$ (Hz)   $\Delta\omega_{r}/{\hat{\omega}}_{r}$   ${MAC}_{r,r}$
  ---------- ------------------- --------------------------- --------------------------------------- ---------------
  1          2.45                2.24                        0.092                                   0.9874
  2          3.62                3.33                        0.087                                   0.9625
  3          4.58                3.95                        0.161                                   0.8771
  4          5.57                4.85                        0.149                                   0.9422
  5          6.28                5.70                        0.102                                   0.9253

###### 

Initial comparison of modal properties (case 3).

  Mode no.   $\omega_{r}$ (Hz)   ${\hat{\omega}}_{r}$ (Hz)   $\Delta\omega_{r}/{\hat{\omega}}_{r}$   ${MAC}_{r,r}$
  ---------- ------------------- --------------------------- --------------------------------------- ---------------
  1          2.45                2.28                        0.073                                   0.9977
  2          3.62                3.35                        0.081                                   0.9998
  3          4.58                4.05                        0.132                                   0.9245
  4          5.57                4.76                        0.170                                   0.9798
  5          6.28                5.68                        0.106                                   0.2212

###### 

Prior and posterior mean values for cases 1--3.

  No.   Parameter                                 Prior (cases 1--3)     Posterior (case 1)     Posterior (case 2)     Posterior (case 3)
  ----- ----------------------------------------- ---------------------- ---------------------- ---------------------- ----------------------
  1     $E_{web}\mspace{6mu}(N/m^{2})$            $9.47 \times 10^{7}$   $9.28 \times 10^{7}$   $9.28 \times 10^{7}$   $9.36 \times 10^{7}$
  2     $E_{flange}\mspace{6mu}(N/m^{2})$         $9.44 \times 10^{7}$   $8.66 \times 10^{7}$   $8.36 \times 10^{7}$   $8.32 \times 10^{7}$
  3     $\rho_{web}\mspace{6mu}({kg}/m^{3})$      $1.81 \times 10^{3}$   $1.93 \times 10^{3}$   $1.91 \times 10^{3}$   $1.86 \times 10^{3}$
  4     $\rho_{flange}\mspace{6mu}({kg}/m^{3})$   $1.80 \times 10^{3}$   $1.95 \times 10^{3}$   $1.99 \times 10^{3}$   $1.97 \times 10^{3}$
  5     $c_{1}\mspace{6mu}(N/m)$                  $2.99 \times 10^{4}$   $2.04 \times 10^{4}$   $2.94 \times 10^{4}$   $2.88 \times 10^{4}$
  6     $c_{2}\mspace{6mu}(N/m)$                  $2.99 \times 10^{4}$   $2.12 \times 10^{4}$   $2.32 \times 10^{4}$   $2.94 \times 10^{4}$
  7     $c_{3}\mspace{6mu}(N/m)$                  $2.98 \times 10^{4}$   $2.20 \times 10^{4}$   $1.92 \times 10^{4}$   $2.91 \times 10^{4}$

###### 

Prior and posterior standard deviations for cases 1--3.

  No.   Parameter                                 Prior (cases 1--3)     Posterior (case 1)     Posterior (case 2)     Posterior (case 3)
  ----- ----------------------------------------- ---------------------- ---------------------- ---------------------- ----------------------
  1     $E_{web}\mspace{6mu}(N/m^{2})$            $9.60 \times 10^{6}$   $7.89 \times 10^{6}$   $7.79 \times 10^{6}$   $9.25 \times 10^{6}$
  2     $E_{flange}\mspace{6mu}(N/m^{2})$         $9.39 \times 10^{6}$   $5.25 \times 10^{6}$   $5.62 \times 10^{6}$   $6.62 \times 10^{6}$
  3     $\rho_{web}\mspace{6mu}({kg}/m^{3})$      182.6                  129.0                  150.2                  173.6
  4     $\rho_{flange}\mspace{6mu}({kg}/m^{3})$   177.4                  120.5                  135.4                  156.4
  5     $c_{1}\mspace{6mu}(N/m)$                  $8.56 \times 10^{3}$   $2.66 \times 10^{3}$   $7.99 \times 10^{3}$   $8.27 \times 10^{3}$
  6     $c_{2}\mspace{6mu}(N/m)$                  $8.56 \times 10^{3}$   $3.67 \times 10^{3}$   $7.21 \times 10^{3}$   $8.78 \times 10^{3}$
  7     $c_{3}\mspace{6mu}(N/m)$                  $8.78 \times 10^{3}$   $3.97 \times 10^{3}$   $5.03 \times 10^{3}$   $8.39 \times 10^{3}$
