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Abstract
We look for dierential equations of the form
M
1X
i=0
ai(x)y
(i)(x) + N
1X
i=0
bi(x)y
(i)(x) +MN
1X
i=0
ci(x)y
(i)(x)
+(1− x2)y00(x) + [ − − ( +  + 2)x]y0(x) + n(n+  +  + 1)y(x) = 0
satised by the generalized Jacobi polynomials fP;;M;Nn (x)g1n=0 which are orthogonal on the interval [−1; 1] with respect
to the weight function
 ( +  + 2)
2++1 ( + 1) ( + 1)
(1− x)(1 + x) +M(x + 1) + N(x − 1);
where >−1, >−1, M>0 and N>0. We give explicit representations for the coecients fai(x)g1i=0, fbi(x)g1i=0 and
fci(x)g1i=0 and we show that this dierential equation is uniquely determined. For M 2+N 2> 0 the order of this dierential
equation is innite, except for  2 f0; 1; 2; : : :g or  2 f0; 1; 2; : : :g. Moreover, the order equals(
2 + 4 if M > 0; N = 0 and  2 f0; 1; 2; : : :g;
2 + 4 if M = 0; N > 0 and  2 f0; 1; 2; : : :g;
2 + 2 + 6 if M > 0; N > 0 and ;  2 f0; 1; 2; : : :g:
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1. Introduction
In [15] Koornwinder introduced the polynomials fP;;M;Nn (x)g1n=0 which are orthogonal on the
interval [− 1; 1] with respect to the weight function
 (+  + 2)
2++1 (+ 1) ( + 1)
(1− x)(1 + x) +M(x + 1) + N(x − 1);
where >−1, >−1, M>0 and N>0. We call these polynomials the generalized Jacobi polyno-
mials, but sometimes they are also referred to as the Jacobi-type polynomials. As a limit case he also
found the generalized Laguerre (or Laguerre-type) polynomials fL;Mn (x)g1n=0 which are orthogonal
on the interval [0;1) with respect to the weight function
1
 (+ 1)
xe−x +M(x);
where >−1 and M>0. These generalized Jacobi polynomials and generalized Laguerre polyno-
mials are related by the limit
L;Mn (x) = lim!1
P;;0;Mn

1− 2x


: (1)
In [9] we proved that for M > 0 the generalized Laguerre polynomials satisfy a unique dierential
equation of the form
M
1X
i=0
ai(x)y(i)(x) + xy00(x) + (+ 1− x)y0(x) + ny(x) = 0;
where fai(x)g1i=0 are continuous functions on the real line and fai(x)g1i=1 are independent of the
degree n. In [2] Bavinck found a new method to obtain the main result of [9]. This inversion
method was found in a similar way as was done in [6] in the case of generalizations of the Charlier
polynomials. See also [11] for more details. In [12] we used this inversion method to nd all
dierential equations of the form
M
1X
i=0
ai(x)y(i)(x) + N
1X
i=0
bi(x)y(i)(x)
+MN
1X
i=0
ci(x)y(i)(x) + xy00(x) + (+ 1− x)y0(x) + ny(x) = 0;
where the coecients fai(x)g1i=1, fbi(x)g1i=1 and fci(x)g1i=1 are independent of n and the coecients
a0(x), b0(x) and c0(x) are independent of x, satised by the Sobolev-type Laguerre polynomials
fL;M;Nn (x)g1n=0 which are orthogonal with respect to the inner product
hf; gi= 1
 (+ 1)
Z 1
0
xe−xf(x)g(x) dx +Mf(0)g(0) + Nf0(0)g0(0);
where >−1, M>0 and N>0. These Sobolev-type Laguerre polynomials fL;M;Nn (x)g1n=0 are gen-
eralizations of the generalized Laguerre polynomials fL;Mn (x)g1n=0. In fact, we have
L;M;0n (x) = L
;M
n (x):
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In this paper we will use the inversion formula found in [11] to nd dierential equations of the
form
M
1X
i=0
ai(x)y(i)(x) + N
1X
i=0
bi(x)y(i)(x) +MN
1X
i=0
ci(x)y(i)(x)
+(1− x2)y00(x) + [ − − (+  + 2)x]y0(x) + n(n+ +  + 1)y(x) = 0; (2)
where the coecients fai(x)g1i=1, fbi(x)g1i=1 and fci(x)g1i=1 are independent of n and the coe-
cients a0(x), b0(x) and c0(x) are independent of x, satised by the generalized Jacobi polynomials
fP;;M;Nn (x)g1n=0.
For = = 0, M > 0 and N > 0 the generalized Jacobi polynomials reduce to the Krall polyno-
mials studied by Littlejohn [20]. These Krall polynomials are generalizations of the Legendre-type
polynomials (= = 0 and N =M > 0) found by Krall [17,18]. See also [16]. In [20] it is shown
that the Krall polynomials satisfy a sixth-order dierential equation of the form (2). For >−1,
=0, M > 0 and N =0 or for =0, >−1, M =0 and N > 0 the generalized Jacobi polynomials
reduce to the Jacobi-type polynomials which satisfy a fourth-order dierential equation of the form
(2); see also [16{18].
We emphasize that the case  =  and N = M is special in the sense that we can also nd
dierential equations of the form
M
1X
i=0
di(x)y(i)(x) + (1− x2)y00(x)− 2(+ 1)xy0(x) + n(n+ 2+ 1)y(x) = 0; (3)
where the coecients fdi(x)g1i=1 are independent of n and d0(x) is independent of x, satised by the
symmetric generalized ultraspherical polynomials fP;;M;Mn (x)g1n=0. The Legendre type polynomials
for instance satisfy a fourth-order dierential equation of the form (3). See [16{18]. In [13] we found
all dierential equations of the form (3) satised by the polynomials fP;;M;Mn (x)g1n=0 for >−1
and M>0. In [10] we applied the special case  =  of the Jacobi inversion formula to solve the
systems of equations obtained in [13].
2. The main results
We look for all dierential equations of the form (2) satised by the generalized Jacobi polyno-
mials fP;;M;Nn (x)g1n=0. A representation of these orthogonal polynomials will be given in Section 5.
We emphasize that we demand that the coecients fai(x)g1i=1, fbi(x)g1i=1 and fci(x)g1i=1 are inde-
pendent of the degree n and that a0(x), b0(x) and c0(x) do not depend on x. Therefore we will use
the following notations:
a0(x) = a0(n; ; ); b0(x) = b0(n; ; ); c0(x) = c0(n; ; ); n= 0; 1; 2; : : :
and
ai(x) = ai(; ; x); bi(x) = bi(; ; x); ci(x) = ci(; ; x); i = 1; 2; 3; : : : :
We will apply a general theorem by Bavinck to prove that for >−1, > −1, M>0 and N>0
the polynomials fP;;M;Nn (x)g1n=0 satisfy a unique dierential equation of the form (2), where
a0(0; ; ) = 0; a0(n; ; ) = (+  + 2)
( + 3)n−1(+  + 3)n−1
(+ 1)n−1 (n− 1)! ; n= 1; 2; 3; : : : ; (4)
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b0(0; ; ) = 0; b0(n; ; ) = (+  + 2)
(+ 3)n−1(+  + 3)n−1
( + 1)n−1 (n− 1)! ; n= 1; 2; 3; : : : ; (5)
c0(0; ; ) = c0(1; ; ) = 0
and
c0(n; ; ) =
(+  + 2)2(+  + 3)
(+ 1)( + 1)
(+  + 4)n−1
(n− 1)!
(+  + 4)n−2
(n− 2)! ; n= 2; 3; 4; : : : : (6)
Further we will show that
ai(; ; x) =−(+  + 2)2i
i−1X
‘=0
(−1)‘ ( + 3)i−‘−1(− − 2)i−‘−1
(+ 1)i−‘−1 (i − ‘)! (i − ‘ − 1)! ‘!
 3F2
−‘; +  + 3;  + i − ‘ + 2
+ i − ‘; i − ‘ + 1
 1

x + 1
2
‘+1
(7)
and
bi(; ; x) = (+  + 2)(−2)i
i−1X
‘=0
(+ 3)i−‘−1(−− 2)i−‘−1
( + 1)i−‘−1 (i − ‘)! (i − ‘ − 1)! ‘!
 3F2
−‘; +  + 3; + i − ‘ + 2
 + i − ‘; i − ‘ + 1
 1

x − 1
2
‘+1
(8)
for i = 1; 2; 3; : : : and that
c1(; ; x) = 0 and ci(; ; x) = c
(1)
i (; ; x) + c
(2)
i (; ; x); i = 2; 3; 4; : : : ; (9)
where for i = 2; 3; 4; : : :
c(1)i (; ; x) =−
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)i
(x2 − 1)2i−2

i−2X
‘=0
(−1)‘ ( + 3)i−‘−2(−−  − 3)i−‘−2
(i − ‘ − 1)! (i − ‘ − 2)! ‘! (i − ‘ − 1)!
 4F3
−‘; +  + 5; +  + 4;  + i − ‘ + 1
 + 3; i − ‘; i − ‘
 1

x + 1
2
‘+1
(10)
and
c(2)i (; ; x) =
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)i
(x2 − 1)(−2)i−2

i−2X
‘=0
(+ 3)i−‘−2(−−  − 3)i−‘−2
(i − ‘ − 1)! (i − ‘ − 2)! ‘! (i − ‘ − 1)!
 4F3
−‘; +  + 5; +  + 4; + i − ‘ + 1
+ 3; i − ‘; i − ‘
 1

x − 1
2
‘+1
: (11)
Note that we have
ai(; ; x) = (−1)ibi(; ;−x); i = 1; 2; 3; : : : (12)
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and
c(1)i (; ; x) = (−1)ic(2)i (; ;−x); i = 2; 3; 4; : : : : (13)
Finally we will show that for >−1, >−1 and M 2 + N 2> 0 the order of the dierential
equation (2) will be innite in general. Only for nonnegative integer values of  or  nite order
can occur. Moreover, the order of the dierential equation equals8<
:
2 + 4 if M > 0; N = 0 and  2 f0; 1; 2; : : :g;
2+ 4 if M = 0; N > 0 and  2 f0; 1; 2; : : :g;
2+ 2 + 6 if M > 0; N > 0 and ;  2 f0; 1; 2; : : :g:
In fact, we will show that
ai(; ; x) = 0; i > 2 + 4 if  2 f0; 1; 2; : : :g; (14)
bi(; ; x) = 0; i > 2+ 4 if  2 f0; 1; 2; : : :g (15)
and
ci(; ; x) = 0; i > 2+ 2 + 6 if ;  2 f0; 1; 2; : : :g: (16)
Further we have
a2+4(; ; x) =− 1(+ 1)+1
(x2 − 1)+2
( + 2)!
;  2 f0; 1; 2; : : :g; (17)
b2+4(; ; x) =− 1( + 1)+1
(x2 − 1)+2
(+ 2)!
;  2 f0; 1; 2; : : :g (18)
and
c2+2+6(; ; x) =− +  + 2(+ 1)( + 1)
(x2 − 1)++3
(+  + 1)!(+  + 3)!
; ;  2 f0; 1; 2; : : :g: (19)
3. The classical Jacobi polynomials
In this section we list the denitions and some properties of the classical Jacobi polynomials
which we will use in this paper. For details the reader is referred to [7,14,23].
The classical Jacobi polynomials fP(;)n (x)g1n=0 can be dened by
P(;)n (x) =
nX
k=0
(n+ +  + 1)k
k!
(+ k + 1)n−k
(n− k)!

x − 1
2
k
; n= 0; 1; 2; : : : (20)
= (−1)n
nX
k=0
(−n− k − − )k
k!
(−n− )n−k
(n− k)!

x − 1
2
k
; n= 0; 1; 2; : : : (21)
for all  and . The Jacobi polynomials satisfy the symmetry relation
P(;)n (x) = (−1)nP(;)n (−x); n= 0; 1; 2; : : : (22)
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From (20) and (22) we easily nd for n= 0; 1; 2; : : :
P(;)n (1) =
(+ 1)n
n!
and P(;)n (−1) = (−1)n
( + 1)n
n!
(23)
and
DiP(;)n (x) =
(n+ +  + 1)i
2i
P(+i; +i)n−i (x); i = 0; 1; 2; : : : ; n; (24)
where D = d=dx denotes the dierentiation operator. These Jacobi polynomials satisfy the linear
second-order dierential equation
(1− x2)y00(x) + [ − − (+  + 2)x]y0(x) + n(n+ +  + 1)y(x) = 0: (25)
By using the denition (20) and the symmetry relation (22) it is not very dicult to derive the
following relations:
P(+1; )n (x)− P(;+1)n (x) = P(+1; +1)n−1 (x); n= 1; 2; 3; : : : ; (26)
nP(;)n (x)− (n+ )P(;+1)n−1 (x) = (x − 1)DP(;)n (x); n= 1; 2; 3; : : : ; (27)
nP(;)n (x) + (n+ )P
(+1; )
n−1 (x) = (x + 1)DP
(;)
n (x); n= 1; 2; 3; : : : ; (28)
(n+ + 1)P(;)n (x)− (+ 1)P(+1; )n (x) = (n+ )

x − 1
2

P(+2; )n−1 (x); n= 1; 2; 3; : : : (29)
and
(n+  + 1)P(;)n (x)− ( + 1)P(;+1)n (x) = (n+ )

x + 1
2

P(;+2)n−1 (x); n= 1; 2; 3; : : : : (30)
Note that the dierential equation (25) implies that
n(n+ +  + 1)P(;)n (x)− [( + 1)(x − 1) + (+ 1)(x + 1)]DP(;)n (x)
=(x2 − 1)D2P(;)n (x); n= 0; 1; 2; : : : : (31)
By using Leibniz’ rule we also have for n= 0; 1; 2; : : : and i = 0; 1; 2; : : :
(1− x2)Di+2P(;)n (x) + [ − − (+  + 2i + 2)x]Di+1P(;)n (x)
+ (n− i)(n+ +  + i + 1)DiP(;)n (x) = 0: (32)
4. Some inversion, summation and transformation formulas
In this section we will give some inversion formulas which we will need in this paper. Further we
derive some summation formulas which we will use. Finally, we give two transformation formulas
which will be used in Section 8 of this paper.
Let >−1 and >−1.
In this paper we have to deal with systems of equations of the form
1X
i=1
Ai(x)DiP(;)n (x) = Fn(x); n= 1; 2; 3; : : : ; (33)
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where the coecients fAi(x)g1i=1 are independent of n. In [11] we have shown that this system of
equations has a unique solution given by
Ai(x) = 2i
iX
j=1
+  + 2j + 1
(+  + j + 1)i+1
P(−−i−1;−−i−1)i−j (x)Fj(x); i = 1; 2; 3; : : : : (34)
We will also need a variant of this inversion formula. In a similar way we may also conclude
that a system of equations of the form
1X
i=0
Bi(x)DiP(;)n (x) = Gn(x); n= 0; 1; 2; : : : ; (35)
where the coecients fBi(x)g1i=0 are independent of n has a unique solution given by
Bi(x) = 2i
iX
j=0
+  + 2j + 1
(+  + j + 1)i+1
P(−−i−1;−−i−1)i−j (x)Gj(x); i = 0; 1; 2; : : : : (36)
The case +  + 1 = 0 must be understood by continuity.
Let N denote a positive integer. Now we consider the (N  N )-matrix A dened by
A= (aij)Ni; j=1 with aij =
8<
:
i; i = j;
z; i = j + 1;
0; otherwise:
(37)
Since det(A) = N ! 6= 0 this matrix is invertible for every z. One can show that its inverse is given
by
A−1 = B= (bij)Ni; j=1 with bij =
8<
:
(−1)i−j(j − 1)! zi−j
i!
; i>j;
0; i < j:
(38)
We also need the following matrix inverse. Let N denote a positive integer again and consider
the (N  N )-matrix A dened by
A= (aij)Ni; j=1 with aij =
8>><
>>:
i(i + 1); i = j;
2ix; i = j + 1;
x2 − 1; i = j + 2;
0; otherwise:
(39)
Since det(A)=N ! (N +1)! 6= 0 this matrix is invertible for every x. It can be shown that its inverse
is given by
A−1 = B= (bij)Ni; j=1
with
bij =
8<
:
(−1)i−j(j − 1)! [(x + 1)i−j+1 − (x − 1)i−j+1]
2(i + 1)!
; i>j;
0; i < j:
(40)
We will also need the well-known Vandermonde summation formula
2F1
−n; a
b
 1

=
(b− a)n
(b)n
; (b)n 6= 0; n= 0; 1; 2; : : : ; (41)
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which can be found in [1,22] for instance. We also need the following summation formulas:
Fn(a; b) =
nX
k=0
(a)k(b)k
(b− a+ 1)k k! (b+ 2k) (42)
=
(a+ 1)n(b)n+1
(b− a+ 1)n n! ; n= 0; 1; 2; : : : (43)
and
nX
k=0
(−n)k(a)k(b)k(c)k
(b+ n+ 1)k(b− a+ 1)k(b− c + 1)k k! (b+ 2k)
=
(b)n+1(b− a− c + 1)n
(b− a+ 1)n(b− c + 1)n ; n= 0; 1; 2; : : : : (44)
Formula (43) can easily be proved by using mathematical induction. Formula (44) can be proved
by using the well-known summation formula for a terminating well-poised 5F4:
5F4
 
−n; a; b; c; 12b+ 1
b+ n+ 1; b− a+ 1; b− c + 1; 12b
 1
!
=
(b+ 1)n(b− a− c + 1)n
(b− a+ 1)n(b− c + 1)n ; n= 0; 1; 2; : : : :
This formula can be found in [1,22] for instance. Note that (43) follows from (44) by setting
c = b+ n+ 1.
Finally, we will need the following transformation formula (see, for instance, [21, Section 9:1,
formula (34)]):
4F3

a; b; c; p
d; e; q
 z

=
1X
n=0
(−1)n (a)n(b)n(c)n(q− p)n
(d)n(e)n(q)n n!
zn
 3F2

n+ a; n+ b; n+ c
n+ d; n+ e
 z

; Re(z)<
1
2
: (45)
As a special case we also have
3F2

a; b; p
c; q
 z

=
1X
n=0
(−1)n (a)n(b)n(q− p)n
(c)n(q)n n!
zn 2F1

n+ a; n+ b
n+ c
 z

; Re(z)<
1
2
: (46)
5. The generalized Jacobi polynomials
Let >−1; >−1; M>0 and N>0. In [15] it is shown that the generalized Jacobi polynomials
fP;M;Nn (x)g1n=0 can be written as
P;M;Nn (x) = P
(;)
n (x) +MQ
(;)
n (x) + NR
(;)
n (x) +MNS
(;)
n (x); n= 0; 1; 2; : : : ; (47)
where
Q(;)0 (x) = R
(;)
0 (x) = S
(;)
0 (x) = 0
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and for n= 1; 2; 3; : : :
Q(;)n (x) =
( + 2)n−1(+  + 2)n−1
(+ 1)n n!
[n(n+ +  + 1)P(;)n (x)− ( + 1)(x − 1)DP(;)n (x)]; (48)
R(;)n (x) =
(+ 2)n−1(+  + 2)n−1
( + 1)n n!
[n(n+ +  + 1)P(;)n (x)− (+ 1)(x + 1)DP(;)n (x)] (49)
and
S(;)n (x) =
1
(+ 1)( + 1)
(+  + 2)n(+  + 2)n−1
n! (n− 1)!
[n(n+ +  + 1)P(;)n (x)− f( + 1)(x − 1) + (+ 1)(x + 1)gDP(;)n (x)]: (50)
First of all we remark that the generalized Jacobi polynomials satisfy the symmetry relation
(see [15])
P;;M;Nn (x) = (−1)nP;;N;Mn (−x); n= 0; 1; 2; : : : ; (51)
which implies that
Q(;)n (x) = (−1)nR(;)n (−x); n= 0; 1; 2; : : : (52)
and
S (;)n (x) = (−1)nS (;)n (−x); n= 0; 1; 2; : : : :
From (48) and (49) it follows that
Q(;)n (1) =
( + 2)n−1(+  + 2)n
(+ 1)n (n− 1)! P
(;)
n (1); n= 1; 2; 3; : : : (53)
and
R(;)n (−1) =
(+ 2)n−1(+  + 2)n
( + 1)n (n− 1)! P
(;)
n (−1); n= 1; 2; 3; : : : : (54)
These two formulas will be used in the next section.
Now we use (26){(28) to obtain for n= 1; 2; 3; : : :
n(n+ +  + 1)P(;)n (x)− ( + 1)(x − 1)DP(;)n (x)
=(n+ )[nP(;)n (x) + ( + 1)P
(;+1)
n−1 (x)]
=(n+ )[nP(−1; +1)n (x) + (n+  + 1)P
(;+1)
n−1 (x)]
=(n+ )(x + 1)DP(−1; +1)n (x):
Hence from (48) we obtain the following representations for Q(;)n (x):
Q(;)n (x) =
( + 2)n−1(+  + 2)n−1
(+ 1)n−1 n!
[nP(;)n (x) + ( + 1)P
(;+1)
n−1 (x)] (55)
=
( + 2)n−1(+  + 2)n−1
(+ 1)n−1 n!
(x + 1)DP(−1; +1)n (x) (56)
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for n= 1; 2; 3; : : : : In a similar way from (49) or by using the symmetry relation (52) we nd the
following representations for R(;)n (x):
R(;)n (x) =
(+ 2)n−1(+  + 2)n−1
( + 1)n−1 n!
[nP(;)n (x)− (+ 1)P(+1; )n−1 (x)] (57)
=
(+ 2)n−1(+  + 2)n−1
( + 1)n−1 n!
(x − 1)DP(+1; −1)n (x) (58)
for n= 1; 2; 3; : : : :
And if we use (31) we easily nd from (50) that
S (;)n (x) =
1
(+ 1)( + 1)
(+  + 2)n(+  + 2)n−1
n! (n− 1)! (x
2 − 1)D2P(;)n (x); n= 1; 2; 3; : : : :
(59)
Note that the representations (55) and (57) imply that for n= 1; 2; 3; : : : we have
Q(;)n (x) =
nX
k=0
q(;)n; k P
(;)
k (x) with q
(;)
n;n =
( + 2)n−1(+  + 2)n−1
(+ 1)n−1 (n− 1)! (60)
and
R(;)n (x) =
nX
k=0
r(;)n; k P
(;)
k (x) with r
(;)
n;n =
(+ 2)n−1(+  + 2)n−1
( + 1)n−1 (n− 1)! : (61)
By using (27) and (28) we also nd from (50) that for n= 1; 2; 3; : : : we have
S (;)n (x) =
nX
k=0
s(;)n; k P
(;)
k (x)
with
s(;)n;n =
n(n− 1)
(+ 1)( + 1)
(+  + 2)n(+  + 2)n−1
n! (n− 1)! : (62)
6. The existence and uniqueness of the dierential equation and the ‘eigenvalue’ coecients
First of all we set
n = n(n+ +  + 1); n= 0; 1; 2; : : : ;
which implies that 0 = 0 and
n − n−1 = 2n+ + ; n= 1; 2; 3; : : : : (63)
In [4] Bavinck proved a theorem concerning dierential or dierence equations satised by
certain orthogonal polynomials. This result can be applied to the generalized Jacobi polynomials
fP;M;Nn (x)g1n=0. In that case for >−1; > − 1; M>0 and N>0 his result reads as follows:
Theorem (Bavinck [4]). If
P(;)n (1) 6= 0 and P(;)n (−1) 6= 0; n= 0; 1; 2; : : : (64)
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and
P(;)n (1) +MQ
(;)
n (1) 6= 0 and P(;)n (−1) + NR(;)n (−1) 6= 0; n= 0; 1; 2; : : : ; (65)
then the generalized Jacobi polynomials given by (47) satisfy a unique dierential equation of the
form (2); where
a0(0; ; ) = b0(0; ; ) = c0(0; ; ) = 0;
a0(n; ; ) =
nX
j=1
(j − j−1)q(;)j; j ; n= 1; 2; 3; : : : ;
b0(n; ; ) =
nX
j=1
(j − j−1)r(;)j; j ; n= 1; 2; 3; : : :
and
c0(n; ; ) =
nX
j=1
(j − j−1)s(;)j; j ; n= 1; 2; 3; : : : ;
with q(;)j; j ; r
(;)
j; j and s
(;)
j; j given by (60); (61) and (62); respectively.
Since > − 1; > − 1; P(;)0 (x) = 1 and Q(;)0 (x) = R(;)0 (x) = 0 it easily follows from (23)
that condition (64) is satised. Since also M>0 and N>0 we conclude, by using (53) and (54),
that condition (65) is satised too.
By using (60){(63) we nd that
a0(n; ; ) =
nX
j=1
( + 2)j−1(+  + 2)j−1
(+ 1)j−1 (j − 1)! (2j + + ); n= 1; 2; 3; : : : ;
b0(n; ; ) =
nX
j=1
(+ 2)j−1(+  + 2)j−1
( + 1)j−1 (j − 1)! (2j + + ); n= 1; 2; 3; : : : ;
c0(1; ; ) = 0 and
c0(n; ; ) =
(+  + 2)2
(+ 1)( + 1)
nX
j=2
(+  + 3)j−1
(j − 1)!
(+  + 3)j−2
(j − 2)! (2j + + ); n= 2; 3; 4; : : : :
Note that
a0(n; ; ) =
n−1X
k=0
( + 2)k(+  + 2)k
(+ 1)k k!
(2k + +  + 2) = Fn−1( + 2; +  + 2);
n= 1; 2; 3; : : : ;
b0(n; ; ) =
n−1X
k=0
(+ 2)k(+  + 2)k
( + 1)k k!
(2k + +  + 2) = Fn−1(+ 2; +  + 2);
n= 1; 2; 3; : : :
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and since (k + 1)! = (2)k ; k = 0; 1; 2; : : :
c0(n; ; ) =
(+  + 2)2(+  + 3)
(+ 1)( + 1)
n−2X
k=0
(+  + 3)k(+  + 4)k
(2)k k!
(2k + +  + 4)
=
(+  + 2)2(+  + 3)
(+ 1)( + 1)
Fn−2(+  + 3; +  + 4); n= 2; 3; 4; : : : ;
where Fn(a; b) is given by (42). Now we use the summation formula (43) to obtain (4){(6).
7. The computation of the other coecients
First of all we remark that the symmetry relation (51) implies that
a0(n; ; ) = b0(n; ; ) and c0(n; ; ) = c0(n; ; ); n= 0; 1; 2; : : : (66)
and
ai(; ; x) = (−1)ibi(; ;−x) and ci(; ; x) = (−1)ici(; ;−x); i = 1; 2; 3; : : : :
Hence we have (12). Note that in the preceding section we have already determined the ‘eigenvalue’
coecients a0(n; ; ), b0(n; ; ) and c0(n; ; ). From (4){(6) it is clear that (66) is satised.
In order to compute the other coecients fai(x)g1i=1; fbi(x)g1i=1 and fci(x)g1i=1 we set y(x) =
P;;M;Nn (x) in the dierential equation (2) and use (47) and the fact that the classical Jacobi poly-
nomials satisfy the dierential equation (25) to obtain for n= 0; 1; 2; : : :
M
1X
i=0
ai(x)Di[P(;)n (x) +MQ
(;)
n (x) + NR
(;)
n (x) +MNS
(;)
n (x)]
+N
1X
i=0
bi(x)Di[P(;)n (x) +MQ
(;)
n (x) + NR
(;)
n (x) +MNS
(;)
n (x)]
+MN
1X
i=0
ci(x)Di[P(;)n (x) +MQ
(;)
n (x) + NR
(;)
n (x) +MNS
(;)
n (x)]
+M [(1− x2)D2Q(;)n (x) + [ − − (+  + 2)x]DQ(;)n (x) + n(n+ +  + 1)Q(;)n (x)]
+N [(1− x2)D2R(;)n (x) + [ − − (+  + 2)x]DR(;)n (x) + n(n+ +  + 1)R(;)n (x)]
+MN [(1− x2)D2S (;)n (x) + [ − − (+  + 2)x]DS (;)n (x)
+ n(n+ +  + 1)S (;)n (x)] = 0: (67)
Since P(;)0 (x)=1; Q
(;)
0 (x)=R
(;)
0 (x)= S
(;)
0 (x)=0 and a0(0; ; )= b0(0; ; )= c0(0; ; )=0 this
is trivially true for n= 0.
Now we use (55), (57) and (26) to nd for n= 1; 2; 3; : : :
Q(;)n (x) =
( + 2)n−1(+  + 2)n−1
(+ 1)n−1 n!
[(n+  + 1)P(;)n (x)− ( + 1)P(−1; +1)n (x)]
and
R(;)n (x) =
(+ 2)n−1(+  + 2)n−1
( + 1)n−1 n!
[(n+ + 1)P(;)n (x)− (+ 1)P(+1; −1)n (x)]:
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By using these representations, (32) and (24) we nd that
(1− x2)D2Q(;)n (x) + [ − − (+  + 2)x] DQ(;)n (x) + n(n+ +  + 1)Q(;)n (x)
=− ( + 1)n(+  + 2)n−1
(+ 1)n−1 n!
[(1− x2)D2P(−1; +1)n (x)
+ [ − − (+  + 2)x] DP(−1; +1)n (x)
+ n(n+ +  + 1)P(−1; +1)n (x)]
=
( + 1)n(+  + 2)n−1
(+ 1)n−1 n!
2DP(−1; +1)n (x)
=
( + 1)n(+  + 2)n
(+ 1)n−1 n!
P(;+2)n−1 (x); n= 1; 2; 3; : : :
and similarly
(1− x2)D2R(;)n (x) + [ − − (+  + 2)x] DR(;)n (x) + n(n+ +  + 1)R(;)n (x)
=− (+ 1)n(+  + 2)n
( + 1)n−1 n!
P(+2; )n−1 (x); n= 1; 2; 3; : : : :
Finally we have
D[(x2 − 1)D2P(;)n (x)] = (x2 − 1)D3P(;)n (x) + 2xD2P(;)n (x); n= 0; 1; 2; : : :
and
D2[(x2 − 1)D2P(;)n (x)] = (x2 − 1)D4P(;)n (x) + 4xD3P(;)n (x) + 2D2P(;)n (x); n= 0; 1; 2; : : : ;
which implies by using (32) that
(1− x2)D2[(x2 − 1)D2P(;)n (x)] + [ − − (+  + 2)x] D[(x2 − 1)D2P(;)n (x)]
+ n(n+ +  + 1)(x2 − 1)D2P(;)n (x)
=(x2 − 1)[(1− x2)D4P(;)n (x) + [ − − (+  + 6)x] D3P(;)n (x)
+ (n− 2)(n+ +  + 3)D2P(;)n (x)]
+2[( + 1)(x − 1)− (+ 1)(x + 1)]D2P(;)n (x)
=2[( + 1)(x − 1)− (+ 1)(x + 1)]D2P(;)n (x); n= 0; 1; 2; : : : :
Hence by using (59) we nd that
(1− x2)D2S (;)n (x) + [ − − (+  + 2)x] DS (;)n (x) + n(n+ +  + 1)S (;)n (x)
=
2
(+ 1)( + 1)
(+  + 2)n
n!
(+  + 2)n−1
(n− 1)!
[( + 1)(x − 1)− (+ 1)(x + 1)]D2P(;)n (x); n= 1; 2; 3; : : : :
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Since we demand that the dierential equation (2) must hold for all M>0 and N>0 we view
the left-hand side of (67) as a polynomial in M and N and conclude that all coecients of this
polynomial must be equal to zero, hence we derive the following eight systems of equations:
M : S1 = 0; MN : S5 = 0;
M 2: S2 = 0; M 2N : S6 = 0;
N : S3 = 0; MN 2: S7 = 0;
N 2: S4 = 0; M 2N 2: S8 = 0;
where n= 1; 2; 3; : : : and
S1 =
1X
i=0
ai(x)DiP(;)n (x) +
( + 1)n(+  + 2)n
(+ 1)n−1 n!
P(;+2)n−1 (x);
S2 =
1X
i=0
ai(x)DiQ(;)n (x);
S3 =
1X
i=0
bi(x)DiP(;)n (x)−
(+ 1)n(+  + 2)n
( + 1)n−1 n!
P(+2; )n−1 (x);
S4 =
1X
i=0
bi(x)DiR(;)n (x);
S5 =
1X
i=0
ai(x)DiR(;)n (x) +
1X
i=0
bi(x)DiQ(;)n (x) +
1X
i=0
ci(x)DiP(;)n (x)
+
2
(+ 1)( + 1)
(+  + 2)n
n!
(+  + 2)n−1
(n− 1)!
[( + 1)(x − 1)− (+ 1)(x + 1)]D2P(;)n (x);
S6 =
1X
i=0
ai(x)DiS (;)n (x) +
1X
i=0
ci(x)DiQ(;)n (x);
S7 =
1X
i=0
bi(x)DiS (;)n (x) +
1X
i=0
ci(x)DiR(;)n (x)
and
S8 =
1X
i=0
ci(x)DiS (;)n (x):
By using (55) it follows from S1 = 0 and S2 = 0 that
1X
i=0
ai(x)DiP
(;+1)
n−1 (x) =
( + 2)n−1(+  + 2)n
(+ 1)n−1 (n− 1)! P
(;+2)
n−1 (x); n= 1; 2; 3; : : : :
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In view of (4) this is trivial for n= 1. Hence, by shifting n and using (4) and (30) we obtain
1X
i=1
ai(x)DiP(;+1)n (x)
=
( + 2)n(+  + 2)n+1
(+ 1)n n!
P(;+2)n (x)− a0(n+ 1; ; )P(;+1)n (x)
=
( + 2)n(+  + 2)n+1
(+ 1)n n!
P(;+2)n (x)−
( + 3)n(+  + 2)n+1
(+ 1)n n!
P(;+1)n (x)
=
( + 3)n−1(+  + 2)n+1
(+ 1)n n!
[( + 2)P(;+2)n (x)− (n+  + 2)P(;+1)n (x)]
=− ( + 3)n−1(+  + 2)n+1
(+ 1)n n!
(n+ )

x + 1
2

P(;+3)n−1 (x)
=− (+  + 2)

x + 1
2

( + 3)n−1(+  + 3)n
(+ 1)n−1 n!
P(;+3)n−1 (x); n= 1; 2; 3; : : : :
Note that this system of equations has the form (33). Hence by using (34) we conclude that
ai(; ; x) =−(+  + 2)

x + 1
2

2i

iX
j=1
+  + 2j + 2
(+  + j + 2)i+1
( + 3)j−1(+  + 3)j
(+ 1)j−1 j!
P(−−i−1;−−i−2)i−j (x)P(;+3)j−1 (x); i = 1; 2; 3; : : : :
In the same way we obtain from S3 = 0 and S4 = 0 by using (57), (5), (29), (33) and (34)
bi(; ; x) =−(+  + 2)

x − 1
2

2i

iX
j=1
+  + 2j + 2
(+  + j + 2)i+1
(+ 3)j−1(+  + 3)j
( + 1)j−1 j!
P(−−i−2;−−i−1)i−j (x)P(+3; )j−1 (x); i = 1; 2; 3; : : : ;
but this is not really necessary in view of (12).
In order to prove (8) we apply the denition (21) to P(−−i−2;−−i−1)i−j−1 (x) and the denition (20) to
P(+3; )j (x) to nd by changing the order of summations and by using the summation formula (44):
iX
j=1
+  + 2j + 2
(+  + j + 2)i+1
(+ 3)j−1(+  + 3)j
( + 1)j−1 j!
P(−−i−2;−−i−1)i−j (x)P
(+3; )
j−1 (x)
=
i−1X
j=0
+  + 2j + 4
(+  + j + 3)i+1
(+ 3)j(+  + 3)j+1
( + 1)j (j + 1)!
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(−1)i−j−1
i−j−1X
k=0
(+  + i + j − k + 4)k
k!
(+ j + 3)i−j−k−1
(i − j − k − 1)!

x − 1
2
k

jX
m=0
(+  + j + 4)m
m!
(+ m+ 4)j−m
(j − m)!

x − 1
2
m
=
i−1X
j=0
i−j−1X
k=0
jX
m=0
(+  + 2j + 4)(−1)i−j−1

x − 1
2
k+m
 (+ 3)i−k−1(+  + 3)j+m+1(+ m+ 4)j−m
(+  + j + 3)i−k+1( + 1)j (j + 1)! k! (i − j − k − 1)!m! (j − m)!
=
i−1X
k=0
i−k−1X
m=0
i−k−m−1X
j=0
(+  + 2j + 2m+ 4)(−1)i−j−m−1

x − 1
2
k+m
 (+ 3)i−k−1(+  + 3)j+2m+1(+ m+ 4)j
(+  + j + m+ 3)i−k+1( + 1)j+m (j + m+ 1)! k! (i − j − k − m− 1)!m! j!
=
i−1X
k=0
i−k−1X
m=0
(+ 3)i−k−1(+  + 3)2m+1
(+  + m+ 3)i−k+1( + 1)m (m+ 1)! k! (i − k − m− 1)!m!
(−1)i−m−1

x − 1
2
k+m

i−k−m−1X
j=0
(−i + k + m+ 1)j(+  + 2m+ 4)j(+ m+ 4)j(+  + m+ 3)j
(+  + i − k + m+ 4)j( + m+ 1)j(m+ 2)jj!
(+  + 2j + 2m+ 4)
=
i−1X
k=0
i−k−1X
m=0
(+ 3)i−k−1(+  + 3)2m+1
(+  + m+ 3)i−k+1( + 1)m (m+ 1)! k! (i − k − m− 1)!m!
(+  + 2m+ 4)i−k−m(−− 2)i−k−m−1
( + m+ 1)i−k−m−1(m+ 2)i−k−m−1
(−1)i−m−1

x − 1
2
k+m
=
i−1X
k=0
i−k−1X
m=0
(−1)i−m−1 (+ 3)i−k−1(+  + 3)m(−− 2)i−k−m−1
( + 1)i−k−1 (i − k)! k! (i − k − m− 1)!m!

x − 1
2
k+m
=
i−1X
m=0
i−1X
‘=m
(−1)i−m−1 (+ 3)i−‘−1+m(+  + 3)m(−− 2)i−‘−1
( + 1)i−‘−1+m (i − ‘ + m)! (‘ − m)! (i − ‘ − 1)!m!

x − 1
2
‘
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=(−1)i−1
i−1X
‘=0
(+ 3)i−‘−1(−− 2)i−‘−1
( + 1)i−‘−1 (i − ‘)! ‘! (i − ‘ − 1)!

x − 1
2
‘

‘X
m=0
(−‘)m(+ i − ‘ + 2)m(+  + 3)m
( + i − ‘)m(i − ‘ + 1)m m! ; i = 1; 2; 3; : : : :
Hence
i(; ; x) = (+  + 2)(−2)i
i−1X
‘=0
(+ 3)i−‘−1(−− 2)i−‘−1
( + 1)i−‘−1 (i − ‘)! (i − ‘ − 1)! ‘!
 3F2
 −‘; + i − ‘ + 2; +  + 3
 + i − ‘; i − ‘ + 1
 1

x − 1
2
‘+1
; i = 1; 2; 3 : : : ;
which proves (8). The proof of (7) is similar, but it is easier to use (12) since then (7) follows
easily from (8).
The computation of the coecients fci(x)g1i=1 is more dicult. First we set n= 1 into S6 = 0 or
S7 = 0. Since we have S
(;)
1 (x) = 0 from (59) and c0(1; ; ) = 0 we conclude that
c1(x)DQ
(;)
1 (x) = 0 and c1(x)DR
(;)
1 (x) = 0:
By using (56), (58) and (24) we nd that
Q(;)1 (x) = (+  + 2)

x + 1
2

and R(;)1 (x) = (+  + 2)

x − 1
2

:
Hence
DQ(;)1 (x) = DR
(;)
1 (x) =
+  + 2
2
6= 0;
which implies that c1(x) = c1(; ; x) = 0.
Now we consider the system of equations S8 =0. Since S
(;)
1 (x)=0 the case n=1 is trivial. Now
we use (59) and (24) to nd that
S(;)n (x) =
1
(+ 1)( + 1)
(+  + 2)n(+  + 2)n+1
4 n! (n− 1)! (x
2 − 1)P(+2; +2)n−2 (x); n= 2; 3; 4; : : : :
By using the fact that
1
(+ 1)( + 1)
(+  + 2)n(+  + 2)n+1
4 n! (n− 1)! 6= 0; n= 2; 3; 4; : : :
we conclude that
1X
i=0
ci(x)Di[(x2 − 1)P(+2; +2)n−2 (x)] = 0; n= 2; 3; 4; : : : :
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Now we use the fact that c1(x) = 0 to obtain by shifting n
1X
i=2
ci(x)Di[(x2 − 1)P(+2; +2)n (x)] = c0(n+ 2; ; )(1− x2)P(+2; +2)n (x); n= 0; 1; 2; : : : :
Note that for n= 0; 1; 2; : : : we have
Di[(x2 − 1)P(;)n (x)] = (x2 − 1)DiP(;)n (x) + 2ixDi−1P(;)n (x)
+ i(i − 1)Di−2P(;)n (x); i = 2; 3; 4; : : : :
Hence we have
1X
i=0
Ci(x)DiP(+2; +2)n (x) = c0(n+ 2; ; )(1− x2)P(+2; +2)n (x); n= 0; 1; 2; : : : ; (68)
where
Ci(x) =
8<
:
2c2(x); i = 0;
4xc2(x) + 6c3(x); i = 1;
(x2 − 1)ci(x) + 2(i + 1)xci+1(x) + (i + 1)(i + 2)ci+2(x); i = 2; 3; 4; : : : :
Note that the system of equations (68) has the form (35). So we may apply (36) and use (6) to
conclude that for i = 0; 1; 2; : : : we have
Ci(x) = (1− x2)2i
iX
j=0
+  + 2j + 5
(+  + j + 5)i+1
c0(j + 2; ; )P
(−−i−3;−−i−3)
i−j (x)P
(+2; +2)
j (x)
=
(+  + 2)2(+  + 3)
(+ 1)( + 1)
(1− x2)2i

iX
j=0
+  + 2j + 5
(+  + j + 5)i+1
(+  + 4)j+1(+  + 4)j
(j + 1)! j!
P(−−i−3;−−i−3)i−j (x)P(+2; +2)j (x): (69)
As before we apply the denition (21) to P(−−i−3;−−i−3)i−j (x) and the denition (20) to P
(+2; +2)
j (x)
to nd by changing the order of summations and by using the summation formula (44)
iX
j=0
+  + 2j + 5
(+  + j + 5)i+1
(+  + 4)j+1(+  + 4)j
(j + 1)! j!
P(−−i−3;−−i−3)i−j (x)P
(+2; +2)
j (x)
=(+  + 4)(−1)i
iX
‘=0
(+ 3)i−‘(−−  − 3)i−‘
(i − ‘ + 1)! (i − ‘)! ‘! (i − ‘)!

x − 1
2
‘

‘X
m=0
(−‘)m(+  + 5)m(+  + 4)m(+ i − ‘ + 3)m
(+ 3)m(i − ‘ + 2)m(i − ‘ + 1)m m! ; i = 0; 1; 2; : : : :
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Hence for i = 0; 1; 2; : : : we have
Ci(x) =
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)
(1− x2)(−2)i

iX
‘=0
(+ 3)i−‘(−−  − 3)i−‘
(i − ‘ + 1)! (i − ‘)! ‘! (i − ‘)!
 4F3
 −‘; +  + 5; +  + 4; + i − ‘ + 3
+ 3; i − ‘ + 2; i − ‘ + 1
 1

x − 1
2
‘
: (70)
Now we have by using (39) and (40)
ci(x) =
1
2i!
i−2X
j=0
(−1)i−jj! [(x + 1)i−j−1 − (x − 1)i−j−1]Cj(x)
=
1
2i!
i−2X
j=0
(−1) j(i − j − 2)! [(x + 1) j+1 − (x − 1) j+1]Ci−j−2(x)
= c(1)i (x) + c
(2)
i (x); i = 2; 3; 4; : : : ;
where
c(1)i (x) = c
(1)
i (; ; x) =
1
2i!
i−2X
j=0
(−1) j(i − j − 2)! (x + 1) j+1Ci−j−2(x); i = 2; 3; 4; : : :
and
c(2)i (x) = c
(2)
i (; ; x) =
1
2i!
i−2X
j=0
(−1) j+1(i − j − 2)! (x − 1) j+1Ci−j−2(x); i = 2; 3; 4; : : : :
Now we will prove (10) and (11). To do this we will rst prove (13), which is an easy conse-
quence of the symmetry formula (22). If we write Ci(x) = Ci(; ; x) this symmetry formula gives
us
Ci(; ; x) = (−1)iCi(; ;−x); i = 0; 1; 2; : : :
in view of (69). Hence
c(1)i (; ; x) =
1
2 i!
i−2X
j=0
(−1) j(i − j − 2)! (x + 1) j+1Ci−j−2(; ; x)
=
1
2i!
i−2X
j=0
(−1)i+j+1(i − j − 2)!(−x − 1) j+1Ci−j−2(; ;−x)
= (−1)ic(2)i (; ;−x); i = 2; 3; 4; : : : ;
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which proves (13). In order to prove (11) we use (70) and change the order of summations to nd
for i = 2; 3; 4; : : :
c(2)i (x) =
1
2i!
i−2X
j=0
(−1) j+1(i − j − 2)! (x − 1) j+1Ci−j−2(x)
=
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)
(x2 − 1)(−2)
i−2
i!

i−2X
j=0
i−j−2X
k=0
(+ 3)i−j−k−2(−−  − 3)i−j−k−2(i − j − 2)!
(i − j − k − 1)! (i − j − k − 2)! k! (i − j − k − 2)!
 4F3
 −k; +  + 5; +  + 4; + i − j − k + 1
+ 3; i − j − k; i − j − k − 1
 1

x − 1
2
j+k+1
=
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)
(x2 − 1)(−2)
i−2
i!

i−2X
j=0
i−2X
‘=j
(+ 3)i−‘−2(−−  − 3)i−‘−2(i − j − 2)!
(i − ‘ − 1)! (i − ‘ − 2)! (‘ − j)! (i − ‘ − 2)!
 4F3
 −‘ + j; +  + 5; +  + 4; + i − ‘ + 1
+ 3; i − ‘; i − ‘ − 1
 1

x − 1
2
‘+1
=
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)
(x2 − 1)(−2)
i−2
i!

i−2X
‘=0
‘X
j=0
(+ 3)i−‘−2(−−  − 3)i−‘−2(i − j − 2)!
(i − ‘ − 1)! (i − ‘ − 2)! (‘ − j)! (i − ‘ − 2)!

‘−jX
m=0
(−‘ + j)m(+  + 5)m(+  + 4)m(+ i − ‘ + 1)m
(+ 3)m(i − ‘)m(i − ‘ − 1)m m!

x − 1
2
‘+1
=
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)
(x2 − 1)(−2)
i−2
i!

i−2X
‘=0
‘X
m=0
(+ 3)i−‘−2(−−  − 3)i−‘−2
(i − ‘ − 1)! (i − ‘ − 2)! (i − ‘ − 2)!
(+  + 5)m(+  + 4)m(+ i − ‘ + 1)m
(+ 3)m(i − ‘)m(i − ‘ − 1)m m!

x − 1
2
‘+1

‘−mX
j=0
(i − j − 2)! (−‘ + j)m
(‘ − j)! :
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Now we use the Vandermonde summation formula (41) to obtain
‘−mX
j=0
(i − j − 2)! (−‘ + j)m
(‘ − j)! =
(i − 2)!
‘!
(−‘)m 2F1
 −‘ + m; 1
−i + 2
 1

=
(i − 2)!
‘!
(−‘)m (−i + 1)‘−m(−i + 2)‘−m =
(i − 1)! (i − ‘ − 2)!
‘! (i − ‘ − 1)!
(−‘)m(i − ‘ − 1)m
(i − ‘)m :
Hence
c(2)i (x) =
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)i
(x2 − 1)(−2)i−2

i−2X
‘=0
‘X
m=0
(+ 3)i−‘−2(−−  − 3)i−‘−2
(i − ‘ − 1)! (i − ‘ − 2)! ‘! (i − ‘ − 1)!
(−‘)m(+  + 5)m(+  + 4)m(+ i − ‘ + 1)m
(+ 3)m(i − ‘)m(i − ‘)m m!

x − 1
2
‘+1
=
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)i
(x2 − 1)(−2)i−2

i−2X
‘=0
(+ 3)i−‘−2(−−  − 3)i−‘−2
(i − ‘ − 1)! (i − ‘ − 2)! ‘! (i − ‘ − 1)!
 4F3
 −‘; +  + 5; +  + 4; + i − ‘ + 1
+ 3; i − ‘; i − ‘
 1

x − 1
2
‘+1
for i = 2; 3; 4; : : : ; which proves (11).
Hence we have proved (9){(11).
8. The order of the dierential equation
For > − 1; > − 1; M>0 and N>0 the generalized Jacobi polynomials fP;;M;Nn (x)g1n=0
satisfy a unique dierential equation of the form (2), where the coecients are given by (4){(11).
First of all we remark that
ai(; ; x) =
iX
j=1
k (a)i; j (; )(x + 1)
j; i = 1; 2; 3; : : : ;
where
k (a)i;1 (; ) =−(+  + 2)2i−1
( + 3)i−1(− − 2)i−1
(+ 1)i−1 i! (i − 1)! ; i = 1; 2; 3; : : : :
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Since > −1 and > −1 we conclude that k (a)i;1 (; ) only vanishes if  2 f0; 1; 2; : : :g and i>+4.
In the same way we have
bi(; ; x) =
iX
j=1
k (b)i; j (; )(x − 1) j; i = 1; 2; 3; : : : ;
where
k (b)i;1 (; ) =−(+  + 2)(−2)i−1
(+ 3)i−1(−− 2)i−1
( + 1)i−1 i! (i − 1)! ; i = 1; 2; 3; : : : :
Hence, k (b)i;1 (; ) only vanishes if  2 f0; 1; 2; : : :g and i>+ 4.
Now we will prove (15). So let  2 f0; 1; 2; : : :g and consider bi(; ; x) given by (8). Suppose
that i>2+ 4. Then we have
(−− 2)i−‘−1 = 0 for i − ‘>+ 4:
Suppose that i − ‘6 + 3, then we have ‘>i −  − 3> + 1. Hence by using (46) and the
Vandermonde summation formula (41) we nd that
3F2
−‘; +  + 3; + i − ‘ + 2
 + i − ‘; i − ‘ + 1
 1

=
‘X
n=0
(−1)n (−‘)n(+  + 3)n(−− 1)n
( + i − ‘)n(i − ‘ + 1)n n! 2F1

n− ‘; n+ +  + 3
n+  + i − ‘
 1

=
1
( + i − ‘)‘
+1X
n=0
(−1)n (−‘)n(+  + 3)n(−− 1)n(i − ‘ − − 3)‘−n
(i − ‘ + 1)n n! :
Since i− ‘6+3 we have i− ‘− − 360. Hence (i− ‘− − 3)‘−n=0 for ‘− n>− i+ ‘+ +4
or i>n+ +4. This implies that bi(; ; x)= 0 if i>n+ +3 for all n 2 f0; 1; 2; : : : ; +1g, hence
for i>+ 1 + + 3 = 2+ 4.
In the same way we obtain (14).
Now we will prove (17) and (18). Suppose that  2 f0; 1; 2; : : :g and i = 2+ 4. Then we have
(i − ‘ − − 3)‘−n = (+ 1− ‘)‘−n = 0 for n6:
Hence
b2+4(; ; x)
= (+  + 2)(−2)2+4
2+3X
‘=+1
(+ 3)2+3−‘(−− 2)2+3−‘
( + 1)2+3−‘(2+ 4− ‘)! (2+ 3− ‘)! ‘!

x − 1
2
‘+1
 (−1)
+1
(2+  + 4− ‘)‘
(−‘)+1(+  + 3)+1(−− 1)+1(+ 1− ‘)‘−−1
(2+ 5− ‘)+1(+ 1)!
= (+  + 2)(−2)2+4 (+  + 3)+1
( + 1)2+3(+ 2)!
2+3X
‘=+1
(−1)‘ (−− 2)2+3−‘
(2+ 3− ‘)!

x − 1
2
‘+1
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= − 2
2+4
( + 1)+1(+ 2)!
+2X
‘=0
(−1)‘ (−− 2)‘
‘!

x − 1
2
2+4−‘
= − 2
2+4
( + 1)+1(+ 2)!

x − 1
2
+2 x + 1
2
+2
=− (x
2 − 1)+2
( + 1)+1(+ 2)!
;
which proves (18). The proof of (17) is similar.
In order to prove (16) we rst consider c(2)i (; ; x) given by (11). Let ;  2 f0; 1; 2; : : :g and
suppose that i>2+ 2 + 7. Then we have
(−−  − 3)i−‘−2 = 0 for i − ‘>+  + 6:
Suppose that i − ‘6 +  + 5, then we have ‘>i −  −  − 5> +  + 2. Hence by using (45),
(46) and the Vandermonde summation formula (41) we nd that
4F3
−‘; +  + 5; +  + 4; + i − ‘ + 1
+ 3; i − ‘; i − ‘
 1

=
‘X
n=0
(−1)n (−‘)n(+  + 5)n(+  + 4)n(−− 1)n
(+ 3)n(i − ‘)n(i − ‘)n n!
 3F2

n− ‘; n+ +  + 5; n+ +  + 4
n+ i − ‘; n+ + 3
 1

=
+1X
n=0
(−1)n (−‘)n(+  + 5)n(+  + 4)n(−− 1)n
(+ 3)n(i − ‘)n(i − ‘)n n!

‘−nX
k=0
(−1)k (n− ‘)k(n+ +  + 5)k(− − 1)k
(n+ i − ‘)k(n+ + 3)k k! 2F1

n+ k − ‘; n+ k + +  + 5
n+ k + i − ‘
 1

=
+1X
n=0
(−1)n (−‘)n(+  + 5)n(+  + 4)n(−− 1)n
(+ 3)n(i − ‘)n(i − ‘)n n!

+1X
k=0
(−1)k (n− ‘)k(n+ +  + 5)k(− − 1)k
(n+ i − ‘)k(n+ + 3)k k!
(i − ‘ − −  − 5)‘−n−k
(n+ k + i − ‘)‘−n−k
=
1
(i − ‘)‘
+1X
n=0
+1X
k=0
(−1)n+k (−‘)n+k(+  + 5)n+k(+  + 4)n
(+ 3)n+k(i − ‘)n n! k!
(−− 1)n(− − 1)k(i − ‘ − −  − 5)‘−n−k :
Since i − ‘6 +  + 5 we have i − ‘ −  −  − 560. Hence (i − ‘ −  −  − 5)‘−n−k = 0
for ‘ − n − k> − i + ‘ +  +  + 6 or i>n + k +  +  + 6. This implies that c(2)i (; ; x) = 0
if i>n + k +  +  + 5 for all n 2 f0; 1; 2; : : : ;  + 1g and k 2 f0; 1; 2; : : : ;  + 1g, hence for
i>+ 1 +  + 1 + +  + 5 = 2+ 2 + 7.
In the same way we nd that c(1)i (; ; x) = 0 for i> 2+ 2 + 7.
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Suppose that ;  2 f0; 1; 2; : : :g and i = 2+ 2 + 7. Then we have
(i − ‘ − −  − 5)‘−n−k = (+  + 2− ‘)‘−n−k = 0 for n+ k6+  + 1:
Hence
c(2)2+2+7(; ; x)
=
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)(2+ 2 + 7)
(x2 − 1)(−2)2+2+5

2+2+5X
‘=++2
(+ 3)2+2+5−‘(−−  − 3)2+2+5−‘
(2+ 2 + 6− ‘)! (2+ 2 + 5− ‘)! (2+ 2 + 6− ‘)! ‘!

x − 1
2
‘+1
 (−1)
++2
(2+ 2 + 7− ‘)‘
(−‘)++2(+  + 5)++2(+  + 4)+1
(+ 3)++2(2+ 2 + 7− ‘)+1 (+ 1)! ( + 1)!
(−− 1)+1(− − 1)+1(+  + 2− ‘)‘−−−2
=
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)(2+ 2 + 7)
(x2 − 1)(−2)2+2+5
 (+  + 5)++2(+  + 4)+1
(+ 3)++2(2+ 2 + 6)! (+ 2)!

2+2+5X
‘=++2
(−1)‘ (−−  − 3)2+2+5−‘
(2+ 2 + 5− ‘)!

x − 1
2
‘+1
=
+  + 2
(+ 1)( + 1)(2+ 2 + 7)
22+2+5
(+  + 1)! (+  + 3)!
(x2 − 1)

++3X
‘=0
(−1)‘ (−−  − 3)‘
‘!

x − 1
2
2+2+6−‘
=
+  + 2
(+ 1)( + 1)(2+ 2 + 7)
22+2+5
(+  + 1)! (+  + 3)!
(x2 − 1)


x − 1
2
++3 x + 1
2
++3
=
+  + 2
2(+ 1)( + 1)(2+ 2 + 7)
(x2 − 1)++4
(+  + 1)! (+  + 3)!
:
Hence, because of the symmetry relation (13) we nd that
c(1)2+2+7(; ; x) =−c(2)2+2+7(; ;−x) =−c(2)2+2+7(; ; x);
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which implies that
c2+2+7(; ; x) = c
(1)
2+2+7(; ; x) + c
(2)
2+2+7(; ; x) = 0:
Hence we have proved (16).
In order to prove (19) we rst consider Ci(; ; x) = Ci(x) given by (70). We assume that ;  2
f0; 1; 2; : : :g and i>2+ 2 + 6. Then we have as before
(−−  − 3)i−‘ = 0 for i − ‘>+  + 4:
Suppose that i − ‘6 +  + 3, then we have ‘>i −  −  − 3> +  + 3. Hence by using (45),
(46) and the Vandermonde summation formula (41) we nd that
4F3
−‘; +  + 5; +  + 4; + i − ‘ + 3
+ 3; i − ‘ + 1; i − ‘ + 2
 1

=
‘X
n=0
(−1)n (−‘)n(+  + 5)n(+  + 4)n(−− 1)n
(+ 3)n(i − ‘ + 1)n(i − ‘ + 2)n n!
 3F2

n− ‘; n+ +  + 5; n+ +  + 4
n+ i − ‘ + 1; n+ + 3
 1

=
+1X
n=0
(−1)n (−‘)n(+  + 5)n(+  + 4)n(−− 1)n
(+ 3)n(i − ‘ + 1)n(i − ‘ + 2)n n!

‘−nX
k=0
(−1)k (n− ‘)k(n+ +  + 5)k(− − 1)k
(n+ i − ‘ + 1)k(n+ + 3)k k! 2F1

n+ k − ‘; n+ k + +  + 5
n+ k + i − ‘ + 1
 1

=
+1X
n=0
(−1)n (−‘)n(+  + 5)n(+  + 4)n(−− 1)n
(+ 3)n(i − ‘ + 1)n(i − ‘ + 2)n n!

+1X
k=0
(−1)k (n− ‘)k(n+ +  + 5)k(− − 1)k
(n+ i − ‘ + 1)k(n+ + 3)k k!
(i − ‘ − −  − 4)‘−n−k
(n+ k + i − ‘ + 1)‘−n−k
=
1
(i − ‘ + 1)‘
+1X
n=0
+1X
k=0
(−1)n+k (−‘)n+k(+  + 5)n+k(+  + 4)n
(+ 3)n+k(i − ‘ + 2)n n! k!
(−− 1)n(− − 1)k(i − ‘ − −  − 4)‘−n−k :
Since i − ‘6 +  + 3 we have i − ‘ −  −  − 46 − 1. Hence (i − ‘ −  −  − 4)‘−n−k = 0 for
‘−n−k>−i+‘+++5 or i>n+k+++5. This implies that Ci(x)=0 if i>n+k+++4 for
all n 2 f0; 1; 2; : : : ; +1g and k 2 f0; 1; 2; : : : ; +1g, hence for i>+1++1+++4=2+2+6.
Suppose that ;  2 f0; 1; 2; : : :g and i = 2+ 2 + 6. Then we have
(i − ‘ − −  − 4)‘−n−k = (+  + 2− ‘)‘−n−k = 0 for n+ k6+  + 1:
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Hence
C2+2+6(x)
=
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)
(1− x2)(−2)2+2+6

2+2+6X
‘=++3
(+ 3)2+2+6−‘(−−  − 3)2+2+6−‘
(2+ 2 + 7− ‘)! (2+ 2 + 6− ‘)! (2+ 2 + 6− ‘)! ‘!

x − 1
2
‘
 (−1)
++2
(2+ 2 + 7− ‘)‘
(−‘)++2(+  + 5)++2(+  + 4)+1
(+ 3)++2(2+ 2 + 8− ‘)+1 (+ 1)! ( + 1)!
(−− 1)+1(− − 1)+1(+  + 2− ‘)‘−−−2
=
(+  + 2)2(+  + 3)(+  + 4)
(+ 1)( + 1)
(1− x2)(−2)2+2+6
 (+  + 5)++2(+  + 4)+1
(+ 3)++2(2+ 2 + 6)! (+ 2)!

2+2+6X
‘=++3
(−1)‘ (−−  − 3)2+2+6−‘
(2+ 2 + 6− ‘)!

x − 1
2
‘
=
+  + 2
(+ 1)( + 1)
22+2+6
(+  + 1)! (+  + 3)!
(1− x2)

++3X
‘=0
(−1)‘ (−−  − 3)‘
‘!

x − 1
2
2+2+6−‘
=
+  + 2
(+ 1)( + 1)
22+2+6
(+  + 1)! (+  + 3)!
(1− x2)

x − 1
2
++3 x + 1
2
++3
= − +  + 2
(+ 1)( + 1)
(x2 − 1)++4
(+  + 1)! (+  + 3)!
:
Now we use the fact that
Ci(x) = (x2 − 1)ci(x) + 2(i + 1)xci+1(x) + (i + 1)(i + 2)ci+2(x); i = 2; 3; 4; : : :
to conclude that
C2+2+6(x) = (x2 − 1)c2+2+6(x);
which leads to (19).
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9. Some remarks
Let > − 1 and > − 1.
The coecients fai(x)g1i=1 and fbi(x)g1i=1 can also be computed in the same way as we computed
the coecients fci(x)g1i=1. Consider the system of equations S4 = 0. First we use (24) to nd from
(58) that
R(;)n (x) =
(+ 2)n−1(+  + 2)n
2( + 1)n−1 n!
(x − 1)P(+2; )n−1 (x); n= 1; 2; 3; : : : :
Now we use the fact that
(+ 2)n−1(+  + 2)n
2( + 1)n−1 n!
6= 0; n= 1; 2; 3; : : :
to conclude that
1X
i=0
bi(x)Di[(x − 1)P(+2; )n−1 (x)] = 0; n= 1; 2; 3; : : : :
Hence, by shifting n we obtain
1X
i=1
bi(x)Di[(x − 1)P(+2; )n (x)] =−b0(n+ 1; ; )(x − 1)P(+2; )n (x); n= 0; 1; 2; : : : :
Note that for n= 0; 1; 2; : : : we have
Di[(x − 1)P(+2; )n (x)] = (x − 1)DiP(+2; )n (x) + iDi−1P(+2; )n (x); i = 1; 2; 3; : : : :
Hence we obtain
1X
i=0
Bi(x)DiP(+2; )n (x) =−b0(n+ 1; ; )(x − 1)P(+2; )n (x); n= 0; 1; 2; : : : ; (71)
where
Bi(x) =

b1(x); i = 0;
(x − 1)bi(x) + (i + 1)bi+1(x); i = 1; 2; 3; : : : :
Note that the system of equations (71) has the form (35). So we may apply (36) and use (5) to
conclude that for i = 0; 1; 2; : : : we have
Bi(x) =−(x − 1)2i
iX
j=0
+  + 2j + 3
(+  + j + 3)i+1
b0(j + 1; ; )P
(−−i−3;−−i−1)
i−j (x)P
(+2; )
j (x)
=−(+  + 2)(x − 1)2i

iX
j=0
+  + 2j + 3
(+  + j + 3)i+1
(+ 3)j(+  + 3)j
( + 1)jj!
P(−−i−3;−−i−1)i−j (x)P
(+2; )
j (x): (72)
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As before we can deduce that for i = 0; 1; 2; : : :
Bi(x) =−(+  + 2)(x − 1)(−2)i

iX
‘=0
(+ 3)i−‘(−− 2)i−‘
( + 1)i−‘(i − ‘)!‘!(i − ‘)!
 3F2
−‘; + i − ‘ + 3; +  + 3
 + i − ‘ + 1; i − ‘ + 1
 1

x − 1
2
‘
:
Now we use (37) and (38) with z = x − 1 to nd that
bi(x) =
1
i!
i−1X
j=0
(−1)i−j−1j! (x − 1)i−j−1Bj(x)
=
1
i!
i−1X
j=0
(−1) j(i − j − 1)!(x − 1) jBi−j−1(x); i = 1; 2; 3; : : :
which leads to (8) after changing the order of summations and using the Vandermonde summation
formula (41) as before.
In a similar way the coecients fai(x)g1i=1 can be computed from the system of equations S2 = 0.
In that case we would need (37) and (38) with z = x + 1, but it is easier to use the symmetry
relation (12) of course.
In [3] Bavinck found the following interesting formula involving Laguerre polynomials:
iX
k=j
ksL(−−i−1)i−k (−x)L(+j)k−j (x) = (−x)si; j+2s; i>j + 2s; i; j; s 2 f0; 1; 2; : : :g;
which holds for all . In [5] he found an analogue of this formula involving Jacobi polynomials:
2i−j
iX
k=j
+  + 2k + 1
(+  + j + k + 1)i−j+1
[k(k + +  + 1)]sP(−−i−1;−−i−1)i−k (x)P
(+j;+j)
k−j (x)
=(x2 − 1)si; j+2s; i>j + 2s; i; j; s 2 f0; 1; 2; : : :g;
which holds for −(++2) 62 f0; 1; 2; : : :g. The case ++1=0 must be understood by continuity.
This formula can be applied to (69) and (72). Since we have
(+ 3)j(+  + 3)j
( + 1)jj!
=
(j + 1)+2( + j + 1)+2
( + 1)+2(+ 2)!
;  2 f0; 1; 2; : : :g
and
(j + 1)+2( + j + 1)+2 =
+2Y
k=1
[ j(j + +  + 3) + k(+  + 3− k)];  2 f0; 1; 2; : : :g
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this implies that for  2 f0; 1; 2; : : :g
Bi(x) =−(+  + 2)(x − 1) (x
2 − 1)+2
( + 1)+2(+ 2)!
i;2+4; i>2+ 4:
Hence, for  2 f0; 1; 2; : : :g we have
Bi(x) = 0; i > 2+ 4 and B2+4(x) =−(x − 1) (x
2 − 1)+2
( + 1)+1(+ 2)!
;
which leads to (18) eventually. In a similar way we nd for ;  2 f0; 1; 2; : : :g
(+  + 4)j+1(+  + 4)j
(j + 1)! j!
=
(j + 2)++3(j + 1)++3
(+  + 3)! (+  + 3)!
and
(j + 2)++3(j + 1)++3 =
++3Y
k=1
[ j(j + +  + 5) + k(+  + 5− k)];
which implies that in view of (69) we have
Ci(x) =−(+  + 2)
2(+  + 3)
(+ 1)( + 1)
(x2 − 1)++4
(+  + 3)! (+  + 3)!
i;2+2+6; i>2+ 2 + 6:
Hence, for ;  2 f0; 1; 2; : : :g we have
Ci(x) = 0; i > 2+ 2 + 6 and C2+2+6(x) =− +  + 2(+ 1)( + 1)
(x2 − 1)++4
(+  + 1)! (+  + 3)!
as before.
If we set M = 0 into (2) we get the dierential equation
N
1X
i=0
bi(x)y(i)(x) + (1− x2)y00(x) + [ − − (+  + 2)x]y0(x) + n(n+ +  + 1)y(x) = 0;
(73)
satised by the polynomials fP;;0;Nn (x)g1n=0. From the limit relation (1) it follows that
lim
!1
(−2)i
i
(DiP;;0;Nn )

1− 2x


=DiL;Nn (x); n= 0; 1; 2; : : : ; i = 0; 1; 2; : : : ;
where L;Nn (x) denotes the generalized Laguerre polynomial considered in [9]. Note that from (5)
we easily nd that
lim
!1
b0(n; ; )

=

n+ + 1
n− 1

; n= 0; 1; 2; : : : :
Now we use the Vandermonde summation formula (41) to nd from (8)
lim
!1
i−1
(−2)i bi(; ; 1− 2x=)
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=
i−1X
‘=0
(+ 3)i−‘−1(−− 2)i−‘−1
(i − ‘)!(i − ‘ − 1)!‘! 2F1
−‘; + i − ‘ + 2
i − ‘ + 1
 1

(−x)‘+1
=
i−1X
‘=0
(+ 3)i−‘−1(−− 2)i−‘−1(−− 1)‘
i!(i − ‘ − 1)!‘! (−x)
‘+1
=
1
i!
iX
j=1
(−1)i+j+1

+ 1
j − 1

+ 2
i − j

(+ 3)i−jx j; i = 1; 2; 3; : : : :
Hence, if we set y(x) = P;;0;Nn (x) into the dierential equation (73), change x by 1− 2x=, divide
by  and take the limit !1 we obtain the dierential equation for the polynomials fL;Nn (x)g1n=0
which was found in [9].
In [10,13] we found all dierential equations of the form (3) satised by the polynomials
fP;;M;Mn (x)g1n=0, where > − 1 and M>0. We emphasize that these dierential equations are
not of the form (2). The dierential equation (2) leads to another one after setting = and N =M .
In [13] we also found dierential equations for the polynomials fP;1=2;0;Nn g1n=0, where > − 1
and N>0. It can be shown that these do coincide with (2) after setting M = 0 and  =  12 . For
 2 f0; 1; 2; : : :g and N > 0 these dierential equations have nite order 2+ 4.
Now we can correct a table conjectured in [8] listing the cases for which the polynomials
fP;;M;Nn (x)g1n=0 satisfy a nite order dierential equation of the form (2) with minimal order:
M;N ;  Order
M = 0; N = 0 > − 1; > − 1 2
N =M > 0  =  2 f0; 1; 2; : : :g 2 + 4
M = 0; N > 0  2 f0; 1; 2; : : :g; > − 1 2 + 4
M > 0; N = 0 > − 1;  2 f0; 1; 2; : : :g 2 + 4
M > 0; N > 0 ;  2 f0; 1; 2; : : :g 2 + 2 + 6
Finally, we thank one of the referees for pointing out the reference to the preprint [19] in which
it is explained why the order of the dierential equation for these generalized Jacobi polynomials
must be of innite order for other values of the parameters than those mentioned above.
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