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The Empirical Bayes approach to parameter estimation problems is dis- 
cussed; and, in particular, two classes of distribution functions are presented 
where it is always possible to find a consistent sequence of estimators for 
E(8~lz ~ (zl ,  z2 ..... z~)). The advantage of the Empirical Bayes approach 
is that it does not assume a specific prior distribution. This paper generalizes 
earlier work to include a larger class of conditional distributions. This theory 
is then applied to the problem of adjusting the gain of a positional servo- 
mechanism. The problem reduces to finding a consistent sequence to estimate 
¢(z) = e -~Te. It is shown that in the following three prior-conditional cases: 
(1) gamma-poisson; 
(2) beta-negative binomial; 
(3) gamma-exponential; 
the Empirical Bayes estimator for ¢(z) approaches the Bayes estimator $a(z) 
as the number of past observations zn gets large. 
1. INTRODUCTION 
When all of the parameters of a control system are not known, we have 
a point estimation problem. There are several classical estimators available. 
Suppose, however, that we have a recurring situation; each time the problem 
arises we make an estimate of the parameter 0. If these estimates vary 
significantly, we will have to reject the null hypothesis that they are all 
equal. To account for this variation, we assume that the parameter 0 is 
itself a random variable. 
The Bayes approach is to assume an a priori distribution--usually the 
uniform or the one which is mathematically most tractable. Bayes rule is 
then applied to estimate the parameter from the a posteriori distribution. 
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The objection to the Bayes approach isthat it fails to account for the situations 
when the prior is completely unknown and when any tractable prior is the 
wrong one. To overcome this failure we propose to approach the problem 
from an Empirical Bayes point of view. 
Robbins (1955, 1964) introduced the Empirical Bayes approach to estima- 
tion problems using a squared-error loss function. His work was later 
generalized by Johns (1957). In a recent paper, Ula and Kim (1965) studied 
a stochastic control problem with unknown signal parameter 0.They assume 
that although an a priori probability distribution G(O) exists, it is unknown 
and not assumed. Under this assumption they show, in a particular problem 
where the conditional distribution of the signal Z given O is known to be 
Poisson, that observations ofthe signal may be used to obtain an "Asymptotic 
Optimal" Empirical Bayes rule. 
The object of this paper is threefold: 
(i) To generalize the above work where we do not assume a specific 
conditional distribution function; 
(ii) To introduce a general class of discrete conditional distributions 
(which will include the Poisson) which always admit an Empirical Bayes 
estimator of E(O ~ ] z) where h is any integer and z is the observation vector; 
and 
(iii) To extend this to a general family of continuous conditional 
density functions which is more realistic in most control systems. 
We will utilize the Empirical Bayes approach to estimation theory originally 
introduced by Robbins (1955) and the more recent work of Rutherford 
and Krutchkoff (1969). 
In Section 2 we give a brief discussion of Statistical Decision Theory 
and a brief introduction to the Empirical Bayes approach to estimation, 
introducing some basic definitions and theorems. Sections 3 and 4 define 
two families of conditional distributions which always admit consistent 
estimators of O k based on past observations. In Section 5 we apply the results 
of Sections 3 and 4 to an adaptive control problem. Section 6 consists of a 
computer simulation of the problem presented in Section 5.1. 
2. PRELIMINARIES 
2.1. General Statistical Decision Theory 
Consider a control system which is influenced by a random variable. 
Let z = (z 1 , z~ ,..., z~) be the set of observations available on the observable 
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random variable Z and let the probability mass (density) function of z, 
dF(z ] 0), depend on some parameter 0, 0 ~ 8. A statistical decision problem 
arises when we must take an action or make a decision d, where d belongs 
to some decision space D, and the best action depends on the unknown 
parameter 0. Since 0 is unknown, the optimum decision after the n-th 
observation should be based on the observed values z --~ (z 1 , z 2 ,..., z~). 
Let d(z) denote a nonrandomized decision function based on the observed 
vector z. By definition Lid(z), 0] is the loss incurred by taking action d(z) 
when the true parameter is 0. The expected loss, or risk, is therefore 
R[a(z), 0] = fzZ[a(z), 0] aF(z 10), (2.1.1) 
and the overall expected loss (Global Loss) when the true a priori distribution 
of 0 is G(O) is 
R[a(~), O] = j~ f zL[a(~), O] aF(~ t O) aO(O) 
= fz  Ke[d(z), z], (2.1.2) 
where Kc[d(z), z] = f®L[d(z), O] dF(z I O) riG(O). 
We assume that the loss function is such that there exists a decision 
function d e such that for every z, 
Ko[d°(z), z] = min Ko[d(z), z]. (2.1.3) 
d 
From Eq. (2.1.2), 
R(d ~, G) = f z K6[d~(z)' z] 
- -  
= rain R(d, G). (2.1.4) 
d 
This decision function d c is called the Bayes decision function with respect 
to G(O). When the true a priori distribution is known we suffer minimum 
loss by using dc. 
2.2. The Empirical Bayes Approach 
Consider the situation where the same decision problem presents itself 
repeatedly and independently with the same dF(z ] 0) and the same unknown 
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G(O). I f  dn(z) denotes the decision function based on the observed vector 
z = (z l ,  z~ ,..., zn), the "Global loss" when the true a priori probability 
distribution is G(O) would be 
R.(a", a) = f ~ f L[a"(.), O] aF(~ I o) aa(o) 
= fz  EKa[d"(z), z], (2.2.1) 
where the expectation is with respect o z 1 , ze ,..., z,~ having density function 
dF(z) -= fo dF(z [ O) dG(O). From Eqs. (2.1.4) and (2.2.1), 
R.(a., G) > n(ao, G). 
DEFImTION 2.2.1. The sequence of decision functions d n is called 
asymptotically optimal relative to G if 
lim R,(d% G) = R(d o, G). (2.2.2) 
Let L(O) = sup Lid(z), 0]. Robbins (1955, 1964) showed the following 
result: 
THEOREM 2.2.1. I f  
(a) 
and 
(b) 
then 
foL(O) dG(O) < oo (2.2.3) 
p lim Ka[d"(z), z] = Ka[d~(z), z], almost everywhere, (2.2.4) 
lim R,(d", G) = R(d a, G). (2.2.5) 
Furthermore, it can be shown that 
COROLLARY 2.2.1. When L[d(z), O] is continuous in d(z) for each 0 ~ O, if 
(a) ~ (oL(O) aa(o) < ~o 
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and 
(b) p lim dn(z) = d°(z) almost everywhere, (2.2.4a) 
then 
lim Rn(a% G) = R(d °, G). 
That is, if we can find a sequence of estimators which is consistent for the 
Bayes decision function, it is asymptotically optimal. But for an unbounded 
loss function, for example, a squared error loss, condition (2.2.3) does not 
hold. 
To deal with this situation, Rutherford and Krutchkoff (1969) introduced 
the concept of e-asymptotic optimality. 
DEFINITION 2.2.2. Assume that for ~ > 0 and some real number B 
the prior distribution is such that 
E{]OI 2+~} ~<B < or. (2.2.6) 
For an arbitrary e > O, define 
i B B - -  -~-  y, if E(0 I z )  < - -  - -e  ~'' 
EB"(01 z) 17 Iz ) ,  if IE(01z)l ~< B = ~ ~', 
B 
~--~-7, if E(O E z ) > ~- r .  
(2.2.7) 
Similarly define d n = E~"(0 ] z) by truncating En(O [ z), where En(O [ z ) 
is a consistent sequence of estimators for E(O ] z). Thus for a squared error 
loss function, 
n.(a-, c) < n(ao, o) + e. (2.2.8) 
In essence, this means that for a squared error loss function and prior 
distributions with all moments above the second bounded, (2.2.4a) is 
sufficient for a sequence of estimators to be asymptotically optimal. 
We next present wo classes of distribution functions where it is always 
possible to find consistent sequences of estimators for E(0~lz), Nichols 
and Tsokos (1972). 
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3. THE DISCRETE FAMILY OF CONDITIONAL DISTRIBUTIONS ill& 
DEFINITION 3.1.1. A family of distributions {F(z I 0) : 0 e O} is said to be 
of the form FI,~, if 
(a) the random variable Z is discrete for each 0 E O, and 
(b) the probability mass function p(z I O) is such that for any integer k, 
p(z + k l O)/p(z I 0) - -  a~(~) + b,~(~) 0~, (3.1.1) 
where ak(z) and b~(z) are any functions such that bk(z) ¢ O. 
For any distribution in family Fl,k, we can construct a consistent sequence 
of estimators for E(O ~ I z) as follows: 
E,~(O~ l z,~) = [p,,(z,~ + k)/b~(z,) p,(z,)] - -  [ak(z,~)/bk(z,)], (3.1.2) 
where pn(z, + k) and pn(z,) are consistent sequences for p(z + k) and 
p(z), respectively. 
4. THE CONTINUOUS FAMILY OF CONDITIONAL DISTRIBUTIONS F2. ~ 
DEFIZ~ITION 4.1.1. A family of distributions {F(z I 0) : 0 s O} belongs to 
class F~,~ if 
(a) Z is a continuous random variable for all 0 e O, and 
(b) the probability density function f (z  [ 0) is such that for any positive 
integer k 
(O~/Ozk) f ( z  [ O)/f(z I O) = ak(z) + b,~(z) 0~ (4.1.1) 
where as(z) and bk(z) are any functions of the observations such that bk(z) v ~ O. 
For conditional distributions in familyF~,.~ we can also construct a sequence 
of estimators consistent for E(O ~ [ z): 
E.(O~ l z.) -- [f~)(z.)/bk(z.)f~(z.)] -- [ak(z.)/b~(z.)], (4.1.2) 
where f~)(zn) and fn(z~) are consistent for f(k)(z) and f(z), respectively. 
5. AN ADAPTIVE CONTROL PROBLEM 
5.1. Problem Statement 
Consider the problem of adjusting the gain of a positional servomechanism 
so that it will reproduce the input signal with minimum mean square error 
with the help of a controller. 
POINT ESTIMATION IN ADAPTIVE CONTROL 269 
INPUT OUTPUT SIGNAL ~~.~ CONTROL ~ SIGNAL 
ELEMENTS ~ . . . . . . .  I " =' 
z (t)  c ( t )  
FIO. 1. A Positional Servomechanism. 
The input signal is known to be a rectangular wave with values ~z V and 
with zero crossings randomly distributed with parameter 0. The parameter 0 
is not known and is assumed to be a random variable itself. The process 
consists simply of a pure time delay of T seconds. 
When the parameter 0 has a fixed known value, the above problem can 
be solved using Wiener-Hopf theory. See, for example, Newton, Gould, 
and Kaiser (1961). The desired controller is a compensator with the transfer 
function 
G~(s) = 1/(e -zTo -- e-r~). (5.1.1) 
Since 0 is unknown in the present problem, it is desired to formulate 
an adaptive control policy which makes use of all prior observations made 
on the signal to modify the controller. Ula and Kim (1965) considered 
this problem assuming the zero crossings to be Poisson distributed with 
mean 0. We will assume only that the distribution of the zero crossings 
belongs to class F1, k or F2,7~ thus getting the results of Ula and Kim (1965) 
as a special case. 
5.2. An Empirical Bayes Solution 
Let us assume that 0 is a random variable with unknown apriori distribution 
G(O) and F(z [ 0) is a member of class/'1, k or F2. k . Let ¢(0") be a function 
of the estimator 0* such that ¢(0") = e-2r°*; that is, ¢ is an estimate of e -2r°. 
Since 0* is a function of the observation z, ¢(0") = ¢[0*(z)] = ¢(z). The 
transfer function of the controller, based on z, would be 
G~(O*) = 1/(¢(z) --  e-rS). (5.2.1) 
When the true a priori distribution of 0 is G(O) and Z is a discrete random 
variable with the distribution of Z given O = O, p(z[ 0), in class FI,~, 
we obtain 
fo e-2~° P( ~ I O) dC(O) 
q~(z) = 60(z) = (5.2.2) 
Yo p(z I o) de(o) 
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Assuming that dG(O) has a bounded moment higher than the second and 
~n 
approximating e -2T° by 1 + ~2t=1 (--2TO)i/il, for given m >~ 2, we can 
rewrite (5.2.2) as 
G(z ) = 
f 1+ ~ (--2TO)i o i=1 i! p(z l O) dG(O) 
p~Cz) 
= 1 -t- ~ (--2T)* Ea(O~ I z) 
i=1 
(--2T) i i) 
= 1 + Y i! I pe(z + ai(z) I, (5.2.3) ~=1 b~(z) p~(z) b,(z) 
where pc(z) = ~[o p(z ] 0) dg(0). Choosing m >/2, we can make the approxi- 
mation (5.2.3) as close as we wish. 
Using (3.1.2), we define 
Then 
(--2T)i I p,~(z + i )  ai(z) l (5.2.4) 
Cn(z) = l + il bi(z)pn(z ) bi(z ) " 
i=1  
p lim ~"(z) = ~G(Z). 
Similarly, if Z is a continuous random variable for each 0 e O with density 
function f(z]O) in class F2.k, 
¢(z) = ¢~(z) = 
where fa(O) = fof(z [ O) dG(O). 
fdo) (5.2.5) 
Making the same assumptions as before, we can rewrite line (5.2.5) as 
Ca(z) = 1 + ~ (--2T)i f~)(z) a,(z) 
il l bdz) I . (5.2.6) i=1 bi(z) fa(z) 
Now using (4.1.2), define 
Then, 
~n(z) = 1 -t- ~ (--2T)i f~)(z) ai(z) 
it ) bdz) 1 . (5.2.7) ,=1 b,(z) f . (z)  
p lim Cn(z) = Ca(z). 
n~ov 
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Thus, whatever the a priori distribution G(O) may be, for a large number 
of observations, the Empirical Bayes estimator ¢~(z) comes closer to the 
Bayes estimator Ca(z), which we would have used had the a priori distribution 
been previously known, than any other. 
In the next section we will present a computer simulation of the above 
problem obtaining Empirical Bayes estimators Cn(Z) of ¢(Z) and compare 
them with the Bayes estimators Ca(z) when the true a priori distribution 
G(O) is known and when the wrong G(O) is assumed. 
6. SIMULATION 
In order to show that ¢n(z) does indeed converge to Ca(z) as n increases 
we have performed three different computer simulations. In each case we 
generated 1000 pseudo-random numbers following a known prior and 
conditional so that we would know the form of ¢(z). Then assuming only 
the kernel, we have graphed Ca(z) and Cn(z) for n = 10, 100, 1000. 
6.1. Gamma-Poisson Situation 
With the aid of VPISU's IBM-360 we generated 1000 pseudo-random 
numbers with 
t 38 -~(z+3) (z+2) (z+l ) ,  ( z=0,1 ,2 , . . . ) ,  
pa(z) = (0, otherwise. (6.1.1) 
That is, 0 has a gamma distribution with E(O) = 2, Var{O} -~ 1; and Z 
is Poisson distributed with parameter 0.
Assuming that the zero crossings are Poisson distributed, we get from 
Eqs. (3.1.1) and (3.1.2) 
~(o,  I z,) = p~..+,[p.(z,~ + i)/p,(z )], 
where p~,,+i denotes the number of permutations of z~ + i objects chosen i 
at a time. 
Thus Eq. (5.2.4) becomes 
(--2T)'  #~+i pn(z + i) 
¢"(z) = 1 + ~ it ~i p,(z) (6.1.2) 
i=1 
~b 
Using m ~ 2 and pn(z)= line,=1 3(zi, z) as an estimate of pc(z), we 
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calculated ¢~(z) for n = 10, 100, 1000. It is easy to see in Fig. 2 that¢ ~ --* q~ 
as n increases. Figure 3 shows how poor the estimates Ca(z) could be under 
a pure Bayesian analysis if the observation z~ is not very close to the mean. 
For this graph we have assumed: (1) gamma-poisson, (2) gamma-exponential, 
(3) exponentiaP-poisson, a d (4) exponentiall-exponential. 
Gamma-Poisson 
Situation 
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FIG. 2. Ca(z) and ~b"(z) for various values of n. 
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- - - Ca(z) assuming incorrect kernel; 
assuming incorrect kernel and prior. 
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3 4 " 
~°(z) assuming correct kernel and prior; 
eft(z) assuming incorrect prior; . . . . .  eft(z) 
6.2. Beta-Negative Binomial Situation 
For this simulation we generated 1000 pseudo-random numbers having 
~480/(z + 6)(z -}- 5)(g + 4)(z + 3)(z + 2), z = O, 1, 2 .... (6.2.1) 
pa(z)  = ~0, o therw ise .  
g(O = ½e-Old. 
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In other words, O has a beta distribution with a = 1, [3 = 4; and Z is 
negative binomially distributed with q = 0 and r = 2. 
From Eqs. (3.1.1) and (3.1.2), 
E.(O~ I z.) = [z,~ + 1/(z. + i + 1)][pn(z,~ + 1)/pJz.)], 
since . +i z +i+1 Pi" /P# = z~ + 1/z~ + i + 1 for all i. Therefore, from Eq. (5.2.4) 
with m = 2, 
¢~(z )= 1 - -2TZ+l  pn(z+l )  z+l  pn(Z+2)  
z + 2 p,,(z) + 2T ~ (6.2.3) z -k 3 p,(z) 
% 
Again we used the frequency function p~(x)~ I/n~i=l 3(z i ;x  ) as an 
estimate ofpv(x ) and calculated 6~(z) for n = 50, 100, 1000. Figure 4 shows 
the results. Again we see that ¢~(z) ~ ¢V(z) as n increases. 
.998 
.993 
.988 
Beta-Negative Binomial 
.983 
Situation 
.978 
.973 
0 
FIG. 4. 
,\',"----./22,;' \ ',, 
I / +°,,> ~/ . . . . . . . . .  ,:jbi°°°(z } 
. . . . .  @lO°(~) 
- - - -  @t°(z ) 
I 2 .3 4 5 
~b~(z) and ¢~(z) for various values of n. 
6.3. Gamma-Exponential Case 
In order to get some results for a continuous random variable Z we 
generated 1000 pseudo-random numbers with 
t64/@ + 2) ~, z >~ 0, (6.3.1) 
fc(z) = t0, otherwise, 
by letting 0 have a gamma density with mean 2 and variance 1 and letting 
Z have the exponential density, f (z ]  0 -- O) = Oe -°~. The exponential is 
in class F2,1~ with bk(z) = (--1) k. Hence, from Eq. (4.1.2), 
E.(O l z . )  = - -  f . ' ( z . ) / L (~n)  
643/2o /3 -6  
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and 
are consistent sequences of estimators for E(OIz) and E(O2lz) if fn(zn), 
f,'(z~) and f~(z~) are consistent for f(z), if(z) and f"(z), respectively. 
Equation (5.2.7) then becomes, for m = 2, 
¢"(z) = 1 + 2T[f,,'(z)/f~(z)] + 2T2[f'~(z)/f~(z)]. (6.3.2) 
Using the estimators uggested by Rutherford (1969), we generated ¢~(z) 
for n = 10, 100, 1000 and graphed them with Ca(z) in Fig. 5. Also shown 
in Fig. 5 is Ca(z) assuming a poisson kernel. It is obvious that we do better 
with our estimates ¢~(z) than one would with this assumption for z > 2. 
Gamma-Exponential 
Situation 
FIO. 5. 
k / ,.o / 
. ,9  ",Z;;, 
,98 ~ 
.96 
.95 . . . . .  ~ lO0(z  ) 
- - - -  ~i°(z ) 
i i l i i i i r i i 
0 I 2 5 4 
~a(z) and ¢"(z) for various values of n. 
CONCLUSIONS 
It has been shown that in stochastic ontrol problems with an unknown 
signal parameter that the Empirical Bayes approach leads to some asymptotic 
optimality by assuming that the parameter is itself a random variable. 
In particular, we have relaxed the conditions on the kernel given by N. Ula 
and M. Kim (1965) and have introduced consistent estimators for E(8 e l z~) 
for any conditional distribution in class F1, ~ or F2, ~ . 
RECEIW9: May 24, 1971 
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