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Abstract  
Automated spike detection methods for the epileptic EEG are highly desired to speed up and 
disambiguate EEG analysis. However, it is difficult to accurately and concisely present the 
performance of such algorithms due to the large number of recording and algorithm variables that 
must be accounted for. This paper summarizes the core variables involved and presents different 
methods for calculating the average performance. These methods incorporate weighting factors to 
correct for non-ideal test cases. The factors are found to have a significant effect on the appearance 
of the results and the performance level that the algorithm appears to achieve. Four different 
weighting factors are considered and a duration divided by the number of events weighting is 
recommended for use in future studies.  
Key words: Spike detection, Interictal scalp EEG, Sensitivity, Performance metrics, Averaging results.  
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INTRODUCTION  
The interictal (inter-seizure) spike, illustrated for a single EEG channel in Figure 1, is a classic 
feature of the epileptic scalp EEG. Its presence or absence aids the diagnosis of epilepsy and the 
localisation of the epileptic focus. Visual inspection of long duration EEG recordings to identify spikes 
is time consuming and subject to variability between readers (Wilson et al., 1996). As a result there has 
been a large amount of interest in automated detection techniques to both speed up and disambiguate 
the analysis. The most famous papers in the field are undoubtedly from Jean Gotman (Gotman and 
Gloor, 1976) although some methods pre-date this, and algorithm papers have been published until the 
present day, for example (Indiradevi et al., 2008). Reviews of algorithmic methods have been given by 
(Frost, 1985) and (Gotman, 1985) in 1985 and more recently by (Wilson and Emerson, 2002) in 2002.  
Despite this high level of interest however, a definitive detection solution has not been found. It is 
clear that the task of finding a clinically acceptable trade-off between the number of events correctly 
detected and the number of false detections is non-trivial. This is largely due to the presence of artefacts 
that closely resemble spikes; varying spike morphologies; and the wide range of factors that affect the 
EEG signals produced. Furthermore, many of these issues are inconsistently treated between studies 
and differences in the methods used to present the results make comparisons between studies very 
difficult, and this fact is increasingly commented upon, for example in (Exarchos et al., 2006).  
The aim of this article is to show that the performance reporting method used, notably the method 
used to average the results between different patients and tests, can significantly affect the appearance 
of the results. Different averaging methods can produce very different results and it is important that the 
optimal method is used in each case in order to elucidate the most information about an algorithm’s 
performance.  
For brevity and clarity only methods for averaging algorithm sensitivity values are investigated here, 
although it is anticipated that similar methods should be applied to other performance metrics, such as 
the number of false positives or the percentage of data reduction. It is also likely that similar results will 
apply when investigating the performance of seizure detection and prediction algorithms on multiple 
patients, although the literature reviewed in this paper is restricted to the detection of interictal events in 
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scalp EEG. This article treats all interictal events such as spikes, sharp waves and spike-and-waves 
under the umbrella term spikes.  
We begin by outlining the different performance metrics of interest, notably sensitivity, specificity, 
selectivity and false detection rate, and then investigate four different methods for presenting the 
average sensitivity results across patients and tests. This is done by finding the sensitivity of the four 
methods on a set of synthetic algorithm results and illustrating how the sensitivity changes when a 
small change is made to the number of correct detections. We also illustrate how the sensitivity changes 
with the averaging method on the results of a real detection algorithm, although the overall aim is not 
the validation of this algorithm’s performance, and the results for how the performance metrics behave 
are algorithm independent. Given the results found, we recommend the use of a time/event weighted 
average to prevent the performance figures given from being skewed by the amount of data tested.  
It is not anticipated that the result presentation methods considered here are definitive. For example 
methods involving the increased use of statistics may be possible, and it is likely that key insights could 
be gained from the investigation of other fields. In particular, in the field of evoked potentials it is 
common to average many different individual recordings to reduce the effect of noise in any one 
recording, and weighted averages, as proposed here, are often used (see (Davila and Mobin, 1992) for 
example). However, we consider the high level averaging of the performance metrics for the particular 
field of EEG spike detection, rather than averaging recorded waveforms. Furthermore, a review of 70 
interictal spike detection publications shows that in the spike detection field this performance metrics 
averaging is inconsistently treated and we provide specific recommendations for this field which should 
allow results to be more accurately presented and compared between studies. 
 
PERFORMANCE METRICS 
Concisely presenting the performance of an event detection algorithm is not a trivial task due to the 
many testing variables that are involved and that affect how the performance should be calculated. In 
addition to this, and preventing the easy comparison of results between studies, there are some high 
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level algorithm factors that are inconsistently treated.  
Firstly, there is the overall aim of the algorithm and the fundamental method for displaying the 
results. To consider these, however, it is first necessary to outline the performance metrics that are 
used. There are four common measures associated with characterising the performance. These all use 
the following terminology:  
 True positives (TP): The number of correct detections of a spike as a spike.  
 False positives (FP): The number of incorrect detections of a non-spike event as a spike.  
 True negatives (TN): The number of correct detections of a non-spike as a non-spike.  
 False negatives (FN): The number of incorrect detections of a spike as a non-spike.  
and the metrics are given in the list below:  
1) Sensitivity: The probability of a spike being correctly detected:  
FNTP
TP
ySensitivit
. 
2) Specificity: The probability of a non-spike being correctly rejected: 
FPTN
TN
ySpecificit
. 
3) Selectivity: The fraction of correct detections:  
FPTP
TP
ySelectivit
.  
4) False positive rate: The average number of false positives per minute or hour.  
Not all papers generate any of these four measures explicitly, but it essentially universal to have 
some quantification of the TP and FN, allowing such measures to be derived if wanted. In addition 
some articles, for example (Indiradevi et al., 2008), also use an accuracy metric, although what is 
meant by this is not always defined, and it is unlikely to be used consistently.  
The sensitivity is the core performance metric and it illustrates how many of the wanted features are 
correctly found—a high sensitivity is always wanted (although not all papers give a measure of this 
performance, classically (Gotman and Gloor, 1976)). It is usually calculated by comparing the 
algorithm detections to those made by an expert marker. When doing this it is important to specify the 
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detection window, indicating how closely the two much match for a TP to have been found.  
The specificity, selectivity and false positive rate provide a measure of how many undesirable 
detections are made. The specificity and selectivity should be high, or the false positive rate low, for 
good results. In the context of spike detection, although the specificity is a well defined concept, it is 
not clear what a true negative EEG event is. It is presumably a measure of how much background 
activity is present, but it is not easily reduced to an integer as the TP, FP and FN measures are, and so 
the specificity is perhaps not an optimal measure to use, although again some articles, such as 
(Exarchos et al., 2006), attempt it. 
In general, there is thus a trade-off between the sensitivity of an algorithm and the number of false 
detections it makes: it is possible to achieve a high sensitivity (correctly detecting lots of events) if lots 
of false detections are tolerated. Most algorithms take this aim, although some, such as (Ramabhadran 
et al., 1999) aim for no false detections at the cost of a reduced sensitivity.  
To display the results, as (Wilson and Emerson, 2002) notes, if an algorithm detection parameter, 
called say β, can be easily varied the most natural way to display this trade-off is on a graph, as 
illustrated in Figure 2. For each value of β a particular performance (sensitivity) is obtained at a certain 
cost (for example number of false detections). As β is varied this pair of points defines a curve which is 
essentially a Receiver-Operator Curve (ROC) curve and the area to the top left of the line can be used 
as a high-level, dimensionless, measure of the algorithm performance.  
 
SENSITIVITY AVERAGING METHODS 
When using large numbers of patients or tests to characterise the algorithm performance it is not 
feasible to present results for each individual test, and it is desirable to have an overall headline 
performance figure. Methods for displaying the average performance of the algorithm over different 
tests and the variance in its performance are thus required. Different methods for calculating the average 
are possible, for example by weighting the sensitivity values found to correct for non-ideal test cases. It 
is shown here that the method used for calculating the average can significantly affect the results found. 
This is easily seen, of course, as some records may have 600 events while others only have one. Thus, in 
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different records the detection or non-detection of one event can have a very different effect on the 
sensitivity found for the record, and this affects the average sensitivity found. Despite the large amount 
of literature in the field, however, a consistent and quantitative treatment showing the effect of the 
averaging method used has not been given, and this is considered below. 
As part of this we have reviewed 70 interictal spike, scalp EEG, automated detection publications to 
assess the results combination methods used. These papers span from 1974 to 2008 with 51 being from 
peer reviewed journals, 18 from peer reviewed conferences and one company product sheet. The 
obtainable and relevant (given the scalp EEG criteria) papers from the (Wilson and Emerson, 2002) 
review have been incorporated, as have 20 post 2000 papers, which is the year for which the Wilson 
review stops. Full details of the review are given in appendix A, and summarised in Figure 3. From this, 
the following methods are identified as averaging methods that have been used (see below for 
definitions of each method): no sensitivity found, only one person tested, arithmetic mean (AM), total 
sensitivity (TS), arithmetic mean and total sensitivity (AM and TS), and not clear. Of these, the total 
sensitivity is by far the most commonly used.  We now go on to consider the effect of these different 
averaging methods. 
In this work four different methods of calculating the average sensitivity between different records 
are investigated, although others may be possible. The methods are described below using the 
terminology that there are M records and the ith record has a duration Ti, Ni marked events and Di 
correctly detected events. The sensitivity for any record is given by Di/Ni. Sensitivities for different 
records can then be combined in the following ways:  
1) Arithmetic mean:  
M
i i
i
N
D
M 1
1
ySensitivit  
2) Time-weighted average:  
i
M
i i
i
M
i i
T
N
D
T 1
1
1
ySensitivit  
3) Total sensitivity:  
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M
i
iM
i i
D
N 1
1
1
ySensitivit  
 
4) Time/event weighting:  
i
i
M
i i
i
M
i
i
N
i
T
N
T
N
D
1
1
1
ySensitivit  
The arithmetic mean method treats all of the different test cases equally, and so any one record which 
has, say, a low sensitivity, can significantly affect the overall value found. As a result it is potentially 
weighted by records that are very short or contain very few events. In contrast the total sensitivity 
measure treats all of the records as if they were one long record concatenated together. It is, thus, 
potentially weighted by records with large numbers of spikes or ones where the detection rate is 
particularly good. The time-weighted average and time/event weighted average weigh the individual 
sensitivities to make longer records more significant and long records with few events, significant, 
respectively, in an attempt to overcome the limitations noted above. The time-weighted average is 
investigated based upon the recommendations provided in (Wilson and Emerson, 2002), and in the 
context of the reviewed articles the time/event weighted average is new to this work. 
 
RESULTS  
The effect of the different averaging methods is illustrated in Tables 1 and 2. Table 1 illustrates a 
typical set of ten data records available for algorithm testing with variable test lengths and numbers of 
events present in each recording. In addition an example level of algorithm performance is shown with 
the number of correct detections made being arbitrarily chosen to illustrate a range of performance 
cases. For each data set, given the number of detections and the number of events the sensitivity within 
each record is calculated and shown.  
For record 10 two different cases, a) and b), are considered. In case a) only one of the three events in 
the recording is correctly detected while in case b) two are. The effect of this slight change is illustrated 
in Table 2. In this table the sensitivity is calculated using M = 10, the four different sensitivity methods 
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discussed previously and the figures for Ni and Di from Table 1. In case a) (the middle column in 
Table 2) data sets 1–9 and 10a are analysed while in case b) (the right hand column) data sets 1–9 and 
10b are analysed.  
From Table 2 it can be seen that the detection or non-detection of just one event from over 1000 
events in 32 hours of data appreciably affects the averages found. Furthermore, the different averages 
change by noticeably different amounts. For example, the total sensitivity hardly changes (one event in 
1033 is a very small percentage) while the arithmetic mean changes noticeably (one event in the three 
in record 10 is a large percentage). It is also interesting to note the spread of average values that are 
present in Table 2: more than 45% in case a). The question that this raises is: which method is the most 
representative one for illustrating the results?  
To demonstrate that the results from Table 1 and Table 2 are representative, Figure 4 shows 
preliminary results from a Continuous Wavelet Transform (CWT) based algorithm developed from 
(Casson et al., 2007) and for which full details are given in appendix B. The analysis here is not 
intended to be a full scale verification of this algorithm’s performance. Instead it is used as a 
representative test case to show the performance metrics variability which is intrinsically algorithm 
independent.  
The aim of the algorithm considered is to reduce the amount of EEG data for wireless transmission 
rather than to quantify the number of events present. Hence results are illustrated for the trade-off 
between the sensitivity and the percentage of data transmitted as the detection threshold β is varied, 
rather than the false detection rate or selectivity. Scalp EEG is analysed and five seconds of EEG are 
recorded in response to an algorithm detection. Spikes are deemed to be correctly recorded if they occur 
no more than two seconds away from a detection. Results for both axes are weighted according to the 
averaging method used.  
Three different data sets are analysed: A, B and C, detailed in Table 3. Data set A contains nine tests 
(M = 9) each of which is approximately an hour or more in length with a total duration of 16 hours. 
120 expert marked events are present. Data set B is the same as A, but with an extra 37 minute data set, 
making little difference to the total time analysed (M = 10). This record, however, contains 644 events. 
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Data set C is again the same as A, but with an extra five minute record which contains seven events 
(M = 10). Figure 4 shows the effect of analysing these different data sets.  
Data set A illustrates the baseline level of performance. Although the performance of the algorithm 
will always depend upon the data analysed to some extent, in principle the sensitivity is a property of 
the algorithm and should not be weighted by less representative test cases. This is clearly not the case, 
however, for the arithmetic mean or total sensitivity averaging methods where the results are visually 
different depending on which data is analysed. The time-weighted average and time/event weighted 
average have less sensitivity to the data analysed, although less skew is present in the time/event 
averaging case, particularly when the high event count record is analysed (data set B). This is illustrated 
quantitatively in Table 4 which gives the areas to the top left of the ROC curves and the percentage 
change in these areas compared to data set A. Lower area values indicate better algorithm performance. 
It is seen that the arithmetic mean, time-weighted averaged and total sensitivity all have changes in area 
as the data sets are changed of over 5%. In contrast the changes with the time/event weighted average 
are both below 0.5%. This factor of 10 difference is deemed significant here although there is no hard 
rule for this. The overall best performance (indicated by the lowest area figure) is given by the time-
weighted average of data set A with the other measures differing by up to 15% from this. The overall 
trend of the results is inline with those from Table 2, illustrating the algorithm independence of the 
performance metrics. 
DISCUSSION  
From Table 2, Figure 4 and Table 4 it can be seen that the averaging method used can significantly 
affect the appearance of the algorithm results that are produced. Before commenting on these results, 
three important notes are necessary. Firstly, all of the sensitivity values used must bear in mind that 
human expert marking is subjective and not all readers may agree about all events (Wilson et al., 1996). 
Secondly, when interpreting the average value produced there is also the issue that there is not an equal 
probability of different events being detected. (Wilson et al., 1996) puts it as ―a particular spike has a 
probability of detection, which may be high or low depending on its size, morphology, background 
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activity and other attributes.‖ As a result the average sensitivity is not necessarily easily related back to 
the performance of any one test: it can be used only as a general guideline of overall performance. 
Accurately representing the variance between tests, which can be significant, is another area that needs 
careful consideration. This, however, is not considered in more detail here.  
Thirdly, it is noted that maintaining the same test setup, particularly across studies, is not trivial. 
There are a number of factors that arise during the EEG recording itself, and these can affect the EEG 
traces produced and hence potentially the algorithm performance. As such they should be controlled as 
much as possible. For example, different types of recordings, typically routine, long term, ambulatory 
or combined with fMRI, are possible and inpatient and outpatient tests may have very different 
artefacts present. In addition, different patient states during testing, such as being awake or drowsy, can 
affect the signal conditions (such as the amplitude) and the amount of activity in the EEG, as can the 
age of the subject being tested. Factors, such as the presence or absence of anti-epileptic drugs, the 
presence of other diseases (co-morbidity), and the EEG equipment sampling rate and filter settings may 
also want to be controlled.  
Given these points it is now possible to consider the question: which performance metrics averaging 
method is optimally used to characterise an interictal spike detection algorithm? Unfortunately this is 
not easily answered, especially as it is highly likely that other averaging and weighting methods are 
possible and have not been considered here. Some insights, though, can be gained by considering when 
automated detection methods are most wanted for use. In short, and as has been noted before, there is 
simply no need for the automated analysis of EEG records which are only a few minutes long (Gotman, 
1999). Here a human interpreter is essentially perfect and the time burden of the analysis is not 
significant. (Indeed for records only a few minutes long the burden of setting up the EEG equipment 
and attaching the electrodes is likely more significant than the interpretation burden.) Also, long term 
recordings are more likely to be used on patients who have few interictal events in their EEG as 
patients who routinely have large numbers of events are likely to have these noticed on a standard, 
short, inpatient EEG and so not require long term testing. Records with low numbers of events are thus 
perhaps preferred for testing. This is particularly significant because (Frost, 1985) notes that algorithm 
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results are often ―appearing better when true epileptiform events are frequent‖ and (Wilson and 
Emerson, 2002) notes that it is important to ―not overweigh the contribution from the high spike count 
records‖. It can be argued that not detecting one event when only one is present is a much worse 
performance than not detecting one event when 600 are present and the average results should reflect 
this. The extreme records which are short or have lots of events thus, perhaps, should not significantly 
affect the results as they are deemed to for the arithmetic mean and total sensitivity methods.  
Assuming the same test setup is used in all cases (see above), the two core parameters that can vary 
between tests from a signal processing point of view are the test duration and the number of events 
present. The test duration can be controlled to a certain extent, although longer tests require more 
resources to carry out. The number of events present cannot be controlled. (Although only a set number 
can be considered if all records contain this minimum number.) Given this, and the fact that algorithms 
are perhaps ideally tested with long duration data with each record containing few events, it does not 
seem unreasonable to normalise for both these parameters, giving the time/event weighting method. At 
the same time, however, weighting the results can distort the sensitivity figure that is seen. For 
example, for the data set B case from Figure 4, at one threshold level 611 of the 764 events are 
detected, giving a total sensitivity of 80%, but the time/event weighted sensitivity is only 72%. In some 
cases the time/event weighted figure thus does not well represent the number of correct detections 
made. Based upon the results from Table 4 it is seen that the arithmetic mean does not necessarily 
underestimate the overall performance compared to the total sensitivity, but both, and especially the 
arithmetic mean, are subject are subject to event count and record length variations which can distort 
the reported figure.  
Any mention of the reporting method issue investigated in depth here has only been seen in three of 
the over 70 (including the reviews) publications read as part of this work. This is despite of course, the 
fact that the results here show that the averaging method used can have a significant effect on how the 
results are perceived. (Dingle et al., 1993) calculate their results using both the arithmetic mean and 
total sensitivity with a 13% difference being present between the two. No discussion of this discrepancy 
is provided however. (Gotman and Wang, 1992) makes brief mention of the total sensitivity and 
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arithmetic mean, preferring the total sensitivity as the arithmetic mean ―assumes that the number of 
false detections has a relationship with the number of true detections in a given patient, which is not the 
case‖ and the total sensitivity ―gives a better impression of the overall performance across a variety of 
subjects‖ (although as shown above this is not necessarily the case). Any weighting of the results is not 
discussed. This was first proposed in (Wilson and Emerson, 2002), which in contrast to (Gotman and 
Wang, 1992) recommends the arithmetic mean over the total sensitivity as ―it will not overweigh the 
contribution from the high spike count records‖. It goes on to state, ―In cases where the duration of the 
records is unequal, it is probably reasonable to normalize the contribution by the record duration‖. It 
is this that leads to the idea of the time-weighted average. It is noted though that no papers considered 
from after (Wilson and Emerson, 2002) incorporate such a weighting.  
The major contribution of this work has been the quantification of the change in performance using 
the different averaging methods in an attempt to reconcile the discrepancy noted above. The arithmetic 
mean does not underestimate the performance, but is very sensitive to the data that is analysed. To 
overcome this we recommend the time/event weighted average as it is the least sensitive to changes in 
short duration records and records with large numbers of events which better reflects the wanted testing 
procedure and can correct for non-ideal recordings from this point of view. Regardless of the end 
method chosen it is essential that care is given to consider how the results for a given situation, given 
the data tested, are best represented, and the representation method must be taken into account when 
analysing the results to be aware of records that may unduly weight them. Finally we note that our 
recommendation above must take into account the fact that other calculation methods may be possible, 
and particularly no statistical measures of the performance have yet been introduced. Doing so may 
further improve the ability to present the results. 
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TABLE CAPTIONS 
Table 1: A synthetic algorithm results set with tests of variable lengths and differing numbers of events 
and correct detections. 
Table 2: Results of the different calculation methods on data sets a) and b). 
Table 3: Data sets analysed with the example CWT based algorithm. 
Table 4: Areas to the top left of the ROC curves from Figure 4 divided by the total area, and the 
percentage change in these figures comparing data sets B and C with data set A. 
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TABLE 1 
Data 
set 
Duration (Ti) 
[minutes] 
Events 
(Ni) 
Detections 
(Di) 
Duration / Events 
(Ti / Ni) 
Record sensitivity 
(Di / Ni) [%] 
1 1 2 1 0.5 50.0 
2 2 12 10 0.17 83.3 
3 30 400 388 0.08 97.0 
4 30 25 15 1.2 60.0 
5 60 28 28 2.1 100 
6 100 500 463 0.2 92.6 
7 200 5 4 40 80.0 
8 300 20 19 15 95.0 
9 600 38 32 15.8 84.2 
10a 600 3 1 200 33.3 
10b 600 3 2 200 66.7 
 
 
TABLE 2  
Averaging method 
Sensitivity [%] 
1–9 and 10a 1–9 and 10b 
Arithmetic mean 77.6 80.9 
Time-weighted 86.2 86.2 
Total sensitivity 93.0 93.1 
Time/event weighted 47.2 71.4 
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TABLE 3 
Data set Record Duration [HH:MM:SS] Events 
A, B, C 1 00:59:08 4 
A, B, C 2 00:58:56 4 
A, B, C 3 02:00:11 41 
A, B, C 4 02:00:11 7 
A, B, C 5 02:00:11 3 
A, B, C 6 02:00:11 21 
A, B, C 7 02:00:11 28 
A, B, C 8 02:00:11 9 
A, B, C 9 02:00:11 3 
B 10 00:36:55 644 
 C 11 00:05:00 7 
 
TABLE 4 
 
 
Area and percentage change from data set A 
Arithmetic mean 
Time-weighted 
average 
Total sensitivity 
Time/event 
weighted average 
Data set A 0.1899 0.1889 0.2028 0.2174 
Data set B 0.2195 15.6% 0.1997 5.7% 0.1927 -5.0% 0.2175 0.0% 
Data set C 0.2185 15.1% 0.1904 0.8% 0.2159 6.5% 0.2186 0.5% 
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FIGURE CAPTIONS  
Figure 1: Four isolated interical spikes from a single channel scalp EEG. EEG is sampled at 240 Hz and 
taken from (Unknown, 2007). 
Figure 2: A schematic example illustrating how algorithm detection performance can be shown on a 
trade-off graph. 
Figure 3: Summary results from the literature review showing the temporal spread of the papers and the 
sensitivity combination methods used. Note that the 2004–2008 time bracket necessarily contains only 
four and a half years, as opposed to the five years of the other brackets. 
Figure 4: Preliminary results from a CWT based data reduction algorithm when different data sets are 
analysed with the different averaging methods. 
Figure 5: A high level overview of the algorithm used in this paper illustrating the main processing 
steps. Multiple channels are monitored in parallel with a detection in any one causing all of the 
channels to record. 
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APPENDIX A – LITERATURE REVIEW DETAILS 
 
The following three tables contain full details of the literature review carried out. For the 
summary in Figure 3, all unclear/not clear results are grouped into the Not clear category. The 
inclusion criteria are for a paper to assess the detection of interictal EEG spikes in scalp 
recordings including some measure of performance. General methodology papers and reviews 
are not included. It is noted that not all papers use a sensitivity parameter as defined in this 
article, but all include some measure of the number of events and correct detections or 
classifications which are combined by the method shown and could be derived into a 
sensitivity if desired.  
Many of the papers reviewed include results for individual patients as well as the combined 
total, but only the combined total, and its method for generation is considered here. Finally, 
some papers incorporate testing procedures that have a fixed recording time (for example 2), 
or a fixed number of marked events (for example 29), which could be interpreted as a method 
of weighting the average value produced, but this is not considered here. 
 
Journal papers 
 
No. Reference Year Combination method 
1 
Smith JR. Automatic analysis and detection of EEG spikes. 
IEEE Trans Biomed Eng 1974;21:1–7. 
1974 Total sensitivity 
2 
Gotman J, Gloor P. Automatic recognition and quantification 
of interictal epileptic activity in the human scalp EEG. 
Electroencephalogr Clin Neurophysiol 1976;41:513–529.  
1976 No sensitivity found 
3 
Ehrenberg BL, Penry JK.  Computer recognition of generalized 
spike wave discharges. Electroencephalogr Clin Neurophysiol 
1976;41:25–36. 
1976 Total sensitivity 
4 
Birkemeier WP, Fontaine AB, Celesia GG, Ma KM. Pattern 
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APPENDIX B – ALGORITHM SUMMARY 
 
The algorithm used here to illustrate the effect of the different performance metrics is a 
developed version of the one proposed in (Casson et al., 2007). For this algorithm, the overall 
aim is to reduce the EEG system power consumption by recording only interictal epileptic 
events whilst not recording background signals. This gives a significant data reduction, 
reducing the storage or transmission power. As the algorithm aim is only data reduction, not 
event quantification, significant data reduction can still be achieved even with a number of 
false positives present. 
A high level overview of the algorithmic procedure is given in Figure 5. The algorithm 
operates in continuous time processing all of the EEG channels recorded in parallel, a single 
channel at a time. The total number of channels used is essentially a variable. A detection in 
any one channel starts the recording process for all of the channels. In this process (which is 
not shown in detail in Figure 5) the EEG from the head is passed through an internal memory 
(buffer) from which only the section of EEG from immediately before and after the detection 
is selected to be permanently recorded. This produces a shortened EEG and hence data 
reduction. 
The first step in the algorithm is the extraction of frequency content from the EEG using two 
bandpass filters, producing signals C5 and C20. (Details of the bandpass filters can be found in 
(Casson et al., 2007b).) C5 is then compared with a threshold value of z β. This is calculated 
as: z is a normalizing parameter to correct for broad level amplitude differences in different 
EEG traces and is given approximately by the RMS (Root Mean Square) of the EEG signal, 
and β is the user set detection parameter which can be changed to set the algorithm 
performance, and generate the ROC results curves. If |C5| > z β the algorithm proceeds, 
otherwise no detection is made at this point in time. The next step is to test: |C5| > |C20|. If this 
is true, a detection is made and the recording process started, otherwise again no detection is 
made. 
 
