Abstract: Let X(t) = (X 1 (t), . . . , X n (t)) be a Gaussian vector process and g(t) be a continuous function.
Introduction
In engineering sciences, extreme values of non-linear functions of multivariate Gaussian processes are of interest in dealing with the safety of structures, see [34] and the references therein. Probabilistic structural analysis to answer the question is: what is the probability that a certain mechanical (or other) structure will survive when it is subject to a random load. The load is then usually defined by some n-dimensional vector process Y (t) = (Y 1 (t), . . . , Y n (t)), n ≥ 1, t ∈ [0, T ], and one seeks the probability that Y exceeds some more or less well-defined safe region, which is specific for the structure as P {Y (t) / ∈ S u (t), for some t ∈ [0, T ]} ,
where the time-dependent safety region S u (t) is defined by S u (t) = {(x 1 , · · · , x n ) ∈ R n : x p ≤ h(t, u)} with h(t, u), t, u ≥ 0 some continuous function and || · || p , p ∈ [1, ∞] the L p norm, i.e.,
in the space L p n = {x = (x 1 , . . . , x n ) : ||x|| p < ∞}. Assume that X(t) = (X 1 (t), . . . , X n (t)) where X ′ i s are independent copies of X(t) a centered Gaussian process which has continuous trajectories, variance function σ 2 (·) and correlation function r(·, ·) and
In the framework of (1), set Y (t) = d * X(t) := (d 1 X 1 (t), · · · , d n X n (t)), then we can rewrite (1) as
P ∃ t∈[0,T ] Z(t) > h(t, u)
where Z(t) := Z p (t) := X(t) * d p , (3) and hereafter, we call Z p (t) the L p norm process.
When p = 2, for a positive constant c, as in the convention Z c 2 (t) = (Z 2 (t)) c is called the chi process when c = 1 and the chi-square process when c = 2.
Further, as the Gaussian processes, we can introduce the stationary, locally-stationary, and non-stationary L p norm processes according to the stationary, locally-stationary, and non-stationary properties of X(t), respectively.
The investigate of
is initiated by the studies of high excursions of envelope of a Gaussian process, see e.g., [9] and generalized in [33, 35, 36] . When X(t) is stationary with σ(t) ≡ 1 and r(s, t) = 1 − a|t − s| α + o(|t − s| α ), |t − s| → 0, α ∈ (0, 2], [2, 3] develop the Berman's approach in [10] to obtain an asymptotic behavior of large deviation probabilities of the stationary chi-square processes.
Further, if there exists unique t 0 ∈ [0, T ] satisfies σ(t 0 ) = sup t∈[0,T ] σ(t) and
where b(t 0 ) and a(t 0 ) are positive constants related to t 0 , the tail asymptotic behavior of the non-stationary Z 2 2 (t) and Z p (t), p ∈ (1, 2) ∪ (2, ∞) are investigated in [41] and [25] , respectively, under the application of the so-called "double-sum method" in [42] .
Some recent contributions are focused on more general scenarios of chi process and chi-square process with h(t, u) = u − g(t), i.e., where the continuous function g(t) is generally considered as a trend or a drift.
When X i , i = 1, . . . , n are non-stationary Gaussian processes, Z 2 (t) + g(t), the non-stationary chi processes with trend, and Z 2 2 (t) − wt β , w, β > 0, the non-stationary chi-square processes with trend, are studied in [26] and [37] , respectively.
When X i , i = 1, . . . , n are locally-stationary Gaussian processes, [38] obtains the extreme of the supremum of Z 2 2 (t) with trend, see, e.g., [11, 28] for more details about locally stationary Gaussian processes. Considering both the locally stationary and non-stationary L p norm processes, the contribution of this paper concerns an exact asymptotic behavior of large deviation probabilities for Z c p (t) + g(t) with p ∈ [1, ∞], constant c ∈ (0, ∞) and g(t), t ∈ [0, T ] a continuous function, which contains the aforementioned results.
Organisation of the rest of the paper: In Section 2, the notation and some preliminaries are given. Our main results are displayed in Section 3. Following in Section 4 are two applications related to insurance and statistics.
Finally, we present the proofs in Section 5 and several lemmas in Section 6.
Notation and preliminaries
First we introduce some notation, starting with the well-known Pickands constant H α defined by
where S 1 , S 2 ∈ [0, ∞) are constants and B α (t), t ∈ R is a standard fractional Brownian motion (fBm) with Hurst index α/2 ∈ (0, 1]. Further, define for f (·) non-negative continuous function.
The exact values of P bt α α,a [0, ∞) are known for α = 1 and α = 2, namely,
See [39, 40, 15, 21, 14, 22, 16, 43, 18, 20, 13, 7] for various properties of H α and P f α,a . Through this paper ∼ means asymptotic equivalence when the argument tends to 0 or ∞. We notice that Ψ(·) denotes the tail distribution function of an N (0, 1) random variable and Ψ(u) ∼ (3) and a continuous function g(t), t ∈ R, we shall investigate the asymptotics of P sup
with c > 0 a constant. As in [25, 41] , for p ∈ [1, ∞], using the duality property of L p norm we find
where 
n points z, where
, ( we take all possible 2 n combinations of signs "+" and "-" ), where
The proof can be easily carried out by method of Lagrangian multipliers or referring to [25] [Lemma 3.1].
Next by [31] , we have the following lemma.
with the convention
Extremes of L p norm processes with trend
In this section, recall that Z(t) in (3) is the L p norm process and X i (t)'s are independent copies of X(t) with continuous trajectories, variance functions σ 2 (·) and correlation functions r(·, ·).
3.1.
Extremes of non-stationary L p norm processes with trend. As in [6] , if X(t) is non-stationary, we introduce the following assumptions:
(i) σ(·) attains its maximum on [0, T ] at the unique point t 0 ∈ [0, T ] and
for some positive constants b, β.
(ii) r(s, t) = 1 − a|t − s| α + o(|t − s| α ), s, t → t 0 for some constants a > 0 and α ∈ (0, 2].
Further, we introduce a bounded measurable trend function g(t) which satisfies (iii) g(t) ∼ −w|t − t 0 | γ , t → t 0 for some constants γ > 0, w ≥ 0. 
ii) Following the similar arguments as in the proof of Theorem 3.1, the result in Theorem 3.1 still holds for
3.2. Extremes of locally stationary L p norm processes with trend. If X(t) is locally stationary, as in [6] , we shall suppose that:
, where a(t) are positive continuous function
Before giving the scenarios with trend, we consider the extremes of the centered locally stationary L p norm processes. 
where a = a(t 0 ) and 
where f (t) = 
4. Applications 4.1. Ruin probability of a risk model. In theoretical insurance modelling a surplus process U (t) can be defined by
see [23] , where u ≥ 0 is the initial reserve, w > 0 is the rate of premium and the stochastic process X(t), t ≥ 0 denotes the aggregate claims process. See [45, 17, 27, 8, 6, 5] for more studies on related risk models. Here we investigate
is the same as in (2) and B i α (t) are independent fractional Brownian motions. X(t) can be considered as the sum of n independent claims or payments until time t. The corresponding ruin probability over a finite-time horizon [0, 1] is defined as
We present next approximation of this ruin probability. 
Besides in risk modelling, the L p norm processes, especially the chi-square processes, are also widely utilized in hypothesis testing, see [12, 44] and the reference there. Next we give an example. 
S(t),
where the Ornstein-Uhlenbeck chi-square process S(t) is
and V i (t), 1 ≤ i ≤ n are independent identically stationary Gaussian processes with covariance function given by
Proofs
During the following proofs, Q i , i ∈ N are some positive constants which can be different from line by line and
and
Proof of Theorem 3.1: We first present the proof for the case t 0 = 0.
and for u large enough
with S q the same as in (5) which is a centered Gaussian field.
We have for some small θ > 0 and u large enough
We first give the upper bounds of
Then by Borell inequality as in [1] and Lemma 2.2 for large u
where
By assumptions (i) and (iii), we know that for some ε 1 ∈ (0, 1) 
Thus by (7), (11) and the fact that
which combined with (6) imply
Denote for any λ > 0 and some ε ∈ (0, 1)
For u large enough, we have
In the view of Lemma 6.2 and (8), we have that for some ǫ ∈ [0, 1),
2−c } . Similarly, we derive that
Combing (15)- (18) with (14), we obtain
Case 2: β * = α * . We consider that for u large enough,
Using (28) (9), we have that
Similarly,
Moreover, by Lemma 6.2,
Inserting (21), (22) , and (23) into (20), we have
Together with (25), we get
Consequently, we have the results according to (13) , (19) , (24) and (26) . 
We have
with
By Lemma 6.2
Further, by Lemma 6.2
Similarly, by Lemma 6.2
For any θ > 0
where δ(θ) > 0 is related to θ. Then by Lemma 6.1
where Q 3 is a large constant. Finally by Lemma 6.3 for u large enough and θ small enough
Thus the claim follows. When c = 2, for any constant θ > 0, we define
and by Theorem 3.3
Further, we have
Then for g m = sup t∈[0,T ] g(t) by Lemma 6.1
Thus, we have
is a continuous function, we have
Further, since when c ∈ (2, ∞),
holds for any Q 2 > 0. Hence, by Theorem 3.3
The result follows.
Appendix
In this section, we give several lemmas which are used in the proofs of the theorems.
Lemma 6.1. let X(t) = (X 1 (t) . . . , X n (t)), t ∈ [0, T ], n ≥ 1 be an centered R n -valued vector process with independent marginals, which have continuous samples, unit variances and correlation functions satisfying assumption (v). Then for 0 < t 1 < t 2 < t 3 < ∞ and u large enough
where D, δ are some constant.
Proof of Lemma 6.1: By assumption (v) and the continuity of r(t), for some δ > 0 we have
is a center Gaussian fields, we have further
where D is some constant such that
hence the claim follows.
Lemma 6.2. let X(t) = (X 1 (t) . . . , X n (t)), t ∈ R, n ≥ 1 be an centered R n -valued vector process with independent marginals, which have continuous samples, unit variances and correlation functions satisfying assumption (iv). Set a := a(t 0 ), t 0 ∈ R, and K u a family of index sets and u k satisfying that
If f (t) is a nonnegative continuous function with f (0) = 0, f (t) > 0, t = 0 and d is the same as in (2), then we have that for some constants S 1 , S 2 ≥ 0 and max(S 1 , S 2 ) > 0
If lim u→∞ sup k∈Ku ku −2/α ≤ θ for some small enough θ ≥ 0, we have for some constant S > 0 (29) where ε θ → 0, as θ → 0.
Specially, if θ = 0, we have
Proof of Lemma 6.2:
Step 1: First we give the proof of (28) . When p = 1, set W = {w = (w 1 , · · · , w n ) :
By [6] [Lemma 4.1], we have
Since for any w = w
then by Borell inequality, we have
Then (28) with p = 1 is follow. 
we just need to show as u → ∞ P sup
In fact, since
by Borell inequality, we have
attains the maximum over 
where M is the number of the maximum point of σ 2 1 (t, v). Case 1) p ∈ (1, 2) and M = 2 n . It is enough to find the asymptotics of single term in (31), for instance, for a
hence the fields
can be represented as
where z is a interior point of a set S δ q (1). We can write the following Taylor expansion for σ 1 (t, v)
where Λ = (λ i,j ) i,j=1,··· ,n−1 is a non-negative define matrix with elements
We have the following expansion for the correlation function
There exists a non-singular matrix Q such that QΛQ T is diagonal, and set the diagonal is (c 1 , · · · , c n−1 ). Then
and 
where we use the fact in [30] that
and P sup
Case 2) p ∈ (2, ∞] and M = 2m. Again we need to find the asymptotics of single term in (31) , to wish namely for a maximum point (0, v
. hence the fields
is a small neighborhood of 0 :
attains its maximum 1 at (0, 0) where 0 is a interior point of a set S δ q (1). We can write the following Taylor expansion for σ 1 (t, v)
and the following expansion for the correlation function
Then the proof again follows by similar arguments as in the proof of [42] [ Theorem 8.2] . Consequently, we get 
again can be represented as
which is defined in [−S 1 , S 2 ] × S q where
the arguments as in [41] we conclude that σ 1 (t, v) and the correlation function
have the following asymptotic expansions:
Then the proof follows by similar arguments as in the proof of [37] [Theorem 6.1] with the case µ = ν.
Consequently, we get
Step 2: Next we proceed to the proof of (29) . Setting a u,k = (a(ku
holds for some ε θ ∈ (0, a).
Then we have
We notice that by assumption (iv)
For Π + (u) and Π − (u), when p = 1, (29) follows with the same arguments as in Step 1.
When p ∈ (1, ∞], for Π + (u) and Π − (u) we use the similar arguments as in in Step 1 with
When p = 2,
We get that as u → ∞
Thus (29) 
Then we can find a constant C such that for all S > 0 and
, and
Proof of Lemma 6.3: Through this proof, C i , i ∈ N are some positive constant.
We have by [19] [Theorem 3.1] for u large enough Y u (t, v) > u k .
We have Var(Y u (t, v)) = sup
Similarly, we have Proof of Proposition 4.2: Note that V i (t), 1 ≤ i ≤ n are stationary with unit variance and correlation function r(s, t) satisfies r(s, t) ∼ 1 − 2 |s − t| , |s − t| → 0, and r(s, t) < 1, ∀s = t.
By Theorem 3.3 with c = 2 and p = 2 we get the result.
