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1 Introduction
The idea used in this paper appeared in the theory of bi-Hamiltonian systems when
it was discovered that the algebraic structure of a pair of compatible Poisson brackets
{ , }0 and { , }1 essentially affects the differential geometry of the pencil { , }0+λ{ , }1
and even the dynamical properties, e.g. stability, of bi-Hamiltonian systems related to
it (see [17, 18, 20, 13, 4, 3]). This observation has recently been used in [5] to introduce
Jordan–Kronecker invariants for a finite-dimensional Lie algebra g, which are directly
related to a natural pencil of compatible Poisson brackets on g∗. From the algebraic
viewpoint, this construction is based on a simple fact that every element x ∈ g∗ defines a
natural skew symmetric bilinear formAx(ξ, η) = 〈x, [ξ, η]〉 on g. The Jordan–Kronecker
invariant of g is, by definition, the algebraic type of the pencil of forms Ax+λa for a
generic pair (x, a) ∈ g∗ × g∗. All possible algebraic types are described by the Jordan–
Kronecker theorem on a canonical form of a pencil of skew-symmetric matrices ([16, 8])
and, in each dimension, there are only finitely many of them.
In the present paper, this construction will be transferred to arbitrary finite-
dimensional representations of finite-dimensional Lie algebras. We will show how the
classical theorem on a canonical form of a pair of linear maps can be applied in the
study of Lie algebra representations.
Namely, let ρ : g → gl (V ) be a linear representation of a finite-dimensional Lie
algebra g on a finite-dimensional vector space V . With this representation and an
arbitrary element x ∈ V we can naturally assign the operator Rx : g → V defined
by Rx(ξ) = ρ(ξ)x. Consider a pair of such operators Rx, Ra and the pencil Rx +
λRa = Rx+λa generated by them. It is well known that such a pencil can be completely
characterised by a collection of quite simple invariants: elementary divisors and minimal
indices (see Section 2 for details). We will show how some important and interesting
properties of ρ are related with and can be derived from the invariants of such a pencil
Rx+λa generated by a generic pair (x, a) ∈ V × V .
1
2 Canonical form of a pair of linear maps
In this section, we briefly remind some results from [8] on a canonical form of a pair of
linear maps. We state the main theorem in matrix form which is convenient for further
considerations.
Theorem 1. Consider two vector spaces U and V over an algebraically closed field
K of characteristic zero. Then for every two linear maps A,B : U → V there are bases
in U and V in which the matrices of the pencil P = {A + λB} have the following
block-diagonal form:
A + λB =


0g,h
A2 + λB2
.
.
.
Ak + λBk

 , (1)
where 0g,h is the zero g×h-matrix and each pair of the corresponding blocks Ai and Bi
takes one of the following forms:
1. Jordan block with eigenvalue λ0 ∈ K
Ai =


λ0 1
λ0
. . .
. . . 1
λ0

 , Bi =


1
1
. . .
1

 .
2. Jordan block with eigenvalue ∞
Ai =


1
1
. . .
1

 , Bi =


0 1
0
. . .
. . . 1
0

 .
3. Horizontal Kronecker block
Ai =


1 0
. . .
. . .
1 0

 , Bi =


0 1
. . .
. . .
0 1

 .
4. Vertical Kronecker block
Ai =


1
0
. . .
. . . 1
0

 , Bi =


0
1
. . .
. . . 0
1

 .
The number and types of blocks in the decomposition (1) are uniquely defined up to
permutation.
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It is convenient to formally assume that the zero block 0g,h is a block-diagonal “sum”
of g vertical Kronecker blocks of size 1 × 0 and h horizontal Kronecker blocks of size
0 × 1. The minimal column indices ε1, . . . , εp of P = {A + λB} are defined to be the
numbers of rows in each of the horizontal Kronecker blocks and, similarly, the minimal
row indices η1, . . . , ηq are the numbers of columns in each of vertical Kronecker blocks.
In particular, the first g minimal row indices and first h minimal column indices equal
zero.
For the sequel, it is important to have a description of the “ingredients” of the
canonical form (1) in invariant terms.
Corollary 1. Let r = maxλ∈K rk (A+λB) be the rank of the pencil P = {A+λB}.
Then
1) the number p of minimal column indices (or equivalently, the number of horizontal
Kronecker blocks) is equal to dimU − r,
2) the number q of minimal row indices (or equivalently, the number of vertical
Kronecker blocks) is equal to dimV − r.
In other words, p = dimKer (A+λB) and q = dimKer (A+λB)∗ for generic λ ∈ K.
The eigenvalues of Jordan blocks from the canonical decomposition (1) can be
described with a help of the characteristic polynomial Dr(λ, µ) that is defined as the
greatest common divisor of all the r × r minors of the matrix µA + λB, where λ and
µ are viewed as formal variables and r = rkP. Notice that the polynomial Dr(λ, µ)
does not depend on the choice of bases and therefore is an invariant of the pencil. It is
easy to see that Dr(λ, µ) is the product of characteristic polynomials of all the Jordan
blocks. These polynomials, in turn, are called elementary divisors of the pencil and also
admit a natural invariant interpretation, see [8] for details.
Corollary 2. The eigenvalues of the Jordan blocks can be characterised as those
λ ∈ K for which the rank of A − λB drops, i.e. rk (A− λB) < r = rkP. The infinite
eigenvalue appears in the case when rkB < r.
If we consider (λ : µ) as a point of the projective line KP 1 = K + {∞}, then
the eigenvalues of Jordan blocks (with multiplicities) are the roots of the characteristic
equation Dr(−λ, µ) = 0.
Jordan blocks are absent if and only if the non-trivial linear combinations µA+λB
are all of the same rank.
Notice that the horizontal Kronecker blocks are of size εi×(εi+1) and vertical ones
are of size (ηj +1)× ηj. For a pencil P = {A+ λB}, it will be convenient to introduce
the following notions.
Definition 1. The total number of columns in horizontal blocks khor =
∑
(εi+1)
is said to be the total Kronecker h-index of the pencil P. Similarly, the total number of
rows in the vertical Kronecker blocks kvert =
∑
(ηj+1) is said to be the total Kronecker
v-index of P.
Notice that
kvert + khor = dimV + dimU − rkP − degDr. (2)
The numbers kvert and khor admit the following invariant description. Let us choose
in the pencil P = {A+ λB} sufficiently many operators of rank r = rkP (as we know,
for some λ’s the rank may drop; such operators are ignored):
As = A+ λsB, s = 1, . . . , N.
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Consider the subspaces
Lhor =
N∑
s=1
KerAs ⊂ U and Lvert =
N∑
s=1
KerA∗s ⊂ V
∗.
These subspaces are defined by the pencil itself and therefore can be considered as its
natural invariants.
Proposition 1. The subspaces Lhor ⊂ U and Lvert ⊂ V
∗ are well-defined in the
sense that they do not depend of the choice of λ1, . . . , λN . Moreover,
dimLhor = khor and dimLvert = kvert.
Proof. Straightforward verification for the pencil written in canonical form (1).
Notice that Lhor and Lvert can also be defined as Lhor =
∑
λKer (A+λB) and Lvert =∑
λKer (A
∗+λB∗) where the sum is taken over all λ ∈ K such that rk (A+λB) = rkP.
In what follows, it would be useful to understand the behaviour of Kronecker indices
under a continuous deformation of a pencil P. A complete answer to this question can
be derived from [7]. Here we discuss one particular case only, assuming for simplicity
that K = C (although the statement remains true for an arbitrary field of characteristic
zero if we appropriately adapt the idea of “continuity”).
Proposition 2. Let P(t) = {A(t) + λB(t)} be a continuous deformation of a
pencil of complex matrices (operators from U to V ) which leaves unchanged the rank of
the pencil r = rkP(t) and the degree of the characteristic polynomial Dr. Then under
such a deformation, the numbers kvert and khor remain constant too.
Proof. Consider the subspace Lvert(t) which now depends on t. Without loss of gen-
erality, we may assume that in a neighbourhood of t = t0 the rank of A(t) + λsB(t)
equals r not only for all λs, but also for all t (clearly, if this condition holds true for
t0, then by continuity it is automatically fulfilled for all t sufficiently close to t0). Then
all the subspaces KerAs(t) have the same dimension and continuously depend on t. As
for the sum Lvert(t) of these subspaces, it changes continuously too unless for some t
its dimension drops. Speaking more formally, dimLvert(t) is upper semi-continuous as
a function of t. Thus, according to Proposition 1, we conclude that kvert(t) is upper
semi-continuous. By the same reason, the function khor(t) is upper semi-continuous too.
It remains to notice that in view of (2), the sum kvert(t) + khor(t) is constant. This
immediately implies that in fact kvert(t) and khor(t) are both continuous and, therefore,
constant (as kvert(t) and khor(t) are integer numbers).
Finally, we will need one statement which, in a way, explain the nature of minimal
indices and, in particular, explains in what sense these indices are minimal.
Let A be regular in a pencil P = {A+λB}, i.e. rkA = rkP. The first observation is
that for every v0 ∈ KerA there exists a sequence of vectors {vj ∈ U}, finite or infinite,
such that the expression v(λ) =
∑r
j=0 vjλ
j is a formal solution of the equation
(A+ λB)v(λ) = 0. (3)
For an infinite sequence we set r = ∞. The following statement easily follows from
analysing the pencil P written in canonical form.
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Proposition 3. Let ε1 ≤ ε2 ≤ · · · ≤ εp be the minimal column indices of P =
{A+ λB} and A ∈ P be regular. Suppose the expressions
vα(λ) =
rα∑
j=0
vα,jλ
j, where vα,j ∈ U, α = 1, . . . , p,
are formal solutions of (3) such that their initial vectors vα(0) = vα,0 form a basis of
KerA, and the numbers rα = deg vα(λ) are ordered so that r1 ≤ r2 ≤ · · · ≤ rp. Then
1) rα ≥ εα for α = 1, . . . , p,
2) the linear span of all vα,j coincides with the subspace Lhor ⊂ U .
Remark 1. A similar statement is, of course, fulfilled for the minimal row indices.
Also notice that the estimate rα ≥ εα still holds true in the case when the initial vectors
vα,0 ∈ KerA are linearly independent but do not span the whole kernel KerA, i.e. when
α = 1, . . . , m < p = dimKerA.
Remark 2. Using the canonical form (1) from Theorem 1, it is easy to construct
vα(λ) satisfying the conditions of Proposition 3 and such that rα = εα (it is sufficient to
do it for each horizontal block separately). This property can be taken as an invariant
definition of minimal indices ε1, . . . , εp, see [8] for details.
3 Finite-dimensional representations of Lie algebras
and operators Rx
In what follows, all vector spaces, Lie algebras and other algebraic objects are supposed
to be complex, i.e., defined over C, although all the results can naturally be transferred
to the case of an algebraically closed field of characteristic zero.
Consider a finite-dimensional linear representation ρ : g → gl (V ) of a finite-
dimensional Lie algebra g. To each point x ∈ V , the representation ρ assigns a linear
operator Rx : g → V , Rx(ξ) = ρ(ξ)x ∈ V . Since the mapping x 7→ Rx is in essence
equivalent to ρ, many natural algebraic objects related to ρ can be defined in terms of
Rx.
For example, the stabiliser of x ∈ V can be defined as
Stx = KerRx = {ξ ∈ g | Rx(ξ) = ρ(ξ)x = 0} ⊂ g.
A point a ∈ V is called regular, if
dimSta ≤ dimStx, for all x ∈ V.
Those point which are not regular are called singular. The set of singular points will
be denoted by Sing ⊂ V . In terms of Rx we have
Sing = {y ∈ V | rkRy < r = max
x∈V
rkRx}.
The dimension of the stabiliser of a regular point is a natural characteristic of ρ
and we will denote it by dimStreg. Though in our paper we never use the action of
the Lie group G associated with the Lie algebra g, it will be convenient to “keep in
mind” the action and its orbits. We will need, however, not the orbits themselves but
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their dimensions only. In particular, for the dimension of a regular orbit we will use
the notation dimOreg. Notice by the way that
TxOx = ImRx and dimOx = rkRx.
A (complex analytic) function f(x) : V → C is an invariant of a representation
ρ : g→ gl (V ) if and only if its differential df(x) ∈ V ∗ satisfies the system of equations:
R∗x(df(x)) = 0, for all x ∈ V. (4)
The algebra of polynomial invariants of ρ will be denoted by C[V ]g. Notice that ρ
may admit no polynomial (and even no rational) invariants at all. However, in a neigh-
bourhood of a regular point there always exist q = codimOreg independent analytic
invariants.
Formally substituting x 7→ a+ λx in (4), we get the following
Proposition 4. Let f(x) be a (locally analytic) invariant of ρ : g → gl (V ).
Consider the expansion of f(a+ λx) into powers of λ:
f(a+ λx) =
∞∑
j=0
λjgj(x),
where gj(x) are homogeneous polynomials of degree j. Then the gradients dgj satisfy
the formal equation
(Ra + λRx)
∗
∞∑
j=0
λjdgj(x) = 0, dgj(x) ∈ V
∗. (5)
This statement motivates the following definition.
A formal power series G =
∑
∞
j=0 λ
jgj(x), where gj(x) is a homogeneous polynomial
in x of degree j, is called a formal invariant of the representation ρ at a regular point
a ∈ V if it satisfies the formal identity (5). Some properties of formal invariants are
discussed in [6, 2].
By analogy with Mischenko–Fomenko subalgebras (see. [11, 1, 6]), we consider the
subalgebra Fa ⊂ C[V ] generated by the homogeneous components gα,j of formal in-
variants Gα =
∑
∞
j=1 λ
jgα,j(x) at point a ∈ V whose linear terms gα,1 form a basis
of KerR∗a = (TaOa)
⊥. It is natural to call such a set of formal invariants G1, . . . , Gq,
q = codimOreg, complete or even a basis of the space of formal invariants. Notice that
Fa does not depend on the choice of a complete set of formal invariants (see [2]).
If ρ admits a complete set of polynomial invariants, i.e. tr.deg.C[V ]g = codimOreg,
then formal invariants are not necessary. In this case, instead of Fa one can consider
the subalgebra Ya ⊂ C[V ] generated by the polynomials of the form f(x+ λa), where
f ∈ C[V ]g (sf. [12, 15, 9]). The subalgebras Fa and Ya are closely related to each
other. In particular, if the differentials df(a), f ∈ C[V ]g span the subspace KerR∗a =
(TaOa)
⊥, then Fa and Ya coincide. In the case of the coadjoint representation ρ = ad
∗
these subalgebras are commutative with respect to the natural Lie-Poisson bracket
on g∗ ([11]) and this remarkable property explains the role which Mischenko-Fomenko
subalgebras play in the theory of Lie algebras and integrable systems.
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4 Jordan–Kronecker invariants of Lie algebra repre-
sentations
Let, as above, ρ : g→ gl (V ) be a finite-dimensional representation of a Lie algebra g.
To each x ∈ V we assign a linear operator Rx : g→ V and consider the pencils of such
operators generated by a pair of vectors a, x ∈ V .
By the algebraic type of a pencil Rx+λRa = Rx+λa, we will understand the following
collection of discrete invariants:
• the number of distinct eigenvalues of Jordan blocks,
• the number and sizes of the Jordan blocks associated with each eigenvalue,
• minimal row and column indices.
Proposition 5. The algebraic type of a pencil Rx + λRa does not change under
replacing x and a with any linearly independent combinations of them x′ = αx + βa
and a′ = γx+ δa.
In other words, the type characterises two-dimensional subspaces in V or, which is
the same, one-dimensional subspaces (complex lines) in the projectivisation of V .
Since the number of different algebraic types is finite, it is easily seen that in the
space V × V there exists a non-empty Zariski open subset of pairs (x, a) for which the
algebraic type of the pencil Rx+λa will be one and the same.
Definition 2. A pair (x, a) ∈ V × V from this subspace and the corresponding
pencil Rx+λa will be called generic.
Definition 3. The Jordan–Kronecker invariant of ρ is the algebraic type of
a generic pencil Rx+λa.
In particular, minimal column and row indices of a generic pencil will be denoted by
ε1(ρ), . . . , εp(ρ) and η1(ρ), . . . , ηq(ρ) and will be called minimal column and row indices
of the representation ρ.
5 Main results
All the results below are straightforward corollaries of general properties of pencils
of linear operators presented in Section 2. As before, we consider an arbitrary finite-
dimensional representation ρ : g→ gl (V ) of a finite-dimensional Lie algebra g.
Proposition 6. 1) the number p of minimal row indices of ρ is equal to dimStreg;
2) the number q of minimal column indices of ρ is equal to codimOreg.
Proof. It is sufficient to recall that rkRx+λa = dimOx+λa and use Corollary 1.
Proposition 7. A generic pencil Rx+λRa has no Jordan blocks if and only if the
codimension of the singular set Sing is greater or equal than 2.
Proof. According to Corollary 2, a generic pencil Rx + λRa has no Jordan blocks if
and only if all these operators are of the same rank, i.e. a generic line x+ λa does not
intersect the singular set Sing. Clearly, the latter condition is fulfilled if and only if
codim Sing ≥ 2.
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Let us discuss the case codim Sing = 1 in more detail. This will give us some
understanding of the “Jordan part” in the canonical decomposition of a generic pencil
Rx+λa.
Consider the matrix of the operator Rx and take all of its minors of size r × r,
r = dimOreg that do not vanish identically (such minors certainly exist). We consider
them as polynomials p1(x), . . . , pN(x) on V . The singular set Sing ⊂ V is then given
by the system of polynomial equations
pi(x) = 0, i = 1, . . . , N.
This set is of codimension one if and only if these polynomials possess a non-trivial
greatest common divisor which we denote by pρ.
Thus, we have pi(x) = pρ(x)hi(x), which implies that the singular set Sing can be
represented as the union of two subsets:
Sing0 = {pρ(x) = 0} and Sing1 = {hi(x) = 0, i = 1, . . . , N}
It is easy to see that pρ(x) is a semi-invariant of the representation ρ. This follows
from the fact that under the action of G the singular set Sing0 remains invariant and
therefore pρ might only be changed by multiplying it with a constant factor. We will
refer to this polynomial pρ as the fundamental semi-invariant of ρ. Taking into account
Corollary 2, we immediately get
Proposition 8. If a ∈ V is regular, then the eigenvalues of Jordan blocks of a
pencil Rx+λa are those values of λ ∈ C for which the line x−λa intersects the singular
set Sing. The degree of the fundamental semi-invariant pρ is equal to the sum of sizes
of all Jordan blocks for a generic pencil Rx+λa.
Following Section 2, for an arbitrary pencil Rx+λa we define the numbers kvert(x, a)
and khor(x, a). These numbers computed for a generic pair (x, a) are invariants of the
representation ρ. We denote them kvert(ρ), khor(ρ) and call the total Kronecker v-index
and h-index of ρ.
Remark 3. Notice that (sf. (2))
kvert(ρ) + khor(ρ) = dimV + dim Streg − deg pρ = dim g+ codimOreg − deg pρ. (6)
In some cases this formula simplifies. For instance, if Streg = {0}, i.e. the stabiliser
of a regular point is trivial, then horizontal Kronecker blocks are absent, so we have
khor(ρ) = 0 and kvert(ρ) = dimV −deg pρ. If in addition codim Sing ≥ 2, then deg pρ = 0
and the total Kronecker v-index of ρ is simply dimV .
Similarly, if ρ has an open orbit, i.e. codimOreg = 0, then vertical Kronecker blocks
are absent and we have khor(ρ) = dim g − deg pρ. If in addition codim Sing ≥ 2, then
khor(ρ) = dim g.
An explicit description of all generic pairs (x, a) ∈ V × V seems to be a non-trivial
problem. It is even more interesting to understand what happens to the algebraic type
of a pencil Rx+λa, for instance, to the corresponding numbers khor(x, a), kvert(x, a),
degDr(x, a) under a deformation of (x, a). In this context, the following result looks
quite curious.
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Proposition 9. Let a ∈ V be regular and a line x + λa do not intersect Sing1,
then
khor(x, a) = khor(ρ),
kvert(x, a) = kvert(ρ),
degDr(x, a) = deg pρ.
Remark 4. Notice that almost all lines x+λa satisfy assumptions of Proposition 9
(as codim Sing1 ≥ 2) but these assumptions do not guarantee that (x, a) is generic in
the sense of Definition 2.
Remark 5. In the assumptions of Proposition 9, x and a can be interchanged (see
Proposition 5).
Proof. The equality degDr(x, a) = deg pρ is almost obvious. Indeed, denote by g(λ)
the greatest common divisor of all r×r minors of Rx+λa, r = rk {Rx+λa} = dimOreg. It
is clear that g(λ) can be obtained from Dr(x, a) by substituting µ = 1 and the degrees
of these polynomials coincide (here it is essential that a is regular). As we know, the
greatest common divisor of all r × r minors of the matrix Rx (viewed as polynomials
in x) is the fundamental semi-invariant pρ(x). Therefore g(λ) is certainly divisible by
pρ(x + λa) (now we consider these polynomials as polynomials in λ). However the
degree of g might be greater than that of pρ, i.e., there could be a situation when
g(λ) = pρ(x + λa)h(λ), where h(λ) is a non-constant polynomial. But this happens if
and only if the straight line x+ λa intersects Sing1 (see above the definition of Sing1).
If this is not the case, we get the desired equality:
degDr(x, a) = deg g = deg pρ.
Next consider the total Kronecker indices of Rx+λa. Let (x0, a0) be a generic pair.
Without loss of generality we may assume that the line x0+λa0 satisfies the conditions
of Proposition 9 (in fact, these conditions will be fulfilled automatically). Consider a
continuous deformation of the pair (x, a) to the pair (x0, a0). Since the set of pairs satis-
fying conditions of Proposition 9 is Zariski open and, therefore, pathwise connected, we
can realise a desired deformation x(t), a(t) without leaving this set. This implies that
the rank of the pencil and degree of the characteristic polynomial Dr(x(t), a(t)) remain
unchanged under this deformation. Hence in view of Proposition 2, khor(x(t), a(t)) and
kvert(x(t), a(t)) remain constant too, as required.
In what follows, we consider only such pairs (x, a) ∈ V × V for which the plane
span(x, a) ⊂ V does not belong entirely to the singular set Sing. In particular, the
line x + λa (or a + λx) meets Sing in at most finitely many points. This condition is
equivalent to saying that the rank of the pencil Rx+λa is maximal and equals dimOreg.
The pair (x, a), however, is not necessarily generic.
Following Section 2, to each pair (x, a) we can assign two subspaces
Lhor(x, a) =
∑
KerRx+λa ⊂ g and Lvert(x, a) =
∑
KerR∗x+λa ⊂ V
∗,
where the sum is taken over all λ such that x+λa /∈ Sing. From Proposition 1 we have
dimLhor(x, a) = khor(x, a) and dimLvert(x, a) = kvert(x, a). (7)
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The subspaces Lhor and Lvert have a natural interpretation in terms of the repre-
sentation ρ. Let x ∈ V , for definiteness, be regular. Then KerRx+λa is the stabiliser of
x+ λa and we get
Lhor(x, a) =
∑
Stx+λa, x+ λa /∈ Sing. (8)
The expression x + λa for small λ can be understood as a variation of x (in the fixed
direction defined by a). The stabiliser changes under this variation and dim
∑
Stx+λa
shows the “magnitude” of this change. From (7) and Proposition 9, we immediately
obtain the following interpretation of khor.
Proposition 10. Let x ∈ V be regular. Then
dim
∑
Stx+λa = khor(x, a).
If (x, a) is such that a+ λx does not intersect Sing1 (in particular, if (x, a) is generic),
then
dim
∑
Stx+λa = khor(ρ).
In a similar way, we can interpret the total Kronecker v-index. The meaning of
R∗x ⊂ V
∗ is very simple. This is the annihilator of the tangent space to the orbit Ox at
the point x. By varying x in the direction of a, we obtain a family of such annihilators
and take the sum of them. The subspace obtained in such a way can naturally be
described in terms of the subalgebra Fa. Namely, if we assume a ∈ V to be regular,
then (see Proposition 3 and definition of Fa in Section 3):
Lvert(x, a) = span{dg(x), g ∈ Fa}. (9)
This enable us to find the number of algebraically independent polynomials in Fa
(here we use Proposition 9 again).
Proposition 11. Let a ∈ V be a regular element. Then
dim span{dg(x), g ∈ Fa} = kvert(x, a).
If (x, a) is such that the line x+ λa does not intersect Sing1 (in particular, if (x, a) is
a generic pair), then
dim span{dg(x), g ∈ Fa} = kvert(ρ)
and, therefore,
tr.deg.Fa = kvert(ρ).
If a representation ρ possesses a complete set of polynomial invariants, in other
words, tr.deg.C[V ]g = codimOreg, then instead of Fa one usually considers the subal-
gebra Ya ⊂ C[V ] generated by the functions of the form f(x + λa), where f ∈ C[V ]
g
(see Section 3). The subalgebra Ya has also another advantage that it is well defined for
any element a ∈ V , not necessarily regular. As in the case of Fa, to each point x ∈ V
we can assign the subspace of V ∗ generated by the differentials of functions f ∈ Ya.
For almost all x ∈ V , this subspace coincides with Lvert(x, a). Namely, the following
statement holds.
Proposition 12. Let tr.deg.C[V ]g = codimOreg and x ∈ V be a regular element
such that dim span{dg(x), g ∈ C[V ]g} = codimOx = tr.deg.C[V ]
g. Then
span{df(x), f ∈ Ya} = Lvert(x, a), (10)
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This statement allows us to find the number of algebraically independent polyno-
mials in Ya (for a being not necessarily regular).
Theorem 2. Let tr.deg.C[V ]g = codimOreg. Then for each a ∈ V we have the
following estimate
tr.deg. Ya ≤ kvert(ρ). (11)
For a /∈ Sing1, this inequality becomes an identity.
Proof. In view of Proposition 12, to find tr.deg. Ya we only need to estimate the di-
mension of Lvert(x, a). Since dimLvert(x, a) is upper semi-continuous (see the proof of
Proposition 2 and formula (7)), we see that tr.deg. Ya does not exceed kvert(ρ) and is
equal to this number if the line x+ λa does not intersect Sing1. However, as we know
(see Proposition 5 and Remark 5), x and a can be interchanged. In other words, a
sufficient condition is that the line a + λx does not intersect Sing1, with x ∈ V being
regular. Since codim Sing1 ≥ 2, this condition is fulfilled for almost all x (with a fixed)
if and only if the point a itself does not belong to Sing1.
Remark 6. For the coadjoint representation, a similar result was obtained in [9]. In
the context of Jordan–Kronecker invariants the main difference between the coadjoint
representation ad∗ and an arbitrary representation ρ is that, due to skew symmetry
of Rx, in the case of ad
∗ the minimal indices for rows and columns coincide and, in
particular, kvert(ad
∗) = khor(ad
∗). Besides, each Jordan block has an even multiplicity,
i.e. Jordan blocks occur in the canonical decomposition (1) in pairs. Hence, taking into
account (6), we obtain 2kvert(ad
∗) = kvert(ad
∗) + khor(ad
∗) = dim g + ind g − deg pad∗ ,
and our estimate (11) turns into the inequality from [9]:
tr.deg. Ya ≤
1
2
(dim g+ ind g)− deg pg,
where pg is the fundamental semi-invariant of the Lie algebra g which is defined in a
similar way as pad∗ but instead of determinants one should consider the Pfaffians of
diagonal minors so that our pad∗ coincides with p
2
g
.
Thus, if a ∈ V is regular, then the number of algebraically independent shifts
of invariants, i.e. tr.deg. Ya, equals kvert(ρ). This implies, in particular, the following
estimate for the sum of degrees of polynomial invariants:
Corollary 3. Let f1, f2, . . . , fq, q = codimOreg, be algebraically independent in-
variant polynomials of ρ. Then
q∑
α=1
deg fα ≥ kvert(ρ). (12)
Taking into account Remark 3, we get
Corollary 4. Let f1, f2, . . . , fq, q = codimOreg, be algebraically independent in-
variant polynomials of ρ. Suppose that the stabiliser of a regular point is trivial, i.e.
Streg = {0}. Then
q∑
α=1
deg fα ≥ dimV − deg pρ. (13)
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Moreover, if in addition codim Sing ≥ 2, then
q∑
α=1
deg fα ≥ dimV. (14)
It is interesting to compare (14) with a similar estimate obtained by F. Knop and
P. Littelmann [10].
In the case when inequality (12) (or (13) and (14) provided the assumptions of
Corollary 4 are satisfied) becomes an identity, we obtain another interesting corollary
that resembles one of results by D.Panyushev (Theorem 1.2. in [14]) proved for ρ = ad∗.
Proposition 13. Let f1, f2, . . . , fq, q = codimOreg, be algebraically independent
homogeneous invariant polynomials of ρ satisfying the condition
q∑
α=1
deg fα = kvert(ρ)
Then at every point x /∈ Sing1, their differentials df1(x), df2(x), . . . , dfq(x) are linearly
independent (in particular, they are independent at every regular point x ∈ V ).
Proof. Let x /∈ Sing1. Consider a regular point a ∈ V at which the differentials
df1(a), df2(a), . . . , dfq(a) are linearly independent and such that the line x + λa does
not intersect the set Sing1. Consider the expansions of fα(a+ λx) into powers of λ:
fα(a+ λx) = fα,0(a) + λfα,1(x) + λ
2fα,2(x) + · · ·+ λ
mαfα,mα(x), mα = deg fα.
The polynomials fα,k, α = 1, . . . , q, k = 1, . . . , mα, generate the subalgebra
Fa. Moreover, the total number of these polynomials is exactly
∑
deg fα and
f1,m1(x), . . . , fq,mq(x) coincide with our invariant polynomials f1(x), . . . , fq(x).
According to Proposition 11
dim span{dfα,k(x)} = kvert(ρ) =
∑
deg fα.
It follows from this that the vectors dfα,k(x) are linearly independent at the point x.
Hence, being a subset, the vectors df1,m1(x) = df1(x), . . . , dfq,mq(x) = dfq(x) are linearly
independent too, as needed.
Another general result, which illustrates the relationship between the minimal in-
dices of ρ with the degrees of invariant polynomials, is the following estimate. In the
case of the coadjoint representation it was obtained by A. Vorontsov [19].
Theorem 3. Let f1, . . . , fm be algebraically independent invariant polynomials of
a representation ρ : g → gl (V ) and deg f1 ≤ · · · ≤ deg fm. Let η1(ρ) ≤ · · · ≤ ηq(ρ) be
minimal row indices of ρ. Then
deg fα ≥ ηα + 1 (15)
for α = 1, . . . , m ≤ q.
This theorem immediately implies
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Corollary 5. Suppose that there exist algebraically independent invariant poly-
nomials f1, f2, . . . , fq, q = codimOreg, of a representation ρ satisfying the condition
q∑
α=1
deg fα = kvert(ρ) = tr.deg.Fa
Then
ηα(ρ) = deg fα − 1.
Proof. The statement of the theorem is a straightforward corollary of Proposition 3
(reformulated for minimal row indices) and subsequent Remark 1. One only needs to
expand each invariant polynomial, as we did already several times, into powers of λ:
fα(a + λx) = fα,0(a) + λfα,1(x) + λ
2fα,2(x) + · · ·+ λ
mαfα,mα(x), mα = deg fα
and use the identity (Ra + λRx)
∗
∑mα
j=0 λ
jdfα,j = 0 (see Proposition 4).
Since the first term fα,0(a) of this expansion is constant, it disappear after dif-
ferentiation which makes it possible to divide the left hand side of this identity by
λ:
(Ra + λRx)
∗
mα−1∑
j=0
λjdfα,j+1 = 0,
Now Proposition 3 gives exactly the desired estimate (15).
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