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Saat ini, perkembangan teknologi komputasi di dunia begitu pesat. 
Sehingga lebih mempermudah manusia dalam menyelesaikan suatu pekerjaan 
dengan cepat, tepat dan effisien. Disamping itu, lahir pula program-program 
pendukung yang ikut berkembang seiring dengan berkembangnya teknologi 
komputasi itu sendiri. Program-program tersebut biasanya dibuat untuk 
menyelesaikan suatu proses perhitungan yang rumit dan terus berkembang 
sehingga manusia dapat melakukan effisiensi di berbagai sisi. 
Perkembangan program-program tersebut disamping memiliki dampak 
yang baik pada suatu proses juga memiliki beberapa kekurangan, yaitu 
penggunaan resource yang begitu besar untuk menyelesaikan suatu proses 
perhitungan kompleks dengan cepat. Sehingga solusi komputasi ini tidak dapat 
digunakan pada komputer-komputer dengan resource yang minim. Padahal tidak 
sedikit saat ini, komputer-komputer tersebut masih dipergunakan dengan alasan 
biaya upgrading yang cukup mahal. 
Solusi yang tepat dalam pemanfaatan komputer pada perhitungan 
kompleks adalah dengan menggunakan parallel computing. Dimana pada proses 
parallel computing ini, beberapa komputer dikonfigurasikan dalam suatu sistem 
jaringan untuk mengerjakan tugas yang rumit secara parallel, sehingga proses 
penyelesaian perhitungan matematis dapat diselesaikan dengan cepat. 
Dalam tugas akhir ini akan membahas bagaimana membangun sebuah 
sistem komputasi parallel sebagai solusi dari permasalahan optimasi sistem 
mekanis, antara lain meliputi pembangunan sisi hardware, software, dan 
melakukan pembandingan lamanya waktu penyelesaian perhitungan dengan 
sistem komputasi serial. 
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 The development of computational technology in the world is so fast. 
Therefore completing a job can be performed quickly, accurately and efficiently. 
At other side, some supporting programs were developed along with the 
development of computing technology itself. Those programs are usually created 
to solve a complicated calculation process and continue growing so that the 
efficiency on all sides can be reached. 
 Besides having a good impact on a process, development of those 
programs also has some shortcoming. That is the use of a great resource to 
complete a complex calculations process quickly. Therefore this computational 
solution could not be used on computers with minimal resources. Although until 
now these computers still in use. 
 Adequate solution in the use of computers to solve complex problems is by 
using parallel computing. In which multiple computers in a network system are 
configured to perform complex tasks in parallel way. This process involves a 
complex distribution of tasks on each computer, so the process for solving a 
mathematical calculation can be conducted quickly. 
 In this final project how to build a parallel computing system as the 
solution of optimization problems of mechanical systems, which include the 
construction of the hardware, software, and make comparisons with the length of 
time for completion calculation of serial computing system, were discussed. 
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