ABSTRACT Functional near-infrared spectroscopy (fNIRS), known as a non-invasive optical neuroimaging technique, is currently used to assess brain dynamics during the performance of complex works and everyday tasks. However, the deep learning approaches to distinguish stress levels based on the changes in hemoglobin concentrations have not yet been extensively investigated. In this paper, we evaluated the efficiencies of advanced methods differentiating the rest and task periods during Stroop task experiments. We first explored that the apparent changes of oxy-hemoglobin and deoxy-hemoglobin concentrations associated with two mental stages did exist across each participant. The preprocessing steps, such as converting raw signals into hemoglobin values and filtering to remove various noises involved in fNIRS signals, were performed to obtain the clean dataset, called non-PCA inputs. Next, we applied the principal component analysis (PCA) algorithm to get PCA-inputs before putting non-PCA inputs into our four classifiers. Then, a novel deep learning-based discrimination framework was studied. The conventional machine learning algorithms, including SVM and AdaBoost, produced the best accuracies of 64.74% ± 1.57% and 71.13% ± 2.96%, respectively. In comparison, the deep learning approaches, including deep belief network and convolutional neural network models, have enabled better classification accuracies of 84.26% ± 2.58% and 72.77% ± 1.92%, respectively.
I. INTRODUCTION
Known as a promising technique to study neurocognitive functions [1] , [2] , functional near infrared spectroscopy (fNIRS) offers various advantages such as high spatial resolution, continuous monitoring ability, portability and limited physical or behavioral restrictions from subjects [3] , [4] . In detail, fNIRS presents information of the temporal hemodynamic oxygenation by two main parameters -oxyhemoglobin (HbO) and deoxy-hemoglobin (HbR). The stim-
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ulus responses of these values reflect the changes of neural activations due to the increase of the energy demand which leads to the increase of regional cerebral blood flow in activated areas. With these characteristics, fNIRS constitutes its contribution to other imaging technologies working memory and sustained attention researches [5] , [6] .
We used prefrontal cortex (PFC) region that has been demonstrated to be the most relevant area for memory and attention-related functions [7] with an aim of classifying human mental workload stages (MWS) into discrete levels, ranging from rest to task stages. While there are various estimations of MWS [1] , [47] 
in Brain Computer
Interfaces (BCIs), we focused on exploring and proving the correlations between MWS and the changes of HbO, HbR and their differences (HbT). However, unlike speech signals and image domains, fNIRS is symmetrically temporal and nonstationary, which makes it difficult for analysis, especially in stress levels differentiation. In particular, fNIRS was collected that tended to have low signal to noise ratio (SNR) due to its mixing with much noises such as global interference, instrumental noise, and motion artifacts. This present study, therefore, suggests a framework to evaluate the discriminating performances between two mental stages levels through fNIRS measures over PFC from different methods, ranging from machine learning to deep learning approaches.
An elaborated machine learning of Support-vector Machine (SVM) [8] was exploited. Beside the aim to separate two classes by an induced function from available examples, linear classifiers used for classification problems normally can be restricted to the consideration of two-category problems without loss of generality. Hence, we would expect SVM to be possible to generalize well on unseen examples for optimal separating hyperplane. Given a set of training examples from three sets, HbO, HbR and HbT, with seven channels, each marked as belonging to one as rest or the other as task categories, SVM training algorithm could build a model to assign new inputs to one class or to the other, making it a non-probabilistic binary classifier. Moreover, Adaptive Boosting (AdaBoost) [9] remaining one of the most widely used and investigated in numerous fields was our second machine learning approach based on the idea of building a highly accurate prediction rule from many relatively weak and inaccurate rules combination. Specifically, the weak learners are combined into a weighted sum, which are tweaked in favor of those misclassified samples. The individual learners can be weak because AdaBoost is somehow sensitive with noisy data and outliers, but as long as the performance of each learner is better than random guessing, the final output of the boosted classifier can be proven as a strong learner.
Although the machine learning techniques have been successfully applied on signal domains, the extracting and selecting features in appropriate ways are still their drawbacks. The cost of these traditional methods increases quadratically with respect to the considered parameters requiring gigantic amounts of labeled training data for supervised learning. Meanwhile, theoretical and biological arguments have strongly recommended building models which composed of multilayers of nonlinear processing with few labeled inputs in correspondence with human brain activity. Therefore, models with deep architectures such as Deep Belief Network (DBN) and Convolutional Neural Network (CNN) have unsurprisingly come to top our priorities in terms of solving optimization problems for automatically feature extractions and classification tasks.
DBN [10] is constructed by connected simpler probabilistic graphical models, namely Restricted Boltzmann Machines (RBMs), and interpreted by stochastic binary units. Indeed, each RBM consists of two layers-one visible bottom and one hidden top layer to be fully and symmetrically connected with other RBM via weights. By stacking layered RBMs to form DBNs, which means hidden layer lowered RBM became the visible layer for the next RBM. Through this process, higher RBMs can learn more abstract and complex features as activated representations of neurons in brain cortexes. Meanwhile, CNN variants [11] , [12] have recently emerged as robust supervised technique, successfully applied in EEG sleep stage scoring [13] in combination of convolution layers and pooling layers. Units in convolutional layers are organized in feature maps where each unit is linked to local patches in the features maps of the previous layer via the set of the weights, called a filter bank. After being detected local conjunctions of features, pooling layers merge semantically similar features into one, which reduces dimension of representation and creates the features to be more invariant to small shifts and distortions.
The remaining parts of this work are organized as follows. We list several studies related to our works in Section II. In Section III, we briefly present our experimental setting and fNIRS recording. Then, the models and algorithms of four classifiers are mentioned in Section IV. Section V presents the study of hemodynamic responses during external stimulus and systematically describes the MWS classification results by comparing the efficiencies of four classifier performances. The conclusions and future agendas are summarized in Section VI.
II. RELATED WORKS
The development of BCIs, which are closed loop affective computing systems, nowadays is leading to a new trend that is enable to record, integrate and analyze the brain activity in natural settings. PET, EEG or fMRI systems are commonly used to record data for brain studies. However, the size and requirements for those systems prevent the measuring the brain everyday activities such as doing tasks or driving are their major issues. fNIRS, on the other hand, has been shown as aforementioned systems in brain events measurements with much less intrusive form factors allowing it to capture everyday tasks without interrupting the normal behavior from participants. In order to capture hemodynamic responses of cortical activity, fNIRS uses optical sensors composed of fiber optic wires sending light at near-infrared wavelengths to subject's cortex. The light bounces then back to detectors allowing it to detect the low or high activity of the brain to measure these responses with high spatial resolution (as Figure 1) . Previous studies discovered the patterns of hemodynamic responses by either averaging over subsequent trials as offline measurements or capturing only a singletrial as online BCIs. While [23] and [24] used a basic motor imagery task to evaluate the motor cortex activation during task periods, [25] applied fNIRS to investigate memory load with the n-back paradigm conducted. The brain activity's classification has been widely studied on fNIRS leading to a variety of machine learning approached utilized. Both SVM and Hidden Markov Model yielded significant accuracies in motor imagery classification results. SVM was also applied to classify four categories of tasks using the mean, median, range and slope features of a single trial [26] . Moreover, [27] used Linear Discriminant Analysis (LDA) classifiers and those simple features combination. However, there have been few studies applying deep learning techniques. We then attempted to list recent related works utilizing deep learning approaches for signal domains. Particularly, [19] developed algorithms to classify EEG signals among 26 subjects self-reported according to music listening protocol and achieve 82.29% of average classification accuracy of. An impressive work then proposed by [19] was applied a DBN based model to categorize the arousal states from EEG signals and deal with the problems of small datasets and noisy channels. Base on selected channels, their observation induced the effects of weight distributions obtained from DBNs rather the statistical parameters. Also, they proposed a state recognition from EEG signals system used DBN model with the five baselines of 11.5% to 24.4% improvement. In addition, [20] built an efficient deep CNN to classify four cognitive states, including excitement, fun, relaxation and anxiety using skin conductance and blood volume pulse signals, instead of using EEG signals. They showed the outstanding performance of deep learning approach in feature extraction and an accurate effective model. Furthermore, they also used the combination of DBN and hidden Markov model to differentiate sleep stages base on multimodal clinical sleep datasets. Their experiment result was denoted as an effective method of deep learning compared with handmade feature approach.
Another closely related work to deep learning was demonstrated by [21] , in which multi-channel EEG signals of brain activities were recorded simultaneously. Participants were exposed to the setup protocol. The raw data was then preprocessed to eliminate noises and artifacts. Essential features could be extracted in training for classification of users' emotional states and the feedback could be implemented to users' responses. This work aimed to examine the affective neuroscience whether the patterns of brain activities for specific emotion states between distinguished individuals exist via EEG signals. Furthermore, their continuing work was employed [22] trained a DBN by multichannel EEG as inputs with different entropy features extracted and achieved the best classification accuracy for two emotional classes of 87.62%. They proposed a DBN based on the critical channels among 64 channels and evaluated the necessary frequency bands for three emotions. This experiment results indicated that the selected channels and frequency bands could get the best accuracy in comparison with total features extracted. They also further studied the effects of weight distributions of trained DBN, which reflected the emotional recognition. Other researches also applied deep learning models for EEG signals. Reference [28] used DNN to classify three levels of arousal and valence by evaluating the EEG power spectral densities features with over 50% of accuracy. DBN was employed to EEG signals for classification of driver's cognitive states [29] . In addition, [30] performed DNN for the left and right motor imagery classification with few EEG recording channels and got the results of 80% of accuracy. Using CNN to classify EEG power with different frequency bands was reported by [31] with 92% of accuracy.
In order to deeper understanding the application of deep neural networks on fNIRS, we also listed following related works. On the BCI combination of EEG and fNIRS, [35] demonstrated their significant results of using DNN to analyze the capabilities of combining multi-modal EEG-fNIRS and classification procedures. Regarding to fNIRS, few studies has recently shown the works of deep learning. Reference [32] investigated DNN to distinguish three mental tasks that outperformed the performances of traditional methods such as LDA or SVM. Reference [33] also classified four mental tasks through DNN with 94% of accuracy while [34] classified left and right motor imagery fNIRS activity with 85% of accuracy. Regarding to 1D CNN, frequency decomposition for classification purposes such as researches from speech and acoustics in [36] - [38] . In conclusion, DBNs have been successfully applied for various tasks in the field of signal domains while 1D CNNs have not fully demonstrated its success, we therefore built upon the DBN and 1D CNN in this work for learning a multilayer generated model in a purely unsupervised and supervised manners for fNIRS classification tasks. Moreover, traditional techniques such as SVM and AdaBoost were also utilized for comparison purposes.
III. fNIRS EXPERIMENT A. PARTICIPANTS
In this study, 16 volunteers including eight males and eight females between the ages of eighteen and thirty are involved. Participants with diagnosed neurological, respiratory, cardiovascular and vison abnormalities are all excluded beforehand. The congruent words representing for easy tasks appeared around 17.31% of time while 83.69% for incongruent words standing for difficult task periods to trigger the workloads of subjects. The average of correct answers was 89.73% of accuracy among sixteen participants.
B. EXPERIMENTAL SETUP AND DATA PROCESSING fNIRS device, Shimadzu FOIRE-3000 using near infrared light (with wavelengths of 780, 805, and 830 nm), was used to record hemodynamic activities with 3 types of hemoglobin including HbO, HbR and HbT with seven channels over the PFC region. As depicted in Figure 2 , a 2-by-3 array of T-transmitters (i.e., sources) and R-receivers (i.e., detectors) with 3 cm separation was attached to each subject's forehead.
To stimulate the stress levels of subjects, we used stroop task experiments (STEs) [14] as our experimental protocol that is divided into congruent and incongruent tasks.
Brain activity are highly associated with physiological events that can be assessed by utilizing optical techniques. During neural activity, glucose metabolism influences the cell membrane's potential. As a result, the increase if hemodynamic activity leads to higher demand of glucose and oxygen consumption at local blood veins. Oxygen is then transported via hemoglobin in blood noting that concentration of hemoglobin cell in the occipital capillaries is directly corresponded to neural activities. Moreover, the hemoglobin cell and water in blood absorb and scatter light with specific scattering coefficients depended on whether hemoglobin carrying oxygen or not. Monitoring this rate of change allow us to capture the oxygenated and deoxygenated hemoglobin concentration changes. While the visible light is absorbed greatly by living cells, near-infrared light can possibly penetrate into human living organisms. Therefore, fNIRS system as an emerging brain-imaging technology is one of the priority for our study.
fNIRS system allowed us to analyze the functional localization of brain, measure the relative levels of hemoglobin with respect to changes in neural activity of the cerebral cortex by using near-infrared light, and display these as trend graphs and images in real time. In particular, the emitted nearinfrared light can penetrate living organism harmlessly and be absorbed by HbO and HbR. However, the light cannot easily penetrate into human head. Hence, the inside of brain is irradiated from the head's surface via optical fibers emitting near-infrared light. In fact, these light after being absorbed and scattered at the cerebral cortex regions are condensed by optical fibers again at a distance of approximate 30 mm deep from the head's surface. At that time, light reaches an area about 20 mm deep from the head's surface indicating that it is absorbed by hemoglobin at the cerebral cortex. Basically, living organisms significantly scatter light, near-infrared light introduced by optical fiber is scattered by various types of tissues. Some scattered light can be lost or absorbed by tissues while some can reach the optical fiber in the light receiving probe. Then these light are led to a photomultiplier where it is converted to electrical signals.
In detail, participants were required to sit in front of the monitor at 25 cm. They were then presented the stimulus of a color word written in designed colored ink. Our STEs used four colors, including Red, Green, Blue and Yellow assigned to four different keyboard inputs for subjects' responses during the task periods. Each words were in the same size of 5mm appeared on the grey background. In addition, each word was defined as a congruent or incongruent word. While congruent words had the same texts and colors (e.g. RED word was written in red color), the incongruent words were totally opposite (e.g. RED word was written in blue color). There were two paradigms to increase the stress levels. The conventional STEs allowed incongruent words appeared 10% of the events whilst 90% for inverse STEs. Subjects' responses could be evaluated slower and less accuracy if the words and colors were conflicted due to the high incongruent levels and vice versa. Before doing the real experiments, each subject was briefly trained to get familiar with the keyboard functions and the task procedures by sixteen arbitrary trials with the same 3 seconds last for each word.
As shown in Figure 3 , each trial consisted of four main blocks. Before the beginning of each task, subjects should pay attention to the white cross of 5 seconds get ready, known as 5 seconds of instruction. Subjects then performed 120 seconds that each stimulus word lasted for 1300ms and off 350ms either conventional or inverse STEs. Upon the task period block, 15 seconds would be excluded so that hemoglobin concentrations would return to the baseline. 45 next seconds was then acquired as the rest period. Participants were asked to be fixated on the white plus sign leading to the clear difference between rest and task periods.
The total amount for each trial was approximately 3 minutes. Each experiment has six trials that lasted for 18 minutes. Each subject would separately perform 5 experimental sessions within one month. The stress level was further analyzed based on the accuracy of answers from subjects. During experiments (shown in Figure 2 ), subjects were required to seat comfortably in a dim and quiet room, and highly concentrated on the experiments for minimizing artifacts and noise distraction. Original fNIRS signals were said to be un-stationary due to its changes much over time and affected by variety of noises. Hence, preprocessing steps were very essential: 1) All raw fNIRS signals were converted and normalized to hemoglobin values with sampling rate of 18Hz, and 2) noises and artifacts could be removed by bandpass filter setting ranging from 0.3Hz to 3Hz. After the first preprocessing step, we segmented the whole the fNIRS dataset into the same size of trials without overlapping with respect to the time-duration of each stage of mental workload.
The raw fNIRS datasets were sampled to 18 Hz sampling rate, visually checked to filter the noises and remove artifacts by bandpass filters between 0.3Hz to 3Hz, average and normalize it to baseline. After preprocessing, fNIRS datasets, including 7 channels over prefrontal cortex regions, were segmented into the same length without overlapping corresponding to the duration of each level of stages. Features for each experiment were further extracted based on 19,568 segmented windows. The codes for signal processing were implemented on Matlab version 2017a.
Besides, to reduce the complexity of the hypothesis classes and the timing cost during the training process, we applied Principal Component Analysis (PCA) as dimensional reduction techniques. This method employed orthogonal transformation to project a set of possibly collated observations into a set of linearly uncorrelated variables, called Principal Components. In details, each non-overlapping segmented trial of HbO, HbR and HbT had the size of 1x1000 points that were projected by PCA, reduced the size to 1x50, 1x100 and 1x200 points, accounted for 95% of the original data. Then, the obtained sets were used as second inputs for our classifiers.
Given our fNIRS dataset X i (i = 1, .., n) with n dimensions and i samples, PCA would project X i into X T u where u was the unit direction vector in which the input approximately lied. The unit u was chosen to maximize the variance of projection by
A set of principle eigenvectors E = 1 n n i=1 X i X (i) T indicating as the empirical covariance matrix was then produced. Thus, the projection of X i onto k-dimensional subspace (where k < n) was denoted by
where u 1 , . . . , u k is a set of principle components. Therefore, the new vector z i ∈ R k gave a lower k-dimensional representation compared to original vector X i ∈ R n . In this second preprocessing steps, PCA was performed on the segmented trials from the first preprocessing step which have the size of 1x1000 to reduce the original size of data to k points in which k was chosen so that the projection cumulatively accounted for 95% of original inputs. The projected outputs were denoted as z i HbO , z i HbR and z i HbT where i = 1, . . . , n and n is number of trials. We did repeated experiments on the reduced dimensions where experiments were done on 50, 100 and 200. Table 4 compared the results in specific choosing the value of k.
IV. CLASSIFICATION METHODOLOGIES A. SUPPORT VECTOR MACHINE (SVM)
From 16 subjects, a supervised classification procedure was performed by means of linear SVM to classify rest and task period. SVM maps input vectors onto a feature space through a transformation function and finds a linear decision boundary (also known as separating hyperplane) to separate two classes of stress stages with the largest margin from the hyperplane to the closest positive or negative samples (support vectors).
Given a training set (x i , y i ) , where i = 1 . . . n, x i ∈ R d , y i ∈ (0, 1) 0 and 1 correspond to two classes of x i , all points lying on decision boundary satisfy the equation w T x + b = 0. Then the distance from each training input x i to the decision boundary with respect to (w, b) is denoted as δ = a ||w|| . The optimization problem is generally posed as:
The primal linear SVM optimization problem for binary classification then is presented by
One of the main obstacles for our classification tasks was the dispersion of data that could be very difficult to be linearly separate. Thus, we proposed another kernel function, called sigmoid kernel in this case. Table 2 presented our two kernel functions at the SVM algorithms in which each kernel function has a specific parameter to be optimized for obtaining the best performance. The unknown data could be accurately predicted by the performance of the classifier used depends on the optimal choice of the regularization constant C and the kernel parameter γ . The best C and γ were empirically chosen after the cross validation process. As our observation, the larger C, γ , and d would affect the margin of hyperplane. Classification results might vary if the training dataset was not trained with the n-fold cross validation and easily get overfitting of the model created. This method then worked by optimizing the combination of parameters in the given length of our fNIRS datasets and issued the best parameters to minimize classification errors.
B. ADAPTIVE BOOSTING (AdaBoost)
Boosting, known as relatively weak learners, has been a well-established method in machine learning community to improve the learning performance [44] , [45] . It is repeatedly applied to a set of training data with AdaBoost classifiers being produced at each iteration to generate the classification model. It thus can boost a wide range of learning algorithms. The weight of each iteration can be adaptive and identify the outliers with the greatest weight [46] . Those classifiers finally combine into one composite classifier with at least slightly better than random guessing and can significantly reduce the classification error rate.
In our work, the input of our AdaBoost algorithms was the set of N labeled samples (x 1 , y 1 ) , (x 2 , y 2 ) , . . . , (x N , y N ) as the training data, where x i is the sample instances and y i is the sample the truth label. At the beginning, the total sum of weights stayed at 1 at each iteration such that N i=1 w t i = 1. Misclassified samples caused by h t at iteration t were assigned bigger weights in such the way that the next classifier h t+1 would have been trained and updated at iteration t + 1 and then focused more on the hard samples. In addition to the weights that were updated between iterations, each classifier h t was assigned a weight β t computed from the pseudo loss ε t so that h t was evaluated on the training samples at iteration t. The two-class classification was learnt by AdaBoost in our study with y i ε{0, 1}, then the binary mapping h t (x) : x → {0, 1}. The final output of AdaBoost for our binary case was the weighted summation of all iteration classification hypothesis by the following equation. where the classifier's weight is β t = ε t
(1−ε t ) and the classifier's total error
C. DEEP BELIEF NETWORK (DBN)
DBN allows each RBM receives different representations of data, and then the activity of its hidden units driven by the visible units can be training data for learning higher RBM by nonlinear transformation. DBN was characterized as a probabilistic model to encode the input and the features relationships. In this sense, the DBN was made of two main parts in which an encoding part generates the model and the decoding part reconstructs its original data. After training DBN in a layer-by-layer manner, the back-propagation algorithm was applied to fine-tune and optimize the weights. The stacking RBMs and parameters of our DBN are illustrated in Figure 4 and Table 3 , respectively.
D. CONVOLUTIONAL NEURAL NETWORK (CNN)
CNNs have been proposed as a powerful method to learn interpretable image features by scaling up the network to millions of parameters and massive labeled inputs. Compared to all successful applications of CNNs in image recognition, classification [12] , [15] and object detection [16] , [17] , end-to-end training of CNN for fNIRS signal domains is still challenging. In this work, with the ideas of using a 2D stacks for time-specific activity, CNN model was employed to decompose and feed forward 1D fNIRS signal that is known as a precomputed spectrogram or time-frequency. As the result, the input then became 2D stacks of frequencyspecific activity. As shown in Figure 5 , the CNN model consisted of 18 layers, including an input layer, four pairs of convolutional, rectified linear unit functions and pooling layers (C1-ReLu-P1, C2-ReLu-P2, C3-ReLu-P3 and C4-ReLu-P4) with a stacked layer S1 between P1 and C2, two fully connected layers (F1 and F2), a Dropout Layer, a softmax layer and a classification output layer. The convolutional layer C1 composed of 20 filters of original inputs and then subsampled in pooling layer P1. The stacking layer S1 would rearrange the output from P1 from 20 distinct signals for feeding to C2 being a 2D stack of filtered and subsampled signals for P2. The aim of these 2D stacks was to capture the relationships between the filtered signals produced by C1 and specific time-series windows. This stacking step made clear correspondence of CNN architecture and other handengineered feature methods. For more feature extractions from 2D stacked C2-P3, we added C3-P3 and C4-P4 as deeper layers with more optimal parameters.
V. EXPERIMENTAL STUDY RESULTS

A. HEMODYNAMIC ACTIVITY
In Figure 6 , we summarized the changes of hemodynamic responses during rest and task stimulation of the 16 subjects on average values of HbO, HbR and HbT concentrations with 7 channels. From the result, we could see that the difference in the reactions of these concentrations did exist. This means that the hemodynamic activation significantly varied and relatively reflected to neural responses among subjects. Figure 6 .a illustrated the changes of three hemoglobin types within 1000 seconds of one subject. During rest period, HbO value (red) was lower than HbR (blue) while HbO value was higher than HbR during task period. As our observation for all subjects calculated by mean values (Figure 6.b) , HbO values significantly increased during the task periods and de-creased or turned to baseline during the rest periods while HbR values tended to decrease following the external stimulus. This evidence significantly showed the linear relationship between the absorbance and concentration changes of HbO and HbT resulting in having strong correlation with Beer-Lambert Law [18] , illustrated by Figure 1 .
B. CLASSIFICATION RESULTS
In this study, we alternatively performed four classifiers to discriminate two classes from fNIRS datasets of 16 Subjects X 3 HB Types X 7 Channels with two sets, including PCA inputs and non-PCA inputs. We divided datasets into 70% of training set and 30% of testing set for conventional machine learning techniques whilst 70% of training set, 15% of validation set and 15% of testing set for deep learning approaches. SVM and AdaBoost took several minutes while DBN and CNN models took hours. To alleviate the time cost for much easier training process of deep learning methods, we applied PCA beforehand to reduce input's dimensionality before putting on DBN and CNN.
As mentioned, PCA, which was used as the second preprocessing step, projected time-series trials onto a set of k numbers of principle components in such a way that PCs cumulatively accounted for 95% of data variance. This step was expected to enhance the robustness of the mental workload classification scheme by reducing generalization error, VOLUME 7, 2019 computational time as well as preventing overfitting when a million of features were processed. PCs of three original hemoglobin types were extracted and put into four classifiers (known as the first category of inputs). On the other hand, four classifiers directly processed on features of all data points HbO, HbR and HbT trials (known as the second category of inputs). We then defined two categories of inputs: one was PCA inputs used PCA preprocessing step and another was non-PCA inputs being full data points from original data. From our repeated experiments, we found that PCA features with dimension of 100 was the most appropriate for almost four classifiers during k-chosen values procedure to reduce features from original input size (illustrated in Table 4 ). There were 16 datasets including HbO, HbR and HbT in total associated with 16 subjects used as inputs to classify mental workload stages. We also evaluated the efficiency of SVM performance by alternatively implementing two kernels. As the results shown in Table 5 , the sigmoid kernel function was much better than the linear kernel function for both cases of inputs. On average among three hemoglobin types, SVM with linear kernel functions obtained the accuracies of 55.77 ± 1.38% and 58.37 ± 2.39% while SVM with sigmoid kernel functions earned 63.39 ± 2.47% and 64.57 ± 1.54% for PCA inputs and non-PCA inputs, respectively. Table 6 and Figure 7 summarized the comparison results of four classifiers obtained. It should be noted that conventional machine learning techniques such SVM and AdaBoost achieved the best accuracies of 63.39 ± 2.47% and 64.58 ± 2.96% for PCA inputs whilst 64.74 ± 1.57% and 71.13 ± 2.96% for non-PCA inputs, respectively. Meanwhile, deep learning approaches gave more promising average results such as 75.59±3.40% and 84.26±2.58% of DBN whilst 68.12 ± 3.26% and 72.77 ± 1.92% of CNN for PCA inputs and non-PCA inputs, respectively.
In conclusion, regarding to analysis of both input types, AdaBoost gave a higher accuracy than SVM in terms of conventional methods while DBN model achieved a higher accuracy than CNN model in terms of deep learning methods. DBN and CNN required not only large datasets with more outliners to work well, but also much more experience such as setting up neural networks with more tedious learning algorithms than using off-the-shelf classifiers as SVM or AdaBoost. Regarding to separate analysis of input types, non-PCA inputs with all four classifiers consisting of SVM, AdaBoost, DBN and CNN frameworks appeared to be more efficient than using PCA-inputs. This was because it is better to learn end-to-end features from original fNIRS data size without losing information according to characteristics of each classifier. Especially, non-PCA-CNN scheme earned a much better result than PCA-CNN scheme. This was because convolutional layers could make the better assumption of locality (autocorrelation) and capture more relevant features from non-PCA inputs than PCA inputs. Last but not least, regarding to the outperformance of deep learning techniques, DBN approach obtained the highest classification accuracy compared to CNN model and traditional methods such as SVM and AdaBoost. We discovered that although CNN has been demonstrated its superior performances in recent literatures on benchmark computer vision datasets (such as ImageNet, MNIST or CIFAR), DBN, which was made of stacking RBM layers as being generative autoencoders to generate the network, worked better in our fNIRS cases. This part of our studies confirmed that DBN was not only effective in learning features from unlabeled datasets, but also in classifying with good results.
VI. CONCLUSION AND FUTURE WORKS
Despite the outstanding application of BCI recently, the classification study on hemodynamic activities is still very challenging. One of these challenges is how the labeled inputs can be truly matched to each workload level. In this work, we presented four classifiers, ranging from simple to sophisticated machine learning methodologies, for hemodynamic modality separation (HMS) from multichannel fNIRS over prefrontal cortex recorded during STEs. Compared to shallow models such as SVM with 64.74 % of accuracy and AdaBoost with 71.13% of accuracy, DBN and CNN model would better learn deep features in both unsupervised and supervised ways with 84.26% and 72.77% of accuracies and low standard deviations as its evidence. In addition, CNN showed a promising method to get better results with larger fNIRS datasets. Therefore, as a future work, we aim to propose a deep CNN model with higher layers and optimal parameters that can progressively present more complex nonlinear structures and capture high-order correlations of activation units from fNIRS inputs. The training with a larger category of HMS datasets is also an indispensable topic to address. His current research interests include low-power and high-speed devices and circuits, millimeter-wave over fiber communication systems, and distributed sensor networks. VOLUME 7, 2019 
