Different mutation operators have been proposed in evolutionary programming, but for each operator there are some types of optimization problems that cannot be solved efficiently. A mixed strategy, integrating several mutation operators into a single algorithm, can overcome this problem. Inspired by evolutionary game theory, this paper presents a mixed strategy evolutionary programming algorithm that employs the Gaussian, Cauchy, Lévy, and single-point mutation operators. The novel algorithm is tested on a set of 22 benchmark problems. The results show that the mixed strategy performs equally well or better than the best of the four pure strategies does, for all of the benchmark problems.
I. INTRODUCTION
Evolutionary Programming (EP), inspired by biological evolution, was originally proposed as an approach to artificial intelligence. Today it has also been widely applied in solving numerical optimization problems [7] , [5] , [6] . The process of EP is very similar to that of Evolutionary Strategies [14] when it is used to solve numerical optimization problems. The EP procedure can be divided into two steps: 1) Each individual generates an offspring via mutation.
2) The better individuals from the parent and offspring populations are selected as parents of the next generation. Different from genetic algorithms which use both crossover and mutation to generate new individuals [10] , [8] , conventional EP algorithms takes mutation as the only generating operator. Since the mutation operator is the main driving force for EP to explore new candidate solutions, its role is extremely important to evolutionary programming.
Various mutation strategies (e.g. Gaussian, Cauchy, Lévy and single-point mutations) have been proposed in the last decade. Gaussian mutation is the classical mutation used in Conventional Evolutionary Programming (CEP), but it cannot solve multimodal functions very well. Cauchy mutation was proposed in Fast Evolutionary Programming (FEP) [17] , which can produce a better solution than CEP to many multivariate functions. It is less efficient than CEP however, on some unimodal functions. Evolutionary Programming using a Lévy distribution (LEP) was proposed next, and claimed to be more flexible than CEP and FEP. LEP is equivalent to FEP when its scaling parameter β is set to 1, and equvalent to CEP when β is set to 2 [11] , [13] . For a given fixed parameter β, however, LEP still cannot solve all test functions efficiently. In practice, it is difficult to determine the optimal value of β for a given problem. The Single-Point Mutation Evolutionary Programming (SPMEP) algorithm searches for only one component of the solution in each generation, and its deviation follows a fixed mutation scheme [12] . SPMEP is superior to both CEP and FEP for many multimodal and high-dimensional functions, provided that they can be expressed as a sum of one-dimensional functions. It is not, however, as effective as CEP on low-dimensional functions with only a few local optima. While each of these mutation operators may be suitable for solving several types of problems, none of them is suitable for all problems.
A mixed strategy (i.e. the integration of several mutation operators into one algorithm) may be able to overcome the shortcomings of a pure strategy (i.e. an individual mutation operator). If, for each generation, the best mutation operator could be chosen and applied to generate new solutions, such an algorithm would perform much better than a pure strategy. Some research has already been carried out in this field examining techniques such as the combination of different mutation operators and adaptive control of mutation operators [2] , [4] , [3] , [15] . This paper proposes a novel mixed mutation strategy, inspired by evolutionary game theory. The goal of Mixed Strategy Evolutionary Programming (MSEP) is to integrate the four different mutation operators mentioned above: Gaussian, Cauchy, Lévy and single-point. In MSEP, each individual chooses one of these four mutation strategies according to a certain probability distribution at each generation for producing offspring. This distribution is dynamically adjusted based on the performance
III. DESIGN OF A MIXED STRATEGY EVOLUTIONARY PROGRAM USING FOUR MUTATION OPERATORS
Based on the general framework described in the previous section, a Mixed Strategy Evolutionary Programming (MSEP) algorithm is designed in this section. This MSEP algorithm mixes four different mutation operators: Gaussian, Cauchy, Lévy and single-point mutation operators.
The MSEP algorithm is used to solve a global optimization problem:
where n is the dimension of search space R n and f is a real-valued continuous function. Because its definition domain is compact and close, the function always has at least one global minima.
The structure of the MSEP algorithm is almost the same as that of a traditional EP algorithm, except for an extra procedure used to update the mixed strategy. The algorithm is described in detail below. 1) Initialization: An initial population is generated consisting of µ individuals at random, each of which is represented by two real vectors
is a random point in the search space, and each σ (0) i is a vector of the coordinate deviations. Both vectors have n real-valued components:
For each individual, its mixed strategy vector ρ
is initialized:
i (4) represent the probabilities of choosing Gaussian, Cauchy, Lévy, and single-point mutations respectively. In the experiment, they are set to the same value initially i.e. 0.25. 2) Mutation: Denote t to be the generation counter. Each individual i chooses a mutation operator from its strategy set according to its mixed strategy (ρ
i (4)), and uses this strategy to generate a new offspring. The strategy set includes the following four mutation operators. In each description individual parents i are written in the form ( x
• Gaussian mutation: Each parent i produces an offspring i ′ as follows:
where N (0, 1) stands for a standard Gaussian random variable (fixed for a given i), and N j (0, 1) stands for an independent Gaussian random variable generated for each component j. The control parameter values τ a and τ b are chosen following [1] : τ a = 1/ 2µ and τ b = 1/ 2 √ µ.
• Cauchy Mutation: Each parent i generates an offspring i ′ as follows:
where δ j is a standard Cauchy random variable, which is generated anew for each component j. The parameters τ a and τ b are set to the values used in the Gaussian mutation.
• Lévy Mutation: Each parent i creates an offspring i ′ as follows:
where L j (β) is a Lévy random variable with scale parameter β = 0.8, which is generated anew for each component j.
• Single-Point Mutation: In this mutation, only one of the n components is altered in each iteration. Each individual i generates an offspring i ′ as follows. First, choose one component j randomly from {1, · · · , n}. Next, adjust the vector component according to the rules
The parameter α is set to a value that depends on the problem, and the initial value of σ
. After mutation, a total of µ new individuals are generated. Each offspring i ′ inherits the mixed strategy of its parent i i.e. ρ (t)
i . The strategy h used in the mutation is recorded for each individual. The offspring population is denoted by I ′ (t). 3) Fitness Evaluation: Calculate the fitness of individuals in both parent and offspring populations. 4) q-Tournament Selection:
For every individual i ∈ 1, 2, · · · , 2µ in the parent and offspring populations, a winning function w i is initialized to zero. For each individual i, select another individual j at random and compare fitness f (i) with f (j). If f i < f j , then the winning function for individual i is increased by one (w i = w i + 1). This procedure is performed q times for each individual. Based on the winning function, µ individuals from parent and offspring population with highest winning values are selected in the next generation, denoted by I(t + 1). 5) Adjustment of Mixed Strategy: For each individual i in population I(t + 1), its mixed strategy should be adjusted as follows:
• If individual i comes from the offspring population I ′ (t), or comes from the parent population I(t) and its offspring appears in I(t + 1), the pure strategy used in the mutation is strategy h, then we enhance the strategy h. The new mixed strategy is given by: ρ
where the parameter γ ∈ (0, 1) is used to control the mixed strategy distribution ρ i . It is chosen to be a positive in (0, 1) to guarantee the normalization condition:
In this paper, γ is set to 1/3.
• If individual i comes from the parent population I(t) but its offspring does not appear in I(t + 1), and the pure strategy used in the mutation is strategy h, then we weaken the strategy h. The new probability distribution is given by: ρ
6) Steps 2-5 are repeated until the stopping criterion is satisfied. Now we give a brief discussion on the role of parameter γ in updating the mixed strategy. In Step 5, there are two formulas to update the mixed strategy. Let's consider the first pair of equations (the second can be analyzed in a similar way):
where γ ∈ (0, 1) is a small, positive control parameter. In Eq. (7), ρ (t+1) i (h) represents the probability of individual i using strategy h at the (t + 1)-th generation. It is a linear function of γ, and monotonically ascending. It is easy to see that as γ → 1, ρ
This means that the strategy h will be used in the next generation with approximate probability 1. When γ → 0, we have ρ
This means that the probability of individual i using strategy h is nearly unchanged.
In Eq.
(l) represents the probability of individual i using another strategy l (rather than strategy h) at the (t + 1)-th generation. It is obvious that ρ 
This means that the probability of individual i using strategy l is 0 in the next generation. When γ → 0, we have ρ
In this case, the probability is nearly unchanged.
From the above analysis, we see that γ can be used to dynamically adjust the mixed strategy, except in the case of γ = 0, where no change is made to the mixed strategy. In practice, it is better to avoid setting γ close to 0 in practice. In the fourth experiment given in the next section, we will verify this point.
IV. EXPERIMENTS AND RESULTS
A well-designed mixed strategy is expected to work at least as well as the best pure strategy implements. In this section, several experiments are described that demonstrate this point. The performance of MSEP is compared to that of four EP algorithms using mutation operators described in the introduction i.e. CEP, FEP, LEP and SPMEP, respectively. All five methods are tested on a standard set of benchmark functions.
A total of 22 test functions are chosen from references [17] , [12] and their definitions are given in the appendix. These functions span a range of complexity from unimodal to multimodal, and from low to high dimensionality. Functions f 0 − f 11 are all high-dimensional problems. Functions f 0 − f 3 are unimodal. Function f 4 is a discontinuous step function with one minimum. Function f 5 is a noisy quartic function, where the noise is a uniformly distributed random variable in [0, 1]. Functions f 6 − f 11 are multimodal functions, where the number of local minima increases exponentially with the problem dimension. Functions f 12 − f 21 are all low-dimensional functions with only a few local minima.
The free parameters of the functions and algorithms are chosen as follows: The dimension n is set to 30 for functions f 0 -f 11 ; to 2 for functions f 12 , f 14 , f 15 and f 16 ; to 3 for function f 17 ; to 6 for function f 18 , and to 4 for functions f 13 , f 19 , f 20 and f 21 .
The population size µ is 100, and the tournament size q is 10. The initial standard deviation σ is 1.0 in the Gaussian, Cauchy and Lévy mutations, and 0.5(b i − a i ) in the single point mutation.
The parameter α of the single point mutation must be chosen manually, and is different for each function. (No single value of α provides the best solution for all problems.) Its values are given in Table I:   TABLE I VALUES OF THE PARAMETER α FOR EACH FUNCTION. The criterion for halting the algorithm is simply that the maximum number of generations is reached. The maximum number of generations used for each function is the same as that given in [17] : 1500 for f 0 , f 1 , f 4 , f 8 , f 10 , and f 11 ; 2000 for f 2 and f 9 ; 5000 for f 3 and f 7 ; 3000 for f 5 ; 9000 for f 6 ; 100 for f 12 , f 14 , f 15 , f 16 , f 17 , f 19 , f 20 , and f 21 ; 4000 for f 13 ; and 200 for f 18 .
The individual members of the initial population are always generated at random. The initial mixed strategy in MSEP is always ρ = {0.25, 0.25, 0.25, 0.25} for all individuals, reflecting the assumption that the best strategy for the problem is initially unknown.
In order to prevent the search step size falling to a value near 0, it is necessary to place a lower bound of 0.0001 on σ. This follows the strategy used in [2] .
The number of trials is 50 i.e. each function is tested with 50 independent runs for each algorithm. All experimental results reported are averaged over these 50 trials. Table II lists the result of the first experiment, which compares the performance of the MSEP, CEP, FEP, LEP, and SPEMP algorithms on the 22 benchmark functions. Note that 21 of these functions are identical to those used in [17] .
We observe the following from the results given in Table II : (i) the t-test values are negative for 17 functions, indicating that for these benchmarks the performance of MSEP is better than that of SPMEP, LEP, FEP, and CEP; (ii) for the other five functions, MSEP performs just as well as the best of SPMEP, LEP, FEP, and CEP i.e. one or more of the t-test values is exactly 0. This result confirms our conjecture that the mixed strategy performs as well as or better than the best of the four pure strategies considered here. Unlike a pure strategy, which performs well on some functions but very poorly on others, the mixed strategy works very well on all the test functions.
The results of Table II also show that standard deviation of the MSEP solution is almost always smaller than that of the other solutions. In five of the functions (f 2 , f 3 , f 9 , f 10 and f 11 ) the smallest standard deviation is given by the SPMEP solution instead. For these functions, however, the standard deviation of the MSEP solution is still smaller than that of the other three algorithms. These facts indicate that the MSEP algorithm has a stable performance for all the benchmark functions over 50 independent runs.
The goal of the second experiment is to compare MSEP to CEP, FEP, LEP and SPMEP for another set of test functions from the literature [12] . While the function definitions are identical, the choice of parameters in this reference is different from that in the first experiment. The dimension n is set to 10 for the functions f 1 , f 7 , f 8 , and f 9 , and to 4 for the function f 19 . The population size µ is 50, half of that in experiment 1, but the tournament size is unchanged. The maximum number of generations for these five functions is linked to the difficulty of the models, and shown along with the results in Table III .
The results given in Table III are very similar to those of the first experiment. The t-test values are negative for all functions, so the performance of MSEP is better than that of all the other algorithms for all 5 functions.
The goal of the third experiment is to compare a mixed Lévy mutation with the adaptive Lévy mutation described in [13] . Both methods share a similar motivation: to extend the advantages of Lévy mutations over a range of scaling parameters.
The mixed Lévy mutation is a simple adaptation of the mixed strategy described above. Rather than choosing between the four pure strategies used throughout this paper, under the mixed Lévy mutation individuals can adopt either a single-point mutation strategy or any of three Lévy mutation strategies with the scaling parameters β = 1.0, 1.7, or 2.0 (also referred to as the three Lévy mutations).
The major difference between the mixed Lévy mutation and adaptive Lévy mutation is that in the latter strategy, each parent generates four offspring simultaneously by applying Lévy mutations with 4 different scaling parameters. In the mixed Lévy mutation, on the other hand, each parent chooses a single mutation operator according to its mixed strategy and generates only one offspring.
It should be noted that because of the differing number of offspring, the number of function evaluations per generation is four times higher for the adaptive Lévy mutation than for the mixed Lévy mutation. This means that the mixed algorithm can DRAFT --DRAFT --DRAFT --DRAFT --DRAFT --6 handle larger populations than the adaptive algorithm under similar resource constraints.
The test functions used to compare these two methods are the same as those given in [13] , although it should be noted that the subscripts assigned to functions in that reference are different from those used here. All parameters are set to the values described for the first experiment. Table IV compares the adaptive Lévy mutation and best Lévy mutation to the mixed Lévy mutation. The function notation used in [13] is noted in parentheses next to the notation used in this paper. Compared with the best Lévy mutation in Table IV , the mixed Lévy mutation performs better for all functions except two functions f 6 and f 9 ; however, it still exhibits the same level of precision. These results are very positive, since the number of fitness evaluations in the mixed Lévy mutation is only 1/4 of that in the adaptive or best Levy mutations. The standard deviation in the mixed Lévy mutation is a little larger due to a lower number of fitness evaluations used in the mixed Lévy mutation. However, if the comparison is made in the "fair" environment (in the same number of fitness evaluations), the mixed strategy will be superior to the other two competitors. This experiment has shown that the mixed Lévy mutation needs fewer fitness evaluations to obtain the same level of precision.
The forth and fifth experiments analyze the effects of two parameters on the performance of the MSEP strategy, and demonstrate that the performance of the mixed strategy is not sensible sensitive to the choice of these parameters. Experiment four varies the value of γ, used in Step 5 of the algorithm to adjust the mixed strategy. Experiment five varies the value of α in the single-point mutation, which is used in determining the deviation ratio. Until now, it has been difficult to make a theoretical case for choosing the values of these two parameters. Here, their role in the algorithm's performance will be investigated experimentally.
Variations in the parameter γ are implemented for the five functions f 0 , f 1 , f 8 , f 9 and f 20 . Functions f 0 and f 1 are unimodal functions, functions f 8 and f 9 are multimodal functions, and function f 20 is a low-dimensional function. Except for the value of γ, all parameters are set to the values described for the first experiment. Table V illustrates the experimental results for four different values of γ. Table V shows that the best choices are γ = 0.95 for functions f 0 and f 8 , γ = 0.1 for f 1 and f 20 , and γ = 0.25 for f 9 . Although the parameter γ has some effect on the quality of the final results, this effect is not statistically significant. As DRAFT --DRAFT --DRAFT --DRAFT --DRAFT --8 seen from the table, all final solutions have approximately the same level of precision; however when γ = 0.001, the result is the worst. As we have pointed out in section 3, if γ is too small, its role to adjust the mixed strategy is weakened. In other experiments of this paper, γ is fixed at 1/3. In the fifth and final experiment, five different values of the parameter α are tested on 10 functions chosen to offer a range of characteristics. Functions f 0 and f 1 are unimodal functions, function f 4 is the step function, and function f 5 is a noisy quartic function. Functions f 8 , f 10 , and f 11 have many local minima. Functions f 14 , f 16 , and f 19 are low-dimensional functions with a few local minima. Table VI shows that the value of α can affect the quality of the final solutions, but this small difference is not statistically significant. Table VI also shows that the optimal value of α depends on the specific problem. For example, α = 4.01 is the best choice for f 0 , while α = 2.31 is the best choice for f 1 .
The fourth and fifth experiments have shown that the performances of the mixed strategy algorithms are not strongly dependent on parameters γ and α. So, in the design of an algorithm, it is not necessary to pay much attention on how to chose these parameters. Robustness is an advantage of mixed strategy.
V. DISCUSSION
As was discussed in the introduction, each mutation operator is efficient only for some types of problems. In fact, according to the "no free lunch" theorem, no pure strategy can be used to solve all problems successfully. Rather than designing the best possible pure strategy, this paper focuses on designing a good mixed strategy that integrates the advantages of several different pure strategies.
In solving a problem, a well-designed mixed strategy should choose the pure strategy that is optimal, or nearly optimal, for that problem. There is an optimal strategy for every problem, but in most cases this is only theoretically the case. The optimal strategy for a given problem is difficult to determine analytically and, in general, no prior knowledge can be used to choose the optimal strategy. In practice, the choice of strategy is best determined through experimental comparisons, but this process is time-consuming. Since the optimal strategy is dependent on the specific problem, an adaptive mechanism that can dynamically update the strategy is much more practical. The mixed strategy proposed in this paper follows this philosophy by allowing individuals in a population to apply different strategies and choose the one that optimizes future survival. If one strategy performs better than others, a higher payoff will be assigned to it. The mixed strategy is then dynamically adjusted based on the relative payoffs of the available strategies. This ensures that an EP algorithm can always apply a good (but not necessarily the best) mutation operator and perform a successful search.
More than one strategy can become prominent during the different search phases. For example, when the solution population is far from an optimal point, larger jumps can be beneficial. A Cauchy mutation can produce bigger jumps than a Gaussian mutation, so in the early search phases a Cauchy mutation should be used more often than a Gaussian mutation. When the solution population is near the optimal point, on the other hand, Gaussian mutation may be more appropriate, and should be used more frequently to improve the solution precision. Unfortunately, it is not clear when and where one strategy can be used more often than the others. To overcome this difficulty, the mixed strategy makes no assumptions regarding the optimal strategy at each phase. It evolves the probability distribution of used strategies. A mixed strategy is used to keep information of history search. If no adjustment is made to the mixed strategy, then it is completely determined by the history; if a change happens to it, then the most recently applied strategy makes a contribution to this change.
Another major shortcoming of pure strategies is the instability of their performance for some test problems. MSEP combines four different mutation strategies to overcome this difficulty, each one playing a different role in generating new solutions. For multimodal functions, the Cauchy and Lévy mutations help individuals jump out of the absorbing basin of local optima. For unimodal functions, the Gaussian mutation works very well. For high-dimensional functions, SPMEP plays a crucial role. A good solution can therefore be generated for any problem which can be solved efficiently by at least one of these four pure strategies. This explains why the performance of our mixed strategy is better and more stable for all the benchmark functions than any of the pure strategies. However, a mixed mutation strategy may not be superior to the optimal pure strategy. Its advantage lies in its stable performance for a wide variety of problems.
VI. CONCLUSIONS AND FUTURE WORK
This paper presents a novel evolutionary method, Mixed Strategy Evolutionary Programming (MSEP), which integrates the Gaussian, Cauchy, Lévy, and single-point mutation operators. The algorithm is tested on a set of 22 benchmark functions. Experimental results show that MSEP performs as well as or better than the best of FEP, CEP, LEP and SPMEP for all the benchmark functions. Unlike a pure strategy, which performs well for some functions but poorly for others, the mixed strategy performs very well for all test functions. This result demonstrates one of the principle advantages of a mixed strategy: its performance is much more stable than that of a pure strategy.
A general EP framework for mixed strategies is also illustrated which can be used to design similar mixed strategy schemes for other classes of optimization problems. The mixed strategy technique could be used to guide the design of practical EP methods. For any given problem, if the optimal mutation strategy is known then this strategy should be applied directly. In most cases, however, the optimal strategy is either unknown or difficult to determine. In such cases, mixed strategies can be helpful in designing an efficient EP algorithm.
More mixed strategies will be considered in future work, for example, mixed crossover operators, mixed selection operators, and mixed parameters. Other means of enhancing the mixed strategy method also need to be investigated, such as combining it with other search techniques. Several practical applications of the mixed strategy algorithm, including multi-objective optimization and multi-level optimization, are currently underway. Tables VII and VIII: 
where x = (x 1 , · · · , x n ), a i = (a i1 , · · · , a in ), and n = 5, 7, and 10 for f 19 , f 20 and f 21 respectively. f min ≃ 1/c i , and x min ≃ (a 1 , · · · , a 4 ). The coefficients are defined in Table IX: 
