In this report we consider discretization of parameter-dependent delay di erential equations of the form x 0 (t) = f(x(t); x(t ? ); ); 2 R:
Introduction
We consider numerical solutions of scalar delay di erential equations (DDEs) of the type x 0 (t) = f(x(t); x(t ? ); ); t 0; x(t) = (t); ?1 t 0; > 0 (1.1) where is a real parameter and is the continuous initial function. We note that such equations with a delay term 6 = 1 can always be brought into the form x 0 (t) = f(x(t); x(t ? 1); ); t 0; x(t) = (t); ?1 t 0
by a rescaling of the time variable. We will analyse equations of the form (1.2). In our previous paper 3] we showed that the supercritical Hopf bifurcation in the delay logistic equation is appropriately approximated by some simple numerical methods.
In 4] we showed that strictly stable linear multistep methods applied to DDEs undergoing a Hopf bifurcation yield di erence equations which exhibit a Hopf bifurcation (for maps). Since the analysis applied in that paper was essentially based on linear stability theory, it remained an open question whether or not the bifurcating invariant curve of Department of Mathematics, Chester College, Parkgate Road, Chester, CH1 4BJ, UK 1 the di erence equation is attracting (repelling) whenever the bifurcating periodic orbits of the underlying DDE are attracting (repelling). In this report we extend the ideas from 3] to a more general class of equations to show that indeed the stability of the periodic orbit is retained.
We make the following assumptions to ensure that the problem under consideration exhibits the properties we will investigate: A1) f(0; 0; ) = 0 for all in a neighborhood of some xed ; A2) for the function f(x; y; ) we have @ @x f(0; 0; ) = ( ); @ @y f(0; 0; ) = ( ) in a neighborhood of ; Assumption A1 guarantees that the zero solution is an equilibrium of (1.2) for all in the neighborhood of . From A2 it follows that the characteristic equation governing the asymptotic stability of the zero solution is given by d( ; ) = ( ? ( ))e ? ( ):
If all the roots of (1.3) have negative real parts then the zero solution of (1.2) is asymptotically stable (see, e.g. 1]). Since the equation depends on the parameter , so too do the roots of (1.3).
We are interested in analysing equations close to parameter values where a Hopf bifurcation occurs. For this to happen in (1.2) we assume the following su cient conditions are satis ed: A3) for all in a neighborhood of , d( ; ) has a pair of simple complex conjugate roots 1;2 ( ) = ( ) i!( ), while all other roots have real parts that are strictly negative; A4) for = we have ( ) = 0; !( ) = ! 0 6 = 0; A5) 0 ( ) > 0; A6) a nondegeneracy condition holds (see Section 2, condition (2.15)). If assumptions A3 to A6 hold then Equation (1.2) undergoes a Hopf bifurcation; the zero solution loses its asymptotic stability as passes through (without loss of generality from left to right, see A5) and a small amplitude periodic orbit appears (supercritical Hopf bifurcation) or vanishes (subcritical Hopf bifurcation); see, e.g. 7, 8] .
In this report we consider a very simple numerical method applied to (1.2). The aim is to show that under the above assumptions the discretized equation undergoes a bifurcation corresponding to that of the underlying continuous problem. This will provide us with valuable insight into how to analyse more sophisticated numerical methods close to a Hopf bifurcation.
Assume that we have chosen a step size h of the form h = 1=m (m 2 N), in other words the delay is an integer multiple of the step length. The application of the Euler forward method yields the (m + 1)-order di erence equation x n+1 = x n + f(x n ; x n?m ; ); n 0; x n = (kh); k = 0; : : : ; ?m: (1.4) Stability theory is concerned with the question whether the asymptotic stability of the delay di erential equation is properly reproduced by the asymptotic stability of (1.4). For the Euler forward method it is known (see e.g. 6] and references) that for su ciently small values of h the zero solution of (1.4) is asymptotically stable whenever the zero solution of (1.2) is. The question we want to investigate is what happens if we x h in (1.4) and vary . We know that if is varied about in (1.2) then a Hopf bifurcation occurs. We will investigate the corresponding behaviour of (1.4).
The report is organised as follows. In Section 2 we revisit fundamental ideas related to Hopf bifurcation in delay di erential equations. In Section 3, we describe relevant results from Neimark-Sacker bifurcation theory (the theory of Hopf bifurcation of maps) as they apply to a class of maps that arise in discrete approximations to delay di erential equations. Section 4 contains our new analytical results for the application of a simple explicit numerical method to the equation (1.2) and in the nal section we consider how these results may be applied to wider classes of method.
Hopf bifurcation in DDEs
In this section we collect some results which arise in the Hopf bifurcation analysis of DDEs and are important for our investigation. This approach to Hopf bifurcation analysis for DDEs was presented in, for example, 5], and we present it here in a somewhat more general setting. We use the approach to facilitate the application of results We normalize q such that hq ; qi = 1. The adjoint eigenvector q is then given by q (t) = 1
For a solution x t of (2.2), we de ne a function z(t) 2 C by z(t) = hq ; x t i and w(t) = x t ? z(t)q ? z(t) q 2 C( ?1; 0]; R): It can be shown ( 5] ) that kw(t)k ! 0 as t ! 1. The dynamics of (2.2) After a linear change in the coordinates (2.12) can be written in the form (2.11). Let the following conditions be satis ed: Similarly, as in Section 2, the map (3.1) has an attractive two-dimensional invariant manifold for near h . The essential behaviour of the system will be determined by the behaviour of the map on this manifold. Using a projection method, as in the previous section, the restriction of (3. 4 Analysis of a numerical approximation to (1.2)
In the previous section we reviewed conditions under which a Hopf bifurcation occurs in DDEs and in maps. Our strategy in this section is to verify that these conditions are ful lled in the numerical method. We consider the di erence equation ( 
Further Applications
We concentrated in our analysis on the Euler forward method but the same approach can be used to give results for other numerical methods. The reason is that, for our purposes here, a wide class of numerical methods for DDEs can be considered as perturbations of this simple method. Consider a one-step method for an ODE y 0 (t) = g(y(t)): (5.1)
The one-step method will lead to an increment function , such that y n+1 = y n + h (y n ; h): (5.2) For a convergent method (y n ; h) = f(y n ) + O(h). Consider equation (1.2) . And let x h (t ? ) be some approximation of x(t ? ), then we can de ne an ODE x 0 (t) = f(x(t); x h (t ? )); t 0:
Using a one-step method for ODEs, a numerical method for a DDE can be de ned by x n+1 = x n + h (x n ; x h (nh ? ); h):
The function x h is well de ned for su ciently small h since the interpolation can be constructed using only only previously computed approximations of x(kh); k n. By convergence we have (x n ; x h (nh ? ); h) = f(x n ; x h (nh ? We see that such methods can be considered as perturbations of the Euler forward method and a similar analysis would apply. 6 Acknowledgements
