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CHAPTER – 1  
RESEARCH SURVEY AND 
INTRODUCTION 
 
 
 
 
 
 
 
 
 
 
 
Chapter - 1 Research Survey and Introduction 1 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
1.1 INTRODUCTION 
Image processing techniques were f irst developed in 1960, 
with the help and collaborative work of wide range of 
academicians and scientists. The main object ive and focus 
of their work was to develop the medical imaging, character 
recognit ion and create high quality images at the 
microscopic level. At that t ime, the hardware / equipment 
and the processing cost were most important factors to the 
research work.  
The f inancial constraints play a serious role on the depth 
and breadth of technology development. In year 1970s, the 
cost of the computing equipment was dropped substant ially 
and used of making digital image processing are more 
realist ic. Fi lm and software companies invested signif icant 
funds into the development and enhancement of image 
processing, creat ing a new industry.  
Image processing is a rapidly growing area of computer 
science and Information Technology. Its growth has been 
fueled by technological advances in digital imaging, 
computer processors and mass storage devices. Fields 
which tradit ionally used analog imaging are now switching 
to digital systems, for their f lexibi l ity and affordabi lity. The 
examples are medicine technology, f i lm and video 
production, photography, remote sensing, and security 
monitoring. These al l industr ies produce a very huge 
amount of digital data or images every day.   
Generally al l the image processing techniques involve 
treating the image as a two dimensional signal. It  applies 
the standard signal processing techniques to that image. 
Image processing is generally referred to as a digital image 
processing, but analog image processing are also possible.  
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Digital Image Processing is a set of dif ferent techniques for 
manipulation of digital images by computers. The raw data 
received from the imaging sensors on the satel l ite platforms 
contains f laws and def iciencies. To overcome these flaws 
and def iciencies in order to get the originality of the data, i t 
needs to perform some steps of processing. These steps of 
processing vary from dif ferent images, because it depends 
on the dif ferent types of image format,  init ial condit ion of 
the image and the information of interest and the 
composit ion of the image scene. 
Digital image processing is primari ly concerned with 
extract ing useful information from images which is done by 
the computer.  
Image processing algorithms may be placed at three levels 
such as: 
  Lowest Level 
  Middle Level 
  Highest Level 
Lowest Level: - At this level,  we can put those techniques 
which deal directly with the raw, possibly noisy pixel values, 
with denoising and edge detect ion being good examples.  
Middle Level: - At this level, we can include those 
algorithms which util ize low level results for further means, 
such as segmentat ion and edge l inking.  
Highest Level: -  At this level, we can focus on those 
methods which attempt to extract semantic meaning from 
the information provided by the lower levels, for example, 
handwriting recognition. 
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The l iterature abounds with algorithms for achieving various 
image processing tasks. However, there does not appear to 
be any unifying principle guiding many of them. Some are 
one dimensional signal processing techniques which have 
been extended to two dimensions. Others apply methods 
from alternat ive disciplines to image data in a somewhat 
inappropriate manner. Many are the same basic algorithm 
with parameter values tweaked to suit  the problem at hand.  
The local segmentat ion principle states that the first step in 
processing a pixel should be to segment explicit ly the local 
region encompassing it. In a local scale processing has the 
effect to make clear which pixels belong together, and 
which pixels do not. The segmentat ion process results in a 
local approximation of the underlying image, effectively 
separating the signal from the noise. Higher level 
algorithms can operate directly on the signal without risk of 
amplifying the noise. Local segmentat ion process can 
provide a common framework for construct ing image 
processing algorithms.  
Many existing image processing algorithms have already 
been making partial use of the local segmentation concept. 
It is possible to examine these algorithms with respect to 
the local segmentation model they use. This helps to make 
their strengths and weaknesses more apparent. Even 
popular techniques, such as l inear and rank f i lters, can be 
framed in terms of their application of local segmentat ion.  
Image denoising is particularly suited to demonstrating the 
ut il i ty of local segmentation. Denoising is the process of 
removing unwanted noise from an image. A denoised image 
is an approximation to the underlying true image, before i t 
was contaminated. A good denoising algorithm must 
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simultaneously preserve structure and remove noise. 
Obviously, to do this the algorithm must be able to identify 
what structure is present. Local segmentation specif ically 
attempts to separate structure from noise on a local scale. 
Denoising would therefore be a good application with which 
to test dif ferent approaches to local segmentation. 
Local regions only contain a small number of pixels. It  is 
unl ikely that there would be more than a few segments 
present at such a scale, so unconnected, homogeneous 
groups of pixels are l ikely to part  of the same global 
segment.  
 
1.2   SELECTION OF TITLE  
Image processing is the applicat ion of dif ferent areas l ike 
computer science, electronics, mathematics, engineering 
etc. It is used to solve dif ferent types of problems related to 
these areas. Image processing was highly introduced only a 
few years ago. This f ield has a long history with its roots 
going back more years.  
The use of information technology and mathematics has 
become a cr it ical part of the image processing.  
“In computer science and electrical engineering, image 
processing is any form of signal processing for which 
the input is an image, such as photographs or frames of 
video; the output of image processing can be either an 
image or a set of characteristics or parameters related 
to the image”.  
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The ti t le of my research is: “A Comparative Study, 
Analysis and Modelling of Various Image Processing 
Algorithms”  
 
1.3 STATEMENT OF THE PROBLEM 
In this research work, various image processing techniques 
are studied and analyzed. From these image processing 
techniques we performed this study only for one process.  
In this work, we selected Image Compression from various 
image processing techniques such as Image Enhancement, 
Image Restoration, Image Fusion, Image Registrat ion, 
Image Segmentat ion, Image Transformations, Image 
Compression, Image Watermarking etc. 
 
1.4 GENERAL OBJECTIVE OF THE STUDY 
The aim and object ives of this research work is:  
1.  To study and analysis of various types of images. 
2. To study various characteristics of image. 
3. To study dif ferent processes related to image l ike 
Image Compression, Image Fil tering, Image 
Enhancement, Image Restoration, Image Fusion, 
Image Registrat ion, Image Segmentation, Image 
Transformations, and Image Watermarking etc… 
4. To study various Image Processing Algorithms. 
5. To analyzed various Image Processing Algorithms. 
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6. To perform a comparative study for any one Image 
Process.  
7.  To represent a model for this Image Processing 
Algorithm i.e. image compression. 
Image Processing Software provides a comprehensive set 
of reference standard algorithms and graphical tools for 
image processing, analysis, visualizat ion, and algorithm 
development.   
 
1.5 RESEARCH METHODOLOGY  
In order to write this thesis for research work, we have 
performed a l iterature review for a better understanding of 
previously used techniques and approaches. We conducted 
an experiment to f ind comparable values of Compression 
Ratio (CR) to support our research. In our research 
methodology (Qualitative and Quantitative) we have 
adopted the following methodologies in this study [1].  
1.5.1 Qualitative Methodology - Literature Review  
We performed a variety of l iterature review of various image 
compression algorithms proposed by different researchers 
in this area. Literature review is useful to study the past and 
current research status related to this specif ic area. It  is 
useful to do our research in proper way.   
At that t ime, when you select the research topic, you must 
have famil iar with the topic whether it  is researchable or 
not. It belongs to your area of  study and interest. 
Researchers do l iterature review that helps them to relate to 
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the previous study and to current study in that specif ic area. 
It provides framework for comparing results.  Literature 
helps to explore not only research problems. Quantitative 
study not only gives some facts and f igures that support 
qualitat ive study but also suggest possible questions and 
hypothesis related to area [1].  
1.5.2 Quantitative Methodology - Experiments  
Pract ical and experiments work are appropriate when we 
want to control over the situat ion and want to come on 
conclusion. In the quantitat ive part  of the research, we 
made an attempt to evaluate and improve the Compression 
Ratio (CR).   
There are two processes involved in the experiment.  
( i) Compression  
(i i) Decompression  
 
Figure – 1.1 Research Methodologies 
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Compression: - In image compression process, there are 
two types of variables: Independent and Dependent.  The 
f igure given below shows the compression process [1].  
 
Figure – 1.2 Input output compression process 
Independent Variables are: 
(i) Curve Order  
( i i)  Block size  
(i i i )  Quantization Number  
( iv) Original Image  
Dependent Variables are: 
(i) Compression Ratio  
( i i)  Compressed Image  
(iii) Response Time  
Decompression: - Image decompression process is the 
reverse process of the compression process.  It has also 
two types of variables: Independent and Dependent.  The 
f igure given below shows the decompression process [1]. 
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Figure – 1.3 Input output decompression process  
Independent Variables are: 
(i) Curve Order  
( i i) Block Size  
Dependent Variables are: 
(i) Mean Square Error  
( i i) Reconstructed Image  
(i i i )  Response Time  
 
1.6 SCOPE OF THE STUDY 
The scope of the research work is to perform a comparative 
study, analysis and modell ing of various image processing 
algorithms and to try develop a model for suitable image 
processing algorithm. In this research work, we select 
image compression from different image processing.  
In this research work, we would perform a comparative 
study and analysis of image compression algorithm. Here 
we would mainly carry out our study on four image 
compression algorithms such as Wavelet, JPEG, Vector 
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Quantizat ion and Fractal. This work is also aimed at trying 
to suggest a high performance algorithm. Our research work 
can be useful for researchers of different areas such as 
computer science, mathematical science, engineering etc.  
 
1.7 LIMITATION OF THE STUDY 
The l imitat ion of the research work is that we would perform 
a comparative study, analysis and modelling of only one 
operation of image processing among the dif ferent 
operation such as Image Compression, Image Fil tering, 
Image Enhancement, Image Restorat ion, Image Fusion, 
Image Registration, Image Segmentation, Image 
Transformations or Image Watermarking. 
The l imitat ion of this research work is that we would 
perform our study only for image compression. In this work 
we select only four image compression algorithms such as 
Wavelet, JPEG, Vector Quantizat ion and Fractal.  
The other l imitat ion of this research work is that here we 
would perform the image compression only for selected 
images.  
 
1.8 LITERATURE REVIEW OF THE STUDY  
The main objective of the present study is: “To perform a 
comparative study and analysis of various image 
processing algorithms”.  
The researcher had studied lots of related li terature to 
identify the dif ferent works done in the related area of 
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image processing and mainly image compression. The study 
had given us a more clear vision in the task. In this report, 
the brief information about the related research works for 
the present study is given. 
Init ial computers were designed just to do simple 
calculations. Researchers and scient ists have been trying to 
endow the computer with more and more power and 
intel l igence. That is to make the digital machine do things, 
which require human-like intel l igence. Thus the term 
Artif ic ial Intel l igence (AI) was coined in the early 1950s. 
Gradually scientists came to know the immense power of 
the device and its l imitations. More and more systems were 
developed as a consequence of incremental advances in 
computer science and engineering. 
Nowadays computer systems are available for all  
applications such as from civi l amenit ies to medical 
diagnosis; f rom home entertainment to space programs; 
from simple calculations to complex mathematical 
modelling, advert isement, commercial use, education, 
onl ine sell ing and marketing, research etc. 
Image processing is a physical process. It converts the 
image signal into the physical image. The image signal may 
be analog signal or digital signal. The real output of the 
process can be an actual physical image or the some 
characteristics of the image. 
The general type of image processing is photography. In 
this process, the image is captured by using camera to 
create a digital or analog image. To produce or develop a 
physical image or picture, the appropriate technology based 
on the input source type is applied to the image. 
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In a digital photography, the image is stored in the 
computer system as an image f i le. The image fi le is 
translated by using photographic software to generate an 
actual or physical image. The shading and colors all  are 
captured at the t ime of taking a photograph. The software 
then translates this information into the image.  
When the image is created using analog photography, the 
image is burned into a f i lm which uses a chemical reaction 
triggered by control led exposure to light signal. This image 
is produced in a dark room, by using special chemicals for 
creat ing an actual or physical image. This process is not 
more popular due to the advent of digital photography, 
which requires less effort and special t raining to product 
images.  
There are many operations, which are performed in image 
processing as per the requirement.  This f ield of digital 
image has created many new applications and tools for 
image processing. These applications and tools were 
impossible previously. Medical image processing, biometric 
related applications and remote sensing, all are possible 
due to the development of digital image processing. Special 
computer programs and software are used to correct and 
enhance the images.  
There are three major benef its of digital image processing: 
  The consistent high quality of the image. 
  The low cost of processing.   
  The abil ity to manipulate al l aspects of the process is 
all  great benefits.  
Chapter - 1 Research Survey and Introduction 13 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
Day by day the speed of computer processing is 
cont inuously increasing. Also, the cost of storage memory 
and devices are cont inuously decreasing.  As a result,  the 
f ields of image processing have grown to very high speed.  
The applications of image processing are:  
 Image processing (document and medical imaging, 
 computer v ision and industrial applications, Remote 
 sensing and space applicat ions, Mil i tary applicat ions, 
 etc….) 
 Image Fusion (image classif icat ion, aerial and satell i te 
 imaging, medical imaging, robot vision, concealed 
 weapon detection, etc…) 
 Image transmission and storage applicat ions 
 (broadcast  television, teleconferencing, etc…) 
 Microscope image processing (medicine, biological 
 research, cancer research, drug testing, etc…) 
 Medical image processing  
 Enhancement of cell  images from microscope 
 Image synthesis for cartoon making or fashion design 
 Face detection  
 Feature detection  
 Geographical mapping 
 Prediction of agricultural crops 
 Prediction of urban growth 
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 Study pollution patterns from aerial and satel l ite 
 imagery 
 Flood and f ire control 
 Recognit ion and analysis of objects on images from 
 space missions 
 Robot vision for industr ial automation 
 Detect ion and recognit ion of various types of targets 
 (radar or sonar images) 
 Guidance of aircraft or missi le systems 
Image or data compression is one of the most important 
application areas of image processing. It reduces the 
redundancy of image data to store it  ef f iciently. Mult imedia 
data such as graphics, audio or video, which are 
uncompressed, need storage capacity and transmission 
bandwidth. Now days, there is rapid progress in mass 
storage density and digital communicat ion system 
performance. The future of mult imedia based web 
applications is data intensive, so we need to have eff icient 
ways to encode signal and images.  
 
Compression is achieved by the removal of one or more of 
three basic data redundancies:  
(i)   Coding Redundancy: This is present when less than 
 opt imal ( i.e. the smallest length) code words are used. 
(ii )  Inter Pixel Redundancy:  This result from correlations 
between the pixels of an image. 
(iii )   Psycho Visual Redundancy: This is due to data that 
is ignored by the human visual system. 
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The techniques used to compress or decompress a single 
gray level image are expected to be easily modif ied to 
encode or decode color images and image sequences. The 
goal of image compression is to save storage space and to 
reduce transmission t ime for image data. I t aims at 
achieving a high Compression Ratio (CR) while preserving 
good f ideli ty of decoded images. Recent compression 
methods can be brief ly classif ied into fol lowing four 
categories:  
 
i.  Wavelet  
i i.  JPEG/DCT 
ii i .  VQ  
iv.  Fractal Methods 
 
These Compression Methods are discussed by dif ferent 
peoples are br ief ly reviewed as below. 
  
Chaur-Chin Chen  
In this study he has only reviewed and summarized the 
characteristics of four up-to-date image coding algorithms 
based on Wavelet, JPEG/DCT, VQ, and Fractal approaches. 
Experimental comparisons on four 256×256 commonly used 
images, Jet, Lenna, Mandri l l,  Peppers, and one 400×400 
f ingerprint image suggest a recipe described as fol lows. 
Any of the four approaches is sat isfactory when the 0.5 bits 
per pixel (bpp) is requested. Hence for practical 
applications, he concluded that wavelet based compression 
algorithms are strongly recommended [2]. 
 
Chin-Chen Chang   
In this study the proposed model does the data embedding 
into the cover image by changing the coeff icients of a 
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transform of an image such as discrete cosine transform. 
The high compression rate is one of the advantages of 
fractal image compression. Main advantage is the good 
image quality, af ter enough iteration for decompression. But 
the computat ion t ime required to encode an image might be 
very long due to an exhaustive search for the opt imal code. 
And DES encrypt ion is used to provide the security to the 
data, but it  is unable to protect the Stego-Image from 
subterfuge attack. Which is nothing but, the attacker not 
only detect a message, but also render it  useless or even 
worse, modify i t to the opponent’s favour[3]. 
 
Chin-Chen Chang   
In this study he proposed a scheme to embed an image 
compressed via fractal image compression into the DCT 
domain of the cover image. Due to the high compression 
rate of fractal compression, also it  can embed a secret 
image larger than the cover image itself. Moreover, the 
more decompression iterations will  be done, the better 
decompressed secret image quali ty will  get. Also, these 
compression codes of fractal compression must not be lost, 
or the embedded message cannot be extracted. Thus some 
modif icat ion on the bit streams of the modif ied coeff icients 
to prevent the information loss caused by discrete cosine 
transformation is needed. As for security, the compressed 
data should be encrypted via DES so that i t can be prevent 
the eavesdroppers from getting the secret image [3].  
 
Sachin Dhawan  
According to him, the hybrid VQ algorithm is explained as 
follows; f irst the correlation in the test image is taken away 
by wavelet transform. Wavelet transform is employed in the 
course of l if ting scheme. The wavelet employed during 
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l i f t ing scheme is HAAR wavelet. Then it wi ll lead with the 
primary level of decomposit ion and gives way four 
components namely LL, LH, HL and HH correspondingly. 
Mult istage VQ is implemented to LL band. The pointed 
coefficients in the sub band LH, HL and HH are pyramidal 
vector quant ized by capturing vectors of stated 
measurement. Finally an entropy coding algorithm l ike 
Huffman coding is implemented as the f inal stage of the 
compression system to code the indices. He proposed that 
an algorithm groups the benefit of  lessening of codebook 
searches and storage complexity which is intrinsic to 
MSVQ. Addit ionally, pyramid vector quant ization may not 
need great codebook storage having simple encoding and 
decoding algorithm. Hence high compression rat io can be 
accomplished by including PVQ along with MSVQ [4].  
 
K. B. Raja  
In this study the proposed model which uses LSB has been 
focused upon. But LSB provides poor security and DCT for 
convert ing objects in spat ial domain to frequency domain. 
This model uses only raw images because of subterfuge 
attack. In the JPEG, BMP and GIF image formats, the 
header contains most of the image information. This leads 
to the problem of insecurity and therefore the payloads from 
such images can be easily identif ied [5].  
Hairong Qi  
In this study the proposed model the technique BCBS (Blind 
Consistency Based Steganography) is used. The advantage 
of the BCBS approach is that the decoding process can be 
operated bl indly without access to the cover image, which 
enhances the impercept ibi l ity and that it  not only decodes 
the message exactly, but it  also detects if  the message has 
been tampered without using any extra error correct ion. The 
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main drawback is that the amount of data to hide is very 
less because he has selected only one row or column to 
hide with one bit per pixel. It  also provides the security only 
for the Stegano-Image not for the data that can be improved 
by using DES [6].  
 
Niels Provos  
In this study it is found that the PSNR (Peak Signal to Noise 
Ratio) to be a good indicator of f inger and face recognit ion 
matching scores in the case of JPEG2000 and SPIHT. Both 
wavelet based algorithms perform exceptionally well in 
terms of rate-distort ion performance and matching scores of 
all  recognit ion systems considered. While PSNR exactly 
predicts the poor matching scores of fractal compression in 
the case of f ingerprint images, the relat ively high PSNR 
resul ts for face images suggest fractal compression to 
perform superior to JPEG for this biometr ic modality. The 
opposite is true – despite the low PSNR results, JPEG 
performs quite well in face recognit ion applications for high 
and medium bit  rate applicat ions [7].  
 
N. F. Johnson  
In this study he brought the Tree Structured VQ techniques 
in order to decrease the table storage needed for encoding 
and decoding along with unstructured vector quantizat ion 
(UVQ) or Tree-Structured Vector Quantizat ion (TSVQ). 
Particularly, a low storage secondary quantizer is employed 
to squeeze the code vectors of the primary quant izer. The 
absolute benefits of uniform and non-uniform secondary 
quantization are examined. Quantization levels are put up 
on a binary or quad tree structure (suboptimal) [8].  
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I t  is to set vectors in different quadrant. Signs of vectors 
are only needed to be evaluated. This wil l reduce the 
number of l inks by 2L for L-d vector problem. It will  work 
f ine for symmetric distribut ion [8].  
 
1.9 PLANNING OF THE REMAINING CHAPTERS 
The thesis ent it led “A Comparative Study, Analysis and 
Modelling of Various Image Processing Algorithms”  
contains mainly six sections. It is organized as follows:  
 
Chapter – 1: Research Survey and Introduction 
 
In this section of the thesis overview of research work has 
been provided. To be particular, in this chapter, problem 
domain, select ion of research t it le, survey of research, 
objective of study, scope of the study and planning of the 
remaining chapters have been highlighted.  
 
Chapter – 2: Introduction to Image Processing   
 Technology 
   
In this section of the thesis, various types of images and 
image processing technology have been discussed. Also, 
various types of images, image representat ion formats and 
fundamental study related to image processing have been 
highlighted. We have also discussed (1) image 
enhancement and restorat ion such as color models, 
chromatic ity diagram, histogram processing, negat ion 
processing, spatial and domain f i lters, br ightness 
enhancement, contrast enhancement,  thresholding, gamma 
correct ion, highlight and shadow, edge detect ion, (2) 
Geometric transformation such as scale, resize, zoom, 
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rotation, st itching, copy, cut, paste, curve and surface 
f it t ing, (3) Image analysis such as skew detect ion and 
correct ion, OCR, ICR and OMR. Addit ionally, image 
registrat ion and image segmentat ion are also highlighted in 
this chapter.  
 
Chapter – 3: Lossless and Lossy Image Compression  
 Techniques 
 
In this section of the thesis, the basic concepts related to 
image compression process have been highlighted. 
Moreover, various lossless and lossy image compression 
algorithms are studied. A lossless compression algorithm 
includes Run Length Encoding (RLE), Huffman Encoding, 
Lempel-Ziv-Welch (LZW) Coding and Area Coding. A lossy 
compression algorithm includes Transform Coding, Vector 
Quantizat ion, Fractal Coding, Block Truncat ion Coding, Sub 
band Coding, Segmented Image Coding, Spline 
Approximation Method.  
 
Chapter – 4: Experimental Studies and Comparison of 
 Various Image Compression Algorithms 
 
In this section of the thesis, we have performed study of 
various image compression algorithms. Also, various 
lossless image compression algorithms are Wavelet and 
Vector Quantizat ion and lossy image compression 
algorithms are JPEG/DCT and Fractal are performed on 
various images. Wavelet based image compression are 
performed in Haar Wavelet, Daubechies (db4) Wavelet, 
Biorthogonal Wavelet, Symlets Wavelet and Coif let Wavelet.  
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Chapter – 5: Image Compression Model 
 
In this sect ion of the thesis, we have presented the image 
compression model. In this model three levels of image 
compression are performed such as lowest compression, 
average compression and highest compression. Here we set 
the 10% compression as lowest level,  50% compression as 
average level and 100% compression as highest level. In 
this model many other operations are also performed on 
images. 
 
Chapter – 6: Contributions of the Research Work and 
 Suggested Future Work 
 
In this sect ion of the thesis, al l research work conclusions 
have been highlighted. This chapter shows the comparison 
between various image compression algorithms and also 
displays the result  of  the comparison. Finally the conclusion 
of the study and suggest ions for the future work are also 
highlighted.   
  
  
 
 
 
 
CHAPTER – 2  
INTRODUCTION TO IMAGE 
PROCESSING TECHNOLOGY 
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2.1 INTRODUCTION TO IMAGE  
An image may be defined as a two dimensional funct ion 
f(x,y),  where x and y  are spatial or plane coordinates, and 
the amplitude of f  at  any pair of coordinates (x,  y) is called 
intensity of the image at that point.  
A digital image is an image f(x, y) that has been discredited 
both in spat ial coordinates and brightness.  
The elements of such a digital array are called image 
elements or pixels.  
A Pixel is Pix Element or Picture Element. It refers to the 
representation of a single point within an image. A pixel 
may be simply a bit (for black & white images), or a much 
larger data structure. 
 
2.2 IMAGE REPRESENTATION FORMATS 
Nowadays images are very important documents for 
everyone. To work with the image in some applicat ions, i t 
needs to be compressed, more or less depending on the 
purpose of  the dif ferent applicat ion. There are some 
algorithms that  perform this compression in dif ferent ways; 
some are lossless and keep the same information as the 
original image, some others loss information when 
compressing the image. Some of these compression 
methods are designed for specif ic kinds of images, so they 
wil l not be  so good for other kinds of images. Some 
algorithms even  let you change parameters they use to 
adjust the  compression better to the image. 
 There are main two different types of image 
 representations  formats, which are as fol lows: 
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  Lossless Image Representat ion Formats 
  Lossy Image Representat ion Formats 
2.2.1 Lossless Image Representation Formats 
 There are most ly two lossless image f i le representations 
 formats, which are as fol lows:   
 2.2.1.1 TIFF  
Tagged Image File Format (TIFF) is a very f lexible f i le 
format. It  can be lossless or lossy. TIFF is used almost 
exclusively as a lossless image storage format [9].  
This f i le format is used mainly for storing images, including 
photographs and line art . It is one of the most popular and 
f lexible current public domain raster f i le formats.  
This f i le format was created by the Aldus Company, joint ly 
with Microsoft, for use with PostScript print ing. This format 
is a very popular f i le format for high color depth images. It 
is widely supported by image manipulation applicat ions, by 
scanning, faxing, word processing, optical character 
recognization, and other applicat ions [9].  
This image f i le format is not used with web images because 
they produce big f i les, and its large amount requires much 
storage space on web. Most web browsers will not display 
these f i le formats. 
 2.2.1.2 PNG 
Portable Network Graphics (PNG) Development Group has 
created PNG f ile format in year 1995 as an alternative to 
the Graphics Interchange Format (GIF). It is a bitmap image 
f i le format. It employs lossless data compression. It was 
mainly created for improvement and replacement of GIF f i le 
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format.  
PNG f ile format supports palette based, gray scale and RGB 
images. PNG was designed for distribut ion of images on the 
internet not for professional graphics and such other color 
spaces. 
PNG is mainly used in the fol lowing two applicat ions: 
  I f  you have an image with large areas of exact ly 
uniform color, but contains more than 256 colors. PNG 
is very useful at that time. It is similar to the GIF, but 
it  supports 16 mil l ion colors, while GIF support only 
256 colors. 
  I f  you want to display a photograph exact ly without 
loss on the web, it  is very useful for that purpose. 
Most web browsers support the PNG fi le format. It is 
the only lossless format which is supported by web 
browsers. 
It is superior to the GIF f i le format. It produces small f i les in 
size and also al lows more colors. It  also supports partial 
transparency. Partial transparency can be used for many 
purposes, such as fades and ant ialiasing of text.  
In GIF compression, the f irst step is to "index" the image's 
color palette.  It  decreases the number of colors in your 
image to a maximum of 256 (8-bit color).  The smaller 
number of colors in the palette, the greater the eff iciency of 
the algorithm is generated.   
2.2.2 Lossy Image Representation Formats  
 There are mostly two lossy image f i le representations 
 formats, which are as fol lows:   
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 2.2.2.1 JPEG  
Joint Photographic Experts Group (JPEG) is an algorithm 
designed to compress images with 24 bits depth or gray 
scale images. It is a lossy compression algorithm. It is a 
very f lexible algorithm. One of the characteristics of this 
algorithm is that the compression rate is adjustable. That 
means the user can adjust the compression rat io as per 
his/her requirement. If  we compress on a high rat io, the 
quality of image wil l  be low and more information wil l  be 
lost from image, but the result image size will  be smaller. 
With a smaller compression rate we obtain a better quality 
of image, but the size of the result ing image will be larger 
[9].  
This compression consists in making the coeff icients in the 
quantization matrix bigger when we want more compression, 
and smaller when we want less compression. The algorithm 
is based in two visual effects of the human visual system 
[9].  
  Humans are more sensit ive to the luminance than to 
the chrominance.  
  Humans are more sensit ive to changes in 
homogeneous areas, than in areas where there is 
more variation (higher frequencies).  
JPEG is the most used format for storing and transmitt ing 
images in Internet [9].  
 2.2.2.2 JPEG 2000 
Joint Photographic Experts Group 2000 (JPEG 2000) is a 
wavelet based image compression standard. It was created 
by the Joint Photographic Experts Group committee with the 
intention of superseding their original Discrete Cosine 
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Transform (DCT) based JPEG standard[9]. 
JPEG 2000 has higher compression ratios than JPEG. It 
does not suffer from the uniform blocks, so characterist ics 
of JPEG images with very high compression rates [9].  
But it  usually makes the image more blurred than that by 
JPEG. 
2.2.3 Other Image Representation Formats  
There are some other image f i le representat ions formats, 
which are as fol lows:   
 2.2.3.1 GIF 
Graphics Interchange Format (GIF) is a very widely known 
image f i le format. It was created by CompuServe in 1987.  It 
was revised in 1989. The main disadvantage of this f i le 
format is that, i t  used limited number of colors (256 color 
table) and saves using 8 bit quality only. It  al lows saving 
images with only a few colors very eff iciently.  
It  is often picked for images which are to be displayed on 
web pages that involve transparency or image animation. It 
is also the only format absolutely universally understood by 
all  web browsers.  
The GIF format can save multiple images to form an 
animation sequence, and for this purpose also saves the 
image canvas size and page information. 
This f i le format is well known to be good for graphics that 
contain text, computer generated art , large areas of solid 
color, small images of cartoons, l ine drawing, small icons, 
etc...  
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 2.2.3.2 RAW 
RAW is an image output option avai lable on some digital 
cameras. It  produces the very smal l f i le size than the TIFF 
f i les formats. I t creates the factor of three or four smaller 
than TIFF f i les of the same image. The main disadvantage 
of this f i le format is that there is a dif ferent RAW format for 
each manufacturer. So you have to require that part icular 
manufacturer 's software to view the images. Some graphics 
applications can be read by some manufacturer 's RAW 
formats only.  
 2.2.3.3 BMP 
The BMP (Microsoft W indows Bitmap) is a bitmapped 
graphics f i le format used internally by the Microsoft 
Windows graphics subsystem. It is used commonly as a 
simple graphics f i le format on that platform. This f i le format 
is a most commonly used f i le format on IBM PC Compitable 
computers. It is an uncompressed format [9].  
 2.2.3.4 PSD / PSP 
I t  is a Photoshop's native f i le format and sometimes it is 
also called PDD f ile format. It is a widely accepted f i le 
format. It supports all  available image modes such as RGB, 
Gray scale, Bitmap, CMYK, indexed color, Mult ichannel, 
etc…  
Photoshop's f i les are saved as using PSD extension of 
image fi le, while Paint Shop Pro f i les use PSP extension of 
image f i le.  These are proprietary image f i le formats used by 
graphics programs. These are the preferred working 
formats. It is proprietary f i le format, so you can edit images 
in the part icular software only, and it has al l the edit ing 
power of the programs. These packages use layers. If you 
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use non-proprietary f i le format such as JPG and TIFF to 
bui ld complex images, at that t ime it may be lost of same 
layer information.  
 
2.3  INTRODUCTION TO IMAGE PROCESSING  
In the f ield of computer science and electrical engineering, 
image processing is any form of signal processing. In which 
the input is an image, such as photographs or frames of 
video. The output of image processing can be either an 
image or a set of characteristics or parameters related to 
the image.  
 
2.4  IMAGE PROCESSING – AN OVERVIEW 
Image processing is an important component of modern 
technologies because human depends so much on the 
visual information than other creatures. Image is better than 
any other information form for us to perceive. Image 
processing has traditionally been an area in engineering 
community. The basic tools are Fourier analysis with a long 
history and wavelet analysis which has become popular in 
the engineering community since 1980’s. In the past a few 
decades ago several advanced mathematical approaches or 
statist ical methods were applied to image processing and it 
has now become an important tool for theoretical image 
processing.  
Digital image processing is an ever expanding and dynamic 
area with applicat ions reaching out into our everyday l ife 
such as medicine, space exploration, surveillance, 
authent icat ion, automated industry inspection and many 
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more areas. Appl icat ions such as these involve dif ferent 
processes l ike image compression, registrat ion, f i l tering, 
segmentat ion, fusion, enhancement or object detect ion. 
Implementat ion of these types of applications on a general 
purpose computer can be very easy, but not every t ime 
eff icient due to addit ional constraints on memory and other 
peripheral devices. Application specif ic hardware 
implementat ion offers much greater speed than a software 
implementat ion. With advances of the VLSI (Very Large 
Scale Integrated) technology hardware implementation has 
become an attract ive alternative. 
A digital image is a discrete two-dimensional funct ion, 
f(x,y),  which has been quantized over its domain and range. 
Without loss of generality, it  will be assumed that the image 
is rectangular, consisting of Y rows and X  columns. The 
resolution of such an image is written as X x Y .  By 
convention, f (0, 0) is taken  to be the top left corner of the 
image, and  f(X-1, Y–1) is the bottom right corner.  This is 
represented in the f igure given below [10]:  
 
Figure – 2.1 A rectangular  digital  image of  resolution 16 X 8 [10].   
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Each dist inct coordinate in an image is cal led a pixel, which 
is short for “picture element”. The nature of the output of 
f (x, y) for each pixel is dependent on the type of image. 
Most images are the result of measuring a specif ic physical 
phenomenon, such as light, heat, distance or energy. The 
measurement could take any numerical form [10].  
 A gray scale image measures light intensity only.  Each 
pixel is a scalar proportional to the brightness. The 
minimum brightness is cal led black, and the maximum 
brightness is cal led white. A typical example is given in 
below f igure [10].  
 
Figure – 2.2 Lena gray scale image of resolution 512 X 512 
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A color image measures the intensity and chrominance of 
l ight. Each color pixel is a vector of color components. 
Common color spaces are RGB (Red, Green and Blue), HSV 
(Hue, Sturat ion, Value), and CMYK (Cyan, Magenta, Yellow, 
Black), which are used in the printing industry. Pixels in a 
range image measure the depth of distance to an object in 
the scene. Range data is commonly used in machine vision 
applications [11] [12].  
For stor ing purposes, pixel values need to be quantized. 
The brightness in gray scale images is usually quant ized to 
Z levels, so f  (x, y)  Є {0, 1… Z–1}. If Z has the form 2L  the 
image is referred to as having L bits per pixel. Many 
common gray scale images use 8 bits per pixel, giving 256 
dist inct gray levels. Medical scans often use 12 – 16 bits 
per pixel,  because their accuracy could be more important. 
Those images to be processed predominant ly by machine 
may often use higher values of Z to avoid loss of accuracy 
throughout processing. Images not encoding visible light 
intensity, such as range data, may also require a larger 
value of Z to store suff icient distance information [10]. 
There are many other types of pixels.  Some measure bands 
of the electromagnetic spectrum such as infrared or radio, 
or heat, in the case of thermal images. Volume images are 
actually three dimensional images, with each pixel being 
called a voxel. In some cases, volume images may be 
treated as adjacent of two dimensional image sl ices [10].  
 
2.4.1 Components of Image Processing  
The basic components of image processing system are as 
follows:  
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  In the simplest case, this image is capture using a 
CCD camera, a f latbed scanner, or a video recorder in 
an image acquisit ion system. 
  Image captured f rom image acquisit ion system is 
converted into digital image and is stored. The device 
is used for the process known as frame grabber.  
  The digital image is processed by using a personal 
computer or a workstation. 
   Image processing software provides the tools for 
manipulates and analyzes the images. 
 
 
  Figure – 2.3 General purpose image processing system  
 
2.4.2 Operations Performed on Image Processing 
The fol lowing operat ions can be performed on various types 
of images. 
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  Image Compression 
  Image Registration 
  Image Segmentat ion   
  Image Filtering 
  Image Enhancement 
  Image Restorat ion 
  Image Fusion 
  Image Transformation 
 
2.4.3 Application Areas of Image Processing 
In a digital image processing, there are mainly two 
application areas: 
  Improvement 
  Processing 
Improvement: - Improvement of pictorial information for 
human interpretation. 
Processing: - Processing is screen data for autonomous 
machine percept ion. 
In processing applicat ion area, interest focuses on 
procedures for extract ing  from image information in a 
form suitable for computer processing. 
Examples include automatic character recognization, 
industrial machine  vision for product assembly and 
inspect ion, mil itary recognizance,  automatic processing of 
f ingerprints etc.  
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2.4.4 Fundamental Steps of Image Processing  
The fol lowing steps are to be performed in image 
processing:  
  Image Acquisit ion 
  Image Preprocessing 
  Image Segmentat ion 
  Image Representat ion 
  Image Descript ion 
  Image Recognizat ion 
  Image Interpretat ion 
Image Acquisition: To acquire a digital image from the 
various sources. 
Image Preprocessing: To improve the image in ways that 
increases the chances for success of the other processes. 
Image Segmentation: To part an input image into its 
constituent part or objects. 
Image Representation: To convert the input data to a form 
suitable for computer processing. 
Image Description: To extract features from images and 
the result in some quantitat ive information of interest or 
features that are basic for dif ferent iating one class of 
objects from another.  
Image Recognization: To assign a label to an object based 
on the information provided by its descriptors. 
Image Interpretation:  To assign meaning to an ensemble 
of recognized objects. 
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Figure – 2.4 Fundamental steps of image processing 
 
2.4.5  Elements of Image Processing System  
The fol lowing are basic operat ions to be performed in a 
digital image processing systems:    
  Image Acquisit ion 
  Image Storage 
  Image Processing 
  Image Communicat ion 
  Image Display 
 
Image Acquisition: Image is acquired from various 
sources. Various image acquisit ion devices are used such 
as camera, scanner, video, etc… 
Image Storage: Acquired Images are stored in various data 
storage devices such as Optical disks, Tap, Video Tape, 
Magnetic disk, etc… 
Image Preprocessing: To improve the image in image 
processing unit such as computer, workstation, etc…  
Image Communication: Various communicat ion channels 
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are used for communication and data transfer in image 
processing system. Cables are used as communication 
channel in computer system. 
Image Display: Display units are used to display or 
represent the data or image. Display units are TV Monitos, 
Printers, Sl ide Projectors, etc… 
 
Figure - 2.5 Elements of image processing 
 
2.5 IMAGE PROCESSING TECHNOLOGY 
Image Processing is the most important component of any 
Document Image Management or Workflow System.  This 
area of the software technology, as the name suggests, 
deals with enhancement and manipulation of the digitized 
images primarily to extract, ref ine and evaluate information.  
Development of image processing software involves a broad 
range of pract ical and theoretical understanding and 
knowledge. The image processing tasks or operations are 
extremely taxing of computer power at least in two respects 
[13].  
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First, the amount of raw data in an image is very high; for 
instance a vis ibly small image of 1024 X 1024 eight-bit 
pixels requires 1 MB of storage in its simplest form.   
Second, it  is computat ionally expensive, with typical non-
trivial image processing tasks requiring between 100 and 
10,000 machine cycles per pixel.  Unless the design and 
implementat ion of the image processing algorithms are fully 
opt imized, the software is l ikely to run unacceptably slowly 
due to inherent complexit ies of the image processing tasks. 
In a typical document management system, image 
processing tasks begin at the t ime of image acquisit ion and 
cont inue to be used throughout the lifet ime of the document 
image.  Image processing operat ions are performed not only 
when the image is in the primary memory or is being 
displayed, but also each t ime it is being archived, retrieved, 
and modif ied or analyzed [13].    
The most basic image processing software solut ions are 
available in the form of API functions that belong to various 
librar ies. We have developed 16-bit and 32-bit  Dynamic Link 
Libraries that are collectively termed as NIPL (Newgen 
Image Processing Libraries).  For a core image processing 
funct ion, input is always an image or a sequence of images 
along with other control parameters, and output is 
essentially an image or a sequence of images and/or 
information extracted from the input image.  The image 
processing functions might affect pixel-depth, color shades, 
dimensions, f i le format, compression scheme, and other 
attributes of the input image, depending upon the type of 
operation desired. 
All the image processing tasks can be widely categorized in 
the following four groups from the viewpoint of Software 
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Development [13]:  
  Image Enhancement and Restoration  
  Geometric Transformations  
  Image Analysis 
  Fi le Formats and Compression Schemes  
 
2.6 IMAGE ENHANCEMENT AND RESTORATION  
Image enhancement refers to those image processing 
operations that improve the quality of input image in order 
to overcome the weakness of the human visual system.  
These operations in turn enable more information extraction 
when the output is presented to a human subject or an 
algorithm for further processing.  Image restoration uses 
similar image improvement techniques mainly to correct 
errors introduced during acquisit ion and transmission of the 
images [13]. 
 
Figure – 2.6 Image enhancement or restoration [13]  
There is an extensive set of image enhancement and 
restoration functions available in NIPL.  The following basic 
components are commonly used to subgroup the tasks:   
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2.6.1 Color Models  
The purpose of a color model is to faci l itate the 
specif icat ion of colors in some standard. The various types 
of color models are used. Generally RGB, YcbCr, HSI, and 
CMY are used.  It can convert the image in one color model 
to another one [13]. 
2.6.1.1  RGB Model 
In this model each color appears in i ts pr imary spectral 
components of Red, Green and Blue. Images in the RGB 
Model consist of three independent image planes which 
combine to form a composite color image.  Most color 
digit izers are used for acquiring digital images and devices 
for displaying images uti l ize the RGB format, making the 
most widely used model.  This is the simplest color model 
and is also used in processing mult i-spectral image data 
[13].  
 
Figure – 2.7 Schematic of the RGB color cube 
Chapter - 2 Introduction to Image Processing Technology 40 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
 
Figure – 2.8 24-bit RGB color cube 
The RGB color model relates very closely to the way we 
perceive color with the r, g and b receptors in our retinas. 
RGB uses addit ive color mixing. It is the basic color model 
used in television or any other medium that projects color 
with light. It  is the basic color model used in computers and 
for web graphics, but it  cannot be used for print  production 
[13].  
The secondary colors of RGB – cyan, magenta, and yel low 
– are formed by mixing two of the primary colors (red, green 
or blue) and excluding the third color. Red and green 
combine to make yellow, green and blue to make cyan, and 
blue and red form magenta. The combination of red, green, 
and blue in full intensity makes white [13].  
In a dif ferent layers of the image, i t wil l make the intensities 
mix together according to the addit ive color mixing model. 
This is analogous to stacking sl ide images on top of each 
other and shining l ight through them. 
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Figure – 2.9 Additive model of RGB  
2.6.1.2 YCbCr Model   
This model is characterized by Luminance (Y) and color 
information determined by Chrominance (Cb, Cr). 
Luminance is proportional to the amount of l ight perceived 
by human eye. The important feature in this model is that 
the color information is decoupled to the luminance. As a 
resul t it  is useful in maintaining compatibi l ity between color 
and monochrome TV broadcasting standard by changing the 
luminance, which does not alter the color content of the 
image [13].  
2.6.1.3 HSI Model  
Hue, Saturat ion, and Intensity model is useful for fol lowing 
principal fact.   
  The Intensity component is decoupled from the color 
information in the image.   
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The Hue and Saturation components are int imately related 
to the way the human being perceive color [13].   
In this system Hue is the color as described by wavelength, 
for instance distinction between red and yellow. Saturation 
is the measure by which the pure color is di luted by white 
light.  Intensity is the amount of l ight present, for example 
dist inction between a dark red and l ight red or a dark gray 
and l ight gray.  HSI model has a wide range of usefulness 
in design of imaging systems and color matching. 
 
Figure – 2.10 Conceptual relationships between the RGB and 
HIS color model 
HSI model can be obtained from the RGB model.  The 
diagonal of the joining Black and White in the RGB cube is 
the intensity axis.  HSI color model based on a circ le are 
shown in the f igure given below. The circle and the triangle 
are perpendicular to the intensity axis. 
In the f igure given below, the dot is an arbitrary color point. 
The enable from the red axis gives the Hue, and the length 
of the vector is the Saturation. The intensity of all colors in 
any of these planes is given by the posit ion of the plane on 
the vert ical intensity axis. 
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Figure – 2.11 Hue, Saturation in the HSI color model 
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2.6.1.4 CMY and CMYK Model 
This model is made up of three secondary colors of l ight - 
Cyan, Magenta and Yellow.  This is the reverse of RGB 
model as it does not emit Red, Green or Blue l ight when 
il luminated under white l ight. CMY data input is required in 
color printers and photocopiers that often use one more 
color Black (K), thus making it a CMYK system.  Addit ional 
black is required since CMY alone cannot produce a true 
black and rather gives a muddy grayish brown in practical 
print ing, owing to impurit ies in the inks [13].  
The 4-color CMYK model used in pr inting lays down 
overlapping layers of varying percentages of transparent 
cyan (C), magenta (M) and yellow (Y) inks. In addit ion a 
layer of black (K) ink can be added. The CMYK model uses 
the subtractive color model.  
 
Figure – 2.12 Subtractive model of CMYK  
Subtract ive color space that relates to RGB is represented 
as fol lows:  
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I t  wil l produce black color when  
 
2.6.2 Chromaticity Diagram  
This chromaticity diagram shows color composit ion as a 
funct ion of x and y. The triangle in the diagram given below 
shows the color gamut for a typical RGB system plotted as 
the XYZ system. 
 
Figure – 2.13 Color gamuts for a typical RGB system 
The axes extend from 0 to 1. The origin corresponds to 
BLUE. The extreme points on the axes correspond to Red 
and Green. The point corresponding to x = y = 1/3 (marked 
by the spot) corresponds to White.  
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The posit ions of various spectrum colors from violet to red 
are indicated around the boundary. These are pure color. 
Any inside point represents mixture of spectrum colors. A 
straight l ine joining a spectrum color point to the equal 
energy point shows al l  the dif ferent shades of the spectrum 
color.  
 
Figure – 2.14 Chromaticity diagram 
Any color in the inter ior of the “Horse Shoe” can be 
achieved through the l inear combination of two pure 
spectral colors. A straight l ine joining any two points shows 
all  the dif ferent colors that may be produced by mixing the 
two colors corresponding to the two points. The straight l ine 
connecting Red and Blue is referred to as the l ine of 
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Purples. RGB primaries form a triangular color gamut. The 
white color fal ls in the center of the diagram, which is 
represented clearly in the f igure given below: 
 
Figure – 2.15 Chromaticity diagram with triangle 
2.6.3 Color Quantization  
Color Quantization is the reduct ion in the number of colors 
in a color image depending on the importance of each color 
in describing the image. This technique can be used to 
scale down the pixel-depth of, say, a true color image 
(which supports 1 mill ion colors) to a f ixed color image 
supporting 256 or 16 colors [13].   
Quality consideration is an important aspect of color 
quantization algorithms as it involves selection of most 
important colors. This process also f inds appl ication in 
displaying true or high color images on video display cards 
that have the capabil ity of displaying on 256 colors or 16 
colors from their palette [13].   
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2.6.4 Histogram Processing  
A Histogram is a discrete funct ion representing count of 
pixels of each gray shade in a gray scale image. It provides 
global description of appearance of the image, mainly the 
overal l intensity and contrast. The processing of histogram 
of an image rel ies upon some decisions being made about 
the whole image, based upon i ts stat istics. Histogram 
equalizat ion is a type of histogram processing technique 
used to achieve an optimal contrast improvement by 
redistr ibution of pixels in order to produce a uniform or 
equalized histogram. Histogram specif ication is a variat ion 
of this technique where something other than a uniform 
histogram is identif ied as goal. This may be used to 
compensate for the non-l inear response of the human visual 
system. The f igure given below shows the example of 
histogram of gray scale and color Lena image [13].  
 
Figure – 2.16 Histogram of Lena gray scale image 
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Figure – 2.17 Histogram of Lena RGB color image 
Adaptive histogram equalization is yet another histogram 
processing technique which divides the image into sub-
images and performs separate equalizat ion operat ions on 
each; in some cases it  yields better results, but i t  can be 
very slow [13].  
2.6.5  Negation  
Negation of an image is creation of negat ives of the image 
by using a transformation function to reverse the order of 
gray level, so that intensity of the output image increases 
as the intensity of the input image decreases. The f igure 
given below shows the example of negat ion of Lena image 
[13].  
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Figure – 2.18 Negative of gray scale Lena image 
Negatives are useful in displaying medical images and 
photographing a screen with monochrome posit ive f i lm with 
the idea of using the result ing negatives as normal sl ides 
[13].  
2.6.6 Spatial Domain Filters  
Spatial domain refers to the aggregate of pixels composing 
an image, and spatial domain methods are procedures that 
operate directly on these pixels. The main approach is 
def ining a neighborhood about an image pixel by using a 
square or rectangular sub image area centered at that 
posit ion. The center of sub image is moved from pixel to 
pixel f rom top left corner to the bottom right corner of the 
image. A spat ial mask is appl ied for image enhancement at 
each locat ion. Spat ial mask is a matrix applied to an image 
pixel and its neighborhood to achieve desirable results. The 
following f i l ters are available in spat ial domain [13]. 
  Low Pass Filter 
  High Pass Fil ter 
  Band-Pass and Band-Reject Fi lter 
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Low Pass Filter: - It  removes the high frequency 
components from the image giving a smoothening effect to 
the image. It f inds application in removal of noise from the 
image and as an intermediate stage in image enhancement.   
 
Figure – 2.19 Low pass fi lter of Lena image 
High Pass Filter: - I t  removes al l low frequency 
components from an image giving a sharpening effect to the 
image. This is useful in enhancing out lines in an image [13].   
 
Figure – 2.20 High pass fi lter of Lena image  
 
Chapter - 2 Introduction to Image Processing Technology 52 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
Band-Pass and Band-Reject Filter: - I t  can be used to 
pass on or reject frequencies in a certain range. One 
selectively performs the f i l ter operations on a small region 
of the image. 
Band-Pass and Band-Reject Fi lters can be used to pass on 
or reject frequencies in a certain range. One select ively 
performs the f i lter operations on a small region of the image 
[13].  
 
Figure – 2.21 Band pass fi lter of Lena image 
2.6.7 Frequency Domain Filters  
Frequency domain techniques are based on convolution 
theorem which involves translation of image pixels into 
respect ive frequency components. Translation to the 
frequency domain is represented by the fol lowing formula:  
g (x, y) = h (x, y) * f (x, y) 
That is convolution in spatial domain. Here f(x,  y) 
represents the original image, h(x, y) is the frequency or 
opt ical t ransfer function and g(x, y) is the f inal convoluted 
image [13].    
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Enhancement in frequency domain is done in three steps: 
  Computing Fourier transform of the input image. 
  Mult iply the result ing output by f i lter transfer function.  
  Apply inverse Fourier transform to obtain the 
transformed image in spat ial domain. 
The advantage of frequency domain f i lters is that in f inding 
solution too many problems not easily addressable by 
spat ial domain techniques since the features of the image 
are direct ly related to the frequency. Edge detect ion and 
highlighting can be easily done by emphasizing high 
frequency components in the frequency domain.  Similarly 
low-pass and other f i lters can be used to bring about a 
desired cosmetic or smoothing effect [13].  
 
2.6.8 Brightness Enhancement  
Brightness is an overal l attr ibute of the image.  The need 
for enhancing (i.e.,  increasing or decreasing) the brightness 
content of the image can be easi ly conf irmed by looking at 
its histogram or simply its overal l visibi l ity.  If  many pixels 
are concentrated towards one end of the histogram 
abscissa, br ightness can be applied to pull them towards 
the other end.  In the simplest form increasing brightness 
can be thought of as the addit ion of a constant to all pixel 
intensity values stored in the image array. Clearly 
brightness can be decreased by subtraction of a constant 
value.  Sophist icated brightness enhancement algorithms 
use appropriate non-l inear transfer functions depending 
upon the kind and degree of change desired. Brightness can 
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be also affected on color imagery using appropriate color 
models [13]. 
 
Figure – 2.22 Brightness Enhancement 
2.6.9 Contrast Enhancement  
I f  the image is such that i t does not make ful l use of the 
available gray scale range it is said to lack contrast.  
Contrast enhancement is the process of stretching the used 
range of the gray scale values to a desired level, thereby 
alter ing the distribution of the pixel intensit ies in the 
histogram.  There are many ways in which contrast 
enhancement can be achieved.  One simple way to stretch 
the contrast is to simply mult iply the pixel values with 
2n /Pmax ,  where Pmax, is the maximum gray level value of 
signif icance in the original image.  Contrast enhancement 
can be also effected on color imagery using appropriate 
color models [13].  
A combinat ion of contrast modif ication and brightness 
adjustment is used for image restorat ion to make up for 
inappropriate camera work, and also to achieve optimal 
usage of the available gray levels.  However, it  can equally 
wel l be used for image enhancement, for example of 
radiograms, where one part of the gray scale is emphasized 
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at the expense of other parts, to reveal specif ic application-
dependent information [13]. 
 
Figure – 2.23 Contrast Enhancement  
 
2.6.10 Thresholding 
Thresholding is a common technique of convert ing any 
higher pixel depth image into binary.  This operation might 
be intended for the situat ion where special ef fect is to be 
shown, or when display/printing device require the image in 
the binary form, or when an image is required to occupy 
lit t le memory space. At t imes thresholding is also reckoned 
as an image analysis technique since it divides the image 
into two parts - the foreground and the background. Several 
methods exist for thresholding of  images. The name 
thresholding comes from the fact that al l the methods first 
arrive at a value 'T', and then binaries the image such that 
all  pixels with gray shades above this value are turn ON and 
below this value are turned OFF [13].     
Depending upon the selection of threshold there are various 
thresholding techniques like global thresholding technique 
where the ent ire image is analyzed and T is chosen, local or 
adaptive thresholding technique where the image is div ided 
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 Figure – 2.24 Thresholding of gray scale Lena image 
 
Figure – 2.25 Color thresholding of Lena image 
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into many smaller regions and each region is analyzed 
separately and threshold by taking a local threshold value.  
Although originally meant for gray scale image, thresholding 
is extendable for operation on color images [13].   
 
2.6.11 Gamma Correction  
Gamma correction is required in almost al l pract ical imaging 
applications to compensate for the non-l inear responses of 
the devices that capture or display images, including the 
response of the human eye.  For example CRTs do not 
produce equal change in the intensity of pixels with equal 
change in gray level of the pixels.   Unless the overal l ef fect 
of all  non-linear devices is neutral ized by the Gamma 
Correct ion operat ion, the images with higher pixel-depth 
would appear quite dif ferent from what they originally are 
[13].  
 
Figure – 2.26 Gamma correction of gray scale Lena image 
One should note that Gamma correction is recommended 
only for neutral izing the non-l inear effect and not for merely 
effecting enhancement on the image [13].  
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2.6.12 Highlight and Shadow   
Highlight and shadow are the processes for adjusting the 
brightness of certain pixels. These operations can also be 
used to cl ip some of the gray levels so that the rest is given 
more signif icance for easy analysis [13].  
Dif ferent types of shadow are: North, East, South, West, 
Northeast, Southeast, Northwest, and Southwest.  
The f igure given below shows the North Shadow of gray 
scale Lena image. 
 
Figure – 2.27 North shadow of gray scale Lena image 
 
2.6.13 Edge Detection  
Edge Detection is an important pixel-based method of 
segmentat ion where the image is divided into meaningful 
regions, which corresponds to part  of, or the whole of, 
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objects within a compound image.  In edge detect ion edges 
that characterize object boundaries are identif ied, which is 
much useful in analyzing and identif icat ion of objects in the 
scene. An edge is the boundary between two regions with 
relat ively dist inct gray level properties. To f ind edges, edge 
detect ion operators called as masks are used which are 
convolved with the image to identify an edge. Masks are 
further div ided into two types Gradient operators and 
compass operators depending upon their direct ion in which 
they detect an edge. Gradient operators are capable of 
detect ing edges only in two orthogonal direct ions and some 
of the widely used operators of this type are Roberts, 
Prewitt, etc. Compass operators measure gradients in a 
selected number of direct ions and widely used compass 
operators are Kirsch, and Sobel [13].  
 
Figure – 2.28 Edges of gray scale Lena image  
 
2.7  GEOMETRIC TRANSFORMATION 
In this category of the image processing operations, the 
spat ial distribution of pixels is deliberately changed to 
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achieve the desired results.  Geometric transformations 
might affect the dimension, orientation or posit ion of a part 
or the whole image [13].  
 
Figure – 2.29 Geometric Transformation[13]  
The fol lowing types of transformations are geometric:  
  Scale / Resize / Zoom 
  Rotation 
  Sti tching 
  Copy / Cut / Paste 
  Curve / Surface Fitt ing 
2.7.1 Scale /  Resize / Zoom 
There are three most primary geometric operat ions that are 
performed in almost all the documents of image.  
  Scale 
  Resize 
  Zoom 
The above operations are al lowed to change the X scale, Y 
scale, Height, W idth, Interpolat ion, Zoom In, Zoom Out, Set 
Zoom, etc… 
In most cases the scanning resolution of the documents is 
much higher than the resolution of the video display 
devices.  So if  the document is v isualized as on the video 
monitor, it  does not accommodate the whole image; for 
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instance on the tradit ional 640 X 480 screen resolution VGA 
modes only a fract ion of A4 size document wil l be visible, i f 
it  is scanned at 300 dpi (dots per inch).  In order to get the 
overal l view of the image document,  it  is f irst scaled and 
then sent to the display device.  Sometimes a small port ion 
of the image is required to be enlarged in order to inspect 
or edit it  with greater comfort.  Programs like scanner and 
printer device drivers make effective use of these routines 
to meet the rigid requirements of the hardware devices [13].       
Naturally information loss occurs when an image is 
condensed, and addit ional information need be created 
when it is enlarged 
Examples of Scale, Resize and Zooming funct ion on gray 
scale Lena image are shown as follows:  
 
Figure – 2.30 Scale function of Lena image 
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Figure – 2.31 Resize function of Lena image 
 
Figure – 2.32 Zooming function of Lena image 
 
2.7.2 Rotation 
Rotation is used to changing the orientat ion of the image 
about its center or a predef ined center of rotat ion. Three 
rotation methods are available.  Rotation of an image is a 
simple matrix transposit ion i f the angle of rotat ion is 90, 180 
or 270 degrees.  However, customized rotation for any 
angle other than these may be a computat ionally expensive 
exercise.   
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The quality of rotated gray scale and color images can be 
enhanced by using interpolation opt ion to the rotate 
funct ions.  Rotat ion in general is a very important task as i t 
is internally used in many operations. The f igure given 
below shows the rotation 50 degree of gray scale Lena 
image with 5 gr id l ines [13].  
 
Figure – 2.33 Rotation of gray scale Lena image 
 
2.7.3 Stitching  
Stitching is the process of appending an image to the top, 
lef t, bottom or r ight edges of another image, result ing in a 
large space-wise cont iguous image. This is useful for big 
documents images that cannot be scanned completely in 
one go due to l imitat ion of scanner.  In such cases 
document is scanned in two or more parts and the parts are 
sti tched together to obtain the original cont inuous image 
[13].   
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2.7.4 Copy / Cut / Paste 
Following are three basic and simple geometric operations 
to be performed in image.  
  Copy 
  Cut 
  Paste 
It can copy or cut the selected specif ic rectangular port ion 
of the image.  It  can also paste the copied or cut portion of 
the image to the specif ic place of the same image document 
or any other image document or any other documents. 
These operat ions are useful for various image edit ing 
operations that are performed in various types of image and 
image application software [13].  
 
2.7.5 Curve / Surface Fitting 
I t  implies generat ion of a curve/surface for f i tt ing into a 
specif ic imaging situation.  For example free-hand curve 
drawing may be required to al low the user def ine some non-
rectangular graphic for annotat ions, etc.  There are many 
standard methods available for f it t ing curve and surfaces.  
Straight Line, 2nd, 3rd and 4th degree Polynomial, 
Exponential,  Power, Log, Gamma Variant, Gaussian etc are 
examples of various types of curves. The f igure given below 
shows the Gaussian curve f it t ing of gray scale Lena image 
[13].  
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Figure – 2.34 Gaussing curve fitting of gray scale Lena image 
 
 
Figure – 2.35 Surface fitting of gray scale Lena image 
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2.8  IMAGE ANALYSIS  
Image Analysis deals with interpretat ion and recognizat ion 
of image contents.  It  is the most dif f icult part of the image 
processing technology and often the most t ime consuming 
one. The long term goal of image processing technology is 
to develop an ult imate system that will  sense its 
surrounding through its v isual facult ies i.e. sensors and will 
funct ion autonomously as the human beings do.  However in 
the present state of arts, the world uses image analysis to 
decipher the graphical text or bar symbologies, to analyze 
and quantify the skew present in the document images, to 
perform layout analysis of the document, to segment the 
image, and so on[13].  
 
Figure – 2.36 Image analysis[13] 
2.8.1 Skew Detection and Correction  
Optical Character Recognizat ion (OCR), Optical Mark 
Recognization (OMR), Barcode Recognizat ion or simple 
visualization require the input image that is free from 
effects such as skew that gets introduced at the t ime of 
scanning.  For further processing on images, it  must be 
corrected the skew. If  the skew is not corrected, further 
processing wil l be fail.   Normally a skew in the range -10 to 
+10 degree creeps in on the scanners with or without ADF.  
Many people f ind the document visually displeasing if  the 
skew happens to be greater than ±1 degree [13].  
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2.8.2 Optical Character Recognization (OCR) 
I t  is a technology to the document management system. It is 
a means by which the text objects within a document are 
converted from a bit-mapped image to a text representation 
such as ASCII (American Standard Code for Information 
Interchange). Those groups of pixels which form 
alphanumeric characters are “read” by the OCR software, 
and translated into proper machine-readable character 
code. 
This technology could support only a l imited number of 
popular typewriter fonts.  The introduction of systems that 
could be taught dif ferent fonts as necessary broadened the 
appeal of OCR to the desktop publishing and text retrieval 
markets. Pattern Recognizat ion and Feature Extraction has 
replaced the OCR technique. Template matching has 
become the most commonly used technology. It allows 
recognization of virtual ly all  characters based on their 
unique features.  These new technologies comprise of a 
new set of recognizat ion add-ons, commonly referred to as 
Intell igent Character Recognizat ion [13].  
 
2.8.3 Intelligent Character Recognization (ICR) 
One of the most easily confused terms in OCR is Intell igent 
Character Recognizat ion (ICR).  It  is used in dif ferent ways 
by dif ferent software. ICR is commonly accepted as the 
general term for OCR using lexical analysis.  ICR has been 
extended to include handwrit ing recognization, and is often 
called Handwrit ing ICR [13].  
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2.8.4 Optical Mark Recognization (OMR) 
In OMR Technology, f i l led forms are scanned using optical 
mark readers, scanners or any other image acquisit ion 
devices. Scanned forms are processed for mark 
recognization and the result is returned in the form of an 
ASCII f i le.  This f i le can be used by various Word 
processors, Spread sheets and Databases [13].  
 
2.8.5 Layout Analysis  
I t  is mostly required to f ind or extract out some port ion of 
the document.  For example, it  is required to locate and 
extract the bar code symbols present in the document, or i t  
may be the text region for that matter.  To perform this 
operation, i t f irst divides the document into components, 
and then analyzes each of i t to declare the regions that 
contain the bar symbols or text.  
Layout analysis is a technique that is applied to formatted, 
machine printed pages. Form recognizat ion, a type of layout 
analysis is applied to machine printed or handwritten text 
occurring within the del ineated blocks on a printed form. It 
comprises of methods for analyzing the contents of the 
document [13].  
Layout analysis is performed in the following two dif ferent 
ways:  
  Structural Layout Analysis 
  Functional  Layout Analysis 
Structural Layout Analysis: - I t  is to get physical 
segmentat ion of  groups of document components. 
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Depending on the document format segmentat ion can be 
performed to isolate words, text l ines and structural blocks 
such as paragraphs, tables etc… [13].   
Functional Layout Analysis: - I t  is also known as logical 
layout analysis.  It  uses domain dependent information 
consisting of layout rules of a part icular page to perform 
labeling of the structural blocks giving some indication of 
the function of the block. For example functional labeling of 
the f irst page of an art icle would indicate t i t le, an author, 
abstract, keywords, paragraphs of the text body etc… [13].   
 
2.9 IMAGE REGISTRATION 
The images need to be geometrical ly aligned for better 
observat ion. This procedure of mapping points from one 
image to corresponding points in another image is cal led 
Image Registrat ion. Advances in computer science have led 
to rel iable and eff icient image processing methods useful in 
medical diagnosis, treatment planning and medical 
research. In cl inical diagnosis using medical images, 
integrat ion of useful data obtained from separate images is 
often desired.  
It is a spatial t ransform. The reference and the referred 
image could be different because were taken 
  At different t imes 
  Using dif ferent devices l ike MRI, CT, PET, SPECT etc. 
  From dif ferent angles in order to have 2D or 3D 
perspect ive 
Registrat ion is mostly used in medical  imaging applications. 
A common pract ice of these applications could be found in 
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fusion of mult imodality images when pat ients have to 
undergo epilepsy surgery. Registration and fusion of MR 
and PET images wil l benefit the surgeon. Besides 
mult imodality registration, there exist important applicat ion 
areas in monomodality registration. 
 
2.9.1 Introduction to Image Registration 
The registration problem is to f ind the optimal 
transformation T* which best al igns the images. For 
reference image I and f loating image J, image registrat ion 
can be def ined as follows [14]:  
 
Where ρ refers to similari ty measure.  
Therefore, dif ferent registrat ion methods can be derived 
from dif ferent similari ty measures and dif ferent search 
strategies. For example in MI-based methods, ρ is mutual 
information of the images. 
The most common transformations appl ied to register 
medical images are rigid and aff ine. An aff ine 
transformation includes transit ion, rotation, scaling and 
shearing where it maps paral lel l ines to paral lel l ines. Rigid 
is a special kind of aff ine transformation where only 
transit ions and rotat ions are al lowed. In rigid 
transformation, the objects retain their relat ive shape and 
size. It is generally used for brain images. A three-
dimensional r igid transformation is the product of rotat ion R 
and transit ion D matrices where the rotation matr ix is the 
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product of three matrices representing rotation around x, y 
and z axes [14].  
 
Transit ion matrix includes three parameters {dx, dy, dz} as: 
 
And rotat ion matrices represent ing three angles {φx, φy, φz} 
are expressed as: 
 
 
 
Consequently, a rigid transformation requires six 
independent parameters to be determined [14]. 
Chapter - 2 Introduction to Image Processing Technology 72 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
2.9.2 Steps of Image Registration Process  
Due to the diversity of images to be registered and due to 
various type of degradations it is impossible to design a 
universal method applicable to all registration tasks. Every 
method should take into account not only the assumed type 
of geometr ic deformation between the images but also 
radiometric deformations and noise corruption, required 
registrat ion accuracy and applicat ion dependant data 
characteristics [15].   
Most ly all  image registrat ion processes follow the below 
four dif ferent steps:  
 
Figure – 2.37 Steps for image registrat ion process [15] 
Feature detection: - This step is based on the extract ion of 
salient features and structures in the image. Signif icant 
regions, l ines or points are considered.  
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Feature matching: - In this step, the correspondence 
between the features detected in the sensed image and 
those detected in the reference image is established.  
There are two major categories, Area based and Feature 
based methods, are further c lassif ied into subcategories 
according to dif ferent methods and advantage and 
disadvantage. 
Transform model estimation: - The type and parameters 
of the so-called mapping functions, al igning the sensed 
image with the reference image, are estimated.  
After the feature correspondence has been established the 
mapping function is constructed. It should transform the 
sensed image to overlay i t over the reference one.  
Image re-sampling and transformation: - The sensed 
image is transformed by means of the mapping funct ions. 
Image values in non-integer coordinates are computed by 
the appropriate interpolation technique. 
The mapping functions constructed during the previous step 
are used to transform the sensed image and thus to register 
the images. The transformation can be realized in a forward 
or backward manner. Each pixel f rom the sensed image can 
be directly transformed using the est imated mapping 
funct ions. This approach, cal led a forward method, is 
compl icated to implement, as it can produce holes and/or 
overlaps in the output image (due to the discret izat ion and 
rounding). Hence, the backward approach is usually 
chosen.  
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2.9.3 Application of Image Registration 
Registrat ion is required in many f ields. Following are the 
various applications in various f ields: 
  Remote sensing 
  Mult i-spectral classif ication 
  Environmental monitor ing  
  Weather forecasting 
  Creat ing super resolution images 
  Geographical information system (GIS) 
  Medical image analysis 
  Labeling and segmentat ion.  
  Target localization 
  Automatic quali ty control 
  Shape reconstruct ion 
  Motion tracking  
  Stereo mapping  
  Character recognization  
 
2.9.4 Classification of Image Registration 
The classif icat ion of image registrat ion process is based on 
nine basic criter ia [15].  
The classif ication of nine basic cri teria is as fol lows [15]:  
1.  Dimensional ity 
  2 D 
  3 D 
2. Nature of registration basis 
  Extrinsic 
  Intrinsic 
  Non image based 
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3. Nature of transformation 
  Rigid 
  Aff ine 
  Projective 
  Curved 
4. Domain of transformation 
  Local 
  Global 
5. Interact ion  
  Interact ive 
  Automatic 
  Semiautomatic 
6. Optimizat ion procedure 
  Parameters computed directly 
  Parameters searched for 
7. Modalit ies involved 
  Mono model 
  Mult imodal 
  Modality to model 
  Pat ient to modality 
8. Subject 
  Inter subject 
  Intra subject 
  Atlas 
9. Object 
  Head 
  Thorax 
  Abdomen 
  Pelvis 
  Limbs 
The above classif icat ion is based on the fol lowing features 
[15]:  
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Dimensionality: - 2D/2D, 2D/3D, 3D/3D Image registrations 
are possible. Sometimes t ime could be the fourth 
dimension. 
Domain of transformation: - I t could be global or local 
depending on whether the whole image or its part  is to be 
registered. 
Type of transformation: - The transformation could be 
rigid, aff ine, projective or nonlinear.  
Tightness of feature coupling: - The transformation can 
be interpolating (features of the objects in one image are 
exactly transferred into features in the other image) or 
approximating. 
Measure of registration quality: - Various measures are 
applied depending on the data features or data i tself . 
Method of parameter determination: - The parameters of 
the transformation can be found out using direct or search 
oriented methods. 
Subject of registration: - I f  the two images contain the 
same subject it  is intra subject registrat ion. If  the subject in 
the two images dif fers it  is inter subject registration. 
Type of data: - It  can be raw data; features extracted from 
data or introduced markers in data. 
Source of features: - Features explicit ly present in the 
data are called intr insic features where as those introduced 
from outside are called as extrinsic features. 
Automization level: - This can be automatic or 
semiautomatic depending on user intervent ion level.  
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2.9.5 Image Registration Approach 
Image Registration approach is given by dif ferent scientists 
as per the following:  
  Transformations using Fourier Analysis 
  Cross correlat ion approach using Fourier Analysis 
  Sum of squares search technique 
  Eigen value decomposition 
  Moment matching techniques 
  Warping techniques 
  Procedural approach 
  Anatomic atlas 
  Internal landmarks 
  External landmarks 
 
2.9.6 Image Registration Methods 
Following are dif ferent methods of image registration 
process: 
  Extrinsic registrat ion methods 
  Curve methods 
  Surface methods 
  Moment and Principal Axes methods 
  Correlat ion methods 
  Atlas methods 
  Mutual information-based methods 
  Wavelet-based methods 
  Soft Computing based methods 
•  Art if ic ial Neural Networks 
•  Genetic Algorithm 
•  Fuzzy sets 
•  Rough Sets 
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2.10 IMAGE SEGMENTATION 
Image segmentation is an important process and its results 
are used in many image processing applicat ions. However, 
there is no general way to successful ly segment al l images. 
Color images have more information than gray scale 
images, and this information can be used to create higher 
quality segmentat ion. It does, however, increase the 
complexity of the problem. A way of handling this 
complexity is to use a directed search method, such as 
genetic algorithms. Genetic algorithms, which have many 
qualit ies that make them well suited to the problem of image 
segmentat ion, such as the abil ity to forego a local optimum 
to reach a global opt imum and the ability too eff icient ly f ind 
an optimal solution from within a large search space. 
The main uses of genetic algorithms in image segmentation 
are for the modif ication of parameters in exist ing 
segmentat ion algorithms and pixel-level segmentat ion. 
Various algorithms that successful ly apply genet ic 
algorithms to image segmentation have been developed. 
Though these results are promising, none of them has yet 
been able to solve this open problem. 
 
2.10.1 Introduction to Image Segmentation 
Image segmentat ion is the process of dividing an image into 
homogeneous regions. This is equivalent to f inding the 
boundaries between the regions.  It is the primary or f irst 
step for higher level image processing. It includes medical 
imaging, locat ing object through satel l ite images, shape 
recognization, road sign recognization, face detect ion, etc…  
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Posit ions of image segmentation are as fol low:  
 
 
Figure – 2.38 Position of image segmentation 
 
 
 2.10.1.1  Color Segmentation  
Unti l  recent ly, most image segmentation has been 
performed on gray scale images. Processing color images 
requires much more computation than the processing of 
gray scale ones, but now with the increasing speed and 
decreasing cost of computat ion; color image processing has 
been much researched in the last decade. 
Color images contain far more information than 
monochrome images. Each pixel in a color image has 
information about brightness, hue and saturation. There are 
many models to represent the colors, including RGB (red, 
green, blue), CMY (cyan, magenta, yel low), HSV (hue, 
saturat ion, and intensity), YIQ, HSI and many others. 
Several color spaces have been used for image 
segmentat ion and no general advantage of one color space 
has yet been found. 
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Many of the color image segmentat ion algorithms are 
derived from methods of gray scale image segmentation. 
However, color creates a more complete representat ion of 
an image and exploit ing this fact can result in a more 
rel iable segmentation. Special ized techniques suited to the 
nature of color information have been devised.  
 2.10.1.2    Methods of Image Segmentation  
Image segmentat ion is an old and important problem, and 
there are numerous image segmentat ion methods. Most of 
these methods were developed to be used on a certain 
class of images and therefore aren’t general image 
segmentat ion methods. 
The image segmentat ion algorithms are divided into 
following three major categories: 
  Edge Based 
  Region Based 
  Cluster ing Based 
Edge Based Techniques  
Edge detection involves the detection of boundaries 
between dif ferent regions of the image. These boundaries 
correspond to discont inuit ies between pixels of the chosen 
feature (e.g. color, texture, intensity).  
Region Based Techniques 
Region based techniques are further divided into fol lowing 
four categories:  
1.  Region Splitt ing 
2. Region Growing 
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3. Region Merging 
4. Region Splitt ing and Merging 
Region Splitting: - I t  is an image segmentation method 
whereby pixels are classif ied into regions. Each region 
corresponds to a range of feature values, with thresholds 
being the delimiters. The choice of these thresholds is very 
important, as it  greatly affects the quality of the 
segmentat ion. This method tends to excessively spli t 
regions, result ing in over segmentat ion. 
Region Growing: - I t  joins neighboring pixels with simi lar 
characteristics to form larger regions. This continues unt il  
the termination conditions are met. Most of the region 
growing algorithms focus on local information, making it 
dif f icult to get good global results. This method tends to 
excessively add to regions, result ing in under segmentation. 
Region Merging: - I t  recursively merges similar regions. It 
is similar to region growing, except that two whole regions 
are combined, rather than one region combining with 
individual pixels.  
Region Splitting and Merging: - I t  tr ies to overcome the 
weaknesses of region growing and region splitt ing by 
combining the two techniques. Init ial ly the image is div ided 
into arbitrary regions. Region splitt ing and region merging 
occur unt il  the termination condit ions are met. 
Clustering Based Techniques 
Clustering separates the image into various classes without 
any prior knowledge. This method is based on the 
assumption that objects within each class should have a 
high degree of similarity, while those in dif ferent classes 
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should be dissimi lar. It  is considered an unsupervised 
image segmentat ion technique. 
 2.10.1.3  Difficulties with Image Segmentation  
Image segmentation is easy when objects have distinct 
colors and are well separated, but can be a problem if  there 
are many complex objects with less dist inct color. Gradual 
variation in color,  i l lumination, shading and textures are 
also possible problems. 
A brute force method of dealing with image segmentation 
would be to enumerate al l possible partit ions of the image 
and evaluate each one. This creates an extremely large 
search space, and so this method is not feasible. 
Even once a segmentation method has been chosen; there 
are usually many parameters that need to be tuned to 
create high quali ty segmentation. For most methods, it  is 
not feasible to perform an exhaustive search of these 
parameters. 
Despite the many methods for image segmentation, there is 
no general algori thm that works well for al l  images. 
Because of the wide variety of images, a general algorithm 
needs to be adaptable. Only then can a segmentation 
algorithm cope with a wide variety of images. 
Many adaptive methods have been used for image 
segmentat ion, including genetic algorithms, neural 
networks, self-adapt ive regularizat ion, ant colony 
opt imizat ion, fuzzy clustering and simulated annealing. 
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2.10.2 Segmentation Evaluation 
Methods of evaluat ing image segmentat ion are divided into 
two main categories: 
  Analytical Method 
  Empirical Method 
•  Goodness Method 
•  Discrepancy Method 
Analytical Method: - I t  looks at the actual segmentation 
algorithm itself , rather than its results, whi le empirical 
methods evaluate the segmentation algorithm by looking at 
its results. In this case, i t is the empir ical methods that we 
are more interested in.  
Empirical Method :  - It  can be further sub divided into 
goodness method and discrepancy method. 
•  Goodness Method: I t  evaluates the quali ty of the 
segmentat ion by looking at i ts desirable properties, 
and does not compare it to any other segmentat ion. It 
is this type of method that we wish to use as a f itness 
funct ion for the genet ic algorithm, because they don’t 
need any prior knowledge of the image segmentat ion 
or ground truth segmented image and so are 
advantageous for an unsupervised algorithm.  
•  Discrepancy Method:  I t  compares the segmentat ion 
resul ts to an ideally segmented image, to see how 
much its segmentat ion dif fers from the target 
segmentat ion. It is this c lass of method that we wil l 
use to evaluate the results of our segmentation 
algorithm during experimentation. 
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3.1  INTRODUCTION  
 
An image is generally a 2-D signal processed by the human 
visual system. The signals represent ing images are usually 
in analog form. However, for processing, storage and 
transmission by computer applications, they are converted 
from analog to digital form. A digital image is basical ly a 2- 
Dimensional array of pixels. Images from the signif icant part 
of data, part icular ly in remote sensing, biomedical and 
video conferencing applicat ions. The use of and 
dependence on information and computers cont inue to 
grow, so too does our need for eff icient ways of stor ing and 
transmitt ing large amounts of data. Below f igure shows the 
digital image. 
 
Figure – 3.1 Digital image representations 
Digital image and video compression is now essent ial.  The 
Internet has resulted in a network by which almost any form 
of communication is possible. Al l  internet users are 
communicated through text, images or v ideo. The simplest 
and easiest way is through text and it is quick as simple to 
use as sending text. The problem is to send and receive 
images and videos require large amount of bandwidth. 
Compression is an important component of the solutions 
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available for creat ing f i le sizes of manageable and 
transmittable dimensions. Increasing the bandwidth is 
another method, but the cost sometimes makes this a less 
attract ive solut ion. Therefore there is a need to decrease 
the size of the image or video sent or received.  
The aim of data compression techniques is to reduce the 
amount of data needed to accurately represent an image, 
such that this image can be economically transmitted or 
archived. The easiest way to reduce the size of the image 
f i le is to reduce the size of the image itself. By shrinking the 
size of the image, fewer pixels need to be stored and 
consequently the f i le will  take less t ime to load. The 
problem with this is that if  an image f i le is reduced the 
quality of the image is also reduced.  
The overal l goal of compression is to represent an image 
with the smallest possible no. of bits,  so speeding 
transmission and minimizing storage requirements. There 
are dif ferent techniques is used for compress image. They 
are broadly classif ied into two classes called: Lossless and 
Lossy compression techniques. The name suggests that in 
lossless compression techniques, no information regarding 
the image is lost. So, the reconstructed image from the 
compressed image is ident ical to the original image. 
Whereas in lossy compression techniques, some 
information related to image may be lost,  i.e.  the 
reconstructed image from the compressed image is s imi lar 
to the original  image but not identical to i t.  
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3.2  IMAGE COMPRESSION – AN OVERVIEW  
Nowadays, the use of digital media is rapidly increases. 
Every pr inted media is converting into digital form. I t is 
necessary to compress images or videos due to the growing 
amount of visual data to make eff icient transfer and storage 
of data. Visual data is stored in form of bits which 
represents pixels. The gray scale image requires 8-bits to 
store one pixel and a color image requires 24-bits to store 
one pixel [16] [17].  
 
Figure – 3.2 Image compression 
Access rate and bandwidth are also very important factors; 
uncompressed images take high amounts of bandwidth. For 
example, 512x512 pixels frames require 188.7 Mbit/sec 
bandwidth for colored video signals composed of 30 
frames/sec without compression. Due to the dramatic 
increase of bandwidth requirement for transmission of 
uncompressed visual data i.e.  images and videos, there is a 
need to  
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  Reduce the memory required for storage  
  Improve the data access rate from storage devices   
  Reduce the bandwidth and/or the t ime required for 
transfer loss communication channels 
An image often contains redundant and/or irrelevant data. 
Redundancy is the statist ical properties of an image and 
irrelevancy is the subject/viewer percept ion of an image. 
Both redundancy and irrelevancy are divided into fol lowing 
three dif ferent types: 
  Spat ial 
  Spectral  
  Temporal 
Spatial Redundancy: - Correlat ion between neighboring 
pixel values causes spatial redundancy. 
Spectral Redundancy: - Correlation between dif ferent 
colors curves causes spectral redundancy.  
Temporal Redundancy: - I t  is related to video data and it 
has relationship between frames in a sequence of images.  
These redundancies are reduced through dif ferent 
techniques during the compression. The main purpose of 
compression is to reduce the number of bits as much as 
possible. It also maintains the visual quality of the 
reconstructed image close to the original image. The 
decompression is the process of restoring the original 
image from the compressed image.  
 
Chapter - 3 Lossless and Lossy Image Compression Techniques 88 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
Typical ly there are three basic steps for image compression 
which are implemented in fol lowing order [16][17]:  
(1) Image Decomposit ion or Transformation  
(2) Quantizat ion  
(3) Entropy Encoding  
Specif ic transformations are performed in the de-correlat ion 
step. The de-correlation step involves, segmentation into 
4x4 or 8x8 blocks and applying curve f it ting routine on each 
block and f inally storing the parameters. The purpose is to 
produce uncorrelated coeff icients that are quant ized in the 
quantization step to reduce the allocated bits.  Quantization 
is a lossy process. It cannot recover the lost data during de-
quantization. At the end an entropy coding scheme is 
applied to further reduce the number of allocated bits. It  is a 
lossless compression technique.   
 
Figure – 3.3 General compression frameworks [17] 
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3.3 BACKGROUND STUDY OF IMAGE COMPRESSION 
 
Image compression is divided into four subgroups:  
1.  Pixel  Based  
2. Block Based  
3. Sub band Coding 
4. Region Based  
3.3.1 Pixel Based: - In this technique, every pixel is coded 
using its spat ial neighborhood pixels. It is ensured that the 
est imated ’Pe ’  pixel value is very similar to the ’Po ’  original 
pixel value [18].  
3.3.2 Block Based: - In this technique is very eff icient in 
some cases. Block based techniques are main two types 
[19] [20]:  
  Training: - I t  includes Vector Quantization (VQ) and 
Neural Network (NN). 
  Non-Training:- I t  includes Block Truncat ion, 
Transform Coding. Transform Coding also include 
Discrete Cosine Transform (DCT), Discrete Fourier 
Transform (DFT), Fast Fourier Transform (FFT), and 
Wavelet Transform etc...  
3.3.3 Sub band Coding: - This technique is used for 
encoding audio and video data. In this technique each 
signal is divided into many frequency bands and then each 
band is treated separately in this process. Incomplete 
polynomial transforms quantize the coeff icients to f i t 4x4 
blocks through sub band coding [20] [21].  
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3.3.4 Region Based: - This technique is computat ional 
intensive and slow. While block based compression 
technique is fast but it  achieves l imited compression.  
The pictures can contain more than one image, text and 
graphics patterns. Due to the compound nature of an image 
there are three basic segmentat ion schemes [22]:  
  Object Based  
  Layered Based 
  Block Based 
3.3.4.1 Object based: - This segmentation scheme of 
an image is divided into dif ferent regions. This all  region 
contains graphical objects such as photographs, graphical 
objects and text etc. By using this segmentation scheme it 
is dif f icult to get good compression because edges of the 
objects take extra bits in memory. So it  gives less 
compression and increase the complexity [23].   
3.3.4.2 Layered based: - This is simple technique as 
compare to object based. In this technique, an image is 
divided into layers such as graphical objects (pictures, 
bui ldings etc), text and colors. Every layer is treated with 
dif ferent method for compression [23].   
3.3.4.3 Block based: - This is more eff icient technique 
as compare to object and layer based. The main advantage 
of this technique is easy segmentat ion. Every block is 
treated with same compression technique and less 
redundancy [23].  
In this image compression scheme, every image is divided 
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into N x N (rows and columns) blocks and then quantizat ion 
and entropy coding is applied for compression. It is 
supposed that data are in a matrix form, in two dimensions 
consisting of rows and columns. An image is divided into 
non-overlapping N x N (4 x 4 and 8 x 8) blocks. In 1s t order 
curve, we find the parameters ‘a0 ’ ,  ‘a1 ’  and ‘a2 ’  for the 
equation f(x, y) = a0 + a1x + a2y such that the Mean Square 
Error (MSE) is minimized for the blocks. Here we can take 
sixteen values for 4x4 blocks and sixty four values for 8x8 
blocks. Two dimensional representations of 8x8 blocks are 
shown in below f igure:  
 
Figure – 3.4 2D representations of 8 x 8 blocks 
Polynomial Curve f it t ing is used in dif ferent computer 
programs for different purpose [24]. The 2nd order 
Polynomial equat ions is f(x, y) = a0 + a1x + a2y + a4x2  + 
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a5y2.  The 1s t  order curve needs less computat ional t ime as 
compare with higher order curve. Large size blocks increase 
the value of the Mean Square Error (MSE) as compare with 
smaller s ize blocks [25].   
 
Here ‘Total Squared Errors’ is equal to the square of the 
dif ference of the pixels between original  and reconstructed 
image [25].   
Main objective of the research is to get maximum 
compression with minimum loss of image qual ity. The error 
is minimal for higher order curves using small block size. To 
analyze the compression performance of the algorithm the 
Compression Ratio (CR) is calculated as [25]:  
 
3.3.5 Error Metrics 
There are following two dif ferent types of the error metrics 
is used to compare the various image compression 
techniques.  
  Mean Square Error (MSE)  
  Peak Signal to Noise Ratio (PSNR)  
MSE is the cumulative squared error between the 
compressed and the original image.  
PSNR is a measure of the peak error. The mathematical 
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formulae for the two are:   
 
PSNR =   20 * log10 (255 / sqrt(MSE)) 
Where I(x, y) is the original image, I '(x, y) is the 
approximated version (which is actually the decompressed 
image) and M, N are the dimensions of the images.  
A lower value for MSE means less error. There are inverse 
relat ionship between the MSE and PSNR.  So it translates 
to a high value of PSNR. Generally, a higher value of PSNR 
is good because it means that the ratio of Signal to Noise is 
higher.  In this study the 's ignal'  is nothing but the original 
image. The 'noise' is the error in reconstruct ion. So, i f  you 
f ind a compression scheme with lower MSE and a high 
PSNR, that’s better one.   
 
3.4    PRINCIPAL BEHIND COMPRESSION  
 A common characterist ic of most images is that the 
 neighboring pixels are correlated and therefore contain 
 redundant information. The main task is that to f ind the 
 less  correlated representation of the image [26].  
There are two fundamental components of compression are 
as fol low: 
  Redundancy Reduction 
  Irrelevancy Reduction  
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Redundancy Reduction: - The aim of the redundancy 
reduction is removing duplication from the signal source 
such as image or v ideo [26].  
Irrelevancy Reduction: - It  removes the parts of the signal 
that wil l  not be noticed by the signal receiver, namely the 
Human Visual System [26].  
Compression is achieved by the removal of one or more of 
the three basic data redundancies [26]: 
1. Coding Redundancy: - Fewer bits to represent 
frequently occurring symbols. 
2. Inter pixel Redundancy: - Neighboring pixels have 
almost same value.  
3. Psycho visual Redundancy: - Human visual system 
cannot simultaneously distinguish al l colors 
Image compression technique is reducing the number of bits 
required to represent an image by using the advantages of 
dif ferent redundancies. The reverse process is applied to 
the compressed data to get the reconstructed image is 
called decompression. The objective of compression is to 
reduce the number of bits as much as possible and keeping 
the resolut ion and the visual quality of the reconstructed 
image as close to the original image as possible [26].  
Image f(x,y) is fed into the encoder, which creates a set of 
symbols form the input data and uses them to represent the 
image. If  n1 and n2 are the number of bits in two datasets 
that represent the same image, the Compression Ration 
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(CR) can be def ined as: 
 
And Relative Data redundancy (RD) of the original image 
can be def ined as: 
 
There are three possibil it ies arise here:  
(1)  If  n1=n2, then CR=1 and hence RD=0 which impl ies 
 that  original image do not contain any redundancy 
 between  the  pixels.  
(2)   If  n1<n2, then CR→∞ and hence RD>1 which implies 
 considerable amount of redundancy in the original 
 image.  
(3)   If  n1>n2, then CR>0 and hence RD→-∞ which 
 indicates that the compressed image contains more 
 data  than original image.  
 
3.4.1  Coding Redundancy  
A gray level image having n pixels is considered. The 
number of gray levels in the image is L ( i.e. the gray levels 
range from 0 to L-1) and the number of pixels with gray 
level rk is nk. Then the probabil ity of occurring gray level is 
rk is Pr(rk).  If  the number of bits used to represent the gray 
level rk is l (rk), then the average number of bits required to 
Chapter - 3 Lossless and Lossy Image Compression Techniques 96 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
represent each pixel is.  
 
Where  
 
k = 0, 1, 2, …, L-1 
So, the number of bits required to represent the whole 
image is n x Lav g.  Maximal compression ratio is achieved 
when Lav g is minimized. In such a way to write coding the 
gray levels Lavg is not minimized.  
Generally coding redundancy is presented when the codes 
assigned to a gray level don't take full advantage of gray 
level’s probabil ity (Pr (rk)). Therefore i t almost always 
presents when an image's gray levels are represented with 
a straight or natural binary code. A natural binary coding of 
their gray levels assigns the same number of bits to both 
the most and least probable values, thus fail ing to minimize 
the above equation and resulting in coding redundancy.  
 
3.4.2   Inter Pixel Redundancy  
Another important form of data redundancy is inter pixel 
redundancy. It is direct ly related to the inter pixel 
correlat ions within an image because the value of any given 
pixel can be reasonable predicted from the value of its 
neighbors, the information carried by individual pixels is 
relat ively small. Much of the visual contribut ion of a single 
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pixel to an image is redundant; it  could have been guessed 
on the basis of its neighbor’s values. A variety of names, 
including spat ial redundancy, geometric redundancy, and 
inter frame redundancies have been coined to refer to these 
inter pixel dependencies.  
In order to reduce the inter pixel redundancies in an image, 
the 2-D pixel array normally used for human viewing and 
interpretat ion must be transformed into a more eff icient but 
usually non-visual  format. For example, the differences 
between adjacent pixels can be used to represent an image. 
Transformations of this type are referred to as mappings. 
They are called reversible if  the original image elements 
can be reconstructed from the transformed data set. 
To reduce the inter pixel redundancy various techniques are 
use, such as: 
1. Run length coding 
2. Delta compression 
3. Constant area coding 
4. Predictive coding 
 
 3.4.3   Psycho Visual Redundancy  
Human perception of the information in an image normally 
does not involve quantitative analysis of every pixel or 
luminance value in the image. In general, an observer 
searches for distinguishing features such as edges or 
textural regions and mental ly combines them into 
recognizable groupings. The brain then correlates these 
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groupings with prior knowledge in order to complete the 
image interpretation process. So eye does not give proper 
respond with equal sensit iv ity related to al l visual 
information. Some information has less relat ive importance 
than other information in normal visual processing. This 
information is said to be psycho visually redundant.  
It  can be el iminated without signif icantly impairing the 
quality of image percept ion. Psycho visual redundancies are 
fundamental ly dif ferent from the coding Redundancy and 
inter pixel redundancy. Psycho visual redundancy is 
associated with real or quantif iable visual  information. The 
elimination of psycho visual redundant data results in a loss 
of quantitative information. So it is an irreversible process. 
To reduce psycho visual redundancy we use Quantizer. 
Since the el iminat ion of psycho visually redundant data 
resul ts in a loss of quantitat ive information. It is commonly 
referred to as quantizat ion. As it is an irreversible operat ion 
i.e. visual information is lost, quantizat ion results in lossy 
data compression. 
 
3.5 NEEDS FOR IMAGE COMPRESSION 
The fol lowing example described the need for compression 
of digital images.  
  To store a color image of a moderate size, e.g. 
512×512 pixels, one needs 0.75 MB of disk space. 
  A 35mm digital slide with a resolution of 12µm 
requires 18 MB. 
  One second of digital PAL (Phase Alternation Line) 
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video requires 27 MB. 
To store these images, and make them available over 
internet, compression techniques are needed. Image 
compression addresses the problem of reducing the amount 
of data required to represent a digital image. The underlying 
basis of the reduction process is the removal of redundant 
data.  
According to mathematical point of view, this amounts to 
transforming a two-dimensional pixel  array into a 
statist ically uncorrelated data set. The transformation is 
applied prior to storage or transmission of the image. At 
receiver, the compressed image is decompressed to 
reconstruct the original image or an approximation to it. The 
example below clearly shows the importance of 
compression.  
An image, 1024 pixel x 1024 pixel x 24 bit, without 
compression, would require 3 MB of storage space and 7 
minutes for transmission, uti l izing a high speed, 64 Kbps 
ISDN l ine. If the image is compressed at a 10:1 
compression rat io, the storage requirement is reduced to 
nearby 300 KB and the transmission t ime drops to nearby 6 
seconds. Seven 1MB images can be compressed and 
transferred to a f loppy disk in less t ime than it takes to send 
one of the original f i les. 
 
3.6 IMAGE COMPRESSION CONSIDERATION 
Generally computer graphics related applications are 
generating digital  photographs and other complex color 
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images. It can generate very large f i le s izes. To solve the 
problem related to storage space, and the need to rapidly 
transmit image data across networks and over the Internet, 
has led to the development of a range of image 
compression techniques in order to reduce the physical size 
of f i les [27].  
Most compression techniques are independent of specif ic 
f i le formats – indeed, many formats support a number of 
dif ferent compression types. They are an essential part of 
digital image creation, use, and storage [27].  
There are a number of factors to be considered when using 
compression algorithms:  
3.6.1 Efficiency  
Most algorithms are particularly suited to specif ic 
circumstances; these must be understood if they are to be 
used effectively. For example, are more eff icient at 
compressing monochrome images, whilst others yield better 
resul ts with complex color images [28].  
3.6.2 Lossiness  
Graphics compression algorithms fal l  into two categories:  
Lossy Compression: - I t  achieves the effect at the cost of 
a loss in image qual ity, by removing some image 
information[28].  
Lossless Compression: - I t reduces the size whilst 
preserving all  of  the original image information, and without 
degrading the quali ty of the image [28].  
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3.7  IMAGE COMPRESSION MODEL 
 Below f igure represent the general image compression 
 model:  
 
Figure – 3.5 Image compression model [29]  
The image compression models are dif fering for the 
dif ferent image compression method. There are many 
general features that can be described which represent 
most image compression algorithms [29].   
The fol lowing are the main steps for image compression: 
1. Source Encoder: -  I t  is used to remove the redundancy 
in the input image. 
2. Channel Encoder: - I t  is used as overhead in order to 
combat channel noise. Parity bit is the example. By 
using this overhead, a certain level of immunity is 
gained from noise that is inherent in any storage or 
transmission system. 
3. Channel: - I t  may be communicat ion link or a storage 
system in this model.  
4. Channel Decoder: - I t  performs the opposite work of 
channel encoder. 
5. Source Decoder: - I t  performs the opposite work of 
source encoder. 
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3.7.1  Fidelity Criterion 
In psycho visual redundancy data results in a loss of 
quantitative visual information. The loss of information is 
highly desirable. I t is necessary required to measure the 
amount if  data lost due to the compression process. This 
measurement is called Fidel ity Criterion. There are two 
main categories of f idel i ty cr iterion as follow [29]:  
1.  Object ive 
2. Subjective  
Objective Fidelity Criterion: - I t  involves a quantitative 
approach to error cr iterion. Root Mean Square Error (RMS) 
is the most common example of objective f idelity cri terion. 
Object ive f idel ity cri teria may be useful in analyzing the 
amount of error involved in a compression scheme [29].  
Let f (x,y) represent an image and f ’(x,y)denote an 
approximation of f(x,y) after compressing and 
decompressing. For any value of x,y the error e(x,y) 
between f(x,y) and f ’(x,y) can be def ined as: 
e(x,y) = f’(x,y) – f(x,y) 
so that the total error between the two images is 
 
Where the images are M x N. The Root Mean Square Error, 
e rms  between f(x,y) and f ’(x,y) then is the square of the 
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squared error averaged over the M  x N array, or  
 
A very much related measure of this cri terion is the mean 
square signal to noise ratio of the compressed and 
decompressed image. If  f ’(x,y) is considered as sum of the 
original image f (x,y) and noise signal as e(x,y),  the root 
man squared signal to noise rat io of the output image 
denotes SNR rms  def ine as:  
 
Subjective Fidelity Criterion: - I t  involves a quality 
approach to error criterion based on a human observer.  
This can be done by showing a typical decompressed image 
to an appropriate group of viewer and then averaging their 
evaluations [29].  
The rat ings are given after the n evaluat ion of a 
compression scheme.  There are two compression scale is 
given as follow:  
1. Absolute Comparison Scale: - I t  is based solely on 
the decompressed image. 
2. Relative Comparison Scale: - It  involves viewing the 
original and decompressed images side by side in 
comparison.  
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Below table represent the dif ferent rat ing related to both the 
comparison scale.  
 
The problem may be arises in subjective f idelity is that, i t  
may vary from person to person. One person see a 
Passable, another person may view as a Fine.  
 
Value Rating Description 
1 Excellent 
An image of extremely high quali ty. As 
good as desired. 
2 Fine 
An image of high quality, providing 
enjoyable viewing. 
3 Passable An image of acceptable quali ty.  
4 Marginal 
An image of poor quali ty,  one wishes 
to improve it.  
5 Inferior A very poor image, but one can see it. 
6 Unusable An image so bad, one can’t see it.  
Table – 3.1 Absolute comparison scales [29] 
 
Value Rating 
-3 Much Worse 
-2 Worse 
-1 Slight ly Worse 
0 Same 
1 Slight ly Better 
2 Better 
3 Much Better 
Table – 3.2 Relative comparison scales [29] 
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3.7.2 Information Theory  
This theory provides the theoretical basis for most data 
compression techniques.  It is useful to answer the 
quest ions such as [29]:  
  What is the minimum amount of data is needed to 
represent an image without loss of information?  
  Theoret ical ly what is the best compression possible?  
The generation of information may be viewed as a 
probabi list ic process.  The input or source is viewed to 
generate one of N possible symbols from the source 
alphabet set A= {a, b, c…, z), {0, 1}, {0, 2, 4…, 280}, etc. in 
uni t t ime.  The source output can be denoted as a discrete 
random variable E, which is a symbol from the alphabet 
source along with a corresponding probabili ty (z).  When an 
algorithm scans the input for an occurrence of E, the result 
is a gain in information denoted by I(E), and quantif ied 
as[29]:  
I  (E) = log (1/ P (E)) 
This relat ion indicated that the amount of information 
attributed to an event is inversely related to the probability 
of that event.  For example in certain event (P (E) = 1) 
leads to I  (E) = 0.  This makes sense, since as we know that 
the event is certain, observing its occurrence adds nothing 
to our information.  On the other hand, when a highly 
uncertain event occurs, a signif icant gain of information is 
the result [29].  
An important concept cal led the entropy of a source. I t is 
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defined as the average amount of information gained by 
observing a particular source symbol.  It al lows an algorithm 
to quantize the randomness of a source.  The amount of 
randomness is qui te important because the more random a 
source is the more information that is needed to represent 
it .   I t  turns out that for a f ixed number of source symbols, 
eff iciency is maximized when al l the symbols are equally 
l ikely.   It  is based on this pr inciple that code words are 
assigned to represent information [29].   
 
3.8  BENEFITS OF COMPRESSION 
 Many benefits are provided by the compression. Some of 
 them are as fol low:   
  It  provides a potent ial cost savings associated with 
sending less data over networks where cost is really 
based on its durat ion. 
  It  not only reduces storage requirements but i t  also 
reduces the overall  execution t ime. 
  It  also reduces the probabi lity of transmission errors 
because fewer bits are transferred. 
  It  also provides a level of security against i l l ici t 
monitoring. 
 
3.9    IMAGE COMPRESSION TECHNIQUES  
 
The image compression techniques are broadly classif ied 
into two categories depending on reconstruct ion of original 
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image from the compressed image. These are: 
1. Lossless Technique 
2. Lossy Technique 
 
3.9.1 Lossless Compression Techniques 
 
When we are reduced the image data, one can except that 
the quality of image will  automatically reduced. The loss of 
information is total ly avoided in this lossless compression. 
When image data are reduced, image information is totally 
preserved.  
 
Figure – 3.6 Lossless image compression 
In lossless compression techniques, the original image can 
be perfectly recovered from the compressed encoded 
image. These are also called noiseless since they do not 
add noise to the signal or image. It is also known as entropy 
coding since it use statist ics/decomposit ion techniques to 
eliminate/minimize the redundancy.  
Lossless methods yield lower compression rat ios but 
preserve every pixel in the original image. The main method 
lossless compressions techniques are to that al low an 
Chapter - 3 Lossless and Lossy Image Compression Techniques 108 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
image to be encoded into a smaller size and then decoded 
into the original format.  The common lossless compression 
methods are Run-Length Encoding (RLE) and Lempel-Ziv-
Welch (LZW). These methods use a process that replace 
sequences of repeat ing numbers in a graphics f i le with two 
numbers: one that specif ies the length of the run (the 
number of times the value is repeated), and another that 
specif ies the value itself .  
The main principle behind reducing the size of the image is 
coding redundancy. Coding redundancy is based upon the 
idea that in an image there are some colors that are used 
frequently and other that are used infrequently. If  there are 
repeated colors this soon would cause “repetit ion” and 
therefore a certain amount of redundancy would appear 
within the system. As such short codes are assigned to the 
frequently used colors and longer codes to the ones that 
are used less.  
Following techniques are included in lossless compression: 
1. Run Length Encoding (RLE) 
2. Huffman Encoding 
3. Lempel-Ziv-Welch (LZW) Coding 
4. Area Coding 
 
 3.9.1.1    Run Length Encoding 
I t  is a very simple compression method used for sequential 
data. It is very useful in case of repetit ive data. This 
technique replaces sequences of ident ical symbols (pixels) 
called runs by shorter symbols. The run length code for a 
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gray scale image is represented by a sequence {Vi,  Ri} 
where Vi is the intensity of pixel and Ri refers to the number 
of consecut ive pixels with the intensity Vi as shown in the 
f igure[30].   
25 25 25 68 68 68 68 68 73 73 73 73 
 
 
The idea with run length encoding is rather than store: 
XXXYYYYYYZZZZZZZZZ 
We store: 3X6Y9Z 
This gives good compression (3:1), but unfortunately where 
we have rapid changes  
ABCDEF 
We get: 1A1B1C1D1E1F 
A negative compression (1:2)  
RLE, better known as the ZIP f i le format, is a simple way to 
compress runs of the same byte. A number is used to 
indicate mult iple t imes the same data. Fewer bytes are 
needed to express the same thing. RLE is a simple lossless 
compression scheme, but it  is l imited. RLE is most eff icient 
with fewer levels of gray i .e. text [30].  
  
  
 
{ 25, 3 } { 68, 5 } { 73, 4 } 
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3.9.1.2   Huffman Encoding 
This algorithm is developed by D.A. Huffman. This is a 
general technique for coding symbols based on their 
statist ical occurrence frequencies (probabili ties).  The pixels 
in the image are treated as symbols. The symbols that 
occur more frequently are assigned a smaller number of 
bits, while the symbols that occur less frequently are 
assigned a relatively larger number of bits. Huffman code is 
a pref ix code. This means that the code of any symbol is 
not the pref ix of the code of any other symbol[30].  
This algorithm builds up a weighted binary tree according to 
their rate of occurrence. New code word is assigned to each 
element. Here the length of the code word is determined by 
its position in a tree. Input stream generate certain tokens 
occur than others. The token is most frequent.  It  becomes 
the root of the tree is assigned the shortest code. Each less 
common element is assigned a longer code word. The least 
frequent element is assigned a code word. It  is twice as 
long as the input token [30].  
The compression ratio achieved by Huffman encoding 
uncorrelated data becomes something like 1:2. On sl ight ly 
correlated data, as on images, the compression rate may 
become much higher, the absolute maximum being def ined 
by the size of a single input token and the size of the 
shortest possible output token as follow:  
 
While standard images with a l imit of  256 colors may be 
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compressed by 1:4 if  they use only one color, more typical 
images give results in the range of 1:1.2 to 1:2.5[30].  
  
3.9.1.3    LZW (Lempel – Ziv – Welch) Coding 
This process used dictionary based coding. Dict ionary 
based coding can be as fol low: 
1. Static: - In this coding, the dict ionary is f ixed during 
the encoding and decoding processes. 
2. Dynamic: - In this coding, the dict ionary is updated 
on f ly.  
Nowadays, the modif ied Lempel/Ziv codings are available. 
These al l algorithms have a common way of working. The 
coder and the decoder both build up an equivalent 
dict ionary of meta-symbols, each of which represents a 
whole sequence of input tokens. If  a sequence is repeated 
after a symbol was found for it ,  then only the symbol 
becomes part  of the coded data and the sequence of tokens 
referenced by the symbol becomes part of the decoded data 
later. As the dictionary is build up based on the data, it  is 
not necessary to put it  into the coded data. LZW is widely 
used in computer industry and is implemented as compress 
command on UNIX. 
  
 3.9.1.4   Area Coding 
Area coding is an enhanced form of run length coding, 
ref lecting the two dimensional character of images. This is a 
signif icant advance over the other lossless methods. For 
coding an image it does not make too much sense to 
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interpret i t as a sequential stream, as it is in fact an array of 
sequences, bui lding up a two dimensional object. The 
algorithms for area coding try to f ind rectangular regions 
with the same characterist ics. These regions are coded in a 
descriptive form as an element with two points and a certain 
structure [30].   
The possible performance of this coding method is l imited 
most ly by the very high complexity of the task of f inding 
largest areas with the same characteristics. Practical 
implementat ions use recursive algorithms for reducing the 
whole area to equal sized subrectangles unti l a rectangle 
does fulf i l l the criter ia def ined as having the same 
characteristic for every pixel. This type of coding can be 
highly effective but i t  bears the problem of a nonlinear 
method, which cannot be implemented in hardware [30].  
 
3.9.2 Lossy Compression Techniques 
Lossy compressed methods give higher compression ratios, 
but less ability reproduces the original, uncompressed pixel 
for pixel. JPEG is the best known lossy compression 
standard and widely used to compress images. It is 
considerably more compl icated than RLE. It produces 
higher compression ratios – even for images containing 
lit t le or no redundancy. Except where every piece of 
information of a scan is crit ical – for example, scient if ic 
data – a scan must only provide enough information to meet 
the needs of the reproduction process and the viewer. The 
idea behind JPEG compression is to segregate the 
information in an image by level of importance, and then 
discard the less important information to reduce the overal l  
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quantity of data that must be stored. It does so by 
transforming a matrix of color values into a matr ix of 
amplitude values corresponding precise frequencies in the 
image. JPEG standard was developed by a group that called 
upon experts from the printing, prepress, photographic, and 
design industries to identify at what point the compressed 
printed image differed from an uncompressed image. After 
few years, they examined thousands of printed pieces, 
which led the current standards of JPEG. The eye doesn’t 
perceive all the subt le color shif ts in a typical bitmapped 
image, so some of the detai l can be discarded without 
affecting the overal l  information content.  
 
Figure – 3.7 Lossy image compression 
In transform encoding, each image has run the 
mathematical transformation. It is just s imilar to Fourier 
Transformation. It  separates the image information on 
gradual spat ial variat ion of brightness from information with 
faster variation of brightness at edges of the image. In the 
next step, the slower changes in information are transmitted 
essentially lossless, but information on faster local changes 
is communicated with lower accuracy. The second step is 
called quantizat ion. This step cannot be reversed when 
decompressing the data or image. The overall  compression 
is ‘ lossy’ or ‘ irreversible’.  
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Lossy schemes provide much higher compression ratios 
than lossless schemes. Lossy schemes are widely used 
since the qual ity of the reconstructed images is adequate 
for most applicat ions. By this scheme, the decompressed 
image is not ident ical to the original image, but reasonably 
close to it.   
In this predict ion – transformation – decomposit ion process 
is completely reversible. The quantization process results in 
loss of information. The entropy coding after the 
quantization step, however, is lossless. The decoding is a 
reverse process. Entropy decoding is applied to 
compressed data to get the quantized data. Then de-
quantization is appl ied to i t and f inally the inverse 
transformation to get the reconstructed image. 
Major performance considerations of  a lossy compression 
scheme include: 
1. Compression ratio 
2. Signal - to – noise ratio 
3. Speed of encoding and decoding 
Lossy compression techniques includes fol lowing schemes: 
1. Transformation Coding (FT/DCT/Wavelets) 
2. Vector Quantization 
3. Fractal Coding 
4. Block Truncation Coding 
5. Sub band Coding 
6. Segmented Image Coding  
7. Spline Approximation Method  
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 3.9.2.1 Transformation Coding 
In this coding scheme, transforms such as DFT (Discrete 
Fourier Transform) and DCT (Discrete Cosine Transform) 
are used to change the pixels in the original image into 
frequency domain coeff icients. These coefficients have 
several desirable properties. One is the energy compact ion 
property that results in most of the energy of the original 
data being concentrated in only a few of the signif icant 
transform coeff icients. This is the basis of achieving the 
compression. Only those few signif icant coeff icients are 
selected and the remaining is discarded. The selected 
coefficients are considered for further quantization and 
entropy encoding. DCT coding has been the most common 
approach to transform coding [30].   
A general t ransform coding scheme involves subdividing an 
NxN image into smaller nxn blocks. After that i t  performs 
the unitary transform of each sub-image. The main objective 
of the transform is to de-correlate the original signal. This 
de-correlation general ly results in the signal energy being 
redistr ibuted among only a small set of transform 
coefficients. In this way, many coeff icients may be 
discarded after quant ization and prior to encoding.  Visually 
lossless compression can often be achieved by 
incorporating the Human Vision System (HVS) contrast 
sensit ivity function in the quantizat ion of the coeff icients 
[30].  
Generally four stages are performed in transform coding are 
as fol low:  
1. Image Subdivision 
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2. Image Transformation 
3. Coeff icient Quantizat ion 
4. Huffman Encoding 
For a transform coding scheme, logical modell ing is done in 
two steps:  
Segmentation: - In which the image is subdivided in bi-
dimensional vectors.  
Transformation: - In which the chosen transform (e.g. KLT, 
DCT, and Hadamard) is applied.  
Quantizat ion can be performed in several ways. Most 
classical approaches use the following: 
  Zonal Coding 
  Threshold Coding 
Zonal Coding: - I t  consists in the scalar Quantizat ion of the 
coeff icients. It belongs to a predefined area.  
Threshold Coding: - I t  consist  the choice of the 
coeff icients of each block characterized by an absolute 
value exceeding a predefined threshold. Another possibi l i ty, 
that leads to higher compression factors, is to apply a 
vector Quantization scheme to the transformed coeff icients.  
  
3.9.2.2   Vector Quantization 
The basic idea in this technique is to develop a dictionary of 
f ixed-size vectors, called code vectors. A vector is usually a 
block of pixel  values. A given image is then part it ioned into 
non-overlapping blocks called image vectors. The index in 
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the dictionary is used as the encoding of the original image 
vector. Thus, each image is represented by a sequence of 
indices that can be further entropy coded [30]. 
A vector quant izer can be def ined mathematically as a 
transform operator T from a K-dimensional Eucl idean space 
RK  to a f inite subset X in RK  made up of N vectors. This 
subset X becomes the vector codebook, or, more generally, 
the codebook [30].  
The choice of the set of vectors is of major importance. The 
level of distort ion due to the transformation T is generally 
computed as the most s ignif icant error (MSE) between the 
“real” vector x in RK  and the corresponding vector x’ = T(x) 
in X. This error should be such as to minimize the Eucl idean 
distance d.  
  
3.9.2.3   Fractal Coding 
The essent ial idea in this technique is to decompose the 
image into segments by using standard image processing 
techniques such as color separat ion, edge detection, and 
spectrum and texture analysis. Then each segment is 
looked up in a l ibrary of fractals.  The library actually 
contains codes called I terated Funct ion System (IFS) codes, 
which are compact sets of numbers. Using a systematic 
procedure, a set of codes for a given image is determined. 
IFS codes are applied to a suitable set of image blocks 
yield an image that is a very close approximation of the 
original. This scheme is highly effective for compressing 
images that have good regularity and self  similar ity.  
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Dr Michael Barnsley reported the use of "Iterated Funct ion 
System" for image compression and synthesis. Using sets 
of aff ine transformations developed for a given image, and 
a principal result  known as the "collage theorem", intra 
frame compressions in excess of 10,000:1 and inter frame 
compression in excess of 1,000,000:1 were reported. The 
collage theorem states that if  an image can be covered with 
compressed aff ine transformations of itself , then the image 
can be reconstructed by computing the attractor of this set 
of aff ine transformations.  
  
3.9.2.4 Block Truncation Coding 
In this scheme, the image is divided into non overlapping 
blocks of pixels. Threshold and reconstruct ion values are 
determined for each block. The threshold is usually the 
mean of the pixel values in the block. A bitmap of the block 
is derived by replacing all pixels whose values are greater 
than or equal to the threshold by 1. Then for each segment 
(group of 1s and 0s) in the bitmap, the reconstruct ion value 
is determined. This is the average of the values of the 
corresponding pixels in the original block.   
  
3.9.2.5 Sub band Coding 
In this scheme, the image is analyzed to produce the 
components containing frequencies in wel l-def ined bands, 
the sub bands. Subsequently, quantizat ion and coding is 
applied to each of the bands. The advantage of this scheme 
is that the quant izat ion and coding well suited for each of 
the sub bands can be designed separately.  
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 3.9.2.6   Segmented Image Coding  
Segmented image coding is a region-oriented coding, which 
considers images to be composed of regions of slowly 
varying image intensity, separated by image edges. The 
texture inside each region is approximated by a bi-variate 
polynomial. The coeff icients of these polynomials and the 
location of the contours separating the image regions 
constitute the contour-texture image model [30].   
The visually extremely important image contours are always 
wel l retained by this technique, which guarantees a 
reasonable image quali ty, even at very low bit rates. In 
contrast to some conventional compression techniques, 
region oriented techniques are very well suited for 
progressive image transmission, in the reconstruction 
phase; the image is gradually buil t up. This is important in, 
e.g.,  database applications, where the gradual image build-
up al lows the user to quickly decide whether or not the 
transmitted image is the correct one required [30].  
  
3.9.2.7   Spline Approximation Methods  
This method is fal l in more general category of image 
reconstruct ion or sparse data interpolat ion. The basic 
concept is to interpolate data from a set of points coming 
from original pixel  data or calculated in order to match some 
error cri teria [30].  
In order to apply this kind of technique to image coding, a 
good interpolant must be used to match visual cri teria. 
Spline interpolation provides a good visual interpolant,  not 
with standing its requiring a great computational effort. 
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Bil inear interpolat ion is easier to implement, while 
maintaining a very good visual quality. Regularizat ion 
involves the minimizat ion of an energy funct ion in order to 
obtain an interpolant which presents some smoothness 
constraints; i t  can be combined with non-continuit ies along 
edges in order to preserve contour quality during 
reconstruct ion. Generally all interpolants computations 
require the solut ion of very large linear equat ion sets, even 
if  related to very sparse matrices. This leads to the use of 
recursive solution such as relaxation or to the use of 
gradient descent algorithm[30].  
The use of an interpolat ion algorithm for image coding is 
more interesting when related to techniques such as two 
source decomposit ion, where the image is modeled as the 
sum of two sources as fol low:  
Stationary Part: - I t  is coded by means of a predict ion 
scheme that can be one of the previous described 
interpolants. 
Residual Content: - I t  coming from non-stationeries such 
as edges. It can be coded through the use of a classical 
coding method. 
Moreover two source decomposit ion is a very effective 
coding scheme as far as it shows a low t i le effect that 
affects al l  block coding techniques when compression 
factors become higher [30].  
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4.1 WAVELET COMPRESSION ALGORITHM 
 
4.1.1 Introduction 
 Wavelet compression is also known as Discrete Wavelet 
 Transforms (DWT). It treats the image as a signal or 
 wave. It involves the fol lowing steps:  
  Transformation 
  Quantizat ion 
  Encoding  
The transform organizes the image information into a 
cont inuous wave, typically with many peaks and dips, and 
centre it on zero. The image is treated as a series of waves, 
one for each color channel (i .e., Red, Green, and Blue), and 
it may break up big images into large ti les for ease of 
processing. Having centered the wave, the transform 
records the distances from the zero line to points along the 
wave i.e. these distances are known as coeff icients, and 
then takes the average between adjacent coeff icients to 
produce a simplif ied version of the wave; in effect,  i t 
reduces the image’s resolut ion or detai l by one-half .  
4.1.2 Historical perspective 
In the history of mathematics, wavelet analysis shows many 
dif ferent origins. Much of the work was performed. As 
regarding the l iterature resource about wavelets, there are 
some excellent bibl iographies [31]. 
In 1807, Joseph Fourier developed a method for 
represent ing a signal wi th a series of coeff icients based on 
an analysis function, now it is known as Fourier 
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Transformation. He laid the mathematical basis from which 
the wavelet theory is developed.  
After 1807, by exploring the meaning of functions, Fourier 
series convergence, and orthogonal systems, 
mathematicians gradually were led from their previous 
not ion of frequency analysis to the not ion of scale analysis. 
This sort of scale analysis is less sensit ive to noise 
because it measures the average f luctuat ions of the signal 
at dif ferent scales. 
In 1909, Alfred Haar mentioned wavelets in his PhD thesis. 
One property of the Haar wavelet is that it  has compact 
support, which means that i t  vanishes outside of a f inite 
interval. Unfortunately, Haar wavelets are not continuously 
dif ferent iable which somewhat l imits their applications. 
In 1930, several groups working independently researched 
the representation of funct ions using scale -varying basis 
funct ions. Paul Levy found the scale-varying basic function 
called Haar basis function i.e.  superior to Fourier basis 
funct ions.  
In 1930, another research effort by Litt le wood, Paley, and 
Stein involved computing the energy of a function f(x) : [31]  
 
Between 1960 and 1980, the mathematicians Guido Weiss 
and Ronald R. Coifman studied the simplest elements of a 
funct ion space, called atoms, with the goal of f inding the 
atoms for a common funct ion and f inding the “assembly 
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rules” that allow the reconstruct ion of al l the elements of 
the function space using these atoms [31].  
In 1980, the work provided by David Marr imported an 
effective algorithm for numerical image processing using 
wavelets. The computation produced dif ferent results if  the 
energy was concentrated around a few points or distr ibuted 
over a larger interval. The researchers discovered a 
funct ion that can vary in scale and can conserve energy 
when computing the functional energy.  
In 1980, Grossman and Morlet, a physicist and an engineer, 
broadly def ined wavelets in the context of quantum physics. 
These two researchers provided a way of thinking for 
wavelets based on physical intuit ion. 
In 1981, the transformation method of decomposing a signal 
into wavelet coefficients and reconstructing the original  
signal again was derived by Jean Morlet and Alex 
Grossman.  
In 1985, Stephane Mallat gave wavelets an addit ional jump-
start through his work in digital signal processing. He 
discovered some relationships between quadrature mirror 
f i lters, pyramid algorithms, and orthonormal wavelet bases.  
Inspired in part by these results, Y. Meyer constructed the 
f irst non-trivial wavelets. Unlike the Haar wavelets, the 
Meyer wavelets are continuously differentiable; however 
they do not have compact support.  
A couple of years later, Ingrid Daubechies used Mal lat ’s 
work to construct a set of wavelet orthonormal basis 
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funct ions that are perhaps the most elegant,  and have 
become the corner stone of wavelet applicat ions today. 
In 1986, Stephane Mallat and Yves Meyer developed a mult i  
resolution analysis using wavelets. They mentioned the 
scaling function of wavelets for the f irst t ime; it  al lowed 
researchers and mathematicians to construct their own 
family of wavelets using the derived criteria.  
Around 1998, Ingrid Daubechies used the theory of mult i  
resolution wavelet analysis to construct her own family of 
wavelets. The set of wavelet orthonormal basis functions 
have become the cornerstone of wavelet applicat ions today. 
With her work the theoretical t reatment of wavelet analysis 
is as much as covered. 
In 2006, “Hybrid Image Compression Using Fractal-Wavelet 
Prediction” was presented in International Conference on 
Information Security and Privacy by Liangbin Zhang, Lifeng 
Xi.  
In 2007, “Image Compression using Modif ied Haar Wavelet-
Base Vector Quantization” was publ ished in ect i 
transact ions on computer and information technology by 
Anusorn Jitkam and Satra Wongthanavasu. 
In 2008, “Fractal Image Coding Based on Oriented Wavelet 
Sub-tree” was published by Jiang Shan, Shaung Kai Sun Li 
Wei.  
In 2009, “The Design and Implementat ion of Fractal Image 
Coding Based on Wavelet” was presented in International  
Conference on Intell igent Human-Machine Systems and 
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Cybernet ics by Haiming Gu, Liang Li.  
In 2010, “Performance Comparison of Image Compression 
Using Wavelets” was published in International Journal of 
Computer Science & Communication by Preeti Aggarwal1 & 
Babita Rani. 
In 2012, “Comparative Performance Analysis of Haar, 
Symlets and Bior wavelets on Image compression using 
Discrete Wavelet Transform” was published in Internat ional 
Journal of Computers & Distributed Systems by Jashanbir 
Singh Kaleka and Reecha Sharma.  
4.1.3 Wavelet overview 
Wavelets are analyzed with respect to the scale. In wavelet 
analysis, the scale is playing a special role. Wavelet 
algorithms can process data at dif ferent scales or 
resolutions. Many researchers of this area related to 
wavelet feel that, one is adopting a whole new perspective 
in data processing by using wavelet.  
Wavelet is funct ion. It is used to satisfy certain 
mathematical requirement. It is used for represent ing a data 
or other functions. It ’s not a new idea. From early 1800’s 
the approximation using superposit ion of functions has been 
exist ing. Fourier has discovered that he could superpose 
sines and cosines to represent other funct ions.  
To comprise the bases of Fourier analysis, the researchers 
and scient ists have tried to f ine more appropriate functions 
than the sines and cosines. It  does a very poor job in 
approximating sharp spikes. With the help of wavelet 
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analysis, we can use approximating funct ions that are 
contained neatly in f ini te domains. Wavelets are well-suited 
for approximating data with sharp discont inuit ies.  
The wavelet analysis procedure is to adopt a wavelet 
prototype funct ion, which is called an analyzing wavelet or 
mother wavelet. There are two types of analysis which are 
performed with the wavelet prototype such as temporal 
analysis and frequency analysis. Temporal analysis is 
performed with a contracted, high frequency version of the 
prototype wavelet. Frequency analysis is performed with a 
dilated, low frequency version of the same wavelet. 
Because the original s ignal or funct ion can be represented 
in terms of a wavelet expansion, data operat ions can be 
performed using just the corresponding wavelet coeff icients. 
If  you want to select the best wavelets adapted to the data 
or try to truncate the coeff icients below a threshold, your 
data is sparsely represented. This sparse coding is used to 
make wavelets an excellent tool in the f ield of data 
compression.  
The use of wavelets is evident in other applied f ields such 
as astronomy, signal and image processing, sub band 
coding, music, speech discriminat ion, nuclear engineering, 
magnetic resonance imaging, radar, earth quake predict ion, 
opt ics, turbulence, human vis ion and pure mathematics 
applications such as solving partial dif ferential equations.  
The image wavelet compression process consists of the 
following steps: Wavelet Transformation, Quantizat ion and 
Entropy Coding. The figure given below represents the 
block diagram of general compression and decompression 
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process and wavelet based image compression process.  
 
Figure – 4.1 Wavelet image compression routines 
 
Figure – 4.2 Block diagram of general compression and 
decompression process [32] 
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In this thesis, we have written most of the equations by 
refereeing to the book “Digital Image Processing" by R. C. 
Gonzalez and R. E. Woods and S. L. Eddins. 
4.1.4 Wavelet Property 
The fol lowing are most important properties of wavelets: 
  Admissibil ity Condit ions 
  Regularity Condit ions  
These are the two different propert ies which give the name 
wavelets. It can be seen that square integral function Ψ(t) 
sat isf ies the admissibi l i ty condit ion [33].  
 
This can be used to analyze the signal and after that 
reconstruct ion of the signal without any loss of information. 
In above equation Ψ(w) stands for the Fourier Transform of 
Ψ(t). The admissibil ity condit ion shows that the Fourier 
Transform Ψ(t) vanishes at the zero frequency, i.e. [33].  
 
I t  means that wavelets must have a band pass l ike 
spectrum. I t is used to construct the eff icient wavelet 
transform.  
In above equation, zero at the zero frequency means that 
the average value of the wavelet with respect to time 
domain must be zero, i .e.  
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In other words, Ψ(t) must be a wave. 
The product of the wavelet transformation with respect to 
t ime bandwidth is the square of the input signal. The 
wavelet transformation of the one dimensional funct ion is 
two dimensional and the wavelet transformation of the two 
dimensional funct ion is four dimensional.  
The wavelet property, admissibil ity condit ion, is not a 
desirable property in most practical applicat ions. It imposes 
some addit ional conditions in the wavelet funct ions. It 
decreases the wavelet transformation quickly while scale s 
is decreasing. This is the regularity condit ion. It states that 
the wavelet function must have some smoothness and 
concentrat ion in both frequency and time domains. It is a 
very complex concept.  It can be explained with the concept 
of vanishing moments.  
 
In above equation, if  we expand the wavelet transformation 
into the Taylor Series at level t=0 unt il the order n, we get 
[33] 
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In above equation f (p)  is stands for the P t h derivative of 
funct ion f  and O(n+1) represent the rest of the expansion.  
If  we def ine the moments of the wavelet by Mp ,  where 
 
Then we can rewrite above equation of Taylor Series into 
the f inite development, i.e.  
 
In admissibi l i ty condit ion, we have already 0 th  moment, i.e. 
M0 = 0. So that the f ist term of the right hand site in above 
equations must be zero. If  we can manage to make the 
other moments as zero up to the Mn,  then the wavelet 
transform coeff icients Ψ(s,t) wil l decay as fast as sn+2 for a 
smooth signal f(t).  This is known as the vanishing moments 
or approximation order in l i terature.  
If  any wavelet has N  vanishing moments, then the 
approximation order of the wavelet transform is also N.  The 
moments do not have to number of vanishing moments 
required depends heavily on the application [34].  
As a summary of these both condit ions, regularity condit ion 
gave us the wave and the vanishing moments gave us the 
fast decay of let. I f  we put both together then it gave the 
wavelet.  
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4.1.5 Image Quality Evaluation 
The image quality can be evaluated following two dif ferent 
methods: 
  Object ive 
  Subjective 
Objective Method: - These methods are based on 
computable distort ion measures. A standard objective 
measure of image quali ty is reconstruct ion error. Suppose 
that one has a system in which an input image element 
block { x(n) }, n=0,1….,N-1  is reproduces as { y(n) }, 
n=0,1...,N-1 .  The reconstruction error r(n)  is def ined as the 
dif ference between x(n) and y(n).  
 
The variances of x(n), y(n) and r(n) are σ2x,  σ2y and σ2r.  In 
the special case of zero-means signals, variances are 
simply equal to respect ive means-square values over 
appropriate sequence length M .   
 
A standard object ive measure of coded image quality is 
Signal-to-Noise Ratio (SNR) which is defined as the ratio 
between signal variance and reconstruction error variance 
(MSE) usually expressed in decibels (dB). 
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When the input s ignal is an R-bit discrete variable, the 
variance or energy can be replaced by the maximum input 
symbol energy (2R-1)2.  For the common case of 8 bits per 
picture element of input image, the Peak Signal-to-Noise 
Ratio (PSNR) can be def ined as 
 
SNR is not adequate as a perceptually meaningful measure 
of picture quali ty,  because the reconstruct ion errors in 
general do not have the character of signal independent 
addit ive noise, and the seriousness of the impairments 
cannot be measured by a simple power measurement [37].  
Small impairment of an image can lead to a very large value 
of σ2r and, consequently, a very small value of PSNR, in 
spite of the fact that the perceived image quality can be 
very acceptable. In fact, in image quali ty is perceptual 
quality. The distort ion is specif ied by Mean Opinion Score 
(MOS) or by Picture Quality Scale (PQS) [38] [39].  
In addit ion to the commonly used PSNR, we chose to use a 
perception based subjective evaluation, quant if ied by MOS, 
and a perception based object ive evaluation, quant if ied by 
PQS, for the set of distorted images [40].  
The double st imulus impairment scale method uses 
reference and test condit ions which are arranged in pairs 
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such that the f irst  in the pair is the unimpaired reference 
and the second is the same sequence impaired. The method 
uses the f ive grade impairment scale with proper 
description for each grade:  
Grade Meaning 
5 impercept ible 
4 perceptible, but not annoying 
3 sl ight ly annoying 
2 annoying 
1 very annoying 
Table – 4.1 Grade of image quality evaluation 
MOS for each test condit ion and test image are calculated  
 
Where i is grade and  
 p(i) is grade probabil i ty.  
Subjective Method: - Subjective assessments methods of 
image qual ity are experimentally dif f icult and lengthy, and 
the results may vary depending on the test condit ions. 
Instead of MOS, i t used PQS methodology which was 
developed in the last few years for evaluating the quali ty of 
compressed images. It combines various perceived 
distort ions into a single quantitat ive measure. The PQS 
methodology uses some of the properties of HVS relevant to 
global image impairments, such as random errors, and 
emphasizes the perceptual importance of structured and 
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localized errors. PQS is constructed by regressions with 
MOS, which is a f ive level grading scale. PQS closely 
approximates the MOS in the middle of the quali ty range. 
For very-high-quali ty images, i t  is possible to obtain values 
of PQS larger than 5. At the low end of the image quality 
scale, PQS can obtain negative values also. It was the 
reason that i t uses subject ive evaluat ion.  
4.1.6 Fourier Analysis  
The Fourier representat ion of the funct ions as a sure 
posit ion of sines and cosines has become more popular 
everywhere for analytical and numerical solutions of 
dif ferent ial equations. It also used for the analysis and 
treatment of dif ferent communications signals.  
Fourier represents the functions in the fol lowing transforms: 
  Fourier Transforms (FT) 
  Discrete Fourier Transforms (DFT) 
  Windowed Fourier Transforms (WFT) 
  Fast Fourier Transforms (FFT) 
 4.1.6.1 Fourier Transforms (FT) 
The main uti l ity of Fourier transforms is, it  can analyze the 
signal in the t ime domain for i ts frequency content. It  is the 
main abili ty of Fourier transforms. It works as, f irst i t  
translates the function into the t ime domain, and then it 
translates the function into the frequency domain. The 
signal is also analyzed for its frequency content because 
Fourier coeff icient of the transformed funct ion represents 
the contr ibution of each sine and cosine function at each 
frequency. The inverse Fourier transform of signal is also 
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possible. It can transform the signal or data from the 
frequency domain into the t ime domain. 
 4.1.6.2 Discrete Fourier Transforms (DFT) 
The Discrete Fourier Transform (DFT) est imates the Fourier 
transform of a function from a f inite number of its sampled 
points. This sample points may be typical of what the signal 
looks l ike at al l  other t imes.  
It has the symmetr ic property. These propert ies are almost 
same as the Continuous Fourier Transform (CFT). Inverse 
Discrete Fourier Transformation formula is easily derived 
and calculated by using the one for the Discrete Fourier 
Transform because both the formulas are ident ical and 
almost the same formula.  
 4.1.6.3 Windowed Fourier Transforms (WFT) 
Here we take the example to understand the Windowed 
Fourier Transforms (WFT). If  f(t) is a non-periodic signal, 
the summation of the periodic functions, sine and cosine, 
does not represent the signal accurately. We can extend the 
signal to become a periodic but it  requires the addit ional 
cont inuity at the end points of the signal. 
The WFT is the solution of the problem for represent ing the 
non-periodic signal in a better way. It can give the 
information about the signals simultaneously in both t ime 
and frequency domain.  
In WFT, the input signal f (t ) can be divided into dif ferent 
sections. Each section can be analyzed for i ts frequency 
content separately. If  the signal has sharp transit ions, i t 
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windows the input data, so that the sect ions coverage to 
zero at the end points. This windowing is accomplished 
through the weight funct ion that places less emphasis near 
the interval’s end points than at the middle. The effect of 
the window is to localize the signal in t ime. 
 4.1.6.4 Fast Fourier Transform (FFT) 
To approximate the funct ion by using samples and to 
approximate the Fourier integral by using DFT, it  requires to 
apply a matrix with the order of the number sample points n . 
To increase the number of sample points quickly, i t 
mult ipl ies an n x n matrix by a vector cost on the order of n2  
arithmetic operations.  
If  the samples are uniformly spaced, then the Fourier matrix 
can be factored into a product of just a few sparse matrices. 
The result ing factors can be applied to the vector in a total 
of  order nlogn ar ithmetic operat ions. This is known as Fast 
Fourier Transform (FFT). 
4.1.7 Types of Wavelets  
Several famil ies of wavelets that have proven to be 
especially useful are included in the wavelet toolbox. Here 
f ive dif ferent types of wavelets are used for image 
compression. The detai ls of these wavelet famil ies have 
been shown below [41]:  
  Haar 
  Daubechies 
  Biorthogonal 
  Symlets  
  Coif let  
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 4.1.7.1 Haar Wavelet 
The f irst  DWT was invented by the Hungarian 
mathematician Alfred Haar in 1909. Haar wavelet is the f irst 
and simplest method. It is the simplest of al l wavelets and 
its operation is easy to understand. It has its own l imitations 
also. It is piecewise constant and hence produces irregular, 
blocky approximations [42].  
There are several other wavelets available l ike the 
Daubechies wavelet, Donoho's wavelet, Meyer wavelet, etc. 
However these wavelets are not easy to comprehend and 
are also computationally intensive [42].  
 4.1.7.1.1 1-D Haar Wavelet Transform 
Scaling Function: 
The figure given below shows the 1-D Haar Scaling 
Function: 
 
Figure – 4.3 1D Haar Scaling Function [42] 
The 1-D Haar wavelet of above figure is expressed as 
shown below: 
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For ф :  R  R :  
 
The Haar scaling funct ion is given by 
 
 
Here j refers to the di lat ion and k refers to the translat ion. 
The above scaling funct ion can be expressed as[42]: 
 
Wavelet Function: 
The f igure given below shows the 1-D Haar Wavelet 
Function: 
 
Figure – 4.4 1D Haar Wavelet Function [42] 
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For Ψ :  R  R :  
 
The wavelet funct ion in general can be expressed as: 
 
Where Ψ j , k  belongs to the W j  subspace and  Ψ  belongs to 
the W o subspace[42].  
 
4.1.7.1.2 2-D Haar Wavelet Transform 
Scaling and Wavelet Functions: 
The 2D scal ing and wavelet funct ions are expressed as 
follows: 
 
 
Where H represents the Horizontal Components, V 
represents the Vertical Components and D represents the 
Diagonal Components [42].  
 4.1.7.2 Daubechies (db4) Wavelet  
I t  is a family of orthogonal wavelets. It def ines the discrete 
wavelet transform. It can be characterized by a maximum 
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number of vanishing moments for some given support. Each 
wavelet type of this class has a scaling funct ion which is 
known as father wavelet. It  generates an orthogonal mult i  
resolution analysis.   
 
 
The wavelet funct ion value is calculated from each iteration 
in the wavelet transform step. The index i is incremented by 
two with each iterat ion, and wavelet function values are 
calculated. 
 4.1.7.3 Biorthogonal Wavelet 
The biorthogonal family of wavelets exhibits the property of 
l inear phase, which is needed for s ignal and image 
reconstruct ion. By using two wavelets, one for 
decomposition and the other for reconstruct ion instead of 
the same single one, interest ing properties are derived. The 
f igure given below on left side represent decomposit ion and 
on right side represent reconstruction.  
 
 Figure – 4.5 Bior 1.5 Wavelet function waveform 
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 4.1.7.4 Symlets Wavelet 
The Symlets are nearly symmetr ical wavelets proposed by 
Daubechies as modif icat ions to the db family.  The 
propert ies of the two wavelet fami lies are similar. There are 
7 dif ferent Symlets functions from sym2 to sym8. The f igure 
given below shows the sym2 funct ion.  
 
Figure – 4.6 Sym2 wavelet function waveform 
  4.1.7.5 Coiflet Wavelet  
Coiflet are discrete wavelets designed by Ingrid 
Daubechies, at the request of Ronald Coifman, to have 
scaling funct ions with vanishing moments. This looks l ike 
Bk=(-1)kCN- 1 - k  
Where k is the coeff icient index  
   B is a wavelet coeff icient  
   C is a scal ing function coeff icient and  
   N is the wavelet index 
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4.1.8 Transformation  
 4.1.8.1 One-Dimensional Wavelet Transform 
The one-dimensional discrete wavelet transform can be 
described in terms of a f i lter band as shown in the f igure 
given below [43]:  
 
Figure – 4.7 One dimensional wavelet transform [43] 
An input s ignal x[n] is applied to the low pass f i lter l [n] and 
to the analysis high pass f i l ter h[n]. The odd samples of the 
outputs of these f i lters are then discarded, corresponding to 
a decimation factor of two. The decimated outputs of these 
f i lters const itute the reference signal r [k] and the detail  
signal d[k] for a new-level of decomposit ion. During 
reconstruct ion, interpolat ion by a factor of two is performed, 
followed by f i ltering using the low pass and high pass 
synthesis f i lters l [n] and h[n]. Final ly, the outputs of the two 
synthesis f i l ters are added together [43]. 
The above procedure can be expressed mathematically as 
the following equations.  
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 4.1.8.2 Multilevel Decomposition Wavelet Transform 
In a mult i level decomposit ion, the above process is 
repeated. The previous level’s lower resolution reference 
signal ri[n] becomes the next level sub-sampling input,  and 
its associated detail  s ignal di[n] is obtained after each level 
f i ltering. The f igure given below shows this procedure [43].  
 
Figure – 4.8  Three level  decomposit ion for wavelet  t ransform [43]  
The original signal x[n] is input into the low-pass f i lter l [n] 
and the high pass f i lter h[n]. After three levels of 
decomposition, a reference signal r3[n] wi th the resolut ion 
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reduced by a factor of 23 and detai l signals d3[n], d2[n], 
d1[n] are obtained. These signals can be used for signal 
reconstruct ion. 
The three levels of wavelet transform implementat ion are 
shown in the f igure given below [43]: 
 
Figure – 4.9 Wavelet transform implementation [43]  
The wavelet transformation can be divided into following 
three categories: 
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  Continues Wavelet Transformation 
  Semi discrete Wavelet Transformation 
  Discrete Wavelet Transformation 
The above distinct ion among the various types of wavelet 
transformation depends on the way in which the scale and 
shif t parameters are discredited. 
 4.1.8.3 Continues Wavelet Transform 
The Continuous Wavelet Transform (CWT) is used to divide 
a continuous-t ime funct ion into wavelets. Unlike the Fourier 
transform, it possesses the abil ity to construct a t ime 
frequency represented of a signal. It  of fers very good t ime 
and frequency localization [43]. 
 
Figure – 4.10 Example of how a coefficient is found [43] 
The wavelet analysis described in the introduct ion is known 
as the continuous wavelet transform. Formally i t can be 
written as: 
 
Where * denotes the complex conjugat ion.  
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The above equation shows how a function f(t)  is 
decomposed into the set of basic functions Ψs,τ(t),  which is 
called the wavelets. The variable scale s and translation τ , 
are the new dimensions after the wavelet transformed. The 
equation given below represents the inverse wavelet 
transforms [43]. 
 
The wavelets are generated from a single basic wavelet 
Ψ(t),  the so-called mother wavelet, by scaling and 
translating: 
 
Where s is the scale factor, τ  is the translation factor and 
the factor s -1 /2 is for energy normalizat ion across the 
dif ferent scales. 
 
Figure – 4.11 Continuous wavelet transform [31]  
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Figure – 4.12 Continuous wavelet analyses [31] 
The above given f igure represents the cont inuous wavelet 
analysis. In the top signal (gold standard) to be 
decomposed is shown. In the bottom corresponding wavelet 
coeff icients are depicted [31]. 
4.1.8.4 Semi Discrete Wavelet Transform 
I t  is more convenient to consider wavelet transformation for 
semi discredited values a and b . For example the dyadic 
scales a=2 j  and inter shif ts b=2 jk with (j,k)ЄZ2 , I t ’s called 
the scheme Semi discrete Wavelet Transform (SWT) [31].  
The transform wil l be reversible i f the corresponding set of 
templates def ines a wavelet frame. In other words, the 
wavelet must be designed such as: 
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Where A and B  are two posit ive constants cal led frame 
bounds. Here we must integrate to get wavelet coeff icients, 
the f (t ) is sti l l a continuous funct ion [31].  
4.1.8.5 Discrete Wavelet Transform 
In a functional and numerical analysis, the DWT is any 
wavelet transform for which the wavelets are discretely 
sampled. The main advantage with respect to other wavelet 
transform is, it  has over Fourier transforms is temporal 
resolution. It can capture both frequency as well as local 
information.  
The one dimensional discrete wavelet transform of an input 
signal consists of discrete sets of coeff icients.  It  is most 
often represented as an iterated structure of cascading low-
pass and high pass f i l ters.  The cascading of the f i l ters 
gives way to the mult i-resolut ion analysis of the DWT and 
ult imately capabil i ty of denoising. The f igure given below 
represents the general wavelet coeff icient of analysis and 
synthesis f i l ter bank [44].   
Chapter - 4 Experimental  Studies and Comparison of              
Various Image Compression Algorithms  
149 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
 
Figure – 4.13 Analysis fi lter bank [44]  
 
 
Figure – 4.14 Synthesis fi lter bank [44] 
The f igure given below shows the DWT analysis and 
synthesis system and 2-D DWT analysis f i lter bank. 
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 Figure – 4.15 DWT analysis and synthesis system [32]  
 
Figure – 4.16 2D DWT analysis f i lter bank [32] 
The discrete wavelet transform of an image produces a 
mult i-resolut ion representation where each wavelet 
coeff icient represents the information content of the image 
at a certain resolution in a certain posit ion.  Similar to the 
1-D case, cascades of high and low f i lters are applied in 
order to decompose the image. The f igure given below 
shows the 2-D wavelet transforms [44]:  
Chapter - 4 Experimental  Studies and Comparison of              
Various Image Compression Algorithms  
151 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
 
Figure – 4.17 2D Wavelet transform [44] 
In the above given f igure, left side is applying 1-D wavelet 
transform to all  rows. Middle side is applying wavelet 
transform to all  columns. Right side is applying wavelet 
transform in both direct ions. 
Here, we have discrete function f (n)  and the def inition of 
Discrete Wavelet Transform (DWT) is represented by : 
 
 Where Ψ j , k  is discrete wavelet def ined as: 
 
The parameters a, b are def ined in such a way that a=2 j and 
b=2 jk .  Sometimes the analysis is called dyadic as well.  The 
inverse transform is def ined in a similar way as: 
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For example, the image to be compressed has a dimension 
of M rows by N columns. The approach of the 2-D 
implementat ion of the DWT is to perform the one 
dimensional DWT in row direction and it is followed by a 
one dimensional DWT in column direction. A two 
dimensional row and column computat ion of DWT is 
depicted in the f igure given below [45]:  
 
Figure – 4.18 2D row and column DWT [45] 
In the above given f igure, LL is a coarser version of  the 
original image and it contains the approximation information 
which is in low frequency. LH, HL, and HH are the high-
frequency sub band containing the detail  information. 
Further computat ions of DWT can be performed as the level 
of decomposit ion increases. This concept is also shown in 
the f igure given below [45]:  
 
Figure – 4.19 Row and column decomposition [45] 
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In the above given f igure, the second level ( lef t) and third 
level (right) decomposit ions based on the principle of mult i 
resolution analysis show that the LL1 sub band shown in 
above 2-D row and column DWT f igure is decomposed into 
four smaller  sub bands: LL2, HL2, LH2, and HH2. 
4.1.9 Quantization  
Image quantization is the conversion of elements of the 
transformed image into a data representat ion that requires 
less data storage than the original image. Quantization is 
achieved by the fol lowing two step process:  
1.  Normalization 
2. Integer Conversion  
All t ransform methods concentrate most of the image 
energy in the low-frequency regions. Most of the data in the 
high-frequency regions have values that are negligible with 
respect to the values of the low-frequency regions. These 
negligible values represent detai ls of the original image. 
They are of such f ine resolut ion that the human visual 
system cannot distinguish when one compares the perfectly 
reconstructed image and the reconstructed image in which 
only transformed values of signif icant magnitude were 
retained.  
Normalization: - It  converts all negl igible values to 0 and 
simultaneously reduces the magnitude of the next level  of 
lower high-frequencies while preserving the magnitude of 
the lowest frequency components. Thus, normal izat ion is 
achieved by div iding each element in the transformed image 
by a value known as a “quantizer”. It  is important to select a 
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quantizer that wil l reduce all negligible values to 0.  
The next step in quantization is the conversion of these 
normalized values to integer values. This process is 
achieved by the fol lowing operation: 
 
Where f(x, y) is the transformed coeff icient, q(x, y) is the 
quantizer, and fq(x,  y)  is the normalized value converted to 
an integer.  
Integer Conversion: - I t  changes the normalized data into 
a set of integer values that can be encoded in such a way 
as to minimize their storage requirements. The quantizer 
must be adjusted to dif ferent frequency regions of the 
transformed image. In the low-frequency region, the 
quantizer must have relat ively low value and, in the high-
frequency region, the quantizer must have a relat ively high 
value. This quantizer adaptation is accompl ished by the use 
of “non-uniform” quantization. Non-uniform quantizat ion 
ut il izes two parameters: 
  Shif t ing Size 
  Step Size 
Shifting Size: - This parameter is used to adjust the value 
of the quant izer for a given step size to dif ferent regions of 
the transformed image.  
Step Size: - This parameter is used to determine the range 
of quant izat ion. The minimum shift ing size of 1 
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corresponding to the step size of 1 allows the quantizer to 
be adjusted for each element in the transformed image.  
During the quantizat ion, the image is divided into 10 blocks; 
the f irst four wil l be 64 x 64 pixels, then three will  be 128 x 
128, and the remaining three of 256 x 256 pixels. Every 
block executes the same quantization process. The f igure 
given below represents this as a block diagram. 
 
Figure – 4.20 Quantization and RLE block diagram 
Before processing each block, some parameters should be 
prepared. Among this one parameter is the blockthresh. An 
array is used to hold these 10 block blockthreshes: 
Blockthresh [10] = {0, 39, 27, 104, 79, 51, 191, 999,                         
9999, 99999} 
For example: Block 1’s blockthresh is 0, Block 10’s 
blockthresh is 99999. 
The next values that need to be calculated are the sixteen 
thresholds for each block, thresh1~thresh16; the formula to 
calculate this value is as fol lows: 
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The threshn  is the n th  thresh value in a block, and n value is 
from 1 to 16. Values min and max are the minimum and 
maximum pixel  values within this block. After these numbers 
are computed, each block can run the quantizat ion process. 
First,  each input pixel’s absolute value is compared with its 
corresponding blockthresh[n]. If  it  is smaller than the 
blockthresh value, the original pixel value is assigned to a 
constant value ZERO_MARK, which should be def ined by 
the user.  
The pixel values of the total image have been changed into 
integer values between 0 and 16, without changed the total 
image size. Also, because the values blockthresh[8], 
blockthresh[9] and blockthresh[10] are very large value, the 
absolute pixel value calculated from the wavelet transform 
routine wil l not exceed 99999. Therefore, these three block 
pixel values after the quant ization wil l always be 16. 
Because of this, the last three blocks do not need to be 
processed in the image wavelet compression 
implementat ion design. 
4.1.10 Encoding  
Image Encoding is the f inal step in the image compression 
process using wavelet where integer values of the 
quantized image are converted to binary symbols that 
require, on the average, less storage than the integer 
representation. Typically, zero and posit ive integers less 
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than 255 require only 1 byte of storage, while al l  other 
integer values require at least 2 bytes of storage. Binary 
symbols are composed of sequences of 0 and 1 each 
requiring only a single bit of  storage. Thus, the bit 
requirements for the storage of a binary symbol equal the 
number of 0’s and 1’s that compose it . 
The object of encoding is to assign short binary symbols to 
integer values with a relat ively high probabili ty and longer 
binary symbols to integer values with a relatively low 
probabi lity.  
There are a number of different encoding schemes avai lable 
such as Variable Length Coding (VLC), Run Length Coding 
(RLC), etc.  
The VLC method assigns binary symbols to the integer 
values the length of which is a function of its probabil ity 
value. The RLC methods condenses streams of 0 values to 
special symbols cal led “tokens” whose binary representation 
requires less average storage than the assignment of a 
single bit to each of the consecut ive 0’s. 
The VLC method is applied to the nonzero values, while the 
RLC method is applied to the 0 values. The combination of 
these both methods give advantages of the quant izat ion 
effect of concentrat ing nonzero integer values in a small 
region in the upper left-hand corner of the image. 
In the case of the VLC method, a histogram analysis was 
f irst performed on the quantized image in order to 
determine the probabil ity of al l integer values. For the 
elements with the highest probabili ty, a smaller binary 
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symbol was used. The elements with the third, fourth, f i f th 
and sixth highest probabil it ies were assigned the binary 
symbols: 00, 01, 10, and 11, etc. For the values of the 
lowest probabili t ies, longer binary symbols were assigned. 
However, the average number of bits per binary symbol was 
always equal to the total entropy of the encoded image.  
Thus, the long binary symbols assigned to the integers with 
a low probabil i ty did not signif icantly increase the average 
storage requirements. Therefore, the RLC method reduces 
the number of 0’s.  If ,  for example, the fol lowing pattern of 
integers occurs: 13240000000000345, then the token (0:10) 
is assigned to 10 consecutive 0’s.  
The result ing representation is 1324(0:10)345. The token 
(0:10) wi ll be converted to a binary symbol using the VLC 
method. When quantized integers and tokens for the 
sequences of 0’s have been encoded, the data can be 
stored in a binary stream in which each binary symbol is 
dist inguished from its adjacent symbols by a special pref ix 
code. The quantized image can be recovered without loss 
by reversing this coding operat ion. 
4.1.11 Experimental Study 
Wavelet based image compression algorithm experiment is 
performed on Cameraman image. This experiment was 
performed in different algorithms such as Haar, Daubechies, 
Biorthogonal, Symlets and Coif let at different level. In our 
experiment we perform this study up to f ive levels. The 
following images represent the dif ferent algorithm at 
dif ferent decomposit ion level and compressed image. 
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Figure – 4.21 Original cameraman image 
 
Figure – 4.22 Histogram of cameraman image 
Mean 115.5 
Median 141 
Mode 8.56 
Standard Deviation 64.01 
Median Absolute Deviation 30 
Mean Absolute Deviation 54.26 
Table – 4.2 Statistics of cameraman image 
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Algorithm Decomposition Compressed Image 
Haar 
Level – 1 
 
 
 
Haar 
Level – 2 
 
 
 
Haar 
Level – 3 
 
 
 
Haar 
Level – 4 
 
 
 
Haar 
Level – 5 
 
 
Chapter - 4 Experimental  Studies and Comparison of              
Various Image Compression Algorithms  
161 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
Daubechies 
Level – 1 
 
 
 
Daubechies 
Level – 2 
 
 
 
Daubechies 
Level – 3 
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Daubechies 
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Biorthogonal 
Level – 1 
 
 
 
Biorthogonal 
Level – 2 
 
 
 
Biorthogonal 
Level – 3 
 
 
 
Biorthogonal 
Level – 4 
 
 
 
Biorthogonal 
Level – 5 
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Symlets 
Level – 1 
 
 
 
Symlets 
Level – 2 
 
 
Symlets 
Level – 3 
 
 
Symlets 
Level – 4 
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Coiflet 
Level – 1 
 
 
 
Coiflet 
Level – 2 
 
 
 
Coiflet 
Level – 3 
 
 
 
Coiflet 
Level – 4 
 
 
 
Coiflet 
Level – 5 
 
 
 
Figure – 4.23 Algorithms, decomposition level and 
compressed image  
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The fol lowing table shows the dif ferent wavelet based image 
compression algorithms at dif ferent decomposit ion level on 
cameraman image. 
Compression  
Algorithm 
(size in KB) 
Decomposition Level 
1 2 3 4 5 
Haar  25 11 9 10 10 
Daubechies  26 12 10 10 9 
Biorthogonal  61 54 50 49 50 
Symlets  62 55 51 52 52 
Coiflet  62 55 50 49 49 
Table – 4.3 Cameraman image compression result 
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Figure – 4.24 Haar wavelet image compression chart 
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Daubechies Wavelet Image compression
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Figure – 4.25 Daubechies wavelet image compression chart 
 
Biorthogonal Wavelet Image Compression
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Figure – 4.26 Biorthogonal wavelet image compression chart 
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Symlets Wavelet Image Compression
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Figure – 4.27 Symlet wavelet image compression chart  
 
Coiflet Wavelet Image Compression
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Figure – 4.28 Coiflet wavelet image compression chart 
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4.1.12 Conclusion  
From the experimental  study of cameraman image of 
dif ferent algorithms at dif ferent level, it  can be concluded 
that when the decomposit ion level is increased, the 
compressed image size decreases which is shown in the 
above table. This experimental study concludes that the 
best compression is performed by Haar and Daubechies 
wavelet image compression algorithm. Symlets, 
Biorthogonal and Coif let wavelet image compression 
algorithms are also compressed the image at good level.  
 
4.2 JPEG COMPRESSION ALGORITHM 
4.2.1 Introduction 
The Joint Photographic Experts Group developed the JPEG 
algorithm in the late 1980’s and early 1990’s.   
JPEG standard has been established by International 
Standards Organizat ion (ISO) and Internat ional Electro-
Technical Commission (IEC). The performance of these 
coders general ly degrades at low bit  rates mainly because 
of the underlying block-based Discrete Cosine Transform 
(DCT) scheme. The JPEG standard specif ies the following 
three modes for lossy encoding and one mode for lossless 
encoding: 
Lossy Encoding Modes: 
1. Sequential 
2.  Progressive 
3. Hierarchical  
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While discussing the nature of the compression algorithm, it 
is the best or excellent algorithm for image compression. It 
can compress ful l  24 bits color photographs or any gray 
scale photos which include many dif ferent shades of gray. 
This algorithm can not work properly with the web graphics, 
scanned text, l ine art, or any other images with sharp 
transit ion at the different edges of objects.  
This algorithm can adjust the image compression ratio. That 
is the main feature of the image compression algorithm. As 
per user requirement the size and quality of the f inal image 
or compressed image can be determined. The image can be 
highly compressed with less quali ty or less compressed with 
high quality. Here the quality and size are the opposite of 
each other.   
4.2.2 JPEG Compression 
A different set of standards has to be created for 
compressing images of any size. Joint Photographic Expert 
Group is the f irst standard, which is known as JPEG and it 
is most widely used one. It is a very simple and easy to use 
standard that is based on the Discrete Cosine Transform 
(DCT). In JPEG compression there are main two processes 
[46]:  
1.  Encoder 
2. Decoder 
The f igure given below shows the block diagram of JPEG 
Encoder and JPEG Decoder.   
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Figure – 4.29 DCT based Encoder process [46]  
 
 
Figure – 4.30 DCT based Decoder process [46]  
There are main three components, which as fol lows: 
1. FDCT 
2. Quantizer 
3. Entropy Encoder 
Forward Discrete Cosine Transform (FDCT): The images 
are f irst parti t ioned into non-overlapping blocks of size 8x8. 
The image samples are shifted from unsigned integers with 
range [0, 2p-1] to signed integers with range [-2p-1, 2p-1], 
where p is the number of bits, here, we use p=8. JPEG 
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specif ies neither any unique FDCT algorithm, nor any 
unique IDCT algorithms.  The implementations may 
therefore differ in precision and JPEG has specif ied an 
accuracy test as a part of the compliance test [46].  
Quantization: The 64 coeff icients from the FDCT outputs 
are quantized according to the quantizat ion table. The main 
objective to compress the image is that each step should be 
chosen as the perceptual threshold or just not iceable 
distort ion without visible art ifacts. To set the quantization 
table psycho visual experiments are performed. This 
appears in ISO-JPEG standard as a matter of information, 
but not as a requirement.  
The quantized coeff icients are zig-zag scanned. The DC 
coefficient is encoded as a dif ference from the DC 
coefficient of the previous block and 63 AC coeff icients are 
encoded into pair [46].  
Entropy Coder: This is the last and f inal  processing step of 
the JPEG encoder. The JPEG standard specif ies two 
entropy coding methods: 
1. Huffman Coding 
2. Arithmetic Coding  
The baseline sequential JPEG uses Huffman coding only, 
but codecs with both methods are specif ied for the other 
modes of operation. Huffman coding requires that one or 
more sets of coding tables are specif ied by the application. 
The same table used for compression is used to 
decompress it. The baseline JPEG uses only two sets of 
Huffman tables – one for DC and the other for AC [46].  
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4.2.3 JPEG Standard  
JPEG compression scheme has introduced and created an 
internat ional standard for image compression in the 
Consultat ive Committee on International Telephone and 
Telegraph (CCITT) and International Standard Organization 
(ISO). It is a lossy compression scheme based on DCT 
algorithm.  
JPEG lossless compression scheme are also proposed for 
some applications with the requirement for losslessness in 
the quality of the decompressed image. It is normal ly used 
for medical images. The JPEG lossless scheme is based on 
a completely dif ferent approach to the lossy scheme. A 
general block diagram of JPEG compression is shown in the 
f igure given below :  
 
Figure – 4.31 JPEG standard block diagram [47] 
The quantization procedure quantizes the DCT coeff icients 
to the quantization steps at corresponding posit ions in the 
quantization table. For dif ferent block sizes, the 
quantization tables are dif ferent.  This is the lossy 
compression method, so some information of the original 
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image is lost and cannot be restored possibly affect ing 
image quality [47].  
4.2.4 JPEG Compression Process  
JPEG is a lossy compression scheme for color and gray 
scale images. It works on ful l 24-bit color. It is designed to 
be used with photographic material and natural ist ic artwork. 
It is not the ideal format for l ine-drawings, textual images, 
or other images with large areas of solid color or a very 
limited number of dist inct colors. The f igure given below 
shows the step in JPEG image compression process. 
 
Figure – 4.32 JPEG compression steps 
The input to JPEG is three color planes of 8-bits per-pixel 
each represent ing Red, Blue and Green (RGB). These 
colors are used by hardware to generate images. The 
following steps are performed in JPEG image compression:  
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1. Divide the image into 8x8 sub images. 
2. Shif t the gray-levels in the range (-128, 127).  
3. Apply DCT on the part it ioned image (64 coeff icients 
wi ll be obtained: 1 DC coeff icient and 63 AC 
coeff icients).  
4.  Quantize the coeff icients and the less signif icant 
coeff icients are set to zero. 
5. Order the coeff icients using zig-zag ordering and the 
coeff icients obtained are in order of increasing 
frequency. 
The f irst step of JPEG compression is opt ional. This step 
converts the RGB into YIQ color planes. The YIQ color 
planes are designed for better human perception.  The Y 
plane is designed to represent the brightness of the image. 
It is a weighted average of red, blue and green (0.59 Green 
+ 0.30 Red + 0.11 Blue). The weights are not balanced 
since the human eye is more responsive to green than to 
red, and more to red than to blue. The I (interphase) and Q 
(quadrature) components represent the color hue 
(chrominance). 
The next step of the JPEG algorithm is to part it ion each of 
the color planes into 8x8 blocks. Each block is coded 
separately. The f irst step in coding a block is to apply a 
cosine transform across both dimensions. It returns an 8x8 
block of 8-bit frequency terms. It does not introduce any 
loss, or compression. The block-size is motivated by 
wanting it to be large enough to capture some frequency 
components but not so large that i t  causes “frequency 
spil l ing”.  
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After the cosine transform, the next step applied to the 
blocks is to use uniform scalar quantizat ion on each of the 
frequency terms. This quantization is controllable based on 
user parameters. It  is the main source of information loss in 
JPEG compression. The human eye is more perceptive to 
certain frequency components than to others. JPEG allows 
the quantizat ion scaling factor to be different for each 
frequency component. The scaling factors are specif ied 
using an 8x8 table that is used simply to element-wise 
divide the 8x8 table of frequency components. JPEG 
def ines standard quantization tables for both the Y and I-Q 
components. The table for Y is shown as: 
 
Figure – 4.33 Default quantization table 
In this table the largest components are in the lower-right 
corner. This is because these are the highest frequency 
components which humans are less sensit ive to than the 
lower-frequency components in the upper-left corner. The 
select ion of the particular numbers in the table seems 
magic, for example the table is not even symmetr ic, but i t  is 
based on studies of human perception. 
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Figure – 4.34 Zig-Zag scanning of JPEG block 
JPEG compression then compresses the DC component 
separately from the other components. Here DC component 
is on upper left most corners. It uses a difference coding by 
subtracting the value given by the DC component of the 
previous block from the DC component of this block. The 
DC component is often similar to block-to-block so that 
dif ference coding it wi ll give better compression. 
4.2.5 The JPEG Algorithm  
JPEG compression and decompression process consist of 
four distinct and independent steps.   
Step – 1: Divide the Image  
In this step image is div ided into 8 x 8 pixel blocks. 
Step – 2: Conversion to the Frequency Domain  
In this step Discrete Cosine Transform is applied to each 
block to convert the information from the spatial domain to 
the frequency domain.  
Step – 3: Quantizat ion  
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In this step the frequency information is quant ized to remove 
unnecessary information. 
Step – 4: Entropy Coding  
In this step f inal bit  stream is compressed by using standard 
compression techniques. The report wil l analyze the 
compression of a gray scale image, and wil l then extend the 
analysis to decompression and to color images. 
Step – 1: Divide the Image  
JPEG Image compression algorithms are used to compress 
the image. I t wil l  compress the ent ire image and it gives the 
opt imal results. The f irst step of this algorithm is to divide 
the image; i t  divides the image into matrices of 8 X 8 pixel 
blocks. The division of image into blocks begins at the upper 
lef t corner of the image, and it moves towards the bottom 
right corner. If  the image dimension is not 8 X 8, it  means 
that is not the mult iple of 8, then it adds the extra pixels at 
bottom right corner of the image and it is converted in form 
of mult iple of 8. This dummy blocks are easily removed from 
the image during the decompression of the image. 
It may bring some changes in color space. Most ly, one pixel 
is represented by 8 bit or 1 byte. Gray scale image have one 
per pixel and it must have the value in the range of 0 to 255. 
Here 0 represents the full black color and 255 represents 
the full  white color. Color images have 3 bytes per pixel . 
One byte for red color, one byte for green color, and one 
byte for blue color i .e. RGB color.  
The conversion of color space is possible. As per user 
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requirement the color space conversions are performed. In 
JPEG algorithm, it converts the RGB color space into YCbCr 
color space because it compresses more than RGB. This 
color space conversion can be done in l inear t ime. The color 
space conversion can be performed before the breaking into 
the blocks also.   
In this algori thm, 128 are subtracted from each byte in the 
64 byte block. It is used to change the scale of the byte 
values from 0…255 to -128…127. So the average value of 
the pixels wil l tend towards zero.  
The fol lowing image shows the examples for div ision of 
image into blocks. The image is divided into 8 X 8 metrics of 
pixel.  Here the size of image is double than the original 
size, so the blocks are dif f icult to see. This image is 200 X 
220 pixels that means it  wil l be separated into 700 blocks. 
Here some padding is added at the bottom of the image.  
 
Figure – 4.35 Example of Image Division 
Step – 2: Conversion to the Frequency Domain  
The second step of the algorithm is performing the 
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conversion. It converts the pixel information from the spat ial 
domain to the frequency domain. Quantizat ion is performed 
in the compression. The conversion is useful for making to 
the quantization process easier. By using the quantization, i t 
can be known which parts of the image are more important 
and which parts of the image are less important. These less 
important parts play more important role in compression 
process.  
Each value in the block represents the intensity of one pixel. 
After converting the block into the frequency domain, each 
value will be the amplitude of a unique cosine function. Each 
cosine functions have dif ferent frequencies. The block wil l  
represent by mult iplying the funct ions with their 
corresponding amplitudes and then wil l add the result 
together. In JPEG algorithm, it puts the funct ions separately 
during the compression process so that i t can remove the 
information, which has smal lest contribution to represent the 
image.  
The quantization process is used to remove the high 
frequency information, which results in a smaller 
representation of the image. Human are not able to see the 
higher frequencies, it  has some l imits.  So image will  give the 
dif ferent image that is represented in a computer. It looks 
nearest to the original as human, but not exact ly same as 
original.  
There are many algorithms available for conversing the 
spat ial information into frequency domain. The popular 
algorithm is Fast Fourier Transform (FFT).  The Discrete 
Cosine Transform (DCT) is faster than the FFT but the 
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condit ion is that,  there are no imaginary components 
available in image information. DCT is derived from the FFT. 
DCT requires some multipl icat ions than the FFT, so it  can 
perform only with real numbers. It gives some signif icant 
coeff icients in its result, which is mostly related to greater 
compression. DCT is mainly designed to work with one 
dimensional data, but the image data are given in the blocks 
of two dimensions. Another summing term is added in the 
DCT to convert the equation into two dimensional. Here one 
dimensional DCT is applied in one direct ion say x and once 
in another direct ion say y, it  wil l  give effectively two 
dimensional discrete cosine transform.  
A DCT, related to the Fourier Transform, can be used to 
discard higher frequency information that has l i tt le visual 
effect on the image. It is important to note that frequencies 
here refer to spatial f requencies rather than t ime 
frequencies. The DCT is central to JPEG compression. It  
performs no actual compression but it  decides what data can 
be discarded, and what data needs to be retained. Start ing 
with an 8 x 8 block of values, f(x, y), they can be 
transformed into a new set of values, F(u, v), by the Forward 
Discrete Cosine Transform. They can be converted back 
again to the original 64 values by the Inverse Discrete 
Cosine Transform. The equations used are [48]:  
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Where 
 
 
The 2D DCT equation is given in above f igure. Here it  is 
also given that, where C(u) = 1/√2 if  x is 0, and C(u) = 1 for 
all other cases.  In the above equation, f(x, y) is the 8 bit 
image value at (x, y) coordinates and F(u, v) is the new 
entry in the frequency matr ix [48].  
The above equation shows that only constants terms are 
represented before the brackets. Only 16 different terms will  
be required for each dif ferent pair of (u, v) values. We may 
compute this ahead of t ime. After that i t mult ipl ies the 
correct pair of cosine terms to the spat ial domain value for 
that pixel.  There wil l be 64 addit ions in the two summations, 
one per pixel.   
At last, it  mult ipl ies the sum by the three constants to get 
the f inal value in the frequency matr ix.   This wil l continue for 
all (u, v) pairs in the frequency matrix.  u and v may be any 
value from 0…7. The frequency domain matrix is just as 
large as the spat ial domain matrix.   
The frequency domain matrix contains the values from 1024 
to 1023.  The upper lef t entry of the matr ix is known as the 
DC value. It  is the average of the entire block and it is the 
lowest frequency cosine coeff icient.  To move right the 
coeff icients represent cosine functions in the vertical 
direction that increase in frequency. To move down, the 
coeff icients belong to increasing frequency cosine functions 
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in the horizontal direction. The highest frequency values 
occur at the lower right part of the matrix.  The higher 
frequency values also have a natural tendency to be 
signif icantly smaller than the low frequency coeff icients 
since they contribute much less to the image.   
The lower r ight half port ion of the matr ix is factored out after 
the quantizat ion process.  This wil l remove half of  the data 
per block. That is the reason that JPEG is so eff icient at 
compression. 
The most t ime consuming part of the JPEG image 
compression algorithm is to calculate the DCT. There are 
many dif ferent implementations of DCT which are possible. 
This implementation can replace al l the mult ipl icat ions with 
the shif t instructions and addit ions. 1D and 2D Discrete 
Cosine Transformation (DCT) equations are as fol lows:  
 
1-D DISCRETE COSINE TRANSFORMS [48] 
DCT Transform: 
 
 
Inverse Transform: 
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Scaling Factor: 
 
 
2-D DISCRETE COSINE TRANSFORMS [48] 
DCT Transform: 
 
Inverse Transform: 
 
 
Step – 3: Quantization  
Quantization is achieved by compressing a range of values 
to a single quantum value. When the number of discrete 
symbols in a given stream is reduced, the stream becomes 
more compressible. A quantization matrix is used in 
combinat ion with a DCT coeff icient matrix to carry out 
transformation. Quantization is the process where most of 
the compression takes place. DCT does not compress the 
image because it is almost lossless. Quantization makes use 
of the fact that higher frequency components are less 
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important than low frequency components. It  al lows varying 
levels of image compression and quality through selection of 
specif ic quantization matr ices. The range for quali ty levels 
is 1 to 100.  Here 1 gives the poorest image quality and 
highest compression, while 100 gives the best quality and 
lowest compression.  
The compressed image quality and compression ratio can be 
selected to dif ferent needs. JPEG committee suggests 
matr ix with quali ty level 50 as standard matrix. For obtaining 
quantization matrices with other quality levels, scalar 
mult ipl ications of standard quantizat ion matr ix are used.  
Quantization is achieved by div iding transformed image 
matr ix by the quantizat ion matrix used. Values of the 
resultant matrix are then rounded off . In the resultant matrix 
coeff icients situated near the upper left corner have lower 
frequencies. Human eye is more sensit ive to lower 
frequencies. Higher frequencies are discarded. Lower 
frequencies are used to reconstruct the image.  
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This places the elements of the coeff icient block in a 
reasonable order of increasing frequency. Since the higher 
frequencies are more likely to be zero after quantizat ion, 
this tends to group zero values in the high end of the vector 
[26].  
The coefficients of a block transformed by DCT are already 
quantized to a small degree, as they all have been rounded 
off to an integer of a set bit length. Study of the physiology 
and sensit iv ity of the human eye has revealed two important 
results for compression with DCT. 
When a block of pixels from a cont inuous tone image is 
transformed, many of the DCT coeff icients have values 
close to zero. The human visual system is quite insensit ive 
to errors in these coeff icients; values close to zero may be 
set to zero without much effect on visual quality. The f igure 
given below shows the quantizat ion equat ion that is used for 
each block in the image [48].  
 
Where Q(u,v) is the quant ized value 
  F(u,v) is the DCT coeff icient 
q(u,v) is the corresponding quantization value [48].  
 
Step – 4 : Entropy Coding  
This is the last and f inal step of image compression. After 
completion of the quantizat ion, the algorithm is left with 
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blocks of 64 values and many of  which are zero. To 
compress the data i t would col lect the ent ire zero and put 
value together, which is exactly done by the JPEG image 
compression algorithm. This algorithm uses a zig-zag order 
for encoding. It col lects the high frequency quantized values 
into long strings of zeros. 
To perform a zig-zag encoding on a block, the algorithm 
starts at the DC value and begins winding its way down the 
matr ix, which is represent in the f igure given below. It 
converts the 8 X 8 table into a 1 X 64 vector. The f igure 
given below shows the zig-zag order encoding and sequence 
obtained by zig-zag. 
 
Figure – 4.36 Zig-Zag ordered encoding 
The zig-zag order encode al l  the values from each blocks 
except one value i.e. DC value. All  these values have two 
tokens which are used to represent the values in f inal f i le 
except DC value. Token is the combination of size and skip 
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value i.e. {size, skip}. Here size value represents the 
number of bits required to representat ion of second token 
and skip value represents the number of zero that precede 
the token.  The second token represents simply the 
quantized frequency value. The end-of-block sentinel is 
required to add the end of each block. It is used to inform 
the decoder where one block ends and the next block 
begins.  
 
Figure – 4.37 Sequence obtained by zig-zag 
 Huffman Coding is used to encode the token information. It 
 scans the data written in token. It assigns some bits to 
 f requently occurr ing data and more bits for infrequently 
 occurring data. JPEG algorithm is al lowed to use the 
 standard Huffman table. It  also al lows the custom tables by 
 providing a f ield in the f i le that wil l hold the Huffman 
 table. 
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Delta encoding is used for DC value. In delta encoding, each 
DC value is compare with previous value in zig-zag order. 
The comparison is done on the basis of block by block. That 
is the only process that blocks are treated independently 
from each other.  
 
Zig – Zagging  
It  has been shown that DCT concentrates energy into the 
top-left coeff icients. The quantization matrices emphasize 
this trend. The quantized block is then rearranged in a zig-
zag order. These usually increase the run length of zeroes. 
The figure given below show the zig-zagging [48].  
 
Figure – 4.38 Zig-Zagging [48]  
Zero Run Length  
The output from the zig-zag scanning process is then zero 
run length. It counts the number of zeroes in the zero run 
length blocks prior to any non-zero value. It stores the 
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number of zeroes as an integer with f ixed bit length, 
followed by the non-zero value. For example [48]:   
23 1 2 1 0 0 0 -3 0 0 0 0 0 0 0 0 11 0 0 0 0 …… (rest 
zeroes).   
This is compressed to: (23) (0 1) (0 2) (0 1) (3 -3) (8 11) (0 
0) the (23) is the DC value, and is stored separately f rom 
the AC coefficients. The (0 0) indicates that the remainder of 
the block consists of zeroes. This is known as an End Of 
Block (EOB) indicator. If  there are sixteen zeros compressed 
using zero run length, they are indicated by placing 15 in the 
zero run length value, and 0 in the non-zero value (15 0). 
This is known as the Zero Run Length (ZRL) indicator [48].  
After zig-zagging, a 64-element vector is obtained. If  the 
last element in this vector is not reduced to zero by the 
quantization, the zero-run-length vector does not take an 
EOB indicator. The decompressing algorithm should be able 
to recognize that i t  has reached the 64-element l imit of  the 
block it is decompressing. It  can be seen that this reduces 
the number of bytes required to store the block of values. 
Mult iplexing the zero run length value and the non-zero 
value into a single byte can reduce this further [48].  
Huffman Encoding  
The JPEG standard supports several forms of Huffman 
coding to further reduce the number of bits required. The 
basic idea is to use variable length codes to represent 
image data, using shorter codes to represent data with a 
higher probabil ity of occurrence, and shorter codes for data 
with a lower probabili ty. The result is that a large 
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percentage of the coded data consists of very short codes, 
thereby reducing the overal l  amount of data for storage or 
transmission [48].  
There are a few distinctive characteristics of codes 
generated by Huffman coding [48]:  
1.  No two code words may consist of ident ical sequences 
of code bits.  
2.  No information other than the code itself is required to 
indicate the beginning and end of any code value.  
3.  For a given number of symbols arranged in descending 
order of probabili ty, the length of the associated code 
values wil l be such that the code associated with any 
given symbol wil l be less than or equal the length of the 
code associated with the next less probable symbol.   
4.  No more than two code words of the same length are 
alike in all  but their f inal bits.   
4.2.6 Experimental Study 
JPEG image compression algorithm experiment is performed 
on gray scale image Boat and Barbara and color image 
Mandril l  and Peppers image. In our experiment,  we 
performed this study on dif ferent image quality level such as 
20%(Low Quality),  40%(Good Quality), 60%(Better Quality) 
and 80%(Great Quality). The fol lowing images represent the 
original images and dif ferent image quality level with 
original image and compressed image. 
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Figure – 4.39 Original Boat and Barbara images 
 
Figure – 4.40 Histogram of Boat and Barbara images 
Boat Barbara 
Mean 130.7 Mean 111.3 
Median 144 Median 111 
Mode 151.4 Mode 155.3 
Standard  
Deviation 46.69 
Standard  
Deviation 57.43 
Median Absolute 
Deviation 18 
Median Absolute 
Deviation 45 
Mean Absolute 
Deviation 35.83 
Mean Absolute 
Deviation 48.61 
Table – 4.4 Statistics of Boat and Barbara images 
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Quality Boat Barbara 
20% 
Low 
Quality 
  
40% 
Good 
Quality 
 
 
60% 
Better 
Quality 
 
 
80% 
Great 
Quality 
 
 
Figure – 4.41 Image qual ity level  and compressed images of  Boat 
and Barbara  
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Figure – 4.42 Original Mandrill  and Peppers images 
 
Figure – 4.43 Histogram of Mandril l  and Peppers images 
Mandrill Peppers 
Mean 129.6 Mean 119.4 
Median 130 Median 120 
Mode 122.9 Mode 94.07 
Standard  
Deviation 42.33 
Standard  
Deviation 54.46 
Median Absolute 
Deviation 33 
Median Absolute 
Deviation 42 
Mean Absolute 
Deviation 34.94 
Mean Absolute 
Deviation 46.65 
Table – 4.5 Statistics of Mandril l  and Peppers images 
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Quality Mandrill Peppers 
20% 
Low 
Quality 
 
 
 
40% 
Good 
Quality 
 
 
  
60% 
Better 
Quality 
 
 
  
80% 
Great 
Quality 
 
 
  
Figure – 4.44 Image quality level and compressed images 
Mandril l  and Peppers  
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The table given below represents the different images at 
dif ferent image quality level with original image size and 
compressed image size. 
Image 
Original  
Size  
(in KB) 
Image Quality Level 
Low Good Better Best 
20% 40% 60% 80% 
Boat 173.6 16.1 24.3 31.8 49.5 
Barbara 181.4 18.5 27.6 35.3 51 
Mandrill 622.3 26.7 42.6 57 86.7 
Peppers 526.1 14.3 21.9 29.8 47.1 
Table – 4.6 Image quality level  
 
Image 
Original  
Size  
(in KB) 
Image Compression Time(in Sec) 
Low Good Better Best 
20% 40% 60% 80% 
Boat 173.6 5.2 7.9 10.3 16 
Barbara 181.4 6 9 11.5 16.6 
Mandrill 622.3 8.7 13.8 18.5 28.1 
Peppers 526.1 4.7 7.1 9.7 15.3 
Table – 4.7 Image compression time 
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Figure – 4.45 Quality Level v/s Compressed Image Size of 
Boat image chart  
 
 
Figure – 4.46 Quality Level v/s Compressed Image Size of 
Barbara image chart 
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Figure – 4.47 Quality Level v/s Compressed Image Size of 
Mandril l  image chart 
 
 
Figure – 4.48 Quality Level v/s Compressed Image Size of 
Peppers image chart 
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Figure – 4.49 Quality Level v/s Compression Time of Boat 
image chart  
 
JPEG Compression of Barbara Image
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Figure – 4.50 Quality Level v/s Compression Time of Barbara 
image chart  
Chapter - 4 Experimental  Studies and Comparison of              
Various Image Compression Algorithms  
199 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
JPEG Compression of Mandrill Image
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Figure – 4.51 Quality Level v/s Compression Time of Mandril l  
image chart  
 
JPEG Compression of Peppers Image
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Figure – 4.52 Quality Level v/s Compression Time of Peppers 
image chart  
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In the above given chart quality level-1 represent 20% 
quality;  level-2 represent 40% quality; level-3 represent 
60% quality and level-4 represent 80% quality level.   
4.2.7 Conclusion  
From the experimental study of dif ferent images at dif ferent 
image qual ity level, i t can be concluded that when you 
increase the image quality level, the compressed image size 
is also increase which is shown in above table. When you 
increased the image quality level, the image compression 
t ime required also increases which is shown in the above 
given table. 
 
  
4.3 VECTOR QUANTIZATION COMPRESSION ALGORITHM 
4.3.1  Introduction to Vector Quantization  
The technique of obtaining the compact representat ion of an 
image while maintaining al l the necessary information 
without much data loss is referred to as Image 
Compression.  
Image Compression can be classif ied into two types: 
Lossless and Lossy compression.  
Lossy compression can be broadly classif ied into two types:  
  Scalar Quantization (SQ)  
  Vector Quantization (VQ) 
A popular technique for source coding of image and speech 
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data since 1980 is VQ. Day by day the use of mult imedia, 
images and the other picture formats are rapidly increasing 
in a variety of applicat ion. It is very straight forward image 
compression approach.  
VQ has the particular advantage of being able to exploit 
prior knowledge on the images to be compressed. In this 
method, codebook has to be generated before compression. 
It is not a universal approach since it cannot work well for 
dif ferent types of images.  
Vector Quantization has been observed as an eff icient 
technique for image compression. There are mainly two 
components of VQ compression system:  
  VQ Encoder 
  VQ Decoder  
The f igure given below figure shows the VQ Encoder and 
Decoder:   
 
Figure – 4.53 VQ Encoder [49] 
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Figure – 4.54 VQ Decoder [49] 
4.3.1.1 What is VQ? 
A vector quantizer maps k-dimensional vectors in the vector 
space Rk  into a f inite set of vectors Y={y i  : i=1,2, ... ,N}.  
Each vector y i  is known as a Code Vector or a Code word. 
The set of all the code words is known as a Codebook.  
Associated with each code word, y i , is the nearest neighbor 
region called Voronoi Region. It is def ined as fol lows: 
 
The set of Voronoi regions parti t ion the ent ire space Rk 
such that:  
 
As an example we take vectors in the two dimensional case 
without loss of general ity.  The f igure given below shows 
some vectors in space.   
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In the f igure given below input vectors are marked with an 
X , code words are marked with red circles, and the Voronoi 
regions are marked with yel low color and separated with 
boundary l ines. 
 
Figure – 4.55 Code words in 2D space 
Associated with each cluster of vectors is a representat ive 
code word. Each code word resides in its own Voronoi 
region.  These regions are separated with imaginary l ines 
which are represented in above f igure. Given an input 
vector, the code word that is chosen to represent is the one 
in the same Voronoi region.  
The representative code word is determined to be the 
closest in Euclidean distance from the input vector.  The 
Euclidean distance is def ined as follows:  
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Where x j is the j th  component of the input vector, and y i j  is 
the j t h is component of the code word y i.   
4.3.1.2 Applications of VQ  
Vector Quantizat ion is used in many applicat ions. Following 
are the name of some applicat ions where VQ is used: 
  Image Compression 
  Voice Compression 
  Voice Recognit ion 
  Volume Rendering etc… 
4.3.1.3 Work process of VQ  
A vector quantizer is composed of two operat ions: Encoder 
and Decoder. The encoder takes an input vector and 
outputs the index of the code word that offers the lowest 
distort ion.  In this case the lowest distort ion is found by 
evaluating the Euclidean distance between the input vector 
and each code word in the codebook.  Once the closest 
code word is found, the index of that code word is sent 
through a channel.  The channel may be computer storage, 
communications channel,  and so on.  When the encoder 
receives the index of the code word, it  replaces the index 
with the associated code word.  The figure given below 
shows a block diagram of the operat ion of the encoder and 
decoder.  
Given an input vector, the closest code word is found and 
the index of the code word is sent through the channel.  The 
decoder receives the index of the code word, and outputs 
the code word. 
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Figure – 4.56 The Encoder and Decoder in VQ 
4.3.1.4 Performance measure in VQ 
There is no proper way to measure the performance of VQ.  
This is because the distort ion. VQ is evaluated by us 
humans and that is a subjective measure.  It uses Mean 
Squared Error (MSE) and Peak Signal to Noise Ratio 
(PSNR).  MSE is def ined as follows:  
 
Where M is the number of elements in the signal or image.  
 For example, i f  we want to f ind the MSE between the 
reconstructed and the original image, then we would take 
the difference between the two images pixel by pixel, 
square the results, and average the result, which is 
represented in above formula.  
The PSNR is def ined as fol lows:  
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Where n is the number of bits per symbol.   
For example, if  we want to f ind the PSNR between two 256 
gray level images, then we set n to 8 bits.  
4.3.2 Vector Quantization 
Image compression using Vector Quantization (VQ) is a 
lossy compression technique. It  is def ined as mapping Q of 
K-dimensional Euclidean space Rk into a f inite subset Y of 
Rk  Thus. 
 
Where y = (xi; i=1, 2...,  N) is the set of reproduction vectors 
and N is the number of vectors in Y. The f igure given below 
shows the conceptual diagram of Vector Quantization [50]. 
A vector quantizer is composed of two parts, encoder and 
decoder. An encoder wi ll compare each input vector with 
every code vector in the codebook and generate index 
which represent the minimum distort ion code vector from 
the input vector. A decoder takes the indexes to locate the 
code vector in codebook and generate the output vectors 
[50].  
A codebook is the set of f inite code vector for representing 
the input vector. The popular technique in codebook design 
is the Linde-Buzo-Gray (LBG) algorithm. The whole image 
partit ioned into sub blocks and al l  sub blocks are used 
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training this codebook [50]. 
 
Figure – 4.57 Conceptual diagram of Vector Quantization [50] 
The VQ system consists of an encoder, a decoder and a 
transmission channel which is represented in the above 
given f igure. The encoder and the decoder each have 
access to a codebook, Y. The codebook Y is a set of Y code 
words or code vectors, y, where each y is dimension n2 and 
has a unique index, j , and 0≤ j≤Y-1[50]. 
In this method, the given image is partit ioned into a set of 
non-overlapping image blocks X  = {x0,  x1 …., xm-1} of  size 4 
X 4 pixels each. For example Linde-Buzo-Gray (LBG), is 
used to generate a codebook C = {Y0,  Y1 ,  ….., YN-1}  the 
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given set of image blocks. The codebook C consists of a set 
of representative image blocks called code words. The VQ 
encoder f inds a closest match code word in the codebook 
for each image block and the index of the code word is 
transmitted to VQ decoder [50].  
The image is broken into blocks of pixels called t i les. Each 
image ti le of n X n  pixels can be considered a vector, u, of 
dimension n2.  For each image t i le, the encoder selects the 
code word y that yields the lowest distort ion by some 
distort ion measure d(u,y).  The index  j of that code word is 
sent through the transmission channel. If  the channel is 
errorless, the decoder retrieves the code word y associated 
with index j and outputs y as the reconstructed image ti le 
u[50].  
Mathematically, VQ encoding is a mapping from a k-
dimensional vector space to f inite set of symbols, J,  
VQ : u = (u1 , u2 ,  …… , uk)   j   
Where k=n2,  j  Є J,  and J has size J=Y. The rate, R, of the 
quantization is:  
R = log2Y 
Where R  is bit per input vector. The compression rate is 
R/n2  bits per pixel.  Typical ly, Y  is chosen to be a power of 
2,  so R is integer. Consequently, VQ encoding generates 
codes of R bits in length with every R-bit code 
corresponding to some yЄY. Two common distort ion 
measures are squared error [50].  
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and absolute error 
 
The performance of a vector quantizat ion system depends 
on the composition of the codebook. Several criterions may 
be used to design an optimal codebook. It may be desired 
that the average distort ion (Mean Squared Error) due to VQ 
is minimized. Another cr iterion is to maximize the entropy of 
the codebook; that is, to ensure that each of the code words 
is used equally frequently on the average. Once the 
criter ions are decided upon, the opt imal codebook must be 
determined [50].  
In the decoding phase, VQ decoder replaces the index 
values with the respective code words from the codebook 
and produces the quantized image, cal led as reconstructed 
image [50].  
The other image blocks are encoded ut il izing the correlation 
with the neighboring encoded image blocks. Let x be the 
input image block, and u and l be the upper and left 
neighboring code words respectively. Let the size of the 
given image block size be k = m x n.  The side match 
distort ion of a code word Y  can be defined as: 
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Side Match Vector Quantizat ion (SMVQ) sorts the code 
words according to their side match distort ions of al l code 
words and then selects NS  code words with smallest s ide 
match distort ions from the master book C of size N to form 
the state codebook SC, where NS < N [50].  
A best match code word Y i  is selected to encode an image 
block x f rom NS  code words and the corresponding index is 
coded in log2NS bits. Thus, the SMVQ reduces the bit rate 
of VQ. Since mean square error caused by state codebook 
is higher than that of master codebook, SMVQ degrades the 
image quality and also it requires long encoding t ime [50].  
Classif ied Side Match Vector Quantization (CSMVQ) is an 
eff icient low bit rate image compression technique which 
produces relatively high quality image. It is a variable rate 
SMVQ and makes use of variable sized state codebooks to 
encode the current image block. The size of the state 
codebook is decided based on the variances of lef t code 
words and upper code words that predict the block activ ity 
of the input blocks [50].  
4.3.2.1 Algorithm  
In image compression using vector quantization, an input 
image is divided into small blocks called training vectors 
(x j(k)).  This training vectors can be closely reconstructed 
from applying a transfer function (Q) to a specif ic region of 
an input image itself , which is cal led codebook (x i(k)). Thus, 
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only the set of t ransfer functions, which have fewer data 
than an image, were required for reconstruct the input 
image back. A transfer function (Q) is def ined as follows: 
 
That Y={x i;  i=1,2,3,….,N} is the set of vectors x j(k) that 
recreate and N is the number of vectors in Y. VQ consists of 
2 parts. First encoder wil l  compare the training vector and 
codebook vectors. The result is an index (j) that represents 
the posit ion of Codebook with minimum distortion. Second, 
decoder will bring the index to direct the same codebook as 
encoded [51].  
The block diagram of vector quant ization is shown in below 
f igure: 
 
Figure – 4.58 Block diagram of Vector Quantization [51] 
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4.3.2.2 Codebook Design 
Searching for the best codebook from studying the training 
set, Linde-Buzo-Gray algorithm (LBG) is the famous 
algorithm for codebook. It starts with def ine in the value of 
Ym,  and then update Codebook by replacing the value that 
makes less distort ion. This update step wil l i terate unti l  the 
distort ion is under the LBG limit. LBG instructions will spli t  
the image into the same size parts and forms to training 
vectors x j(k) as[51]:  
 
Where j = 1, 2, 3…, n;  
   n = number of the image parts and  
   k = vector dimension; (k=1, 2, 3…, 16) 
 
4.3.2.3 Steps of LBG 
Step – 1 : Init iate the value of Codebook 
 
where i=1,2,3,….,Nc   and Nc is number of vector in 
codebook [51].  
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Table – 4.8 Training Vector [51]   
 
Table – 4.9 Codebook [51]  
 
Figure – 4.59 Source image and training vector [51] 
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Step – 2 : Vector group (X j) is the training vectors by the 
number of codebook vector P(x i(k))=(S i ;  i=1,2,3,…,Nc) ; S i is 
the set of minimum distort ion vectors. The grouping wi l l use 
the minimum distort ion values, which can f ind from: X jЄS i  if   
 
For every i we can obtain the minimum distort ion value 
 from [51]:   
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Table – 4.10 Vector Group [51]  
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Table – 4.11 Codebook design [51] 
Table – 4.12 Codebook table [51]  
Step – 3: Average distort ion (Dm+1). The total number of 
group, which are computed, between X j(k) and X i(k) is 256 
groups. Then the average distortion can be calculated from 
each group, is given by[51]:  
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Step – 4: I f    
 
stop update the codebook [51].   
We can obtain the new codebook (x i(k)’).  
 
Table – 4.13 New Codebook [51]  
Otherwise, the process will continue update in the codebook 
by average the group in 2nd  step vectors as:  
 
For    
Where  
 
Chapter - 4 Experimental  Studies and Comparison of              
Various Image Compression Algorithms  
218 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
The result Ym+1=x(S i) increase i by 1, and then back to the 
1s t step also the codebook design presentation in the above 
given table [51].  
The decoding of new codebook and the suitable index yields 
the output vector and codebook vectors region according to 
the image compression.  
 
4.3.3 Experimental Study 
Vector quantizat ion image compression algorithm 
experiment is performed on Lena, Gir l  and Mandri l l images. 
This experiment was performed on algorithm based on both 
random and splitt ing type codebook. The fol lowing table 
represents the experimental stat ist ical values on dif ferent 
images.  
 
Figure – 4.60 Original and compressed Lena image 
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Figure – 4.61 Histogram of Lena image 
Mean 124.1 
Median 129 
Mode 146 
Standard Deviation 47.85 
Median Absolute Deviation 33 
Mean Absolute Deviation 39.72 
Table – 4.14 Statist ics of Lena image 
The fol lowing table shows the PSNR (db) value of both 
random and spli tt ing type codebook and bit rate (bpp) of 
Lena image.  
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PSNR - VQS PSNR - VQR Bit Rate 
15.2 12.1 0.008 
19.6 16 0.031 
21.8 20.5 0.047 
22.8 23.6 0.078 
19.6 17.8 0.125 
23.8 20.8 0.188 
25.2 23.4 0.25 
19.9 16.9 0.5 
24.7 23.2 0.75 
28.5 25.3 0.95 
Table – 4.15 Lena image compression result  
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Figure – 4.62 Bit Rate v/s PSNR in VQ of Lena image chart 
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Figure – 4.63 Original and compressed Girl image 
 
Figure – 4.64 Histogram of Girl image 
Mean 92.17 
Median 95 
Mode 122.6 
Standard Deviation 40.53 
Median Absolute Deviation 32 
Mean Absolute Deviation 34.57 
Table – 4.16 Statist ics of Girl image 
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The fol lowing table shows the PSNR (db) value of both 
random and spli tt ing type codebook and bit rate (bpp) of 
Gir l image.  
PSNR - VQS PSNR - VQR Bit Rate 
18.8 13.2 0.008 
20.4 16.8 0.031 
23.7 23.6 0.047 
24.6 23.8 0.078 
20.1 19.2 0.125 
24.2 24.7 0.188 
27.5 26.2 0.25 
20.4 18.4 0.5 
24.2 26.1 0.75 
28.2 27.8 0.95 
Table – 4.17 Girl image compression result 
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Figure – 4.65 Bit Rate v/s PSNR in VQ of Girl image chart  
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Figure – 4.66 Original and compressed Mandril l  image 
 
Figure – 4.67 Histogram of Mandril l  image 
Mean 130.4 
Median 128 
Mode 105.6 
Standard Deviation 43.88 
Median Absolute Deviation 32 
Mean Absolute Deviation 36 
Table – 4.18 Statist ics of Mandril l  image 
Chapter - 4 Experimental  Studies and Comparison of              
Various Image Compression Algorithms  
224 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
The fol lowing table shows the PSNR (db) value of both 
random and spli tt ing type codebook and bit rate (bpp) of 
Mandril l image.  
PSNR - VQS PSNR - VQR Bit Rate 
15.2 9.2 0.008 
16.8 16.8 0.031 
17.2 17.9 0.047 
17.4 18.7 0.078 
17.4 16.1 0.125 
18.7 19.1 0.188 
19.2 19.8 0.25 
18.9 16.7 0.5 
21.2 21.2 0.75 
21.9 23.4 0.95 
Table – 4.19 Mandri l l  image compression result  
VQ Image Compression of Mandrill
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Figure – 4.68 Bit Rate v/s PSNR in VQ of Mandril l  image 
chart 
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4.3.4 Conclusion  
From the experimental study of different images such as 
Lena, Girl and Mandri l l,  it  can be concluded that when the 
bit rate increases, the PSNR also increases in both VQS 
and VQR.   
 
4.4 FRACTAL COMPRESSION ALGORITHM 
4.4.1 Introduction  
Fractal based image compression (FIC) techniques exploit 
redundancy due to self similar ity properties in images to 
achieve compression. A fractal may be def ined as a 
geometr ical shape that is self-similar i .e. it  has parts that is 
similar to the whole. An example of a fractal is the f igure 
given below [52]:  
 
Figure – 4.69 The Sierpinski triangle [52]  
In the above given f igure, the three triangles at each corner 
of a triangle are similar to the whole triangle. The amount of 
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information therefore needed to describe such images is a 
lot lesser than it  appears and hence image compression 
using fractal based methods is possible. Fractal based 
image compression exploits redundancy due to ordinary 
symmetry/similarity also in addit ion to self  similar ity [52].  
4.4.2 Fractals  
The term fractal was f irst used by French mathematician 
Benoit B. Mandelbrot in 1975.  This word was derived from 
the Latin word fractus, which means "broken", or " irregular 
and fragmented".  The birth of Fractal Geometry is traced 
by Benot B. Mandelbrot.  He has published his seminar book 
“The Fractal Geometry of Nature” in 1977.  He claimed that 
classical Euclidean Geometry was not enough to describing 
many natural objects, such as trees, mountains, clouds, and 
coastl ines. So he developed the fractal geometry.  
There is no specif ic def init ion that exists. It includes all  sets 
considered to be fractals. There are certain properties that 
can be used to classify a set as a fractal. We consider a set 
F to be a fractal if  it  has detai l at every scale, is (exactly, 
approximately, or stat ist ical ly) self  similar, and can be 
described by a simple algorithm. An example of a fractal is 
shown below.  
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Figure – 4.70 Fractal example 
Notice that the image has detail at every scale, and actually 
exhibits al l of  the propert ies described above. 
There are two main groups of fractals:   
  Linear  
  Nonlinear.   
The Mandelbrot set and Julia sets are fractals of the 
complex plane.  The fractals used in image compression are 
linear, and of the real plane.  So, they are not chaot ic 
fractals. In other words, they are not susceptible to init ial 
condit ions.  They are the fractals from Iterated Funct ion 
Theory. An Iterated Funct ion System (IFS) is simply a set of 
contract ive aff ine transformations.  It eff iciently produces 
shapes such as ferns, leaves and trees. 
4.4.3 Fractal Image Compression  
The fractal image compression method uses the 
mathematical principles of fractal geometry. It  is used to 
identify the redundant repeating patterns from the images. 
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These types of matching patterns may be identif ied by 
performing some geometr ical transformation, such as 
rotating, scal ing, etc… on the image. These indent if ied 
repeating patterns are stored once together with the 
information on its locations within the image and the 
required transformations in each case. It  is a lossy 
compression technique, which can achieve large 
compression rates but the information or data may be lost 
during the compression. It works best with complex images 
and high color depths. Imagine a special type of 
photocopying machine that reduces the image to be copied 
by half and reproduces it three t imes on the copy.  The 
f igure given below shows the copy machine [53]. 
 
 Figure – 4.71 Copy machine that makes three reduced copies 
of the input image [53] [54] 
The f igure given below shows several iterat ions of this 
process on several input images.  
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 Figure – 4.72 First three copies generated on the copying 
 machine [53] [54]  
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I f  we observe that al l the copies appear to meet to the same 
as the f inal image. The copying machine reduces the input 
image. Any image can be placed on the copying machine, i t  
wil l be reduced to a point as we repeatedly run the 
machine; It is only the posit ion and the orientation of the 
copies that determines what the f inal image looks l ike. 
It is the way in which the input image is transformed, and it 
determines the f inal result  of  copy of the image when 
running the copy machine in a feedback loop. We must 
constrain this transformation with the l imitations. The 
limitat ion is that the transformation must be contract ive. It 
is a given transformation applied to any two points in the 
input image must br ing them closer to the copy. This 
technical condit ion is quite logical, since if points in the 
copy were spread out the f inal image would have to be of 
inf inite size. Except for this condit ion the transformation can 
have any form. 
In pract ice, choosing transformations of the form 
 
Where x, y – coordinates; a, b, c, d,  e, f  – coeff icients, is 
suff icient to generate dif ferent interesting transformations. 
These types of transformation are called aff ine 
transformations of the plane. This transformation can skew, 
stretch, rotate, scale and translate the input image. 
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A common feature of these transformations is that, i t run in 
a loop back mode. It means that for a given init ial  image 
each image is formed from transformed and reduced copies 
of i tself , and hence it must have detail  at  every scale. That 
is, the images are fractals. This method of generating 
fractals is due to John Hutchinson, and more information 
about the various ways of generat ing such fractals can be 
found by Barnsley and Peitgen, Saupe, and Jurgens. 
Each transformation w i is def ined by 6 numbers, a i ,  b i,  c i,  d i ,  
e i ,  and f i  ,  is shown in above equation, which do not require 
much memory to store on a computer (4 transformations x 6 
numbers / t ransformations x 32 bits /number = 768 bits). 
Storing the image as a collection of pixels however requires 
much more memory (at least 65,536 bits for the resolution).  
Three basic problems have been the focus of study in 
fractal image compression: 
  Determining a family of contract ion maps that can be 
used to effect ively code images.  
  Finding fast and effective algorithms for associat ing 
an image with IFS of which the image is the attractor.  
  Analyzing the convergence propert ies of various 
families of contraction maps and to establish error 
bounds for decoded images. 
The main competitor of f ractal image compression is JPEG 
standard. This is a compression procedure that makes use 
of a modif ied form of Fourier analysis.  It also div ides up the 
image into small blocks 8 X 8 pixels in this case. JPEG 
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does produce good compression results but i t is claimed 
that it  is inferior to fractal compression method.  
One of the reasons is that fractal methods are not scale 
dependent. You can decompress a fractal image to any 
resolution you l ike by choosing the size of the image that 
you iterate. Of course beyond a certain resolution the extra 
detai l you wil l  see wil l  be art if ic ial but the argument is that 
because of its fractal nature it wil l not be too "obvious" and 
the image wil l st i l l look natural.  
The second advantage is that fractal compression doesn' t 
share a defect that is inherent in the JPEG and al l  Fourier 
methods. 
JPEG compression is almost universally used and many of 
the early claims for the powers of fractal compression made 
in the 1990s never really came to be. Fractal compression 
takes longer to implement and in most cases the gain in 
compression ratio over JPEG isn't  signif icant. Also the 
claimed "better quali ty at higher resolution" also isn't really 
an issue.  
Contractive Transformations 
A transformation w is said to be contractive if  for any two 
points P1  and P2,  the distance  
d(w(P1),w(P2)) < sd(P1,P2)  
For some s  < 1, where d  is distance. 
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This formula says the applicat ion of a contractive map 
always brings points closer together (by some factor less 
than 1)[53].  
The Contractive Mapping Fixed Point Theorem 
The theorem says something that is intuit ively obvious: if  a 
transformation is contract ive then when applied repeatedly 
start ing with any init ial point, we coverage to a unique fixed 
point. 
If  X is a complete metr ic space and W : X X is contractive, 
then W has a unique f ixed point | W |[53].  
4.4.4 Why the name “Fractal”  
The image compression scheme describes the fractals in 
dif ferent senses [55]. This scheme wil l encode the image as 
a collect ion of transforms. It is very similar to the copy 
machine. There is no natural s ize in decoded image. It can 
be decoded at any size. Some extra details are required for 
decoding at larger sizes is generated automatically by the 
encoding transforms [53] [55] [56].  
It  can decode the image of a person to increase the size by 
performing the iteration and it can see the skin cells or 
perhaps atoms also, but it  is not possible. Here the detai ls 
are not related to the actual detai l present when the image 
was digit ized. It is only product of  encoding transforms 
which originally only encoded the large scale features. In 
some cases the detail is realist ic at low magnif icat ions. It 
can be useful in securi ty and medical applicat ions related to 
image [53].  
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4.4.5 History of Fractal Image Compression  
In 1977 Benoit Mandelbrot f inishes the f irst  edit ion of 
"The Fractal Geometry of Nature".  
In 1981 John E. Hutchinson publishes "Fractals and Self 
Similarity".  
In 1983 revised edit ion of "The Fractal Geometry of Nature" 
is published. 
In 1985 Michael F. Barnsley and Stephen Demko 
introduce Iterated Function Theory in their paper "I terated 
Function Systems and the Global Construction of Fractals".  
In 1987 Iterated Systems Incorporated is founded in 
Georgia, US. 
In 1988 Michael Barnsley and Alan D. Sloan wrote the 
art icle "A Better Way to Compress Images" published in 
Byte, claiming fractal compression ratios of 10000 to 1. 
Barnsley publishes the book "Fractals Everywhere", which 
presents the mathematics of Iterated Function Systems, and 
proves a result known as the Collage Theorem. 
In 1990 Barnsley's f irst patent is granted (US Patent # 4 
941 193). 
In 1991 M. Barnsley and A. Sloan are granted US Patent # 
5 065 447 "Method and Apparatus for Processing Digital 
Data".  
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J.M. Beaumont publishes a paper "Image Data Compression 
Using Fractal Techniques". 
In 1992 Arnaud E. Jacquin publishes an article that 
describes the f irst pract ical f ractal image compression 
method.  
Iterated Systems Inc f inal ly breaks even and begins to make 
money.  
Microsoft Corporation publishes the mult imedia 
encyclopedia "Microsoft Encarta" which uses fractal image 
compression to great effect.  
In 1993 the book "Fractal Image Compression" by 
Michael Barnsley and Lyman P. Hurd is published. 
The Iterated Systems' product l ine matures. 
In 2000 “The Mathematical Foundation of Image 
Compression” by Lisa A. Soberano. 
In 2001 “Fractal-Based Technology to Compress Digital 
Image Files” Research and data for Status Report. 
In 2009 “Genetic Algorithm Appl ied to Fractal Image 
Compression” was published in ARPN Journal of 
Engineering and Applied Sciences by Y. Chakrapani and K. 
Soundara Rajan. 
In 2010 Project Final Report on “A Study on Fractal Image 
Compression” was prepared by Darshan S Alagud [57].  
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4.4.6 Mathematical Representation  
Mathematically, in fractal image compression, an i terated 
funct ion system (IFS) describes an image. An IFS is a set of 
contract ive aff ine transforms. An aff ine transform is a l inear 
transform of the form [58]: 
 
In the above equation, w i  is the transform appl ied on a point 
(x, y, z) in the i t h block of input image. Gray scale images 
can be represented by such points (x, y, z), in which case z 
would be the intensity or gray level at pixel co-ordinates (x, 
y) in an image [58].   
The a i1 , a i 2 , a i3 ,  a i 4,  d i 1 and d i 2 are constants for the i th 
image block to which the transform is applied.  An aff ine 
transform is said to be contract ive if  the distance between 
transformed points is less than that between the original 
points in the metric space [58].  
For example, consider the below IFS consisting of 2 aff ine 
transforms represented by their effect on a square. Both 
funct ions are applied to the input image and a union (U) of 
the result ing images is formed in iteration each. First three 
iterat ions are shown and then the f inal image after several 
iterat ions is shown [58].  
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 Figure – 4.73 Construction of an image using IFS of 2 affine 
functions [58]  
4.4.7 The Collage Theorem  
Theorem:  
Let (X, d) be a complete metric space.  Let T ∈ Η(X) be 
given, and let ε ≥  0 be given.  Choose an IFS (or IFS with 
condensation) {X; (w0), w1 ,  w2,…,  wn} with contractiv ity 
factor 0 ≤ s <  1 so that 
 
Where h(d) is the Hausdorff  metr ic.  Then 
 
Where A is the attractor of the IFS.  Equivalently [59],  
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Proof: 
The Collage Theorem is used to f ind the integrated function 
system, whose attractor is “close to” or “looks l ike” a given 
set. It must f ind the set of transformation - contract ion 
mappings on suitable space within the given set of the 
lines, such that the union or collage of the images of the 
given set under the transformations is near to the given set. 
Housdroff metric is used to measure nearness. In other 
words, if  an IFS can be found, which is applied once to the 
image, i t  gives the image which looks l ike the original 
image. After that i terating the IFS on any starting image, 
gives a result which is more like than the original image. 
This result  is the key for f inding IFS, which is used to 
compress the image. This theorem cannot solve the inverse 
problem, but it  can provide the way of approaching it [59].   
4.4.8 Fractal Image Coding  
The fractal is a structure, which is made by the similar 
forms. The patterns of the fractal occur in many dif ferent 
sizes. The term fractal was f irst used by Mandelbrot for 
describing the repeat pattern, which is observed occurring 
in many dif ferent structures. These patterns appeared 
nearest to each other and identical in form at any size. He 
also discovered that the fractal is also described using 
mathematical terms. It  can be created using very small  and 
f inite data and algorithms. 
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Figure – 4.74 Fractal Compressions 
Fractals can be considered as a set of mathematical 
equations that generate fractal images; images that have 
similar structures repeating themselves inside the image. 
The image is the inference of the rules and it has no f ixed 
resolution. The idea of fractal compression is to f ind a set 
of rules that represents the image to be compressed, which 
is shown in the above given f igure. The decompression is 
the inference of the rules. Fractal compression tries to 
decompose the image into smaller regions which are 
described as l inear combinations of the other parts of the 
image. These linear equations are the set of rules. 
The theorems tel l  us that transformation W wil l have a 
unique fixed point in the space of al l images. That is, 
whatever image we start  with, we can repeatedly apply W to 
it and we wil l converge to a f ixed image. The f igure given 
below shows the encoding process. 
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Figure – 4.75 The encoding process [60] 
For example, we have given an image f , which is encoded. 
That means it is required to f ind the dif ferent collection of 
transformations w1 ,  w2,…..,wN.  The image f  can be f ixed 
point of the map W. That means it divides the image f  into 
dif ferent pieces to which it appl ies the transformation W i  
and it gets back the original image f [60][61].  
The main theory of fractal image coding is based on iterated 
funct ion system, attractor theorem and collage theorem. 
Fractal coding process is quite complicated but decoding 
process is very simple, which makes use of potent ials in 
high compression ratio.  
Fractal image coding attempts to f ind a set of contractive 
transformations that map domain cells onto a set of range 
cells that t i le the image. The basic algorithm for fractal 
encoding is as follows:  
  The image is part it ioned into non overlapping range 
cells { Ri } which may be rectangular or any other 
shape such as tr iangles.  
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  The image is covered with a sequence of possibly 
overlapping domain cells. The domain cel ls occur in 
variety of sizes and they may be in large number.  
  For each range cel l the domain cell and corresponding 
transformation that best covers the range cell  is 
identif ied. The transformations are generally the aff ined 
transformations. For the best match the transformation 
parameters such as contrast and brightness are 
adjusted.   
  The code for fractal encoded image is a l ist consisting 
of information for each range cell which includes the 
location of range cell , the domain that map onto that 
range cell and parameters that describe the 
transformation mapping the domain onto the range.  
The attract ive feature of fractal  image compression is that i t 
is resolut ion independent in the sense that when 
decompressing, i t is not necessary that the dimensions of 
the decompressed image be the same as that of original 
image.  
4.4.9 Transformations  
4.4.9.1 Affine Transformation 
Aff ine Transformation is applied to any image. It is the 
combinat ion of the translat ion, rotation, skew and scaling. 
For example, if  we take any image, then we rotate the 
image at 90 degree and after that it  stretches, at that t ime 
you have subjected to an aff ine transformation. The 
transformation which is not aff ine, that bends the l ine that 
was straight, tears the image apart or introduces holes. 
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       Figure – 4.76 Translation, Rotation, Skew and Scaling  
In matrix notation a general aff ine transformation can be 
written as fol lows: 
      x'  = Ax + d 
Where x is a co-ordinate vector i .e. x,y.   
  A is a 2 X 2 matrix and  
   d is a displacement vector.  
Writ ing this out in ful l gives: 
[x'] = [a     b] [x] + [e] 
[y' ] = [ c    d] [y] + [ f ] 
OR 
 x' =  ax + by + e 
 y' =  cx + dy + f  
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Where a, b, c, d, e and f  are constants, which is used to 
determine the exact nature of the transformation. The e and 
f  are used to control the translation and the values of a, b, c 
and d control the rotat ion, scaling and skew. 
4.4.9.2 Contractive Transformation  
A special type of aff ine transformation is a contractive 
transformation. It  is very broad concept; there is not 
specif ic def init ion of aff ine transformation. If  you real ly want 
an accurate def init ion, then an aff ine transformation f  is 
contract ive i f for all  x and y: 
d (f(x),f(y)) <= s d(x,y) 
Where s is a constant between 0 and 1 and d(x, y) is the 
distance between the points x and y.  
You can see from the definit ion that a contractive 
transformation moves points closer together.  
 
Figure – 4.77 Contractive Map 
The constant S is called a contraction factor of the 
transformation and the largest such value gives you a 
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measure of how much the contract ive transformation moves 
points together.  
Contractive transformations is  very important because the 
reason is that if  you take a point, any point, and apply the 
transformation and then apply the transformation to the 
resul t and so on, the sequence of points so generated 
moves closer and closer to a f ixed point or l imit. That is, i f  
you iterate a contract ive aff ine transformation it eventually 
settles down to a stable result. 
In the f igure given below, the effects of the contractive 
transformation f  rotate 25 degrees and shrink by 50% on a 
square of points. Al l  of  the points move towards the single 
point at the center.  
 
Figure – 4.78 Effect of contractive transformation 
In mathematical terms iterat ing an aff ine transformation on 
a point x is written  
   x, f(x), f(f(x)) f(f(f(x)))   and so on.  
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I t  is usual to write fn(x) to mean the result of  applying fn 
t imes to x. This al lows us to write the important property of 
a contract ive transformation as: 
fn(x)  z  as n   infinity 
Where   is read as "tends to". That is as n gets bigger 
fn(x) tends to a f ixed value z. 
4.4.9.3 Iterated Function Systems (IFS) 
The contractive aff ine transformation can generate a fractal. 
By repeating the transformation an inf inite number of t imes 
any start ing pattern is transformed into a repeating pattern 
with the same structure at any level of detai l and there are 
one of the basic characteristics of a fractal set.  
To perform this experimentally,  we need to def ine an 
iterated function system. This is just a col lect ion of 
contract ive aff ine maps c1,  c2 and so on to cn .  The 
contract ion factor of the set of transformations is simply the 
largest of each of their individual contract ion factors. 
The usual way of combining transformations is to apply 
them one after another. For example, c2 c3 c1(x) is just the 
resul t of  applying c1 to x and then c3 to the result  and then 
c2 to the result of  that. This is just the familiar composit ion 
of funct ions. IFS, on the other hand, combines its 
transformations by al lowing them to each act on the original 
and forming the union of all  their resul ts.  
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In the f igure given below, the usual method of making 
transformations work together is to apply them one after 
another. That calculates C3(C2(C1(x)))  
 
Figure – 4.79 Methods of Making Transformation 
In the f igure given below, an iterated funct ion system works 
together by transforming each point by each transformation. 
That calculates C1(x) U C2(x) U c3(x) 
 
Figure – 4.80 IFS transformation  
This doesn't make any sense unless you think of the 
transformations acting on sets of points. That is, i f  A is a 
set of points then the result of applying the IFS to A is: 
   c1(A) U c2(A) U c3(A) and so on  
Where U means the "union of" and c1 (A) is the set of points 
that A is transformed into. 
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Figure – 4.81 IFS applying to affine transformations 
In the above given f igure, when applying an IFS to a set A 
each of the aff ine transformations creates a separate image 
and the result is the union of the images. 
4.4.9.4 Iterating the IFS 
The simple contractive transformations, applying IFS, i .e. 
iterat ing it,  the result slowly settles down to a f inal result. In 
other words, the output of IFS converges to a part icular set 
of points. This set of points is called the attractor of the 
IFS. In mathematical terms: 
  Cn(B)  A as n   infinity 
Where Cn  is the IFS appl ied n t imes, B is any set of points 
and A is the attractor. 
It also isn't diff icult to see that i f  A is the attractor of the 
IFS then: 
C(A)=A 
That is the attractor is also a "f ixed point" of the 
transformation. 
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4.4.9.5 An Attractor 
The IFS converges to a part icular result if  you iterate i t 
enough times on any start ing set. A theoretical concept is 
accepted for the fact that the sets that an IFS can be made 
to coverage to can be very complex fractals even.   
For example, i t  is worth introducing a shorthand way of 
writ ing IFS. Instead of writ ing out the values in matrix form 
it is s impler to list them in a table. If  the contractive aff ine 
transformation is:  
 x'  =  ax + by + e 
 y' =  cx + dy + f  
Then the IFS can be l isted in a table of values with columns 
a, b, c, d, e and f . For example, an IFS consist ing of four 
aff ine transformations can be written as fol low: 
a b c d e f 
0.5 0 0 0.5 1 1 
0.5 0 0 0.5 1 50 
0.5 0 0 0.5 50 50 
Table – 4.20 IFS affine transformation 
Which you have to admit is shorter than writ ing out the four 
sets of equat ions. 
The attractor of this s imple IFS, start f rom any old set of 
points and apply the IFS. Next you apply the IFS to the 
resul t and carry on unti l there is no change in the output. 
For example, start ing from a random set of dots you can 
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see that the image slowly converges to something very 
surpris ing, a Sierpinski tr iangle .  
 
Figure – 4.82 The random set of points converges to the 
Sierpinski triangle 
I t  doesn't matter what the start ing set of points is, the end 
product is a Sierpinski tr iangle which is the attractor for this 
IFS. 
At last we are very close to seeing how all of this might be 
used as a method of compressing images. Notice that the 
Sierpinski tr iangle is a very complex image. Also not ice that 
the IFS method of generating it is resolution independent. If 
you start of f with an array of 100x 100 points or 1000x1000 
or whatever the transformation can be appl ied, you wil l see 
more detai l the more points you have. Also notice that 18 
coeff icients generate this image. In the case of 100 X 100 
points a 1.22KByte binary image can be compressed to 
18Bytes - a compression ratio of just less than 70:1. Of 
course by increasing the size of the image generated the 
ratio can be made even higher because 18 bytes serve to 
generate the Sierpinski t r iangle at any resolution. 
 The basic idea is that we try to f ind IFS that wil l generate a 
given image and store the IFS coeff icients in place of the 
original. When the original is required all  we have to do is 
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i terate the IFS on an arbitrary start ing image of the desired 
resolution.  
The col lage theorem is used to f ind IFS that wil l generate a 
given image.  
The collage theorem says that if  
d(C(T),T) < d 
then 
d(T,A) < d /(1-s) 
Where C is an IFS with contractivity s and attractor A and T 
is any image. The f irst l ine says that i f  the distance between 
C (T) and T is small then the second line tel ls you that the 
distance between T and A is even smaller. In other words, if 
you can find an IFS which when applied once to T gives an 
image that looks like T then iterating the IFS on any start ing 
image gives a result that is even more l ike T. This is an 
amazing result and it is the key to f inding IFS that can be 
used to compress an image. 
 
Figure – 4.83 Finding IFS for image compression 
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A secondary result that helps is the cont inui ty condit ion. 
This says that as you alter the coeff icients of the IFS the 
attractor changes smoothly and without any sudden jumps. 
This means that one method of performing the compression 
is to write a program which al lows a user to manual ly f iddle 
with a set of controls in an effort to transform the original 
image into a passable l ikeness of itself  under a set of 
contract ive aff ine transformations. The result ing set of 
coeff icients could then be used as the compressed version 
of the image. 
 
Figure – 4.84 Manual method of fractal compression 
This is a workable method of compressing black and white 
images. As you add more transformations to the IFS then 
the accuracy of the representat ion increases. So you can 
trade storage for accuracy as in a tradit ional compression 
scheme. 
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4.4.9.6 A practical scheme 
Instead of trying to f ind an aff ine transformation that maps 
the whole image onto part of i tself  you can try to f ind an 
aff ine transformation that maps one part of the image onto 
another part  of the image. As most images have a high 
degree of aff ine redundancy i.e. one part of the picture is 
near as makes no matter an aff ine copy of another. This 
should work well and perhaps even better than the manual 
method described earl ier.  
A fully automatic approach is only possible using a f ixed 
division of the image into so called "domain" and "range" 
blocks. The range blocks contain parts of the image that will 
be mapped to the domain blocks in an attempt to match the 
original image. The f igure given below shows the domain-
range block transformation. 
 
Figure – 4.85 Domains – Range Block Transformations  
I t  is obvious that the domain blocks have to completely 
divide up the original image without overlap because we are 
interested in reconstructing the ent ire image. Also the range 
blocks have to overlap because they have to be bigger than 
the domain blocks.  
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For example, you might use the set of t ransformations 
which form the group of symmetry operations of the square: 
Transform Type 
0 Identity 
1 Reflection in the y axis 
2 Reflection in the x axis 
3 180 degree rotat ion 
4 Reflection in 45 degree l ine 
5 90 degree Rotat ion 
6 270 degree Rotat ion 
7 Reflection in -45 degree l ine 
Table – 4.21 Types of Transform 
4.4.9.7 Gray Level Compression  
The contract ive aff ine transformations and the compression 
methods that they give rise to have al l been in terms of 
binary images. A grey level image can be dealt with in a 
number of dif ferent ways and all that really matters is that 
we use a suitable generalization of a contract ive aff ine 
mapping.  
The problem in trying to generalize the contractive aff ine 
transformations that we have been using is that they are put 
together, so to speak, using the idea of set union. This is 
possible because the black points in the image form a 
clearly def ined set that can be modif ied by the aff ine 
transformations. In the case of a grey level image there is 
no set of points that we can concentrate on because every 
point in the image has a grey value. 
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The solution to the problem is to consider the grey level 
image as a funct ion - g(x,y) that associates a grey level 
with each point in the image and al lows the IFS to transform 
this function replacing set union by addit ion. The way that 
this has to be done is a l it t le confusing at f irst but it  makes 
good sense. 
The brightness of the input image at x, y is given by g(x, y). 
The transformed image is h(x, y). To f ind the brightness of 
the transformed image at h(x', y’) we have to add up the 
contributions of each point in the original image that has 
been transformed by the IFS to the point x ',y' . I f  the IFS 
consist of transformations c1 ,  c2  and so on, these points 
are: 
     c1-1(x',y') , c2-1(x',y')   and so on. 
Adding these brightness values together would give you a 
brightness value that on average will be n t imes brighter 
than the original where n is the number of transformations. 
To keep the grey levels in the same range all  we have to do 
is to form a weighted sum of the brightness values. That is:  
 h(x',y')=p1 g(c1-1(x',y'))+p2 g(c2-1(x',y')) + and so on 
 Where the sum of al l the p factors is one.  
The transformation M(g(x,y)) generated in this way is a 
contract ive aff ine transformation. If  you iterate M then the 
resul t converges to an attractor and the collage theorem 
sti l l operates - if  M(g(x,y)) is c lose to g(x,y) then the 
attractor of M is even closer.  
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Figure – 4.86 Gray level transform 
You can even use the same method of dividing up the image 
into range and domain blocks and looking for the best range 
block plus transformation to match each of the domain 
blocks. If  this method works well with grey levels,  then you 
can apply for color image also, just t reat the color image as 
three grey level images one for red, one for blue and one 
for green. 
 
4.4.10 Experimental Study 
Fractal image compression algorithm experiment is 
performed on dif ferent images such as Lena and Peppers. 
In our experiment we performed this study up to on dif ferent 
panel s ize from 5 to 15. The fol lowing images represent the 
original image and compressed image. 
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Figure – 4.87 Original Lena and Peppers Images 
 
Figure – 4.88 Histogram Lena and Peppers Images 
Lena Peppers 
Mean 110.8 Mean 119.4 
Median 116 Median 120 
Mode 135.2 Mode 94.07 
Standard  
Deviation 53.3 
Standard  
Deviation 54.46 
Median Absolute Deviation 36 Median Absolute Deviation 42 
Mean Absolute Deviation 44.23 Mean Absolute Deviation 46.65 
Table – 4.22 Statist ics of Mandril l and Peppers images 
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Panel 
Size Lena Peppers 
5 
 
 
 
10 
 
 
 
 
15 
 
 
 
 
Figure – 4.89 Compressed images of Lena and Peppers  
The fol lowing table represents the dif ferent images at 
dif ferent image quality level with original image size and 
compressed image size. 
Chapter - 4 Experimental  Studies and Comparison of              
Various Image Compression Algorithms  
258 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
Panel 
Size 
Original 
File  
(in bytes) 
Compressed 
File  
(in bytes) 
Compression 
Ratio 
Processing 
Time (in  
milliseconds) 
5 20401 13112 35.73 164891 
6 20401 9365 54.10 161188 
7 20401 6930 66.03 153922 
8 20401 5512 72.98 163360 
9 20401 4289 78.97 146734 
10 20401 3442 83.13 134221 
11 20401 2684 86.84 116609 
12 20401 2511 87.69 133672 
13 20401 1853 90.92 93797 
14 20401 1887 90.75 128875 
15 20401 1523 92.53 100313 
Table – 4.23 Fractal  Image Compression on Lena 
Panel 
Size 
Original 
File  
(in bytes) 
Compressed 
File  
(in bytes) 
Compression 
Ratio 
Processing 
Time (in  
milliseconds) 
5 248725 57228 76.99 3048016 
6 248725 38570 84.49 3049834 
7 248725 28833 88.41 3051750 
8 248725 22859 90.81 2942594 
9 248725 21763 91.25 2965445 
10 248725 18455 92.58 3002922 
11 248725 15869 93.62 2888341 
12 248725 12511 94.97 2826984 
13 248725 11243 95.48 2892432 
14 248725 10372 95.83 2732492 
15 248725 9651 96.12 2707827 
Table – 4.24 Fractal  Image Compression on Peppers 
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Fractal Image Compression
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Figure – 4.90 Panel Size v/s Compressed Imag Size of Lena chart  
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Figure – 4.91 Panel Size v/s Compression Ratio of Lena chart 
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Figure – 4.92 Panel Size v/s Processing Time of Lena chart 
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Fractal Image Compression
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Figure – 4.93 Panel Size v/s Compressed Imag Size of Peppers 
chart 
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Figure – 4.94 Panel Size v/s Compression Ratio of Peppers chart 
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Figure – 4.95 Panel Size v/s Processing Time of Peppers chart  
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4.4.11 Conclusion  
From the experimental study of dif ferent images at dif ferent 
panel size, it  can be concluded that when you increase the 
image panel size, the compressed image size and 
processing t ime decreases, which is shown in the above 
given table. When you increase the image panel s ize, the 
image compression ratio increases, which is also shown in 
the above table. 
 
4.5 COMPARATIVE STUDY OF IMAGE COMPRESSION 
 ALGORITHMS 
The main objective of this research work is to study the 
various image processing algorithms. From this various 
image processing, we select any one image processing for 
our study. So, we select image compression for the 
research. Earl ier, we have studied different types of image 
compression methods.  
In this work four dif ferent image compression algorithms are 
studied. These are Wavelet, JPEG, Vector Quantization and 
Fractal image compression algorithms. These algorithms 
are performed on different images with different properties 
set with the algorithms.  
The table given below represents the compression rat io 
obtained by dif ferent image compression algorithms on 
dif ferent images. 
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Image Compression 
Algorithm / Method 
Compression 
Ratio (CR) 
Wavelet >32 
JPEG <=50 
VQ <32 
Fractal >=16 
Table – 4.25 Image Compression Algorithms and 
Compression Ratio 
We have reviewed and summarized the characterist ics of 
image compression, need of compression, pr inciples behind 
compression, dif ferent classes of compression techniques 
and various image compression algorithms based on 
Wavelet, JPEG/DCT, VQ, and Fractal approaches. 
Experiments are performed on dif ferent images such as 
Lena, Peppers, Mandri l l,  etc…  
From this experimental study, we hereby present some 
conclusions as fol low:  
  These al l four algorithms give satisfactory result for 
0.5 bits per pixel (bpp). 
  Embedded Zero tree Wavelet (EZW) algori thms is 
superior to all other algorithm for very low bit rate i .e. 
0.25 bpp or lower. 
There are some advantages and disadvantages of each 
image compression algorithms. The table given below 
shows the advantages and disadvantages of dif ferent image 
compression algorithm. 
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Algorithm /  
Method  
Advantages Disadvantages 
Wavelet 
  High Compression 
Ratio 
  Stage of the Art  
  Coeff icient 
Quantizat ion 
  Bit Al locat ion 
JPEG   Current Standard 
  Coeff icient 
Quantizat ion 
  Bit Al locat ion 
VQ 
  Simple Decoder 
  No Coeff icient 
Quantizat ion 
  Slow in Codebook 
Generation 
  Small bpp 
Fractal 
  Mathematical 
Encoding Frame is 
Good 
  Resolut ion Free 
Decoding 
  Slow Encoding  
  Bit Al locat ion 
Table – 4.26 Characteristics of Image Compression 
Algorithms 
For practical approaches to all  image compression 
algorithms, we conclude as fol low: 
  Wavelet based image compression algorithms are 
strongly recommended.  
  JPEG/DCT based image compression algorithms might 
use an adaptive quant izat ion table.  
  VQ based image compression algorithms are not 
appropriate for a low bit rate compression although 
they are simple.  
 Fractal based image compression algorithms should 
ut il ize their resolut ion free decoding property for a low 
bit rate compression.  
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5.1  OVERVIEW 
 
In this chapter of the thesis, the aim is to represent a model 
for image compression algorithm.  In previous chapters of 
the thesis, we performed a study of image processing 
fundamentals. It also discusses some process to be 
performed on images such as image compression, image 
registrat ion, image segmentation, etc.  From this processes, 
we selected the image compression to perform our detailed 
study. We performed our experimental study on four 
dif ferent image compression algorithms in dif ferent cri teria, 
at dif ferent value. These algorithms are: 
1. Wavelet Compression 
2. JPEG Compression 
3. Vector Quantization Compression 
4. Fractal Compression  
 
5.2  SCREEN LAYOUT  
The f igure given below shows the screen layout of model 
application. It  contains following different menus, which is 
shown in the f igure given below: 
  Fi le 
  Edit  
  View  
  Tool 
  ImgC&ImgQ 
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Figure – 5.1 Main Screen of Application 
File menu contains the following options: 
  New: - I t  is used to open new screen for image 
processing. 
  Open: - I t  is used to open an image in screen. It opens 
the open dialog box for opening an image. 
  Open from URL: - It  is used to open an image from the 
URL in screen. It  opens the dialog box for stating URL.  
  Save: - I t  is used to save the present image f i le on the 
screen. 
  Save As: - I t is used to save a copy of open image f i le 
from the screen. 
  Exit: - I t is used to close the application. 
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Edit menu contains the following options: 
  Undo: - I t  is used to undo the process. 
  Redo: - I t is used to redo the process. 
  Copy: - I t is used to copy the contents. 
  Cut: - I t  is used to cut the contents. 
  Paste: - I t  is used to paste the copied/cut contents. 
View menu contains the fol lowing options: 
  Main Toolbar: - I t  is used to display the main toolbar. 
  Compression Toolbar: - I t  is used to display the 
compression toolbar. 
Tool menu contains the fol lowing options: 
  Rotation: - It  is used to rotate the image. It rotates 
image at dif ferent angle such as clock wise 90o  and 180o .  
I t  also rotates anticlock wise 90o  and 180o.  I t  also rotates 
a custom angle. User is allowed to enter the angle that 
he/she wishes.  
  Scatch: - I t  is used to draw the scatch of open image in 
the screen. 
  Gray Scale: - I t  is used to convert the image into gray 
scale image. 
  Image Negative: - I t  is used to create a negative of open 
image in the screen. 
  Arithmetic Operation: - I t  is used to perform the 
arithmetic operat ion on images. The arithmetic 
operations are addit ion, subtraction, mult ipl ication and 
division of two or more images. 
  Logical Operation: - I t  is used to perform the logical 
operation on images. The logical operations are AND, 
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OR and NOT images. 
  IC v/s IQ: - I t is used to show the image compression v/s 
image quality. It  is used to al low the user to set the 
percentage of image compression and with respect to i t 
shows the quality of the image.  
  Histogram Equalization: - I t  is used to draw the 
histogram of the image.  
ImgC&ImgQ menu contains the fol lowing opt ions: 
  Highest Compression & Lowest Quality: - I t  is used to 
perform the highest level compression of image. Here we 
set the 100% compression to the highest level 
compression.  
  Lowest Compression & Highest Quality: - I t  is used to 
perform the lowest level compression of image. Here we 
set the 10% compression to the lowest level 
compression.  
  Average Compression & Maintain Quality: - I t  is used 
to perform the average compression of image. Here we 
set the 50% compression to the average compression.  
5.3 EXPERIMENT 
In this testing part of the image compression, dif ferent 
types of image are used for testing. Here both gray scale 
and color images are tested. Many operations are to be 
performed such as copy, cut, paste, gray scale, negative, 
arithmetic, logical, rotation, scatch, histogram, resize 
image, if  required.   
The main aim of this work is image compression. So here 
we focus on image compression. To compress the image, 
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here we set the three levels: lowest compression, average 
compression and highest compression. For lowest level 
compression, we set 10% compression of image. For 
average compression, we set 50% compression of image. 
For highest level compression, we set 100% compression of 
image.  
5.3.1 Gray Scale Image Experiment 
In this part of the thesis, the image compression operation 
is performed on gray scale image. Here we perform 
experimental study on Barbara, Boat, Goldhill and Girl  
images. The f igure given below shows the compression of 
Barbara image at lowest,  average and highest level 
compression.  
 
Figure – 5.2 Lowest Level Compression of Barbara Image 
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Figure – 5.3 Average Compression of Barbara Image 
 
Figure – 5.4 Highest Level Compression of Barbara Image 
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5.3.2 Color Image Experiment 
In this part of the thesis, the image compression operation 
is performed on color image. Here we perform experimental 
study on Peppers, Lena, Mandri l l  and Frui ts images. The 
f igure given below shows the compression of Peppers 
image at lowest, average and highest level compression. 
 
Figure – 5.5 Lowest Level Compression of Peppers Image 
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Figure – 5.6 Average Compression of Peppers Image 
 
Figure – 5.7 Highest Level Compression of Peppers Image 
Chapter – 5 Image Compression Model  272 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
5.4 RESULT 
In this part of thesis, an experiment is performed in both 
gray scale images and color images.  
5.4.1 Gray Scale Image 
The table given below shows the result of  experimental 
study on gray scale images. In this study four images are 
used such as Barbara, Boar, Goldhil l and Gir l.  
Image 
Original 
Image 
Size(KB) 
Low 
Compression 
10% (KB) 
Average 
Compression 
50% (KB) 
High 
Compression
100% (KB) 
Barbara 182 5 30 96 
Boat 174 4 27 101 
Goldhill  169 4 27 99 
Gir l  136 5 6 10 
Table – 5.1 Original and Compressed gray scale image result 
 
Figure – 5.8 Gray Scale Image Compressions  
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5.4.2 Color Image 
The table given below shows the result of  experimental 
study on color images. In this study four images are used 
such as Peppers, Lena, Mandri l l and Fruits.  
Image 
Original 
Image 
Size(KB) 
Low 
Compression 
10% (KB) 
Average 
Compression 
50% (KB) 
High 
Compression 
100% (KB) 
Peppers 527 5 9 44 
Lena 501 5 24 96 
Mandril l  335 6 50 164 
Fruits 462 5 25 94 
Table – 5.2 Original and Compressed color image result 
 
 
 
 
 
 
 
 
 
 
 
 
Figure – 5.9 Color Image Compressions 
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5.5 DISCUSSION 
In this part of the thesis, we discuss the result of various 
compressed images. Both gray scale and color image are 
used to perform the experiment.  Gray scale images 
Barbara, Boat, Goldhi ll and Girl as well as color images 
Peppers, Lena, Mandril l and Fruits are selected for 
experiment.  
In image compression, here we set the three levels: lowest 
compression, average compression and highest 
compression. We also set any level of percentage. For 
lowest level compression, we set 10% compression of 
image and it gives low quali ty of  image. For average 
compression, we set 50% compression of image and it gives 
average quali ty of image. For highest level compression, we 
set 100% compression of image and it gives high quali ty of 
image. 
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6.1 SUMMARY OF WORK  
This research work is performed on various image 
processing techniques. It has many general goals and 
objectives. To achieve the goals and fulf i l l the objectives 
researcher has performed much work on this area.  
In this research, f irst of  al l , we studied various types of 
images and image represents formats. Dif ferent types of 
image represent formats are used in different application. 
This work studies various image characterist ics of dif ferent 
images.  
In this work various image processing techniques are 
studied such as image compression, image registration, 
image segmentat ion, etc.. From these dif ferent techniques, 
the researcher has selected one technique i.e. image 
compression. So, the researcher has carried out his work on 
only image compression process.  
For image compression, the researcher studied dif ferent 
types of image compression methods. Generally there are 
two different types of image compression method. These 
are Lossless and Lossy image compression. In lossless 
image compression method, the original image can be 
recovered from the compressed image. That means one can 
recover the original image from compressed image. There is 
no data lost from the image. So it is called lossless image 
compression. Lossless image compression has lower 
compression ratio.  In lossy image compression method, i t  
has less abili ty to recover original image from the 
compressed image. That means one cannot exact ly recover 
the original image from compressed image. There may be 
data lost from the image. So, it  is cal led lossy image 
Chapter - 6  Contributions of The Research Work and    
                  Suggested Future Work  
276 
 
A Comparative Study, Analysis and Modelling of Various Image Processing Algorithms 
 
compression.  
In this research work four dif ferent image compression 
algorithms are studied. These are Wavelet, JPEG, Vector 
Quantizat ion and Fractal image compression algorithms. 
These algorithms are performed on different images with 
dif ferent properties set with the algorithms.  
The wavelet based image compression algorithm was 
performed on dif ferent f ive different algorithms such as: 
Haar, Daubechies, Biorthogonal, Symlets and Coif let. It  was 
performed on dif ferent decomposit ion level. Finally,  we 
compared these image compression algorithms. 
 
6.2 CONCLUSION 
The research work started with the objectives of study, and 
modelling for image processing algorithms. In this research, 
the study of the various image processing algorithms was 
carried out. In our study, we selected image compression 
process because there are many dif f icul ties and problems 
for image storage and transmission over network or 
internet.  
The outcome or result of  this research work provides the 
help to select the image compression algorithm. Image 
compression is most useful because there are many 
problems related to storage image data and transmission of 
image data over network. There are various image 
compression algorithms available. To select appropriate 
algorithm for image compression, this study is very useful. 
This work is also useful to develop a new image 
compression algorithm. These dif ferent image compression 
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algorithms are suitable for dif ferent s ituat ions.  
In this work, conclusion is writ ten after every image 
compression algori thm. In this thesis, a comparison of these 
all  image compression algorithms has been provided. 
In this work, four dif ferent image compression algorithms 
are studied. These are Wavelet, JPEG, Vector Quantization 
and Fractal image compression algorithms. These 
algorithms are performed on different images with dif ferent 
propert ies set with the algorithms.  
Each of image compression algorithms has some 
advantages and disadvantages.  
The advantage of wavelet based image compression 
algorithm is that it  gives high compression ratio. The 
disadvantages of wavelet based image compression 
algorithms are bit allocat ion and coeff icient quantization. 
The advantage of JPEG based image compression algorithm 
is that it  can be used for current standard. The 
disadvantages of JPEG based image compression 
algorithms are bit allocat ion and coeff icient quantization. 
The advantage of VQ based image compression algorithm is 
that it  provides simple decoder and it has no coefficient 
quantization. The disadvantage of VQ based image 
compression algorithm is that i t gives good result only for 
small bpp and it has slow process of codebook generation.  
The advantage of fractal based image compression 
algorithm is that i t  good for mathematical encoding frame 
and it provides resolution free decoding. The disadvantages 
of fractal based image compression algorithms are bit 
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allocat ion and its s low pace for encoding process.  
In this work, it  can be concluded that, these al l four 
algorithms give sat isfactory result for 0.5 bits per pixel 
(bpp). Embedded Zero tree Wavelet (EZW) algorithms is 
superior to all other algorithms for very low bit rate i .e. 0.25 
bpp or lower. 
In pract ical approaches to all  image compression 
algorithms, i t  can be concluded that:  
(1) Wavelet based image compression algorithms are 
strongly recommended.  
(2) JPEG/DCT based image compression algorithms might 
use an adaptive quant ization table.  
(3) VQ based image compression algorithms are not 
appropriate  for a low bit rate compression although 
they are simple.  
(4) Fractal based image compression algorithms should 
util ize their resolut ion free decoding property for a low 
bit rate compression. 
 
6.3 FUTURE WORK 
In this study, we selected some l imited numbers of images. 
In future, we can extend this work for many different images 
for dif ferent characteristics.  
In this study, we selected only one operat ion i.e. image 
compression. In future, we can extend it for many dif ferent 
operations such as image registrat ion, image restorat ion, 
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image fusion, image enhancement, image segmentation in 
image processing area.  
In this research work, we selected four dif ferent image 
compression algorithms such as Wavelet, JPEG, Vector 
Quantizat ion and Fractal. In future work, we can extend 
many different image compression algorithms.  
To sum up, i t  can be stated that this work, provides a 
comprehensive and detai led analysis and modell ing of 
various image processing algorithms. The resultant output 
is eff icient and posit ively useful for future researchers in 
this area.  
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ABSTRACT 
 
A popular technique for source coding of image and 
speech data since 1980 is Vector Quantization. Day by 
day the use of multimedia, images and the other 
picture formats are rapidly increasing in a variety of 
application. It is very straight forward image 
compression approach. The technique of obtaining the 
compact representation of an image while maintaining 
all the necessary information without much data loss is 
referred to as Image Compression. VQ has the 
particular advantage of being able to exploit prior 
knowledge on the images to be compressed. In this 
method, codebook has to be generated before 
compression. It is not a universal approach since it 
cannot work well for different types of images. Vector 
Quantization has been observed as an efficient 
technique for image compression. There are main two 
components of VQ compression system: VQ Encoder 
and VQ Decoder.  
 
Keywords 
Multimedia, Compression, Encoder, Decoder, Vector, 
Quantization. 
 
1. INTRODUCTION 
 
Image compression using Vector Quantization (VQ) is 
a lossy compression technique. It is defined as 
mapping Q of K-dimensional Euclidean space Rk into 
a finite subset Y of Rk. Thus. , Where y = 
(xi; i=1, 2..., N) is the set of reproduction vectors and 
N is the number of vectors in Y. Below figure shows 
the conceptual diagram of Vector Quantization.  
A VQ is composed of two parts, encoder and decoder. 
An encoder will compare each input vector with every 
code vector in the codebook and generate index which 
represent the minimum distortion code vector from the 
input vector. A decoder takes the indexes to locate the 
code vector in codebook and generate the output 
vectors. 
A codebook is the set of finite code vector for 
representing the input vector. The popular technique in 
codebook design is the Linde-Buzo-Gray (LBG) 
algorithm. The whole image partitioned into sub 
blocks and all sub blocks are used training this 
codebook. 
 
Fig-1: Conceptual Diagram of Vector Quantization 
 
 
2. WORK PROCESS OF VQ 
 
A VQ is composed of two operations: Encoder and 
Decoder. The encoder takes an input vector and 
outputs the index of the codeword that offers the 
lowest distortion.  In this case the lowest distortion is 
found by evaluating the Euclidean distance between 
the input vector and each codeword in the codebook.  
Once the closest codeword is found, the index of that 
codeword is sent through a channel. The channel may 
be computer storage, communications channel, and so 
on.  When the encoder receives the index of the 
codeword, it replaces the index with the associated 
codeword.  Below figure shows a block diagram of the 
operation of the encoder and decoder.  
Given an input vector, the closest codeword is found 
and the index of the codeword is sent through the 
channel.  The decoder receives the index of the 
codeword, and outputs the codeword. 
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Fig-2:Encoder &  Decoder in VQ 
 
3. PERFORMANCE MEASURED IN 
VQ 
 
There is no proper way to measure the performance of 
VQ.  This is because the distortion. VQ is evaluated by 
us humans and that is a subjective measure.  It uses 
Mean Squared Error (MSE) and Peak Signal to Noise 
Ratio (PSNR).  MSE is defined as follows:  
 
Where M is the number of elements in the signal or 
image.  For example, if we want to find the MSE 
between the reconstructed and the original image, then 
we would take the difference between the two images 
pixel by pixel, square the results, and average the 
results, which is represent in above formula.  
The PSNR is defined as follows:  
 
Where n is the number of bits per symbol.  For 
example, if we want to find the PSNR between two 
256 gray level images, then we set n to 8 bits.  
 
4. EXPERIMENTAL STUDY 
 
Vector quantization image compression algorithm 
experiment is performed on Lena, Girl and Mandrill 
images. This experiment was performing on algorithm 
based on both random and splitting type codebook. 
Below table represent the experimental statistical 
values on different images. 
 
Fig-3: Original and compressed Lena image 
Below table shows the PSNR (db) value of both 
random and splitting type codebook and bit rate (bpp) 
of Lena image.  
Table – 1: Lena image compression  
PSNR 
-VQS 
PSNR 
-VQR Bit Rate 
15.2 12.1 0.008 
19.6 16 0.031 
21.8 20.5 0.047 
22.8 23.6 0.078 
19.6 17.8 0.125 
23.8 20.8 0.188 
25.2 23.4 0.25 
19.9 16.9 0.5 
24.7 23.2 0.75 
28.5 25.3 0.95 
   
  
 
 
 
Fig–4: Bit Rate v/s PSNR in VQ of Lena image chart 
 
Fig–5: Original and compressed Girl image 
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Below table shows the PSNR (db) value of both 
random and splitting type codebook and bit rate (bpp) 
of Lena image.  
 
Table – 2: Girl image compression  
PSNR 
-VQS 
PSNR 
-VQR Bit Rate 
18.8 13.2 0.008 
20.4 16.8 0.031 
23.7 23.6 0.047 
24.6 23.8 0.078 
20.1 19.2 0.125 
24.2 24.7 0.188 
27.5 26.2 0.25 
20.4 18.4 0.5 
24.2 26.1 0.75 
28.2 27.8 0.95 
 
 
 
 
Fig-6: Bit Rate v/s PSNR in VQ of Girl image chart 
 
Fig-7: Original and compressed Mandrill image 
Below table shows the PSNR (db) value of both 
random and splitting type codebook and bit rate (bpp) 
of Lena image.  
Table – 3: Mandrill image compression result 
PSNR 
-VQS 
PSNR 
-VQR Bit Rate 
15.2 9.2 0.008 
16.8 16.8 0.031 
17.2 17.9 0.047 
17.4 18.7 0.078 
17.4 16.1 0.125 
18.7 19.1 0.188 
19.2 19.8 0.25 
18.9 16.7 0.5 
21.2 21.2 0.75 
21.9 23.4 0.95 
 
 
 
 
 
Figure-8: Bit Rate v/s PSNR in VQ of Mandrill image 
chart 
 
5. CONCLUSION  
From the experimental study of different images such 
as Lena, Girl and Mandrill, it concludes that when the 
bit rate is increase, the PSNR is also increase in both 
VQS and VQR.   
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