It is now well known that standard asymptotic inference techniques for instrumental variable estimation may perform very poorly in the presence of weak instruments. In some circumstances, standard asymptotic techniques give spuriously small standard errors, leading investigators to apparently tight confidence regions which may be very far from the true parameter of interest. While much research has been done on inference in models with one right-hand-side endogenous variable, not much is known about inference on individual coefficients in models with multiple right-hand-side endogenous variables. In this paper we systematically investigate inference on individual structural coefficients in instrumental variables regression models with multiple right-hand-side endogenous variables. We focus on the cases where instruments may be weak for all coefficients or only for a subset of coefficients. We evaluate existing techniques for performing inference on individual coefficients using Staiger and Stock's weak instrument asymptotics, and perform extensive finite sample analyses using Monte Carlo simulations.
Introduction
It is now well known that standard asymptotic inference techniques for instrumental variable (IV) estimation may perform very poorly in the presence of weak instruments. In some circumstances, the failure is of the worst kind -false results are accompanied by reported confidence intervals which lend an appearance of great precision. That point estimates of coefficients do a poor job of telling us the true values of those coefficients is probably irremediable, after all if an equation is poorly identified then the data do not tell us much about the parameters of the system. In this paper we uncover test statistics and related confidence intervals that work quite well in the sense that they lead to reasonably accurate inference when instruments are poor and that are essentially identical to the usual asymptotic IV test statistics and confidence intervals when the instruments are good. This sort of performance under weak and strong identification respectively is important as it discourages practitioners' natural tendency to cling to traditional methods which may give (spuriously) tight confidence bounds and erroneous inference.
Most of the previous research on inference in IV regression models with weak instruments has concentrated on the simple model with a single right-hand-side, or included, endogenous variable. Unfortunately, when we consider the more general IV regression model with multiple included endogenous variables many of the results for the single included endogenous variable model do not apply for individual structural coefficients in the more general model. The fundamental issue is that when a true null is specified for the complete parameter vector then estimation under the null can give a consistent estimate of the error variance, while in contrast specification of a null on an individual coefficient does not. In this paper, we concentrate our analysis on the problem of making valid inference on individual structural coefficients in the IV regression model with multiple included endogenous variables and weak instruments. Our approach is similar in spirit to that taken by Choi and Phillips (1992) , who considered finite sample and asymptotic inference in partially identified structural equations. We extend the framework of Choi and Phillips to allow for weak instruments, and we consider non-standard methods for inference on structural coefficients. We consider cases for which instruments are weak for all structural coefficients, and cases for which instruments are weak for some coefficients but not others. We also consider the case for which instruments are weak for individual coefficients but strong for a linear combination of the structural coefficients. We utilize the weak instrument asymptotic framework of Staiger and Stock (1997) to analyze the asymptotic behavior of estimators and test statistics for individual structural coefficients. We also evaluate the finite sample performance of various estimators and test statistics through an extensive set of Monte Carlo experiments.
The plan of the paper is as follows. After a review of the recent literature on estimation and inference in IV regression models with weak instruments, we present the standard IV regression model for the case of two right-hand-side endogenous variables to set notation. Next we present the standard identification conditions and establish cases of partial identification and weak instruments. We then survey estimation and inference methods in IV regression, paying particular attention to estimation and inference on individual structural parameters. Following this, we summarize the asymptotic behavior of various estimators and test statistic under a variety of weak instrument cases. We then appraise the finite sample performance of various statistics through an extensive set of Monte Carlo simulations. We conclude with a brief summary, recommendations for empirical practice and suggestions for future research.
A Brief Review of the Literature
A series of recent papers have examined the distribution of the instrumental variable estimator under weak identification and the related issue of the performance of the traditional asymptotic tests. Papers include Bekker (1994) , Blomquist and Dahlberg (1999) , Bound, Jaeger, and Baker (1995), Choi and Phillips (1992) , Hahn and Hausman (2002) , Hahn and Inuoe (2002) , Hall, Rudebusch and Wilcox (1996) , Chamberlain and Imbens (2004) , Kleibergen (2000 Kleibergen ( , 2002 , Kleibergen and Zivot (2003) , Maddala and Jeong (1992) , Moreira (2003) , Nelson and Startz (1990a, b) , Phillips (1989) , Staiger and Stock (1997) , Stock, Wright and Yogo (2002) , Stock and Yogo (2004) , Wang and Zivot (1998) , Wong (1999) and Zivot, Startz and Nelson (1998) . Dufour (1997) gives general results for obtaining correct probability levels with weak identification. In particular, Dufour shows that for a test of nominal size α to be valid under weak identification, the confidence intervals implied by the test statistic must be unbounded at least 1 − α percent of the time.
Half a century ago, Anderson and Rubin (1949) described the Anderson-Rubin (AR) statistic, which under normality provides an exact small sample test of a hypothesis which specifies values for every element of the structural parameter vector, β. Zivot, Startz, and Nelson (1998) show how to use the AR-statistic to construct confidence regions in the case of a single endogenous variable and provide improved statistics for maximum likelihood and generalized method of moments estimates based on degrees-of-freedom-corrected LR and LM tests. Wang and Zivot (1998) provide an asymptotic justification using the Staiger and Stock (1997) local-to-zero asymptotics for these results. Recently, Kleibergen (2002) and Moreira (2003) have proposed asymptotically similar LM tests that have better power than the AR test and the LR and LM tests studied by Wang and Zivot (1998) .
The analysis in most of the above papers is limited to inference in the case of a single endogenous right hand side variable or to hypotheses specifying values for the entire vector of coefficients; here we deal with inference on individual coefficients in a model with tworight hand side variables extending the results of Choi and Phillips (1992) to the case of weak instruments. We note, however, that Dufour (1997) , Wang and Zivot (1998) , Dufour and Jasiak (2000) describe the use of numerical projections of joint test statistics to obtain confidence sets for individual elements of but do not study these methods in the presence of weak instruments. As a practical matter, using the projection procedure in general requires complicated numerical maximization. Recently, Taamouti (2001) and Dufour and Taamouti (2003) provide a limited set of results for analytically obtaining projectionbased confidence sets for individual structural coefficients based on certain types of test statistics.
Stock and Wright (2000) provides a general procedure for inference on structural parameters estimated by generalized method of moments (GMM) with weak instruments, which for the linear single equations model is based on TSLS or LIML estimates. If some endogenous variables are well identified, Stock and Wright suggest concentrating out the well identified parameters and using an Anderson-Rubin type statistic for the remaining weakly identified parameters. However, Stock and Wright point out that using their method "construction of asymptotically valid confidence intervals for subvectors . . . is somewhat . . . difficult," but that an asymptotically conservative confidence interval can be found by projecting out parameters as suggested in Dufour (1997) . Kleibergen (2000) provides an alternative to Stock and Wright's concentrated AR statistic in the linear IV model, and a more general alternative in the GMM context is provided in Kleibergen (2002) . The statistics proposed by Stock and Wright and Kleibergen require partial identification to be asymptotically valid. We evaluate these statistics in a general framework where partial identification is a special case.
The IV Regression Model
We begin with the classic statements about IV regression in an identified linear model, in the process defining notation for the paper.
Structure and Reduced Form
Consider the structural linear equation with k right-hand side variables
where X i is the i th column of X, X˜i is the remainder of X, and u is a random error vector. Our focus will be on making inference on the scalar parameter β i using instrumental variables regression, when the variables in X are endogenous; i.e., correlated with the error term u. The reduced form of the model consists of the population regression of y and each column of X on all q of the exogenous instruments in the matrix Z :
The corresponding reduced form equations for the endogenous variables X i and X˜i are
The model described in equations (1) - (3) is traditionally called the linear IV regression model.
Assumptions
Let p → denote convergence in probability and d → denote convergence in distribution. We make the following high-level assumptions that impose rather weak moment conditions on the exogenous variables and error terms: Assumption 1
1. Z has full column rank q and is uncorrelated with u, and V.
E[Z
where Z t denotes the t th observation on Z 3. The error terms u t ,and V t are assumed to have mean zero, and to be serially uncorrelated and homoskedastic with positive definite covariance matrix
IV Estimation
The vector β is commonly estimated by the method of instrumental variables (equivalently the method of two stage least squares or generalized method of moments). The instrumental variables (IV) estimator iŝ
where
Using standard partitioned regression techniques, the IV estimator of β i may be expressed aŝ
Given that Assumption 1 and the traditional rank and order conditions hold,
A consistent estimate of the asymptotic variance σ uu H is given by nσ uu,IVĤ , whereσ uu,
where, given the partitioning in
A consistent estimate of the asymptotic variance σ uu H ii is given by nσ uu,IVĤii , wherê
The asymptotic variance ofβ IV is finite provided the rank condition for identification holds (see Davidson and MacKinnon (1993) , chapter 18). Equivalently, H and H ii exist if the rank condition holds. For our purposes, β i is identified in the full model (1)- (3) if H ii exists, unidentified if H ii does not exist, and is weakly identified if H ii is "nearly infinite"
2 . Since H ii is a scalar, we can alternatively characterize the identifiability of β i by examining H
In the former case, β i is not identified but β˜i is identified provided Γ˜i has full rank. In the latter case, both β i and β˜i are not separately identified but the linear combination α = aβ i + β˜i is identified 3 . The reduced form coefficients are appropriately estimated by least squares,θ = (
For the construction of the S-statistic in the next section, it is useful to note thatβ IV andĤ can be written in terms of the estimated reduced form parameters and the instruments Z :
Because we need the covariance matrix of the estimated reduced form coefficients, it is convenient to think of the reduced form as a system of seemingly unrelated regressions
Define λ to be the q · (k + 1) × 1 column vector of reduced form parameters in (8) andλ to be the corresponding least squares coefficients. Then, under assumption 1
Tests for Individual Coefficients
Several statistics have been proposed for making inference on individual structural coefficients in the IV regression model that are robust, in some sense, to weak instruments. Some of these methods are based on the IV estimator and some are based on the limited information maximum likelihood (LIML) estimator. In this section, we briefly describe these statistics and introduce some new statistics.
2 A formal characterization of weak identification based on Staiger and Stock's (1997) weak instrument asymptotics is given in section 6. 3 We note that H −1
ii =X 0 iQ −iXi is closely related to Shea's partial R 2 statistic for testing instrument relevance (see Shea (1997) ). Specifically, a little algebra, which is implicit in Shea's paper, shows that the numerator of Shea's partial R 2 is equal to H −1
ii . Consequently, Shea's partial R 2 will be close to zero whenever H
−1
ii is close to zero.
Traditional IV Asymptotic t-statistic
Suppose we wish to test H 0 : β i = β 0 i based on traditional IV estimation. Standard practice is to use the asymptotic t-statistic
LIML t and LR statistics
The LIML estimator of β maximizes the log-likelihood function concentrated with respect to Γ and
where Y = [y X] and
The LIML estimator of β equivalently minimizes k(β) and the minimized value,
can be shown to be the smallest root of the determinantal equation
The LIML estimator is usually expressed as the k−class estimator
For testing
where e k LIM L (β 
The S-statistic and Modified t-statistics
Consider forming a test statistic for H 0 : β i = β 0 i such that it will be close to zero either if the estimated deviation from the truth is small or if the evidence for identification is weak by formingΨ
where∆
measures the identification of β i . Recall, ∆ i > 0 is necessary for the rank condition to hold and for β i to be identified in the IV regression model. If β i is weakly identified then ∆ i , and thereforeΨ i will be close to zero and we will be appropriately unable to reject the hypothesized value β 0 i . In order to derive a formal test statistic from (14) , it is useful to writeΨ i explicitly as a function of Z, β 0 i and the estimated reduced form parametersΓ andθ :
n order to studentizeΨ i we require an estimate of the asymptotic variance,σ
. Since the estimated reduced form parameters are asymptotically normal, we can computeσ 2 Ψi by the usual Taylor series approximation (delta method):
The partial derivatives (1998) emphasize that a problem with the use of TSLS or LIML t-ratios in the presence of weak instruments is that the estimate of the structural error variance σ uu is inconsistent. The S-statistic may be thought of as a t-statistic that is more robust to the presence of weak instruments by utilizing a better estimate of σ uu . To see this, note that (9) may be re-expressed as
The variance estimate (16) is now seen to be an estimate of the structural error variance σ uu using the reduced form estimatesλ and β 0 i . Modified versions of the IV and LIML t-statistics that are more robust to the presence of weak instruments may also be constructed by utilizing a better estimate of σ uu as follows. The IV and LIML t-ratio for testing β i = β 0 i (i = 1, 2) has the form
Instead of computing an estimate of σ uu using the unrestricted estimate of β, we can instead utilize β i = β 0 i (i = 1, 2) and compute a restricted residual variance estimatẽ
4 The S-statistic takes its name from its creator, Dick Startz.
whereβ˜i ,j (β 0 i ) denotes either the IV or LIML estimate of β˜i imposing β i = β 0 i . The restricted LIML estimate minimizes (13) , and the restricted IV estimate is
The modified IV and LIML t-statistics are theñ
Concentrated AR statistic
Stock and Wright (2000) consider a concentrated Anderson-Rubin type statistic for testing
In the linear IV regression, this statistic has the form (13), whereas the restricted IV estimate has the analytic form (19) 
Concentrated K statistic
Kleibergen (2000) proposes a concentrated version of his joint K-statistic (see Kleibergen (2002) for details) for testing the individual hypothesis H 0 : β i = β 0 i , which has the form
Projected AR statistic
Let β = (β i , β 0 i ) 0 and consider testing the hypotheses
If the errors are normally distributed, Anderson and Rubin (1949) showed that (23) is distributed F k,n−k in finite samples under the null. This result hold regardless of the quality of the instruments. More generally, Staiger and Stock (1997) showed that (23) is asymptotically χ 2 (q) under their weak instrument framework. A confidence set for β with level 1 − α can be obtained by inverting AR(β 0 ) giving
where χ 2 α (q) is the 1 − α quantile of the chi-square distribution with q degrees of freedom. If we are interested in making inference on β i or some function of β, say η = g(β), then a Scheffe-type projection method as described in Dufour (1997) , Wang and Zivot (1998) and Dufour and Jasiak (2001) can be employed to make valid inference. They show that a confidence set defined by
has asymptotic coverage probability at least 1 − α. If g(β) = β i the set C η (α) is simply the projection of C β (α) on the β i axis. Taamouti (2001) and Dufour and Taamouti (2003) give an analytic formula for computing projection-based confidence sets for linear functions g(β) = w 0 β based on (24).
Asymptotic Properties Under Weak Instruments
In this section, we evaluate the asymptotic properties under weak instruments of a subset of the competing statistics for making inference on individual coefficients in the IV regression. To simplify the asymptotic analysis, we restrict our attention to the IV regression model (1) - (3) with two right-hand side endogenous variables so that β = (β 1 , β 2 ) 0 .
Weak Instrument Cases
We follow Staiger and Stock (1997) and Wang and Zivot (1998) and characterize weak instruments using a local-to-zero framework. With multiple endogenous variables, the characterization of weak instruments becomes a bit complicated because the instruments Z may be weak for the coefficients on all of the endogenous variables, or for only a subset of the coefficients. Therefore, we consider the following weak instrument (WI) cases:
where G is a fixed q × 2 matrix of full rank. This case is considered by Staiger and Stock (1997) and Wang and Zivot (1998) , and specifies that instruments are weak for both structural coefficients.
Weak Instrument Case II:
where g 1 is a fixed q × 1 vector, and Γ 2 is a non-zero fixed q × 1 vector linearly independent of Γ 1 . This case specifies that instruments are weak for β 1 but not for β 2 .
3. Weak Instrument Case III:
where a is a non-zero scalar, g 1 is a fixed q × 1 vector, and Γ 2 is a non-zero fixed q × 1 vector linearly independent of g 1 . This case specifies that instruments are weak for both structural coefficients except for the linear combination α = aβ 1 + β 2 .
Standardized Variables
The asymptotic distributions of various estimators and test statistics under the weak instrument cases defined above depend on nuisance parameters measuring the degree of endogeneity of X 1 and X 2 , standardized multivariate normal random vectors, and standardized measures of the quality of the instruments Z. Endogeneity is measured using the simple correlation coefficients
where σ 11 , σ 12 and σ 22 are the unique elements of Σ V V . The weak instrument asymptotic distributions are functions of the standardized random vectors
Staiger and Stock (1997) use an alternative standardization such that ρ 12 = 0. Additionally, define Λ
and for i = 1, 2
The matrix Λ 0 Λ/q is related to the noncentrality parameter of the limiting chi-square distribution of the Wald statistic for testing Γ = 0 in (3), and measures the global quality of the instruments. The scalars λ 0 i λ i /q (i = 1, 2) are related to the noncentrality parameter of the limiting chi-square distribution of the Wald statistics for testing Γ i = 0 in (4), and measure the quality of the instruments for β i .
Asymptotics Under Weak Instrument Case I
The appendix gives the convergence results for sample moments under weak instrument case I that are used in deriving the following results. In the following, "⇒" denotes convergence under the Staiger-Stock weak instrument asymptotics.
Theorem 1 Under Assumption 1 and weak instrument case I, the following results hold jointly as n → ∞
where Q λ˜i+z˜i = I q −P λ˜i+z˜i is a random idempotent matrix of rank q − 1 w.p.1.
Under the null hypothesis H
5 The correlation coefficients in the matrix R are not unrestricted. An analysis of the Choleski decomposition of R will spell out the necessary restrictions.
Proof. The proof follows directly from the results of Lemma 1 in the Appendix. Result 1, first derived by Staiger and Stock (1997) , shows that the IV estimate of β i is inconsistent and converges to a random variable whose distribution depends on nuisance parameters that cannot be consistently estimated. Result 2 shows that the restricted IV estimate,β˜i ,IV (β 0 i ), is inconsistent and converges to the random variable β * i (β 0 i ) that depends on unknown nuisance parameters. As a result, the restricted residual variance estimate,σ uu (β 0 i ), is also inconsistent and converges to a random variable 6 . Since the denominators of the asymptotic-t, S, modified-t, AR and K statistics depend on restricted estimates of σ uu , the inconsistency ofσ uu (β 0 i ) introduces a random variable like ω * i (β 0 i ) into the limiting distributions of these test statistics. For example, using Lemma 1 from the Appendix, it is straightforward to show that
The results of Theorem 1 indicate that, if instruments are weak for all structural coefficients, asymptotically valid inference cannot be made using any of the proposed test statistics. However, asymptotically valid, but conservative, confidence sets for individual coefficients may be computed using the Dufour-Taamouti projection-AR sets. If instruments are very weak, these sets will be unbounded with probability close to the stated coverage probability.
Asymptotics Under Weak Instrument Case II
Most of the asymptotic results for estimators and test statistics to date have been based on WI case I. In this section we provide some asymptotic results for a subset of the estimators and test statistics under WI case II.
Theorem 2 Under Assumption 1 and weak instrument case II, the following results hold as n → ∞ Part 1.
where Q M 1/2 Γ 2 is an idempotent matrix with rank q − 1, Q λ 1 +z 1 is a random idempotent matrix of rank q − 1 w.p.1, and
Part 2. Under the null hypothesis H 0 :
6 Similar results may be shown to hold for the LIML estimates.
Proof. The proof follows directly from the results of Lemma 2 in the Appendix. Part 1 of the theorem shows that if instruments are weak for β 1 but not for β 2 , then β 1,IV is not consistent for β 1 butβ 2,IV is consistent for β 2 . This corresponds with the result from Choi and Phillips (1992) for the partially identified model. Due to the inconsistency ofβ 1,IV , the IV estimate of the residual error variance is inconsistent and converges to a random variable. The asymptotic distribution ofβ 1,IV is a ratio of quadratic forms in correlated normal random vectors and is similar to the result established by Staiger and Stock (1997) . When β 1 is totally unidentified, the limiting distribution reduces to the expression given in part (b) of Corollary 3.1 of Choi and Phillips (1992) . The limiting distribution ofβ 2,IV is not normal, but may be expressed as a mixture-normal distribution using arguments from Staiger and Stock (1997) . Conditional on z 1 , the asymptotic distribution ofβ 2,IV is normal with mean zero and variance
When β 1 is totally unidentified the limiting distribution reduces to the expression given in part (a) of Corollary 3.1 of Choi and Phillips (1992). As instruments become stronger, the limiting distribution ofβ 2,IV approaches its usual asymptotic normal distribution. Part 2 shows Staiger and Stock's (1997) result that standard inference based on the IV t-statistic is not valid for β 1 , since its limiting distribution depends on nuisance parameters that cannot be consistently estimated. However, valid inference may be performed on β 1 using the other statistics since their limiting distributions are either pivotal or boundedly pivotal. The main reason for this is that the residual error variance σ uu may be consistently estimated when β 1 = β 
Asymptotics Under Weak Instrument Case III
Under WI case III, instruments are weak for β 1 and β 2 individually but are strong for the linear combination α = aβ 1 + β 2 . To determine the limiting distributions of β 1 , β 2 and α, we follow Choi and Phillips (1992) and consider a rotation of the IV regression model (1) to isolate the identified and weakly identified coefficients. Definẽ
Then the rotated IV regression model is
, and has β 1 weakly identified and α well identified. Under WI case III, the analysis of the rotated IV regression model is identical to analysis of the unrotated model under WI case II sinceΓ 1 = aΓ 2 + n −1/2 g 1 − aΓ 2 = n −1/2 g 1 and Γ 2 6 = 0. In particular, the TSLS estimate of β 1 is inconsistent and the TSLS estimate of α is consistent by asymptotically biased.
Confidence Regions
An asymptotically valid confidence set for the scalar β i with level 1 − α based on inverting the statistic T (β 0 i ) is defined by
where c α is the 1 − α quantile of the limiting distribution of T (β 
where values of a, b, and c depend on the data and c α , then the confidence regions defined by (25) have convenient closed form expressions and may take one of four shapes: a familiar connected interval of the form (β which β 1 = 1 is weakly identified and highly endogenous and β 2 = 1 is well identified and minimally endogenous. The bottom panel of Figure 1 shows plots of the statistics for a Monte Carlo realization in which both β 1 and β 2 are well identified 8 . Ninety five percent confidence intervals are the values of β 0 i such that the test statistic in question lies below the appropriate critical value. These confidence intervals are summarized in Table  1 , along with the projection-based confidence set determined from the joint AR statistic (23) . Based on the asymptotic results in the previous section, c .05 = χ 2 . For the statistics testing β 2 = 1, the chi-square critical values are not correct 9 . However, for illustrative purposes, these critical values are used when forming the confidence sets.
Consider first the plots of the statistics as functions of β 1 for the weak instrument case given in the upper left panel of Figure 1 . The t IV (β 0 1 ) 2 statistic plots as a parabola and the incorrect 95 percent confidence region is a reasonably tight closed interval around β 1,IV = 1.66, (1.52, 1.80), a region which excludes the true value. The shapes of the other statistics are generally similar to each other but display some important differences. All statistics eventually asymptote to a finite value. AR LIM L (β 1 ) always lies above the critical value 9.481 and so produces an empty confidence set. This results from the data rejecting the overidentifying restrictions when one imposes β 1 = 1. Unlike the AR LIM L (β 1 ) set, the projected-AR confidence set is a closed interval but excludes β 1 = 1. The statistics LR(β ) behave similarly. Both statistics produce closed confidence sets using the χ 2 (1) critical value, with β 1 = 1 covered by the LR set but not by the S 2 set. When the conservative χ 2 (4) critical value is used, the lower limit of the LR set becomes unbounded whereas the S 2 remains closed. With the χ 2 (4) critical value, the S 2 set contains β 1 = 1.
Next, consider the statistics for testing β 1 = 1 when instruments are good for both coefficients. All confidence sets except for those based on AR LIM L (β 0 1 ) and K(β 0 1 ) are closed, and the right end-points of the sets are similar. Due to the high degree of endogeneity of X 1 , the t IV (β 0 1 ) 2 confidence set still excludes β 1 = 1. However, β 1 = 1 is covered by the LR and K confidence sets using the χ 2 (1) critical value, and is covered by the S 2 confidence set using the χ 2 (4) critical value. Now consider the test statistics as functions of β 2 . For both weak and good instruments for β 1 , all confidence sets, except those based on AR LIM L (β 
Finite Sample Properties Under Weak Instruments
In this section, we evaluate the finite sample properties of the competing statistics for making inference on individual structural coefficients using a comprehensive set of (2000) and Kleibergen (2000) have considered designs with two right-hand-side endogenous variables, and the results from these papers indicate that it may be misleading to extrapolate the results from the one variable case to the multiple variable case. Much more work is needed in the multiple right-hand-side variable case and we provide the most comprehensive study to date.
Monte Carlo Designs for Multiple Endogenous Variables
The Staiger-Stock weak instrument asymptotics show that the distributions of IV estimators and test statistics depend on three key nuisance parameters: (1) the degree of endogeneity as measured by the correlation coefficients ρ u1 , ρ u2 and ρ 12 ; (2) the number of instruments, q; and (3) the relevance of the instruments as measured by Λ 0 Λ/q. Instruments are irrelevant when Λ 0 Λ/q = 0. For one right-hand side endogenous variable, Staiger and Stock's simulation experiments reveal that instruments are essentially weak when 0 < Λ 0 Λ/q < 10. Instruments become pretty good when Λ 0 Λ/q > 10. In the multiple right-hand-side endogenous variable case, Λ 0 Λ/q is a matrix and weak instruments are characterized by the minimum eigenvalue of Λ 0 Λ/q. In addition, Staiger and Stock show that with weak instruments the performance of standard inference methods is the worst in models with many irrelevant instruments (large value of q and Γ ≈ 0) and very high degrees of endogeneity.
The data generating process (DGP) for our experiments is similar to the designs in Flores-Lagunes (2000) and has the form
where β 1 = β 2 = 1, Γ 13 = Γ 23 = 0 and the covariates are generated following 10 :
The q − 2 variables in Z 3 are superfluous instruments, since their coefficient values in the reduced form equations are zero. The main difference from the Flores-Lagunes designs is that the instruments are mutually uncorrelated with unit variances. In this design,
We set n = 100 and consider cases for which ρ = (0.5, 0. . In the first two cases, X 1 and X 2 are moderately endogenous; in the third case, X 1 is mildly endogenous and X 2 is strongly endogenous; in the fourth case, X 1 is strongly endogenous and X 2 is mildly endogenous.
We consider the following parametertizations for Weak Instrument Cases I and II:
• Weak Instrument Case I (Staiger-Stock): γ 12 = γ 21 = 0. Set γ 11 and γ 22 such that
This implies that
Here instruments are weak for both β 
Here instruments are weak for β 1 if α < 10, and the instruments are always good for β 2 . The following table summarizes the values of γ 11 for q = 2, 5, 20 and n = 100 :
10 The correlation coefficients must satisfy ρ 2 
Results
There are 27 different designs for each of the weak instrument cases. For each design, 10,000 simulations are performed and the Monte Carlo experiments for each design use the same random numbers to eliminate simulation noise between experiments. We compute the unrestricted IV and LIML estimates as well as the corresponding estimates that impose the restriction β i = 1. We also compute the IV and LIML t-statistics, the concentrated AR statistics using the restricted IV and LIML estimates (21), the concentrated K statistic (22), the projection-based confidence sets based on the joint AR statistic, the S statistic
11
(17)for testing the individual hypothesis
The results of a subset of the experiments are summarized in Tables 2 -4 and described below. Power results are only reported for a subset of Weak Instrument Case II designs.
Weak Instrument Case I
In this design, the instruments are weak for both β 1 and β 2 in a symmetric way so results are only presented for tests on β 1 . The asymptotic results indicate that none of the tests considered are asymptotically pivotal. The empirical sizes of the tests for individual coefficients are summarized in Table 2 . For the just identified models, the IV and LIML tstatistics for β i (i = 1, 2) have size distortions that increase with ρ i . The LR, AR LIM L and K statistics for β i are well behaved and appear to be very close numerically. This result was also noted by Kleibergen (2000) . The S and AR IV statistics for β i are nearly identical and are slightly oversized when ρ˜i is large. The tests for β i based on the projected AR confidence sets are very conservative. Most of the confidence sets are unbounded, even for moderately strong instruments.
For the overidentified models, the IV t-statistics and the S-statistics can be severely size distorted using standard normal critical values, especially for highly overidentified models with very weak instruments and ρ i ≈ 1. The LIML-t, LR and AR IV statistics are also size distorted but to a lesser degree. Interestingly, the size distortions of AR IV (β 
Weak Instrument Case II: Size
In this design, the instruments are weak for β 1 but not for β 2 . The asymptotic results indicate that the S 2 , LR, AR and K statistics for testing β 1 = β 0 1 have asymptotically 11 The results for the S statistic and the modified t-statistics (20) are almost identical so we only show the results for the S-statistic.
Design
Test Statistics for H 0 : Table 3 . For the just identified models, the IV and LIML t-statistics are sized distorted for β 1 when ρ 1 is high. The remaining statistics for β 1 are properly sized, as predicted by theory. Interestingly, when instruments are very weak, most of the test statistics for β 2 are undersized. However, S(β 0 2 ) and AR IV (β 0 2 ) are slightly over-sized when ρ 1 ≈ 1 and β 1 is weakly identified.
For the overidentified models, the IV and LIML t-statistics, S-statistic and LR statistic for β 1 can be severely size distorted using the χ 2 (1) critical value. The S 2 and LR statistics become size controlled, although conservative, when using the χ 2 (q − 1) critical value as predicted by theory. The AR LIM L and K statistics for β 1 have stable sizes, as predicted by theory. However, AR IV (β 0 2 ) is over sized when ρ 1 ≈ 1 and β 1 is weakly identified. The tests for β i (i = 1, 2) based on the projected AR confidence sets are conservative, with the tests for β 2 much more conservative than the tests for β 1 . The empirical size of the tests for β 1 does not vary with the quality of the instruments whereas the empirical size of the tests for β 2 becomes closer to the nominal size as the instruments for β 1 improve. When instruments are weak for β 1 , most of the confidence sets for β 1 and β 2 are unbounded. When instruments become moderately strong for β 1 , the percentage of closed confidence sets approaches the nominal coverage rates.
Test Statistics for H 0 : Three sets of power experiments are run to evaluate the tests for individual coefficients. In the first two sets, nominal five percent tests for the null hypothesis β 1 = 1 against the alternatives β 1 = 1 + δ, for selected values of δ, are computed for designs in which instruments are moderately strong for β 1 and for designs for which instruments are weak for β 1 . In the third set, five percent tests for the null hypothesis β 2 = 1 against the alternatives β 2 = 1 + δ are computed in designs for which instruments are weak for β 1 .
In all cases size-adjusted power is computed using the finite sample critical values based on the Monte Carlo experiments under the appropriate null hypothesis. Figure 2 shows the power results for tests on β 1 for the designs in which instruments are good (α = 10) and endogeneity is moderate for both variables (ρ 1 = ρ 2 = 0.5). In these designs all of the test statistics have size close to nominal size 12 . For q = 2, the power of the IV and LIML t-statistics are almost identical, and the power of the LR,
Test Statistics for H 0 : AR LIM L , K and S statistics are almost identical. The IV and LIML t-statistics have higher power for δ > 0 and the LR, AR LIM L , K and S statistics have slightly higher power for δ < 0. The power of the projected AR confidence set is uniformly below the power of the other test statistics. For q > 2, the power of the IV and LIML t-statistics differ slightly, and the LR, K and S statistics have very similar power. Due to the larger critical values, the AR LIM L statistic loses power relative to the other statistics and is close to the power of the projected AR confidence set. Interestingly, the power of the K statistic is not monotonic for δ < 0. The IV t-statistic has the best power for δ > 0 and the S statistic has the best overall power for δ < 0. Figure 3 gives the power results for the tests on β 1 for designs in which instruments are weak (α = 1) and endogeneity is moderate for both variables. In these designs, the IV and LIML t-statistics and LR statistics are moderately over sized whereas the other statistics are size controlled. In general, the size adjusted power of the IV and LIML t-statistics dominate the power of the other statistics. However, this result is somewhat misleading since size adjustment is not possible in empirical applications. When q = 2, the power of the AR LIM L , K, LR and S statistics is identical and never exceeds 0.4. When q > 2 the powers of the AR LIM L , K, LR and S statistics diverge and the S statistic generally dominates in terms of power. The shapes of the LR, AR LIM L and projected AR power curves are very similar with the ranking LR > AR LIM L > projected AR. Contrary to the results of Kleibergen (2000) , the K statistic often has lower power than the AR LIM L statistic and the projected AR statistic. Figure 4 gives the power results for the tests on β 2 for designs in which instruments are weak for β 1 (α = 1) and endogeneity is moderate for both variables (ρ 1 = ρ 2 = 0.5). In these designs, all of the tests for β 2 are generally undersized. When q = 2, the power of the IV and LIML t-statistics are similar and dominate the power of the other statistics. The power curves for AR LIM L , K, LR and S are similar in shape and flatten out for large values of |δ|, suggesting that they are inconsistent tests. The power of the projected AR confidence set is uniformly the lowest, and never rises above about 17%. For q > 2, all statistics exhibit higher power than when q = 2. The IV and LIML t-statistics and the S statistic are very similar and exhibit the highest power, followed by the LR, AR LIM L and projected AR statistics. For highly overidentified models, the power of the K statistic is non-monotonic in |δ| and is lower than the power of the projected AR confidence set.
Conclusion
For inference on individual structural coefficients in IV regression models with weak instruments we make the following observations. Valid inference is available for weakly identified coefficients using a variety of statistics as long as the remaining coefficients are well identified. The asymptotic results show that valid inference on well identified coefficients in the presence of some weakly identified coefficients is problematic. However, the Monte Carlo experiments show that tests on the well identified coefficient based on all of the statistics except the IV t-statistic are generally undersized. The only asymptotically valid tests for individual coefficients regardless of the quality of the instruments are based on projections of asymptotically valid tests for all coefficients. Most of the statistics perform as well IV t-statistic when instruments are good and generally much better than the IV t-statistic when instruments are weak. The concentrated K and AR LIM L statistics have the most stable size across the Monte Carlo experiments, even in situations for which the asymptotic theory shows the statistics to be non-pivotal. Tests based on the projected AR confidence sets are also well behaved but can be quite conservative if instruments are moderately weak for some or all of the right-hand-side endogenous variables. Interestingly, none of the statistics dominate in terms of power. The best statistic to use depends on the characteristics of the data generating process, which are unobservable in real data.
The current practice for IV estimation in commercial software is that estimated coefficients are accompanied by the estimated asymptotic standard error. This allows for trivial computation of confidence intervals and tests of point hypotheses. However, if instruments are weak then these confidence intervals may be highly misleading. For IV models with multiple right-hand-side endogenous variables, if instruments are suspected of being weak for one variable but not the others, then we recommend that confidence intervals be formed by inverting either the K, AR, S or modified-t statistics. If instruments are suspected of being weak for all variables the confidence intervals based on the projected joint AR statistic should be computed.
Appendix A
The proofs of Theorems 1 and 2 follow from straightforward manipulations of the results in the following lemmas. Lemma 1. Under Assumption 1 and weak instrument case I, the following results hold jointly as n → ∞ for i = 1, 2 :
Lemma 2. Under Assumption 1 and weak instrument case II, the following results hold jointly as n → ∞
Using results 3 and 5 of Lemma 1, it follows that
After some algebra and results of Lemma 1, it can be shown that
Proof of Theorem 2 First consider the Part 1 results. From the formula for the partitioned IV estimate of β i , it follows thatβ
Using the results of Lemma 2,
is an idempotent matrix of rank q −1. Therefore,β
Similarly, results of Lemma 2 imply
so thatβ 2,IV − β 2 ⇒ 0 andβ 2,IV is consistent for β 2 . Furthermore, using Lemma 2 again gives
IVû IV wherê u IV = y − X 1β1,IV − X 2β2,IV = u − X 1 (β 1,IV − β 1 ) + X 2 (β 2,IV − β 2 ) Now, using the results of Lemma 2 
The proof fort IV (β 
Next, observe that 
Appendix B
In this appendix, we follow Zivot, Startz and Nelson (1998) and show how to compute AR IV and S confidence regions in closed form, that are asymptotically valid under weak instrument case II. As stated in section 7, analytic confidence intervals may be obtained if the non-rejection region of the test statistic in question may be expressed as the quadratic inequality (26) . For the statistic AR IV (β i ), the (1 − α) · 100% confidence region (35) is determined by those values of β , where the vector of partial derivatives are computed numerically.
