Abstract. We show that every real low for Demuth randomness is of hyperimmune-free degree.
Introduction
A fundamental theme in the study of computability theory is the idea of computational feebleness, which might be loosely defined as properties exhibited by non-computable sets resembling computability. This is usually described in literature as a notion of lowness, and indicates weakness as an oracle. The classical example of sets exhibiting a property of this sort are the low sets, which are the sets A such that A ≡ T ∅ . Thus in terms of the jump operator, low sets are indistinguishable from the computable ones. There is a plethora of results in the literature which suggest that low sets resemble computable sets, particularly for the computably enumerable (c.e.) sets.
In notions of lowness, one usually considers a certain set operation and says that A satisfies the notion of lowness if it does not give any extra power to the operation. In the above example of low sets, the operation concerned was the Turing jump operator. Slaman and Solovay demonstrated in [26] a relationship between the low sets, and another seemingly unrelated lowness notion from the theory of inductive inference. In particular they showed that every set A which was low for EX learning was also low (and in fact 1-generic below ∅ ). This result says that lowness for various notions of computation can be intertwined.
In a similar vein, Bickford and Mills [5] introduced the concept of a superlow set. A truth-table reduction is a Turing reduction which is total on every oracle string, and a set A was defined to be superlow if A ≡ tt ∅ , where the equivalence ≡ tt is induced by the pre-ordering of truth-table reducibility. One expects that the superlow sets would resemble the computable sets very strongly. Indeed a standard construction of a low c.e. set by the preservation of jump computations already made the constructed set superlow (as in the low basis theorem). At first blush we might be tempted to think that the low and superlow sets are very similar, or even the same. However the low and superlow sets have turned out to be not even elementarily equivalent. Recent examples have suggested that the dynamic properties of low and superlow c.e. sets are very different. For instance Downey and Ng [12] showed that there is a low c.e. degree which is not the join of any two superlow c.e. degrees.
Recent development in algorithmic randomness have revealed that the theory of low and superlow c.e. sets is much deeper than originally thought. Various lowness notions for Kolmogorov complexity and other operations arising in algorithmic randomness have suggested a deep connection with subclasses of the low sets. Several subclasses of the superlow sets have sprung up, and have been shown to be even better candidates for studying properties resembling computability. A central theme in these classes is the notion of traceability.
An order function h is a total computable, non-decreasing and unbounded function. A set A is said to be jump traceable with respect to an order h, if there is a computable g, such that for all x,
. Here, J A (x) denotes the value of the universal function Φ A x (x) partial computable in A. Note that the range of J A is contained in IN, and not restricted to binary values. A set A is said to be jump traceable, if there is an order h for which it is jump traceable with respect to h. This notion was introduced by Nies [23] .
A jump traceable set A differs from a superlow set in the sense that we are able to effectively enumerate finitely many candidates for each J A (x). For a superlow set A we are only able to approximate whether J A (x) converges. Since we are able to code finite information into J A (x), it might appear that being jump traceable is stronger than being superlow. Recall that a set A is n-c.e. if there is a computable approximation A s (x) to A, such that the number of changes in A s (x) is bounded by n at every x. A is ω-c.e. if the number of changes is bounded by a computable function.
Ng [19] showed that for n-c.e. sets, jump traceability and superlowness were the same. Earlier, Nies [23] showed that they coincide on the c.e. sets. However when we consider the next level on the Ershov hierarchy, these two notions separate: it is not hard to see that no jump traceable set can be Martin-Löf random, so a superlow Martin-Löf random set cannot be jump traceable. In the other direction, Nies [23] showed that there was an ω-c.e. jump traceable set which was not superlow. If we consider non-Δ 0 2 sets, the situation becomes even more bizzare. There is a perfect Π 0 1 class of sets which are jump traceable, via an exponential bound. Such a phenomenon highlights an important inherent property of being traceable; we are only able to enumerate possible values of A | n , but beyond that we are given no additional information to suggest which one of the enumerated values is correct. Indeed Kjos-Hanssen and Nies [17] showed that jump traceable sets could even be superhigh.
Traceability plays a very important role in understanding lowness notions arising in algorithmic information theory. If R is a notion of effective randomness, then low for R would denote all the sets A for which R A = R (i.e. every random Z is still random relative to A). The work of Terwijn and Zambella [28] , Kjos-Hanssen, Nies and Stephan [18] , and Bedregal and Nies [4] has revealed an interesting interaction between "predictability" in terms of traceability, and simplicity in terms of Kolmogorov complexity. Recall that a set Z is of hyperimmune-free degree, if every function computable from Z is dominated by a computable function. A is said to be computably traceable if A is "uniformly hyperimmune-free". That is, there is a computable function h such that for each f ≤ T A, there exists a computable sequence of canonical finite sets D g(x) with |D g(x) | ≤ h(x), and such that f (x) ∈ D g(x) for all x. They showed that Theorem 1.1. A is low for Schnorr randomness iff A is computably traceable.
Hence the notion of being low for Schnorr randomness coincided with a combinatorial notion, that of being computably traceable.
A very robust class exhibiting low information content is the class of Ktrivial reals 1 . Formally a real A is K-trivial if there is some constant c such that 
; that is, A does not help in the compression of strings when used as an oracle. The robustness of this class was further demonstrated when various other characterizations were found; for instance the reals low for weak 2-randomness, and the bases for Martin-Löf randomness [16] . Here A is a base for Martin-Löf randomness if A ≤ T Z for some Z which is random relative to A. Intuitively there cannot be many possibilities for initial segments of a base for randomness, because we can use the given Turing reduction Φ (where A = Φ Z ) to lower the Kolmogorov complexity of possible initial segments of Z. This was in fact the driving force behind the "hungry sets" theorem of [16] . We refer the reader to Franklin and Stephan [14] for a Schorr random version of a base. Other notions of bases which have been studied are the LR-bases for randomness [2, 3] , and the JT -bases for randomness [19] . These are notions obtained from a base for randomness, by replacing Turing reducibility with different weak reducibilites.
The resemblance which the K-trivial reals bear with the computable sets makes one wonder if they are related to the low sets. Is there also a combinatorial characterization in terms of traceability like the one for Schnorr lowness? Recent developments have suggested that this was the case. In [10] , Downey, Hirschfeldt, Nies and Stephan showed that the K-trivial reals were natural solutions to Post's problem in the following sense:
They used a new method widely known as the "Decanter method". This method exploited the fact that for any given K-trivial real, we could challenge its triviality very slowly. This resembles the "drip-feeding" action of a decanter, and hence the fanciful name. Nies [23, 24] then applied a non-uniform method of the Decanter method to show:
In fact, the same proof also shows that every K-trivial real is jump traceable at an order of n log 2 n. These results suggested that jump traceability was the appropriate combinatorial notion associated with K-triviality, in the same way as computable traceability was related to lowness for Schnorr randomness. Armed with this insight, Figueira, Nies and Stephan [13] defined the notion of strong jump traceability. They defined A to be strongly jump traceable, if A is jump traceable with respect to all order functions. Figueira, Nies and Stephan used a cost function construction to show the existence of a promptly simple strongly jump traceable c.e. set. One can view c.e. strong jump traceability as a natural strengthening of being superlow. Unlike the case of computable traceability, strong jump traceability is different from jump traceability; in fact there is an entire hierarchy of jump traceable sets ordered by the growth rates of the bounding functions on the size of the trace. This hierarchy contains infinitely many strata in either direction. That is, there is no single maximal bound for jump traceability (Figueira Nies and Stephan [13] ), and neither is there a single minimal bound (Ng [21] ). In fact, Greenberg and Downey [8] showed that if one got down to a level of log log n, then every jump traceable real was Δ 0 2 . Figueira, Nies and Stephan asked if strong jump traceability was the coveted combinatorial characterization of the K-trivials. Cholak, Downey and Greenberg [6] answered this for the c.e. case by showing that the c.e. strongly jump traceable sets form a proper sub-ideal of the c.e. K-trivials. In fact, they showed that if A was c.e. and jump traceable at order ∼ √ log n, then A was also Ktrivial. This gave the first example of a combinatorial property which implies K-triviality. Even though neither notion of jump traceability gives us an exact characterization of the K-trivials, the associated results provide a good idea of the upper and lower bounds on the order of jump traceability which would capture K-triviality. By analyzing the proofs which give the lowerbound ∼ √ log n and upperbound ∼ n log 2 n, two possible characterizations had been suggested. Greenberg suggested that A is K-trivial iff A is jump traceable for all orders h with n∈ω 1 h(n) < ∞. This was refuted by Barmpalias, Downey and Greenberg [1] , and independently by Ng [20] . The second conjecture is that the collection of orders should be the class of all orders h satisfying n∈ω 2 −h(n) < ∞, and is still open.
Several other lowness notions have been studied with respect to other concepts of randomness. We list a few notable examples. Downey, Greenberg, Mihailović and Nies [9] showed that the computably traceable sets were exactly those which were low for computable measure machines. Here, a computable measure machine is a prefix-free machine with a computable halting probability, and A is low for computable measure machines (c.m.m.) if for each c.m.m. M relative to A, there is a c.m.m. N and a constant c such that
Nies [24] showed that the only sets which were low for computable randomness 2 , were the computable sets. The combined work of Greenberg, Miller, Stephan and Yu [15, 27] revealed that the sets which were low for Kurtz randomness, were exactly the hyperimmune-free and non-DNR degrees. These were also the sets which were low for weak 1-genericity, which showed yet another interaction between lowness notions in classical computability, and randomness. For more examples we refer the reader to Chapter 8 of Nies' book [25] .
In the next section, we contribute with another result in this direction. We consider lowness with respect to a less well-known notion of randomness, known as Demuth random. This was introduced by Demuth [7] and was originally motivated by topics in constructive analysis. This appears to be a very natural (strong) randomness notion to study, and not much work has yet been done on this class. Clearly the Demuth randoms lie between 2-randomness and ML-randomness. It is not hard to construct a Δ 0 2 Demuth random using the special test, and obviously no ω-c.e. set can be Demuth random. Hence the containments are proper. Demuth randoms exhibit properties which can be found in both 1-and 2-randomn reals. For instance every Demuth random (like the 2-randoms) are GL 1 and hence of hyperimmune degree by a result of Miller and Nies (Theorem 8.1.19 of [25] ). Here a real is of hyperimmune degree if it is not of hyperimmunefree degree. Since there are hyperimmune-free weakly 2-randoms, this implies that Demuth randomness and weak 2-randomness are incomparable notions. However unlike the 2-randoms, the Demuth test notion is essentially computably enumerable.
We contribute two theorems to the understanding of this notion of randomness. First, we prove that every Demuth random is array computable. This notion was introduced by Downey, Jockusch and Stob [11] to describe the class of reals below which certain multiple permitting arguments could not be carried out.
This again suggests that Demuth randoms are like the 2-randoms, having low computational strength. In particular, the Demuth randoms below ∅ form an interesting class, being both low and array computable but not superlow. However it is still unknown if there is any set which is non-computable and low for Demuth randomness. A construction of such a real will have to build a hyperimmune-free degree, and if one uses the standard forcing method then one has to address the issue of constructing the effective objects required in the proof. We conjecture that every real which is low for Demuth randomness is computable.
No Set of Hyperimmune Degree Can be Low for Demuth Randomness
We work in the Cantor space 2 ω with the usual clopen topology. The basic open sets are of the form [σ] where σ is a finite string, and [σ] = {X ∈ 2 ω | X ⊃ σ}. We fix some effective coding of the set of finite strings, and identify finite strings with their code numbers. We treat W x as a c.e. open set, consisting of basic clopen sets. We say that [σ] ∈ W x to mean that the code number of σ is in W x , and we say that a string τ ∈ W x if τ ⊇ σ for some [σ] ∈ W x . Equivalently we say that τ is captured by W x . The same definition holds if we replace τ by an infinite binary string. We prove:
Theorem 2.1. No set of hyperimmune degree can be low for Demuth randomness.
Proof. Suppose A is of hyperimmune degree. Let h A be a function total computable in A and non-decreasing, which escapes domination by all total computable functions. That is, for all total computable g, ∃ ∞ x(g(x) < h A (x)). We build a Z ≤ T A which is Demuth random, but not Demuth random relative to A. To do this, we give an A-computable approximation {Z s } to Z. The construction will try to achieve two goals. The first is to make Z Demuth random by making Z avoid all Demuth tests. The second goal is to ensure that for infinitely many x, there are at most h A (x) many mind changes of Z s | x . Hence we can easily use the approximation Z s to build a Demuth test relative to A capturing Z infinitely often. Hence Z cannot be Demuth random relative to A.
The Motivation
Before we describe the strategy used to prove Theorem 2.1, let us see why an attempted construction of a c.e. set A which is low for Demuth randomness fails. If h A (x) = 0 for all x, then we could just follow the construction of a c.e. set which is low for random. We would enumerate y into A (to make A non-computable), if the penalty we have to pay for making the enumeration of y is small. Even when h A is computable, we can always arrange the enumerations so that V A x ⊆ U x eventually, because we could use h A (x) as the bound for the index change of U x . The problem is that an enumeration into A not only increases the amount we have to put into U x , but also gives the opponent a chance to redefine h A (x).
Let us consider a single (relativized) Demuth test {V

Suppose he has defined h
A (x) with use b x . At some stage we will have to commit ourselves to a number g(x), and promise never to change the index for U x more than g(x) times. We would of course declare that g(x) > h A (x), but once we do that, the opponent could challenge us to change A | bx to ensure the noncomputability of A. We have to eventually change A | bx at some x, and allow the opponent to make h A (x) > g(x), and then we are stuck. Note that the opponent will be likely to have a winning strategy, if h A escapes domination by all computable functions. He could then carry out the above for each e, patiently waiting for an x such that h A (x) > ϕ e (x), and then defeat the e th Demuth test. This is the basic idea used in the following proof, where we will play the opponent's winning strategy.
Listing All Demuth Tests
In order to achieve the first goal, we need to specify an effective listing of all Demuth tests. It is enough to consider all Demuth tests {U x } where μ(U x ) < 2 −3(x+1) . Let {g e } e∈IN be an effective listing of all partial computable functions of a single variable. For every g in the list, we will assume that in order to output g(x), we will have to first run the procedures to compute g(0), · · · , g(x − 1), and wait for all of them to return, before attempting to compute g(x). We may also assume that g is non-decreasing. This minor but important restriction on g ensures that:
(i) dom(g) is either IN, or an initial segment of IN, (ii) for every x, g(x + 1) converges strictly after g(x), if ever.
By doing this, we will not miss any total non-decreasing computable function. It is easy to see that there is a total function k ≤ T ∅ that is universal in the following sense: ω-c.e. then for some e, f (x) = k(e, x) for all x,  2. for all e, the function λxk(e, x) is ω-c. 
The Strategy
Now that we have listed all Demuth tests, how are we going to make use of the function h A ? Note that there is no single universal Demuth test; this complicates matters slightly. The e th requirement will ensure that Z passes the first e many (plain) Demuth tests. That is, R e : for each k ≤ e, Z is captured by U k x for only finitely many x. R e will do the following. It starts by picking a number r e , and decides on Z | re . This string can only be captured by U k x for x ≤ r e , so there are only finitely many pairs k, x to be considered since we only care about k ≤ e. Let S e denote the collection of these open sets. If any U k x ∈ S e captures Z | re , we would change our mind on Z | re . If at any point in time, Z | re has to change more than h A (0) times, we would pick a new follower for r e , and repeat, comparing with h A (1), h A (2), · · · each time. The fact that we will eventually settle on a final follower for r e , will follow from the hyperimmunity of A; all that remains is to argue that we can define an appropriate computable function at each R e , in order to challenge the hyperimmunity of A.
Suppose that r 0 e , r 1 e , · · · are the followers picked by R e . The required computable function P would be something like P (n) = k≤e x≤r n e g k (x), for if P (N ) < h A (N ) for some N , then we would be able to change Z | r N e enough times on the N th attempt. There are two considerations. Firstly, we do not know which of g 0 , · · · , g e are total, so we cannot afford to wait on non converging computations when computing P . However, as we have said before, we can have a different P at each requirement, and the choice of P can be non-uniform. Thus, P could just sum over all the total functions amongst g 0 , · · · , g e .
The second consideration is that we might not be able to compute r 
Notations Used for the Formal Construction
The construction uses oracle A. At stage s we give an approximation {Z s } of Z, and at the end we argue that Z ≤ T A . The construction involves finite injury of the requirements. R 1 for instance, would be injured by R 0 finitely often while R 0 is waiting for hyperimmune permission from h A . We intend to satisfy R e , by making μ(U 
Define the sequence of numbers
these will be used to approximate Z s . Roughly speaking, the intuition is that Z s (n) will be chosen to be either 0 or 1 depending on which of (Z s | n ) 0 or (Z s | n ) 1 has a measure of ≤ M n when restricted to a certain collection of U e x . If P is an expression we append [s] to P , to refer to the value of the expression as evaluated at stage s. When the context is clear we drop the stage number from the notation.
Formal Construction of Z
At stage s = 0, we set r 0 = 0 and r e ↑ for all e > 0, and do nothing else. Suppose s > 0. We define Z s | r k [s] inductively; assume that has been defined for some k. There are two cases to consider for R k+1 : We say that R k+1 has acted. If 2(a) is taken, then we say that R k+1 has failed the sum check. This completes the description of Z s .
Verification
Clearly, the values of the markers r 0 , r 1 
Hence, there must be some σ in Υ which passes the measure check in 2(b) for Z | r k+1 . A similar, but simpler counting argument follows for the base case k = −1, using the fact that the search now takes place above Z | r k = . 
, which is the required computable function.
One can show by a simple induction, that p(n) ≥ q(n) for every n, using the fact that R e is given a chance to act at every stage after s 0 , as well as the restrictions we had placed on the functions {g k }. Let N be such that P (N ) ≤ h A (N ). At stage q(N + 1) we have R e failing the sum check, so that e represents the number of times we can change our mind from left to right consecutively without moving back to the left, while a,b ∈Se g a (b) represents the number of times we can move from right to left. Since R e never fails a sum check afterr e is picked, it follows that the number of mind changes has to be bounded by h A (r e ). Lastly, we need to see that Z passes all {U e x }. Suppose for a contradiction, that Z ∈ U e x for some e and x >r e . Let δ be such that Z ∈ [δ] ∈ U e x , and let e ≥ e such thatr e > |δ|. Go to a stage in the construction where δ appears in U e x and never leaves, and r e =r e has settled. At every stage t after that, observe that e, x ∈ S e , and that R e will get to act, at which point it will discover that μ(U e x ∩ [Z |r e ]) = 2
−r e > Mr e . Thus, R e never picks Z |r e as an initial segment for Z t , giving us a contradiction.
