Advances made in sequencing technology have resulted in the sequencing of thousands of genomes. Novel analysis tools are needed to process these data and extract useful information. Such tools could aid in personalized medicine. As an example, we could identify the causes for a disease by comparing the genomes of people who have the disease and those who do not have this disease. Given that human variability happens due to single nucleotide polymorphisms (SNPs), we could focus our attention on these SNPs. Investigations that try to understand human variability using SNPs fall under genome-wide association study (GWAS). A crucial step in GWAS is the identification of the correlation between genotypes (SNPs) and phenotypes (i.e., characteristics such as the presence of a disease). This step can be modeled as the k-locus problem (where k is any integer). A number of algorithms have been proposed in the literature for this problem when k = 2. In this paper we present an algorithm for solving the 2-locus problem that is up to two orders of magnitude faster than the previous best known algorithms.
INTRODUCTION
There are a number of ways in which any two human genomes can differ. Variations are largely due to the single nucleotide polymorphisms (SNPs in short) as well as deletions, insertions and copy number variations [6] . Any of these variations may result in alterations in an individual's traits, or phenotypes. A phenotype of interest can be anything from a disease risk to physical properties such as height. In genetic epidemiology, a genome-wide associ- * Corresponding Author Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ation study (GWA study, or GWAS), also known as whole genome association study (WGA study, or WGAS), is an examination of many common genetic variants in different individuals to observe if any variant is associated with a trait. GWAS plays a major role in personalized medicine.
A lot of effort has been spent to identify mappings between phenotypical traits and genomic data. Due to the advent of next generation high throughput sequencing technologies, nowadays it is possible to study the genomic structure of individuals in detail. In GWAS, two different problems have been focused on. In single locus association study, researchers try to find out the association between phenotypical traits and individual SNPs. In two locus association study, the goal is to figure out the association between pairs of SNPs and phenotypical traits. A major task in this study is that of identifying the most correlated pair of SNPs. Two locus associations are also known as gene-gene interactions. Such interactions are believed to be major factors responsible for many complex phenotypical traits [10, 2, 5, 7, 8, 14] . It is a proven fact that such gene-gene interactions are the major actors to express many complex traits such as various human diseases. A generalization of this problem is that of identifying the k most important loci responsible for a specific phenotype. This is known as the k-locus problem.
Given that the number of SNPs found in humans is 10 5 to 10 7 , a brute force way of scanning through every possible pair of SNPs to identify the most correlated pair is not feasible in practice. A number of algorithms for the two locus problem can be found in the literature. For instance, genetic algorithms are used in [11] and [13] . The algorithms proposed in [15] and [16] take O(n 2 m + nm 2 ) time, where n is the number of SNPs and m is the number of subjects. This algorithm is called FastANOVA. An algorithm with an expected run time of O(n 1+ log 2 n), where 0 < < 1 is a constant, has been presented in [1] . This algorithm exploits an algorithm known for the Light Bulb Problem [12] and Locality Sensitive Hashing (LSH) [3] . In this paper we present an algorithm for the two locus problem whose expected run time is O(n 1+ log n) (where 0 < < 1 is a constant). Our algorithm is asymptotically better than that of [1] by a logarithmic factor. Moreover, we have employed a number of innovations at the coding level and hence the improvement is indeed by more than a logarithmic factor. Our algorithm is up to two orders of magnitude faster than prior algorithms (specifically FastANOVA [16] and the algorithm of [1] ) on various benchmark datasets.
The rest of this paper is organized as follows. In Section 2 we provide some notations. In Section 3 we present some preliminaries needed for solving the two locus problem. Specifically, we consider the problems of finding the largest correlated pair of strings (from out of n given strings) and the problem of finding the least correlated pair of strings. We present novel algorithms for solving these problems and compare them with prior best known algorithms for solving these. In Section 4 we describe our algorithm (called TLA) for solving the two locus problem and in Section 5 we compare our algorithm with prior best algorithms. Some concluding remarks are given in Section 6.
NOTATIONS AND DEFINITIONS
Let T = a1, a2, . . . , an be a sequence of real numbers (or characters from a finite alphabet). An -mer of T is nothing but a subsequence of T of contiguous elements of T . Themers of T are Ti = ai, ai+1, . . . , a i+ −1 , for 1 ≤ i ≤ (n− +1).
If the elements of T are real numbers, then the Euclidean distance between Ti and Tj, denoted as d(Ti, Tj), is
If the elements of T are characters from an alphabet Σ, then the Hamming distance between Ti and Tj, denoted as d(Ti, Tj), is . A sequence of characters can be thought of as a string of characters, since we can obtain a string from the sequence by concatenating the characters. Thus we'll use the terms 'a sequence of characters' and 'a string of characters' interchangeably.
Let A = a1, a2, . . . , an and B = b1, b2, . . . , bn be two sequences of characters. Also, let the Hamming distance between A and B be d. Then, by the number of matches between A and B we mean n−d. Also, the correlation between A and B is defined to be n−d n .
SOME PRELIMINARIES
In this section we provide some preliminary ideas and techniques that will be useful for solving the two locus problem. Specifically, in this section we consider the following problems: finding the most similar pair of character strings, and finding the least similar pair of character strings, where the similarity is in terms of the Hamming distance between strings.
Finding the most correlated pair of strings
For this problem we are given n Boolean vectorsb1,b2, . . . ,bn each of length t. The problem is to find the pair of vectors that are the most similar (i.e., the Hamming distance between them is the smallest). Note that, given two vectors, we can find the Hamming distance between them in O(t) time. A straight forward algorithm to identify the most correlated pair of vectors takes O(n 2 t) time. This algorithm computes the Hamming distance between every pair of vectors. We can achieve a better run time using randomization. We say that the correlation between a pair of strings is p if the Hamming distance between them is t(1 − p). Let p1 be the correlation between the most correlated pair of strings and p2 be the correlation between the second most correlated pair of strings.
Consider a matrix M of size n × t, such that the ith row of M isbi, for 1 ≤ i ≤ n. The idea of our algorithm is to iteratively collect pairs of strings that are candidates to be the most correlated. Once we collect enough pairs, we compute the distance between each pair in this collection and output the closest. In each iteration we pick q columns randomly. For any vector (or string), the values in these columns can be concatenated to get a q-bit integer. We hash the vectors based this integer value. Subsequently, we generate pairs as follows: Consider any bucket in the hash table. If there are m vectors in this bucket, then each pair of vectors in this bucket is added as a candidate to a list C.
There are O n log p 1 log p 2 log n iterations in the algorithm.
We can show that after O n log p 1 log p 2 log n iterations, C will have the most correlated pair of bulbs with high probability (i.e., with a probability of 1 − n −Ω (1) ). This algorithm is similar to the algorithm given in [12] but faster (by more than a logarithmic factor). We can generalize the above algorithm to arbitrary alphabets and get the following Theorem 3.1. Let M be a matrix of size n × t. Each entry in this matrix is an element from some set Σ of cardinality σ. We can find the most correlated pair of rows of M in an expected O n 1+ log p 1 log p 2 log n time where p1 is the correlation between the most correlated pair of rows, p2 is the correlation between the second most correlated pair of rows. (Here correlation is based on Hamming distance. For example, p1 is the largest fraction of columns in which any two rows agree).
Proof: Probability that the most correlated pair of strings falls into the same bucket is p q 1 . (Note that each row is a string). Probability that this pair does not fall into the same bucket in a given iteration is (1 − p q 1 ). Thus, the probability that this pair does not fall into the same bucket in z successive iterations is (1 − p
z . This probability is ≤ exp (−zp q 1 ) using the fact that (1 − x)
1/x ≤ 1/e for any 0 < x < 1. In turn, this probability will be ≤ n −α if z ≥ α log n p q 1 . To ensure that the run time is as small as possible, we want to ensure that the size of C is not too large. Since we spend a linear time in each iteration of the algorithm, an optimal strategy will be to make sure that the number of candidate pairs generated in each iteration is also O(n). If p2 is the second largest correlation, the probability that any pair other than the largest correlated falls into the same bucket in any iteration is ≤ p q 2 . If this probability is ≤ 1 n , then the expected number pairs generated in any iteration will be ≤ n. This happens if q = log n log(1/p 2 )
. For this value of q, the value of z becomes α log n n log p 1 / log p 2 . Given that the expected time we spend in hashing in each iteration and the time for generating the pairs is O(n), it follows that the expected run time of the algorithm is
Note: The run time of MCP is better than that of the light bulb algorithm presented in [12] by more than a logarithmic factor.
Let the above general algorithm be called MCP.
The case of random data. To get an idea of how large
could get consider the case where all the strings are random (i.e., each character of any string is randomly chosen to be 0 or 1 with equal probability). Consider a collection of n random strings of length t each. Let A and B be any two of these vectors. The expected correlation between A and B is 1/2, i.e., the expected number of positions in which they match is t/2. We can use Chernoff bounds to get high probability estimates on p1 and p2.
Chernoff bounds: If X is the sum of t independent Bernoulli trials with a probability p of success each, then the following are true, for any 0 < δ < 1 [9] :
Here µ = tp. Also, if p ≥ 1/2, then, for any x > 0,
Using the above bounds, it follows that the probability that the correlation between A and B is more than
2 /t). Thus the probability that there exists at least one pair whose correlation is > t 2 + x is ≤ n 2 exp(−2x 2 /t). As a result, we infer that the correlation between any pair is ≤ 1 2 + 2 ln n−ln u t with probability ≥ (1 − u), for any 0 < u < 1. Similarly, the probability that none of the pairs has a correlation less than 
An experimental comparison of MK and MCP
An algorithm called MK for solving the Time Series Motif Mining (TSMM) problem has been given in [4] . MK can be used to solve the problem of finding the most correlated pair of strings as well, since both of these problems are special cases of the well studied closest pair problem. The algorithm of [4] for approximate TSMM partitions the input time series data T based on a window of size w (for an appropriate value of w), computes the mean of every window, and discretizes the mean into four possible values. As a result, the time series data is transformed into a string T of characters form the alphabet {1, 2, 3, 4}. It then uses any ( , d)-motif finding algorithm to find the motifs in T . However, all the exact algorithms for finding ( , d)-motifs take time that is exponential on and d. Note that the last step of finding ( , d) motifs can be replaced with a problem of finding time series motifs in T which is nothing but the closest pair problem in the domain of strings of characters, the motif length being .
One could employ MK to solve the problem of finding the most correlated pair of strings. The only difference is that we have to replace Euclidean distance with Hamming distance. We have implemented this algorithm. It turns out that MK does not perform well for the case of binary strings. To be fair, the authors of MK have not tested MK for this case. We have compared MK with MCP and the results are shown in Table 2 . As this Table reveals, MCP has a much better performance than MK. Please, see Figure 1 for visual details. It is also clear that if we employ MCP in place of (l, d)-motif finding algorithms, the performance of the approximate TSMM algorithm given in [4] will improve significantly.
When n is very large, we inject pairs with known correlations. As an example, consider the problem of finding the largest correlated pair of rows in a m × n matrix M . Say we generate each row by picking each element to be either 0 or 1 with equal probability. For any two rows, clearly, the expected correlation is 1 2 . We can perform a probabilistic analysis to get a high probability bound on the largest correlation between any two rows (see Table 1 ). For example, for n = 10, 000, we generated several random data sets and computed the largest correlation in each and calculated an average. Let p be this value. To inject a pair with a correlation of p where p is > p we generate a row a with all ones and another row b with p m ones and m(1 − p ) zeros. We then replace (any) two rows of M with a and b. Clearly, the correlation between a and b is p . The expected correlation between a and any other row of M (other than b) is 1 2 . Similarly, the expected correlation between b and any other row of M (other than a) is 1 2 . Thus the pair (a, b) is likely to be the winner with high probability. We have picked a value for p that is only slightly larger than p so as to get an accurate estimate on the run time. We have used a similar technique to inject pairs to find most correlated pairs as well. We stop our algorithm MCP after a fixed number of runs i.e., 50. We are always able to find the most correlated pair we injected within the fixed number of runs. In Table 3 we show the results for our algorithm. As evident from Table 3 MCP finds the injected pair within a very short period of time. As an example consider the dataset D3.8. It consists of 16 million timeseries, the motif length being 1024. It processed 249.02 × 10 8 pairs only in 37 minutes to find the most correlated pair. Please, see Figure 1 . Note that all the experiments were done on an Intel Haswell compute node with 48 GB of RAM. The operating system running was Red Hat Enterprise Linux Server release 5.7 (Tikanga).
Identification of the Least Correlated Pair of Strings
The MCP algorithm identifies the closest pair of strings, from out of n given binary strings. An interesting question is if we can use the same algorithm to identify the furthest pair of strings. This problem has relevance in many problems including the two locus problem in GWAS. The authors of [1] present an elegant adaptation of the light bulb algorithm of [12] to solve this problem when the strings are binary. In this section we show how to adapt MCP to solve this problem. Our experimental comparison shows that our algorithm has a significantly better run time than that of [1] .
Some notations
Let m(x, y) stand for the number of matches between two strings (of equal length) x and y. For instance, if x = 10010 and y = 00111, then m(x, y) = 2 (since they match in posi- Each Ai can be thought of as a binary string. In the application of GWAS, we can let Ai correspond to the SNP i, for 1 ≤ i ≤ n. Specifically, a i j is the value of the ith SNP in subject j, for 1 ≤ j ≤ k. If we are interested in finding the two most correlated SNPs, then we can use MCP to identify this pair (as shown in Section 3.1). On the other hand, if our goal is to identify the least correlated pair, then, it is not clear how to do this using MCP. To solve the two locus GWAS problem, we have to identify not only the most correlated pair of strings but also the least correlated pair.
Finding the least correlated pair
The authors of [1] present an elegant solution for this problem. The idea is to construct a matrix D of size k ×2n where each column of D corresponds to either a light bulb or its 'complement'. (A light bulb can be thought of as a string or a SNP). Specifically, the first n columns correspond to the bulbs and the next n columns correspond to the complements of the bulbs. In other words,
Here, if x is any bit, then,x denotes its complement. Let D1 = {q : 1 ≤ q ≤ n} and D2 = {q : (n + 1) ≤ q ≤ 2n}. The algorithm of [1] for finding the least correlated pair works as follows. Consider all the pairs of columns (a, b) such that a ∈ D1 and b ∈ D2. From out of these pairs, identify the pair (a , b ) of columns with the maximum number of matches. If a = i and b = n + j, then (i, j) is the least correlated pair of bulbs. Finding such a pair (a , b ) can be done using the light bulb algorithm of [12] . The correctness of this algorithm follows from the fact that if the two bulbs i and j have the least number of matches, then, column i and the complement of column j will have the most number of matches. In this approach we can replace the light bulb algorithm with MCP to drastically improve the run time (by more than a logarithmic factor).
TWO LOCUS ASSOCIATION PROBLEM
The two locus association problem is defined as follows. Input is a matrix M of size (m1 + m2) × n where m1 + m2 is the number of patients (subjects) each with n SNPs. Here m1 is the number of cases and m2 is the number of controls. The cases are of phenotype 1 and the controls are of phenotype 0. Rows 1 through m1 of M correspond to cases. Let this submatrix be called A. Rows m1 + 1 through m1 + m2 of M correspond to controls and let this submatrix be called B. Each column of M corresponds to an SNP. The two locus association problem is to identify the pair of SNPs whose statistical correlation with phenotype is maximally different between cases and controls. As mentioned in [1] , the goal is to identify the pair:
If Q is any matrix, then, PQ(i, j) stands for the correlation between the columns i and j of Q.
The algorithm of [1] exploits the light bulb algorithm of [12] and locality sensitive hashing (LSH) [3] . They use LSH to transform matrices A and B to A and B , respectively. In particular, each column ci of A is converted to a column c i of zeros and ones. The size of ci is 1 × m1 and the size of c i is chosen to be u = max{m1, m2}. The matrix B is also transformed into B in a similar manner using LSH. Followed by this, the pair of interest is identified.
To be precise, using A and B , the matrix D is formed where
whereB is obtained from B by complementing every element of B . Note that D is of size 2u × 2n. Let D1 = {1, 2, . . . , n} and D2 = {n+1, n+2, . . . , 2n}. Consider all the pairs of columns (i, j) such that i ∈ D1 and j ∈ D2. From out of these pairs, identify the pair (i , j ) of columns with the maximum number of matches. If i = a and j = n + b, then (a, b) is the pair of interest. The authors of [1] find this pair using the light bulb algorithm of [12] .
We can use MCP instead of the light bulb algorithm to get the following theorem. In this case the run time will improve by more than a logarithmic factor. Proof: Similar to that of Theorem 3.1 and hence omitted. We call our algorithm for the two locus problem TLA. 
AN EXPERIMENTAL COMPARISON
The notion of similarity (between two SNPs) used in [1] is Pearson's correlation coefficient. In this paper the similarity we use is based on the Hamming distance. We believe that the Hamming distance is a better measure since it can be used to derive other measures. In terms of run times, these two measures do not have a significant difference. Specifically, the complement of the Hamming distance is the measure of similarity we employ. The authors of [1] have tested their algorithms on different data sets (including random data). Since we do not have access to either these data sets or their algorithms, the only comparison we can do was on the random data. As explained in [1] , we have also generated SNPs randomly. In particular, for each subject, the value of each SNP is chosen uniformly randomly to be either 0 or 1 with equal probability. This dataset is called NOISE Data in [1] (c.f. Table 4 in [1] ). The authors of [1] note that random data are the hadest instances for the identification of the most (and least) correlated pair as well as the two locus problem. We have generated data of sizes 50K, 100K, 300K, 500K and 1, 000K with 50 cases and 50 controls to demonstrate how effective our algorithm is. For example FastANOVA [16] took almost 1000 seconds for 42K SNPs. On the other hand for 50K SNPs our algorithm took only 7.8 seconds. All the experiments were done on an Intel Haswell compute node with 48 GB of RAM. The operating system running was Red Hat Enterprise Linux Server release 5.7 (Tikanga).
We have also compared the performance of our algorithm with the algorithm reported in [1] . Our results are shown in Table 4 . The recall rates for us are much better than those of [1] (see Table 6 in [1] ). Recall rates refer to the accuracy of the different algorithms in terms of how many of the top q correlated pairs were identified by these algorithms (for different values of q). For example, for 50K SNPs, the top 10 recall rate of [1] is 0.2, whereas it is 0.74 for our algorithm. As another example, for 100K SNPs, the top 10 recall rate of [1] is 0 whereas it is 0.74 for our algorithm.
In terms of run times we can only do an estimation of the speedup since they [1] do not report any actual run times. They report that the brute force algorithm takes several days using 1,000 processors (for less than 1,000K SNPs). To give the benefit of doubt, we take the time as 2 days. This means that for 100K SNPs, the brute force algorithm took 20 days on a single processor. For 100K SNPs, in Table 6 (of [1] ) they indicate that their algorithm achieves a speedup of 184 over the brute force. This means that their algorithm took more than 156 minutes. Also they have used 400 subjects whereas we have used 100 subjects. This means that on 100 subjects and 100K SNPs, their algorithm will take 39 minutes. Our run time for 100K SNPs and 100 subjects is 0.22 minutes. This means that our algorithm is more than 177 times faster. Note that this is only a very conservative estimate. Also note that the improvement our algorithm achieves is quite significant since the typical processing times reported in the literature for the two locus problem are quite high. The improvement we achieve is not only due to the novel algorithm but also due to a number of techniques we have used at the implementation level. We have used bit operations as much as possible. This also reduces the memory used. Any improvement in the run time achieved for solving the two locus problem could make a noticeable difference in GWAS. Please, see Figure 2 for visual details.
CONCLUSIONS
In this paper we have presented a novel algorithm for the two locus problem that plays a central role in GWAS. Our algorithm is two orders of magnitude faster than previous algorithms. We also offer algorithms for the finding the most and least correlated pairs of strings. In summary, we improve the results presented in many prior papers including [16] and [1] .
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