In this paper, a robust setpoint tracking disturbance rejection and aggressiveness (RTD-A) controller is designed and developed to control the liquid level of a conical tank process. Meta-heuristic algorithms like grey wolf optimization and the genetic algorithm are used to tune the parameters of the RTD-A controller. Its performance is later compared with that of the conventional standard proportional integral derivative controller. The gain scheduled RTD-A controller is designed and implemented on a nonlinear conical tank process. Also, various performances attributes such as the integral square error, integral absolute error, integral time absolute error, rise time, and settling time are calculated for the first-order process and conical tank process. The servo responses with RTD-A are also compared against the responses recorded from the conventional control schemes.
Introduction
In almost every industrial application, control of process variables is important for the efficient and safe working of the process. The most recurrent variables which need to be controlled in industries include temperature, level, pressure, and pH [1] . A typical control system, or rather a good controller, is expected to make the process efficient, suppress the impact of external disturbances on the process, make the process stable, and optimize the entire process. In industries, most of the processes are nonlinear [2] . To cope with such heavy nonlinearity, the controller is expected to exhibit robustness. Over the last four decades, the proportional integral derivative (PID) controller has held a significant position in process control. This is because it is inexpensive and easy to tune [3] . Another advantage of the PID is its fixed structure [4] . The classical methods like those of Ziegler-Nichols and Cohen-Coon focus on manual tuning of the PID controller parameters. Also, there are different PID tuning methods in the frequency domain for open loop stable system without transportation lag or dead time [5] . Dead time is defined as the time lag in process variable response when the controller output signal is applied. The presence of dead time is undesirable in the control loop. In practical implementation, manual tuning becomes arduous [6] . In spite of the simple structure, optimal tuning of PID gain parameters is relatively difficult [7] [8] [9] .
To avoid this, various meta-heuristic algorithms are available which make the optimal tuning of PID gains quite easier [10] . This means we can achieve the desired performance specifications. There are bio-inspired optimization algorithms which can be used to tune the PID controller parameters [11] . In spite of being tuned using such fine algorithms, the PID controller fails considerably in certain aspects. This is because the PID controller does not give satisfactory results with systems which need setpoint tracking and disturbance rejection simultaneously [12] . Moreover, it is linear and its performance with The paper is organized in the following way: Section 2 describes the RTD-A controller basics, Section 3 briefs about the optimization techniques used, the process considered and its description is given in Section 4 and the results and conclusion are mentioned in Sections 5 and 6, respectively.
RTD-A Controller Basics
The RTD-A control strategy comprises of the following three major components [15] .
•
Prediction of process output • Updating of model predictions • Calculation of control action.
According to the actual RTD-A scheme, any process be it linear or nonlinear, firstly has to be represented by a simple first-order with time delay process (FOPDT). The non-linear process can be approximated into linear model using Taylor's series expansion [28] .
This FOPDT model can be generalized as:
where K is process gain, α is dead time or transportation lag, τ is time constant, u(s) is process input, and y(s) is process output. The Discrete model for Equation (1) is given in Equation (2).
y(k + 1) = ay(k) + bu(k − m), k = 0, 1, 2 . . .
where, a = e −∆t/τ , ∆t is the sampling time, b = K(1 − e −∆t/τ ) and m = round(α/∆t) From Equation (2), the output prediction for next m steps can be written as in Equation (3).
y(k + m + 1) = a (m+1) y(k) + bµ(k, m) + bu(k)
where,
µ is the weighted sum of past control action taken during m period and u(k) is the current control action.
There will be only one control u(k) allowed from the current time instant and is given in Equation (4) .
Equation (5) is obtained by considering the predicted process output over next N-steps.
where
The idyllic model prediction requires model error e(k) = y(k) − y(k) that explicitly decomposed into two parts such as effect of model mismatch e m (k) and unmeasured disturbance e D (k) in Equation (8) . Therefore, the total error is shown in Equation (7),
where where θ R lies between 0 and 1. The controller has the robustness ability to handle the plant uncertainties. The future disturbance effect is predicted according to Equation (9) .
Here θ D is the disturbance rejection controller tuning parameter. Finally, by solving the Equation (5) and Equation (9) the updated N-step model output prediction is given by Equation (10).
A plant with the setpoint trajectory y * has the control action to minimize the error. At a discrete time interval, the control action will be updated. If the desired final output is considered as y d (k), then the desired trajectory to follow y*(k) is given by Equation (11) .
The setpoint tracking tuning parameter θ T is introduced which varies from 0 to 1. The value of N will be calculated by the controller aggressiveness tuning parameter θ A given in Equation (12) .
The RTD-A controller output u(k) is given in Equation (13) . The calculated controller output is applied to the plant.
Where
The RTD-A parameters are tuned using optimization techniques like genetic algorithm (GA), simulated annealing (SA) and grey wolf optimization (GWO).
The parameters are tuned in such a way that the performance index integral absolute error (IAE) is minimized. The error is the difference between the actual process output and the desired setpoint to be reached. This is obtained by considering the first-order linear model.
The block diagram representation of the basic RTD-A controller is shown in Figure 1 . 
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Here θD is the disturbance rejection controller tuning parameter. Finally, by solving the Equation (5) and Equation (9) the updated N-step model output prediction is given by Equation (10).
A plant with the setpoint trajectory * has the control action to minimize the error. At a discrete time interval, the control action will be updated. If the desired final output is considered as yd(k), then the desired trajectory to follow y*(k) is given by Equation (11) .
The setpoint tracking tuning parameter θT is introduced which varies from 0 to 1. The value of N will be calculated by the controller aggressiveness tuning parameter θA given in Equation (12) .
The RTD-A controller output u(k) is given in Equation (13) . The calculated controller output is applied to the plant. where ( ) = * ( + ) − ( ) − ( , ) −̂ ( + + | ).
The block diagram representation of the basic RTD-A controller is shown in Figure 1 . For the sake of simplicity, the main steps involved in the RTD-A control scheme is listed. They are:
(1) The depiction of the process model in terms of first-order dynamics.
(2) Determination of control system specifications. For example, firstly the sampling time, then the discretized form of model parameters, later, the computation of the tuning parameter for each controller performance attributes. For the sake of simplicity, the main steps involved in the RTD-A control scheme is listed. They are:
(2) Determination of control system specifications. For example, firstly the sampling time, then the discretized form of model parameters, later, the computation of the tuning parameter for each controller performance attributes. (3) Lastly, the calculation of control vector.
The entire block diagram can be explained in simple words in the following way. It consists of a controller and a plant. The setpoint y d that has to be tracked or rather achieved. As the RTD-A controller is composed of a predictor, a model of the plant is present in the controller. The difference between the model's output and the plant's output is used to determine the robustness parameter. The plant output is measured using necessary sensors for monitoring which also provides feedback to the controller. The four basic blocks that are used to calculate the controller action u(k) are reference trajectory, control action calculator, current disturbance effect and future disturbance effect predictor. The plant may have low disturbance in the input side or output side and it may contain noise. The reference trajectory and the control action calculator block are in the forward loop. The current disturbance and future disturbance effect predictor form the feedback loop [29] .
Optimization Techniques
In order to find out the best optimization technique available, initially, a comparison study was made among eight different optimization techniques namely the GA, SA, gravitational search algorithm (GSA) [25] , ant colony optimization (ACO), bacterial foraging (BF), cuckoo search (CS), harmonic search (HS), and GWO [26] . These algorithms were used to tune the gains of the PID controller and its performance was analysed for a linear process. The study showed that GWO and GA outweigh other optimization techniques in terms of better tuning. Therefore, the outline of only two algorithms is given below:
Grey Wolf Optimization
The algorithm is typically based on the leadership qualities sown by wolves and their hunting style. The GWO flowchart is shown in Figure 2 . Here, the entire population is sub-divided into four main grey wolf categories, namely, the leader wolf (α), subordinate of α (β), best wolf of α (δ), and scapegoat wolf (Ω). Among these, the first three wolves guide the other wolf for hunting. The entire procedure is summed up as [30] :
(1) Firstly, randomly decide the population of the wolves. This section may be divided by subheadings. It should provide a concise and precise description of the experimental results, their interpretation as well as the experimental conclusions that can be drawn. 
Genetic Algorithm
GA is a meta-heuristic algorithm that is inspired by the evolution of the natural selection of genes. It replicates Darwin's theory of evolution stating survival of the fittest, over successive generations. This algorithm constantly revises the population of the obtained solution [31] . The flow chart explaining the GA optimization algorithm is shown in Figure 3 . The fundamental procedure, which is followed for GA optimization is [32] : The initial values of the population are defined by the user. The step in which individuals are chosen is crucial. This is because we have to select the beings that are fit and can generate the population for the upcoming generation. Cross over is a method of imbibing the best qualities from the two parents for the next generation. The default values are chosen for the GA parameters except for swarm size and the maximum number of iteration. These are listed in Table 1 .
(1) The cost function or rather the performance index (PI) which is the IAE is tested. If it suffices, terminate the algorithm; else go to the next step. 
Process and Performance Measure

Process Considered
To appreciate the remarkable performance of the novel controller RTD-A three processes such as Direct current (DC) motor position control, typical first-order process with dead time (FOPDT) model and conical tank are considered, its performance on a FOPTD model is primarily observed.
DC Motor Position Control
The equivalent circuit representation of a DC shunt motor is shown in Figure 4 . It is used to derive the transfer function [34] . The parameters listed in Table 2 is used to determine the final transfer function. The PI controller tuning parameters are found using different optimization techniques and are listed in Table 3 . 
Process and Performance Measure
Process Considered
DC Motor Position Control
Process Considered
DC Motor Position Control
The equivalent circuit representation of a DC shunt motor is shown in Figure 4 . It is used to derive the transfer function [34] . The parameters listed in Table 2 is used to determine the final transfer function. The PI controller tuning parameters are found using different optimization techniques and are listed in Table 3 . The transfer function for position control is derived from the equation obtained by solving the behaviour of a dynamic dc motor.
The voltage equation of the shunt motor is given by Equation (14):
where, e b is the back emf given by the machine. The torque is proportional to the armature current which is depicted by Equation (15):
The torque in mechanical terms is given by Equation (16):
Solving these equations, we obtain the transfer function as Equation (17):
Substituting the parameters (mentioned in the Table 2 ) we get Equation (18):
Typical FOPDT Model
The process model which was considered for the same is given by Equation (19).
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This first-order process was controlled using RTD-A that was tuned using the genetic algorithm and the GWO algorithm. After tuning, the parameters which were obtained are given in Table 4 . Table 4 . RTD-A parameters obtained using the GA and GWO.
Tuning Parameters
RTD-A-GA RTD-A-GWO θ A 0.3494 0.3573 θ R 0.4380 0.2643 θ T 0.00026 0.2676 θ D 0.2226 0.2400
Conical Tank
Next in order to realise RTD-A's potential we tested the controller on the level control of a non-linear conical tank process. The RTD-A tuning parameter was optimized using GA and GWO and was used to control the level of the conical tank. The outline for the RTD-A control implementation can be summed up in the following way:
(1) The mathematical model is derived from the system.
(2) The system is linearized at various desired or operating points. In process industries, control of liquid level in a tank is essential. These conical tanks find important usage in industries like chemical, food processing industries, cement industries, etc., [35] . The conical tank model considered for the study is shown in Figure 5 . Next in order to realise RTD-A's potential we tested the controller on the level control of a nonlinear conical tank process. The RTD-A tuning parameter was optimized using GA and GWO and was used to control the level of the conical tank. The outline for the RTD-A control implementation can be summed up in the following way:
(2) The system is linearized at various desired or operating points. In process industries, control of liquid level in a tank is essential. These conical tanks find important usage in industries like chemical, food processing industries, cement industries, etc., [35] . The conical tank model considered for the study is shown in Figure 5 . The parameters considered are given in Table 5 . If the process is to be controlled using RTD-A, the nonlinear process should be linearized at the operating point and it can be represented in the form of first-order transfer function. Later it can be applied directly to control the nonlinear process once the parameters are found. The rate of change of level in a conical tank is given by Equation (20): The parameters considered are given in Table 5 . If the process is to be controlled using RTD-A, the nonlinear process should be linearized at the operating point and it can be represented in the form of first-order transfer function. Later it can be applied directly to control the nonlinear process once the parameters are found. The rate of change of level in a conical tank is given by Equation (20): The nonlinear governing equation considered in Equation (3) is linearized using Taylor series linearization. The linearized model is given in Equation (21).
where h is the height at which the plant is linearized (operating point).
To efficiently compare the performance of the algorithms several integral performance criteria such as the integral square error (ISE), integral absolute error (IAE), and integral time absolute error (ITAE) can be calculated. Here, IAE is considered for performance analysis.
Performance Measures
ISE
The ISE is a commonly used performance index. It basically quantifies the performance of a system which is formed or generated by integrating the square of the error generated over a fixed period of time and it is given by Equation (22). This type of performance index is used mostly in linear optimal control theory as well as in estimation theory [36] .
IAE
The IAE is basically an error considered and taken in absolute form and added over a fixed time and it is given by Equation (23). This measures the system's behaviour. Also, it is a program which does the fitting job of a sample to test how close it is to the target expression [36] .
ITAE
The ITAE is the most commonly used performance index when error persists for a longer time and it is given by Equation (24) . It integrates the absolute value of the error generated and time weighted [36] .
Gain Scheduling
It is the most customary approach used in control systems whose dynamics keep changing with variables. It is the most common way of controlling nonlinear systems that especially employs linear controllers [35] . The schematic block diagram of gain scheduling of controller is shown in Figure 6 . The controller is designed for different tuning values with respect to the number of operating points considered for non-linear process. It is considered as the array of controllers. The particular tuning parameters will be assigned to the controller from the look-up table when the process is operating closer to the definite operating point. A single controller will not be able to give satisfactory performance for the entire process operating range. Therefore, the controller has to switch between the tuning parameters to cover the entire output range [37] . Here, we design the parameter values of the controller for different gains and it is discussed in Section 5. 
Experimental Results
Case 1: DC Motor Position Control
The setpoint of 5 radians is considered and the PI controller is complemented using the values listed in Table 3 . The DC motor servo response is plotted in Figure 7 . The performance is compared in terms of time domain specifications and integral performance measures. It is listed in Table 6 . Analysing the parameters in Table 6 the variations in performance criteria and time domain parameters in various algorithms is observed. It has been found that controller optimized with GWO and GA shows a better result than other optimization algorithms. Therefore, GWO and GA are used to experiment with the remaining two cases in this section. 
Experimental Results
Case 1: DC Motor Position Control
Case-2: FOPDT Model
The closed loop response of the FOPDT model for a set point 1, is shown in Figure 8 along with the controller output for RTD-A and PID. The RTD-A parameters listed in Table 1 is used for RTD-A implementation. The PID parameters proportional gain KP = 1.112, integral gain KI = 0.553, derivative gain KD = 0.0834, and filter coefficient N = 0.949 are used for experimentation. The RTD-A performance is compared and analysed in Table 7 . In Figure 9 , the performance of the controllers compared in chart form. It is found that the performance of RTD-A with GA and GWO is almost equal. The proposed controller performance is better than the conventional controller in terms of rise time, settling time, and IAE. 
The closed loop response of the FOPDT model for a set point 1, is shown in Figure 8 along with the controller output for RTD-A and PID. The RTD-A parameters listed in Table 1 is used for RTD-A implementation. The PID parameters proportional gain K P = 1.112, integral gain K I = 0.553, derivative gain K D = 0.0834, and filter coefficient N = 0.949 are used for experimentation. The RTD-A performance is compared and analysed in Table 7 . In Figure 9 , the performance of the controllers compared in chart form. It is found that the performance of RTD-A with GA and GWO is almost equal. The proposed controller performance is better than the conventional controller in terms of rise time, settling time, and IAE. 
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Case-3: Conical Tank
The conical tank linearized transfer function obtained for different operating heights of 30 cm, 50 cm, and 70 cm. It is given in Equations (25)- (27) .
For h = 30 cm 
For h = 30 cm h(s) F in (s) = 2.5475 450.1887s + 1
For h = 50 cm h(s) F in (s) = 3.2889 1614.4s + 1
For h = 70 cm h(s) F in (s) = 3.814 3744.005s + 1
RTD-A Implementation
The parameters for RTD-A obtained using genetic algorithm and grey wolf optimization for different linearized transfer function is given in Table 8 . The response of the level controlled conical tank using RTD-A for different operating points is shown in Figures 10-12 along with the controller output that is the inflow rate (cm 3 /s). 
PID Implementation
The PID gains for the level control of the conical tank are tabulated in Table 9 . The response of the conical tank level using PID for different set points of 30, 50, and 70 cm, is also shown in Figures 10-12 along with the controller output. It is seen that both controllers are able to track the setpoint. The response with RTD-A does not exhibit overshoot and has less rise time and no fluctuation in the controller output when compared to the response with PID at three different level setpoints. The performance of the RTD-A and PID controller without gain scheduling is compared in terms of time domain specifications in Table 10 . Also, the performance comparison chart is plotted in Figures 13 and 14 . It has been found there is no significant difference in the process performance with RTD-A controller tuned using GA and GWO from Table 10 . The RTD-A performance is better than PID in terms of settling time and percentage overshoot. Table 10 . Performance comparison of RTD-A and PID for the conical tank. The performance of the RTD-A and PID controller without gain scheduling is compared in terms of time domain specifications in Table 10 . Also, the performance comparison chart is plotted in Figures 13  and 14 . It has been found there is no significant difference in the process performance with RTD-A controller tuned using GA and GWO from Table 10 . The RTD-A performance is better than PID in terms of settling time and percentage overshoot. 
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Gain Scheduled Controller Implementation
The gain scheduled response for level control of the conical tank using RTD-A is shown in Figure  15 . The setpoint is changed from 30 cm to 70 cm and again back to 50 cm. Figure 16 shows gain scheduled response using PID. There is no noticeable difference in the level response with RTD-A-GA and GWO. We can clearly see that the performance of the gain scheduled RTD-A controller is better than the PID. The time taken by the RTD-A to track the set point is much shorter and also there is no variation in the inflow rate of the conical tank. 
The gain scheduled response for level control of the conical tank using RTD-A is shown in Figure 15 . The setpoint is changed from 30 cm to 70 cm and again back to 50 cm. Figure 16 shows gain scheduled response using PID. There is no noticeable difference in the level response with RTD-A-GA and GWO. We can clearly see that the performance of the gain scheduled RTD-A controller is better than the PID. The time taken by the RTD-A to track the set point is much shorter and also there is no variation in the inflow rate of the conical tank. 
The gain scheduled response for level control of the conical tank using RTD-A is shown in Figure  15 . The setpoint is changed from 30 cm to 70 cm and again back to 50 cm. Figure 16 shows gain scheduled response using PID. There is no noticeable difference in the level response with RTD-A-GA and GWO. We can clearly see that the performance of the gain scheduled RTD-A controller is better than the PID. The time taken by the RTD-A to track the set point is much shorter and also there is no variation in the inflow rate of the conical tank. The performance of gain scheduled RTD-A controller and PID is compared in terms of various integral performance measures. It is presented in Table 11 and also a comparison chart is plotted in Figure 17 . It is found that performance with RTD-A is better than PID. Table 11 . Performance comparison of the gain scheduled RTD-A and PID for the conical tank. The performance of gain scheduled RTD-A controller and PID is compared in terms of various integral performance measures. It is presented in Table 11 and also a comparison chart is plotted in Figure 17 . It is found that performance with RTD-A is better than PID. Table 11 . Performance comparison of the gain scheduled RTD-A and PID for the conical tank. The performance of gain scheduled RTD-A controller and PID is compared in terms of various integral performance measures. It is presented in Table 11 and also a comparison chart is plotted in Figure 17 . It is found that performance with RTD-A is better than PID. Table 11 . Performance comparison of the gain scheduled RTD-A and PID for the conical tank. 
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Conclusions
The PID for complex systems exhibits low robustness and disturbance rejection ability. We reverted to finding a controller which imbibes the best characteristics of the MPC and PID. This gave rise to the RTD-A controller. Here, in this study three different processes were used. First, the DC motor position was controlled using an optimally tuned PI controller. It was found that the response with PI-GA and PI-GWO was better than for other algorithms considered. Based on this observation, parameters were tuned for RTD-A using GA and the GWO optimization algorithm and PID, and applied to the remaining two processes for controlling. The results were compared in terms of various time domain specifications. The performance analysis indicated that RTD-A was more robust and fit for industrial applications. From the nonlinear conical tank level control, we can say that RTD-A is a much better controller than PID at different operating levels. This might make it suitable for industrial applications where it can replace the conventional PID controller. This RTD-A now can be applied to control any non-linear process. Also, gain scheduling was done for RTD-A controller, which is a common method adopted in industries to control the nonlinear process with a linear controller. It is understood that obtaining the first-order model for any industrial process can be a cumbersome procedure. However once the first-order transfer function is obtained, the implementation of this controller becomes easier. These results are much promising than the prior ones, which is clearly evident from the experimental results. The limitation of the proposed controller is that the proposed controller is not suitable for the processes which cannot be represented by the FOPDT model.
