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Abstract
We extend the exactly triply regular Bose–Mesner algebras and the associated ∆–Y transforma-
tions introduced by Jaeger [J. Algebraic Combin. 4 (1995) 103–144] to evaluate the partition function
of a topological spin model. We also study the inverse problem for dual pairs of Bose–Mesner alge-
bras in relation to topological spin models.
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1. Introduction
The present work stems from a result in [15] (Jaeger) which asserts that every topologi-
cal spin model which defines a link invariant comes from some association scheme. Such a
topological spin model can be viewed as a square matrix with complex entries which satis-
fies certain equations that correspond to the Reidemeister moves of types I, II, and III. Any
solution to the type II and III equations yields an invariant of knots and links in 3-space via
a construction due to V. Jones [18]. A type II matrix (a solution to the type II equation) is
a square matrix W with nonzero complex entries such that the entrywise quotient of any
two distinct rows of W is zero. Hadamard matrices, character tables of Abelian groups and
topological spin models are some examples of type II matrices. For every type II matrices
[2,11,14,16,19,24–26] W one can construct [17,23] a Bose–Mesner algebra N(W) which
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entries equal to 1, and which is closed under transposition, as well as under the usual and
Hadamard (entrywise product) matrix product. Moreover, if W is a topological spin model,
then it belongs to N(W). Every Bose–Mesner algebra encodes a highly regular combina-
torial structure called an association scheme. The problem of classification of solutions to
the type II and III equations seems very difficult and is deeply related to the study of as-
sociation schemes. Standard examples of association schemes are distance regular graphs
and transitive actions of finite groups [3,4]. In [18] V. Jones introduced a construction for
invariants of links in 3-space, based on the statistical mechanical concept of a spin model.
The main idea is to represent every link by a connected plane diagram where regions are
colored black and white, in such a way that adjacent regions receive different colors. Then
one defines states of the diagram as mappings from the black regions to the set X of spins.
There are a two types of crossings, positive and negative, and each one is assigned a weight
matrix W+ =W or W− =WT in µ(X) (the set of matrices indexed by X). For every state
σ and crossing v incident with the black regions r and r ′, let 〈σ |v〉 =W±(σ (r), σ (r ′)) be
the local weight of σ at v. Let 〈σ 〉 =Πv〈σ |v〉 be the weight of σ (the product is over all
crossings). Then, Z =∑σ 〈σ 〉, the sum over all states, is the partition function of the spin
model. Under a certain normalization the partition function is a link invariant; as an exam-
ple, if the topological spin model corresponds to the Potts model we have that, Z = kPG,
where k is a certain constant and PG is the dichromatic polynomial, a member of the family
of polynomials related to the Tutte polynomial.
In 1995 Jaeger computed the partition function by using only local transformations on
graphs. For this, one assumes that all matrices assigned to the edges of a graph belong to
a given BM-algebra. In particular if a graph is series-parallel, the partition function can be
computed by an iterative process. Moreover, Jaeger extended the concept of series-parallel
evaluation to all plane graphs by considering also the ∆–Y transformations. We give a
simple extension to nonplanar graphs. We also give a generalization of ∆–Y and Y–∆
transformations. For the case of ∆m–Ym or Ym–∆m transformations, we need that all edge
weights belong to an exactly m-regular BM-algebra, which is a natural generalization of
the exactly triply regular BM-algebras considered by Jaeger.
2. Bose–Mesner algebras
Let X be a nonempty finite set, with |X| = n. We represent by µ(X) the family of
matrices over the complex numbers with rows and columns indexed by X. The (x1, x2)
entry of the matrix A is denoted by A[x1, x2], and At denotes the transpose of A. For every
A,B ∈ µ(X), AB denotes the usual product and A ◦ B denotes the Hadamard product
(entrywise product).
An association scheme of class d is a set of {0,1}-matrices, {A0,A1, . . . ,Ad} which
satisfies
(i) A0 = I ;
(ii) Ai ◦Aj = δijAi , where δ is the Kronecker symbol;
(iii) ∑di=0Ai = J , where J denotes the matrix with all entries 1;
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(v) AiAj =AjAi =∑dk=0 pkijAk .
It follows from (ii) and (iii) that the matrices {A0,A1, . . . ,Ad} form a basis for A; this
vector space is called the Bose–Mesner algebra of the association scheme (BM-algebra)
and the basis is called the usual basis of the Bose–Mesner algebra.
We can decompose the vector space Cn as direct sum of eigenspaces, that is Cn =
V0⊕V1⊕· · ·⊕Vr , where each Vi is a common eigenspace of the matricesA0,A1, . . . ,Ad .
In particular, 1, the vector with all entries equal to one, is an eigenvector for each Ai , and
hence we can assume that V0 is generated by 1.
We shall consider Ei :Cn → Vi , the orthogonal projection for each eigenspace, with
respect to the canonical basis of Cn. The matrices {Ei | i = 0, . . . , r} satisfy:
(b0) E0 = 1nJ .
(b1) E0 +E1 + · · · +Er = I .
(b2) EiEj = δijEi .
(b3) For every i ∈ {0,1, . . . , r}, Eti =Eiˆ , where iˆ ∈ {0,1, . . . , r}.
(b4) Ei ◦Ej = 1n
∑r
k=0 qkijEk .
From (b2) we conclude that {E0, . . . ,Er } is a linearly independent set. In fact, the
elements of {E0, . . . ,Er } also generate a basis of A, and we also have that r = d . Hence
the BM-algebra is generated by two different bases, the usual basis and what we shall call
the orthogonal basis.
Now we introduce several notions of isomorphisms for BM-algebras. Let A,B be two
BM-algebras and ψ :A→ B a linear isomorphism.
Definition 2.1. ψ is a BM-isomorphism if and only if ψ(AB) = ψ(A)ψ(B) and
ψ(A ◦B)=ψ(A) ◦ψ(B), for all A,B ∈A.
A classical example is ψ(A) = P−1AP , where P is a permutation matrix, but not all
BM-isomorphisms can be obtained in this way. In fact this type of BM-isomorphism is
called a combinatorial isomorphism. There exist examples of BM-isomorphisms that are
not combinatorial isomorphisms.
Definition 2.2. ψ is a duality if and only if ψ(AB) = ψ(A) ◦ ψ(B) and ψ(A ◦ B) =
1
n
ψ(A)ψ(B) for all A,B ∈A, and furthermore, ψ(At)=ψ(A)t for all A ∈A.
Remark 2.3. It is easy to prove that 1
n
ψ−1 is a duality from B to A.
Usually we call (A,B) a dual pair of BM-algebras if there exists a duality from A to B.
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Let G be a directed graph; loops and pendant edges are allowed. Let i(e) and t (e)
be the initial and final vertices of the edge e, respectively. Every map w from E(G) to
µ(X) is a called a flow and every map σ from V (G) to X is called a state on G; the
members of X are called spins. The flow of the edge e respect to the state σ is w(e|σ)=
w[σ(i(e)), σ (t (e))], and the total flow of the graph G is w(σ) =∏e∈E(G) w(e|σ). Let
Z(G,w)=∑σ : V (G)→Xw(σ). Z(G,w) is the partition function of the spin model defined
on the graph G by the flow system w.
Let W be a square matrix with nonzero complex entries, and let W (the floor matrix
of W ) be defined by W(i, j)= 1/W(i, j). A topological spin model is a pair S = (X,W)
where W is a n× n matrix with nonzero complex entries, such that:
(I) W ◦ I = aI , JW =WJ =Da−1J , JW =WJ =DaJ .
(II) WWT = nI .
(III) For every i, j, k ∈X,
∑
x∈X
W(x, i)W(x, j)W(x, k)=√nW(i, j)W(k, j)W(i, k).
In [18] Jones used the concept of spin models to construct invariants of links and knots,
but he treats only the symmetric case. Kawagoe, Munemasa, and Watatani established the
general case in [20]. The main idea is to represent any connected diagram L of an oriented
link as a signed planar graph G( L) as follows. Color the regions in black and white so
that the infinite region is colored white and adjacent regions receive different colors. Then
G( L) has one vertex in each black region and one edge for each crossing. Each crossing
has a sign + or − which is defined by the next figure. If e ∈E(G( L)), we denote the sign
of e by s(e). The partition function is defined by
Z( L)=
∑
σ
∏
e
ws(e)
(
σ
(
i(e)
)
, σ
(
t (e)
))
,
where
ws(e)(i, j)=
{
W(i, j) if s(e)=+,
WT(i, j) if s(e)=−.
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Proposition 3.1. For a complex number a and L a link diagram, the number
Z( L)= a−T ( L)n−|V (G( L))|/2Z(V (G( L)),ws)
is a link invariant, where T ( L) is the Tait number of the link diagram.
We shall say that a square matrix W with nonzero complex entries is a type II matrix
if it satisfies one of the following conditions, each of which is equivalent to condition (II)
above:
(i)
n∑
i=1
W(j, i)
W(k, i)
= nδ(j, k) ∀j, k ∈X;
(ii)
n∑
i=1
W(i, j)
W(i, k)
= nδ(j, k) ∀j, k ∈X.
In [27] Nomura introduced a BM-algebra for a spin model. The construction of this algebra
required only the second invariance equations and he treated only the symmetric case.
Jaeger et al. in [17] generalized this result. We next summarize the main facts we require
from [17].
Let W a type II matrix, and for each (i, j) ∈ X × X let Yij and Y ′ij be two column
n-dimensional vectors where the kth entry is equal to:
(a) Yij (k)=W(k, i)/W(k, j),
(b) Y ′ij (k)=W(i, k)/W(j, k).
Moreover, the star-triangle equation can be written as
WYij =
√
n
W(j, i)
Yij . (ST)
Let
N(W)= {A ∈Mn×n(C) ∣∣ Yij is an eigenvector of A ∀i, j}
and
N ′(W)= {A ∈Mn×n(C) ∣∣ Y ′ij is an eigenvector of A ∀i, j}.
Theorem 3.2 [17]. (N(W),N ′(W)) is a dual pair of BM-algebras. If W is a symmetric
matrix, we have N(W)=N ′(W) and N(W) is a self-dual BM-algebra.
The star-triangle equation (ST) implies that W ∈N(W).
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(i) W ∈N(W);
(ii) W satisfies the star-triangle equation for some D ∈C∗.
4. The inverse problem
We are interested in the inverse problem: suppose we have a dual pair of BM-algebras
(A,B). When is it the case that there exists a type II matrix W such that N(W) = A and
N ′(W)= B?
Definition 4.1. Let W be a type II matrix. We shall say that W is in its standard form if
W(j,1)=W(1, j)= 1 for j = 1, . . . , n. (4.1)
Remark 4.2. Every type II matrix can be put in standard form by a scaling process.
Furthermore, from Proposition 2 of [17] we have that if W is a type II matrix and WE
is its standard form, then N(W)=N(WE).
Let W be a standard type II matrix. Since N(W) is generated by the matrices that
have Yij as eigenvectors, in particular, by Y1j , j = 1, . . . , n (which are a basis of Cn of
eigenvectors formed by N(W)), we have that
W tAW =∆1, (4.2)
where ∆1 is a diagonal matrix.
Similarly, the vectors Yj1 form a basis of Cn of eigenvectors for any matrix in N(W).
Therefore
W tAW =∆2, (4.3)
where ∆2 is a diagonal matrix. Hence N(W) is a family of matrices which is
simultaneously diagonalizable by W and W . It is also clear that N ′(W) is simultaneously
diagonalizable via W t and W t.
Equation (4.2) says that the column vectors of W are right eigenvectors of A, and the
column vectors of W are left eigenvectors of A, for each A in N(W). Similarly, Eq. (4.3)
says that the column vectors of W are right eigenvectors of A and the column vectors of
W are left eigenvectors of A.
Let W be a type II standard matrix and A be in N(W). We introduce the next family
I (W)= {A ∈Mn ∣∣WTAW =∆1 and WTAW =∆2},
where ∆1 and ∆2 are diagonal matrices (not necessarily nonsingular matrices).
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simultaneously unitarily diagonalizable, hence we can decompose Cn in a direct sum of
common eigenspaces of I (W) (see [12, Theorem 2.5.5, p. 103] and [13, Spectral Theorem,
p. 127]).
Remark 4.4. It is easy to see that I (W) is closed under the usual product of matrices and
transposition and that I, J ∈ I (W). That is, I (W) is a commutative algebra of matrices.
In fact N(W) ⊆ I (W). We are interested in finding conditions under which I (W) =
N(W). For example, consider the following definition.
Definition 4.5. We shall say that A ∈Mn is a nondegenerate matrix if and only if each
eigenvalue of A has geometric multiplicity equal to one.
Consider also the following results:
Proposition 4.6. Let A ∈Mn be a given nondegenerate matrix. A matrix B ∈Mn commutes
with A if and only if there is a polynomial p(t) of degree at most n−1 such thatB = p(A).
Proof. The proof can be found in [12, Theorem 3.2.4.2, p. 135]. ✷
Proposition 4.7. Let F = {Aα: α ∈Ω} be a given family of matrices indexed by a set Ω ,
and suppose there is a nondegenerate matrix Ak ∈ F such that AαAk = AkAα for all
α ∈Ω . Then for every α ∈Ω there exists a polynomial pα(t) of degree at most n− 1 such
that Aα = pα(Ak), and hence F is a commutative family.
Proof. The proof can be found in [12, p. 139]. ✷
We have the next result,
Theorem 4.8. Let N(W) be a BM-algebra generated by W a standard type II matrix.
Suppose that in N(W) we have a nondegenerate matrix. Then I (W)=N(W).
Proof. Since N(W) ⊆ I (W), I (W) is a family of matrices which satisfies the conditions
of Proposition 4.7, so there exists a nondegenerate matrix B ∈ N(W) and a polynomial
pA(t) of degree at most n − 1 such that A = pA(B) for all A ∈ Mn. Now since Yij is
eigenvector of B it is also an eigenvector of A for every A ∈ I (W). ✷
As an example consider the BM-algebras which are generated by a commutative
finite group G of order n, which we shall denote by AG. We have that AG = N(W)
where W = (ζ ij ), 0  i, j  n − 1, and ζ is an nth primitive root of unity. In this case
I (W)=N(W).
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A class of graphs Q is said to be delta–wye–delta reducible (∆ ↔ Y reducible) to
a canonical simple graph structure P if any G ∈ Q can be reduced to P by repeated
application of the following four reductions and two transformations:
(R0) Loop reduction. Delete a loop.
(R1) Degree-one reduction. Delete a degree one vertex and its incident edge.
(R2) Series reduction. Delete a degree two vertex y and its two incident edges xy and yz,
and add a new edge xz.
(R3) Parallel reduction. Delete one of a pair of parallel edges.
Each of these reductions decreases the number of edges in a graph. Two other
transformations of graphs are important. A wye (Y ) is a vertex of degree three. A delta
(∆) is a cycle of length three. The transformations are:
Y →∆: Wye–delta transformation. Delete a wye w and its three incident edges wx ,
wy ,wz, and add in a delta xyz.
∆→ Y : Delta–wye transformation. Delete the edges of a delta xyz, and add in a new
vertex w and new edges wx , wy , and wz.
In addition, when a specified subset A of the nodes is distinguished as terminal nodes,
we require that for any a ∈ A, a cannot take the place of the degree one or degree two
vertex in the operations (R1), (R2), or the degree three vertex in Y →∆, described above
[1,5,30].
Recall that a plane graph is a planar graph together with a fixed embedding in the plane.
(See Fig. 1.)
A generalization of ∆–Y and Y–∆ transformations are the ∆m–Ym and Ym–∆m
transformations, defined in Figs. 2 and 3.
We are interested in studying how the partition function of a graph changes if we apply
a ∆m–Ym transformation. The case when the operations on the graph are the series-parallel
reductions or ∆–Y transformations was studied previously by F. Jaeger in [15] (see Fig. 4).
Following Jaeger [15], let (X,W) be a spin model and A a BM-algebra which contains
every edge weight of the spin model. Let G be a finite directed but not necessarily plane
graph, where E(G) represents the set of edges of G and E(G) is not empty. We provide on
Fig. 1. ∆–Y or Y –∆ transformations.
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Fig. 3. ∆m–Ym transformation.
E(G) an arbitrary total ordering, and ej will denote the j th edge of G for j = 1, . . . ,m,
where m= |E(G)|.
We represent every map w of E(G) on A by a vector
(
w(e1),w(e2), . . . ,w(em)
) ∈Am.
The map w → Z(G,w) defines a m-multilinear form on Am for which we shall
write ZG.
ZG :A
m→C.
Remember that
Z(G,w)=
∑
σ : V (G)→X
∏
j∈{1,...,m}
w(ej )
[
σ
(
i(ej )
)
, σ
(
t (ej )
)]
.
We shall denote byAG the tensor product ofm copies ofA, that is,AG =⊗j=1,...,mAj ,
where eachAj corresponds to the j th edge ofG, andAj =A for j = 1, . . . ,m. We identify
ZG with the linear form on AG which takes the value Z(G,w) on w(e1)⊗ · · · ⊗ w(em)
for each map w of E(G) to A.
If G has no edges, from the definition of the tensor product of algebras, AG must
correspond to the complex space, and the map from E(G) = ∅ to A corresponds to the
number 1 in AG. The form ZG is in fact multiplication by the scalar ZG(1). Note that
if G has no edges, then ZG(1)= n|V (G)|. (5.1)
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Remark 5.1. A change in the order of the edges of G corresponds to a composition of ZG
with an automorphism of AG that permutes its factors.
On the other hand, recall that for vector spaces Si , S′i and linear maps fi :Si → S′i (i =
1, . . . ,m), the tensor product (f1 ⊗ · · ·⊗ fm) is the unique linear map from S1 ⊗ · · ·⊗ Sm
to S′1 ⊗ · · · ⊗ S′m such that (f1 ⊗ · · · ⊗ fm)(s1 ⊗ · · · ⊗ sm) = f1(s1) ⊗ · · · ⊗ fm(sm) for
every (s1, . . . , sm) ∈ S1 × · · · × Sm.
Remark 5.2.
• We use implicitly the canonical isomorphism C⊗ S ∼= S for a vector space S.
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AG with
⊗k
i=1 AGi in such a way that
ZG =
k⊗
i=1
ZGi .
By using the second part of Remark 5.2, we can suppose that G is a connected graph.
C(G,1) (respectively D(G,1)) denotes the graph obtained from G by contracting
(deleting) the edge e1. In this case, AC(G,1) and AD(G,1) are obtained from AG by deleting
the first factor.
It is easy to prove that for every w ∈AC(G,1) AD(G,1)
ZG(I ⊗w)=ZC(G,1)(w), (5.2)
ZG(J ⊗w)=ZD(G,1)(w). (5.3)
To calculate ZG we follow this rule:
R(G,1) represents the graph obtained from G by changing the orientation of the
edge e1, and it is easy to see that
ZG =ZR(G,1) • (τ ⊗ Id), (5.4)
where • denotes the composition, τ is the transposition map and Id is the identity map, in
this case each map acting on the appropriate factors.
Note that if A is a symmetric BM-algebra, then τ denotes the identity map, and ZG
does not depend on the orientation of G.
Now we introduce the following maps:
θ, θ∗ :A→C defined by
I ◦M = θ(M)I, JM =MJ = θ∗(M)J, (5.5)
for all matrices M ∈A, and µ,µ∗ :A⊗A :→A defined by
µ(M ⊗N)=MN, µ∗(M ⊗N)=M ◦N. (5.6)
It is easy to prove:
Lemma 5.3. If e1 is a loop of G then ZG =ZD(G,1) • (θ ⊗ Id).
If e1 is a pendant edge of G then ZG = ZC(G,1) • (θ∗ ⊗ Id).
Recall that two nonloop edges f , g are said to be in series (or form a series pair) if they
have a common end which is incident to no other edges, and two edges are in parallel (or
form a parallel pair) if they have the same pair of ends. In a directed graph, a series pair of
edges form a strict series pair if the final end of one of these edges equals the initial end of
the other and is incident to no edge outside the pair. And a parallel pair is a strict parallel
pair if these edges have the same initial end and the same final end (see Fig. 4).
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If e1, e2 form a strict parallel pair of G then ZG =ZD(G,1) • (µ∗ ⊗ Id).
Definition 5.5. We shall say that a graph G is series–parallel (see [29]) if and only if G
can be reduced to a trivial graph by repeated application of the following transformations,
which are called series–parallel reductions.
Series–parallel reductions
• Deletion of a loop.
• Contraction of a pendant edge.
• Contraction of one of the edges of a series pair.
• Deletion of one of the edges of a parallel pair.
Remark 5.6. For the calculation of the partition function we use the series–parallel
reductions neglecting the orientation of the graph. That is, Eq. (5.4), lets us change the
orientation of any edge and change two edges that are series or parallel into two edges that
become strict series or strict parallel. In these cases the partition function is the composition
of the transposition map and the partition function of a graph whose edges are strict series
or strict parallel.
Remark 5.7. A graph is series–parallel if and only if it has no K4 minor [29].
The following result establishes that the calculation of the partition function defined
on a connected series–parallel graph can be realized by series–parallel reductions on the
graph, where each transformation corresponds to a specific operation in the BM-algebra.
Theorem 5.8 [15]. Let G be a connected series–parallel graph. Then ZG is the
composition of ρ0 • ρ1 • · · · • ρm, where ρ0 is the scalar multiplication by n and each
map ρ1, . . . , ρm correspond to the action of the maps τ, θ, θ∗,µ,µ∗ on some factors of the
tensor product of copies of A.
Proof. For each series–parallel reduction apply the operations of Lemmas 5.3 and 5.4
(with possibly the use of Eq. (5.4) to change the orientation of edges for the series or
parallel case into strict series or strict parallel case). The reduction process ends in a trivial
graph with only a single vertex and then we can apply Eq. (5.1). ✷
The next proposition establishes the series–parallel reversibility property.
Proposition 5.9 [15]. Let G be a series–parallel graph and R(G) the graph obtained from
G by reversing the orientation of every edge. Then ZG =ZR(G).
Proof. Using Eq. (5.4) we have that ZR(G) = ZG • τ⊗, where τ⊗ denotes the action of
the map τ (the transposition map) over all factors of AG. Using Theorem 5.8, ZG =
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the equality, τ⊗ denotes the action of τ over all factors of the tensor product. That is,
θ • τ = θ, θ∗ • τ = θ∗, (5.7)
µ • (τ ⊗ τ )= τ •µ, µ∗ • (τ ⊗ τ )= τ •µ∗. (5.8)
Since the transposition map acts trivially over C we have,
ZR(G) = ρ0 • ρ1 • · · · • ρk • τ⊗ = τ⊗ • ρ0 • ρ1 • · · · • ρk (5.9)
= ρ0 • ρ1 • · · · • ρk = ZG. ✷ (5.10)
6. Exactlym-regular Bose–Mesner algebras
Let A be a BM-algebra on X and S a vector space with basis X. Am and Sm denote the
tensor product of m copies of A and S , respectively. We shall provide Sm with a positive
definite Hermitian form 〈 , 〉 such that {α1 ⊗ α2 ⊗ · · · ⊗ αm | α1, α2, . . . , αm ∈ X} is an
orthonormal basis.
We introduce two maps πm and π∗m from Am to Sm called m-star and m-cycle
projections, respectively, and defined by:
πm
(
m⊗
j=1
Mj
)
=
∑
α1,α2,...,αm∈X
(∑
x∈X
m∏
j=1
Mj(x,αj )
)
m⊗
i=1
αi, (6.1)
π∗m
(
m⊗
j=1
Mj
)
=
∑
α1,α2,...,αm∈X
m∏
j=1
Mj(αj+1, αj+2)
m⊗
i=1
αi, (6.2)
where αm+1 = α1.
Note that m-star and m-cycle projections are linear maps on each entry; that is, the maps
are multilinear transformations.
We shall denote by Im the succession i1, i2, . . . , im. In the same manner, Um denotes
the succession u1, u2, . . . , um.
We now study the maps πm and π∗m more closely. For this, we shall take Im, Um in
{0,1, . . . , d}, and let
YIm = Yi1i2···im = πm(Ei1 ⊗Ei2 ⊗ · · · ⊗Eim)
and
∆Um =∆u1u2···um = π∗m(Au1 ⊗Au2 ⊗ · · · ⊗Aum).
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〈YIm,YJm〉 =
∑
αr∈X
(∑
x∈X
Ei1(x,α1) · · ·Eim(x,αm)
)(∑
y∈X
Etj1(y,α1) · · ·Etjm(y,αm)
)
.
Thus, 〈YIm,YJm〉 = Z(G,w) where the graph G and the edge weights are represented
in the following figure:
Contracting all edges which form a series pair and by using EiEj = δ(i, j)Ei , we
obtain:
Deleting all edges which form a parallel pair, we have:
• • .x y
δ(Im,Jm)Ei1 ◦Ei2 ◦ · · · ◦Eim−1 ◦Eim
By using Ei ◦Ej = 1n
∑d
k=0 qkijEk , we obtain
Ei1 ◦Ei2 ◦ · · · ◦Eim−1 ◦Eim =
1
nm−2
∑
k1
∑
k2
· · ·
∑
km−2
q
k1
i1i2
q
k2
k1i3
· · ·qkm−2km−3im−1Ekm−2 ◦Eim.
Contracting the pendant edge, using the linearity of θ∗ and Eq. (5.1) we have:
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δ(Im,Jm)
nm−3
θ∗
(∑
k1
∑
k2
· · ·
∑
km−2
q
k1
i1i2
q
k2
k1i3
· · ·qkm−2km−3im−1Ekm−2 ◦Eim
)
= δ(Im,Jm)
nm−3
∑
k2
· · ·
∑
km−2
q
k1
i1i2
q
k2
k1i3
· · ·qkm−2km−3im−1θ∗(Ekm−2 ◦Eim).
Finally, by using MJ = JM = θ∗(M)J , we have, θ∗(M)= 1
n
sum(M) and sum(A ◦B)
= trace(AB t) thus:
〈YIm,YJm〉 =
δ(Im,Jm)
nm−4
∑
k1
∑
k2
· · ·
∑
km−2
q
k1
i1i2
q
k2
k1i3
· · ·qkm−2km−3im−1 trace
(
Ekm−2E
t
im
)
= δ(Im,Jm)
nm−4
trace
(∑
k1
∑
k2
· · ·
∑
km−2
q
k1
i1i2
q
k2
k1i3
· · ·qkm−2km−3im−1Ekm−2Etim
)
= δ(Im,Jm)
nm−4
trace
(∑
k1
∑
k2
· · ·
∑
km−2
q
k1
i1i2
q
k2
k1i3
· · ·qkm−2km−3im−1δ(km−2 iˆm)Ekm−2
)
= δ(Im,Jm)
nm−4
trace
(∑
k1
∑
k2
· · ·
∑
km−3
q
k1
i1i2
q
k2
k1i3
· · ·qiˆmkm−3im−1Eiˆm
)
= δ(Im,Jm)
nm−4
∑
k1
∑
k2
· · ·
∑
km−3
q
k1
i1i2
q
k2
k1i3
· · ·qiˆmkm−3im−1 trace(Eiˆm)
= δ(Im,Jm)
nm−3
∑
k1
∑
k2
· · ·
∑
km−3
q
k1
i1i2
q
k2
k1i3
· · ·qiˆmkm−3im−1θ(Eim).
The last equality follows from θ(M)= 1
n
trace(M) and trace(Ei)= trace(Eiˆ).
Hence, the series–parallel evaluation gives:
〈YIm,YJm〉 =
1
nm−3
δ(Im,Jm)
∑
k1
∑
k2
· · ·
∑
km−3
q
k1
i1i2
q
k2
k1i3
· · ·qiˆmkm−3im−1θ(Eim). (6.3)
Furthermore,
∆Um =
∑
αi∈X
Au1(α2, α3)Au2(α3, α4) · · ·Aum(α1, α2)α1 ⊗ α2 ⊗ · · · ⊗ αm.
Since the matrices Ai, i = 0, . . . , d , have real entries, thus we have:
〈∆Um,∆Vm〉 =
∑
αi∈X
(
Au1(α2, α3)Au2(α3, α4) · · ·Aum(α1, α2)
)
× (Av1(α2, α3)Av2(α3, α4) · · ·Avm(α1, α2)).
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obtain:
〈∆Um,∆Vm〉 =
1
nm−3
δ(Um,Vm)
∑
k1
∑
k2
· · ·
∑
km−3
pk1u1u2p
k2
k1u3
· · ·pu′mkm−3um−1θ∗(Aum).
(6.4)
Note that nθ∗(Aw) is the sum of the entries of Aw which is different from zero, hence
we have,
∆Um != 0 if and only if
∑
k1
∑
k2
· · ·
∑
km−3
pk1u1u2p
k2
k1u3
· · ·pu′mkm−3um−1 != 0.
Definition 6.1. A m-vector (u1, u2, . . . , um) (ui ∈ {0,1, . . . , d}) is called m-feasible if and
only if
∑
k1
∑
k2
· · ·
∑
km−3
pk1u1u2p
k2
k1u3
· · ·pu′mkm−3um−1 != 0.
For the case m= 3 we have that (u1, u2, u3) is triply feasible if and only if pu
′
3
u1u2 != 0
(see [15]).
It is clear that (u1, u2, . . . , um) is m-feasible if and only if Atum appears in the expression
of Au1Au2 · · ·Am−1.
In the same way, note that
YIm != 0 if and only if
∑∑
· · ·
∑
q
k1
i1i2
q
k2
k1i3
· · ·qiˆmkm−3im−1 != 0.
k1 k2 km−3
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Similarly we have.
Definition 6.2. A m-vector (i1, i2, . . . , im) (ij ∈ {0,1, . . . , d}) is called m-dual feasible if
and only if
∑
k1
∑
k2
· · ·
∑
km−3
q
k1
i1i2
q
k2
k1i3
· · ·qiˆmkm−3im−1 != 0.
For the case m= 3 (i1, i2, i3), is triply dual feasible if and only if qiˆ3i1i2 != 0 (see [15]).
We shall denote by Fm(A) the set of all m feasible vectors of A and by F∗m(A) the set
of m-dual feasible vectors of A.
From Proposition 2.2(iii) [3] we have (u1, u2, . . . , um) is m-feasible if and only if
(u′1, u′2, . . . , u′m) is m-feasible.
Similarly, from Proposition 3.7(iii) [3] (i1, i2, . . . , im) is m-dual feasible if and only if
(iˆ1, iˆ2, . . . , iˆm) is m-dual feasible.
Note that, {YIm | Im ∈ {0,1, . . . , d}m} generate Im(πm), and from Eq. (6.3) we have
that {YIm | Im ∈ F∗m(A)} is an orthogonal basis for this space. Similarly, Eq. (6.4) shows
that {∆Um | Um ∈Fm(A)} is an orthogonal basis for Im(π∗m).
Proposition 6.3. Let (A,B) be a dual pair of BM-algebras. Then Fm(A) = F∗m(B) and
Fm(B)=F∗m(A).
Proof. The proof follows from Proposition 1.4.9(i) [21]. ✷
In particular, we have
Corollary 6.4. If A is a self-dual BM-algebra, then Fm(A)=F∗m(A).
The next result is very useful as we shall see below.
Proposition 6.5. (u1, u2, . . . , um−1) is (m−1)-feasible if and only if (u1, u2, . . . , um−1,0)
is m-feasible.
Proof. (u1, u2, . . . , um−1,0) is m-feasible if and only if
∑
k1
∑
k2
· · ·
∑
km−3
pk1u1u2p
k2
k1u3
· · ·p0′km−3um−1 != 0,
which is equivalent to (see definition of BM-algebra)
∑∑
· · ·
∑
pk1u1u2p
k2
k1u3
· · ·p0km−3um−1 != 0,
k1 k2 km−3
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∑
k1
∑
k2
· · ·
∑
km−3
pk1u1u2p
k2
k1u3
· · ·pkm−3km−4um−2kum−1δ
(
km−3, u′m−1
) != 0,
if and only if
∑
k1
∑
k2
· · ·
∑
km−3
pk1u1u2p
k2
k1u3
· · ·pu
′
m−1
km−4um−2 != 0,
that is (u1, u2, . . . , um−1) is (m− 1)-feasible. ✷
Similarly we have the following proposition.
Proposition 6.6. (i1, i2, . . . , im−1) is (m−1)-dual feasible if and only if (i1, i2, . . . , im−1,0)
is m-dual feasible.
6.1. m-regular BM-algebras
Consider an association scheme with BM-algebraA defined on the setX by the relations
Ri , i = 0, . . . , d .
Definition 6.7. We shall say that an association scheme (or the associated BM-algebra) is
m-regular if it satisfies the next property:
For all (Im)⊂ {0,1, . . . , d}m and (Um) ∈F(A) there exists an integerK(Im | Um), such
that, for all α1, α2, . . . , αm ∈X with (α2, α3) ∈Ru1 , (α3, α4) ∈ Ru2, . . . , (α1, α2) ∈Rum
K(Im | Um)=
∣∣{x ∈X ∣∣ (x,α1) ∈Ri1 , . . . , (x,αm) ∈Rim}∣∣. (6.5)
Equation (6.5) can be reformulated in matrix terms as:
∑
x∈X
Ai1(x,α1)Ai2(x,α2) · · ·Aim(x,αm)
=
∑
(Um)⊂F(A)
K(Im | Um)Ai1(α2, α3)Ai2(α3, α4) · · ·Aim(α1, α2). (6.6)
The last equation is valid for every αi ∈X, i = 1, . . . ,m, if and only if
πm(Au1 ⊗Au2 ⊗ · · · ⊗Aum)=
∑
αi∈X
(∑
x∈X
m∏
j=1
Auj (x,αj )
)⊗m
i=1αi
=
∑( ∑
K(Im | Um)
m∏
Auj (αj+1, αj+2)
)⊗m
i=1αiαi∈X (Um)∈Fm(A) j=1
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∑
(Um)∈Fm(A)
K(Im | Um)
( ∑
αi∈X
m∏
i=1
Aui (αi+1, αi+2)
⊗m
i=1αi
)
=
∑
(Um)∈Fm(A)
K(Im | Um)π∗m(Ai1 ⊗Ai2 ⊗ · · · ⊗Aim)
= π∗m
( ∑
(Um)∈Fm(A)
K(Im | Um)Au1 ⊗Au2 ⊗ · · · ⊗Aum
)
= (π∗m •Km)(Au1 ⊗Au2 ⊗ · · · ⊗Aum).
That is;
πm = π∗m •Km. (6.7)
Here Km is a multilinear map from
⊗m
i=1Ai to itself, and Ai =A for each i , defined as
Km
(
m⊗
i=1
Aui
)
=
∑
(Um)∈Fm(A)
K(Im | Um)
m⊗
i=1
Aui . (6.8)
Equation (6.6) is valid for all α1, α2, . . . , αm ∈X and for i1, i2, . . . , im ∈ {0,1, . . . , d} if
and only if
πm = π∗m •Km. (6.9)
Conversely, if we suppose that there exists a linear map Km from
⊗m
i=1Ai (Ai =A for
each i) to itself such that, Eq. (6.9) is valid.
We can express this map in terms of the basis {Au1 ⊗Au2 ⊗· · ·⊗Aum | u1, u2, . . . , um ∈
{0,1, . . . , d}} of ⊗mi=1Ai as:
Km(Au1 ⊗Au2 ⊗ · · · ⊗Aum)=
∑
Um⊂{0,1,...,d}
K(Im | Um)Au1 ⊗Au2 ⊗ · · · ⊗Aum.
Applying π∗m to both sides of the equality and observing that π∗m(Au1 ⊗· · ·⊗Aum)=∆Um
is zero unless (Um) ∈Fm(A), we obtain that Eq. (6.9) is valid for every α1, α2, . . .αm ∈X
and Im ⊂ {0,1, . . . , d}.
The following definitions are generalizations of those introduced in [15]. They allow us
to introduce the m-star–m-cycle and m-cycle–m-star transformations, in order to compute
the partition function.
Definition 6.8. We shall say that a BM-algebra A (or the corresponding association
scheme) is m-regular if and only if there exists a linear map Km from
⊗m
i=1A to itself
such that Eq. (6.9) is valid.
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m-regular if and only if there exists a linear map K∗m from
⊗m
i=1A to itself such that:
π∗m = πm •K∗m. (6.10)
For the case m= 3 the BM-algebras are called dual triply regular.
Definition 6.10. We shall say that a BM-algebra A is exactly m-regular if and only if, A is
m-regular and dual m-regular.
6.2. Characterization of m-regulars BM-algebras
Let A be a BM-algebra, and consider the maps Km, K∗m, from
⊗m
j=1A (m copies of
A) to itself and defined by:
Km
(
m⊗
j=1
Eij
)
=
∑
(Um)∈Fm(A)
〈YIm,∆Um〉
〈∆Um,∆Um〉
m⊗
j=1
Auj , (6.11)
K∗m
(
m⊗
j=1
Auj
)
=
∑
(Im)∈F∗m(A)
〈YIm,∆Um〉
〈YIm,YIm〉
m⊗
j=1
Eij . (6.12)
Note that both maps are multilinear.
Proposition 6.11. The following statements are equivalent:
(i) A is a m-regular BM-algebra.
(ii) Im(πm)⊆ Im(π∗m).
(iii) The map defined by Eq. (6.11) satisfies πm = π∗m •Km.
Proof. Note that
(
π∗m •Km
)( m⊗
j=1
Eij
)
=
∑
Um∈F(A)
〈YIm,∆Um〉
〈∆Um,∆Um〉
∆Um.
If π∗m •Km = πm then Im(πm)⊆ Im(π∗m).
On the other hand, suppose that Im(πm) ⊆ Im(π∗m), and let Im ∈ F∗m(A). We can
express YIm in terms of the orthogonal basis {∆Um | Um ∈Fm(A)} of Im(π∗m). Comparing
this expression with the above expression (π∗m •Km)(
⊗m
j=1Eij ) we can see that
(
π∗m •Km
)( m⊗
Eij
)
= YIm = πm
(
m⊗
Eij
)
.j=1 j=1
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(
π∗m •Km
)( m⊗
j=1
Eij
)
= 0 = YIm = πm
(
m⊗
j=1
Eij
)
.
Hence, πm = π∗m •Km and (iii) holds. ✷
Proposition 6.12. The following statements are equivalent.
(i) A is a dual m-regular BM-algebra.
(ii) Im(π∗m)⊆ Im(πm).
(iii) The map defined by Eq. (6.12), satisfies π∗m = πm •K∗m.
Proof. The proof is similar to that of Proposition 6.11. ✷
The above propositions give a characterization of K∗m and Km.
Furthermore, putting together both results we obtain a characterization of the BM-
algebras which are exactly m-regular.
Proposition 6.13.
(i) A BM-algebra is exactly m-regular if and only if Im(πm)= Im(π∗m).
(ii) A m-regular BM-algebra is exactly m-regular BM-algebra if and only if∣∣F∗m∣∣= |Fm|.
(iii) Every self dual m-regular BM-algebra is exactly m-regular.
Lemma 6.14. Let A be a BM-algebra generated by a finite cyclic group of order m. Then
A is an exactly m-regular BM-algebra.
Proof. Since A is a self dual BM-algebra, we need to prove that A is an m-regular BM-
algebra. This follows from Proposition 6.11. ✷
Theorem 6.15. IfA is an m-regular BM-algebra thenA is an (m−1)-regular BM-algebra.
Proof. We consider only the case when Im−1 ∈ Fm−1(A). Now from Proposition 6.5 we
have that (i1, i2, . . . , im−1,0) ∈ Fm(A), and using Proposition 6.13 we have that YIm ∈
Im(π∗m), where Im = (i1, i2, . . . , im−1,0) this implies (Proposition 6.6) YIm−1 ∈ Im(π∗m−1),
from which the conclusion follows. ✷
Theorem 6.16. If A is an m-regular BM-algebra, then A is an (m − 1)-regular BM-
algebra.
Together, these result imply the following.
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regular BM-algebra.
6.3. Calculating the partition function
Let G be a directed graph G and consider the associated form ZG.
Suppose that G is obtained from G′ through an m-cycle−m-star transformation.
Let i(ej ) = v, t (ej ) = vj (j = 1, . . . ,m) and let e′1, e′2, . . . , e′m with initial vertices
v1, v2, . . . , vm, respectively.
Let H be the graph obtained from G (respectively G′) by deleting v, e1, e2, . . . , em
(respectively e′1, e′2, . . . , e′m). The enumeration of the edges are taken from the next figure:
For every α1, α2, . . . , αm ∈X, let S(α1, α2, . . . , αm) be the set of states σ :V (H)→X
such that σ(vi)= αi (i = 1, . . . ,m).
For every w :E(H)→A, let
Z(H,w,α1, . . . , αm)=
∑
σ∈S(α1,...,αm)
∏
e∈E(H)
w(e | σ),
be the form associated to H .
Now, we identify the edge ei with the edge e′i for each i , which identifies E(G′) with
E(G) and AG′ with AG. Let w be the map from E(G′) = E(G) to A and w|H the
restriction on E(H). Then, we have
Z(G,w)=
∑
α1,α2,...,αm∈X
Z(H,w |H,α1, α2, . . . , αm)
(∑
x∈X
m∏
i=1
w(ei)(x,αi)
)
and
Z(G′,w)=
∑
α1,α2,...,αm∈X
Z(H,w |H,α1, α2, . . . , αm)
(
m∏
i=1
w(ei)(x,αi)
)
.
The above equalities can be written as Z(G,w) = 〈πm(w(e1) ⊗ w(e2) ⊗ · · · ⊗
w(em)),Z〉 and Z(G,w)= 〈π∗m(w(e1)⊗w(e2)⊗· · ·⊗w(em)),Z〉, where the component
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. . . , αm).
If Eq. (6.9) holds, then
Z(G,w)= 〈(π∗m •Km)(w(e1)⊗w(e2)⊗ · · · ⊗w(em)),Z〉.
In conclusion
ZG =ZG′ • (Km⊗ Id).
We have proven the following:
Lemma 6.18. Let A be an m-regular BM-algebra. If G′ represents the graph obtained
from G by a m-cycle−m-star transformation, then
ZG =ZG′ • (Km ⊗ Id),
where the maps Km and Id act in the first m factors of AG.
In the same manner we have the following lemma. The proof is similar to the one above.
Lemma 6.19. Let A be a dual m-regular BM-algebra. If G′ represents the graph obtained
from G by an m-star−m-cycle transformation, then
ZG =ZG′ •
(K∗m ⊗ Id),
where the maps K and Id act in the first m factors of AG.
Definition 6.20. Let G be a graph. We shall say that G is ∆m–Ym reducible if it is possible
to reduce G to a trivial graph with one vertex and no edges by series–parallel reductions
and ∆m–Ym or Ym–∆m transformations. (In particular a graph is ∆–Y reducible if it is
reducible to a trivial graph by using only series–parallel reductions and ∆–Y and Y–∆
transformations.)
6.4. The case m= 3
We start our study with the case m= 3, that is, when the transformations are the ∆–Y
transformations. In particular, the BM-algebras which are used are the exactly 3-regular
BM-algebras, which we shall call exactly triply regular BM-algebras (see [15]).
6.5. The planar case
If G is a connected plane graph, we use Epifanov’s Theorem.
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to a trivial graph with only one vertex and no edge by a finite sequence of ∆–Y or Y–∆
transformations and series–parallel reductions.
For the proof refer to [6,31,32].
Proposition 6.22. Let A be an exactly triply regular BM-algebra. If G is a connected
directed plane graph, then the linear form ZG in AG is the composition of ρ0 •ρ1 • · · ·•ρk ,
where ρ0 is the scalar multiplication by n, and each ρi , for i = 1, . . . , k corresponds to the
action of the maps τ, θ, θ∗,µ,µ∗,K,K∗ on each factor of the tensor product of copies
of A.
Proof. Apply Lemmas 6.18 and 6.19 with m= 3 and the Epifanov Theorem. ✷
6.6. The nonplanar case
We now generalize the previous result to the class of ∆–Y reducible graphs. Then we
calculate the partition function for certain families of graphs in this class.
Theorem 6.23. Let A be an exactly triply regular BM-algebra. If G is a connected ∆–Y
reducible graph, the linear form ZG on AG is the composition of ρ0 • ρ1 • · · · • ρk , where
ρ0 is the scalar multiplication by n and each of ρ1, . . . , ρk correspond to action of one of
the maps τ, θ, θ∗,µ,µ∗, k, k∗ on some factors of the tensor product of copies of A.
Proof. The proof is a simple application of Lemmas 6.18 and 6.19. ✷
We now study two important families of graphs. The family of graphs without K5
minors and the family of graphs without K3,3 minors. We begin by recalling some results
on ∆–Y reducibility and the basic structural results on these families.
Theorem 6.24 [9]. Every 2-connected plane graph with two terminals is ∆–Y reducible.
Theorem 6.25 (Wagner’s Theorem I, [9]). Every connected graph without K5 minors can
be obtained by means of k-sums (k = 1,2,3) starting from plane graphs and copies of V8.
Theorem 6.26 (Wagner’s Theorem II, [9]). Every connected graph without K3,3 minors
can be obtained by means of k-sums (k = 1,2) starting from plane graphs and copies
of K5.
Theorem 6.27 [8]. A 2-connected plane graph, with three terminals is ∆–Y reducible to a
∆ (◦ Y ) where the original vertices are the original three terminals.
Proposition 6.28. K3,3, K5, and V8 are ∆–Y reducible. (See Fig. 5).
Theorem 6.29 [8]. A graph without K5 minors is ∆–Y reducible.
I. Gitler, I. López / Advances in Applied Mathematics 32 (2004) 263–292 287Fig. 5. V8.
Proof. The following is a sketch of the proof, using Wagne’s Theorem I (Theorem 6.25)
and an inductive procedure: If the present graph is a planar graph, apply Epifanov’s
Theorem. If the graph is V8, then it is reducible by Proposition 6.28. Otherwise, if G is
a k-sum of G1 and G2, where G2 is a planar graph or V8, we have several cases depending
on k.
If k = 3, where G2 is a plane graph, consider the vertices of the articulation set of the
3-sum as terminals of G2 and apply Theorem 6.27.
If k = 2, we have two subcases depending on whether G2 is planar or V8. When G2 is a
planar graph then it follows from Theorem 6.24 applied with the vertices of the articulation
set of the 2-sum as terminals. Otherwise, ifG2 is V8, the result follows by Proposition 6.28.
If k = 1, the conclusion follows by Proposition 6.28 when G2 is V8 and by Theo-
rem 6.21 if G2 is a planar graph. ✷
Theorem 6.30. A graph without K3,3 minors is ∆–Y reducible.
Sketch of proof. By Proposition 6.28 we have that K5 is reducible and terminal reducible
for the case of one and two terminals. Theorem 6.24 covers the reducibility of the planar
graphs with two terminals. By an inductive argument similar to the proof of Theorem 6.29
(when k = 1 and 2) in combination with Wagner’s Theorem II (Theorem 6.26) the result
follows. ✷
We have a specialization of Theorem 6.23.
Proposition 6.31. Let A an exactly triply regular BM-algebra. If G is a connected graph
without K5 or K3,3 minors, the linear form ZG on AG is the composition ρ0 •ρ1 • · · · •ρk ,
where ρ0 is scalar multiplication by n and each of ρ1, . . . , ρk corresponds to the action of
one of the maps τ, θ, θ∗,µ,µ∗,K,K∗ on some factors of a tensor product of copies of A.
Proof. From a reduction of V8 we have that
Z(V8)= nθ∗ • k •µ∗ • k •µ • k •µ • k • k∗ •µ • k •µ∗ • k∗.
Similarly we have
Z(K33)= nθ∗ • θ • k∗
and
Z(K5)= nθ∗ • k •µ∗ • k •µ • k •µ • k,
288 I. Gitler, I. López / Advances in Applied Mathematics 32 (2004) 263–292where the maps act on the appropriate factors.
If G is a graph withoutK5 minors, it is a k-sum (k = 1,2,3) starting from planar graphs
and copies of V8. We apply Theorem 6.22 and the above calculation to each component.
Proceed similarly when G is a graph without K3,3 minors. ✷
6.7. The case m> 3
By a simple algorithmic argument one can see that every finite connected graph G is
∆m–Ym reducible.
Theorem 6.32. Let G a connected graph and m the maximum degree of G. If A is an
exactly m-regular Bose–Mesner algebra, the linear form ZG on AG is the composition
ρ0•ρ1•· · ·•ρk , where ρ0 is the scalar multiplication by n and each ρ1, . . . , ρk corresponds
to the action of one of the maps τ,Ω, θ, θ∗,µ,µ∗,Ks ,K∗s , where s can take the values
s = 3,4, . . . ,m, Ω is an automorphism on the tensor product and every map acts on the
appropriate factors of the tensor product of copies of A.
6.8. The cases m= 1 and m= 2
Although these two cases were studied before, we consider them now in order to
introduce the concept of planar duality.
Let G be a connected plane graph. Denote by G∗ the (geometric) dual graph of G. Re-
call that G∗ has a vertex for each face of G and one edge for each edge of G, the edges of
G∗ are called the dual edges, two faces which are adjacent by one edge of G are incident
in G∗.
If G is a connected plane undirected graph, an orientation of G∗ can be obtained by the
convention showed in Fig. 6.
We shall consider a self dual BM-algebra A with duality ψ , and we shall identify AG
with AG∗ in such a manner that dual edges correspond to the same factor in the tensor
product. In [15] Jaeger described the relation between the partition function of G and G∗.
Theorem 6.33. Let G be a connected plane graph which is series parallel reducible. Then
ZG = n1−|V (G∗)|ZG∗ •ψ⊗, (6.13)
where ψ⊗ denotes the action of ψ on each factor of the tensor product.
Fig. 6. The orientation in the dual graph.
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in G∗. Since G and G∗ are series parallel reducible, ZG = ρ0 • ρ1 • · · · • ρk , ZG∗ = ρ0 •
ρ∗1 • · · ·•ρ∗k where ρ0 is the scalar multiplication by n and each map ρ1, . . . , ρk, ρ∗1 , . . . , ρ∗k
corresponds to the action of one of the maps τ, θ, θ∗,µ,µ∗ on some factors of the tensor
product of copies of A. For each 1 = 1, . . . , k we have that the pair (ρi, ρ∗i ) correspond
to some pair of the next form (τ, τ ∗), (θ, θ∗), (θ∗, θ), (µ,µ∗), (µ∗,µ). We have that for
every i = 1, . . . , k,
ρ∗i •ψ⊗ = nA(i)ψ⊗ • ρi, (6.14)
where in both sides of the equality ψ⊗ denotes the action of ψ on every factor (if there
are no factors, ψ⊗ is the identity map on C) and A(i) is equal to 1 if ρi corresponds to the
action θ∗ or µ and A(i) is zero in any other case. This is equivalent to Eq. (6.33) because
ρ0 •ψ⊗ = ρ and ∑i∈{1,...,k} A(i)= |V (G∗)| − 1.
Equation (6.14) follows from Proposition 2.6(iii) [10] and from the following equalities.
θ∗ •ψ = nθ, θ •ψ = θ∗, (6.15)
ψ •µ= µ∗ • (ψ ⊗ψ), n−1ψ •µ∗(ψ ⊗ψ). (6.16)
The first equality in (6.16) is a new formulation of the definition of duality. Again by the
definition of duality, Proposition 2.6(iii) [10] and the reversibility series parallel property
(Proposition 5.9) (6.16) now follows from (6.15). As E0 = n−1J and A0 = I,ψ(J )= nI
and furthermore ψ(I) = J apply ψ to both sides of Eq. (5.5) and using (6.16) we obtain
(6.15). ✷
Definition 6.34. We shall say that a self dual BM-algebra (A,ψ) has the planar duality
property if Eq. (6.33) holds for every connected planar graph.
Examples of BM-algebras which have the planar duality property are BM-algebra
generated by finite commutative groups and BM-algebras generated by topological spin
models (see [15]).
Finally, we present the following result to complete the computation of the partition
function of a spin model by using the ∆m–Ym transformations.
Theorem 6.35. Let A be a self dual BM-algebra, and G be a connected directed graph
with maximum valency m. If G′ is a graph obtained from G by a ∆m–Ym transformation,
with m= 1 or 2 then, the linear form ZG satisfies that
ZG =ZG′ • (ψ ⊗ Id),
where the maps ψ and Id act on the appropriate factors.
Proof. The proof follows from Proposition 6.33. ✷
290 I. Gitler, I. López / Advances in Applied Mathematics 32 (2004) 263–2927. Open problems
Surface duality
We reviewed the concept of planar duality to establish the relation of the partition
function of a plane graph and its dual graph. In fact, it is possible to extend these ideas
to ∆–Y transformations by using the K4 property, defined below.
Definition 7.1. A self dual BM-algebra with duality ψ has the planar duality property if
Eq. (6.33) holds for every connected plane graph G.
Examples of BM-algebras which have the planar duality property are those generated
by a finite commutative group, furthermore, the BM-algebras generated by a topological
spin model also have this property (see [15]).
Theorem 6.33 established only the relation between the primal graph and its dual when
this graph is series–parallel. To study all planar graphs Jaeger [15] introduced the next
definition.
Definition 7.2. A self dual BM-algebra has the K4 dual property if Eq. (6.33) holds forK4.
(See Fig. 7.)
The following proposition is found in [15].
Proposition 7.3. Let A be a self dual BM-algebra with duality ψ . The next properties are
equivalent:
(i) A has the K4 duality property;
(ii) (ψ ⊗ψ ⊗ψ) •K3 = nK∗3 • (τ ⊗ τ ⊗ τ ) • (ψ ⊗ψ ⊗ψ);
(iii) A has the planar duality property.
Remark 7.4. For all self dual BM-algebras (A,ψ) and (A′,ψ ′) such that A′ is a sub-BM-
algebra of A, A′ is invariant under ψ , and ψ ′ is the restriction of ψ on A′. We have that
the planar property (A,ψ) is equivalent to the planar property of (A′,ψ ′).
A possible property, analogous to the K4 duality property, extending to the ∆m–Ym
transformations for all graphs is the following Wm duality property.
Fig. 7. K4.
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Definition 7.5. A BM-algebra A has the Wm duality property if Eq. (6.33) holds for Wm,
where Wm represents the wheel of order m (see Fig. 8).
We conjecture:
Conjecture 7.6. Let A be a self dual BM-algebra with duality ψ . The following properties
are equivalent:
(i) A has the Wm duality property;
(ii) (⊗mψ) •Km = nK∗m • (⊗mτ) • (⊗mψ).
Another problem of interest is to study those BM-algebras which have the Wm duality
property. For the case m = 3, classical examples are BM-algebras generated by a finite
cyclic group and BM-algebras generated by a topological spin model (see [15]). This may
require extending many of these ideas to embeddings of graphs in other surfaces.
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