The high-resolution magnetic resonance brain images often contain some nonbrain tissues (ie, skin, fat, muscle, neck, eye balls, etc) compared with the functional images such as positron emission tomography, single-photon emission computed tomography, and functional magnetic resonance imaging (MRI) scans, which usually contain few nonbrain tissues. Automatic segmentation of brain tissues from MRI scans remains a challenging task due to the variation in shape and size, use of different pulse sequences, overlapping signal intensities and imaging artifacts. This article presents a contour-based automatic brain segmentation method to segment the brain regions from T1-, T2-, and proton densityYweighted MRI of human head scans. The proposed method consists of 2 stages. In stage 1, the brain regions in the middle slice is extracted. Many of the existing methods failed to extract brain regions in the lower and upper slices of the brain volume, where the brain appears in more than 1 connected region. To overcome this problem, in the proposed method, a landmark circle is drawn at the center of the extracted brain region of a middle slice and is likely to pass through all the brain regions in the remaining lower and upper slices irrespective of whether the brain is composed of 1 or more connected components. In stage 2, the brain regions in the remaining slices are extracted with reference to the landmark circle obtained in stage 1. The proposed method is robust to the variability of brain anatomy, image orientation, and image type, and it extracts the brain regions accurately in T1-, T2-, and proton densityYweighted normal and abnormal brain images. Experimental results by applying the proposed method on 100 volumes of brain images show that the proposed method exhibits best and consistent performance than by the popular existing methods brain extraction tool, brain surface extraction, watershed algorithm, hybrid watershed algorithm, and skull stripping using graph cuts.
registration, tissue classification, or compression. 2 A number of automated and semiautomated skull stripping algorithms are available in the literature. 3Y18 Several comparative studies have also been carried out on the existing skull stripping methods to analyze their performance using the commonly available data sets. 3,19Y22 Among all these brain segmentation methods, brain extraction tool (BET), 5 brain surface extraction (BSE), 6 watershed algorithm (WAT), 7 hybrid watershed algorithm (HWA), 8 and skull stripping using graph cuts (GCUT) 9 are the popular methods. Most of the existing automated skulls stripping algorithms are applicable only to T1-weighted magnetic resonance brain images (WAT, HWA, and GCUT methods) and do not work well on all the 3 orientations, namely, axial, sagittal, and coronal.
In this article, a contour-based automatic brain segmentation method (CBBS) is proposed to segment the brain regions from T1-, T2-, and proton density (PD)Yweighted MRI of human head scans. There are 2 stages in the proposed method. In stage 1, the brain region in the middle slice of the volume is extracted. In stage 2, the brain regions are extracted from the remaining slices with reference to the landmark circle (LMC) obtained in stage 1. In MRI head scan, there is a similarity among the shapes of the successive brain slices. This proposed method makes use of this property to extract the brain regions in the remaining slices. In each stage, the input slice is preprocessed to get the binary form of the brain image and is processed to find the rough brain mask. Then, the fine brain boundaries in the rough brain image are detected using the contour lines. Contour is a curved line that defines a boundary of an object in an image. It is a population of points (pixels) that separates the object from its background. A contour-based method is one of the segmentation techniques used to identify the closed boundaries of an object. These approaches first identify the pixels constituting an edge and then establish curvilinear continuity between these pixels. 23 The proposed method is robust to the variability of brain anatomy, image orientation, and image type, and it extracts the brain regions accurately in T1-, T2-, and PD-weighted normal and abnormal brain images. The proposed method is quantitatively and qualitatively evaluated on 100 volumes of brain images obtained from Internet Brain Segmentation Repository, 24 Laboratory of Neuroimaging (LONI) Probabilistic Brain Atlas, 25 and Whole Brain Atlas (WBA). 26 The performance of the proposed method is also compared with the popular existing methods such as BET, BSE, WAT, HWA, and GCUT.
METHODS AND MATERIALS
This CBBS method requires producing a binary form of the input brain image in the first step. Image binarization is recognized as one of the essential steps in many medical image segmentation techniques because the binary images are easier to process and analyze than the gray-level images. Hence, the binary image reduces the complexity in the image data and simplifies the brain image segmentation process. However, the variations in the image contrast often influence the output of image binarization. The luminance nonlinearity introduced by MRI device produces a low/high contrast bias in the brain image, and therefore, it needs to be enhanced before applying further processing techniques. Contrast enhancement and binarization make image features easier to distinguish and interpret. Therefore, the brain slices are needed to be preprocessed for contrast enhancement and image binarization. First, to enhance the contrast of the brain image, an effective image contrast enhancement method based on gamma correction technique developed in our previous study 27 is used. This gamma correction method automatically finds an optimal gamma value to control the overall brightness and contrast of the image. Then the contrastenhanced images are converted into binary image by the method image binarization using square wave representation. 28 Therefore, in each stage of this proposed method, the input brain slice is preprocessed for contrast enhancement and binarization.
Stage 1: Brain Extraction From Middle Slices
In MRI head scans, the brain region in the middle slice appears as a single largest connected component (LCC). This characteristic makes it possible to effortlessly extract the brain mask of the middle slice in the brain volume. After finding the brain mask for the middle slice, it can be used as a reference in stage 2 to extract brain regions in the other slices. The ''brain extraction from middle slices'' is performed as a sequential process that comprises image binarization, morphological operations, rough brain selection, and fine brain border detection by contouring technique. The flowchart for middle brain extraction is given in Figure 1 . The process of middle slice brain extraction for a sample slice is illustrated in Figure 2 .
The middle slice of the brain volume is first taken for processing. The input brain image ( Fig. 2A) is preprocessed for contrast enhancement. 27 The binary form of the contrast-enhanced brain image is obtained using the image binarization using square wave representation. 28 The contrast-enhanced image and its binary image are shown as Figures 2B and C, respectively. The binary form of the brain image g may contain several holes. A hole may be defined as a background region surrounded by a connected border of foreground pixels. Although holes in the binary image may help to separate the weakly connected substructures, the presence of small holes produces undesirable results during morphological erosion process. Therefore, the small holes are to be filled before applying the erosion operation. It is achieved using the morphological reconstruction operation 29 to obtain a hole-filled image g HF .
The complement of both small and large holes in g HF are identified by performing logical AND operation as in Eq. (1):
where g ; is the complement of image g, $ denotes the AND operation and H ; SL is the complement of both small and large holes. The complement of holes that are larger than a specified size S is then removed to obtain H ; s , which contains only the complement of small holes. Then, the image with the large holes denoted as g LH (Fig. 2D ) is obtained as:
where ¦ denotes the logical OR operation. Then, the binary erosion is applied on g LH to disconnect the weakly connected substructures around the image. In this method, structuring element (SE) of size O 3 is used for morphological erosion and dilation operations and is shown in Figure 3 . The eroded image is obtained as:
where 1 is a morphological erosion operation that removes pixels on object boundaries and g E is the eroded image.
In the middle slices of brain volume, the brain region is recognized as LCC. Therefore, to select the LCC in the eroded image g E , all the connected components (CCs) in g E are labeled using run-length encoding technique. 30 This labeling process will assign a unique label to each connected region in g E . The aggregation of labeled regions in g E is then expressed as:
RðiÞ ð 4Þ
where R(i) is the i th isolated region. Then, the area of i th region R(i) is computed as R A (i). The LCC in g E denoted as g LCC is selected as in Eq. (5) and is illustrated in Figure 2E .
In order to recover the brain pixels lost during the erosion operation, the selected g LCC is dilated with O 3 as given in Eq. (6) to obtain the dilated image g D .
where ] is a dilation operator that adds pixels to the boundaries of objects in an image. The g D may contain some large holes. The large holes present in g D are filled with a hole-filling procedure 29 to obtain the holed-filled image g HD . The g HD is subjected to dilation by O 3 as in Eq. (7) to obtain the rough brain mask g RBM . Because, in many cases, it is impractical to restore the original shape of the objects that are dilated with SEs of same size or lesser, 9 the rough brain mask is obtained as:
Using the rough brain mask g RBM (Fig. 2F ), the rough brain area is selected as:
The selected rough brain g RB (Fig. 2G ) is then smoothened to get g SRB . Most of the border detection techniques are sensitive to small discontinuities at the boundaries of the objects. In order to reduce the level of noise and to suppress the false edges around the brain boundaries, it is important to perform smoothing process prior to the application of brain border detection by contouring technique. The smoothing process enhances the brain border by suppressing the unwanted nonbrain pixels, and at the same time the number of internal contour lines inside the brain border is reduced. Smoothing is done using a circular averaging filter of radius r within a square matrix of side 2 Â r + 1. A circular averaging filter with radius r = 2 is given in Figure 4 . The smoothed rough brain image for the selected image shown in Figure 2A is given in Figure 2H .
A contour 31, 32 is then drawn on the smoothed rough brain image g SRB to get fine brain border image g FBB using algorithm 1. A contour is a 2D plot that shows the 1-dimensional curves on which the plotted quantity q is constant. Such contours are defined as:
where N c is the number of contour levels that are to be plotted and is obtained by counting the peaks in the histogram of g RB The curves with constant q are known as the ''contour'' of q or as the ''isolines'' of q or as the ''level surfaces'' of q. The contouring algorithm then treats the given input matrix as a regularly spaced grid, with each element connected to its nearest neighbors. The algorithm scans this matrix comparing the values of each block of 4 neighboring elements (ie, a cell) in the matrix to the contour level values. If a contour level falls within a cell, the algorithm performs a linear interpolation to locate the point at which the contour crosses the edges of the cell. The algorithm connects these points to produce a segment of a contour line, which ultimately produces the fine brain border image g FBB (Fig. 2I ).
The LCC in g FBB is selected as the fine brain mask g FBM (Fig. 2J ), using which the fine brain area g FB (Fig. 2K ) is selected as:
A common LMC ( Fig. 2L ) is drawn at the center of the fine brain area g FB , which passes through the midpoint of the middle slice and is most likely to pass through the brain regions in all other slices, even if the brain is located in 2 or more isolated regions in a slice. Therefore, while extracting brain from the remaining slices, it is essential to test if the selected brain regions in a slice are intersecting the LMC or not. The radius of the LMC is computed by taking half of the average of the distance from the center of g FB toward the brain border in the 4 directions, (x, y, jx, jy) as:
where; D ¼~d
where d i represents the distance from the center of the extracted brain to the border on right (i = 1), top (i = 2), left (i = 3), and bottom (i = 4) . The computed rad value is then normalized to limit within the minimum of d i , so that the computed rad value will not be greater than any of the d i values. The normalized rad value makes the LMC to lie completely inside the brain region. The LMC is drawn with the midpoint of the extracted brain region as its center point at (x c , y c ) with a radius of rad and is denoted as g LMC . Figure 5 shows the LMCs drawn on the extracted brain regions of a set of selected sample middle slices in the chosen brain data sets. This LMC is used to identify the brain regions in all the remaining slices of each volume. Sometimes the brain in the remaining slices may appear in many regions without being well separated by a boundary. A set Then, the contouring algorithm checks the values of each block of 4 neighboring elements in the grid to see if ''c'' is in between the 2 Z values for the edge points. If so, it may be inferred that a contour that crosses the edge at that level, and then linear interpolation is to be performed.
of pixels that are not separated by a boundary is called a connected region. Usually, the brain regions in the top and bottom slice of the brain volume may contain more than 1 connected region. Therefore, to accurately extract all the brain regions of a slice, the CC analysis is performed. The CC is identified by neighborhood and region labeling process. The pixels in an image may be grouped into regions based on the principle of 4 or 8 connected neighborhoods. In 4-connected neighborhood, the pixels that are connected to center pixel in its 4 neighbors (left, top, right, and bottom) are grouped into 1 CC. The proposed methods use 4connected neighborhood to identify the CCs in a given image. This process is repeated until all the pixels in the image are assigned into some CC. After identifying all the CCs in an image, each CC is assigned a unique label using region labeling process. 30 The pixel belonging to the first CC is labeled as 1, the second as 2, and so on. The CCs that overlap with g LMC as per Eq. (12) are identified to obtain the fine brain mask of the remaining slices.
That is, the CCs that partially or fully overlap with g LMC are selected as brain regions and the rest are discarded.
Stage 2: Brain Extraction in the Remaining Slices
After extracting the brain region in the middle slice, the algorithm moves upward and downward in the slice stack to extract the brain regions in the lower and upper slices.
In stage 2 of the proposed CBBS method, the input slice is preprocessed to produce a binary image using the results of our previous study. 27, 28 Then, using the previous adjacent brain Repeat steps 3 to 7 toward the backward direction (from L to 1) and then in forward direction (from U to N ) until all the slices in the brain image volume are segmented. 3. Let g be the binary image of the current input slice obtained after applying the preprocessing techniques 27, 28 and let BM be the brain mask of the previous adjacent slice. 4 . Generate the rough brain mask g RBM by performing steps 4(i) to 4(vi).
(i) Label each connected regions in g with numbers 1, 2, 3, and so on to get g L . Obtain the rough brain mask g RBM by combining all the connected regions overlapping with the previous brain mask BM, by using the following procedure: let n = count(unique(g L )) RCOUNT = 0 for i = 1 to n if g(x, y) 7 BM (x, y) m 0 then
Here, R(i) represents the different connected regions and m is the number of regions in R.
(ii) Calculate PO between g RBM and BM using the following formula:
where T (X ) is the total number of pixels in the image X.
If PO Q 90, go to step 5.
(iii) If PO G 90, then the current g RBM is not in the same coordinate space and shape when compared with the previous brain mask BM. This indicates that g RBM is still connected with some nonbrain region such as eye balls, neck, etc. Therefore, the erosion operation is applied with an SE of O 3 to remove these nonbrain regions to get new g (x, y). The rough brain mask using the new g(x, y) and BM is selected by applying the procedure given in step 4(i), and the resultant mask is dilated by O 3 to produce g RBM . (iv) Calculate PO using g RBM and BM by Eq. (13). If PO Q 90, go to step 4(vi).
(v) When the algorithm reaches this step, it implies that the rough brain mask is still connected with some nonbrain regions. The simple morphological operations are unable to separate the brain regions from the nonbrain regions because of the existence of weak edges at the boundary of the brain. Therefore, further process of identifying a rough brain mask is stopped, and the brain mask BM of the previous slice is taken as g RBM and is given as:
(vi) Perform dilation on g RBM using O 3 to recover brain pixel lost during step 4(iii) or step 4(v). 5. Find the rough brain g RM by Eq. (8). 6. Smooth the rough brain using the circular average filter to get g SRB . Then, the fine brain border image g FBB is obtained by drawing the contour lines on g SRB , and the holes in the g FBB are filled using hole-filling algorithm 29 to produce g HFBB . The fine brain mask g FBM is generated by finding the intersecting CC regions between g HFBB and g LMC as in Eq. (12). 7. Obtain the fine brain image g FB using the fine brain mask g FBM by Eq. (10). mask BM, the rough brain mask g RBM is generated. Then, the percentage of overlap (PO) is computed between the current g RBM and BM by Eq. (13) . Higher percentage of PO denotes that the g RBM is similar in shape to that of the previous adjacent brain mask and is not connected with nonbrain regions. If weak edges exist in the brain slices, the rough mask g RBM may contain many connected nonbrain regions producing lower PO value. These connected nonbrain regions are separated by applying morphological erosion operation. Sometimes, the erosion operation fails to separate the connected regions because of the strong existence of weak edges between the brain and nonbrain tissues. For those slices, the same pervious brain mask BM is used as g RBM . Then the rough brain mask g RBM is dilated by O 3 to recover brain pixels lost during erosion operation or if g RBM is obtained using the previous brain mask BM, predicting that the current rough brain mask may be slightly larger than the previous brain mask.
After obtaining the rough brain mask g RBM , the rough brain area g RB is selected using Eq. (8) . It is further smoothed to get smoothed rough brain image g SRB . The fine brain border image g FBB is obtained by drawing the contour lines on g SRB using contouring technique. Once the holes in the fine brain border image g FBB are filled, they are used to extract the CCs in the holesfilled brain border image g HFBB that overlaps with LMC to get fine brain mask g FBM . This algorithm propagates from the middle slice and moves to lower slices and then moves from middle slice to upper slices, one direction at a time, and produces the brain mask of each slice. After processing all the 2D slices, the brain segmented results of a 3D brain volume can be generated. The detailed algorithm for stage 2 is given in algorithm 2. The overall flowchart of the proposed CBBS method is depicted in Figure 6 .
Performance Evaluation Metrics
To evaluate the performance of the proposed method Jaccard similarity index (J ), Dice coefficient (D), false-positive rate (FPR), and false-negative rate (FNR) are calculated. The Jaccard similarity index (J ) 33 is given by:
The Dice coefficient (D) 34 is given by:
where S 1 represents the total pixels of the image obtained by the proposed method, and S 2 represents the total pixels in the image obtained from ground truth data (gold standard). The segmentation errors 3 FPR and FNR are used to measure the misclassification done by the proposed segmentation method. FPR is the number of pixels incorrectly classified as brain region and FNR is the numbers of pixels incorrectly classified as nonbrain region by the proposed segmentation method and are computed as:
where TP and FP are true positive and false positive, which are defined as the number of voxels correctly and incorrectly classified as brain tissue by the proposed method. TN and FN are true negative and false negative, which are defined as the number of voxels correctly and incorrectly classified as nonbrain tissue by the proposed method. The FPR represents the degree of undersegmentation, and the FNR the degree of oversegmentation.
Brain Image Data Sets Used

Data Set 1
Twenty volumes of T1-weighted images were obtained from Internet Brain Segmentation Repository 24 of the Centre for Morphometric Analysis at the Massachusetts General Hospital. It contains magnetic resonance brain volumes obtained from young middle-aged normal individuals. Each volume consists of T1-weighted 2D sequential coronal slices with the dimensions of 256 Â 256 pixels. The number of slices ranges from 60 to 65, and the slice thickness is 3.1 mm.
Data Set 2
The second data sets contains 40 volumes of T1-weighted brain images obtained from LONI Probabilistic Brain Atlas 25 at the LONI at the University of California, Los Angeles. 22 It consists of 40 normal axial-oriented volumes and their corresponding manually skull-stripped images of 20 male and 20 female subjects; ages varies from 19 to 40 years, and the mean age is 29.2 years. The dimension and inter slice gap are 256 Â 256 Â 124 and 0.86 Â 0.86 Â 1.5 mm 3 /voxel for 38 subjects, and 256 Â 256 Â 120 and 0.78Â0.78Â1.5 mm 3 /voxel for 2 subjects, respectively.
Data Set 3
Twenty volumes of normal and abnormal brain images were collected from the WBA 26 
Data Set 4
Twenty volumes of normal and abnormal subjects used in this experiment were collected from the WBA. Each volume consists of PD-weighted axial slices with dimensions of 256 Â 256 pixels. The slice thickness varies from 2 to 5 mm with 260-mm field of view. The number of slices ranges from 17 to 55.
RESULTS AND DISCUSSION
The newly developed brain segmentation techniques CBBS is tested with data set 1, data set 2, data set 3, and data set 4 to evaluate their performance in quantitative and qualitative terms. For quantitative analysis, the Jaccard (J ), Dice (D), FPR, and FNR were calculated for data set 1 and data set 2 (since these 2 data sets also contain the hand-stripped images) using Eqs. (15) to (18) . For comparative analysis, the same parameters were computed for the existing methods BET, BSE, WAT, HWA, and GCUT. The proposed method uses a number of parameters such as PO, SE, small hole size (S ), smoothing radius (r), and CC neighborhood. After experimenting the proposed algorithm using varying parameters values with the several volumes of the selected data set, it is found that the values of PO = 90%, SE = O 3 , S = 25 pixels, r = 2, and 4-connected neighborhood were found to produce best segmentation results. The parameter setting for the existing and the proposed methods are given in Table 1 .
The computed values of D, J, FPR, and FNR using CBBS method for data set 1 are given in Table 2 and Table 3 , respectively. It is evident from the results that CBBS has outperformed the other existing methods with its recorded values as D = 0.98, J = 0.96, and FPR = 0.48%. The best FPR value of 0.01% was produced by GCUT method on data set 1. The existing methods BSE, HWA, and GCUT have failed to extract the brain from the volume labeled ''7_8'' in data set 1 because of its homogeneous appearance, wrong selection of LCC, and seed position in the neck area instead of brain, whereas the proposed method has given promising results with D = 0.9771 and J = 0.9552 for the same brain volume. Although several volumes of the data set 1 have severe intensity inhomogeneities caused by the nonuniformity of magnetic fields, radiofrequency coils, and noise factors, the proposed method has produced the best and consistent performance in terms of mean, SD, and range for the parameters D, J, FPR, and FNR, when compared with the existing methods BET, BSE, WAT, HWA, and GCUT. In order to evaluate the performance of the proposed method on all the orientations of MRI head scan volumes, the coronal slices of data set 1 were converted into sagittal and axial orientations, and these volumes were also tested with the proposed methods and found to give satisfactory results.
Samples of the brain images along with the extracted brain regions by the well-known methods BET, BSE, and the proposed method CBBS for different orientations are shown in Figure 7 . The selected sample slices for axial, sagittal, and coronal orientations are given in the first column of Figure 7A . The results obtained by each method are given in successive columns. From Figure 7D , it is noted that the results obtained by the proposed method are better than the results produced by BET and BSE. Brain extraction tool included some additional nonbrain tissues (images 1 to 6) as shown in Figure 7B . Oversegmentation occurs in BSE, and it removes some brain tissues along the brain border and inside the brain as in image 1 and in image 4; it has also failed to extract the brain in image 5 and undersegmentation in images 3 and 6 as depicted in Figure 7C . Thus, when compared with the conventional methods BET and BSE, the proposed contourbased method CBBS perform well on all types of image orientations and produce consistent results using data set 1.
The proposed method (CBBS) and the existing methods (BET and BSE) were applied on the images of data set 2, and the results are computed in terms of J, D, FPR, and FNR and are given in Table 4 and Table 5 . The obtained D, J, FPR, and FNR values using the proposed CBBS method are given in Table 4 . The proposed CBBS method and the existing method BET have produced consistent results on all the volumes of data set 2, but the BSE extracted the brain accurately on all the volumes except for the volume labeled ''S23'' and ''S32'' (since these volumes have weak edges between the brain and nonbrain tissues) and has produced very low values of J = 0.63 and D = 0.73 for ''S23'' and J = 0.77 and D = 0.84 for ''S32'' compared with BET and CBBS methods.
The mean, SD, and range values were calculated for the parameters J, D, FPR, and FNR for BET, BSE, and CBBS methods on data set 2 and are given in Table 5 . For the data set 2, BET, BSE, and CBBS methods have produced approximately the same mean value of D = 0.96. Similarly, J value of 0.93 was obtained by BET, BSE, and CBBS methods. Thus, from Table 5 , it is noted that the proposed CBBS method has produced similar results in terms of J and D compared with BET and BSE methods. Among all these methods, the best FPR value of 1.6% was achieved by the CBBS method.
The proposed CBBS method was evaluated using T2weighted (data set 3) and PD-weighted (data set 4) images. For quantitative visual comparison, the outer boundaries of the brain border extracted by BET, BSE, and CBBS are overlaid onto the original T2-weighted and PD-weighted images and are shown in Figure 8 and 9, respectively. In these figures, BET, BSE, and CBBS are highlighted by gray, black, and white lines, respectively. Figure 8 shows the brain extraction results of a T2-weighted brain volume of 24-year-old woman from data set 3 affected by hypertensive encephalopathy, and Figure 9 shows the brain extraction results obtained by BET, BSE, and CBBS methods on PD-weighted abnormal volume containing 54 slices having anaplastic astrocytoma of data set 4. Based on the comparative analysis with respect to the various parameters, it is found that the conventional methods do not produce better results for T2-and PD-weighted images even after varying the values of the parameters as given in Table 6 . In BET, the value of intensity threshold varied from 0.1 to 0.9, and it was found that small values produce undersegmentation and large values produce oversegmentation. Therefore, BET was used with default parameter values, and for BSE, the parameter values were changed as diffusion iteration = 3, diffusion constant = 35, edge constant = 0.62, and erosion size = 2 as suggested by. 21 From Tables 2 to 6 and Figures 6 to 9 , it is observed that the proposed method performs well on T1-, T2-, and PD-weighted images, whereas the BET and BSE methods have not produced good results for T2-and PD-weighted images. The other existing methods WAT, HWA, and GCUT compared in this article are devised only for T1-weighted images as given in Table 1 . The comparison of the nature of data sets used by the existing BET, BSE, and the proposed CBBS method and the estimated time taken to extract the brain slice by these methods are given in Table 7 .
The advantage of this method is that it accurately extracts the brain in the upper and lower slices of MRI brain volumes, whereas the other existing methods have failed to extract the brain region in these slices. Figure 10 shows the extracted brain from the selected slices at the top and bottom of a volume from data set 1 along with the hand-stripped result. From Figure 10 , it is evident that BET oversegments the brain by including nonbrain tissues in all the selected images (Fig. 10C) , and for images 1 and 3, it has included the nonbrain regions because of wrong selection. The existing method BSE has failed to extract the brain regions in images 1, 2, 4, and 6 and oversegment it by excluding some brain tissues in images 3 and 5 (Fig.10D) . But, the segmentation results obtained by the proposed CBBS (Fig. 10E ) method have exhibited similarity against the hand-stripped images, as shown in Figure 11B . Figure 11 shows the sample failed slices resulting from the proposed method. Row 1 of Figure 11 is a T1-weighted image, row 2 is a T2-weighted, and PD-weighted image is given in row 3. The limitation of the CBBS method is that for few slices; these methods oversegment the brain because of inappropriate removal of brain tissues caused by morphological erosion process and undersegment the brain because of the strong intensity similarity between the brain and nonbrain tissues Figure 11D . Similar results were also obtained by the conventional BET and BSE methods (Figs. 11B and C).
CONCLUSIONS
This article introduced a new automated contour-based brain segmentation method for T1-, T2-, and PD-weighted MRI of human head scans. This proposed method is on intensity-based method. The brain border in the image is more accurately identified by contouring technique. It does not require any external parameters to start the algorithm and is proved to perform well on axial, sagittal, and coronal orientations of T1-, T2-, and PDweighted images. The proposed method has produced the best and consistent results on all the tested brain volumes (data set 1 to data set 4), whereas the existing methods BET and BSE work better for T1-weighted images of data set 1 and performed best on data set 2, and it is found to produce inaccurate results for T2and PD-weighted images (data set 3 and data set 4). The existing method BSE has failed to extract the brain regions from many of the images of data set 3 and data set 4. Thus, from the experimental results using 100 volumes of brain images, it is observed that the proposed contour-based method CBBS has produced a better skull stripping result for normal and abnormal T1-, T2-, and PD-weighted images than the existing methods BET, BSE, WAT, HWA, and GCUT.
