In the case where the lagged dependent variables are included in the regression model, it is known that the ordinary least squares estimates (OLSE) are biased in small sample and that bias increases as the number of the irrelevant variables increases. In this paper, based on the bootstrap methods, an attempt is made to obtain the unbiased estimates in autoregressive and non-Gaussian cases. We propose the residual-based bootstrap method in this paper. Some simulation studies are performed to examine whether the proposed estimation procedure works well or not. We obtain the results that it is possible to recover the true parameter values and that the proposed procedure gives us the less biased estimators than OLSE.
Introduction
In the case where the lagged dependent variables are included in the regression model, it is known that the OLSE's of autoregressive (AR) models are biased in small sample. Hurwicz (1950) , Marriott and Pope (1954) , Kendall (1954) and White (1961) discussed the mean-bias of the OLSE. Quenouille (1956) introduced the jackknife estimator of the AR parameter which is median-unbiased to order 1/T as T goes to infinity, where the trend term is not taken into account. Orcutt and Winokur (1969) constructed approximately mean-unbiased estimates of the AR parameter in stationary models. Sawa (1978) , Tanaka (1983) and Tsui and Ali (1994) also examined the AR(1) models, where the exact moments of OLSE are discussed. Shaman and Stine (1988) established the mean-bias of the OLSE to order 1/T in stationary AR(p) (also see Maekawa (1987) for the AR(p) models). Grubb and Symons (1987) gave an expression to order 1/T for bias to the estimated coefficient on a lagged dependent variable when all other regressors are exogenous (also see Tse (1982) and Maekawa (1983) for the AR models including the exogenous variables). Peters (1989) studied the finite sample sensitivity of OLSE of the AR(1) term with nonnormal errors. In Abadir (1993) , an analytical formula was derived to approximate the finite sample bias of OLSE of the AR(1) term when the underlying process has a unit root.
Moreover, in the case where the true model is the first-order AR model, Andrews (1993) examined the cases where the estimated models are the AR(1), the AR(1) with a constant term and the AR(1) with constant ane trend terms, where the exact median-unbiased estimator of the first-order autoregressive model is derived by utilizing the Imhof (1961) algorithm. Andrews and Chen (1994) obtained the approximately median-unbiased estimator of autoregressive models, where Andrews (1993) is applied by transforming AR(p) models into AR(1) and taking the iterative procedure.
Thus, the AR models have been studied with respect to various aspects, i.e., (i) a stationary model or a unit root model, (ii) the first-order autoregressive model or the higher-order autoregressive models, (iii) an autoregressive model with or without exogenous variables, and (iv) a normal error or a nonnormal error. Tanizaki (2000) proposed the median-and mean-unbiased estimators using simulation techniques, where the underlying assumption is that the error term is normal. In this paper, in more general formulation which can be applied to all the cases (i) -(iv), using the bootstrap methods we derive the unbiased estimates of the regression coefficients in small sample.
Bias Correction Method
We take the autoregressive model which may include the exogenous variables, say x t . That is, consider the following simple regression model:
for t = p + 1, p + 2, · · · , T , where x t and β are a 1 × k vector and a k × 1 vector, respectively. θ and z t are given by θ = (β , α ) and z t = (x t , y t−1 , y t−2 , · · ·, y t−p ), where α = (α 1 , α 2 , · · ·, α p ) . u t is assumed to be distributed with mean zero and variance σ 2 . We will discuss later for the distribution function of the error term u t . In this paper, the initial values y p , y p−1 , · · ·, y 1 are assumed to be constant for simplicity.
Since it is well known that OLSE of the autoregressive coefficient vector in the AR(p) model is biased in small sample (see, for example, Andrews (1993) , Andrews and Chen (1994) , Diebold and Rudebusch (1991) , Hurwicz (1959) , Kendall (1954) , Marriott and Pope (1954) , Quenouille (1956) and so on), OLSE of θ, θ = ( β , α ) , is clearly biased.
To obtain the unbiased estimator of θ, the underlying idea in this paper is described as follows. Let θ be an unknown parameter and θ be the biased estimate of θ. Suppose that the distribution function of θ is given by f θ (·), which is not obtained analytically in the case where the lagged dependent variables are included in the explanatory variables. Since θ is biased, we have θ = E( θ), where the expectation E( θ) is defined as follows:
To obtain the relationship between θ and θ, let { θ * 1 , θ * 2 , · · ·, θ * n } be a sequence of the biased estimates of θ, which are taken as the random draws generated from f θ (·). Note that θ implies the OLSE obtained from the actual data while θ from f θ (·). Using the n random draws, the integration in equation (2) can be represented as follows:
Let us define the unbiased estimator of θ as θ. Equation (3) implies that θ is given by the θ which satisfies the following equation:
where θ in the left-hand side represents the OLSE of θ based on the original data y t and x t . g(·) denotes a (k + p) × 1 vector function, which is defined as (4). The solution of θ obtained from equation (4) are denoted by θ, which corresponds to the unbiased estimator of θ. Conventionally, it is impossible to obtain an explicit functional form of g(·) in equation (4). Therefore, equation (4) is practically solved by an iterative procedure or a simple grid search.
In this paper, the computational implementation is shown as the following iterative procedure.
Repeat
Steps 2 -4 n times, where n = 10, 000 is taken in this paper. Then, n OLSE's of θ (j) are obtained, which correspond to θ * i (θ (j) ), i = 1, 2, · · · , n, in equation (4). Based on the n OLSE's of θ (j) , compute the arithmetic mean for each element of θ, i.e., the function g(θ (j) ).
6. As in equation (4), θ should be equal to the arithmetic average g(θ
). For each element of θ, therefore, θ (j+1) should be smaller than θ (j) if θ is less than the arithmetic average, and it should be larger than θ (j) otherwise. Here, we consider that each element of g(θ) is a monotone increasing function of the corresponding element of θ. Thus, θ (j) is updated to θ (j+1) . An example of the optimization procedure is described in Appendix 2. 7. Repeat Steps 2 -6 until θ (j+1) is stable, where the limit of θ (j+1) is taken as θ. Note that the random draws of u t , generated in Step 2, should be same for all j, i.e., n × (T − p) random draws are required.
Now, in
Step 2 we need to consider generating the random draw of u t , i.e., u * t , which is assumed to be distributed with mean zero and variance σ 2 . In the regression model (1), the underlying distribution of u t is conventionally unknown. To examine whether the suggested procedure is robust or not, using the bootstrap methods we take the following four types of random draws for u t , i.e., the normal error (N), the chi-squared error (X), the uniform error (U) and the residual-based error (R).
(N) u * t = σ t , where t ∼ N (0, 1) and σ denotes the standard error of regression by OLS.
t is resampled from {c u 1 , c u 2 , · · ·, c u T } with equal probability 1/T , where u t denotes the OLS residual at time t, i.e., u t = y t − z t θ, and c = T /(T − k) is taken (see Wu (1986) for c).
Thus, for t = p + 1, p + 2, · · · , T , it is necessary to generate the random draws of u t in Step 2. In practice we often have the case where the underlying distribution of the true data series is different from that of the simulated one, because the distribution of u t is not known. (R) does not assume any distribution for u t . Therefore, it might be expected that (R) is more robust compared with (N), (X) and (U).
In the next section, for the true distribution of u t we consider the four types of the error term, i.e., the standard normal error, the chi-squared error and the uniform error. (N), (X), (U) and (R) are examined for each of them.
Monte Carlo Experiments

AR(1) Models
Let Model A be the case of k = 0, Model B be the case of k = 1 and x t = 1 and Model C be the case of k = 2 and x t = (1, x 1t ), i.e, Model A:
for t = p + 1, p + 2, . . . , T , given the initial condition y 1 = y 2 = · · · = y p = 0. In Model C, we take x 1t as the trend term, i.e., x 1t = t.
The true distribution of the error term u t is assumed to be normal in Table  1 , chi-squared in Table 2 and uniform in Table 3 , respectively. For all the tables, mean and variance of the error are normalized to be zero and one. Since the true distribution of the error term is not known in practice, we examine (N), (X) and (R) for all the estimated models.
The case of p = 1 is examined although the suggested procedure would be applied to any p. The sample size is T = 20, 40, 60. For the parameter values, α 1 = 0.6, 0.9, 1.0, β 1 = 0.0, 1.0, 2.0 and β 2 = 0.0 are taken. We perform 1000 simulations. The arithmetic averages from the 1000 estimates of α 1 are shown in Tables 1 -3 . The values in the parentheses are the root mean square errors from the 1000 estimates. In Tables 1 -3 
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. Suppose that the true model is represented by Model A with p = 1. When x 1t = t is taken in Model C, it is known that the OLSE of α 1 from Model C gives us the largest bias and the OLSE of α 1 from Model A yields the smallest one (see, for example, Andrews (1993) ). That is, OLSE bias of the AR(1) coefficient increases as the number of exogenous variables increases. In order to check this fact, first we compare (1), (2) and (5) We compare (2) - (4), taking the case T = 20 in Table 1 , where the true model is Model A or B while the estimated model is Model B. We examine whether the intercept influences precision of OLSE. The results are as follows. When the intercept increases, the OLSE approaches the true parameter value, i.e., 0.446 for (O) in (2), 0.482 for (O) in (3) and 0.532 for (O) in (4), and in addition the root mean square error of the OLSE is small, i.e., 0.272 for (O) in (2), 0.226 for (O) in (3) and 0.160 for (O) in (4). Thus, as the intercept increases the better OLSE is obtained. The same results are obtained for (O) in both Tables 2 and 3. The error term is assumed to be normal in Table 1 , chi-squared in Table  2 and uniform in Table 3 . OLSE is distribution-free, but it is observed from Tables 1 -3 that the bias of OLSE depends on the underlying distribution of the error. That is, the OLSE with the uniform error gives us the largest bias and RMSE of the three while the OLSE with the chi-squared error yields the smallest bias and RMSE See (O) in each table.
In Table 1 , under the condition that for the true distribution of the error term u t is normal, we compute the unbiased estimate of the AR(1) coefficient assuming that the error term follows the normal distribution (N), the chisquare distribution (X), the uniform distribution (U) and the residual-based distribution (R). Accordingly, it might be expected that (N) shows the best performance, because the estimated model is consistent with the underlying true one. Similarly, (X) in Table 2 and (U) in Table 3 should be better than any other procedures. That is, the best estimator should be (N) in Table 1 , (X) in Table 2 and (U) in Table 3 . In Table 1 , as expected, (N) shows the best estimator because (N) is close to the true parameter values in almost all the cases. In Table 3 , as expected, (U) indicates the best estimator because (U) is close to the true parameter values in almost all the cases. However, in Table 2 , (U) represents the best estimator against expectation. Remember that (X) should be the best because the underlying assumption of the error is chi-squared. In any case, we can see from the tables that (O) is biased while (N), (X), (U) and (R) are bias-corrected. (U) indicates the best estimator out of (N), (X), (U) and (R) through Tables 1 -3, although it might be expected that (R) is robust for all the cases.
AR(p) Models
Next, we consider the AR(p) models, where p = 2, 3 is taken. Assume that the true model is represented by Model A, i.e., y t = α 1 y t−1 + α 2 y t−2 + · · · + α p y t−p + u t , for t = p + 1, p + 2, · · · , T , where u t is assumed to be distributed as a standard normal random variable and the initial values are given by y 1 = y 2 = · · · = y p = 0. In Section 3.1 we examine the four kinds of distributions for u t but in this section we consider only normal error. The above AR(p) model is rewritten as:
where L denotes the lag operator. λ 1 , λ 2 , · · ·, λ p are assumed to be real numbers. Taking the cases of p = 2, 3, we estimate the true model by Model A. However, the true model is not necessarily equivalent to the estimated model. The case of λ 1 = 1 and λ 2 = · · · = λ p = 0 implies that the true model is AR(1) but the estimated one is AR(p). The results are in Table 4 for AR(2) and Table 5 for AR(3), where the arithmetic averages and the root mean squares errors from the 1000 coefficient estimates of α 1 -α 3 are shown. In both Tables 4 and 5, the sample size is taken as only the cases of T = 20 to save space. As shown in Tables 1 -3, the cases of T = 40, 60 are similar to those of T = 20 except that the former cases are less biased than the latter ones. We examine the cases where λ i takes 0.0, 0.5 or 1.0 for i = 1, 2, 3 and
Under the assumption that the error term u t is normally distributed in the true model, we obtain the unbiased estimates using (N), (X), (U) and (R) shown in Section 2.
In Table 4 , RMSE's of (N), (X), (U) and (R) are smaller than those of OLSE in the case of α 1 = 2 and α 2 = −1, i.e., λ 1 = λ 2 = 1. For all the estimates of α 1 and α 2 , the arithmetic averages of (N), (X), (U) and (R) are closer to the true parameter values than those of OLSE, but (X) is slightly biased conmared with (N), (U) and (R). Therefore, it might be concluded that the OLSE bias is corrected by the suggested estimators. Thus, in the case of the AR(2) models, we obtain the same results as in the case of the AR(1) models. Next, we examine the AR(3) models and the results are in Table 5 . For estimation of zero coefficients, all the three estimators are close to the true parameter value. However, for estimation of non-zero coefficients, the suggested estimators are superior to OLSE, which implies that (N), (X), (U) and (R) are less biased than (O).
Thus, for all the cases of AR(p) for p = 1, 2, 3, it is shown from Tables 1 -5 that OLSE bias is corrected using the proposed estimators even if the data generating process is not known. Finally, note as follows. In Table 4 , the case of α 1 = 0 and α 2 = 0 (i.e., λ 1 = 0 and λ 2 = 0) implies that the data generating process is AR(1). In Table 5 , the case of α 1 = 0 and α 2 = α 3 = 0 (i.e., λ 1 = 0 and λ 2 = λ 3 = 0) implies that the data generating process is AR(1) and the case of α 1 = 0, α 2 = 0 and α 3 = 0 (i.e., λ 1 = 0, λ 2 = 0 and λ 3 = 0) implies that the data generating process is AR(2). Thus, in any case, even if the true model is different from the estimated model, we can obtain the bias-corrected coefficient estimate based on the suggested estimators.
Summary
It is well known that the OLS estimates are biased when the autoregressive terms are included in the explanatory variables. In this paper, we have proposed the bias correction method using the simulation techniques, where the bootstrap methods are applied. We obtain the unbiased estimate of θ, i.e., θ, which is the θ such that the OLSE computed from the original data is equal to the arithmetic average of the OLSE's obtained from the simulated data given θ. When we simulate the data series, we need to assume a distribution of the error term. Since the underlying true distribution of the error term is not known, the four types of random draws are examined for the error term, i.e., the normal error (N), the chi-squared error (X), the uniform error (U) and the residual-based error (R). Because the residual-based approach is distribution-free, it is easily expected that (R) shows a good performance for all the simulation studies in the case where the distribution of the error term is misspecified. However, from the simulation studies shown in Tables 1 -3, (U) indicates the best estimator in spite of the true distribution of the error term.
Appendices Appendix 1: OLSE Bias
In this appendix, we examine by Monte Carlo simulations how large the OLSE bias is. We focus only on the case of p = 1, i.e., the AR(1) model. Suppose that the true model is represented by Model A with p = 1. When x 1t = t (time trend) is taken in Model C, it is known that OLSE of α 1 from Model C gives us the largest bias and OLSE of α 1 from Model A yields the smallest one (see, for example, Andrews (1993) ). Figure 1 shows the relationship between the true autoregressive coefficient (i.e., α 1 ), the arithmetic mean of OLSE's from 10,000 simulation runs. In order to draw the figure, we take the following simulation procedure.
(i) Generate y 2 , y 3 , · · ·, y T by Model A given α 1 , u t ∼N (0, 1) and y 1 = 0, where T = 20. (ii) Compute OLSE of α 1 by estimating Model A, that of (β 1 , α 1 ) by Model B, and that of (β 1 , β 2 , α 1 ) by Model C. Note in Model C that x 1t = t (time trend) is taken in this simulation study. (iii) Repeat (i) and (ii) 10,000 times. (iv) Obtain the arithmetic mean from the 10,000 OLSE's of α 1 . (v) Repeat (i) -(iv) given the exactly same random draws for u t (i.e., 10, 000 × (T − p) random draws for T = 20 and p = 1) and the different parameter value for α 1 (i.e., α 1 = −1.20, −1.19. − 1.18, · · · , 1.20).
Thus, we have the arithmetic mean from the 10,000 OLSE's corresponding to the true parameter value for each model. In Figure 1 , the true model is given by Model A and it is estimated by Models A -C. The horizontal line implies the true parameter value of the AR(1) coefficient and the vertical line indicates the OLSE corresponding to the true parameter value. Unless the OLSE is biased, the 45 • degree line represents the relationship between the true parameter value and the OLSE.
Each line indicates the arithmetic mean of the 10,000 OLSE's in Figure 1 . There is the largest bias around α 1 = 1 for all the Models A -C. From Figure  1 , bias drastically increases as number of the exogenous variables increases. That is, in the case where α 1 is positive, OLSE of Model C has the largest downward-bias and OLSE of Model A represents the smallest downward-bias, which implies that inclusion of more extra variables results in larger bias of OLSE.
Thus, from Figure 1 we can see how large the OLSE bias is. That is, discrepancy between the 45
• degree line and the other lines increases as number of the extra variables increases. Now we consider correcting the OLSE bias. In Figure 1 , we see the arithmetic mean from the 10,000 OLSE's given the true coefficient, respectively. It is also possible to read the figures reversely. For example, in Figure 1 , when OLSE is obtained as α 1 = 0.5 from actually observed data, the true parameter value α 1 can be estimated as 0.526 for Model A, 0.642 for Model B and 0.806 for Model C. For the proposed estimator, it is possible to consider shifting the distribution of OLSE toward the distribution around the true value in the sense of mean.
In practice, no one knows the true model. What we can do is to estimate the model assumed by a researcher. Figure 1 indicates that inclusion of more extra variables possibly yields serious biased OLSE and furthermore that the true parameter values can be recovered from the estimated model even if we do not know the true model. In Section 2, based on this idea, we obtain the mean-unbiased estimator, which can be applied to any case of the higherorder autoregressive models, the nonnormal error term and inclusion of the exogenous variables other than the constant and trend terms. Here, we take the constant term and the time trend as x t , although any exogenous variables can be included in the model.
Regarding θ as θ (j+1) and θ * as θ (j) , the following equation is derived:
which is equivalent to equation (5) with the following condition:
where I k+p denotes a (k + p) × (k + p) identity matrix. Since g(θ) cannot be explicitly specified, we take the first derivative of g(θ) as the diagonal matrix. Moreover, taking into account the convergence speed, γ (j) = c j−1 is used in this paper, where c = 0.9.
