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Transposition mirror symmetry construction
and period integrals
Susumu TANABE´
Abstract. In this note we study several conditions to be im-
posed on a mirror symmetry candidate to the generic multi-
quasihomogeneous Calabi-Yau variety defined in the product of the
quasihomogeneous projective spaces. We propose several properties
for a Calabi-Yau complete intersection variety so that its period in-
tegrals can be expressed by means of quasihomogeneous weights of its
mirror symmetry candidate as it has been suggested by Berglund,
Candelas et alii (Theorem 3.1). As a corollary, we see certain
duality between the monodromy data and the Poincare´ polynomi-
als of the Euler characteristic for the pairs of our varieties (Theo-
rem 4.1).
1 Introduction and Notations.
The transposition mirror construction has been proposed by P.Berglund and T. Hu¨bsch [3] as
a trial to generalize so called Greene-Plesser mirror construction that comprises mirror pairs of
Fermat type hypersurfaces. Later, in the article [2], in relying on the transposition method, the
authors have proposed a natural hypothesis on the period integrals associated to the complete in-
tersection (CI) Calabi-Yau variety X that is supposed to be a mirror symmetry to the generic
multi-quasihomogeneous Calabi-Yau variety Y of codimension ℓ defined in the product of the quasi-
homogeneous projective spaces P
(τ1)
(g
(1)
1 ,...,g
(1)
τ1+1
)
× . . .×P
(τk)
(g
(k)
1 ,...,g
(k)
τk+1
)
. They mean under the notion of
the mirror symmetry between X and Y an interchange between geometric symmetry (GX , GY ) and
quantum symmetry (QY , QX) groups of each varieties [4] (See Definition 1, Theorem 4.2 below).
That is to say, for the mirror symmetry pair X and Y , the following isomorphisms holds,
QX ∼= GY ,
QY ∼= GX .
In this article we propose certain sufficient conditions on X and Y so that their hypothesis ([2] §3.3)
on the period integrals holds (Theorem 3.1). Namely the period integrals defined on X can be
expressed by means of quasihomogeneous weights of its mirror symmetry Y and vice versa. It will
be shown that our sufficient conditions entail the mirror symmetry between X and Y in the above
sense of [4] (see Theorem 4.2).
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During the entire article we shall restrict ourselves to the case ℓ = k.
In accordance with the suggestion on the mirror symmetry to the generic multi-quasihomogeneous
Calabi-Yau made in [2], we shall consider the following system of equations on Tn := (C×)n as
defining equations of X = X1,
Xs = {x ∈ T
n; f1(x) + s1(f2(x) − 1) = · · · = f2k−1(x) + sk(f2k(x)− 1) = 0},
with system (1.1) below. Here we use the notation s = (s1, · · · , sk) ∈ T
k, 1 = (1, 1, · · · , 1) ∈ Rk.
(1.1) f1(x) = x
~v
(1)
1 + · · ·+ x~v
(1)
τ1 ,
f2(x) =
∏
j∈I(1)
xj + 1,
...,
f2i−1(x) = x~v
(i)
1 + · · ·+ x~v
(i)
τi ,
f2i(x) =
∏
j∈I(i)
xj + 1,
...,
f2k−1(x) = x~v
(k)
1 + · · ·+ x~v
(k)
τk ,
f2k(x) =
∏
j∈I(k)
xj + 1.
Here I(j), 1 ≤ j ≤ k are sets of indices which are complementary one another in such a way that
∪q∈[1,k]I(q) = {1, · · · , n} and I(q) ∩ I(q
′) = ∅ if q 6= q′. From now on we shall make use of the
notations τ˜ν := |I
(ν)| and bq :=
∑q
ν=1 τν . Additionally we suppose that
k∑
ν=1
τν = b
k = n.
The equation f2j−1(x) (resp.f2j(x)) is defined by the monomials with powers ~v
(j)
1 , · · · , ~v
(j)
τj ∈ Z
n
(resp. ~v
(j)
τj+1
∈ Zn) such that for the weight vector ~g(q) = (
bq−1︷ ︸︸ ︷
0, · · · , 0, g
(q)
1 , · · · , g
(q)
τq ,
n−bq︷ ︸︸ ︷
0, · · · , 0) ∈ Zn≥0,
1 ≤ q ≤ k the following quasihomogeneiety condition holds,
(1.2) Q
(q)
j :=< ~v
(j)
1 , ~g
(q) >= · · · =< ~v(j)τj , ~g
(q) >=< ~v(j)τj+1 , ~g
(q) > , 1 ≤ j ≤ k.
This means that the point ~v
(j)
τj+1
belongs to the (τj − 1)-dimensional hyperplane generated by
~v
(j)
1 , ~v
(j)
1 , · · · , ~v
(j)
τj . The following condition shall be imposed if we suppose that Xs is a Calabi-Yau
variety:
(1.3)
k∑
j=1
Q
(q)
j =
τq∑
i=1
g
(q)
i =< ~g
(q), (
bq−1︷ ︸︸ ︷
0, · · · , 0,
τq︷ ︸︸ ︷
1, · · · , 1,
n−bq︷ ︸︸ ︷
0, · · · , 0) >, 1 ≤ q ≤ k.
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We will impose this condition on (1.1) in the further arguments.
In addition to that we assume that for each element λ ∈ Aut(Xj), of the group automorphism of
the hypersurface Xj = {x ∈ Tn; f2j−1(x) = 0} the relation (λ∗f2j−1)(x) = λ∗(x
~v
(j)
τj+1) holds. More
precisely, every λ ∈ Aut(Xs) admits the following decomposition
λ = q · g · h,
where q ∈ QX , g ∈ GX and h ∈ H each of which is a non cyclic element of Aut(Xs). The subgroup
QX ∼=
∏k
q=1 ZQ¯(q) , with Q¯
(q) = L.C.M.(Q
(q)
1 , · · · , Q
(q)
k ) is a cyclic group generated by k different
cyclic actions q(ν), 1 ≤ ν ≤ k, corresponding to the quasihomogeneiety,
q
(ν)
∗ : (x1, · · · , xn)→ (x1, · · · , xbν−1 , e
2πig
(ν)
1
Q¯(ν) xbν−1+1, · · · , e
2πig
(ν)
τν
Q¯(ν) xbν , xbν+1, · · · , xn).
The group (called geometric symmetry) GX consists of elements g 6∈ QX of the following form
g∗ : (x1, · · · , xn)→ (e
2α1πi
d x1, e
2α2πi
d x2, · · · , e
2αnπi
d xn),
for some d > 0 and (α1, · · · , αn) ∈ Zn. Here we remark that some of αi can be zero. The group H
is the non cyclic part of the group Aut(Xs).
Definition 1 In the following decomposition,
Aut(Xs) ∼= QX × GX ×H,
we call QX (resp. GX) the quantum symmetry (resp. geometric symmetry) of Xs.
Further we apply so called Cayley trick to (1.1) to get a polynomial
(1.4) F (x, s, y) =
k∑
j=1
y2j−1(f2j−1(x) + sj) +
k∑
j=1
y2jf2j(x),
with L = n+ 3k terms. The procedures (2.3), (2.4) below explain why we consider this polynomial
F (x, s, y) to calculate the period integrals associated to Xs. One may consult [13] and [14] for more
details on the utility of the Cayley trick in the calculus of period integrals.
To manipulate the polynomial F (x, s, y) we introduce the notation aν := τ1 + · · · + τν + 3ν =
bν +3ν. In particular, the ai−1 +1−th term of F (x, s, y) corresponds to y2i−1x~v
(i)
1 and the ai − 3 =
(ai−1+ τi)−th term - y2i−1x
~v(i)τi . The (ai− 1)−th term - y2i
∏
j∈I(i) xj . The(a
i− 2)−th term - y2isi.
The ai−th term - y2i.
From the polynomial F (x, s, y) we construct a matrix L that consists of the row vectors r−th term
of which corresponds to the power of the r−th monomial term present in F (x, s, y). For example,
the row vector v¯
(ν)
q corresponds to the row number aq−1 + ν of the matrix L,
v¯(ν)q = (~v
(ν)
q ,
2ν−2︷ ︸︸ ︷
0, · · · , 0, 1,
3k−2ν+1︷ ︸︸ ︷
0, · · · , 0),
1 ≤ ν ≤ k, 1 ≤ q ≤ τν .
Next we look at the system of linear equations Ξ = (ξ1, · · · , ξL),
(1.5) tL · Ξ =t (1, · · · , 1, z1, · · · , zk),
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that is equivalent to the relation,
(1.6) Ξ =t L−1 ·t (1, · · · , 1, z1, · · · , zk).
Thus we get linear functions (ξ1(z), · · · , ξL(z)) that will be later denoted by (L1(0, z, 0), · · · ,LL(0, z, 0))
in the notation (2.5) below. These linear functions will play essential role in the calculus of the period
integrals.
We define a (n× k)− matrix V Λ as follows:
(1.7) V Λ := (t~v
(1)
τ1+1
, · · · ,t ~v
(k)
τk+1
),
where ~v
(q)
τq+1
is a n−row vector that corresponds to supp(f2q) \ {0}. By virtue of the quasihomo-
geneiety (1.2) we can define a k × k matrix as follows:
(1.8) Qˆ :=


Q
(1)
1 · · · Q
(k)
1
...
...
...
Q
(1)
k · · · Q
(k)
k

 =t V Λ ·
(
t~g(1), · · · ,t ~g(k)
)
.
For the simplicity of the formulation, we will use a diagonal matrix
(1.9) G = diag(g
(1)
1 , · · · , g
(1)
τ1
, g
(2)
1 , · · · , g
(2)
τ2
, · · · , g
(k)
1 , · · · , g
(k)
τk
).
We introduce a n× n matrix:
(1.10) LΛ :=


~v
(1)
1
~v
(1)
2
...
~v
(1)
τ1
...
~v
(k)
τk


.
We construct a matrix TL constructed from the transposed matrix tL after some proper permu-
tations of the rows and columns such that each row of T L corresponds to a vertex of a polynomial
(1.4)T TF (x, s, y) =
k∑
j=1
y2j−1(T f2j−1(x) + sj) +
k∑
j=1
y2j
T f2j(x),
for the polynomials,
(1.1)T T f2q−1(x) = x
T ~v
(q)
1 + · · ·+ x
T~v
(q)
τ˜q ,
T f2q(x) =
∏
ℓ∈T I(q)
xℓ + 1, , 1 ≤ q ≤ k.
Here we impose the condition
(1.11) {τ1, · · · , τk} = {|
T I(1)|, · · · , | T I(k)|} = {τ˜1, · · · , τ˜k} = {|I
(1)|, · · · , |I(k)|}.
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Thus we can define an one to one mapping
ν : [1, k]→ [1, k],
such that |T I(ν(j))| = τν(j) = τ˜j = |I
(j)|. Further we impose a condition ν2 = id so that
T (TF (x, s, y)) = F (x, s, y) holds. In a way parallel to (1.7) − (1.10), we can define the weight
system
(T~g(1), · · · ,T ~g(k)),
(1.2)T TQ
(q)
j = 〈
T~v(j)r ,
T ~g(q)〉, 1 ≤ r ≤ τ˜q, 1 ≤ j, q ≤ k.
We impose a condition necessary for Calabi-Yau property of Y
(1.3)T
k∑
j=1
TQ
(q)
j =
τ˜q∑
i=1
T g
(q)
i , 1 ≤ q ≤ k.
It is easy to see that the equations of T (1.1) define a CI in P
(τ˜1)
(T g
(1)
1 ,...,
T g
(1)
τ˜1+1
)
× . . .×P
(τ˜k)
(T g
(k)
1 ,...,
T g
(k)
τ˜k+1
)
with T g
(q)
τ˜q+1
=T Q
(q)
q .
In analogy with the Definition 1 we define the following decomposition
Aut(Ys) ∼= QY × GY ×
TH,
for
Ys = {x ∈ T
n; T f1(x) + s1(
T f2(x) − 1) = · · · =
T f2k−1(x) + sk( T f2k(x) − 1) = 0}.
The quantum symmetry QY ∼=
∏k
q=1 Z TQ¯(q) , with
TQ¯(q) = L.C.M.( TQ
(q)
1 , · · · ,
TQ
(q)
k ) is a cyclic
group corresponding to the quasihomogeneiety and GY the remaining cyclic part called geometric
symmetry. The group TH is the remaining non cyclic part of Aut(Ys).
We introduce matrices analogous to the case of (1.1),
(1.7)T TV Λ := (t(T~v
(ν(1))
τ1+1
),t (T~v
(ν(2))
τ2+1
), · · · ,t (T~v
(ν(k))
τk+1
)),
where T~v
(ν(q))
τq+1
is a n−row vector which corresponds to supp(T f2ν(q))\{0}. More precisely, the j−th
column of the matrix TV Λ equals to
t(T~v
(ν(j))
τj+1
) =t (
bν(j)−1︷ ︸︸ ︷
0, · · · , 0,
τν(j)︷ ︸︸ ︷
1, · · · , 1,
n−bν(j)︷ ︸︸ ︷
0, · · · , 0), τν(j) = τ˜j ,
here bν(j) :=
∑ν(j)
r=1 τr.
(1.8)T T Qˆ :=


TQ
(1)
ν(1) · · ·
TQ
(k)
ν(1)
...
...
...
TQ
(1)
ν(k) · · ·
TQ
(k)
ν(k)

 =t (TV Λ) ·
(
t(T~g(1)), · · · ,t (T~g(k))
)
.
(1.9)T TG = diag(T g
(1)
1 , · · · ,
T g
(1)
τ˜1
,T g
(2)
1 , · · · ,
T g
(2)
τ˜2
, · · · ,T g
(k)
1 , · · · ,
T g
(k)
τ˜k
).
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(1.10)T TLΛ :=


T~v
(ν(1))
1
T~v
(ν(1))
2
...
T~v
(ν(1))
τ˜ν(1)
...
T~v
(ν(k))
τ˜ν(k)


=


T~v
(ν(1))
1
T~v
(ν(1))
2
...
T~v
(ν(1))
τ1
...
T~v
(ν(k))
τk


.
In an analogous way to (1.6), we introduce the linear functions TΞ := (T ξ1(z), · · · ,T ξL(z)), defined
by the relation,
(1.6)T TΞ = t(TL)−1 ·t (1, · · · , 1, z1, · · · , zk).
Finally we remark that due to the property ν2 = id and the definition (1.7)T , there exists a
permutation matrix λ ∈ SL(n,Z) such that
(1.12) λ · V Λ = TV Λ, λ · tLΛ =
T
LΛ.
2 Mellin transform of period integrals
In this section we review the results on the period integrals to be used for the verification of the
hypothesis in [2] in the subsequent section. See for the detail of proofs [13], [14].
Let us consider the Leray’s coboundary (see [15]) to define the period integral that is equivalent
to the period integral of the variety Xs, γ ⊂ Hn(Tn \ ∪kℓ=1{x ∈ T
n : f2ℓ−1(X) + sℓ = 0} ∪kℓ=1 {x ∈
Tn : f2ℓ(X) = 0}) such that ℜ(f2ℓ−1(X) + sℓ)|γ < 0, ℜf2ℓ(X)|γ < 0. Further on central object of
our study is the following fibre integral,
(2.1) Iζ
xi,γ
(s) =
∫
γ
(f1(x) + s1)
−ζ1−1(f2(x))−ζ2−1 · · · (f2k−1(x) + sk)−ζ2k−1−1f2k(x)−ζ2k−1xi+1
dx
x1
,
and its Mellin transform,
(2.2) M ζi,γ(z) :=
∫
Π
szIζ
xi,γ
(s)
ds
s1
,
for certain cycle Π homologous to Rk which avoids the singular loci of Iζ
xi,γ
(s) (cf. [11]). Thus
the fibre integral Iζ
xi,γ
(s) is a ramified function on the torus Tk. We introduce the notation γΠ :=
∪(s)∈Π((s), γ). One shall not confuse it with the thimble of Lefschetz, because γΠ is rather a tube
without thimble. It is useful to understand the calculus of the Mellin transform in connection with
the notion of the generalized HGF in the sense of Mellin-Barnes-Pincherle [9]. After this formulation,
the classical HGF of Gauss can be expressed by means of the integral,
2F1(α, β, γ|s) =
1
2πi
∫ z0+i∞
z0−i∞
(−s)z
Γ(z + α)Γ(z + β)Γ(−z)
Γ(z + γ)
dz, −ℜα,−ℜβ < z0.
We can introduce (w′′1 , · · · , w
′′
2k) natural quasihomogeneous weight of (y1, · · · yk) so that F (x, 0, y)
of (1.4) gets the quasihomogeneous zero weight with respet to the variables (x, y). Next we modify
the Mellin transform
M ζi,γ(z) = c(ζ)
∫
Sk−1
+
(w′′)×γΠ
xiωζsz−1dx ∧ Ω0(ω) ∧ ds
(ω1(f1(x) + s1) + · · ·+ ω2k(f2k(x)))ζ1+···+ζ2k+2k
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= c(ζ)
∫
R+
σζ1+···+ζ2k+2k
dσ
σ
∫
S2k−1
+
(w′′)
ωζΩ0(ω)
∫
γ
xidx
∫
Π
szeσ(ω1(f1(X)+s1)+···+ω2k(f2k(x))
ds
s1
,
with c(ζ) = Γ(ζ1+···+ζ2k+2k)Γ(ζ1+1)···Γ(ζ2k+1) . Here we made use of notations S
2k−1
+ (w
′′) = {(ω1, · · · , ω2k) : ω
|w′′
w′′
1
|
1 +
· · · + ω
| w′′
w′′
2k
|
2k = 1, ωℓ > 0 for all ℓ, w
′′ =
∏
1≤i≤2k w
′′
i } and Ω0(ω) the (2k − 1) volume form on
S2k−1+ (w
′′),
Ω0(ω) =
2k∑
ℓ=1
(−1)ℓw′′ℓ ωℓdω1 ∧
ℓ∨· · · ∧ dω2k.
In the above transformation we used a classical interpretation of Dirac’s delta function as a residue:∫
γ
∫
R+
eyj(fj(x)+sj)y
ζj
j dyj ∧ dx = Γ(ζj + 1)
∫
γ
(fj(x) + sj)
−ζj−1dx.
We will rewrite, up to constant multiplication, the expression obtained as a modification of
M ζi,γ(z) into the following form,∫
(R+)2k×γΠ
eΨ(T )xi+1yζ+1sz
dx
x1
∧
dy
y1
∧
ds
s1
where
(2.3) Ψ(T ) = T1(X, s, y) + · · ·+ TL(x, s, y) = F (x, s, y),
in which each term Ti(x, s, y) stands for a monomial in variables (x, s, y) of the phase function (1.4).
We transform the above integral into the following form,
(2.4)
∫
(R+)2k×γΠ
eΨ(T (x,s,y))xi+1szyζ+1
dx
x1
∧
dy
y1
∧
ds
s1
= (detL)−1
∫
L∗(R+2k×γΠ)
e
∑
a∈I
Ta
∏
a∈I
TLa(i,z,ζ)a
∧
a∈I
dTa
Ta
= (−1)ζ1+···+ζ2k+2k(detL)−1
∫
−L∗(R+2k×γΠ)
e
−
∑
a∈I
Ta
∏
a∈I
TLa(i,z,ζ)a
∧
a∈I
dTa
Ta
.
Here L∗(R+2k × γΠ) means the image of the chain in CMX × C
k
s × C
2k
y into that in C
L
T induced
by the transformation (2.3). We define −L∗(R+2k × γΠ) = {(−T1, · · · ,−TL) ∈ CL; (T1, · · · , TL)
∈ L∗(R+2k× γΠ),ℜTa > 0, a ∈ [1, L]}. The second equality of (2.4) follows from Proposition 2.1, 3)
below that can be proven in a way independent of the argument to derive (2.4). We will denote the
set of columns and rows of the matrix L by I,
I := {1, · · · , L}.
Here we remember the condition L = n+ 3k imposed on (1.4).
The following notion helps us to formulate the result in a compact manner.
Definition 2 A meromorphic function g(z) is called ∆−periodic for ∆ ∈ Z>0, if
g(z) = h(e2π
√−1 z1∆ , · · · , e2π
√−1 zk∆ ),
for some rational function h(ζ1, · · · , ζk).
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For the CI (1.1) (i.e. we can construct F (x, s, y) for which the matrix L is non-degenerate), we
have the following statement.
Proposition 2.1 1)For any cycle Π ∈ Hk(Tk \ S.S.I
ζ
xi,γ
(s)) the Mellin transform (2.1) can be
represented as a product of Γ− function factors up to a ∆−periodic function factor g(z),
M ζi,γ(z) = g(z)
∏
a∈I
Γ
(
La(i, z, ζ)
)
,
with
(2.5) La(i, z, ζ) =
(∑n
j=1 A
a
j (ij + 1) +
∑k
ℓ=1B
a
ℓ zℓ +
∑2k
ℓ=1D
a
ℓ (ζℓ + 1)
)
∆
, a ∈ I.
Here the following matrix ∆−1T = (L)−1 has integer elements,
(2.6) tT = (Aa1 , · · · , B
a
1 , · · · , B
a
k , D
a
1 , · · · , D
a
2k)1≤a≤L,
with G.C.D.(Aa1 , · · · , A
a
n, B
a
1 , · · · , B
a
k , D
a
1 , · · · , D
a
2k) = 1, for all a ∈ I. In this way ∆ > 0 is uniquely
determined.
The coefficients of (2.5) satisfy the following properties for each index a ∈ I :
a Either La(i, z, ζ) =
∆
∆zℓ, i.e. A
a
1 = · · · = A
a
n = 0, B
a
1 = · · ·
ℓ∨· · · = Bak = 0, B
a
ℓ = 1.
b Or La(i, z, ζ) =
∆
∆(ζ2ℓ−1 + ζ2ℓ − zℓ),
c Or
La(i, z, ζ) =
∑n
j=1 A
a
j (ij + 1) +
∑k
ℓ=1B
a
ℓ (zℓ − ζ2ℓ−1 − 1)
∆
2) For each fixed index 1 ≤ ℓ ≤ n, 1 ≤ q ≤ k, the following equalities take place:
(2.7)
∑
a∈I
Aaℓ = 0,
∑
a∈I
Baq = 0.
3) The following relation holds among the linear functions La, a ∈ I:
∑
a∈I
La(i, z, ζ) = ζ1 + · · ·+ ζ2k + 2k.
In the sequel, especially from (3.2) of the next section, we will make use of the notation as
follows,
(2.8)
(w
(a)
1 , w
(a)
2 , · · · , w
(a)
n , p
(a)
1 , · · · , p
(a)
k , q
(a)
1 , · · · , q
(a)
2k ) = (
Aa1
∆
, · · · ,
Aan
∆
,
Ba1
∆
, · · · ,
Bak
∆
,
Da1
∆
, · · · ,
Da2k
∆
),1≤a≤L.
In view of the Proposition 2.1, we introduce the subsets of indices a ∈ I = {1, 2, · · · , L} as
follows.
Definition 3 The subset I+q ⊂ I (resp. I
−
q , I
0
q ) consists of the indices a such that the coefficient
Baq of La(i, z, ζ) (2.5) is positive (resp. negative, zero).
From this proposition we get the following.
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Corollary 2.2 The integral Iζ
xi,γ
(s) satisfies the hypergeometric system of Horn type as follows:
(2.9)1 Lq(ϑs, s)I
ζ
xi,γ
(s) :=
[
Pq,i(ϑs, ζ)− s
∆
q Qq,i(ϑs, ζ)
]
Iζ
xi,γ
(s) = 0, 1 ≤ q ≤ k
with
(2.9)2 Pq,i(ϑs, ζ) =
∏
a∈I+q
Baq−1∏
j=0
(
La(i,−ϑs, ζ) + j
)
,
(2.9)3 Qq,i(ϑs, ζ) =
∏
a¯∈I−q
−Ba¯q−1∏
j=0
(
La¯(i,−ϑs, ζ) + j
)
,
where I+q , I
−
q , 1 ≤ q ≤ k are the sets of indices defined in Definition 3.
The degree of two operators Pq,i(ϑs, ζ), Qq,i(ϑs, ζ) are equal. Namely,
(2.10) deg Pq,i(ϑs, ζ) =
∑
a∈I+q
Baq = −
∑
a¯∈I−q
Ba¯q = deg Qq,i(ϑs, ζ).
3 Hypothesis by Berglund, Candelas et alii
In this section, we apply the results from §2 on the period integrals to a class of Calabi-Yau
varieties (1.1) studied in the framework of Landau-Ginzburg vacua theory.
Our aim is to find out sufficient conditions so that the (Mellin transform of) the period integrals
on Xs can be expressed by means of quasihomogeneous weight data of Y. The main theorem of this
section is Theorem 3.1.
Before proceeding to the proof of the Theorem 3.1, we write down concretely the matrix L in
taking (1.1), (1.4) into account, and we have the following row vectors of L:
(3.1) v¯(ν)q = (v
(ν)
q,1 , v
(ν)
q,2 , · · · , v
(ν)
q,τ1
, · · · , v(ν)q,n,
2ν−2︷ ︸︸ ︷
0, · · · , 0, 1,
3k−2ν+1︷ ︸︸ ︷
0, · · · , 0),
1 ≤ ν ≤ k, 1 ≤ q ≤ τν . In using the notations (2.8), §2 for the column vectors of the matrix L
−1,
one can deduce the following system for each ν and q.
(3.2)
v
(ν)
q,1w
(aν)
1 + v
(ν)
q,2w
(aν)
2 + · · ·+ v
(ν)
q,nw
(aν)
n = −1 for aν−1 + 1 ≤ q ≤ aν−1 + τν ,
= 0 otherwise.
(3.3) v
(1)
1,j p
(1)
q + v
(1)
2,jp
(2)
q + · · ·+ v
(1)
τ1,j
p(τ1)q + v
(2)
1,j p
(τ1+4)
q + · · ·+ v
(2)
τ2,j
p(τ1+τ2+3)q + · · ·+ v
(k)
τk,j
p(a
k−3)
q
= −1 for j ∈ I(q),
= 0 for j ∈ I(r), r 6= q.
Here we shall remark that the system (3.2) for a fixed ν (resp. (3.3) for a fixed q) consists of n−
linear independent equations with respect to unknowns {w
(aν)
1 , · · · , w
(aν)
n }, (resp. {p
(j)
q ; j ∈ IΛ} ).
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Here we made use of the notation IΛ the set of indices {1, · · · , L} \ ∪kν=1{a
ν − 2, aν − 1, aν}. One
sees other necessary conditions on w
(aν−1)
j ,
(3.4)
∑
j∈I(ν)
w
(aν−1)
j = 1,
(3.5)
∑
j∈I(ν)
w
(aν)
j = −1.
This can be seen from the fact that the product of the (aν − 1)−th column of the matrix L−1 with
the (aν − 1)−th row of L is equal to 1. On the other hand n+2ν−th column of L with the j−th row
(1 ≤ j ≤ n+ 2) of L−1 is equal to 0 which entails w(a
ν−1)
j + w
(aν)
j = 0. In addition to that, we see
∑
j∈I(ν)
w
(aν
′−1)
j =
∑
j∈I(ν)
w
(aν
′
)
j = 0,
for ν′ 6= ν.
In this situation we deduce the following system from (3.3),
(3.6)


~P1
~P2
...
~Pk

 · LΛ = − tV Λ,
with ~Pq = (p
(1)
q , p
(2)
q , · · · , p
(τ1)
q , · · · , p
(ak−3)
q ). If we denote by Lˇj the j−th column vector of the matrix
LΛ, we have the following equation derived directly from (3.6):
(3.7) 〈z1 ~P1 + z2 ~P1 + · · ·+ zk ~Pk, Lˇj〉+ zq = 0 if j ∈ I
(q).
In view of (1.12), we get
(3.8) (TLΛ)
−1 ·T V Λ = (tLΛ)−1 · V Λ,
that yields
(3.9) −


T~g(1)
...
T~g(k)

 ·T G−1 · (T LΛ)−1 ·T V Λ
=


p
(1)
1 + · · ·+ p
(τ˜1)
1 p
(1)
2 + · · ·+ p
(τ˜1)
2 · · · p
(1)
k + · · ·+ p
(τ˜1)
k
p
(a˜1+1)
1 + · · ·+ p
(a˜1+τ˜2)
1 p
(a˜1+1)
2 + · · ·+ p
(a˜1+τ˜2)
2 · · · p
(a˜1+1)
k + · · ·+ p
(a˜1+τ˜2)
k
...
...
...
...
p
(a˜k−1+1)
1 + · · ·+ p
(n+3k−3)
1 p
(a˜k−1+1)
2 + · · ·+ p
(n+3k−3)
2 · · · p
(a˜k−1+1)
k + · · ·+ p
(n+3k−3)
k

 ,
where we used the notation a˜q :=
∑q
ν=1(τ˜ν+3). Let us introduce a permutation matrix ν
∗ ∈ SL(k,Z)
whose j−th column equals to
t(
ν(j)−1︷ ︸︸ ︷
0, · · · , 0
ν(j)
∨, 1,
n−ν(j)︷ ︸︸ ︷
0, · · · , 0).
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The last expression (3.9) turns out to be −ν∗. This fact can be seen by the relation L · L−1 = idL
and the Proposition 2.1, 1), a,b, c.
We can define a set of indices T IΛ for (1.4)
T analogous to IΛ. We have the indices of IΛ,
1 = j1 < · · · < jn = L− 4 and those of T IΛ, 1 = i1 < · · · < in = L− 4. In this situation we consider
two conditions on the CI (1.1),
(3.10)


T ξi1(z)
...
T ξin(z)

 = G · V Λ ·


T ξ(1)(z)
...
T ξ(k)(z)

 ,
for linear functions (T ξ(1)(z), · · · ,T ξ(k)(z)) and
(3.10)T


ξj1(z)
...
ξjn(z)

 =T G ·T V Λ ·


ξ(1)(z)
...
ξ(k)(z)

 ,
for possibly another k−tuple of linear functions (ξ(1)(z), · · · , ξ(k)(z)).
Due to the condition (1.11) on the set of indices T IΛ, we have for some permutation matrices
ρ,T ρ ∈ SL(n,Z),
ρ · V Λ = G−1 ·
(
t(~g(1)), · · · ,t (~g(k))
)
,
Tρ ·T V Λ =T G−1 ·
(
t(T~g(1)), · · · ,t (T~g(k))
)
.
On these ρ and Tρ, we impose the following conditions,
(3.11) G · ρ =t (G · ρ),
(3.11)T TG ·T ρ =t (TG ·T ρ).
Under these conditions we formulate the following Theorem that verifies an hypothesis proposed
by [2], §3.3 under certain conditions.
Theorem 3.1 The Mellin transform M00,γ(z) of the period integral I
0
x0,γ(s) for the Calabi-Yau CI
(1.1) has the following form up to a ∆− periodic function in the sense of Definition 2, if it satisfies
the conditions (3.10),(3.10)T ,(3.11), (3.11)T ,
(3.12) M00,γ(z(ξ)) =
∏k
ν=1
∏τ˜ν
j=1 Γ(
T g
(ν)
j ξ
(ν))∏k
q=1 Γ(
∑k
ν=1
TQ
(ν)
q ξ(ν))
.
Here z(ξ) = (z1(ξ), · · · , zk(ξ)) is a k−tuple of linear functions in variables ξ = (ξ(1), · · · , ξ(k)) defined
by the relation (3.10)T .
In a symmetric way the Mellin transform M00, T γ(z(
T ξ)) for the Calabi-Yau CI, (1.1)T admits
an expression as follows up to a ∆− periodic function,
(3.12)T M00, T γ(z(ξ)) =
∏k
ν=1
∏τν
j=1 Γ(g
(ν)
j
T ξ(ν))∏k
q=1 Γ(
∑k
ν=1Q
(ν)
q
T ξ(ν))
.
The functions T ξ(ν) are defined by the relation (3.10).
To prove the Theorem we prepare the following lemma.
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Lemma 3.2 Under the conditions imposed on (1.1) in the theorem 3.1, the Mellin transform
M00,γ(z) of the period integral I
0
x0,γ(s) for the CI (1.1) admits up to a ∆−periodic function (in the
sense of Definition 2) an expression as follows,
M00,γ(z) =
k∏
i=1
Γ(zi)
∏
j∈IΛ
Γ(ξj(z)).
Proof It is necessary to show that special solutions of the system (1.5) satisfy,
(3.13) ξaν−2(z) = ξaν−1(z) = zν , ξaν (z) = 1− zν .
To see this, we remark that the system below is a direct consequence of the relation LL−1 = idL,
(3.14)
n∑
i=1
v
(ν)
q,i w
(aν )
i + q
(aν)
2µ−1 = 0, a
µ−1 + 1 ≤ q ≤ aµ−1 + τµ, µ ∈ [1, k].
−
n∑
i=1
w
(aν)
i =
n∑
i=1
w
(aν−1)
i = 1.
The last equality can be deduced from (3.4) and (3.5). Let µ(j) ∈ [1, k] be an index such that j
belongs to I(µ(j)). Then we have
(3.15)
∑
i∈IΛ
v
(µ(j))
i,j p
(i)
q + p
(aµ(j)−1)
q = 0,
for q ∈ [1, k].
We get the following relation,
(3.16) q
(aν)
2ν−1 = q
(aν)
2ν = 1,
(3.17) q
(aν
′
)
2ν−1 = q
(aν
′
)
2ν = 0, for ν
′ 6= ν.
The equality q
(aν
′
)
2ν = 0 can be derived from the fact that the product of the a
ν−1−th column of L−1
with the aν
′
−th row of L is equal to 0. On the other hand, the product of the (n+ 2ν)−th column
of L with the aν
′
−th row of L−1 is equal to q(a
ν′)
2ν−1 + q
(aν
′
)
2ν = 0. This proves (3.17). The product of
the aν−th column of L−1 with the aν
′
−th row of L is equal to q
(aν
′
)
2ν−1 + p
(aν
′
)
ν = 0. One deduces the
equality p
(aν
′
)
ν = 0 for ν 6= ν′. The product of (aν − 1)−th column of L−1 with the (aν
′
− 2)−th row
of L is equal to q
(aν−1)
2ν′−1 + p
(aν−1)
ν′ = 0. As a consequence, we have
(3.18) p
(aν−1)
ν′ = 0 for ν 6= ν
′,
p(a
ν−1)
ν = −q
(aν−1)
2ν−1 = 1, p
(aν)
ν = −1,
because p
(aν)
ν + p
(aν−1)
ν = 0. Additionally we see that
(3.19) q(a
ν−1)
r = 0, r 6= 2ν − 1.
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In summary, by virtue of (3.14), (3.16), (3.18),
ξaν (z) =
n∑
i=1
w
(aν )
i +
2k∑
r=1
q(a
ν)
r +
k∑
q=1
p(a
ν)
q zq = −1 + 1 + 1− zν = 1− zν .
On the other hand (3.14), (3.19), (3.18), yield
ξaν−1(z) = 1 + 0− 1 + zν = zν .
As for the function ξaν−2(z) it is easy to see that all elements of the (aν − 2)−th column of L−1
consist of zeros except the (n+ 2k + ν)−th element which is equal to 1.
We thus have the equality,
M00,γ(z) =
k∏
i=1
Γ(zi)
2Γ(1− zi)
∏
j∈IΛ
Γ(ξj(z)) =
k∏
i=1
π
sin πzi
Γ(zi)
∏
j∈IΛ
Γ(ξj(z)).
Q.E.D.
Proof of the Theorem 3.1 Our main task is to show the following relation,
(3.20) ν∗ ·


1− z1
...
1− zk

 =T Qˆ


ξ(1)(z)
...
ξ(k)(z)

 ,
for the permutation matrix ν∗ ∈ SL(k,Z) introduced just after the formula (3.9). To do this, first
of all we modify the relation,
(3.21)
T Qˆ =t (TV Λ) ·
(
t(T~g(1)), · · · ,t (T~g(k))
)
=


T~g(1)
...
T~g(k)

 ·T G−1 ·t (T ρ)−1 · (t(T~g(1)), · · · ,t (T~g(k))) ,
that can be derived from (1.8)T . Here we remark that after the definition of Tρ ∈ SL(n,Z) intrduced
just before (3.11) the following relation holds,
(3.22) TV Λ =T ρ−1 ·T G−1 ·
(
t(T~g(1)), · · · ,t (T~g(k))
)
.
From this relation and (3.11)T we see that
(3.23)


T~g(1)
...
T~g(k)

 ·T ρ−1 ·T G−1 (t(T~g(1)), · · · ,t (T~g(k))) =


T~g(1)
...
T~g(k)

 ·T V Λ.
By virtue of the condition (3.10)T , the following equality holds
(3.24)


T~g(1)
...
T~g(k)

 ·T V Λ ·


ξ(1)(z)
...
ξ(k)(z)

 =


T~g(1)
...
T~g(k)

 ·T G−1


ξj1 (z)
...
ξjn(z)

 .
The combination of (3.6) and (3.8) entails that the expression (3.24) is equal to
−


T~g(1)
...
T~g(k)

·TG−1 ·t(LΛ)−1 V Λ ·


1− z1
...
1− zk

 = −


T~g(1)
...
T~g(k)

·TG−1 ·(T LΛ)−1 TV Λ ·


1− z1
...
1− zk

 .
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From (3.9) it follows that the last expression equals to
ν∗ ·


1− z1
...
1− zk

 .
This means (3.20) and consequently,
k∑
ν=1
TQ(ν)q ξ
(ν)(z) = 1− zq, 1 ≤ q ≤ k.
From the last equality we can directly derive the relation to be proved
k∏
q=1
Γ(zq) =
k∏
q=1
Γ(1−
k∑
ν=1
TQ(ν)q ξ
(ν)(z)) =
π∏k
q=1 Γ(
∑k
ν=1
TQ
(ν)
q ξ(ν)(z))sin
(
π
∑k
ν=1
TQ
(ν)
q ξ(ν)(z)
) .
On the other hand the lemma 3.2 and the condition (3.10)T gives us
ξaν−1+j =
T g
(ν)
j ξ
(ν), j ∈ [1, τν ]
that means ∏
j∈IΛ
Γ(ξj(z)) =
k∏
ν=1
τν∏
j=1
Γ( T g
(ν)
j ξ
(ν)),
which proves (3.12). The formula (3.12)T can be proven in a parallel way. Q.E.D.
4 Duality between monodromy data and Poincare´
polynomials
In connection with the mirror symmetry, we consider the structural algebra of the CI (1.1) of
dimension n− k denoted by X = X1,
AX :=
C[x]
(f1 + f2 − 1, · · · f2k−1 + f2k − 1)C[x]
,
and a natural filtration on it,
AjX :=
⊕
C{xα ∈ AX ; 〈α,~g
(1)〉 = j1, · · · , 〈α,~g
(k)〉 = jk},
with the Poincare´ polynomial,
PAX (λ) =
∑
j∈Z≥0
dim(AjX)λ
j1
1 · · ·λ
jk
k .
In an analogous way, we define corresponding notions of the CI Y defined by (1.1)T ,
AY :=
C[x]
(T f1 +T f2 − 1, · · ·T f2k−1 +T f2k − 1)C[x]
,
AjY :=
⊕
{xα ∈ AY ; 〈α,
T~g(1)〉 = j1, · · · 〈, α,
T~g(k)〉 = jk},
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PAY (λ) =
∑
j∈Z≥0
dim(AjY )λ
j .
In this situation the classical result due to [6] gives us,
(4.1) PAX (λ) =
∏k
q=1
∏k
ν=1(1− λ
Q(ν)q
ν )
∏k
ν=1
∏τν
j=1(1 − λ
g
(ν)
j
ν )
, PAY (λ) =
∏k
q=1
∏k
ν=1(1− λ
TQ(ν)q
ν )
∏k
ν=1
∏τ˜ν
j=1(1− λ
T g
(ν)
j
ν )
.
Further we introduce the variables (t1, · · · , tk) ∈ Tk such that
k∏
ν=1
s
TQ(q)ν
ν = tq, 1 ≤ q ≤ k.
If we assume that rank T Qˆ = k, this equation is always solvable with respect to the variables
s = s(t). We consider the Mellin inverse transform of M00,γ(z(ξ)) associated to the CI (1.1),
Uα(s) =
∫
Πˇα
∏k
ν=1
∏τν
j=1 Γ(
T g
(ν)
j ξ
(ν)(z))∏k
ν=1 Γ(
∑k
q=1
TQ
(ν)
q ξ(ν)(z))
s−z+1dz,
where Πˇα ⊂ Tk is a cycle avoiding the singular loci of the integrand. It is easy to check
Uα(s(t)) = det(
T Qˆ)−1
∫
T Qˆ−1∗ (Πˇα)
∏k
ν=1
∏τ˜ν
j=1 Γ(
T g
(ν)
j ξ
(ν))∏k
ν=1 Γ(
∑k
q=1
TQ
(ν)
q ξ(ν))
t−ξ
(1)
1 · · · t
−ξ(k)
k dξ
(1) ∧ · · · ∧ dξ(k).
The following system of differential equations annihilates the inverse Mellin transform Uα(s(t)),
Lν(tν , ϑt)Uα(s(t)) = 0, 1 ≤ ν ≤ k,
where
(4.2) Lν(tν , ϑt) =


τ˜ν∏
j=1
T g
(ν)
j
−1∏
r=0
(−T g
(ν)
j ϑtν + r)− tν
k∏
q=1
TQ(ν)q −1∏
r=0
(
k∑
µ=1
TQ(µ)q ϑtµ − r)

 , 1 ≤ ν ≤ k.
We denote by χν the degree of the operator Lν(t, ϑt) : χν =
∑k
q=1
TQ
(ν)
q =
∑τ˜ν
j=1
T g
(ν)
j =
T g
(ν)
τ˜ν+1
that has already been introduced in (1.3)T .
Here we define the restriction of the operator Lν(t, ϑt) onto the torus T = {t ∈ Ck; ti = 0, i 6=
ν} \ {tν = 0} as follows,
(4.2)′ L˜ν(tν , ϑtν ) :=


τ˜ν∏
j=1
T g
(ν)
j
−1∏
r=0
(−T g
(ν)
j ϑtν + r) − tν
k∏
q=1
TQ(ν)q −1∏
r=0
( TQ(ν)q ϑtν − r)

 .
On the χq dimensional solution space of the operator L˜q(tq, ϑtq ), we consider the monodromy
M
(0)
q ∈ GL(χq,C) (resp. M
(∞)
q ∈ GL(χq,C)) around the point tq = 0 (resp. tq = ∞). Then we
have the following characteristic polynomials of the monodromy that can be easily calculated from
the expression L˜ν(tν , ϑtν ),
det(M (∞)q − λq · idχq ) =
k∏
ν=1
(1− λ
TQ(q)ν
q ), det(M
(0)
q − λq · idχq ) =
τq∏
j=1
(1− λ
T g
(q)
j
q ).
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As a consequence the rational function defined by
MX(λ1, · · ·λk) :=
k∏
q=1
det(M
(∞)
q − λq · idχq )
det(M
(0)
q − λq · idχq )
has a form
(4.3) MX(λ1, · · ·λk) =
∏k
q=1
∏k
ν=1(1− λ
TQ(q)ν
q )∏k
q=1
∏τ˜q
j=1(1 − λ
T g
(q)
j
q )
.
For the rational function MY (λ1, · · ·λk) defined in a parallel way to the function MX(λ1, · · ·λk),
we have
MY (λ1, · · ·λk) =
∏k
q=1
∏k
ν=1(1− λ
Q(q)ν
q )∏k
q=1
∏τq
j=1(1− λ
g
(q)
j
q )
.
Let Y¯ be the compactification of CI Y ⊂ Tn in the product of quasihomogeneous projec-
tive spaces P := P
(τ1)
(T g
(1)
1 ,...,
T g
(1)
τ1+1
)
× . . . × P
(τk)
(T g
(k)
1 ,...,
T g
(k)
τk+1
)
. The coherent sheaf on P OP(ζ), ζ =
(ζ1, · · · , ζk) is defined by sections on the open set UI = {x ∈ Cn;xi 6= 0, i ∈ I} that are given by
Γ(UI ,OP(ζ)) := ⊕C{x
α;α = (α1, · · · , αn) ∈ Z
n, αi ≥ 0 for i 6∈ I, 〈
T g(q), α〉 = ζq, 1 ≤ q ≤ k}.
We define the coherent sheaf OY¯ (ζ) by sections on the open set UI ∩ Y,
Γ(UI ,OY¯ (ζ)) := ⊕C{x
α ∈ AY ;α = (α1, · · · , αn) ∈ Z
n, αi ≥ 0 for i 6∈ I, 〈
T g(q), α〉 = ζq, 1 ≤ q ≤ k}.
We introduce the Euler characteristic for this sheaf,
χ(OY¯ (ζ)) :=
n−k∑
i=0
(−1)idimHi(OY¯ (ζ)).
After [6], [7] the Poincare´ polynomial of the Euler characteristics,
POY¯ (t1, · · · , tk) :=
∑
ζ∈(Z≥0)k
χ(OY¯ (ζ))t
ζ1
1 · · · t
ζk
k
admits an expression as follows,
(4.4) POY¯ (t1, · · · , tk) =
∏k
q=1
∏k
ν=1(1 − t
TQ(q)ν
q )
∏k
q=1
∏τ˜ν
j=1(1− t
T g
(q)
j
q )
.
For the sheaf OX¯(ζ) defined analogously to OY¯ (ζ), we consider the Poincare´ polynomial of the Euler
characteristics
POX¯(t1, · · · , tk) :=
∑
ζ∈(Z≥0)k
χ(OX¯(ζ))t
ζ1
1 · · · t
ζk
k .
We have the following expression after [6] and [7],
POX¯(t1, · · · , tk) =
∏k
q=1
∏k
ν=1(1− t
Q(q)ν
q )
∏k
q=1
∏τν
j=1(1− t
g
(q)
j
q )
.
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If we compare (4.1), (4.3) and (4.4) we get the following statement.
Theorem 4.1 For the Calabi-Yau CI’s X and Y defined by (1.1) and (1.1)T we have the following
relations,
MX(λ1, · · · , λk) = POY¯ (λ1, · · · , λk) = PAY (λ1, · · · , λk),
MY (λ1, · · · , λk) = POX¯(λ1, · · · , λk) = PAX (λ1, · · · , λk),
if they satisfy sufficient conditions of Theorem 3.1.
In this situation one can easily derive the existence of the following symmetry from the Theo-
rem 3.1.
Theorem 4.2 Assume that X, (1.1) and Y , (1.1)T satisfy all conditions imposed on them in Theo-
rem 3.1, then there is a symmetry between geometric symmetry and quantum symmetry as follows.
QX ∼=
k∏
q=1
ZQ¯(q)
∼= GY ,
QY ∼=
k∏
q=1
ZTQ¯(q)
∼= GX .
Proof The isomorphismQX ∼=
∏k
q=1 ZQ¯(q) and its analogy on Ys is clear from the quasihomoeneiety
of the systems (1.1) and (1.1)T . The existence of the cyclic action
∏k
q=1 ZTQ¯(q) on Xs can be read
off from the monodromy actions of M
(∞)
q , 1 ≤ q ≤ k on the solutions to the system (4.2) that are
defined along vanishing cycles on Xs. Here we remark that the monodromy group is a subgroup of
Aut(Xs) in view of the integer power transform from (s1, · · · , sk) to (t1, · · · , tk) defined just after
(4.1). We remark here that the monodromy actions of M
(0)
q , 1 ≤ q ≤ k consist part of the cyclic
action
∏k
q=1 ZTQ¯(q) because every
T g
(q)
j , j = 1, · · · , τ˜q divides
TQ¯(q). As for the monodromy of the
solution to the system (4.2)′ an analogous argument holds. Q.E.D.
Remark 1 As we have not calculated the global monodromy of the integrals Uα(s(t)), (4.3), it
is not proper to talk about the existence of a mirror symmetry between X and Y. We gathered,
however, the monodromy data which correspond to certain limit of the values tℓ → 0, ℓ 6= ν.
Roughly speaking, this procedure can be interpreted as the selection of a special face of the Newton
polyhedron ∆(F (x, s, y)) (1.4) for the calculus of the monodromy data.
In the article [5], authors studied the period integral of X at certain limit of the parameter
values and they deduced informations on the analogies Gromov-Witten invariants of Y . They call
this duality “local mirror symmetry”. It is probable that our Theorem 4.1 is one of numerous
aspects of the local mirror symmetry.
5 Dual nef-partition interpretation
In this section we show that under certain condition the transposition mirror construction cor-
responds to the notion of the dual nef-partion due to L.Borisov [1].
First of all we consider the following set of vectors defined after (1.1), (1.2).
(5.1)
~v
(q)
1 − ~v
(q)
τq+1
... 1 ≤ q ≤ k
~v
(q)
τq − ~v
(q)
τq+1
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This gives rise to a partition of IΛ with ♯IΛ = n. We set
(5.2) ∆q := convex hull of ({0} ∪
τq⋃
j=1
{~v
(q)
j − ~v
(q)
τq+1
}).
Further on we impose the following condition on the Minkowski sum of ∆q,
(5.3) dim(∆1 + · · ·+∆k) = n− k.
We introduce the (n− k) dimensional integral lattice
VZ = {x ∈ Z
n; 〈x,~g(q)〉 = 0, 1 ≤ q ≤ k}.
After this notation each ∆q is located on VR = VZ×R ∼= R
n−k. Consequently ∆1+ · · ·+∆k ⊂ VR.
There exists a piecewise linear function φq such that φq(y1+y2) ≤ φq(y1)+φq(y2). Namely we shall
define it as follows,
(5.4) φq(y) = −minx∈∆q〈x, y〉.
We construct a set of polyhedra dual to the set {∆1, · · · ,∆k},
(5.5)0 ∆
∗
q = {~m ∈ R
n; (5.5)ℓ, (5.5)
′
ℓ}, 1 ≤ ℓ ≤ k.
The conditions (5.5)ℓ, (5.5)
′
ℓ look like the following,
(5.5)ℓ 〈~m,~v
(ℓ)
j − ~v
(ℓ)
τℓ+1
〉 ≥ −1, 1 ≤ j ≤ τℓ.
(5.5)ℓ 〈~m,~v
(q)
i − ~v
(q)
τq+1
〉 ≥ 0, 1 ≤ i ≤ τq, q 6= ℓ.
We can construct the set {∆∗1, · · · ,∆
∗
k} by means of the vertices vectors ~m
(ℓ)
1 , · · · , ~m
(ℓ)
τℓ , 1 ≤ ℓ ≤ k
which are defined by the following set of equalities and inequalities.
(5.6)1 〈~m
(ℓ)
r , ~v
(ℓ)
j − ~v
(ℓ)
τℓ+1
〉 = −1, j 6= r, 1 ≤ j ≤ τ˜ℓ.
(5.6)2 〈~m
(ℓ)
r , ~v
(ℓ)
r − ~v
(ℓ)
τℓ+1
〉 = −1.
(5.6)3 〈~m
(ℓ)
r , ~v
(q)
j − ~v
(q)
τq+1
〉 = 0.
for q ∈ [1, k] and j ∈ [1, τq] \ jq for some index jq associated to ~m
(ℓ)
r .
(5.6)4 〈~m
(ℓ)
r , ~v
(q)
jq
− ~v
(q)
τq+1
〉 ≥ 0.
By virtue of the condition (5.3) we have a set of (n − k) independent equations corresponding to
the equalities (5.6)1,(5.6)3 above.
We see that we may choose as ~m
(ℓ)
r ∈MR =MZ ⊗R induced from the mapping
pr : Zn →
Zn∑k
q=1 Z~g
(q)
:=MZ ∼= Z
n−k,
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in view of the relation (1.2).
Therefore we may uniquely detemine the set of vectors {~m
(ℓ)
r } ∈MR as solutions to a system of
(n− k) equations (5.6)1,(5.6)3 under certain compatibility condition.
To formulate this compatibility condition, let us denote by
P = t(~m
(1)
1 , · · · , ~m
(1)
τ1
, ~m
(2)
1 , · · · , ~m
(k)
τk
),
a n × n matrix whose bℓ−1 + r th column corresponds to m(ℓ)r . The system (5.6)∗ can be realized
by the following matrix equation if it is solvable,
(5.7) (LΛ − ρ · V
Λ ·t V Λ) · P = TLΛ −
Tρ ·T V Λ ·t (TV Λ).
The solvability of this equation can be understood as the compatibility mentioned above. Let us
formulate a sufficient condition for the solvability of (5.7).
Lemma 5.1 Let us assume that all conditions imposed on (1.1) and T (1.1) in Theorem 3.1 are
satisfied. Furthermore we assume that it is possible to make λ = idn in (1.12) by means of the
rearrangements of rows and columns in LΛ. Assume that G = idn (resp.
TG = idn) in (1.9) (resp.
T (1.9)). Then the equation (5.7) is solvable with respect to P.
proof The existence of k linearly independent eigenvectors ~v
(0)
1 , · · · , ~v
(0)
k ∈ R
n such that
t~v
(0)
ℓ · (LΛ − ρ · V
Λ ·t V Λ) =t ~v
(0)
ℓ · (
T
LΛ −
Tρ ·T V Λ ·t (TV Λ)) = ~0 ∈ Rk,
is a necessary condition for the solvability of the equation (5.7). It is also a sufficient condition for
the solvability as the following relations show,
t(LΛ − ρ · V
Λ ·t V Λ) ∈ GL(W ),
t
P ·t (LΛ − ρ · V
Λ ·t V Λ) = t( TLΛ −
Tρ ·T V Λ ·t (TV Λ)) ∈ GL(W ),
for the vector space W := R
n∑
k
ℓ=1
R~v
(0)
ℓ
∼= Rn−k.
We will see further that
t(LΛ − ρ · V
Λ ·t V Λ) · V Λ =t ( TLΛ −
Tρ ·T V Λ ·t (TV Λ)) · V Λ = 0 ∈ End(Rn,Rk),
under the imposed conditions.
Firt we remark that t(ρ · V Λ) · V Λ = tQˆ in view of (1.8) due to the condition G = idn. Thus it
is enough to show the equality
(5.8) (tLΛ)
−1V Λ tQˆ = V Λ.
The left hand side of (5.8) is, in its turn, equal to,
−( t ~P1, · · · ,
t ~Pk) ·
tQˆ,
by virtue of (3.6). Let us introduce a matrix,
(5.9) P˜ =


p˜
(1)
1 · · · p˜
(k)
1
... · · ·
...
p˜
(1)
k · · · p˜
(k)
k

 ,
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for T ξ(q)(z) =
∑k
r=1 p˜
(q)
r (1 − zr). With this notation the matrix (5.9) equals to
(5.10) −V ΛP˜ tQˆ,
if we assume (3.10) for G = idn. Under the conditions imposed on (1.1) and
T (1.1) in Theorem 3.1
we have 

1− z1
...
1− zk

 = Qˆ


T ξ(1)(z)
...
T ξ(k)(z)

 ,
which is a mere analogy to (3.10). In making use of this equality we see that (5.10) is equal to V Λ.
To see the equality
t( TLΛ −
T ρ ·T V Λ ·t (TV Λ)) · V Λ = 0 ∈ End(Rn,Rk),
first we prove the equality
t( TLΛ −
Tρ ·T V Λ ·t (TV Λ)) ·T V Λ = 0,
in a way parallel to the proof of (5.8). Further we see that TV Λ = V Λ under the condition λ = idn.
Q.E.D.
As the matrices LΛ− ρ ·V Λ ·t V Λ and TLΛ− Tρ ·T V Λ ·t (TV Λ) have rank (n−k) because of the
condition (5.3), the columns of the matrix P are determined as elements in MR. We recall that the
matrices ρ · V Λ and T ρ ·T V Λ have been introduced to formulate the conditions (3.11) and (3.11)T .
It is clear that the columns of the solution P to this equation satisfy the equations (5.6)∗ and, in
particular, determine jq of (5.6)4.
The vectors (5.1) admit another interpretation. We introduce unit vectors
ǫq = (0, · · · ,
q
∨1, 0, · · · , 0) ∈ Zk, 1 ≤ q ≤ k.
Let us consider a (n+ k) dimensional cone σ with (n+ k) generators
v˜
(q)
0 = (0, · · · , 0, ǫq) ∈ Z
n+k,
v˜
(q)
j = (~v
(q)
j − ~v
(q)
τq+1
, ǫq) ∈ Z
n+k, 1 ≤ j ≤ τq, 1 ≤ q ≤ k.
The dual cone σˇ to the cone σ = R≥0〈v˜
(1)
0 , v˜
(1)
1 , · · · , v˜
(1)
τ1 , · · · , v˜
(k)
τk 〉 is defined as
σˇ = {y ∈ Rn+k; 〈x, y〉 ≥ 0 for all x ∈ σ}.
The generators of the dual cone σˇ are given by the vectors,
m˜
(ℓ)
0 := (0, · · · , 0, ǫℓ),
m˜(ℓ)r := (~m
(ℓ)
r , ǫℓ), 1 ≤ r ≤ τℓ, 1 ≤ ℓ ≤ k
with ~m
(ℓ)
r satisfying the equations (5.6)∗. It is evident that the following inequalities hold for the
above vectors,
〈v˜
(q)
j , m˜
(ℓ)
r 〉 ≥ 0.
Conversely all vectors m˜ satisfying the conditions
〈v˜
(q)
j , m˜〉 ≥ 0
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for every v˜
(q)
j must be a linear combination of m˜
(ℓ)
r ’s with positive coefficients as they form a basis
of MR ×Rk the dual space to VR ×Rk. Thus we get the generators of the dual cone σˇ by means
of the vertices of {∆∗1, · · · ,∆
∗
k}. This is an example of realization of [1], Theorem 4.6.
Let us formulate a statement on the dual partition {∆∗1, · · · ,∆
∗
k} that can be characterized as a
dual nef-partition to {∆1, · · · ,∆k}. We spare the space to formulate the definition of the notion of
dual nef-partition (see [1] Definition 4.2) by making it clear in the proof of the folowing statement.
Proposition 5.2 We assume the following two conditions on (1.1) and T (1.1). a. ∆q ∩∆ℓ = {0}
for q 6= ℓ. b. It is possible to choose an integer entry matrix P in the matrix equation (5.7). Then
the following statements hold.
1. {∆1, · · · ,∆k} is a nef-partition of the Minkowski sum ∆1 + · · ·+∆k.
2. {∆∗1, · · · ,∆
∗
k} is a nef-partition of the Minkowski sum ∆
∗
1 + · · ·+∆
∗
k dual to {∆1, · · · ,∆k}.
3.The transposed polynomials T f2q−1/( T f2q − 1) are obtained from ∆∗q by means of the torus
closed embedding,
∏
P
τ˜q−1
( T g
(q)
1 ,···, T g
(q)
τ˜q
)
→ Pn−1
(x1, · · · , xn) 7→ (y1, · · · , yn)
= (
∏k
ℓ=1
∏
1≤j≤τℓ x
〈~v(ℓ)
j
−~v(ℓ)
τℓ+1
,e1〉
bℓ−1+j
, · · · ,
∏k
ℓ=1
∏
1≤j≤τℓ x
〈~v(ℓ)
j
−~v(ℓ)
τℓ+1
,en〉
bℓ−1+j
),
where ei = (0, · · · ,
i∨1, 0, · · · , 0) ∈ Zn.
Proof
1. The condition P ∈ End(Z) entails the integral linear property of the function φℓ(y) defined
in (5.4). The convexity of φℓ : MR → R is guaranteed by the following facts. First the number of
vertices in ∆ℓ is less than (n− k + 1) = dimMR + 1. Secondly the condition a.
It is easy to see from the equation (5.7) that
(5.11) φq(~m
(ℓ)
r ) = δq,ℓ, 1 ≤ r ≤ τℓ.
The existence of an integral upper convex piecewise linear function φq, 1 ≤ q ≤ k satisfying (5.11)
is equivalent to the definition of nef- partition {∆1, · · · ,∆k} of the Minkowski sum ∆1 + · · · + ∆k
whose dimension is equal to dimVR after (5.3).
2. After the condition b,
ψℓ(x) = −miny∈∆∗〈x, y〉,
is an integral piecewise linear function on VR. The relation ∆
∗
q ∩∆
∗
ℓ = {0} for q 6= ℓ is clear from the
existence of the funciton (5.11). The number of vertices in ∆∗ℓ is less than (n− k+1) = dimVR+1.
Thus we see that ψℓ(x) is an upper convex function. This shows that {∆∗1, · · · ,∆
∗
k} is a nef-partition
of the Minkowski sum ∆∗1 + · · · + ∆
∗
k. The existence of an integral upper convex piecewise linear
function (5.11) shown before means that {∆∗1, · · · ,∆
∗
k} is a dual nef-partition to {∆1, · · · ,∆k}.
3.First of all we remark that the transposition construction entails,
k∑
q=1
T g˜
(q)
j (v
(ν(q))
j − ~v
(ν(q))
τ˜q+1
) = 0.
By virtue of the convexity of the function
∑k
ℓ=1 φℓ (see [10] §2.3) or equivalently
∆1 + · · ·+∆k = {x ∈ VR; 〈x, y〉 ≥ −
k∑
ℓ=1
φℓ(y), y ∈MR},
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the mapping (5.7) is a closed torus embedding. Thus a polynomial whose Newton diagram equals
to ∆∗ℓ in (y1, · · · , yn) variables coincides with a polynomial obtained as a sum of monomials with
exponents from the rows of the RHS of (5.7) i.e.
∏k
ℓ=1
∏
1≤j≤τ˜ℓ x
T~v
(ℓ)
j
− T~v(ℓ)
τ˜ℓ+1
bν(ℓ−1)+j
. Further argument
is parallel to that in [4], §3. Q.E.D.
6 Examples
Example 6.1, Schimmrigk variety As a simple, but non-trivial example we recall the follow-
ing example whose period integral has been studied in [2],
f1(x) =
3∑
i=0
x3i , f2(x) = x1x2x3 + 1,
f3(x) =
3∑
i=1
xix
3
i+3, f4(x) = x0x4x5x6 + 1.
We then have the matrices below after the notation (1.5),
L =


3 0 0 0 0 0 0 1 0 0 0 0 0
0 3 0 0 0 0 0 1 0 0 0 0 0
0 0 3 0 0 0 0 1 0 0 0 0 0
0 0 0 3 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 1 0
0 1 1 1 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 3 0 0 0 0 1 0 0 0
0 0 1 0 0 3 0 0 0 1 0 0 0
0 0 0 1 0 0 3 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 1
1 0 0 0 1 1 1 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0


.
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L
−1 =


1/3 −1/9 −1/9 −1/9 0 1/3 −1/3 0 0 0 0 0 0
0 2/9 −1/9 −1/9 0 1/3 −1/3 0 0 0 0 0 0
0 −1/9 2/9 −1/9 0 1/3 −1/3 0 0 0 0 0 0
0 −1/9 −1/9 2/9 0 1/3 −1/3 0 0 0 0 0 0
−1/9 −1/27 2
27
2
27
0 −1/9 1/9 2/9 −1/9 −1/9 0 1/3 −1/3
−1/9 2
27
−1/27 2
27
0 −1/9 1/9 −1/9 2/9 −1/9 0 1/3 −1/3
−1/9 2
27
2
27
−1/27 0 −1/9 1/9 −1/9 −1/9 2/9 0 1/3 −1/3
0 1/3 1/3 1/3 0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
1/3 −1/9 −1/9 −1/9 0 0 0 1/3 1/3 1/3 0 −1 1
0 0 0 0 0 0 0 0 0 0 0 0 1
0 −1/3 −1/3 −1/3 1 1 −1 0 0 0 0 0 0
−1/3 1/9 1/9 1/9 0 0 0 −1/3 −1/3 −1/3 1 1 −1


.
After the construction (1.4)T based on the transposed matrix t(L) it is easy to see that T fℓ(x) =
fℓ(x), 1 ≤ ℓ ≤ 4. The matrix TL−1 = L−1 gives us linear functions,
ξ(1) = −
1
3
(z1 − 1) +
1
9
(z2 − 1), ξ
(2) = −
1
3
(z2 − 1).
For f(x) as well as for T f(x) we can calculate the Mellin transform of the period integral,
M00,γ(z) = Γ(−
1
3
(z1 − 1) +
1
9
z2)
3Γ(−
1
3
(z2 − 1))
4Γ(z1)Γ(z2) =
Γ(ξ(1))3Γ(ξ(2))4
Γ(3ξ(1) + ξ(2))Γ(3ξ(2))
,
up to 27−periodic functions.
Analogously we can look at the CI defined on T2n+1
f1(x) =
n∑
i=0
xni , f2(x) = x1x2 · · ·xn + 1,
f3(x) =
n∑
i=1
xix
n
i+n, f4(x) = x0xn+1xn+2 · · ·x2n + 1,
whose period integral can be expressed through its Mellin transform,
M00,γ(z) =
Γ(ξ(1))nΓ(ξ(2))n+1
Γ(nξ(1) + ξ(2))Γ(nξ(2))
,
up to nn−periodic functions.
It is worthy to notice that our matrix L satisfies an interesting condition below.
The magic square condition For each fixed q ∈ [1, k], we can find a single valued mapping
σ : b ∈ IΛ → {1, · · · , n} such that
pbq = w
aq
σ(b), for all b ∈ IΛ.
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This condition plays central roˆle in the interpretation of the strange duality found by Arnol’d
on the interchange between Gabrielov number and Dolgachev number from the point of view of the
mirror symmetry [8].
Example 6.2 We consider an example of an hypersurface studied in [2]. We have the following
data after the notations above,
f1(x) = x
7
1 + x
7
2x4 + x
7
3x5 + x
3
4 + x
3
5, f2 = x1x2x3x4x5.
L =


7 0 0 0 0 1 0 0
0 7 0 1 0 1 0 0
0 0 7 0 1 1 0 0
0 0 0 3 0 1 0 0
0 0 0 0 3 1 0 0
0 0 0 0 0 1 0 1
1 1 1 1 1 0 1 0
0 0 0 0 0 0 1 0


,
L
−1 =


6
49 −1/49 −1/49 −
2
49 −
2
49 0 1/7 −1/7
− 2147
19
147 −
2
147 −
11
147 −
4
147 0 2/21 −2/21
− 2147 −
2
147
19
147 −
4
147 −
11
147 0 2/21 −2/21
−1/21 −1/21 −1/21 521 −2/21 0 1/3 −1/3
−1/21 −1/21 −1/21 −2/21 521 0 1/3 −1/3
1/7 1/7 1/7 2/7 2/7 0 −1 1
0 0 0 0 0 0 0 1
−1/7 −1/7 −1/7 −2/7 −2/7 1 1 −1


We have therefore the Mellin transform of the period integral associated to the CI {x ∈ (C×)5
; f1(x) + s1 = 0, f2(x) + 1 = 0} up to 7−periodic functions,
M00,γ(z) = Γ(−
1
7
(z1 − 1))
3Γ(−
2
7
(z1 − 1))
2Γ(z1) =
Γ(ξ(1))3Γ(2ξ(1))2
Γ(7ξ(1))
.
After the construction (1.4)T we see that
T f1(x) = x
7
1 + x
7
2 + x
7
3 + x2x
3
4 + x3x
3
5,
T f2 = x1x2x3x4x5.
We then have the Mellin transform of the period integral associated to the CI {x ∈ (C×)5; T f1(x)+
s1 = 0,
T f2(x) + 1 = 0} up to 147−periodic functions,
M00,γ(z) = Γ(−
1
7
(z1 − 1))Γ(−
2
21
(z1 − 1))
2Γ(−
1
3
(z1 − 1))
2Γ(z1) =
Γ(3ξ(1))Γ(2ξ(1))2Γ(7ξ(1))2
Γ(21ξ(1))
.
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