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Анотацiя. Для одного класу ультрапараболiчних рiвнянь типу Кол-
могорова доведено теореми про коректну розв’язнiсть та iнтегральне
зображення розв’язкiв задачi Кошi, початковi данi в якiй належать
до спецiальних вагових просторiв функцiй та узагальнених борельо-
вих мiр. На основi цих теорем одержано повну характеризацiю вiд-
повiдних класiв розв’язкiв розглянутих рiвнянь.
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Вступ
У статтi розглядається один клас вироджених параболiчних рiв-
нянь другого порядку, який є узагальненням класичного рiвняння
дифузiї з iнерцiєю А. М. Колмогорова i є пiдкласом ультрапараболi-
чних рiвнянь. Цей клас характеризується деякою сталою матрицею
B, елементи якої входять у коефiцiєнти молодших членiв рiвняння.
Коли матриця B має найпростiший вигляд, то розглядуваний клас є
класом E22 з працi [1]. У працях [2–21] вивчаються, взагалi кажучи,
ширшi класи рiвнянь з матрицею B загальнiшого вигляду. Одержанi
в нашiй статтi результати є новими як для рiвнянь iз класу E22, так
i для рiвнянь iз [2–21], якщо матриця B має такий самий вигляд, як
у нас.
Мотивацiю вивчення ультрапараболiчних рiвнянь типу Колмого-
рова можна знайти в [1–21].
Доведенi тут теореми були анонсованi в працi [22]. У доведеннях
iстотно використовуються результати цiєї працi, якi стосуються фун-
даментального розв’язку задачi Кошi (ФРЗК).
Стаття надiйшла в редакцiю 28.12.2009
ISSN 1810 – 3200. c© Iнститут математики НАН України
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1. Рiвняння, припущення,
необхiднi вiдомостi про ФРЗК
Вважатимемо, що n-вимiрна просторова змiнна x складається з
n1-вимiрної змiнної x1 := (x11, . . . , x1n1), n2-вимiрної змiнної x2 :=
(x21, . . . , x2n2) i n3-вимiрної змiнної x3 := (x31, . . . , x3n3), тобто x :=
(x1, x2, x3). Тут n1, n2 i n3 — такi натуральнi числа, що n1 ≥ n2 ≥ n3
i n1+n2+n3 = n. Далi T — задане додатне число, Π(0,T ] := {(t, x)| t ∈
(0, T ], x ∈ Rn}, Π[0,T ] := {(t, x)| t ∈ [0, T ], x ∈ R
n}.
Розглянемо рiвняння вигляду
L(t, x, ∂t, ∂x)u(t, x) := (SB −A(t, x, ∂x1))u(t, x) = f(t, x),
(t, x) ∈ Π(0,T ], (1.1)
де
SB := ∂t−(x,BDx) := ∂t−
n2∑
j=1
( n1∑
s=1
b1sjx1s
)
∂x2j−
n3∑
j=1
( n2∑
s=1
b2sjx2s
)
∂x3j ,
(1.2)
A(t, x, ∂x1) :=
n1∑
j,s=1
ajs(t, x)∂x1j∂x1s +
n1∑
j=1
aj(t, x)∂x1j + a0(t, x), (1.3)
B — матриця розмiру n× n, яка має вигляд
B :=

 O B1 OO O B2
O O O

 , (1.4)
B1, B2 — матрицi, складенi вiдповiдно з дiйсних чисел b1sj , s ∈ {1, . . . ,
n1}, j ∈ {1, . . . , n2}, b
2
sj , s ∈ {1, . . . , n2}, j ∈ {1, . . . , n3}, O — нульовi
матрицi вiдповiдних розмiрiв, Dx := col(∂x11 , . . . , ∂x1n1 , ∂x21 , . . . , ∂x2n2 ,
∂x31 , . . . , ∂x3n3 ), (·, ·) — скалярний добуток в R
n.
Для рiвняння (1.1) будемо припускати виконаними такi умови:
α1) матриця (1.4), в якiй блокиB
1 iB2 записанi вiдповiдно у виглядi(
B1
1
B1
2
)
i
(
B2
1
B2
2
)
, де B11 , B
1
2 , B
2
1 i B
2
2 — матрицi вiдповiдно розмiрiв
n2×n2, (n1−n2)×n2, n3 × n3 i (n2−n3)×n3, задовольняє умови
detBj1 6= 0, j ∈ {1, 2};
α2) iснує така стала δ > 0, що для кожної точки (t, x) ∈ Π[0,T ] i
σ1 := (σ11, . . . , σ1n1) ∈ R
n1 справджується нерiвнiсть
Re
n1∑
j,s=1
ajs(t, x)σ1jσ1s ≥ δ|σ1|
2.
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Припущення щодо гладкостi коефiцiєнтiв диференцiального ви-
разу A, якi зробимо нижче, гарантують лише iснування розв’язкiв
рiвняння (1.1) у певному послабленому сенсi. Наведемо вiдповiднi
означення.
Означення 1.1. Функцiя u називається диференцiйовною за Лi в
точцi (t, x) вiдносно векторного поля, заданого диференцiальним ви-
разом (1.2), якщо iснує скiнченна границя
(SLBu)(t, x) := lim
h→0
1
h
(u(γ(t, x, h))− u(γ(t, x, 0))),
де γ(t, x, h) := (t − h, (ehB
′
x′)′), h ∈ Rn, — iнтегральна крива зада-
ного векторного поля, яка проходить через точку (t, x) (тут i далi
штрих означає транспонування матрицi). Границя (SLBu)(t, x) на-
зивається похiдною Лi вiд функцiї u в точцi (t, x) вiдносно заданого
векторного поля.
Зауважимо, що якщо iснують похiднi ∂tu, ∂x2ju i ∂x3ju в точцi
(t, x), то (SLBu)(t, x) = (SBu)(t, x).
Означення 1.2. Функцiю u називатимемо L-розв’язком рiвняння
(1.1) в Π(0,T ], якщо iснують у Π(0,T ] неперервнi похiдна Лi SLBu та
звичайнi похiднi ∂x1ju i ∂x1j∂x1su, {j, s} ⊂ {1, . . . , n1}, i в кожнiй
точцi (t, x) ∈ Π(0,T ] задовольняється рiвняння
(SLB −A(t, x, ∂x1))u(t, x) = f(t, x).
Надалi пiд розв’язками рiвняння (1.1) розумiтимемо L-розв’язки,
а пiд виразом SBu — похiдну Лi S
L
Bu.
Використовуючи структуру матрицi B, описану в умовi α1, легко
переконатись, що
(ehB
′
x′)′ = X(h) := (X1(h), X2(h), X3(h)),
Xs(h) := (Xs1(h), . . . , Xsns(h)), s ∈ {1, 2, 3},
X1j(h) := x1j , j ∈ {1, . . . , n1},
X2j(h) := x2j + h
n1∑
k=1
b1kjx1k, j ∈ {1, . . . , n2},
X3j(h) := x3j + h
n2∑
s=1
b2sjx2s +
h2
2
n1∑
k=1
n2∑
s=1
b2sjb
1
ksx1k, j ∈ {1, . . . , n3},
γ(t, x, h) = (t− h,X(h)), h ∈ R. (1.5)
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Зауважимо, що крiм точки X(h) будемо використовувати iншi
аналогiчнi точки, побудованi не за змiнною x, а за iншими змiнни-
ми (наприклад, точка Ξ(h), яка побудована за змiнною ξ).
Щоб сформулювати наступнi припущення щодо коефiцiєнтiв ви-
разу (1.3) введемо поняття гельдерових функцiй.
Означення 1.3. Функцiю f(t, x), (t, x) ∈ Π[0,T ], називатимемо B-
гельдеровою з показником α ∈ (0, 1] в Π[0,T ], якщо iснує така стала
H > 0, що для будь-яких {(t, x), (τ, ξ)} ⊂ Π[0,T ] виконується нерiв-
нiсть
|f(t, x)− f(τ, ξ)| ≤ H (d(t,X(t− τ); τ, ξ))α ,
де
d(x, ξ) :=
3∑
s=1
|xs − ξs|
1/(2s−1), d(t, x; τ, ξ) := |t− τ |1/2 + d(x, ξ) —
(1.6)
спецiальнi вiдстанi вiдповiдно мiж точками x i ξ та (t, x) i (τ, ξ).
Крiм умов α1 i α2 використовуватимемо ще такi умови:
α3) коефiцiєнти виразу A(t, x, ∂x1) — обмеженi та B-гельдеровi з
показником α ∈ (0, 1) в Π[0,T ];
α4) коефiцiєнти виразу A(t, x, ∂x1) мають обмеженi та B-гельдеровi
з показником α ∈ (0, 1) в Π[0,T ] похiднi того самого вигляду, при
яких вони стоять.
Якщо виконуються умови α1–α3, то згiдно з [22] для рiвняння
(1.1) iснує ФРЗК Z, для якого справджуються оцiнки
|∂k1x1Z(t, x; τ, ξ)| ≤ C(t− τ)
−M−|k1|/2Ec(t, x; τ, ξ),
k1 := (k11, . . . , k1n1) ∈ Z
n1
+ , |k1| := k11 + · · ·+ k1n1 ≤ 2,
(1.7)
|SBZ(t, x; τ, ξ)| ≤ C(t− τ)
−M−1Ec(t, x; τ, ξ), (1.8)∣∣∣∣∣
∫
Rn
∂k1x1Z(t, x; τ, ξ) dξ
∣∣∣∣∣ ≤ C(t− τ)−1+α/2, |k1| = 2, (1.9)∣∣∣∣∣
∫
Rn
SZ(t, x; τ, ξ) dξ
∣∣∣∣∣ ≤ C(t− τ)−1+α/2, (1.10)
в яких M := (n1 + 3n2 + 5n3)/2,
Ec(t, x; τ, ξ) := exp
{
− c
3∑
s=1
(t− τ)1−2s|Xs(t− τ)− ξs|
2
}
,
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0 ≤ τ < t ≤ T , {x, ξ} ⊂ Rn, C i c — додатнi сталi.
За додаткової умови α4 для Z виконується формула згортки
Z(t, x; τ, ξ) =
∫
Rn
Z(t, x;λ, y)Z(λ, y; τ, ξ) dy,
0 ≤ τ < γ < t ≤ T, {x, ξ} ⊂ Rn, (1.11)
i ФРЗК Z є нормальним, тобто функцiя
Z∗(τ, ξ; t, x) := Z(t, x; τ, ξ), 0 ≤ τ < t ≤ T, {x, ξ} ⊂ Rn, (1.12)
(тут i далi риска зверху означає комплексне спряження) є ФРЗК для
спряженого до (1.1) рiвняння
L∗(τ, ξ, ∂τ , ∂ξ)v := S
∗
Bv −
n1∑
j,s=1
∂ξ1j∂ξ1s(ajs(τ, ξ)v)
+
n1∑
j=1
∂ξ1j (aj(τ, ξ)v)− a0(τ, ξ)v = g(τ, ξ), (τ, ξ) ∈ Π[0,T ), (1.13)
в якому
S∗B := −∂τ +
n2∑
j=1
( n1∑
s=1
b1sjξ1s
)
∂ξ2j +
n3∑
j=1
( n2∑
s=1
b2sjξ2s
)
∂ξ3j
або похiдна Лi вiдносно векторного поля, заданого цим виразом.
2. Формулювання основних результатiв
Наведенi вище результати про ФРЗК дозволяють дослiдити вла-
стивостi вiдповiдних потенцiалiв i на їх основi довести для рiвняння
(1.1) теореми про коректну розв’язнiсть задачi Кошi та iнтегральне
зображення розв’язкiв.
ФРЗК Z породжує iнтеграл Пуассона функцiї ϕ
(Pϕ)(t, x) :=
∫
Rn
Z(t, x; 0, ξ)ϕ(ξ) dξ, (t, x) ∈ Π(0,T ], (2.1)
iнтеграл Пуассона узагальненої борельової мiри µ
(P0µ)(t, x) :=
∫
Rn
Z(t, x; 0, ξ) dµ(ξ), (t, x) ∈ Π(0,T ], (2.2)
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та об’ємний потенцiал густини f
(V f)(t, x) :=
t∫
0
dτ
∫
Rn
Z(t, x; τ, ξ)f(τ, ξ) dξ, (t, x) ∈ Π(0,T ]. (2.3)
Оскiльки при |x| → ∞ функцiя Z прямує до нуля, то густини потенцi-
алiв (2.1)–(2.3) можуть вiдповiдно зростати. При цьому самi потенцi-
али, а отже, i розв’язки можуть експоненцiально зростати при |x| →
∞. Як вiдомо з [1] в аналогiчних випадках, порядки такого зростання
визначаються порядками рiвнянь, а типи зростання описуються спе-
цiальними функцiями вiд t. За аналогiєю з [1] для рiвняння (1.1) озна-
чимо вiдповiднi набори функцiй ~k(t,~a) := (k1(t, a1), k2(t, a2), k3(t, a3))
i ~l(t) := (l1(t), l2(t), l3(t)), t ∈ [0, T ], формулами
ks(t, as) := c0as(c0 − ast
2s−1)−1, s ∈ {1, 2, 3};
l1(t) := k1(t, a1) + 2t
2‖B1‖
2
k2(t, a2) + t
4(‖B1‖‖B2‖)2k3(t, a3),
l2(t) := 2k2(t, a2) + 4t
2‖B2‖
2
k3(t, a3), l3(t) := 4k3(t, a3),
де c0 ∈ (0, c), c — стала з оцiнок (1.7) i (1.8), ~a := (a1, a2, a3) — набiр
таких невiд’ємних чисел, що T < mins∈{1,2,3}(c0/as)
1/(2s−1), ‖B1‖ i
‖B2‖ — норми вiдповiдно матриць B1 i B2.
Запровадимо позначання
Φr(t, x) := exp
{
r
3∑
s=1
ks(t, as)|Xs(t)|
2
}
,
Ψr(t, x) := exp
{
r
3∑
s=1
ls(t)|x3|
2
}
,
r ∈ R.
Зауважимо, що
~k(0,~a) = ~a, ks(t, as) ≥ as, s ∈ {1, 2, 3};
k1(t− τ, k1(τ, a1)) = k1(t, a1),
ks(t− τ, ks(τ, as)) ≤ ks(t, as),
s ∈ {2, 3},
0 ≤ τ ≤ t ≤ T,
(2.4)
а також справджується нерiвнiсть
Ec0(t, x; τ, ξ)Φ1(τ, ξ) ≤ Φ1(t, x), 0 ≤ τ < t ≤ T, {x, ξ} ∈ R
n. (2.5)
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Використовуючи означення точок Xs(t), s ∈ {1, 2, 3}, з (1.5) та
нерiвностi |a + b|2 ≤ 2(|a|2 + |b|2), |a + b + c|2 ≤ 4(|a|2 + |b|2 + |c|2),
{a, b, c} ∈ Rm, маємо
|X2(t)|
2 =
∣∣x2 + t((B1)′x1′)′∣∣2
≤ 2
(
|x2|
2 + t2|((B1)′x1
′)′|
2)
≤ 2
(
|x2|
2 + t2||B1||
2
|x1|
2),
|X3(t)|
2 =
∣∣∣x3 + t((B2)′x2′)′ + 1
2
t2[(B2)′(B1)′x1
′]′
∣∣∣2
≤ 4
(
|x3|
2 + |t((B2)′x2
′)′|
2
+
∣∣∣1
2
t2((B2)′(B1)′x1
′)′
∣∣∣2)
≤ 4
(
|x3|
2 + t2‖B2‖
2
|x2|
2 + 2−2t4‖B1‖
2
‖B2‖
2
|x1|
2
)
. (2.6)
Тому
Ψ−1(t, x) ≤ Φ−1(t, x), (t, x) ∈ Π[0,T ]. (2.7)
Нехай p ∈ [1,∞] i u(t, x), (t, x) ∈ Π[0,T ], — задана комплекснозна-
чна функцiя, вимiрна за x при будь-якому t ∈ [0, T ]. Для кожного
t ∈ [0, T ] означимо норми
‖u(t, · )‖
~k(t,~a)
p := ‖u(t, · )Φ−1(t, · )‖Lp(Rn),
‖u(t, · )‖
~l(t)
p := ‖u(t, · )Ψ−1(t, · )‖Lp(Rn).
Використовуватимемо такi простори:
L
~k(t,~a)
p , t ∈ [0, T ], p ∈ [1,∞], — простори вимiрних функцiй ϕ : Rn → C,
для яких є скiнченними норми ‖ϕ‖
~k(t,~a)
p ; L~ap := L
~k(0,~a)
p ;
M~a — простiр злiченно адитивних функцiй µ : B → C (узагальнених
борельових мiр в Rn), якi задовольняють умову
‖µ‖~a :=
∫
Rn
Φ−1(0, x) d|µ|(x) <∞,
де B — σ-алгебра борельових множин в Rn, а |µ| — повна варiацiя µ;
L
−~l(T )
1 — простiр вимiрних функцiй ψ : R
n → C зi скiнченною нормою
‖ψ‖
−~l(T )
1 := ‖ψ( · )Ψ1(T, · )‖L1(Rn);
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C
−~l(T )
0 — простiр таких неперервних функцiй ψ : R
n → C, що |ψ(x)|×
Ψ1(T, x)→ 0 при |x| → ∞; для ψ ∈ C
−~l(T )
0 покладемо ‖ψ‖
−~l(T )
∞ :=
supx∈Rn(|ψ(x)|Ψ1(T, x)).
Зауважимо, що з (2.5) випливає нерiвнiсть
‖u(t, · )‖
~l(t)
p ≤ ‖u(t, · )‖
~k(t,~a)
p , t ∈ [0, T ], p ∈ [1,∞]. (2.8)
а оскiльки l1(t) ≥ a1, ls(t) > as, s ∈ {2, 3}, t ∈ [0, T ], то для ϕ ∈ L
~a
p
маємо
‖ϕ‖
~l(t)
p ≤ ‖ϕ‖
~a
p, t ∈ [0, T ], p ∈ [1,∞]. (2.9)
Сформулюємо основнi теореми для рiвняння (1.1). При цьому для
його правої частини будемо використовувати умови
βp) функцiя f : Π(0,T ] → C неперервна, локально гельдерова за x
вiдносно вiдстанi d(x, ξ) iз (1.5) рiвномiрно щодо t та для будь-
якого t ∈ (0, T ] є скiнченними величини ‖f(t, · )‖
~k(t,~a)
p i Fp(t) :=∫ t
0 ‖f(τ, · )‖
~k(τ,~a)
p dτ , p ∈ [1,∞].
Теорема 2.1. Нехай виконуються умови α1–α4. Тодi є правильни-
ми такi твердження:
1) для довiльної функцiї ϕ ∈ L~ap та будь-якої функцiї f , яка задо-
вольняє умову βp, p ∈ [1,∞], формула
u(t, x) = (Pϕ)(t, x) + (V f)(t, x), (t, x) ∈ Π(0,T ], (2.10)
де оператори P i V означено в (2.1) i (2.3), визначає єдиний
розв’язок рiвняння (1.1), для якого справджується оцiнка
‖u(t, · )‖
~k(t,~a)
p ≤ C(‖ϕ‖
~a
p + Fp(t)), t ∈ (0, T ], (2.11)
при p ∈ [1,∞) — спiввiдношення
lim
t→0
‖u(t, · )− ϕ(·)‖
~l(t)
p = 0, (2.12)
а при p =∞ — спiввiдношення
lim
t→0
∫
Rn
ψ(x)u(t, x) dx =
∫
Rn
ψ(x)ϕ(x) dx (2.13)
для будь-якої функцiї ψ ∈ L−
~l(T )
1 ;
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2) для будь-якої узагальненої мiри µ ∈ M~a i функцiї f , що задо-
вольняє умову β1, формулою
u(t, x) = (P0µ)(t, x) + (V f)(t, x), (t, x) ∈ Π(0,T ], (2.14)
де оператори P0 i V означено в (2.2) i (2.3), визначається єди-
ний розв’язок рiвняння (1.1), для якого справджується оцiнка
‖u(t, · )‖
~k(t,~a)
1 ≤ C(‖µ‖
~a + F1(t)), t ∈ (0, T ], (2.15)
i спiввiдношення
lim
t→0
∫
Rn
ψ(x)u(t, x) dx =
∫
Rn
ψ(x) dµ(x) (2.16)
для довiльної функцiї ψ ∈ C−
~l(T )
0 .
Наступна теорема є в певному сенсi оберненою до теореми 2.1.
Теорема 2.2. Нехай для коефiцiєнтiв рiвняння (1.1) виконуються
умови α1–α4, для його правої частини f — умова βp, а для його
розв’язку u, визначеного в Π(0,T ], справджується нерiвнiсть
‖u(t, · )‖
~k(t,~a)
p ≤ C, t ∈ (0, T ], (2.17p)
з деякими сталими C > 0 i p ∈ [1,∞]. Тодi при p ∈ (1,∞] iснує єдина
функцiя ϕ ∈ L~ap, а при p = 1 — єдина узагальнена мiра µ ∈M
~a такi,
що розв’язок u зображується вiдповiдно у виглядi (2.10) i (2.14).
Наслiдок 2.1. З теорем 2.1 i 2.2 випливає, що за умов на коефiцi-
єнти та праву частину f рiвняння (1.1) є правильними такi твер-
дження:
1) простори L~ap iM
~a є множинами початкових значень розв’язкiв
рiвняння (1.1) тодi й тiльки тодi, коли цi розв’язки задоволь-
няють умову (2.17p) при p ∈ (1,∞] i p = 1 вiдповiдно;
2) для зображення розв’язкiв рiвняння (1.1) у виглядi (2.10) чи
(2.14) з ϕ ∈ L~ap i µ ∈M
~a необхiдно й досить, щоб виконувалась
умова (2.17p);
3) розв’язки рiвняння (1.1), для яких виконується умова (2.17p),
задовольняють початковi умови при t = 0 в сенсi (2.12), (2.13)
i (2.16).
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Наслiдок 2.2. Нехай p ∈ [1,∞], виконуються умови α1–α4, Up —
клас усiх розв’язкiв рiвняння (1.1) з f = 0, якi належать до просто-
ру L
~k(t,~a)
p як функцiї x при кожному фiксованому t ∈ (0, T ] i для яких
виконується умова (2.17p). З теорем 2.1 i 2.2 i наслiдку 2.1 випливає,
що класи Up, p ∈ (1,∞], i U1 є множинами значень операторiв P i
P0, визначених формулами (2.1) i (2.2) на вiдповiдно просторах L~ap i
M~a, причому цi оператори встановлюють вiдповiдно гомеоморфiзми
L~ap ↔ Up i M
~a ↔ U1.
У наступних пунктах наведемо доведення теорем 1.1 i 1.2.
3. Властивостi iнтегралiв Пуассона
Вивчимо властивостi iнтегралiв (2.1) i (2.2). Припускатимемо, що
виконуються умови α1–α3.
Лема 3.1. Якщо ϕ ∈ L~ap, p ∈ [1,∞], то для функцiї u1 := Pϕ справд-
жується оцiнка
‖u1(t, · )‖
~k(t,~a)
p ≤ C‖ϕ‖
~a
p, t ∈ (0, T ]. (3.1)
Доведення. Нехай спочатку p = ∞. На пiдставi оцiнок (1.7) для
(t, x) ∈ Π(0,T ] маємо
|u1(t, x)| ≤ C
∫
Rn
|Z(t, x; 0, ξ)||ϕ(ξ)| dξ
≤ C
∫
Rn
t−MEc(t, x; 0, ξ)(|ϕ(ξ)|Φ−1(0, ξ))Φ1(0, ξ) dξ
≤ C‖ϕ‖~a∞
∫
Rn
t−MEc−c0(t, x; 0, ξ)(Ec0(t, x; 0, ξ)Φ1(0, ξ)) dξ.
Використовуючи нерiвнiсть (2.5) i те, що для t > 0, x ∈ Rn i δ > 0∫
Rn
t−MEδ(t, x; 0, ξ) dξ = C, (3.2)
одержуємо
|u1(t, x)| ≤ C‖ϕ‖
~a
∞Φ1(t, x), (t, x) ∈ Π(0,T ],
звiдки випливає оцiнка (3.1) для p =∞.
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Розглянемо випадок, коли p ∈ (1,∞). За допомогою оцiнок (1.7) i
(2.5), а також нерiвностi Гельдера маємо
|u1(t, x)| ≤ C
∫
Rn
(|ϕ(ξ)|Φ−1(0, ξ))E(c−c0)/2(t, x; 0, ξ)
× E(c+c0)/2(t, x; 0, ξ)Φ1(0, ξ)t
−M dξ
≤ C
( ∫
Rn
|ϕ(ξ)|pΦ−p(0, ξ)Ep(c−c0)/2(t, x; 0, ξ) dξ
)1/p
×
( ∫
Rn
Ep′(c+c0)/2(t, x; 0, ξ)Φp′(0, ξ) dξ
)1/p′
t−M
≤ C
( ∫
Rn
|ϕ(ξ)|pΦ−p(0, ξ)Ep(c−c0)/2(t, x; 0, ξ)t
−M dξ
)1/p
× Φ1(t, x)
( ∫
Rn
Ep′(c−c0)/2(t, x; 0, ξ)t
−M dξ
)1/p′
, (t, x) ∈ Π(0,T ],
де число p′ таке, що 1/p + 1/p′ = 1. На пiдставi рiвностi (3.2) та
аналогiчної рiвностi∫
Rn
t−MEδ(t, x; 0, ξ) dx = C, t > 0, δ > 0, ξ ∈ R
n, (3.3)
звiдси одержуємо
‖u1(t, ·)‖
~k(t,~a)
p
≤ C
( ∫
Rn
( ∫
Rn
|ϕ(ξ)|pΦ−p(0, ξ)Ep(c−c0)/2(t, x; 0, ξ)t
−M dξ
)
dx
)1/p
= C
( ∫
Rn
|ϕ(ξ)|pΦ−p(0, ξ)
( ∫
Rn
Ep(c−c0)/2(t, x; 0, ξ)t
−M dx
)
dξ
)1/p
= C‖ϕ‖~ap, t ∈ (0, T ].
Якщо p = 1, то за допомогою нерiвностей (1.7) i (2.5) маємо
|u1(t, x)|
≤ C
∫
Rn
|ϕ(ξ)|Φ−1(0, ξ)Ec−c0(t, x; 0, ξ)Ec0(t, x; 0, ξ)Φ1(0, ξ)t
−M dξ
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≤ CΦ1(t, x)
∫
Rn
|ϕ(ξ)|Φ−1(0, ξ)Ec−c0(t, x; 0, ξ)t
−M dξ,
(t, x) ∈ Π(0,T ],
звiдки, враховуючи рiвнiсть (3.3), одержуємо для t ∈ (0, T ]
‖u1(t, · )‖
~k(t,~a)
1
≤ C
∫
Rn
|ϕ(ξ)|Φ−1(0, ξ)
( ∫
Rn
Ec−c0(t, x; 0, ξ)t
−M dx
)
dξ
= C‖ϕ‖~a1.
З’ясуємо, в якому сенсi функцiя u1 задовольняє початкову умову.
Лема 3.2. Нехай ϕ ∈ L~ap, p ∈ [1,∞]. Тодi при p ∈ [1,∞)
lim
t→0
‖u1(t, · )− ϕ(·)‖
~l(t)
p = 0, (3.4)
а при p = ∞ u1(t, · ) →
t→0
ϕ слабко, тобто для будь-яких ψ ∈ L−
~l(T )
1
справджується спiввiдношення
lim
t→0
∫
Rn
ψ(x)u1(t, x) dx =
∫
Rn
ψ(x)ϕ(x) dx. (3.5)
Доведення. Нехай p ∈ [1,∞). Треба довести, що для довiльного ε >
0 iснує δ ∈ (0, T ) таке, що для будь-яких t ∈ (0, δ) справджується
нерiвнiсть
‖(Pϕ)(t, · )− ϕ(·)‖
~l(t)
p < ε. (3.6)
Для R > 0 розглянемо функцiю ϕ(R), що визначається рiвностями
ϕ(R)(x) :=
{
ϕ(x), x ∈ BR,
0, x ∈ Rn \BR,
де BR := {x ∈ R
n | d(x, 0) ≤ R}. Маємо
‖(Pϕ)(t, · )− ϕ(·)‖
~l(t)
p ≤ ‖(P (ϕ− ϕ
(R)))(t, · )‖
~l(t)
p
+ ‖(Pϕ(R))(t, · )− ϕ(R)(·)‖
~l(t)
p + ‖ϕ− ϕ
(R)‖
~l(t)
p , t ∈ (0, T ]. (3.7)
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На пiдставi леми 3.1 справджується нерiвнiсть
‖(P (ϕ− ϕ(R)))(t, · )‖
~k(t,~a)
p ≤ C‖ϕ− ϕ
(R)‖~ap, t ∈ (0, T ]. (3.8)
Використовуючи нерiвностi (2.8), (2.9), (3.7) i (3.8), одержуємо
‖(Pϕ)(t, · )− ϕ(·)‖
~l(t)
p ≤ (C + 1)‖ϕ− ϕ
(R)‖~ap
+ ‖(Pϕ(R))(t, · )− ϕ(R)(·)‖
~l(t)
p , t ∈ (0, T ].
Нехай ε > 0 задане. Виберемо R > 0 так, щоб
‖ϕ− ϕ(R)‖~ap =
( ∫
Rn\BR
|ϕ(x)|pΦ−p(0, x) dx
)1/p
< ε/(2(C + 1)).
Оскiльки
‖(Pϕ(R))(t, · )− ϕ(R)(·)‖
~l(t)
p ≤ ‖(Pϕ
(R))(t, · )− ϕ(R)(·)‖Lp(Rn) =: I
1/p,
то для доведення (3.6) досить довести iснування такого δ ∈ (0, T ), що
для будь-якого t ∈ (0, δ) виконується нерiвнiсть
I1/p < ε/2. (3.9)
Запишемо I у виглядi I = I1 + I2, де
I1 :=
∫
Rn\B2R
∣∣∣∣∣
∫
BR
Z(t, x; 0, ξ)ϕ(R)(ξ) dξ
∣∣∣∣∣
p
dx,
I2 :=
∫
B2R
∣∣∣∣∣
∫
BR
Z(t, x; 0, ξ)ϕ(R)(ξ) dξ − ϕ(R)(x)
∣∣∣∣∣
p
dx.
При p = 1 одержуємо
I1 ≤ C
∫
Rn\B2R
( ∫
BR
|ϕ(R)(ξ)|Ec(t, x; 0, ξ)t
−M dξ
)
dx
= C
∫
BR
|ϕ(R)(ξ)|
( ∫
Rn\B2R
Ec(t, x; 0, ξ)t
−M dx
)
dξ. (3.10)
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Зауважимо, що iснує число δ0 ∈ (0, 1) таке, що для будь-яких
t ∈ (0, δ0), x ∈ R
n \B2R i ξ ∈ BR справджується оцiнка
ρ(t, x, ξ) :=
3∑
s=1
t1−2s|Xs(t)− ξs|
2 ≥ t−1(R/2)2. (3.11)
Справдi, для t ∈ (0, 1) маємо
ρ(t, x, ξ) ≥ t−1|X(t)− ξ|2 ≥ t−1
∣∣|X(t)| − |ξ| ∣∣2. (3.12)
Далi, використовуючи позначення
Y (t) :=
(
0, . . . , 0︸ ︷︷ ︸
n1
,−t
n1∑
k=1
b1k1x1k, . . . ,−t
n1∑
k=1
b1kn2x1k,
− t
n2∑
s=1
b2s1x2s − 2
−1t2
n1∑
k=1
n2∑
s=1
b2s1b
1
ksx1k, . . . ,
− t
n2∑
s=1
b2sn3x2s − 2
−1t2
n1∑
k=1
n2∑
s=1
b2sn3b
1
ksx1k
)
,
для t ∈ (0, 1) одержуємо
|X(t)| = |x− Y (t)| ≥
∣∣|x| − |Y (t)| ∣∣, (3.13)
|Y (t)| ≤
(
t2
n2∑
j=1
( n1∑
k=1
|b1kj ||x1k|
)2
+ t2
n3∑
j=1
( n2∑
s=1
|b2sj ||x2s|
)2
+ 4−1t4
n3∑
j=1
(
n1∑
k=1
n2∑
s=1
|b2sj ||b
1
ks||x1k|
)2)1/2
≤ c1t|x|. (3.14)
Нехай число δ0 > 0 таке, що c1δ0 ≤ 1/4, тодi з (3.14) для будь-яких
t ∈ (0, δ0) i x ∈ R
n \B2R випливає нерiвнiсть |X(t)| ≥ (3/4)|x| ≥ 3R/2,
а тодi з (3.12) одержуємо (3.11).
З нерiвностi (3.10) за допомогою оцiнки (3.11) i рiвностi (3.3) ви-
пливає, що
I1 ≤ C exp{c1R
2t−1}
∫
Rn
|ϕ(R)(ξ)|
( ∫
Rn
Ec0(t, x; 0, ξ)t
−M dx
)
dξ
= C‖ϕ(R)‖L1(Rn) exp{−c1R
2t−1}, t ∈ (0, δ0), (3.15)
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де c1 := (c− c0)/4.
При p > 1 за допомогою (1.7), (3.2), (3.12) i нерiвностi Гельдера
для t ∈ (0, δ0) i x ∈ R
n \B2R маємо∣∣∣∣∣
∫
BR
Z(t, x; 0, ξ)ϕ(R)(ξ) dξ
∣∣∣∣∣
≤ C
( ∫
BR
|ϕ(R)(ξ)|pEp(c−c0)/2(t, x; 0, ξ)t
−M dξ
)1/p
×
( ∫
BR
Ep′(c+c0)/2(t, x; 0, ξ)t
−M dξ
)1/p′
≤ C exp{−c1R
2t−1/2}
×
( ∫
BR
|ϕ(R)(ξ)|pEp(c−c0)/2(t, x; 0, ξ)t
−M dξ
)1/p
×
( ∫
Rn
Ep′c0(t, x; 0, ξ)t
−M dξ
)1/p′
= C exp{−c1R
2t−1/2}
×
( ∫
BR
|ϕ(R)(ξ)|pEp(c−c0)/2(t, x; 0, ξ)t
−M dξ
)1/p
,
звiдки одержуємо
I1 ≤ C exp{−pc1R
2t−1/2}
×
∫
Rn\B2R
( ∫
BR
|ϕ(R)(ξ)|pEp(c−c0)/2(t, x; 0, ξ)t
−M dξ
)
dx
≤ C‖ϕ(R)‖Lp(Rn) exp{−pc1R
2t−1/2}, t ∈ (0, δ0). (3.16)
Оцiнимо I2. Нехай ϕ
(R)
h — середня функцiя для ϕ
(R). Для неї (на
пiдставi властивостей середнiх функцiй) справджується спiввiдноше-
ння
‖ϕ(R) − ϕ
(R)
h ‖Lp(Rn)−→h→0
0 (3.17)
i при фiксованому h > 0 рiвномiрно щодо x ∈ B2R∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)ϕ
(R)
h (ξ) dξ − ϕ
(R)
h (x)
∣∣∣∣∣ →t→0 0. (3.18)
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Маємо
I
1/p
2 ≤
( ∫
B2R
∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)(ϕ(R)(ξ)− ϕ
(R)
h (ξ)) dξ
∣∣∣∣∣
p
dx
)1/p
+
( ∫
B2R
∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)ϕ
(R)
h (ξ) dξ − ϕ
(R)
h (x)
∣∣∣∣∣
p
dx
)1/p
+
( ∫
B2R
|ϕ
(R)
h (x)− ϕ
(R)(x)|p dx
)1/p
.
Повторивши для першого доданка оцiнки, аналогiчнi до проведених
при доведеннi леми 1.1 (тiльки без вагової функцiї), i використавши
спiввiдношення (3.17) i (3.18), одержимо, що iснує така стала δ2 > 0,
що для будь-яких t ∈ (0, δ2) виконується нерiвнiсть
I2 < (1/2)(ε/2)
p. (3.19)
З нерiвностей (3.15) i (3.16) випливає iснування такого δ1 > 0, що
для будь-яких t ∈ (0, δ1) справджується нерiвнiсть I1 < (1/2)(ε/2)
p.
Звiдси i з (3.19) випливає виконання нерiвностi (3.9) для всiх t ∈ (0, δ),
де δ — найменше з чисел δ1 i δ2.
Доведемо спiввiдношення (3.5). Спочатку зауважимо, що iнтегра-
ли з (3.5) мають сенс при будь-яких ϕ ∈ L~a∞, ψ ∈ L
−~l(T )
1 i t ∈ (0, T ],
оскiльки на пiдставi нерiвностi (2.8) i леми 3.1 ‖u(t, · )‖
~l(t)
∞ < ∞ для
будь-яких t ∈ (0, T ], якщо ϕ ∈ L~a∞. Справдi, на пiдставi того, що для
будь-яких t ∈ (0, T ] as ≤ ls(t) ≤ ls(T ), s ∈ {1, 2, 3}, маємо∣∣∣∣∣
∫
Rn
ψ(x)u1(t, x) dx
∣∣∣∣∣ ≤
∫
Rn
(|ψ(x)|Ψ1(T, x))
× (|u1(t, x)|Ψ−1(t, x)) dx ≤ ‖ψ‖
−~l(T )
1 ‖u1(t, · )‖
~l(t)
∞ <∞,
∣∣∣∣∣
∫
Rn
ψ(x)ϕ(x) dx
∣∣∣∣∣ ≤
∫
Rn
(|ψ(x)|Ψ1(T, x))
× (|ϕ(x)|Φ−1(0, x)) dx ≤ ‖ψ‖
−~l(T )
1 ‖ϕ‖
~a
∞ <∞.
На пiдставi (2.1) для доведення (3.5) досить установити, що∫
Rn
(v(t, ξ)− ψ(ξ))ϕ(ξ) dξ →
t→0
0,
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де
v(t, ξ) :=
∫
Rn
Z(t, x; 0, ξ)ψ(x) dx.
Оскiльки ϕ ∈ L~a∞, то маємо∣∣∣∣∣
∫
Rn
(v(t, ξ)− ψ(ξ))ϕ(ξ) dξ
∣∣∣∣∣ ≤ ‖ϕ‖~a∞
∫
Rn
|v(t, ξ)− ψ(ξ)|Φ1(0, ξ) dξ
i для доведення (3.5) треба довести, що∫
Rn
|v(t, ξ)− ψ(ξ)|Φ1(0, ξ) dξ →
t→0
0. (3.20)
Оскiльки as < ks(T, as), s ∈ {1, 2, 3}, то iснує таке γ > 0, що
ls(T ) ≥ ks(T, as) ≥ gs(t) := c0ks(T, as)/(c0 + ks(T, as)t
2s−1) ≥ as, s ∈
{1, 2, 3}, для всiх t ∈ [0, γ]. Тому
G(t, ξ) := exp
{ 3∑
s=1
gs(t)|ξs|
2
}
≥ Φ1(0, ξ), t ∈ [0, γ], ξ ∈ R
n,
i для доведення (3.20) досить для будь-якого ε > 0 довести iснування
такого δ ∈ (0, γ), що для всiх t ∈ (0, δ) справджується нерiвнiсть
‖v(t, · )− ψ(·)‖
−~g(t)
1 := ‖(v(t, · )− ψ(·))G(t, · )‖L1(Rn) < ε, (3.21)
де ~g(t) := (g1(t), g2(t), g3(t)).
Доведення (3.21) аналогiчне до доведення (3.6). Для функцiї ψ
введемо функцiю ψ(R) так само, як там для ϕ була введена функцiя
ϕ(R). Для t ∈ (0, γ) маємо
‖v(t, · )− ψ(·)‖
−~g(t)
1 ≤
∥∥∥∥∥
∫
Rn
Z(t, x; 0, ξ)(ψ − ψ(R))(x) dx
∥∥∥∥∥
−~g(t)
1
+
∥∥∥∥∥
∫
Rn
Z(t, x; 0, ξ)ψ(R)(x) dx−ψ(R)(ξ)
∥∥∥∥∥
−~g(t)
1
+‖ψ−ψ(R)‖
−~g(t)
1 =:
3∑
j=1
Jj .
(3.22)
Оцiнимо J1. За допомогою оцiнки (1.7) маємо∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)(ψ − ψ(R))(x) dx
∣∣∣∣∣
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≤ C
∫
Rn
Ec−c0(t, x; 0, ξ)
(
Ec0(t, x; 0, ξ) exp
{
−
3∑
s=1
ks(T, as)|Xs(t)|
2
})
× |(ψ − ψ(R))(x)|Ψ1(T, x)t
−M dx
≤ C(G(t, ξ))−1
∫
Rn
Ec−c0(t, x; 0, ξ)(|(ψ − ψ
(R))(x)|Ψ1(T, x))t
−M dx.
(3.23)
Тут використанi нерiвнiсть
3∑
s=1
ks(T, as)|Xs(t)|
2 ≤
3∑
s=1
ls(T )|x|
2, t ≥ 0, x ∈ Rn, (3.24)
яка справджується на пiдставi (2.6) та означення ~l(T ), i нерiвнiсть
Ec0(t, x; 0, ξ) exp
{
−
3∑
s=1
ks(T, as)|Xs(t)|
2
}
≤ (G(t, ξ))−1,
t ≥ 0, {x, ξ} ⊂ Rn, (3.25)
яка доводиться так само, як (2.5).
З (3.23) за допомогою рiвностi (3.2) випливає, що
J1 ≤ C‖ψ − ψ
(R)‖
−~l(T )
1 , t ∈ (0, γ). (3.26)
На пiдставi того, що gs(t) ≤ gs(T ), t ∈ (0, γ), s ∈ {1, 2, 3}, маємо
J3 ≤ ‖ψ − ψ
(R)‖
−~l(T )
1 , t ∈ (0, γ),
тому
J1 + J3 ≤ (C + 1)‖ψ − ψ
(R)‖
−~l(T )
1 , t ∈ (0, γ).
Оскiльки
‖ψ − ψ(R)‖
−~l(T )
1 =
∫
Rn\BR
|ψ(x)|Ψ1(T, x) dx →
R→∞
0,
то
J1 + J3 →
R→∞
0, t ∈ (0, γ). (3.27)
Розглянемо вираз J2. Запишемо його у виглядi
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J2 =
∫
Rn\B2R
∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)ψ(R)(x) dx
∣∣∣∣∣G(t, ξ) dξ
+
∫
B2R
∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)ψ(R)(x) dx− ψ(R)(ξ)
∣∣∣∣∣G(t, ξ) dξ =: J ′2 + J ′′2 .
Так само, як (3.26), доводиться нерiвнiсть
∥∥∥∥∥
∫
Rn
Z(t, x; 0, ξ)ψ(R)(x) dx
∥∥∥∥∥
~g(t)
1
≤ C‖ψ(R)‖
−~l(T )
1 , t ∈ (0, γ),
звiдки випливає, що
J
′
2 →
R→∞
0, t ∈ (0, γ). (3.28)
Для J
′′
2 маємо
J
′′
2 ≤
∫
B2R
∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)ψ(R)(x) dx− ψ(R)(ξ)
∣∣∣∣∣ dξ.
Провiвши для останнього iнтеграла мiркування, аналогiчнi до прове-
дених вище для I2, одержимо J
′′
2 →
t→0
0, R > 0, звiдки та iз спiввiдно-
шень (3.22), (3.27), (3.28) випливає твердження (3.21).
Лема 3.3. Нехай µ ∈M~a. Тодi для функцiї u2 := P0µ справджується
оцiнка
‖u2(t, · )‖
~k(t,~a)
1 ≤ C‖µ‖
~a, t ∈ (0, T ]. (3.29)
i u2(t, · ) →
t→0
µ слабко, тобто для будь-яких ψ з простору C−
~l(T )
0
справджується спiввiдношення
lim
t→0
∫
Rn
ψ(x)u2(t, x) dx =
∫
Rn
ψ(x) dµ(x). (3.30)
Доведення. Використовуючи нерiвностi (1.7) i (2.5), одержуємо
|u2(t, x)|
≤ C
∫
Rn
Ec−c0(t, x; 0, ξ)( Ec0(t, x; 0, ξ)Φ1(0, ξ))Φ−1(0, ξ)t
−Md|µ|(ξ)
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≤ CΦ1(t, x)
∫
Rn
Ec−c0(t, x; 0, ξ)Φ−1(0, ξ) d|µ|(ξ), (t, x) ∈ Π(0,T ],
звiдки за допомогою рiвностi (3.3) випливає оцiнка (3.29).
Доведемо спiввiдношення (3.30). На пiдставi означення функцiй
ls, s ∈ {1, 2, 3}, та оцiнки (3.29) iнтеграли з (3.30) мають сенс для
будь-яких ψ ∈ C
−~l(T )
0 , µ ∈ M
~a i t ∈ (0, T ]. Використовуючи формулу
(2.2), одержуємо∣∣∣∣∣
∫
Rn
ψ(x)u2(t, x) dx−
∫
Rn
ψ(x) dµ(x)
∣∣∣∣∣ ≤ ‖v(t, · )− ψ(·)‖−~a∞ ‖µ‖~a,
де
v(t, ξ) :=
∫
Rn
Z(t, x; 0, ξ)ψ(x) dx.
Тому досить довести, що
‖v(t, · )− ψ(·)‖−~g(t)∞ →
t→0
0, (3.31)
де функцiя ~g така сама, як у лемi 3.2.
Нехай R > 0 i θR — функцiя з простору C
∞(Rn) така, що 0 ≤ θR ≤
1 в Rn, θR = 1 в BR/2 и θR = 0 в R
n \ BR. Покладемо ϕ
(R) := θRϕ.
Для t ∈ (0, γ) маємо
‖v(t, · )− ϕ(·)‖−~g(t)∞ ≤
∥∥∥∥∥
∫
Rn
Z(t, x; 0, ξ)(ϕ− ϕ(R))(x) dx
∥∥∥∥∥
−~g(t)
∞
+
∥∥∥∥∥
∫
Rn
Z(t, x; 0, ξ)ϕ(R)(x) dx− ϕ(R)(ξ)
∥∥∥∥∥
−~g(t)
∞
+ ‖ϕ(R) − ϕ‖−~g(t)∞ =:
3∑
j=1
Kj . (3.32)
Так само, як при доведеннi нерiвностей (3.23), за допомогою рiв-
ностi (3.3) одержуємо∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)(ϕ− ϕ(R))(x) dx
∣∣∣∣∣
≤ C‖ϕ− ϕ(R)‖−
~l(T )
∞
∫
Rn
Ec−c0(t, x; 0, ξ)t
−M dx(G(t, ξ))−1,
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звiдки випливає нерiвнiсть
K1 ≤ C‖ϕ− ϕ
(R)‖−
~l(T )
∞ , t ∈ (0, γ). (3.33)
На пiдставi нерiвностей gs(t) ≤ ls(T ), t ∈ [0, γ), s ∈ {1, 2, 3}, маємо
K3 ≤ ‖ϕ− ϕ
(R)‖−
~l(T )
∞ , t ∈ [0, γ),
тому, внаслiдок (3.33),
K1 +K3 ≤ (C + 1)‖ϕ− ϕ
(R)‖−
~l(T )
∞ , t ∈ [0, γ).
Оскiльки
‖ϕ− ϕ(R)‖−
~l(T )
∞ ≤ sup
x∈Rn\BR/2
(|ϕ(x)|Ψ1(T, x)) →
R→∞
0,
то
K1 +K3 →
R→∞
0, t ∈ (0, γ). (3.34)
Далi маємо
K2 ≤ sup
ξ∈Rn\B2R
(∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)ϕ(R)(x) dx
∣∣∣∣∣G(t, ξ)
)
+ exp
{
max
s∈{1,2,3}
gs(T )(2R)
2
}
sup
ξ∈B2R
∣∣∣∣∣
∫
Rn
Z(t, x; 0, ξ)ϕ(R)(x) dx− ϕ(R)(ξ)
∣∣∣∣∣
=: K
′
2 +K
′′
2 . (3.35)
Для оцiнки K
′
2 будемо користуватися нерiвнiстю (3.11) для будь-
яких t ∈ (0, δ0), x ∈ BR i ξ ∈ R
n \ B2R. Ця нерiвнiсть для таких
точок доводиться аналогiчно до випадку, який розглядався при дове-
деннi леми 3.2. Замiсть нерiвностей (3.12) i (3.13) використовуються
вiдповiдно нерiвностi
ρ(t, x, ξ) ≥ t−1
∣∣|ξ| − |X(t)| ∣∣2, |X(t)| ≤ |x|+ |Y (t)|,
потiм за допомогою (3.14), вибравши δ0 так, щоб c1δ0 ≤ 1/2, одержи-
мо
|X(t)| ≤ (3/2)|x| ≤ 3R/2, ρ(t, x, ξ) ≥ t−1(2R− 3R/2) = t−1(R/2)2.
Використовуючи оцiнку (1.7), нерiвностi (3.11), (3.24) i (3.25), рiв-
нiсть (3.3), маємо
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K
′
2 ≤ sup
ξ∈Rn\B2R
(
C
∫
BR
Ec−c0(t, x; 0, ξ)(Ec0(t, x; 0, ξ)Φ−1(t, x))
× (|ϕ(R)(x)|Ψ1(T, x))t
−M dxG(t, ξ)
)
≤ C exp{c1R
2t−1/2}‖ϕ(R)‖−
~l(T )
∞
∫
Rn
E(c−c0)/2(t, x; 0, ξ)t
−M dx
= C‖ϕ‖−
~l(T )
∞ exp{−c1R
2t−1/2} →
t→0
0, R > 0. (3.36)
Оскiльки ϕ(R) — неперервна та обмежена функцiя, то на пiдставi
властивостi ФРЗК для спряженого рiвняння (1.13), маємо
K
′′
2 →
t→0
0, R > 0. (3.37)
Iз спiввiдношень (3.32)–(3.37) випливає необхiдне спiввiдношення
(3.31)
4. Властивостi об’ємного потенцiалу
Наведемо деякi властивостi об’ємного потенцiалу (2.3), при цьому
припускатимемо виконаними умови α1–α3.
Лема 4.1. Якщо функцiя f задовольняє умову βp, p ∈ [1,∞], то
функцiя v := V f має неперервнi похiднi ∂k1x1v, |k1| ≤ 2, i SBv, для
яких є правильними формули
∂x1jv(t, x) =
t∫
0
dτ
∫
Rn
∂x1jZ(t, x; τ, ξ)f(τ, ξ) dξ, j ∈ {1, . . . , n1},
∂k1x1v(t, x) =
t∫
0
dτ
∫
Rn
∂k1x1Z(t, x; τ, ξ)
(
f(τ, ξ)− f(τ,X(t− τ))
)
dξ
+
t∫
0
( ∫
Rn
∂k1x1Z(t, x; τ, ξ) dξ
)
f(τ,X(t− τ))dτ, |k1| = 2,
SBv(t, x) = f(t, x)+
t∫
0
dτ
∫
Rn
SBZ(t, x; τ, ξ)
(
f(τ, ξ)−f(τ,X(t−τ))
)
dξ
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+
t∫
0
( ∫
Rn
SBZ(t, x; τ, ξ) dξ
)
f(τ,X(t− τ))dτ, (t, x) ∈ Π(0,T ].
Доведення леми здiйснюється на основi оцiнок (1.7)–(1.10) за допо-
могою стандартної методики, яка використовувалася в монографiї [1]
для вивчення властивостей об’ємного потенцiалу для рiвномiрно па-
раболiчних рiвнянь.
Лема 4.2. Якщо функцiя f задовольняє умову βp, p ∈ [1,∞], то
функцiя v := V f є розв’язком рiвняння (1.1), який має такi власти-
востi:
‖v(t, · )‖
~k(t,~a)
p ≤ CFp(t), t ∈ (0, T ], (4.1)
lim
t→0
‖v(t, · )‖
~l(t)
p = 0. (4.2)
Доведення. Те, що функцiя v є розв’язком рiвняння (1.1), випливає з
леми 4.1 i того, що Z є розв’язком вiдповiдного однорiдного рiвняння.
Для доведення леми досить установити лише правильнiсть оцiнки
(4.1). З неї на пiдставi нерiвностi (2.8) i того, що Fp(t) →
t→0
0, випливає
(4.2).
Зауважимо, що виконується нерiвнiсть
‖v(t, · )‖
~k(t,~a)
p ≤
t∫
0
‖P (t, τ, · )‖
~k(t,~a)
p dτ, t ∈ (0, T ], (4.3)
де
P (t, τ, x) :=
∫
Rn
Z(t, x; τ, ξ)f(τ, ξ) dξ.
Для p ∈ {1,∞} нерiвнiсть (4.3) очевидна, а для p ∈ (1,∞) вона
справджується на пiдставi нерiвностi Мiнковського. За допомогою
нерiвностей (2.5), (1.7) i (2.4) так само, як оцiнка (3.1), доводиться
оцiнка
‖P (t, τ, · )‖
~k(t,~a)
p ≤ C‖f(τ, · )‖
~k(τ,~a)
p , 0 ≤ τ < t ≤ T.
З неї i нерiвностi (4.3) випливає оцiнка (4.1).
5. Iнтегральнi зображення розв’язкiв задачi Кошi
Наведемо лему про зображення у виглядi iнтегралiв Пуассона роз-
в’язкiв задачi Кошi для однорiдного рiвняння (1.1). Припускатимемо
виконаними умови α1–α4.
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Лема 5.1. Нехай ϕ ∈ L~ap, p ∈ [1,∞], i µ ∈ M
~a. Тодi є правильними
такi твердження:
1) розв’язок u однорiдного рiвняння (1.1), який задовольняє умову
‖u(t, · )‖
~k(t,~a)
p ≤ C, t ∈ (0, T ], (5.1p)
з деякою сталою C > 0, умови (2.12) i (2.13) вiдповiдно для
p ∈ [1,∞) i p =∞, зображується у виглядi u = Pϕ;
2) розв’язок u однорiдного рiвняння (1.1), для якого виконуються
умова (5.11) i спiввiдношення (2.16), зображується у виглядi
u = P0µ.
Доведення. Використовуватимемо таку формулу Грiна–Остроград-
ського:
t2∫
t1
dθ
∫
BR
(vLu− uL∗v)(θ, y) dy
=
∫
BR
(vu)(θ, y)
∣∣∣∣t2
θ=t1
dy −
t2∫
t1
dθ
∫
ΓR
( n2∑
j=1
( n1∑
s=1
b1sjy1s
)
µ2j
+
n3∑
j=1
( n2∑
s=1
b2sjy2s
)
µ3j
)
(vu)(θ, y)dSy
+
t2∫
t1
dθ
∫
ΓR
n1∑
j=1
Bj [v, u](θ, y)µ1jdSy, (5.2)
де 0 ≤ t1 < t2 ≤ T , BR — куля в R
n радiуса R з центром у початку
координат, ΓR — її межа, (µ11, . . . , µ1n1 , µ21, . . . , µ2n2 , µ31, . . . , µ3n3) —
орт зовнiшньої нормалi до ΓR, L i L
∗ — диференцiальнi вирази з (1.1)
i (1.13),
Bj [v, u] := −
n1∑
l=1
(ajl∂y1luv − u∂y1l(ajlv)) + ajuv, j ∈ {1, . . . , n1},
u i v — досить гладкi функцiї.
Зауважимо, що формула (5.2) є правильною i для функцiй u i v,
якi мають неперервнi похiднi за x1 до другого порядку та похiднi Лi
SBu i S
∗
Bv. Це одержується, якщо розглянути апроксимовнi для u i
v послiдовностi досить гладких функцiй, записати для них формулу
(5.2) i перейти в нiй до границi.
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1) Нехай u— розв’язок, для якого виконуються умови леми. Нехай
VR := (0, T ]×BR; ζ — досить гладка на [0,∞) функцiя така, що ζ = 1
на [0, 1/2], ζ = 0 на [3/4,∞) i ζ ′ ≤ 0; ζR(x) := ζ(|x|/R); (t, x) —
довiльно фiксована точка з VR0/4, де R0 — довiльно взяте додатне
число. Покладемо в формулi (5.2) замiсть t1, t2, θ, y, u(θ, y) i v(θ, y)
вiдповiдно h, t−ε, τ , ξ, u(τ, ξ) i v(τ, ξ) = Z∗(τ, ξ; t, x)ζR(ξ), де R ≥ R0,
0 < h < t/2, 0 < ε < t/2. Використовуючи властивостi функцiї ζR,
рiвнiсть (1.12) i те, що Lu = 0, одержуємо∫
Rn
Z(t, x; t− ε, ξ)ζR(ξ)u(t− ε, ξ) dξ
=
∫
Rn
Z(t, x;h, ξ)ζR(ξ)u(h, ξ) dξ
−
t−ε∫
h
dτ
∫
B3R/4\BR/2
(L∗(Z∗(τ, ξ; t, x)ζR(ξ)))u(τ, ξ) dξ,
а пiсля переходу до границi при ε→ 0 прийдемо до рiвностi
u(t, x) =
∫
Rn
Z(t, x;h, ξ)ζR(ξ)u(h, ξ) dξ
−
t∫
h
dτ
∫
B3R/4\BR/2
L∗(Z∗(τ, ξ; t, x)ζR(ξ))u(τ, ξ) dξ
=: I
(R)
1 + I
(R)
2 . (5.3)
Перейдемо в (5.3) до границi при R→∞. Доведемо, що при цьому
I
(R)
1 прямує до iнтеграла
I1 :=
∫
Rn
Z(t, x;h, ξ)u(h, ξ) dξ.
За допомогою оцiнки (1.7) маємо
|I1 − I
(R)
1 | =
∣∣∣∣∣
∫
Rn
Z(t, x;h, ξ)(1− ζR(ξ))u(h, ξ) dξ
∣∣∣∣∣
≤ C(t− h)−M
∫
Rn\BR/2
Ec−c0(t− h, x; 0, ξ)
(
Ec0(t− h, x; 0, ξ)Φ1(h, ξ)
)
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× (|u(h, ξ)|Φ−1(h, ξ)) dξ. (5.4)
Скористаємось для функцiй Ec0 i ρ нерiвностями
Ec0(t− h, x; 0, ξ)Φ1(h, ξ) ≤ Ec0(t− h, x; 0, ξ)Ψ1(h, ξ)
≤ exp
{ 3∑
s=1
ks(t− h, ls(h))|Xs(t− h)|
2
}
≤ c1, (5.5)
h — досить мале число таке, що
0 < t− h ≤ T < H(h) := min
s∈{1,2,3}
(c0/ls(h))
1/(2s−1), x ∈ BR0/4, ξ ∈ R;
ρ(t− h, x, ξ) ≥ (t− h)r(R/4)2,
0 < t− h ≤ T, x ∈ BR0/4, ξ ∈ R
n \BR/2,
(5.6)
де c1 > 0, r = −1 при 0 < t−h ≤ 1 i r = −5 при t−h > 1, R — досить
велике число, R0 — фiксоване число, причому 0 < R0 < R.
Друга нерiвнiсть з (5.5) доводиться так само, як нерiвнiсть (2.5),
а перша i третя — очевиднi на пiдставi нерiвностей (1.5) та означення
функцiй ls, s ∈ {1, 2, 3}. Доведення нерiвностi (5.6) аналогiчне до
доведення нерiвностi (3.11). Як i там, маємо
ρ(t− h, x, ξ) ≥ (t− h)r
∣∣|ξ| − |X(t− h)| ∣∣2,
|X(t− h)| ≤ |x|+ |Y (t− h)|
≤ |x|+
(
T 2
n2∑
j=1
( n1∑
k=1
|b1kj ||x1k|
)2
+ T 2
n3∑
j=1
( n2∑
s=1
|b2sj ||x2s|
)2
+ 4−1T 4
n3∑
j=1
( n1∑
k=1
n2∑
s=1
|b2sj ||b
1
ks||x1k|
)2)1/2
≤ (1 + c2)|x| ≤ (1 + c2)R0/4,
i, отже,
ρ(t− h, x, ξ) ≥ (t− h)r|R/2− (1 + c2)R0/4|
2 ≥ (t− h)r(R/4)2
для всiх R ≥ (1 + c2)R0.
З нерiвностей (5.4)–(5.6) випливає, що
|I1 − I
(R)
1 | ≤ C exp{−((c− c0)/2)(t− h)
r(R/4)2}(t− h)−M
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×
∫
Rn
E(c−c0)/2(t− h, x; 0, ξ)(|u(h, ξ)|Φ−1(h, ξ)) dξ. (5.7)
Якщо p = 1, то звiдси зразу випливає, що при фiксованому h
|I1 − I
(R)
1 | ≤ C(t− h)
−M exp{−((c− c0)/2)(t− h)
r(R/4)2}
× ‖u(h, · )‖
~k(h,~a)
1 →
R→∞
0.
Якщо p ∈ (1,∞), то за допомогою нерiвностi Гельдера одержуємо
|I1 − I
(R)
1 | ≤ C(t− h)
−M/p exp{−((c− c0)/2)(t− h)
r(R/4)2}
× ‖u(h, · )‖
~k(h,~a)
p
( ∫
Rn
Ep′(c−c0)/2(t− h, x; 0, ξ)(t− h)
−M dξ
)1/p′
= C(t−h)−M/p‖u(h, · )‖
~k(h,~a)
p exp{−((c−c0)/2)(t−h)
r(R/4)2} →
R→∞
0
при фiксованому h. Для p =∞ при фiксованому h маємо
|I1 − I
(R)
1 | ≤ C‖u(h, ·)‖
~k(h,~a)
∞ exp{−((c− c0)/2)(t− h)
r(R/4)2} →
R→∞
0.
Тепер доведемо, що I
(R)
2 →
R→∞
0. Для цього зауважимо, що
L∗(Z∗ζR) = (L
∗Z∗)ζR
+
n2∑
j=1
( n1∑
s=1
b1sjξ1s
)
∂ξ2jζRZ
∗ +
n3∑
j=1
( n2∑
s=1
b2sjξ2s
)
∂ξ3jζRZ
∗
+
n1∑
j,s=1
(
∂ξ1j (ajsZ
∗)∂ξ1sζR − ∂ξ1s(ajsZ
∗)∂ξ1jζR
)
+ Z∗
( n1∑
j=1
aj∂ξ1jζR −
n1∑
j,s=1
ajs∂ξ1j∂ξ1sζR
)
. (5.8)
Оскiльки L∗Z∗(τ, ξ; t, x) = 0 при τ < t, то весь вираз (5.8), на пiд-
ставi властивостей функцiї ζR, дорiвнює нулевi в R
n \ (B3R/4 \BR/2).
Використовуючи те, що для ξ ∈ B3R/4 \BR/2
|ξ1s∂ξ2jζR(ξ)| ≤ C, |ξ2s∂ξ3jζR(ξ)| ≤ C, |∂ξ1jζR(ξ)| ≤ CR
−1,
|∂ξ1j∂ξ1sζR(ξ)| ≤ CR
−2,
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рiвнiсть (1.12) та оцiнки (1.7), при R ≥ 1 одержуємо
|L∗(Z∗(τ, ξ; t, x)ζR(ξ))| ≤ C(t− τ)
−M−1+αEc(t, x; τ, ξ), α > 0.
За допомогою цiєї оцiнки так само, як вище для I1− I
(R)
1 , встановлю-
ємо, що∣∣∣∣∣
∫
B3R/4\BR/2
L∗(Z∗(τ, ξ; t, x)ζR(ξ))u(τ, ξ) dξ
∣∣∣∣∣
≤ C‖u(τ, ·)‖
~k(τ,~a)
p exp{−((c− c0)/2)(t− τ)
r(R/4)2}(t− τ)−β ,
де β = M + 1 − α при p = 1, β = (M/p) + 1 − α при 1 < p < ∞ i
β = 1− α при p =∞. Звiдси, використовуючи нерiвнiсть
exp{−((c− c0)/2)(t− τ)
r(R/4)2}(t− τ)−β ≤ C exp{−ε(t− τ)rR2},
0 ≤ τ < t, R ≥ 1, ε > 0,
i умову (5.1p), одержуємо
|I
(R)
2 | ≤ C exp{−ε(t− τ)
rR2} →
R→∞
0.
Отже, пiсля переходу в (5.3) до границi при R→∞ одержуємо
u(t, x) =
∫
Rn
Z(t, x;h, ξ)u(h, ξ) dξ. (5.9)
У рiвностi (5.9) перейдемо до границi при h→ 0 i доведемо, що
lim
h→0
∫
Rn
Z(t, x;h, ξ)u(h, ξ) dξ =
∫
Rn
Z(t, x; 0, ξ)ϕ(ξ) dξ. (5.10)
Звiдси буде випливати правильнiсть зображення u = Pϕ.
Запишемо рiзницю
∆h :=
∫
Rn
Z(t, x;h, ξ)u(h, ξ) dξ −
∫
Rn
Z(t, x; 0, ξ)ϕ(ξ) dξ
у виглядi
∆h = J
(h)
1 + J
(h)
2 , (5.11)
де
J
(h)
1 :=
∫
Rn
∆0hZ(t, x;h, ξ)u(h, ξ) dξ (5.12)
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(тут i далi використовується позначення ∆0hf(· , h, · ) := f(· , h, · ) −
f(· , 0, · )), а
J
(h)
2 :=
∫
Rn
Z(t, x; 0, ξ)(u(h, ξ)− ϕ(ξ)) dξ,
якщо p ∈ [1,∞), i
J
(h)
2 :=
∫
Rn
Z(t, x; 0, ξ)u(h, ξ) dξ −
∫
Rn
Z(t, x; 0, ξ)ϕ(ξ) dξ
при p =∞.
Для p ∈ {1,∞} безпосередньо, а для p ∈ (1,∞) за допомогою
нерiвностi Гельдера маємо
|J
(h)
1 | ≤ J
(h)
1p ‖u‖
~k(h,~a)
p ,
J
(h)
1p := ‖∆
0
hZ(t, x;h, ξ)Φ1(h, ξ)‖Lp′ (Rn),
(5.13)
де p′ =∞ для p = 1, p′ = p/(p− 1) для p ∈ (1,∞) i p′ = 1 для p =∞.
Аналогiчно для p ∈ [1,∞) одержуємо
|J
(h)
2 | ≤ J
(h)
2p ‖u(h, ·)− ϕ(·)‖
~l(h)
p ,
J
(h)
2p := ‖Z(t, x; 0, ·)Ψ1(h, · )‖Lp′ (Rn).
(5.14)
Доведемо, що
J (h)s →
h→0
0, s ∈ {1, 2}. (5.15)
На пiдставi умови (5.1p) спiввiдношення (5.15) для s = 1 буде
доведене, якщо встановимо, що
J
(h)
1p →
h→0
0. (5.16)
При доведеннi цього спiввiдношення будемо використовувати таке
твердження: для довiльних фiксованих t ∈ (0, T ] i x ∈ Rn iснують
такi сталi C1 > 0, c1 ∈ (c0, c) (c — стала з оцiнки (1.7)) i h0 > 0, що
для будь-яких h ∈ (0, h0) i ξ ∈ R
n справджується нерiвнiсть
|Z(t, x;h, ξ)| ≤ C1t
−MEc1(t, x; 0, ξ). (5.17)
Доведемо це твердження. На пiдставi оцiнки (1.7) маємо
|Z(t, x;h, ξ)| ≤ Ct−M exp
{
− c
3∑
s=1
t1−2s|Xs(t− h)− ξs|
2
}
.
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Оскiльки для c > 0 iснують сталi C1 > 0 i c1 ∈ (c0, c) такi, що для
будь-яких {u, v} ⊂ R, |v| ≤ 1, виконується нерiвнiсть
exp{−c|u− v|2} ≤ C1 exp{−c1|u|
2},
то
exp{−ct−3|X2(t− h)− ξ2|
2}
= exp{−c|t−3/2(X2(t)− ξ2)− t
−3/2h(B1)′x′1|
2}
≤ C1 exp{−c1t
−3|X2(t)− ξ2|
2},
якщо h брати таким, щоб ht−3/2‖B1‖|x1| ≤ 1, i
exp{−ct−5|X3(t− h)− ξ3|
2}
= exp{−c|t−5/2(X3(t)− ξ3)− t
−5/2(B2)′(hx′2
+ ht(B1)′x′1 − h
2(B1)′x′1/2)|
2}
≤ C1 exp{−c1t
−5|X3(t)− ξ3|
2},
якщо h брати таким, щоб
(h(t‖B1‖|x1|+ |x2|) + h
2‖B1‖|x1|/2)t
−5/2‖B2‖ ≤ 1.
На пiдставi оцiнок (1.7), (5.17) i нерiвностей, якi вiдрiзняються вiд
(5.5) замiною t− h на t, маємо
|∆0hZ(t, x;h, ξ)Φ1(h, ξ)| ≤ Ct
−MEc1(t, x; 0, ξ)Φ1(h, ξ)
≤ Ct−MEc1−c0(t, x; 0, ξ)
(
Ec0(t, x; 0, ξ)Ψ1(h, ξ)
)
≤ Ct−MEc1−c0(t, x; 0, ξ) exp
{ 3∑
s=1
ks(t, ls(h))|Xs(t)|
2
}
≤ CEc1−c0(t, x; 0, ξ),
де h — довiльне число з (0, h0) таке, що виконується нерiвнiсть T <
H(h) (H(h) з (5.5)). Враховуючи цю нерiвнiсть i те, що на пiдставi
неперервностi функцiї Z ∆0hZ(t, x;h, ξ)Φ1(h, ξ) →
h→0
0, за допомогою те-
ореми Лебега про мажорантну збiжнiсть одержуємо спiввiдношення
(5.16) для p ∈ [1,∞].
Спiввiдношення (5.15) для s = 2 i p ∈ [1,∞) випливає з рiвностi
(2.12) i того, що на пiдставi нерiвностей (1.7), (5.5) i рiвностi (3.2)
справджуються такi нерiвностi для всiх досить малих h:
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J
(h)
2p ≤ C
( ∫
Rn
Ep′c(t, x; 0, ξ)Ψp′(h, ξ)t
−Mp′ dξ
)1/p′
≤ C exp
{ 3∑
s=1
ks(t, ls(h))|Xs(t)|
2
}
t−M/p ≤ Ct−M/p, p ∈ (1,∞);
J
(h)
2p ≤ C sup
ξ∈Rn
(t−MEc(t, x; 0, ξ)Ψ1(h, ξ))
≤ Ct−M exp
{ 3∑
s=1
ks(t, ls(h))|Xs(t)|
2
}
≤ Ct−M , p = 1.
Оскiльки при 0 < t ≤ T0 < H(T ), T0 ≤ T , функцiя ψ(ξ) :=
Z(t, x; 0, ξ), ξ ∈ Rn, на пiдставi оцiнки (1.7) i нерiвностi
Ec0(t, x; 0, ξ)Ψ1(T, ξ) ≤ exp
{ 3∑
s=1
ks(t, ls(T ))|Xs(t)|
2
}
,
задовольняє нерiвнiсть
|ψ(ξ)|Ψ1(T, ξ) ≤ Ct
−MEc−c0(t, x; 0, ξ) exp
{ 3∑
s=1
ks(t, ls(T ))|Xs(t)|
2
}
,
ξ ∈ Rn, (5.18)
i, отже, ψ ∈ L
−~l(T )
1 , то на основi умови (2.13) одержуємо при 0 < t ≤ T0
i p =∞ рiвнiсть
lim
h→0
J
(h)
2 = 0. (5.19)
З (5.11), (5.15), (5.19) випливає спiввiдношення (5.10) i, отже, фор-
мула u = Pϕ для будь-якої точки (t, x) шару Π(0,T ] у випадку p ∈
[1,∞) i шару Π(0,T0] при p =∞. Щоб упевнитися в правильностi цiєї
формули при p = ∞ для будь-якої точки (t, x) ∈ Π(0,T ], треба скори-
статися формулою (5.9) для h ≤ T0, формулою u = Pϕ при t = h i
формулою згортки (1.11).
2) Якщо розв’язок однорiдного рiвняння (1.1) задовольняє умову
(5.11), то, як встановлено при доведеннi першої частини теореми, для
нього правильною є формула (5.9). Перейдемо в нiй до границi при
h→ 0. Для цього розглянемо рiзницю∫
Rn
Z(t, x;h, ξ)u(h, ξ) dξ −
∫
Rn
Z(t, x; 0, ξ) dµ(ξ) = J
(h)
1 + J
(h)
3 , (5.20)
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де J
(h)
1 визначено формулою (5.12), а
J
(h)
3 :=
∫
Rn
Z(t, x; 0, ξ)u(h, ξ) dξ −
∫
Rn
Z(t, x; 0, ξ) dµ(ξ).
Для J
(h)
1 є правильним спiввiдношення (5.15). З нерiвностi (5.18)
випливає, що при t ∈ (0, T0] функцiя ψ(ξ) := Z(t, x; 0, ξ), ξ ∈ R
n, нале-
жить до простору C
−~l(T )
0 . Тому на пiдставi умови (2.16) правильним
є спiввiдношення limh→0 J
(h)
3 = 0, з якого i (5.9), (5.19), (5.20) випли-
ває правильнiсть формули u = P0µ для (t, x) ∈ Π(0,T0]. Ця формула є
правильною для будь-яких (t, x) ∈ Π(0,T ]. Це випливає з формул (5.9)
для h ≤ T0, u = P0µ при t = h i (1.11).
6. Доведення теорем 2.1 i 2.2
На основi результатiв пп. 3–5 доведемо теореми 2.1 i 2.2.
Доведення теореми 2.1. З лем 3.1–3.3 випливає, що при довiльних
ϕ ∈ L~ap, p ∈ [1,∞], i µ ∈ M
~a для функцiй Pϕ i P0µ справджуються
оцiнки (3.1) i (3.29) та спiввiдношення (3.4), (3.5) i (3.30). Оскiльки
ФРЗК Z є розв’язком вiдповiдного (1.1) однорiдного рiвняння, то на
пiдставi оцiнок (1.7) i (1.8) для Z звiдси випливає, що розв’язками
цього рiвняння є функцiї Pϕ i P0µ. А якщо використати лему 4.2,
згiдно з якою функцiя V f за умов βp на f є розв’язком неоднорi-
дного рiвняння (1.1), для якого справджуються оцiнка (4.1) та спiв-
вiдношення (4.2), то одержимо, що формули (2.10) i (2.14) визнача-
ють розв’язки рiвняння (1.1), для яких є правильними оцiнки (2.11) i
(2.15) та спiввiдношення (2.12), (2.13) i (2.16). Єдинiсть цих розв’язкiв
випливає з леми 5.1.
Доведення теореми 2.2. Розглянемо функцiю
v(t, x) := u(t, x)−
t∫
0
dτ
∫
Rn
Z(t, x; τ, ξ)f(τ, ξ) dξ, (t, x) ∈ Π(0,T ].
З умови (2.17p) i леми 4.2 випливає нерiвнiсть
‖v(t, · )‖
~k(t,~a)
p ≤ C, t ∈ (0, T ], (6.1p)
причому v є розв’язком у Π(0,T ] однорiдного рiвняння (1.1).
Отже, для доведення теореми 2.2 досить довести таке тверджен-
ня: нехай v — розв’язок однорiдного рiвняння (1.1), який задовольняє
С. Д. Iвасишен, В. В. Лаюк 33
умову (6.1p), тодi при p ∈ (1,∞] iснує єдина функцiя ϕ ∈ L
~a
p, а при
p = 1 — єдина узагальнена мiра µ ∈ M~a такi, що розв’язок v зобра-
жується вiдповiдно у виглядi
v(t, x) =
∫
Rn
Z(t, x; 0, ξ)ϕ(ξ) dξ, (t, x) ∈ Π(0,T ], (6.2)
i
v(t, x) =
∫
Rn
Z(t, x; 0, ξ) dµ(ξ), (t, x) ∈ Π(0,T ]. (6.3)
Нехай p ∈ (1,∞]. З умови (6.1p) випливає, що послiдовнiсть фун-
кцiй
{v(1/ν, x)Φ−1(1/ν, x), x ∈ R
n : ν ≥ 1} (6.4)
обмежена в просторi Lp(R
n). Простiр Lp(R
n) iзометричний простору,
спряженому з Lp′(R
n), p′ := p/(p−1). Якщо використати теорему про
слабку компактнiсть обмеженої множини в спряженому просторi, то
одержимо, що послiдовнiсть (6.4) слабко компактна в Lp(R
n). Тому
iснує її пiдпослiдовнiсть
{v(1/ν(r), x)Φ−1(1/ν(r), x), x ∈ R
n : r ≥ 1} (6.5)
i функцiя χ ∈ Lp(R
n) такi, що для будь-якої ψ ∈ Lp′(R
n)
lim
r→∞
∫
Rn
ψ(ξ)Φ−1(1/ν(r), ξ)v(1/ν(r), ξ) dξ =
∫
Rn
ψ(ξ)χ(ξ) dξ. (6.6)
Покладемо ϕ(ξ) := χ(ξ)Φ1(0, ξ), ξ ∈ R
n. Тодi ϕ ∈ L~ap i спiввiдношення
(6.6) записується у виглядi
lim
r→∞
∫
Rn
ψ(ξ)Φ−1(1/ν(r), ξ)v(1/ν(r), ξ) dξ =
∫
Rn
ψ(ξ)Φ−1(0, ξ)ϕ(ξ) dξ.
(6.7)
Нехай (t, x) — фiксована точка шару Π(0,T ] i
ψ(ξ) := Z(t, x; 0, ξ)Φ1(0, ξ), ξ ∈ R
n. (6.8)
З оцiнки
|ψ(ξ)| ≤ Ct−MEc−c0(t, x; 0, ξ)Φ1(t, x), ξ ∈ R
n, (6.9)
яка одержується за допомогою нерiвностей (1.7) i (2.5), випливає, що
ψ ∈ Lp′(R
n). Тому на пiдставi рiвностi (6.7) маємо
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lim
r→∞
∫
Rn
Z(t, x; 0, ξ)Φ−1(1/ν(r), ξ)Φ1(0, ξ)v(1/ν(r), ξ) dξ
=
∫
Rn
Z(t, x; 0, ξ)ϕ(ξ) dξ. (6.10)
Припустимо, що 1/ν(r) ≤ t/2, r ≥ 1. Згiдно з формулою (5.9)
v(t, x) =
∫
Rn
Z(t, x; 1/ν(r), ξ)v(1/ν(r), ξ) dξ. (6.11)
На пiдставi цiєї рiвностi маємо
v(t, x)−
∫
Rn
Z(t, x; 0, ξ)ϕ(ξ) dξ
=
∫
Rn
∆0hZ(t, x;h, ξ)|h=1/ν(r)v(1/ν(r), ξ) dξ
+
∫
Rn
Z(t, x; 0, ξ)(1− Φ−1(1/ν(r), ξ)Φ1(0, ξ))v(1/ν(r), ξ) dξ
+
( ∫
Rn
Z(t, x; 0, ξ)Φ−1(1/ν(r), ξ)Φ1(0, ξ)v(1/ν(r), ξ) dξ
−
∫
Rn
Z(t, x; 0, ξ)ϕ(ξ) dξ
)
=:
3∑
j=1
K
(r)
j , r ≥ 1. (6.12)
Щоб одержати зображення (6.2), досить довести, що для j ∈
{1, 2, 3}
lim
r→∞
K
(r)
j = 0. (6.13)
З (6.10) випливає (6.13) для j = 3. Доведемо (6.13) для j = 2. За
допомогою нерiвностi Гельдера та умови (6.1p) маємо
|K
(r)
2 | ≤ ‖v(1/ν(r), · )‖
~k(1/ν(r),~a)
p
( ∫
Rn
Fr(ξ) dξ
)1/p′
≤ C
( ∫
Rn
Fr(ξ) dξ
)1/p′
, (6.14)
де
Fr(ξ) := |Z(t, x; 0, ξ)|
p′ |Φ1(1/ν(r), ξ)− Φ1(0, ξ)|
p′ , ξ ∈ Rn, r ≥ 1.
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Вивчимо властивостi функцiй Fr, r ≥ 1. З оцiнки (1.7) i нерiвностi
(2.5) випливають нерiвностi
(Fr(Ξ))
1/p′ ≤ Ct−MEc−c0(t, x; 0, ξ)
×
(
Ec0(t, x; 0, ξ)Ψ1(1/ν(r), ξ) + Ec0(t, x; 0, ξ)Φ1(0, ξ)
)
≤ Ct−MEc−c0(t, x; 0, ξ)
(
exp
{ 3∑
s=1
ks(t, ls(1/ν(r)))|Xs(t)|
2
+Φ1(t, x)
})
.
Тут r ≥ r0, де r0 взято так, щоб t < H(1/ν(r0)). Оскiльки для будь-
яких r ≥ r0 i s ∈ {1, 2, 3}
ks(t, ls(1/ν(r))) ≤ ks(t, ls(1/ν(r0))),
то
(Fr(Ξ))
1/p′ ≤ Ct−MEc−c0(t, x; 0, ξ)
×
(
exp
{ 3∑
s=1
ks(t, ls(1/ν(r0)))|Xs(t)|
2
}
+Φ1(t, x)
)
, ξ ∈ Rn, r ≥ r0,
звiдки випливає iснування у послiдовностi {Fr, r ≥ r0} iнтегровної
мажоранти. А оскiльки для кожного ξ ∈ Rn limr→∞ Fr(ξ) = 0, то на
пiдставi теореми Лебега про мажорантну збiжнiсть
lim
r→∞
∫
Rn
Fr(ξ) dξ = 0.
Звiдси з урахуванням (6.14) одержуємо (6.13) для j = 2.
Рiвнiсть (6.13) для j = 1 випливає iз спiввiдношення (5.15) для
s = 1, оскiльки K
(r)
1 = J
(h)
1 |h=1/ν(r).
Розглянемо випадок p = 1. З умови (6.11) випливає, що послi-
довнiсть (6.4) обмежена в просторi L1(R
n). Цей простiр не є спряже-
ним до жодного iншого банахового простору, але вiн вкладається в
простiр M(Rn) всiх узагальнених мiр µ : B → C, якi мають скiнчен-
ну повну варiацiю |µ|(Rn). Якщо для µ ввести норму за формулою
‖µ‖ := |µ|(Rn), то M(Rn) стає банаховим простором. Цей простiр
iзометричний простору, спряженому до простору C0(R
n) усiх ком-
плекснозначних неперервних функцiй на Rn, якi прямують до нуля
на нескiнченностi, з рiвномiрною нормою. З обмеженостi в L1(R
n)
послiдовностi (6.4) випливає обмеженiсть вiдповiдної послiдовностi
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узагальнених мiр в M(Rn) i, звiдси, слабка компактнiсть останньої.
Тому iснують такi пiдпослiдовнiсть (6.5) та узагальнена мiра µ ∈M~a,
що для будь-якої функцiї ψ ∈ C0(R
n) справджується рiвнiсть
lim
r→∞
∫
Rn
ψ(ξ)Φ−1(1/ν(r), ξ)v(1/ν(r), ξ) dξ
=
∫
Rn
ψ(ξ)Φ−1(0, ξ)dµ(ξ). (6.15)
З оцiнки (6.9) випливає, що функцiя (6.8) належить до простору
C0(R
n) для будь-якої фiксованої точки (t, x) ∈ Π(0,T ]. Тому на пiдставi
(6.15) одержуємо, що
lim
r→∞
∫
Rn
Z(t, x; 0, ξ)Φ−1(1/ν(r), ξ)Φ1(0, ξ)v(1/ν(r), ξ) dξ
=
∫
Rn
Z(t, x; 0, ξ) dµ(ξ). (6.16)
Подальшi мiркування такi самi, як у випадку p > 1. За допомогою
формули (6.11) записуємо рiвнiсть
u(t, x)−
∫
Rn
Z(t, x; 0, ξ) dµ(ξ) = K
(r)
1 +K
(r)
2 + K˜
(r)
3 , (6.17)
де K
(r)
1 i K
(r)
2 тi самi, що й в (6.12), а
K˜
(r)
3 :=
∫
Rn
Z(t, x; 0, ξ)Φ−1(1/ν(r), ξ)Φ1(0, ξ)v(1/ν(r), ξ) dξ
−
∫
Rn
Z(t, x; 0, ξ) dµ(ξ).
Враховуючи рiвностi (6.13) для j ∈ {1, 2} i те, що на пiдставi (6.16)
limr→∞ K˜
(r)
3 = 0, з (6.17) випливає потрiбне зображення (6.3).
Отже, доведено iснування функцiї ϕ ∈ L~ap при p ∈ (1,∞] та уза-
гальненої мiри µ ∈M~a при p = 1 таких, що заданий розв’язок v, який
задовольняє умову (6.1p), є iнтегралом Пуассона вiдповiдно функцiї
ϕ або узагальненої мiри µ. Єдинiсть ϕ i µ випливає з теореми 2.1.
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