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Introduction
This paper presents a system for 3D reconstruction of natural objects and scenes from a number of photographs. In our scenario, an object of interest (e.g. a building, sight) is captured from a number of different viewpoints, e.g. surrounding the object. Instead of using video cameras as done in related work, we focus on high-resolution high quality images taken with still image cameras. From the images we reconstruct a 3D model of the object that can be rendered from arbitrary viewpoints, i.e. providing the full functionality known from virtual computer graphics objects. Applications of the presented approach include cultural heritage conservation, virtual sightseeing, architecture studies, museums, etc. In principle, there is a relationship between the number of input images taken and rendering quality. On the other hand, also the complexity and the effort for capturing increases with the number of input images. In our experiments, we therefore investigate the trade-off between rendering quality and the number of input images used for reconstruction and rendering.
Often the process of scene reconstruction is seen as a continuum between two extremes: modeling by classical 3D computer graphics one on side and image-based rendering from a typically very large number of images on the other side [5] . The whole process from image acquisition to rendering of the entire scene includes a number of stages to which different contributions were provided. One important stage is 3D geometry reconstruction from 2D segmentation masks and available camera calibration information [10] , [4] . Here a shape-from-silhouette approach is utilized which yields a 3D voxel model. One possibility to limit the complexity and processing time of voxel reconstruction is the construction of a hierarchical octree structure [9] . In the octree construction process, the resolution of the 3D voxel model is refined with each stage by subdividing a relevant voxel into eight new subvoxels. After creation of the voxel model the obtained geometry is often transformed into a wireframe to better approximate the original surface. Here, a marching-cube algorithm [6] is one possibility to obtain the outer object surface of the voxel model, followed by a smoothing and mesh simplification algorithm, like those provided by DirectX. Another important aspect of 3D reconstruction is the coloring of the obtained 3D geometry. Here, two different classes have mainly emerged. The first approach assumes the voxel model to be fine enough to give each voxel a single color [8] . In this case, voxels represent color information similar to their 2D pixel counterpart. This form of coloring leads to an object appearance independent of the actual viewpoint in the scene. For the selected hierarchical octree approach, the assumption of a high-resolution voxel model and therefore small voxels is violated. In our approach, rather coarse voxels are also present which would exhibit a single color across the entire surface if voxel coloring would be applied. Therefore we select the second class of coloring approaches, the texture mapping. Here, images are mapped onto the object surface and a number of approaches have been developed, which partly make use of hardware acceleration on graphic cards. Application programming interfaces like DirectX or OpenGL provide easy-to-use functionality for such support. Among the texture mapping algorithms are Lumigraph [1] , Lightfield Mapping [2] and view-dependent multi-texturing [3] . The last method stands for texture mapping that depends on the scene viewpoint. On one hand view-dependent multi-texturing describes an initial texturing, where for each surface primitive of the 3D geometric object a texture patch is obtained by interpolation from a subset of nearest views, according to the orientation of the primitive surface normal vector [11] . During Rendering, the appearance remains constant. On the other hand, view-dependent multi-texturing describes the view-dependent interpolation during rendering and thus results in a varying appearance during scene navigation [12] . We suggest selecting the latter approach, since the natural illumination aspects are also visible in the final scene. The paper is organized as follows: Section 2 gives an overview of the image acquisition and preprocessing steps and Section 3 describes the voxel modeling process. Section 4 presents the geometry model transformation, while view-dependent multi-texturing is shown in Section 5. Finally, Section 6 gives quantitative as well as visual reconstruction results of the proposed 3D reconstruction chain.
Image Acquisition
In the first step, camera images were taken around the scene. The location for image acquisition is Neak Pan, a small temple from the 9 th century in the north part of Angkor, Cambodia. The temple consists of a coneshaped tower on a wider cylindrical foundation in the center of a squarish water basin. Along the sides of the basin, 72 camera images were taken within a period of 2.5 hours. Fig. 1 shows the top view of the temple and camera positions along the object.
Fig. 1: Camera Positions along the temple, top view
From the original images, camera calibration is carried out to first obtain projection information for the 3D reconstruction process. Therefore, the calibration Software Boujou 1.3 was used to obtain the information. Here, areas are excluded from the calibration process, which are not part of the foreground scene. Intrinsic camera parameters need to be provided, including lense distortion, and the program calculates 3D positions of feature points, camera positions and thus extrinsic camera parameters. The results are presented in Fig. 2 with camera positions as darker arrows (red) and lighter 3D feature points (blue). 
3D Object Modeling
From the calibration data, projection matrices are calculated between the 3D object and 2D images for the 3D geometry reconstruction process. Among the class of shape-from-silhouette approaches a hierarchical voxel approach was selected which creates an octree structure of the volume from the camera images. Since the algorithm requires silhouette information from all views, segmentation was carried out first. In this user-assisted approach, color-and-position-based automatic segmentation was applied first to create approximate segmentation information that was refined manually afterwards. The octree voxel approach starts with one initial cube that is placed in the 3D scene. Its size is chosen big enough to cover the original 3D object completely, i.e. the cube represents the bounding cube of the object. This way, the projections of the cube into all silhouette views cover the scene completely. The next processing step applies recursive subdivision of the cubes starting with the division of the initial cube into eight sub-cubes. Each of the cubes is also projected into all silhouette views and one of the following actions is taken according to 2D silhouette analysis: 1. A cube that is completely inside the silhouettes of all views remains in the octree and is not subdivided further, i.e. it is completely inside the object to be reconstructed 2. A cube that is completely outside of at least one silhouette is omitted. 3. All other cubes are further subdivided to be processed in the next stage. This process is applied recursively for remaining voxels and a finer model approximation is obtained after each stage. For better visualization, the final octree voxel model is shown in Fig. 4 . Here the coarsest resolution is shown as opaque red cubes in the object center, while finer layers towards the object periphery are shown as transparent white cubes. The entire octree hierarchy is further used for the transformation processing. 
Wireframe Transformation
At this stage, the voxel model already represents a 3D-geometry that could also easily be transformed into a wireframe. However, all surface patches are either parallel or perpendicular to each other and if texture mapping is applied at this stage, visible artifacts would occur. Furthermore, the number of faces is rather high in the voxel model, leaving significant redundancy. Hence, a transformation step is applied to the voxel model. The actual transformation consists of the surface extraction from the voxel model, which is carried out using the marching cubes algorithm [6] . This general approach extracts the outer faces of voxel cubes that are part of the surface. The result is a very dense mesh of the object surface. For smoothing and simplification, adjacencies among the extracted faces need to be analyzed. This functionality is already provided by mesh simplification procedures of DirectX. In this process, it is important to neglect the comparison of normal vectors for adjacent faces to allow mesh simplification across perpendicular faces, resulting from the voxel modeling. Finally, a reduced wireframe is obtained that is finally by the renderer in the visualization process. The initial voxel model and obtained wireframe are shown in 
View-Dependent Multi-Texturing
In the last step of the 3D reconstruction chain, a subset of original camera images is mapped onto the 3D geometry. The reason for using a multiple texture approach is twofold: 1. The visual quality is better, since individual illumination aspects from the input images are correctly represented. In computer graphics, illumination effects are often modeled using different light sources within the scene, however since the images were recorded at different time instances, lighting conditions change from one view to another. In connection with voxel algorithms, often a constant coloring is applied to each voxel. This leaves the scene with a rather static appearance; again, different illumination conditions are neglected. Furthermore, the constant coloring is not applicable to wireframe models with rather large faces. 2. There is hardware support for the renderer.
The general approach of rendering an object not only includes the texture, but often the normal vectors of visible faces. One example for this illumination is shown in bottom picture of Fig. 5 for the untextured model, where each surface triangle shows different light reflection according to the angle between its normal vector and illumination direction. The resulting illumination is simply derived from the dot product of these two normalized vectors. Here, the problem occurs that the 3D structure is not only visible in the untextured object but also in the finally textured model. To suppress such visible artifacts, lighting based on normal vectors must be avoided. Instead, of exploiting individual normal vectors for each triangular face separately, one camera vector is defined, which is applied to all faces. Thus, illumination remains constant across the whole object as if the object would be a plane. Since we have multiple textures, a camera vector for each view and therefore each texture is required. As a result, each single surface triangle is associated with the same set of camera vectors. In addition, maximum weighting of a certain texture is achieved, if the scene is observed from the associated original camera position. The result of the blending is shown in Fig. 6 where an intermediate viewpoint is shown with main influences from the two nearest views.
Fig. 6: Intermediate view of the textured temple model
When mapping multiple textures onto an object, static interpolation functions are available that initially apply a constant weight to each texture before rendering.
Fig. 7: Interpolated model (left) and corresponding original viewpoints (right)
To enable view-dependent texture weight calculation, we selected a special form that is carried out for each rendering cycle and hence results in view-dependent texture weights. The visual results for this method are shown in Fig. 7 .Here, two intermediate views (left) are shown and for comparison, the original views (right) at the same position. Intermediate views at original positions are not shown, since they are identical to the original views. Detailed reconstruction quality results are presented in the next chapter. For view-dependent texture interpolation, the unstructured Lumigraph rendering approach was applied [1] . Here, camera vectors are taken to obtain the direction from which an associated texture was taken. Let the camera vectors be denoted by C i and current viewing direction by v. The angles between v and all C i are denoted by θ i . This setup is shown in Fig. 8 .
v Also note that only camera vectors in the hemisphere around v need to be considered, since textures with cosθ < 0 are clipped and therefore do not contribute to the final texture weights. For the texture weighting, cosθ i is calculated for all remaining views first. Then relative weights w i are obtained by the following function, as described in [12] . 
This approach results in absolute weights that guarantee constant lighting during rendering and smooth interpolation. Moreover, the original texture is shown when an original camera position is reached. The last condition results from the relative weights being nearly infinite at these positions. Due to the normalization, this weight is finally divided by the sum of all weights, which causes an absolute weight a i of 1.0, while all other absolute weights are neglected. With all weights calculated, multiview texturing is applied to the object and the scene is rendered. A multistage blending process is applied, in which one texture stage is fed with the actual texture as color argument 1 and the texture factor as color argument 2. This single texture stage is processed in a loop for each applied texture. Source and destination blending are set to 1 to finally guarantee the interpolated final texture t (u,v) .
This approach also guarantees texture interpolation, independent of the processing order and is currently being included into MPEG4 AFX [7] .
Experiments
The final reconstructed object was tested using PSNR measurements for intermediate views vs. original camera views. Furthermore, visual quality is shown and the limits for PSNR-usage are discussed.
Quality Comparison Results
For qualitative evaluation of the applied view-dependent multi-texturing object reconstruction, a comparison between 3D object and original 2D views was carried out. Therefore, 2D views are created from the object for all original camera positions. In the first experiment, a benchmark was created to which the algorithms can be compared. Furthermore, this experiment shows, which PSNR values are to be expected, see Fig. 9 . For comparison, the object was created with specific textures: If an original camera view n was to be compared with the object, adjacent textures n-1 and n+1 were taken for texturing the object. Here, n stands for the actual camera or original image number. In Fig. 9 , this is expressed as a view distance or texture sub-sampling factor of 2. Similarly, view distance 6 means, views n-3 and n+3 were taken, and so forth. These results show, in which range PSNR values are to be expected: First, the reconstruction quality decreases with texture distance from original views, since common surface information is less and less available. Furthermore, the reconstruction quality changes along the camera views due to distorting effects: Shadows from small foreground objects, like the small stone statues in front of the temple have different direction for each view and cannot be modeled correctly at original positions. Moreover, the original images were acquired at different time instances and thus exhibiting different lighting conditions, which influences the reconstruction quality. After the initial benchmark tests, an object was created using a fixed number of textures and compared to the appropriate reconstruction curve, as shown in Fig. 10 . Note that the object geometry was created using the silhouettes of all views. The gray curve in Fig. 10 represents the intermediate view reconstruction with a view distance of 10 views, whereas the black curve shows the results of the fully reconstructed object with 8 fixed views, also using a view distance of 10. The first specific property to observe are the infinite PSNR values at original positions, since the object shows original data at original viewpoints caused by the unstructured Lumigraph rendering, as described above. Beside these, two other quality ranges are present: 1. The full object has the lowest reconstruction quality in the middle between original views. Here, the obtained values are similar to those of the benchmark curve. 2. Between the minima of the quality measure curve and the singularities are the views with higher quality w.r.t. the benchmark, since more information of these views are available in the finally textured object.
To investigate the influence of view distance and similarly number of views in the reconstruction process onto the reconstruction quality, further tests were set up. Here, a statistical method was used, were for each value of "view distance", object reconstruction was carried out with all possible combinations of texture subsets, i.e. if view distance equals 3, original views 1,4,7…70 were taken as textures, followed by 2,5,8…71 and 3,6,9…72. Thus, average PSNR-values could be obtained for all views. In the averaging calculation, singularities were omitted. The results are shown in Fig. 11 . 
Visual Results
After considering objective reconstruction quality, visual comparisons are provided to show some of the artifacts that occur in multi-texture modeling. In the example above, original and reconstructed images are compared. Additionally, the difference image is shown to highlight areas in reconstructed images deviating from the original. The first comparison in Fig. 13 Although the average PSNR across all views remains the same for both cases, standard deviation could be decreased for the unequal texture sampling from 2.41dB to 1.38dB to achieve a more constant viewing quality during navigation through the scene.
Conclusions
In this paper, we have presented a 3D modeling and reconstruction scenario and have shown its usability for a cultural heritage scenario. The modeling process starts with the acquisition of images, which were obtained over a period of 2.5 hours and therefore have different illumination conditions. All images were segmented to extract the foreground data. From the images, calibration information had to be extracted in order to calculate projection matrices between 3D world and 2D images. With this information, an octree-based voxel algorithm was applied to create 3D geometry information. By using such a hierarchical approach, approximation of the synthesized model to all 2D contours is reached by repetitive subdivision of surface voxels only. This algorithm resulted in a 3D object surface with numerous small quadratic patches. For the application of texture mapping, the voxel model was transformed into a triangular wireframe and the number of vertices and faces in the frame was drastically reduced. This approach also provided surface smoothing of the perpendicular surface patches of the initial voxel model. Finally, texture mapping was applied to the 3D object. In our implementation, we selected a texture mapping with multiple views and view-adaptive texture weighting to preserve the original illumination conditions of each separate camera image. Texture weighting was carried out using an unstructured Lumigraph rendering approach to keep lighting conditions constant when navigating through the scene and also to obtain original views whenever the viewpoint reaches such positions. Reconstruction quality of the presented approach was investigated, considering different number of views for the object reconstruction and providing quality measurements as well as visual results of intermediate views.
Currently, the algorithms are applied to a multi-view camera setting, using movie textures within the viewadaptive Multi-texturing stage. In addition, the 3D model is adapted at each time instance.
