Abstract. We investigate a new width parameter, the fusion-width of a graph. It is a natural generalization of the tree-width, yet strong enough that not only graphs of bounded tree-width, but also graphs of bounded clique-width, trivially have bounded fusion-width. In particular, there is no exponential growth between tree-width and fusion-width, as is the case between tree-width and clique-width. The new parameter gives a good intuition about the relationship between tree-width and cliquewidth.
Introduction
Tree-width is a very natural concept. In an intuitive direct way, it measures how similar a graph is to a tree. Many graph problems are not only easy for trees, but also for other tree-like graphs. Indeed there is a huge number of efficient algorithms for graphs of bounded tree-width.
While graphs of bounded tree-width are sparse, there are some dense graphs, like the complete graph K n or the complete bipartite graph K nn for which most computational problems have a trivial solution. Graphs of bounded clique-width are intended to cover classes of graphs for which many problems have efficient solutions, even though they contain many dense graphs.
Not unlike tree-width, the concept of clique-width [11] is based on a type of graph decompositions [7] chosen to allow fast algorithms for large classes of graphs. As the name clique-width indicates, this measure is designed to ensure that complete graphs have a very small width. But neither does clique-width measure a closeness to a clique in a natural way, nor is there an intuitive width (as in tree-width) involved in the definition of this concept. Even though the definition of clique-width is fairly simple, it is harder to obtain an intuition for the classes of graphs with small clique-width.
Bounded clique-width is an extension of bounded tree-width in the sense that every class of bounded tree-width is also a class of bounded clique-width [11, 6] . But the worst case clique-width of graphs of tree-width k has been upper [11, 6] and lower [6] bounded by an exponential in k. The fact that this containment result is a difficult theorem suggests that the extension from tree-width to cliquewidth might not be very natural.
Equivalent to clique-width up to a factor of 2 is the notion of k-NLC (node label controlled) graphs. Partial k-trees have been shown to be (2 k+1 − 1)-NLC trees [21] . k-NLC trees are a sub-class of the k-NLC graphs.
In contrast to clique-width (and the width measure produced by NLC trees), we propose a natural generalization of tree-width, which simultaneously generalizes clique-width. Furthermore, containment in the new class is obtained basically without increasing the parameter in both cases. We call the new measure fusion-width. We initially choose the name multi-tree-width to emphasize that it is a very natural extension of tree-width, by which it is motivated (even though it is much more powerful). We follow the strong suggestion of two referees to name it differently. The main difference is that while tree-width deals with single vertices or pairs of vertices at a time, fusion-width deals with multiple vertices (with the same label) or pairs of sets of vertices at a time.
We show that the clique-width grows at most exponentially in the fusionwidth, implying that all classes of graphs with bounded fusion-width also have bounded clique-width. Furthermore, for some classes of graphs, there is really such an exponential growth.
Other width parameters generalizing both tree-width and clique-width without blowing up the parameter are rank-width [18] and boolean width [5] . The rank-width has the additional nice property of being computable in FPT [15] . For an overview of width parameters, see [16] . There are infinite classes of graphs where the clique-width is exponentially bigger than the boolean width.
The fusion-width has the additional property of being easy to work with and of being the most natural generalization of tree-width and clique-width. This is an essential strength of the new notion of fusion-width.
Definitions
For the definitions of FPT (fixed parameter tractable), XP (fixed parameter polynomial time), and tree decomposition, see e.g. [12] . Definition 1. The tree-width tw(G) [19] of a graph G is the smallest integer k, such that G has a tree decomposition with largest bag size k + 1.
It is NP-complete to decide whether the tree-width of a graph is at most k (if k is part of the input) [1] . For every fixed k, there is a linear time algorithm deciding whether the tree-width is at most k, and if that is the case, producing a corresponding tree decomposition [2] . For arbitrary k, this task can still be approximated. A tree decomposition of width O(k log n) [4] and even 5k [3] can be found in polynomial time.
Closely related to tree-width is the notion of branch-width [20] .
Definition 2. A k-expression is an expression formed from the atoms i(v), the two unary operations η i,j and ρ i→j , and one binary operation ⊕ as follows.
-i(v) creates a vertex v with label i, where i is from the set {1, . . . , k}.
-η i,j creates an edge between every vertex with label i and every vertex with label j for i = j. -ρ i→j changes all labels i to j.
-⊕ does a disjoint union of the generated labeled graphs.
Finally, the generated graph is obtained by deleting the labels.
Definition 3. The clique-width cw(G) of a graph is the smallest k such that the graph can be defined by a k-expression [7, 11] .
Computing the clique-width is NP-hard [13] . Thus, one usually assumes that a graph is given together with a k-expression. For constant k, the clique-width can be approximated by a constant factor in polynomial time [18] , in fact, this factor can be made smaller than 3 [17] .
The Fusion-Width
We define a new width measure fw(G) (fusion-width of G) with the properties fw(G) ≤ tw(G) + 2 and fw(G) ≤ cw(G).
We want these containments to be obvious. Still, we would like all tasks known to be solvable in polynomial time for graphs of bounded clique-width (and therefore of bounded tree-width) to be solvable in polynomial time also for graphs of bounded fusion-width.
These inequalities immediately imply that the class of graphs of bounded clique-width is contained in the class of graphs of bounded fusion-width. The definition of fusion-width is obtained as a simple extension of the definition of clique-width by a new operation θ i , merging all vertices with label i.
Definition 4.
A k-fusion-tree expression is an expression formed from the atoms i m , the three unary operations η i,j , ρ i→j , and θ i , and one binary operation ⊕ as follows.
-i m creates a graph consisting of m isolated vertices labeled i, where i is from the set {1, . . . , k}. -η i,j creates an edge between every vertex with label i and every vertex with label j for i = j. -ρ i→j changes all labels i to j.
-θ i merges all vertices labeled i into one vertex. The new vertex is labeled i and is adjacent to every vertex not labeled i to which some vertex labeled i was adjacent before the operation.
-⊕ does a disjoint union.
Finally, the generated graph is obtained by deleting all the labels.
It might be more natural not to require i = j for η i,j . This is insignificant, but would have the nice effect of giving any clique a fusion-width of 1 instead of 2. Thus the simplest graphs in this measure would just be the collections of disjoint cliques. Nevertheless, we stick to the traditional η i,j operation.
Definition 5. The fusion-width fw(G) of a graph G is the smallest k such that there is a k-fusion-tree expression generating G.
The operation i m is introduced for convenience and to emphasize the possibility to create huge collections of identical vertices and huge bipartite graphs (together with η i,j ). We always want to emphasize the difference between fusionwidth and tree-width here. Otherwise, except for the θ i operation, we have just the clique-width operations, and the slightly more efficient version of vertex creation.
Compared to clique-width, the definition of fusion-width contains the completely new operation θ i . It is introduced to directly mimic the tree-width construction. An immediate consequence is that bounded tree-width graphs have also bounded fusion-width, without a difficult proof and without an exponential blow-up in the width parameter. This is in sharp contrast to the relationship between bonded tree-width and bounded clique-width.
Thanks to a previous referee, we know that Courcelle and Makowsky [8] have already defined the parameter fw(G) when they showed that labelled graphs of bounded clique-width are closed their fusion operator. They call the parameter cwd ′ (G), viewing it as an alternative notion of clique-width (justified by bounded clique-width being equivalent to bounded cwd ′ (G)). They don't propose cwd ′ (G) to be used as a new width measure nor do they relate cwd ′ (G) to tree-width.
Theorem 1.
Graphs with clique-width k have fusion-width at most k. Furthermore, the number of operations does not increase from the associated kexpression to the associated k-fusion-tree expression.
Proof. This is trivial, because all the operations of k-expressions are also operations of the k-fusion-tree expressions (with the obvious variation of replacing i(v) by i 1 ).
⊓ ⊔
The width parameter increases by at most 2 from tree-width to fusion-width. This tiny increase has two causes. An increase of 1 is just due to the somewhat artificial push-down by 1 in the definition of tree-width. We don't use it for fusion-width, because we want to align the measure with clique-width. The other increase by 1 is needed to have an extra label for the vertices that have already received all their incident edges.
Theorem 2. Graphs of tree-width k have fusion-width at most k + 2.
Proof. We start with a tree decomposition with bag size k + 1, and transform it into a k + 2-fusion-tree expression in a bottom-up way. One special label is reserved for vertices that have already been handled, i.e., all their incident edges have been produced. Here we refer to the k + 1 other labels as regular labels.
In each bag, we use different labels for different vertices. Thus, when handling a bag, it is trivial to introduce all edges present in that bag by the corresponding η i,j operations.
Choosing such a labeling is easy to do top down. We select an arbitrary node as the root of the decomposition tree, and assign distinct labels to the vertices in its bag. Before we assign labels to vertices in the bag of a node j not appearing in the bag of the parent node, we assume that every vertex appearing in the bag of j as well as in the bag of its parent node of the decomposition tree has already received its label. If there are still vertices in the bag of node j without a label, then there are enough unused regular labels for these vertices, because we have k + 1 regular labels and at most k + 1 vertices in the bag of j.
The only slightly tricky part of the fusion-tree expression is the handling of the fact that the same vertices occur in the bags of both children of a node in the tree decomposition. This is handled by using distinct vertices with the same label. When handling a node in the decomposition tree, such that more than one of its children contain the same vertex v in their bags, a merge operation θ i is issued with i being the common label of all occurrences of v in the subtrees. ⊓ ⊔ Naturally, the following corollary is an immediate consequence. Corollary 1. If a problem can be solved in time T (n, k) for graphs with n vertices and fusion-width k, then it can be solved in time T (n, k + 2) for graphs with n vertices and tree-width k.
This corollary should be compared with the corresponding important result for clique-width.
If a problem can be solved in time T (n, k) for graphs with n vertices and clique-width k, then it can be solved in time T (n, 3 · 2 k−1 ) for graphs with n vertices and tree-width k [6] .
Instead of using this result, one would rather apply the corollary with its much stronger conclusion, provided that the premises are comparable.
We believe that whenever there is a nice argument that a natural problem can be solved for graphs of bounded clique-width, then we are able to nicely handle the operations η i,j , ρ i→j , and ⊕. Usually, we would then also have a nice argument that the problem could be solved for graphs of bounded tree-width, and we could nicely handle the operation θ i . In such a situation, we would be able to handle all the fusion-width operations nicely, and therefore would also have an elegant algorithm whose running time should not be too bad as a function of the fusion-width.
The allowance of merging vertices with the θ i operation might cause two concerns. First, it is more powerful than necessary for our results. It would be sufficient to restrict it to sets of vertices of size 2. Nevertheless, we opted for the more flexible notion, because it does not cause any problems. A second concern looks more important. As the construction of graphs allows them to grow and shrink, it is reasonable to ask whether there are graphs of bounded fusion-width requiring super-polynomial size k-fusion-tree expressions. This is not the case Proposition 1. Every graph of fusion-width k has a k-fusion-tree expression of size O(|V | + |E|).
Proof. Whenever some vertices are merged due to a θ i operation, it is possible that some edges are merged too. Assume, there is a vertex v that has been used to create some edge set E v with some η i,j operations. Further assume that when v is merged with some set of vertices, every edge of E v is merged with at least one other edge. Then we obtain the same graph by omitting the creation of vertex v. In other words, every vertex ever created is either useless, or it is an isolated vertex in the resulting graph G = (V, E), or it is responsible for at least one edge. Now, assume no useless vertices (that have no effect and disappear in a later merge operation) are ever created. Then the number of vertices ever created is at most |V |+|E|. Furthermore, it is obvious, that without unnecessary label change operations ρ i→j , the graph G has a k-fusion-tree expression of size O(|V | + |E|).
⊓ ⊔
Illustration with the Independent Set Polynomial
Naturally, we know that finding a maximum independent set is possible in polynomial time for graphs of bounded clique-width [9] . In fact the far reaching meta-theorem of Courcelle et al. [9] shows that this result is not just valid for the maximum independent set problem, but for every problem expressible in monadic second order logic with quantification only over sets of vertices (not edges). Furthermore, the resulting algorithm shows the problem to be in FPT with the clique-width as the parameter. Here, we look at a more difficult problem. Instead of just finding the size of a maximum independent set for graphs of bounded clique-width, we count the number of independent sets of all sizes. We present a fixed parameter polynomial time algorithm for this counting problem. We refer to [10, 14] for more discussions of the fixed parameter tractability of counting problems.
Let [k] = {1, . . . , k} be the set of vertex labels. We define the [k]-labeled independent set polynomial of a [k]-labeled graph G by
where n j ∈ {0, 1} and a i;n1,...,n k is the number of independent sets of size i in G which contain some vertices with label j if and only if n j = 1.
We define the independent set polynomial of a graph G by
where a i is the number of independent sets of size i in G. Then the independent set polynomial I(x) can immediately be expressed by the [k]-labeled independent set polynomial P (x, x 1 , . . . , x k ) .
Theorem 3. Given a graph G with n vertices and bounded fusion-width k, and a polynomial size k-fusion-tree expression generating G, the independent set polynomial I(x) of G can be computed in FPT, i.e., in time f (k)n O(1) for some function f .
Proof. We have to show how to compute the [k]-labeled independent set polynomial P (x, x 1 , . . . , x k ) of a [k]-labeled graph G. We compute it recursively bottomup for the given k-fusion-tree expression. For the edgeless graph with m vertices and label i generated by i m , the [k]-labeled independent set polynomial is
This polynomial is computable in time polynomial in n, because w.l.o.g, we can assume m ≤ n. Otherwise, some set of vertices would be constructed together (by the i m operation) and destroyed together (with the same merge operation θ i ). Such a redundancy can easily be removed in a preprocessing phase. In the following, assume for some [k]-labeled graph H, the [k]-labeled independent set polynomial isP (x, x 1 , . . . , x k ). Let G be obtained from H by the operation η i,j . Then the [k]-labeled independent set polynomial P (x, x 1 , . . . , x k ) of G is obtained from the [k]-labeled independent set polynomialP (x, x 1 , . . . , x k ) of H by deleting all monomials that are multiples of x i x j . These monomials count sets that are no longer independent after inserting all the edges between vertices labeled i and j.
W.l.o.g., we can assume that before a merge operation θ i is done, there are only 2 vertices labeled i. This assumption is allowed for two reasons.
1. If later a θ i operation is done, then every i m operation can be replaced by an i 1 operation without changing the graphs obtained after the θ i operation. Creating many equivalent vertices (with the same neighbors) and merging them later has the same effect as creating just one vertex. 2. Every θ i operation can be replaced by a collection of θ i operations done immediately after a disjoint union ⊕ or a relabeling operation ρ i→j has created a graph with two vertices labeled i.
We describe the θ i operation not in isolation, but only immediately after a disjoint union ⊕ or a relabeling operation ρ i→j .
We now describe how to obtain the polynomial P (x, x 1 , . . . , x k ) of G from the polynomials P r (x, x 1 , . . . , x k ) of H r (r = 1, 2), where G is obtained from H 1 and H 2 by the operation θ i1 . . . θ i ℓ (H 1 ⊕ H 2 ) . For ease of notation, assume that {x 1 , . . . , x ℓ } = {x i1 , . . . , x i ℓ }.
-Form the product P 1 (x, x 1 , . . . , x k ) · P 2 (x, x 1 , . . . , x k ) .
-Delete all monomials where some x j with 1 ≤ j ≤ ℓ appears with an exponent of 1. If u and v merge into vertex w, then we either want both u and v in the independent set (to account for an independent set containing w), or neither (to account for an independent set not containing w).
Division by x compensates the double count of a vertex in the independent set (counting u and v for w).
If label j is not merged, then x j just indicates whether there are any vertices labeled j in the independent set.
The case of a simple disjoint union (G = H 1 ⊕ H 2 ) is the special case ℓ = 0 of the just described situation. Here, we just compute the product P 1 (x, x 1 , . . . , x k )· P 2 (x, x 1 , . . . , x k ) and delete all monomials x j (for 1 ≤ j ≤ k) appearing with an exponent 1 to obtain P r (x, x 1 , . . . , x k ).
We now consider the relabeling operation ρ i→j . First assume, there will be no succeeding θ j operation. Let G be obtained from H by the operation ρ i→j . Then the [k]-labeled independent set polynomial P (x, x 1 , . . . , x k ) of G is obtained from P (x, x 1 , . . . , x k ) by substituting x j for x i and then replacing x 2 j by x j . If G is obtained from H by the operation θ j ρ i→j , then we assume that in H there is just one vertex labeled i and one vertex labeled j. In this case, we proceed as follows, with the same reasoning as for the disjoint union ⊕ operation.
-In the given polynomialP (x, x 1 , . . . , x k ) of H, substitute x j for x i .
-Delete all monomials where x j appears with an exponent of 1.
-Replace x 2 j by x j . To prove the polynomial time claim, it is important to notice that all polynomials have at most k + 1 variables, and all monomials are linear in each of their variables. Thus there are at most 2 k+1 monomials. The number of arithmetic operations is O(k 2 n), as every efficient k-fusion-tree expression has at most O(k 2 ) unary operations in a row. Thus for k a constant, the time is at most O(k 2 2 2k n) if a trivial polynomial multiplication algorithm is used. With fast polynomial multiplication, based on fast Fourier transform, the time goes down to O(k 3 2 k n). As the total number of independent sets is at most 2 n , it is sufficient to do the computations with numbers of length O(n). Thus, each arithmetic operation requires even with school multiplication only quadratic time.
⊓ ⊔ Note that we do not claim that this was a difficult theorem. To the contrary, the point was to illustrate that a fast algorithm for a typical problem like computing the independent set polynomial restricted to bounded clique-width can be extended to a fast algorithm for this problem for graphs with the same fusion-width, i.e., for a much larger class of graphs.
5 Relations between Tree-Width, Clique-Width and Fusion-Width
We have fw(G) ≤ twG + 2 by Theorem 2. The following inequality is trivial, as k-fusion-tree expressions are strictly more powerful than k-expressions.
The following main result immediately implies that the graphs of bounded clique-width are exactly the graphs of bounded fusion-width. In fact this implication has already been shown by Courcelle and Makowsky [8] , as they prove the existence of a function f with cw(G) ≤ f (fw(G)). We still present our direct proof, because we get a much stronger result, and also because the logic framework of [8] might not be so widely accessible. Many of the proof ideas are from the corresponding Theorem of Corneil and Rotics [6] , relating tree-width to clique-width.
Theorem 4. Graphs with fusion-width fw(G) = k have clique-width cw(G) at most k2 k .
Proof. We assume, we are given a k-fusion-tree expression E describing a graph G, and we want to construct a k2 k -expression describing the same graph G. We have to focus on the operation θ i merging all vertices labeled i into one vertex. This is the only operation that has to be eliminated, because it is allowed in k-fusion-tree expressions determining the fusion-width, but not in k-expressions determining the clique-width.
We view the parse trees T of the k-fusion-tree expression. We want to transform it into a parse tree T ′ of a k-expression. The main idea is that if the vertices of some label i are involved in a merge operation, we focus on the highest location ℓ in T where such a merge occurs involving labelî, whereî is either i or a label i has been changed to.
At the corresponding location ℓ ′ in T ′ , we create the single vertex v to which the vertices labeledî have been merged by θî using the operationî 1 . This means that all the vertices v 1 , . . . v p which are finally merged into v are not available further down in the tree T ′ . Therefore all operations in T involving the labels of v 1 , . . . v p have to be delayed until the vertex creation operation at ℓ ′ . Let L be the set of labels used in T . The new labels in T ′ are from L × P(L), where P is the powerset of L. This way, every new label can retain its own (old) identity and in addition remember all the other old labels to which its vertices should actually be adjacent according to the edge constructing operations η i,j issued in the subtree of the current node in T .
Whenever a label changes due to a renaming operation ρ i→j , in T , then every occurrence of i (in the first or second component) of a label in T ′ is changed to j.
We say that a label i = i 1 is subject to a merge operation as labelî = i q+1 , if there is a sequence of label change operations ρ ip→ip+1 (p = 1, 2, . . . , q, q ≥ 0) (i.e., there might be no label changes andî = i), such that after these changes, label i q+1 is involved in a merge operation. Now, any η i,j operation in T is handled as follows.
-If neither label i nor j are subject to a merge operation, then in the corresponding location (involving several nodes) of T ′ , η i ′ ,j ′ is issued for all labels i ′ with first component i and labels j ′ with first component j. -If label i is subject to a merge operation as labelî, and j is not subject to a merge operation, then the label i is added to the second component of j. This way nodes labeled j "remember" to create an edge to labelî later. This edge is created immediately after the last merge of labelî. -If label i is subject to a last merge operation as labelî after j has been subject to its last merge operation, then the label i is added to the second component of j. This way nodes labeled j "remember" to create an edge to labelî later. This edge is created immediately after the last merge of labelî. Proof. This follows from Theorem 2 and Theorem 5 by picking a graph with the properties of Theorem 5 and noticing that by Theorem 2 its fusion-width is at most k + 2. Then 2 ⌊(k−2)/2⌋−1 = 2 ⌊k/2⌋−2 produces the result. ⊓ ⊔ Corollary 4 shows that our example of the independent set polynomial proves the fusion-width to be a powerful notion. There are graphs with fusion-width fw(G) = k and clique-width cw(G) ≥ 2 ⌊k/4⌋−2 . If for such a graph, we have a k-fusion-tree expression, then we can compute its independent set polynomial in time O(k 3 2 k n) by the method of Theorem 3. Using just the fact that the clique-width cw(G) ≥ 2 ⌊k/4⌋−2 , we would be unlikely to find a better algorithm based on clique-width. Thus we would only have an an algorithm that is doubly exponential in k for computing the independent set polynomial of these graphs.
We believe that the independent set polynomial is not an isolated instance. It has merely been used to illustrate the convenience and power of the fusiion-with parameter. Many other examples could be used instead.
Conclusion
We have introduced a new width measure, the fusion-width. Its purpose is twofold. It provides a tool for handling generally difficult problems for a large class of graphs. It also sheds a light on the essence of the generalization from bounded tree-width to bounded clique width. It is the ability at each stage of the construction not only to add edges between a limited number of vertices, but to add complete bipartite graphs between a limited number of sets of vertices.
Open Problems
What is the complexity of determining the fusion-width of a graph? Is it in XP (fixed parameter polynomial time) or even in FPT (fixed parameter tractable)? How well can fusion-width be approximated?
Find interesting classes of graphs with a large clique-width and a small fusionwidth.
What is the relationship between fusion-width, rank-width, and boolean width?
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