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Abstract-We address the problem of adaptive blind source
separation (BSS) from instantaneous multi-input multi-
output (MIMO) channels. In this paper, we propose a
new constant modulus (CM)-based algorithm which employ
nonlinear function as the de-correlation term. Moreover, it
is shown by theoretical analysis that the proposed algorithm
has less mean square error (MSE), i.e., better separation
performance, in steady state than the cross-correlation and
constant modulus algorithm (CC-CMA). Numerical simu-
lations show the effectiveness of the proposed result.
I. INTRODUCTION
Separating mixed source signals from their mixtures is a fun-
damental problem encountered in a wide range of applications.
Conventional source separation methods require the transmis-
sion of known training sequences to the receiver. However, this
training session can be rather costly or even unrealistic in cer-
tain applications such as asynchronous wireless network and
message interception [9]. Blind source separation can recover
the unobserved source signals from the observed channel out-
put without any quantitative information of the channel system
[1]. Typical examples include the separation of incoming sig-
nals from the outputs of an array of sensors [2], [24] or the
recovery of transmitted symbols from the outputs of a set of
matched ﬁlters in code division multiple access (CDMA) sys-
tems [26]. In the latter case, despite the presence of multi-path,
the channel can be in many cases modeled with good approxi-
mation as ﬂat in frequency [17], [18]. Hence, this paper restricts
its attention to the blind separation of sources mixed by a linear
instantaneous channel.
Among various adaptive blind separation algorithms, the
constant modulus algorithm (CMA) [3], [23] is one of the best
known and the simplest algorithms based on the higher-order
statistics (HOS) of the channel output [17]. By minimizing the
deviation of the amplitude of the channel output from a con-
stant, the CMA has been shown to be able to extract one source
signal from the channel output [6]. But using the CMA alone
does not ensure the extraction of all source signals as the CMA
often converges to capture the same signal. In order to avoid
this problem, a number of multi-stage approaches have been
proposed [5], [20], [21]. These approaches ﬁrst use the CMA
to extract one source signal, and then subtract a replica of the
extracted signal from the channel output. From the result of the
subtraction, the CMA can extract another source signal. The
rest of the signals can be extracted by repeating this process.
Performance degradation has been observed in cascaded CM
arrays due to inter-stage propagation of estimation errors. To
deal with the situation where all source signals need to be recov-
ered at the same iteration, some one-stage methods have been
proposed. Among these algorithms, the cross-correlation and
constant modulus algorithm (CC-CMA), ﬁrst reported in [15],
[16], appears to be the algorithm of choice due to its compu-
tational simplicity. To prevent repeated retrieval of sources, a
cross-correlation (CC) term is involved as the second term of
CC-CMA to ensure all the retrieved sources are uncorrelated.
In this paper, we propose a new cost function based on the
constant modulus criterion and the mutual information of the
estimated signals. Observing the correlation matrix of output
signal will approach a diagonal matrix, we employ the distance
between the product of diagonal elements and determinant of
correlation matrix as the de-correlation term. Different with
CC-CMA algorithm, we employ an nonlinear (log) function
to penetrate the de-correlation term. The rationale of select-
ing such a function is brieﬂy explained as follows. Since the
derivative of our de-correlation term is proportionate to the re-
ciprocal of the amplitudes of output signals and the penetrating
strength of the CC-CMA is in proportion to the amplitudes of
the outputs, the de-correlation term of our algorithm will pro-
vide smaller penetration in steady state than that of CC-CMA
algorithm when the amplitude of recovered sources is larger
than 1. As a result, the new cost function provides more supe-
rior steady performance than CC-CMA algorithm when QAM
or MPSK signals are transmitted in a noise environment. Such
a claim has been proved by employing a general performance
analysis method proposed in [12].
The rest of this paper is organized as follows. Section 2 in-
troduces the problem of BSS together with relevant hypothesis.
In Section 3, we present the new cost function and derive the
adaptive algorithm. Section 4 presents the performance analy-
sis of our algorithm. Section 5 includes simulation examples in
comparison with the algorithm in [22]. Conclusion is given in
Section 6.
II. PROBLEM FORMULATION
Assume that an instantaneous channel system has I input sig-
nals and J sensors. The output of each sensor is modeled as a
weighted sum of the input signals corrupted by additive noise.
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This can be expressed in vector form as follows
y(n) = Ax(n) + w(n) (1)
where x(n) = [x1(n), x2(n), · · · , xI(n)]T is the source vec-
tor, y(n) = [y1(n), y2(n), · · · , yJ(n)]T is the output vector,
w(n) = [w1(n), w2(n), · · · , wJ (n)]T is the additive noise vec-
tor uncorrelated with x(n), A is the J × I channel matrix, and
the superscript T denotes the transpose operator. In array pro-
cessing, the elements of y(n) are the outputs of array sensors
and A is the steering matrix. In CDMA systems, the elements
of y(n) are the outputs of a set of matched ﬁlters and A is the
cross-correlation matrix between the user codes. Here, we as-
sume that the channel matrix A is full column rank and that the
source signals are complex-valued, non-Gaussian distributed,
statistically independent random processes.
In the channel system (1), all known quantitative information
is the measurable output vector y(n). Assume B is a J × I
matrix and let
z(n) = BHy(n)
= Cx(n) + BHw(n) (2)
where z(n) = [z1(n), z2(n), · · · , zI(n)]T , C Δ= BHA, and the
superscript H denotes the complex conjugate transpose. The
purpose of blind source separation is to ﬁnd a separation matrix
to recover the original source signals xi(n), i = 1, 2, · · · , I
only from the observable channel output signals yi(n), i =
1, 2, · · · , J . Note that there are two inherent ambiguities in the
blind context because of unaccessible source signals [1]. First,
the exchange of a ﬁxed scalar between a source signal and the
corresponding column of A does not affect the observations.
The second ambiguity is that it is impossible to know the origi-
nal labeling of the source signals. Thus, the best one can do in
the noiseless case is to ﬁnd such a separation matrix B that
zi(n) = dixj(n) (3)
where di is some complex constant with arbitrary phase and
i, j = 1, 2, · · · , I . This means that each component of the
source signal vector x(n) is retrieved by some component of
z(n) up to the constant ambiguity di and a permutation ambi-
guity. In other words, B is said to be a separation matrix if
BHA = PΛ (4)
where P is a permutation matrix and Λ a non-singular diagonal
matrix.
III. NEW COST FUNCTION AND ALGORITHM
A. Proposition of the cost function
To perform simultaneous source separation, we propose to
minimize the following cost function that involves fourth-order
statistics
J =
I∑
i=1
E
{(
|zi(n)|2 − γ
)2}
+β
{
I∑
i=1
log (rii)− log (det(Rzz))
}
(5)
with
Rzz
Δ= E
(
z(n)z(n)H
) (6)
where E(·), det(·), | · |, and log denote the statistical expecta-
tion, determinant, absolute value and common (base 10) loga-
rithm respectively, rii is the ith diagonal element of Rzz, γ is a
priori constant dispersion, and β is a positive real number that
trades off the amplitude term and the mutual information term.
The rationale for the proposition of the above cost function is
explained as follows. Given a multi-input single-output (MISO)
system driven by signals whose normalized kurtosis is less than
two, analysis carried out in [10] has shown that all minima cor-
respond to points where a single source signal is extracted. This
implies that the minimization of the ﬁrst term in (5) leads to the
extraction of a single source signal at each output. However,
it cannot ensure that the extracted signals at different outputs
are distinct. To prevent this, the mutual information of the esti-
mated signals is added to the CM term.
It is known [7], [13] that for an K × K arbitrary positive
semideﬁnite matrix V = [vij ], the following inequality holds
K∏
i=1
vii ≥ det(V). (7)
(7) is equivalent to
K∑
i=1
log vii − log(det(V)) ≥ 0.1 (8)
Moreover, the equality holds only when V is diagonal. Since
Rzz satisﬁes the positive semideﬁnite condition, replacing vii
and V in (8) by rii and Rzz respectively yields
I∑
i=1
log rii − log(det(Rzz)) ≥ 0. (9)
The left-hand side of (9) is the mutual information term in (5).
When the mutual information term reaches zero, Rzz becomes
a diagonal matrix, i.e., the elements of z becomes uncorrelated.
This ensures that all extracted signals are distinct.
B. Derivation of the algorithm
In the implementation of proposed cost function, the stochas-
tic gradient method is employed. Denote μ as the step size pa-
rameter and R̂l by the lth row of inverse matrix of Rzz. The
lth row of separating matrix at the nth iteration is written as
Bl(n + 1) = Bl(n) + μφ∗l (n)y(n) (10)
where
φl(n) = (|zl(n)|2 − γ)zl(n) + β2 (
zl(n)
E(|zl(n)|2) − R̂l(n)z(n)). (11)
According to [8], the inverse matrix of Rzz can be updated us-
ing the following equation
R̂(n + 1) = λ−1R̂(n)− λ
−2R̂(n)z(n)zH(n)R̂(n)
1 + λ−1zH(n)R̂(n)z(n)
(12)
1The left-hand side of this inequality can be +∞.
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IV. MSE ANALYSIS OF PROPOSED ALGORITHM
For a wireless communication system, one of the main con-
cerns is the steady-state error of the implemented algorithm.
The steady-state error relates to the separator’s ability to re-
cover, upon convergence, the original input signal. In this sec-
tion, we shall show that the proposed algorithm has less MSE
in steady state than the CC-CMA. For the rest of discussion,
we assume that the lth separator asymptotically converges to
recover the lth source signal. In this case, the inherent ambigu-
ity of BSS algorithm is omitted. Deﬁne the a priori estimation
error el(n) for the lth separator at the nth iteration as
el(n) = zl(n)− xl(n) = BˆHl (n)y(n). (13)
where Bˆl(n) = BZFl − Bl(n) is the lth separator weight er-
ror vector with BZFl representing the zero force solution in the
combined channel plus lth separator space. It is shown in [12],
[19] that for an adaptive stochastic gradient descent algorithm,
if the equation
E
(∥∥∥Bˆl(n)∥∥∥2) = E (∥∥∥Bˆl(n + 1)∥∥∥2) (14)
holds at the steady state (i.e., as k →∞), we have
E
(
|el(n)|2
‖y(n)‖2
)
= E
⎛⎜⎝
∣∣∣el(n)− μ ‖y(n)‖2 φl(n)∣∣∣2
‖y(n)‖2
⎞⎟⎠
= E
(
|el(n)|2
‖y(n)‖2
)
− T1 + T2 (15)
where
T1 = μE (el(n)∗φl(n) + el(n)φl(n)∗) (16)
T2 = μ2E
(
‖y(n)‖2 |φl(n)|2
)
. (17)
Equation (15) implies that T1 and T2 must be equal. From this
equality, the approximate expression of the steady-state MSE,
E
(
|el(n)|2
)
, can be obtained. Clearly, the statistic property of
φl(n) needs to be studied to determine MSE. Before we con-
tinue, some assumptions will be made. The rationale of these
assumptions can be found in [11] and [12].
Assumption 1: The estimated error el(n) is independent of
lth source signal xl(n) in steady state, i.e., E(el(n)x∗l (n)) = 0
Assumption 2: The estimation error signals at the out-
puts of different equalizers are assumed uncorrelated i.e.
E(el(n)(e∗m(n)) = 0 for i = j.
Assumption 3: The estimator of R̂lm(n) is unrelated with
estimated error el(n) in steady state.
Assumption 4: The energy of the input vector μ2||y(n)|| is
independent of |φl(n)|2.
Lemma 1: The expectation of R̂ll(n) approximate
1
E(|zl(n)|2) and the expectation of R̂lm(n), l = m approaches
to zero in the steady state, where R̂lm(n) denotes by the lth
row and mcol of matrix R̂(n).
Proof: Expanding (12), the update equation of R̂lm reads
R̂lm(n + 1) = λ−1R̂lm(n)−
λ−1
∑I
i=1 R̂il(n)
∑I
j=1 R̂ml(n)zi(n)
∗zj(n)
1 + λ−1
∑I
i=1 zi(n)
∑I
j=1 z
∗
j (n)R̂ji(n)
. (18)
Since limn→∞ R̂lm(n+1) = limn→∞ R̂lm(n), (18) becomes
(1− λ−1)R̂lm(n) =
−λ
−1∑I
i=1 R̂il(n)
∑I
j=1 R̂ml(n)zi(n)
∗zj(n)
1 + λ−1
∑I
i=1 zi(n)
∑I
j=1 z
∗
j (n)R̂ji(n)
(19)
in steady state. According to Assumption 1 and 2, if l = m we
know
E(z∗l (n)zm(n)) = E(x
∗
l (n)xm(n)) + E(e
∗
l (n)xm(n)) +
E(x∗l (n)em(n)) + E(e
∗
l (n)em(n)) = 0 (20)
Taking the expectation (19) and considering (20), it is easy to
ﬁnd
E(R̂lm(n)) = 0. (21)
Using the similar method, we can easily obtain E(R̂ll(n)) =
1
E(|zl(n)|2) .
Remark 1 In fact, the proof of Lemma 1 can also be obtained
by considering Rzz . The lth row and mth row of Rzz can be
updated by
Rlmzz (n) = λR
lm
zz (n− 1) + (1− λ)zl(n)z∗m(n). (22)
Taking expectation of (22), we obtain
E(Rlmzz (n)) = E(zl(n)z
∗
m(n)) = 0. (23)
When l = m, it is easy to get E(Rllzz(n)) = E(zl(n)z∗l (n)) =
E(|zl(n)|2). This implies Rzz is a diagonal matrix at steady
state. Since R̂ is the inverse matrix of Rzz , R̂ will also be
a diagonal matrix when n goes to ∞. Hence, we can get the
results of Lemma 1 easily.
Lemma 2: When n → ∞, the expectation E(|R̂lm(n)|2)
approximates 1−λ
(1+λ)
∏I
i=1 E(|xi(n)|2
for l = m.
Proof: For sake of simplify, we study the R̂ with 2 × 2
dimensions at here. In this case, R̂ can be written as
R̂(n) =
1
E(|z1(n)|2)E(|z2(n)|2) ×(
E(|z2(n)|2) −E(z2(n)z∗1(n))
−E(z1(n)z∗2(n)) E(|z1(n)|2)
)
(24)
Without loss of generality, we consider E(|R̂12(n)|2), which
can be written as
E(|R̂12(n)|2) = E(|R
21
zz(n)|2)
(E(|z1(n)|2)E(|z1(n)|2))2 (25)
From (22), we know
E(|R21zz(n)|2) = λ2E(|R21zz(n− 1)|2) +
(1− λ)2E(|x1(n)|2 + |e1(n)|2)E(|x2(n)|2 + |e2(n)|2). (26)
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Since E(|e1(n)|2) and E(|e1(n)|2) are small num-
bers in steady state, we may get E(|R21zz(n)|2) ≈
1−λ
(1+λ)E(|x1(n)|2)E(|x2(n)|2). Substituting E(|R21zz(n)|2)
into (25), we can easily obtain
E(|R̂12(n)|2) ≈ 1− λ(1 + λ)E(|x1(n)|2)E(|x2(n)|2) . (27)
Similarly, we can ﬁnd E(|R̂21(n)|2) also has the form given in
Lemma 2. For the R̂(n)with higher dimensions, we can expand
(12) to obtain the same results.
Based on Lemma 1 and Lemma2, we can present the follow-
ing theorem to show the MSE of the proposed algorithm. In
the rest of the paper, we shall drop the index n for the sake of
simplicity.
Theorem 1: The steady-state MSE of lth equalizer in the
proposed algorithm can be approximately expressed as
MSE = μE(‖y(n)‖2)×
(
E(|xl|2γ2 − 2γ|xl|4 + |xl|6)
E(2|xl|2 − γ) +
β2
4
1−λ
(1+λ)
∐I
i=1 E(|xi|2)
∑I
i=1 E(|xi|2)
E(2|xl|2 − γ) ) (28)
Proof: We start from the calculation of the term T1 in
(16). It follows from (11) that
φl = (|zl|2 − γ)zl + β2 (
zl
E(|zl|2) − R̂llzl − R̂
′
lz
′
l) (29)
where R̂′l = [R̂l1, · · · , R̂l(l−1), R̂l(l+1), · · · , R̂lI)] and z′l =
[z11, · · · , z1(l−1), z1(l+1), · · · , z1I ]T . From Lemma 1, φl can
be simpliﬁed as
φl = (|zl|2 − γ)zl − β2 R̂
′
lz
′
l (30)
Since zl is not related with R̂l (see Assumption 3), we know T1
can be obtained by the following computation
T1 = μE(e∗l (|zl|2 − γ)zl + el(|zl|2 − γ)z∗l ) (31)
According to Assumption 1, the expression of T1 can be ob-
tained as
T1 ≈ μE(|el|2)E(2|xl|2 − γ) (32)
by omitting the term containing E(|el|2) since el is a small
number in steady state. Now, let us consider T2 given by (17).
Based on Assumption 4, (17) becomes
T2 = μ2E(‖y(n)‖2)E(|φl(n)|2)
= μ2E(‖y(n)‖2)[E(|(|zl|2 − γ)zl|2)︸ ︷︷ ︸
A
+
β2
4
E(|R̂′lz′l|2)︸ ︷︷ ︸
B
+E(|(|zl|2 − γ)z∗l R̂′lz′l|2)︸ ︷︷ ︸
C
+E(|(|zl|2 − γ)zl(R̂′lz′l)∗|2︸ ︷︷ ︸
D
)] (33)
Clearly, term A can be given as
TermA = E(|xl|2γ2 − 2γ|xl|4 + |xl|6). (34)
Term B can be derived by
TermB =
β2
4
E(R̂′lz
′
lz
′H
l R̂
′H
l ). (35)
Since R̂l approaches to be a vector with constant element in
the steady state, we know R̂l is not related with zl and R̂′l is
independent of z′. Hence, (35) can be transformed into the fol-
lowing formation
TermB =
β2
4
E(R̂′lR̂
′H
l )E(z
′H
l z
′
l). (36)
From Lemma 2, we can easily know that Term B is equal to
β2
4
1−λ
(1+λ)
∐I
i=1 E(|xi|2)
∑I
i=1 E(|xi|2). Recall that R̂′l is not re-
lated with z′l, Term C and Term D can be easily ﬁnd as zero. As
a result, T2 in (17) can be obtained by
T2 ≈ μ2E(‖y(n)‖2)(E(|xl|2γ2 − 2γ|xl|4 + |xl|6) +
β2
4
1− λ
(1 + λ)
∐I
i=1 E(|xi|2)
I∑
i=1
E(|xi|2)) (37)
by neglecting the terms which contain el again. The equation
T1 = T2 yields the MSE of proposed algorithm in (28). This
completes the proof.
Remark 2: When the mixing parameter β= 0, the MSE in
our algorithm turns to be a similar form of steady state MSE
for standard CM algorithm [12]. Moreover, if the proposed al-
gorithm is applied for a channel with additive noise, the MSE
of proposed algorithm can be obtained by replacing xl with dl,
where dl = sl + BZFl and n is the additive noise vector [4].
This will implies that the proposed algorithm outperforms the
CC-CMA algorithm in the steady state if MPSK or QAM sig-
nals are employed as source sequences. The MSE of CC-CMA
algorithm for an instantaneous channel in a noise context can
be derived as
MSECC−CMA = μE(‖y(n)‖2)×
E(|dl|2γ2 − 2γ|dl|4 + |dl|6) + β
2
4
1−λ
(1+λ)E(|dl|2)
∑I
i=1 E(|di|2)
E(2|dl|2 − γ)
When transmitted symbols are MPSK signals or QAM signals,
we know that |di|2 > 1. As a result, it is easy to ﬁnd our
algorithm will provide a better convergence performance since
E(|dl|2) >
∐I
i=1 E(|di|2) in this case.
V. NUMERICAL SIMULATIONS
This section presents simulation results for the adaptive al-
gorithm derived in Section 3 in comparison with the CC-CMA
algorithm presented in [15]-[16]. The performance of each al-
gorithm at the nth iteration is measured by the global inter-user
interference (GIUI) index
GIUI
(
c(n)i
)
= 10log10
(
1
I − 1 ×
∑I
j=1 |c(n)ij |2 −maxj|c(n)ij |2
maxj|c(n)ij |2
)
where cTi is the ith row vector of the global system C = BHA,
cij is the jth element of cTi and i, j = 1, 2, · · · , I . It is esti-
mated by averaging 50 independent runs. Each simulation is
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based on the following model. A J-element array receives I
quadrature phase-shift keying (QPSK) signals in the presence
of stationary temporally white noise of variance σ2. The sig-
nal to noise ratio is deﬁned as SNR = −10logσ2. The channel
we considered is a J × I complex-valued channel that is ran-
domly generated at each run. Other simulation parameters are
μ = 0.0005, λ = 0.95 and β = 1 .
In the computation simulation, two QPSK source signals
were used to drive a 4 × 2 channel. The signal to noise ratio
is chosen to be SNR = 25 dB. Figure 1 and 2 show that the
performance of the proposed algorithm and the CC-CMA algo-
rithm with respect to the number of iterations. It is clear that
the proposed algorithm achieves better performance in retriev-
ing the two source signals than CC-CMA algorithm.
VI. CONCLUSION
This paper studied the blind source separation problem us-
ing the constant modulus criterion. A new cost function, which
jointly exploits the CM criterion and signal mutual information
has been proposed. Theoretical analysis and numerical simula-
tions both demonstrate that the steady-state mean square error
(MSE) for the proposed algorithm is less than that of the CC-
CMA.
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