It is a well-known fact that a Blaschke product B is a finite Blaschke product if its Dirichlet integral
To prove this theorem, we need to quote a recent theorme of Ahern is replaced by 7/\ then B is continuous up to the boundary by Theorem 3.11 [5] ; so it is a finite Blaschke product, as is well known.
(2) To show that Theorem 1.1 really is a better result than the classical one, we present an unpublished result of Ahern which is also used again in the sequel.
THEOREM B. (Ahern). Suppose that f(z)
We integrate both sides with respect to θ and use the complex maximal theorem to get (1) . (2) is similarly obtained.
if p < q. Hence Theorem 1.1 is stronger as/? goes to oo.
Fractional integrals and derivatives. Let/(z) = Σa k z k
and let β be a real number. Flett [7] defines the fractional integral of/of order β
If >S > 0, the following formula is easily verified and will be useful later:
The following easily verified remarks will be used without explicit mention. The second inequality is obvious from (1) . For the first inequality, note that
REMARKS. (1) If n is an integer > 1, then

D»f{z) = (-£
so by the complex maximal theorem,
We can prove (3) for any n using induction, which we omit. Due to this remark we use D n f and f (n) interchangeably in this paper.
We quote some known theorems for later use. The following Theorem C was first proved by Hardy 
We combine Theorems C and D to get the following which is more convenient for our applications. This completes the proof.
THEOREM D'. (Littlewood and Paley.) Let f be a holomorphic function in U,β>0 and let
0 < p < oo. Then (1) iff E A p <- χ+βp , then I β f EH p (0<p< 2); (2) iff E H p , then D β f E A p^ι+βp (2<p< oo
REMARK. The conditions Σ(k + \)
p~] \a k f < oo for a sequence {a k } which is bounded by 1 are seen to be independent, for any two different values of p. For it 1 < s < t, take Proof. We first assume that 0 < β < 1. From the hypothesis, \f(tz) |< K{\ -t\z\)~y <K(l -t)~y for some constant K>0. Set M(r,θ) = sup OSί <. |/(/^") I Since 1 -/ < log \/t, (log I//)*"
Now, we proceed as in the proof of Theorem B and get
We used the complex maximal theorem in the last inequality. by Theorem B (1); so/ E /F for all q < oo by Corollary 2.5. (3) The example f(z) -log(l -z) shows that # = oo cannot be allowed in the conclusion of Corollary 2.5. Proof. We proceed by induction. It is true for n = 1, since
See Protas [13] for example. Assume that the lemma is true for n > + similar terms to the second term.
But since
(1 the first term above is of the form (1) with n + 1 in place of n in (2) and (4). The other terms are also of the form (1) with n + 1 in place of n by absorbing the constants like κz k in C(^l λ ; m μ ). This completes the proof.
3.5. Proof of Theorem 3.1. By Theorem C, it suffices to prove the theorem with β replaced by its integral part n. We may also consider the ordinary «th derivative B (n) instead of D n B because of 1.5. (3). We only prove (1) . (2) and (3) can be read off in the proof of (1). Suppose first that a + 2 a + l\ 1 max --r, < p < -. 
