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Abstract
Newly emerging classes of next generation soft-smart actuators are set to have a
huge impact on the fields of robotics, orthotics and prosthetics due to their light-
weight, high-strain and muscle-like properties. Like muscle, these actuators can
be used in multiple roles, e.g. both as actuators and brakes, due their variable com-
pliance. One important class of soft actuator is the dielectric elastomer actuator
(DEA). However, DEAs are extremely difficult to control due to their non-linear
and time varying dynamics. A crucial step in the advancement of this technology
is the development of techniques for systems level modelling and analysis, which
is the focus of this thesis.
In the first part of the thesis, a set of DEAs are identified and analysed using
standard methods from the field of system identification, obtaining non-linear
autoregressive with exogenous input (NARX) models. These provide a benchmark
against which later methods are evaluated. The key novelty in this part is the
development of NARX models of DEAs for use in non-linear frequency-domain
analysis. This result provides insight for the first time into how a set of similarly
fabricated DEAs vary in different ways.
A further aspect of DEA behaviour is their unexplained time varying be-
haviour. The system identification approach used to identify NARX models of
DEAs is in a convenient form such that it can be easily extended to cater for this
time varying behaviour. There are however very few available methods for the
frequency domain analysis of time varying systems. A novel method for time
varying frequency domain analysis of NARX systems is developed in this work
and applied to the DEAs. The analysis procedure is used to provide insight on
how the dynamic behaviour of DEAs change over time.
In the second part of the thesis a novel approach to the joint structure detection
and parameter estimation of NARX models is developed using a sparse Bayesian
method. The Bayesian framework allows for the estimation of posterior distri-
butions over model parameters, characterising the model uncertainty. Analytic
solutions are found that describe model uncertainty in the frequency-domain as
confidence bounds on both linear and higher order frequency response functions.
The sparse Bayesian identification algorithm is applied to the DEA data sets
and is used to give the first non-linear dynamic model of DEAs with uncertainty
bounds plus the first description of DEA dynamics in the frequency-domain, again
with uncertainty bounds.
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Introduction
1.1 Background
There are currently 10.3 million people over the age of 65 in the UK alone, an 80%
increase over the last 60 years. The growth of the 65+ population is projected to
increase with an expected total of 16.9 million by 2035 [105]. The phenomenon
of an ageing population is already imposing a large burden on health care insti-
tutions and the government’s ability to finance them. Mechatronic devices, such
as exoskeletons and orthotics, will help to provide a solution to these problems,
keeping the elderly in the home for longer and providing greater independence.
These devices will also find an application in the treatment and assistance
of people who have lost or damaged limbs [59]. Increase in technology will see
exoskeletons that can greatly assist in the rehabilitation of damaged limbs, helping
to affectively regain mobility. Where rehabilitation is not possible, dexterous, agile
exoskeletons and prosthetics will replace original limb function.
Conventional robotic devices are predominantly built of rigid materials such
as steel and stiff plastics, they are designed to be fast, powerful and precise in
their actions, specialising to specific tasks that they can achieve with a high ef-
ficiency. Robots have revolutionised manufacturing, vastly outperforming their
human counterparts at certain tasks. However, they are generally designed to
be used in a controlled environment where they seldom come into contact with
humans because of the risk of injury.
In order to introduce mechatronic devices, such as exoskeletons, into our ev-
eryday lives a new generation of robotics is required, referred to as soft robotics.
The new devices must be able to function in man made, as well as natural envi-
ronments, without posing a danger to those around it. They are also required to
perform a diverse range of applications ranging from medical care [32] to human-
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robot cooperation [126].
To achieve this the devices must possess an entirely new set of characteristics
that allow them to operate effectively and safely within their new environments.
New soft robots will be highly compliant and capable of amorphous kinematics
and dynamics. Soft wearable robotic orthotics, prosthetics and exoskeletons will
help with human motor assistance and must be comfortable, safe, light-weight
and move in cooperation with the user. Similarly, medical robots must be able to
interact with patients without causing discomfort, and not cause damage in the
result of collision.
One of the challenges in the path to realising the potential of soft robots is the
design and implementation of soft actuation technologies that allow the robots to
effectively perform their assigned tasks [127]. These actuators must be lightweight
and compliant while being sufficiently powerful. Actuators of this type are being
increasingly referred to as variable impedance actuators, although the term soft
actuator is used throughout this thesis. There is already an array of potential can-
didates, in the large part based on pneumatic actuation [62, 111]. However, pneu-
matic actuators require off board pneumatic pumps in order to operate. Electro
Active Polymers (EAP) provide an alternative solution to the problem of actuation.
They have been much studied in recent years because they display a promising col-
lection of characteristics that have led them to be compared to biological muscles
[10].
The control of EAP currently offers a significant challenge due to the inherently
non-linear dynamics displayed in response to an applied electric field, as well as
the time varying characteristics, inherent variability in the dynamic behaviour and
the non-uniformity of current fabrication techniques. The accurate description of
the non-linear dynamic of a system can be a challenging task and current methods
largely consist of first principle models [108, 118, 128, 129]. In order to implement
a control structure a data driven modelling approach is more appropriate.
1.2 Motivation
The lack of available techniques for systems level modelling and analysis of EAPs
is the key motivation of this thesis. However, once those models have been iden-
tified more questions are raised: How can the actuators time varying behaviour
be characterised? If the identified models of the system capture the true system
dynamics, what can be learnt about the system from the models themselves? And
how do we account for the inherent uncertainty in the behaviour of the actuators?
These questions are investigated using experimentally gathered data from a
Chapter 1. Introduction 3
subclass of EAPs, dielectric elastomer actuators (DEA)s. DEAs are of particular
interest for the application of soft robotics because they possess a collection of
promising characteristics; combining large actuation strains and a high response
speed while being light weight and compliant. The experiment is designed in a
manner such that the DEA dynamic behaviour is constrained to one dimension.
This allows for the gathering of single input single output (SISO) data over which
system identification can be performed. The model class is chosen such that it is
easily extendible to a high dimensional problem.
The field of system identification provides us with a collection of tools for
obtaining a mathematical description of a system through operations on the ob-
served inputs and outputs of the system. The aim is to obtain a suitable model
that accurately captures the dynamics of the system. There are many non-linear
model structures available in the literature such as NARMAX, neural networks,
fuzzy models, Box Jenkins and output-error [113]. The non-linear Autoregres-
sive Moving Average with eXogenous input (NARMAX) framework provides a
unified time domain modelling and analysis tool that has proven successful for
many applications in the past [14]. By adopting a parametric modelling approach,
tracking the system behaviour over time can be achieved using a number of avail-
able recursive parameter estimation techniques. An advantage of the NARMAX
framework is the ability to map the time domain model of a non-linear system
into the frequency domain as Generalised Frequency Response Functions (GFRF)s
and non-linear output frequency response functions (NOFRF)s which facilitates
the further analysis of the system in the frequency domain.
System identification methods can therefore be applied to identify data-driven
models that are suitable for the application of control. The system identification
procedure is performed by a number of steps. Once a suitable model structure has
been chosen structure detection algorithms can be used to determine the signifi-
cant model terms. The model parameters are then estimated using parameter esti-
mation techniques. If a number of models are available to choose between, model
selection is performed and the final model is tested for suitability using model
validation techniques. In this thesis the models are identified using the NARMAX
model structure. The structure detection procedure is initially performed using
an algorithm in which term selection is driven by minimising the simulation error.
Using this criteria for structure detection has advantages for the predictive ability
of the models that are identified.
Identifying models using the NARMAX model class allows the use of ad-
vanced model-based frequency domain analysis techniques in which the param-
eters of the NARMAX model are mapped into the frequency domain via GFRFs.
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Although these techniques are available in the time invariant case, little prece-
dent exits for extending these methods to time varying systems. A time varying
frequency domain description could however be advantageous in monitoring the
changes in system dynamics over time in a transparent and intuitive way.
The variability in DEA behaviour cannot be accounted for using standard
methods. One approach to characterising the variability is to characterise the
uncertainty in the model. A natural way to incorporate the uncertainty into the
model is provided by performing the identification within a Bayesian framework.
This allows for prior distributions to be placed over the model parameters and by
observing the data the posterior distribution over the parameters can be obtained
via Bayes’ rule. There is however very little available literature for identifying
NARMAX models in this way. In order to address this problem a fully Bayesian
structure detection and parameter estimation algorithm is developed based on the
concept of sparse estimation.
The uncertainty associated with a NARMAX model is characterised by the
variance-covariance of the model parameters. Given that methods exist for map-
ping the NARMAX model parameters into the frequency domain, a final question
is asked in this thesis: How can the uncertainty in the model be manifested in
the frequency domain? The problem is complicated by the fact that the frequency
domain is commonly represented as a complex variable, i.e. it contains a real
and imaginary part. Unlike the uncertainty associated with a real variable there
is no standard method for uncertainty analysis of complex variables. In order
to address this, multivariate uncertainty propagation is performed such that the
variance-covariance in the real and imaginary part of the complex variable is ap-
proximately mapped from the uncertainty in the model parameters.
1.3 Aims and objectives
The overarching aim of this thesis is the systems level modelling and analysis
of EAPs using advanced non-linear modelling and frequency domain analysis
techniques.
This key objectives of this thesis are given below.
• The development of a novel framework for the data-driven control focussed
identification and model based analysis of DEAs involving:
– The identification of simple and accurate models using simulation based
system identification techniques.
– Advanced non-linear model-based analysis in the frequency domain.
Chapter 1. Introduction 5
– The characterisation of time varying behaviour.
• The development of a novel method for extending the frequency domain
analysis techniques to the time varying case and the extension of the above
framework to include this.
• The application of the modelling framework to experimentally gathered in-
put output data for six DEAs in order to provide new results into the dy-
namic behaviour of the actuators as well as analysing the consistency of the
fabrication process.
• The development of an identification algorithm capable of performing joint
structure detection and parameter estimation of polynomial NARX models
within a Bayesian framework in order to evaluate the uncertainty associated
with the model.
• Development of a novel method for propagating uncertainty into the fre-
quency domain description of both linear and non-linear systems by consid-
ering the uncertainty in the model parameters.
1.4 Thesis overview
The thesis is structured into 8 chapters as follows.
• Chapter 2 introduces the research problems associated with soft actuators
for the application of robotics. The state of the art in DEA technology is
discussed with an emphasis on modelling techniques and identifies barriers
to the implementation of these devises in real life applications. The experi-
mental process used to gather input output data from a set of soft actuators
is described and a preliminary analysis of the data is performed.
• Chapter 3 provides a review of system identification techniques and an in-
troduction to the Bayesian inference problem. Linear and non-linear systems
theory is introduced and a number of model structures for describing both
linear and non-linear systems are discussed. The system identification pro-
cess is outlined including a review of methods for performing parameter
estimation, structure detection, model selection and model validation which
represent the main steps in the identification process. An introduction to
Bayesian inference for linear regression models is made and the advantages
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of identification within a Bayesian context is discussed.
• Chapter 4 focusses on the development of a novel framework for the data
driven modelling and frequency domain analysis of DEAs. Simulation based
system identification techniques are used in order to identify simple and ac-
curate NARX models of DEAs targeted at the application of control design.
GFRF based analysis is used to map the NARX model parameters into the
frequency domain. The framework is demonstrated by application to a set
of six DEAs in order to provide new results into the dynamic behaviour of
the actuators and the consistency of the fabrication process.
• Chapter 5 extends the DEA modelling and analysis framework to include a
characterisation of the time varying dynamics of the DEA system. Param-
eters are tracked over time using Kalman filtering. A novel time varying
frequency domain analysis method is introduced based on NOFRFs. The
new method provides an intuitive and transparent method for analysing the
underlying system behaviour of a nonlinear system as it changes across time.
The time varying analysis method is applied to the set of six DEAs in order
to provide a new insight into the time varying behaviour.
• Chapter 6 introduces a novel sparse Bayesian identification algorithm for
the joint structure detection and parameter estimation of NARX models.
Term selection is driven by a sparsity inducing hyper-prior which forces the
weighting of irrelevant basis functions to zero, a process named automatic
relevance determination. Approximate inference is performed in closed form
using the variational approximation in which the posterior distribution is
approximated as the product of simpler distributions. This leads to a set of
closed form update equations. The algorithm is tested against a benchmark
system and is shown to perform favourably in comparison to conventional
identification approaches. Identification of the DEA actuators is performed
with the new algorithm which capture the uncertainty inherent to the sys-
tem.
• Chapter 7 presents a novel method for the propagation of uncertainty into
the frequency domain description of both polynomial ARX and NARX mod-
els. A discussion of the uncertainty in complex valued data is made and
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the multivariate uncertainty propagation law is introduced as a method for
mapping the uncertainty in NARX model parameters into the frequency do-
main. The method is demonstrated to accurately capture the uncertainty
associated with models of DEAs.
• Chapter 8 provides a conclusions to the work presented in this thesis. Sug-
gestions to future research directions stemming from this work are dis-
cussed.
1.5 Summary of contributions
The novel contributions arising from this thesis to both the DEA and system iden-
tification communities are listed below:
1. Chapter 4: A novel framework for the data driven identification of con-
trol oriented models and model based frequency domain analysis of DEAs
is developed. The framework performs simulation based structure detec-
tion to identify compact and accurate models of DEAs with a focus on
long range predictive ability. Current models of DEAs mostly consist of
first principles models that are unsuitable for the purpose of control-focused
analysis and design because they tend to be overly complex descriptions,
incorporating many terms and parameters. The development of modelling
approaches for DEAs that are specifically control-focused hence provides a
significant contribution to the field. Furthermore, the framework incorpo-
rates advanced non-linear frequency domain analysis techniques based on
GFRFs and NOFRFs - for the first time allowing frequency response analysis
of non-linear DEA dynamics. The advantage of using GFRFs stems from the
fact that the identified model equations are difficult to interpret and directly
use for analysis. However, the frequency response is a powerful, widely used
method in control for interpreting system dynamics.
The application of this framework to a set of film type DEAs represents a fur-
ther contribution originating from this chapter. The modelling and analysis
framework is successful in identifying accurate system descriptions of each
actuator. The accompanying non-linear frequency domain analysis provides
new results on the dynamic behaviour of DEAs and the consistency of the
fabrication process.
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2. Chapter 5: The framework introduced in Chapter 4 is extended to charac-
terise the time variations inherent in DEA behaviour. Current DEA models
provide a limited description of time varying behaviour and cannot explain
the time variations displayed by the film-type DEAs under investigation.
The data driven modelling and analysis framework does not require that the
physical origin of the time variations be known and can characterise the time
varying behaviour by recursive estimation of model parameters based only
on the data. Current model based frequency analysis techniques are not suf-
ficient to analyses the change in the frequency response due to time varying
effects. A novel method for the time varying frequency domain analysis of
non-linear systems is developed based on NOFRFs to address this gap in
the literature. The new analysis technique provides a novel contribution for
model based analysis in general as well as for the analysis of time varying
DEAs. Application of the extended framework to the set of film type DEAs
provides new results on the evolution of DEA behaviour over time show-
ing that different actuators have significant differences in their time varying
behaviour.
3. Chapter 6: A novel sparse Bayesian structure detection algorithm is intro-
duced for the identification of dynamic systems of the NARX model class.
The comparison of DEAs in Chapters 4 and 5 are based on models identi-
fied using a frequentist modelling approach. It is therefore unclear if the
apparent differences in DEA behaviour can be attributed to true differences
in the dynamic behaviour between actuators or if it is due to inaccuracies
in the modelling process. This motivates a method for characterising the
uncertainty in the identified models of DEA. By using a Bayesian modelling
approach, parameter uncertainty can naturally be incorporated into the iden-
tified model. There is, however, a lack of available Bayesian methods for the
identification of non-linear models of the NARX class. Existing methods
are based on repeated sampling techniques, and are complex and inefficient.
The novel algorithm introduced in this chapter is computationally efficient,
consisting of a sequence of closed form updates. Structure detection is driven
by the inclusion of a sparsity inducing hyper prior such that terms that are
not relevant to the generation of the data can be iteratively pruned from the
model. The final model structure is chosen automatically using Bayesian
model selection.
Non-linear models of DEAs identified using the new identification algorithm
include a characterisation of the model uncertainty through the uncertainty
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in the model parameters. Uncertainty in the frequency domain is evaluated
by sampling from the uncertain model parameters to build up a distribution
in the frequency domain. The uncertain frequency domain analysis provides
an improved comparison between actuators, representing a further novel
contribution resulting from this chapter.
4. Chapter 7: A novel method for the propagation of uncertainty from the
posterior model parameter distribution into both linear and higher order
frequency response functions (FRF)s is presented. Current methods for
analysing frequency domain uncertainty are limited to propagating the un-
certainty in experimentally gathered data into the (complex valued) FRF, or
by sampling from the posterior distribution of the model parameters. The
sampling approach is however very computationally inefficient, especially
when considering higher orders. There is therefore a gap in the literature
regarding methods for model based uncertainty analysis of frequency do-
main descriptions for both linear and non-linear systems. The new uncer-
tainty propagation method therefore represents a significant novel contribu-
tion originating from this chapter.
1.6 Research outputs
The work presented in this thesis has been published in part in a journal paper
and a peer reviewed conference paper. A further Journal paper is currently in
preparation.
• W.R. Jacobs, E.D. Wilson, T. Assaf, J. Rossiter, T.J. Dodd, J. Porrill and S.R.
Anderson. Control-focused, nonlinear and time-varying modelling of dielec-
tric elastomer actuators with frequency response analysis. Smart Materials
and Structures 24.5 (2015): 055002.
The journal paper incorporates elements from Chapters 4 and 5.
• W.R. Jacobs, T. Baldacchino and S.R. Anderson. Sparse Bayesian Identifica-
tion of Polynomial NARX Models. 17th IFAC Symposium on System Identi-
fication, SYSID 2015.
The Conference paper incorporates elements from Chapter 6.
• W.R. Jacobs, E.D. Wilson, T.J. Dodd, Z-Q Lang and S.R. Anderson. Analysis
of time-varying non-linear systems in the frequency domain using non-linear
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output frequency response functions. (In preparation)
The prospective journal paper incorporates elements from Chapters 4 and 5.
• W.R. Jacobs, T. Baldacchino and S.R. Anderson. Sparse Bayesian system
identification and frequency domain uncertainty analysis. (In preparation)
The prospective journal paper incorporates elements from Chapters 6 and 7.
Chapter 2
Dielectric Elastomer Actuators for
Soft Robotics: Applications,
Theory and Experimental Design.
Soft robots promise a range of advantages and opportunities that are not possible
with traditional robots. Constructing robots with compliant, amorphous materials
such as polymers, liquids and gels leads to the possibility of actuation in multiple
degrees of freedom in a way that was previously not possible [124]. As well as ap-
plications in exoskeleton and orthotics devices the similarity to biological systems
allows new research potential in biomimetics and the emulation of natural systems
[61, 70, 82, 96] and facilitating new routes into the modelling and understanding
of natural concepts.
There are many challenges to overcome before the potential of soft robotic de-
vices can be truly realised. The compliant nature of soft robots as well as their
methods of actuation, often through deformation in shape by stretching, contract-
ing or varying stiffness, provides a difficulty when it comes to forming mathemat-
ical models of the system [73]. The system response is often inherently non-linear
and follows different kinematic rules to traditional rigid robots. Current control
strategies rely on precise knowledge of the robots location which may be diffi-
cult to achieve with soft actuators. Another challenge is the lack of soft actuator
technologies and corresponding control structures [52].
One of the key problems preventing the progress of the soft robotics field is the
lack of readiness and availability of soft actuator technologies [73]. Soft actuators
are required to be light and compliant while also producing the required force for
their application.
McKibben actuators (or pneumatic artificial muscles (PAMs)) were an early
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candidate for use in soft robots and have mostly found applications in medical
rehabilitation robots [26, 62]. The actuator is formed of a pneumatic bladder
surrounded by woven fibres, actuation is induced by inflating the bladder with
pressurised air, the surrounding woven fibres restrict the volume of the bladder
causing the ends to be pulled together. The construction of the PAM allows the
actuator to be very light as well as compliant. There are big disadvantages to the
actuator however, heavy air pressurising equipment is required to be carried (or
for the robot to be tethered) in order to operate the actuators.
More recently, longitudinal cables and transverse shape memory alloys have
been used to actuate soft robotic arms for the OCTOPUS project [70]. The arms are
capable of lifelike movement underwater in multiple degrees of freedom as well
as grasping objects. A soft locomotive robot has been build, actuated by inflating
air bladders built into the soft silicon structure[111]. The robot is capable of so-
phisticated locomotion with multiple gaits as well as navigating simple obstacles.
The actuation method shares the disadvantage of needing to be tethered in order
to operate.
Active polymers are another promising candidate for applications in soft robotics.
Active Polymers are comprised of a broad family of dimension changing polymers
that have great potential for actuation purposes as well as for sensing and energy
harvesting [10, 66].
The remainder of this chapter is structured as follows: In Section 2.1 an overview
of electro active polymer technology is provided highlighting different materials
and their advantages for the purpose of actuation. Dielectric elastomers are then
introduced in Section 2.2. The working principles of dielectric elastomer actua-
tors are discussed, including how different configurations can produce different
actuation modes. A discussion of the current state of the art in the modelling of
actuators of this type is then made. In Section 2.3 the experimental procedure
used to gather input output data from a simple dielectric elastomer actuator sys-
tem is first described. Pre analysis of data gathered from the experiment is then
performed and a number of features displayed by the data are discussed. In the
final section, Section 2.4, a discussion of the findings in this chapter is made.
2.1 Electro active polymers as smart actuators
Active polymers are materials for which deformation is induced by a range of
different stimuli. In this thesis the focus will be placed on a subset of active
polymers (EAP)s named electro active polymers for which deformation is induced
through stimulation by an applied voltage.
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Increased interest in the field of EAPs has been facilitated by advances in poly-
mer technology in the past decade [7, 9, 89]. EAPs have the ability to directly
transform electrical energy into mechanical work by deforming in shape. Their
potential to produce large actuation strains while remaining light weight, coupled
with their compliance and resilience, has driven research in recent years.
There is a further variety of materials falling into this category which can be
subdivided into two main types, namely, ionic EAPs and electronic EAPs
• Ionic EAPs Ionic EAP exploit the displacement of ions inside a polymer
in order to induce deformation. Large deformations can be achieved at a
low voltage (just a few volts), however, the operating principle is based on
the diffusion of ions across an electrolyte which requires the system to be
submerged in liquid in many cases, limiting the applicability [7, 10].
• Electronic EAPs For electronic EAP, deformation is achieved by the displace-
ment of electric charge within the polymer material, inducing electrostatic
forces that in turn lead to deformation of the material.
A summary of common types of both ionic and electronic EAP can be found in
Table 2.1 as well as a discussion of the advantages/disadvantages of each material
in Table 2.2.
Electronic EAP Ionic EAP
Dielectric elastomer EAP Carbon Nanotubes
Electrostrictive Graft Elastomers Conductive Polymers
Electrostrictive Paper ElectroRheological Fluids
Electro-Viscoelastic Elastomers Ionic Polymer Gels
Ferroelectric Polymers Ionic Polymer Metallic Composite
Liquid Crystal Elastomers
Table 2.1: List of the main types of electronic and ionic EAP [10].
In the context of actuation in robotics, Ionic EAP are limited by low strain
rates and slow response times [50]. Many electronic EAPs are also limited by
their achievable strains, such as electrostrictive and pizoelectric polymers [50].
Dielectric elastomers however show great potential, displaying characteristics that
are highly favourable for this application. Dielectric elastomers will be discussed
in more detail in the following section.
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Electronic EAP Ionic EAP
Actuation Actuation is induced in the
planer direction due to in-
plane deformation. Actua-
tion is independent of volt-
age polarity.
Actuation is induced by the
contraction of one side of
the material causing bend-
ing. Bending direction de-
pendant on voltage polarity.
Required voltage Large Voltages required for
actuation (~kV).
Low voltages (~mV)
Response time Rapid response (~ms) Slow Response (~s)
Actuation strain Displays relatively hight ac-
tuation strains (Compared to
traditional actuators)
Displays relatively low actu-
ation strains (Compared to
traditional actuators)
Table 2.2: Summary of the properties of electronic and ionic EAPs [10].
2.2 Dielectric elastomer EAPs
The focus of this thesis is on the modelling and analysis of dielectric elastomer’s,
a type of electronic EAP. Dielectric elastomer’s are of particular interest to the
field of robotics due to a collection of attractive properties. Strains of over 100%
have been achieved as well as response times in the micro-seconds, exceeding the
properties of biological muscle [93]. This exceptional combination of properties
is especially applicable for the development of biologically inspired mechanisms
and has led to the comparison of dielectric elastomers to biological muscle and as
such they have been dubbed ’Artificial muscles’.
2.2.1 Working principles
The basic structure of a dielectric elastomer actuator (DEA) consists of an insu-
lating polymer sandwiched between two compliant electrodes. In essence, the
actuator works as a compliant capacitor. An electrostatic attraction is formed by
applying a potential difference across the two electrodes, squeezing the (incom-
pressible) polymer. Simultaneously, the like charges in the (compliant) electrodes
repel each other. These two factors lead to an expansion in the planer direction,
see Figure 2.1.
The described principle of actuation allows the DEA to perform work against
external loads in two main directions; In-plane due to planar expansion, and in
the thickness direction due to contraction, see Figure 2.1. DEAs can be fabricated
in many different configurations to produce different modes of actuation. Config-
Chapter 2. Dielectric Elastomer Actuators for Soft Robotics 15
Figure 2.1: Working Principles of DEAs. When a voltage is applied across com-
pliant electrodes placed on either side of a polymer film, electrostatic attraction
causes the film to contract in the thickness direction and expand in the planer
direction.
urations include diaphragms (films), unimorphes and biomorphes, bow-tie, cone
and roll [89] some of which are discussed in more detail in Section 2.2.3.
The driving voltage required to induce actuation is typically very high (up
to 150 V/µm) and no deformation in the material will be induced until a mini-
mum voltage in this range is reached [89]. As the thickness of the DE film de-
creases there is a resultant increase in the electric field strength, if the electric field
reached a critical point then it will break down, damaging the DE material. This
phenomenon is referred to as the electromechanical instability [10]. Application of
a voltage above a certain threshold can therefore damage the dielectric elastomer
material because the induced deformation causes a decrease in the thickness di-
rection and hence an increase in the electric field strength. Pre-straining of the DE
material has been found to increase the actuators resistance to this phenomena.
2.2.2 Pre-straining of dielectric elastomer material
Pre-straining of DE films can have the effect of improving the magnitude of the
induced deformation while reducing thickness as well as the required voltage [93].
The electrical breakdown strength may also be increased in this way, thus increas-
ing the actuators electromechanical stability. However, pre-straining reduces the
lifetime of the actuator due to relaxation and fatigue in the film [74].
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2.2.3 Actuators and configurations of dielectric elastomers
The compliant nature of elastomer material allows for the constraining of the DE
material in different ways, forming different configurations that can actuate in dif-
ferent dimensions. A large variety of actuators have been constructed that can
provide actuation for a wide array of different applications, both current and po-
tential. It is most common for the DEAs to harness the planar expansion of the
material in order to perform actuation. Actuation in the out of plane direction has
been achieved by stacking a number of actuators into one system.
Bow-tie actuators have already found uses in robotic devices [36]. They consist
of a pre-strained film fixed to a rigid frame on two opposing sides and hinged
spars on the remaining sides, bent in the shape of bow-tie. Actuation is induced
in the planer direction either perpendicular too, or in the direction of, elonga-
tion. Multifunctional electro-elastomer roll (MER) actuators are a promising new
technology that combines load bearing, actuation, and sensing functions. They
are fabricated by rolling highly pre-strained DE films onto a central compression
spring. The actuator has the ability to bend as well as extend providing multiple
degrees of freedom of actuation [92].
Diaphragms can be formed by stretching a film of DE material over a frame
and smearing both surfaces with a conductor such as copper grease to form the
electrodes. A diverse range of applications have been found for DE diaphragms
including loudspeakers [51], pumps [137], and refreshable Braille displays [101].
DE diaphragms are often pre-strained to alter or enhance certain properties of the
actuator [31].
2.2.4 Theory and first principle model descriptions
Current models of the dynamic behaviour of EAP actuators are mostly constrained
to first principle models. Early work in this field successfully predicted the linear
response of DEAs that is displayed at low voltages, and hence low strains (<10%),
by considering linear-elasticity and free boundary approximations [25]. However,
DEA’s have been shown to produce strains much greater than that predicted by the
former theory [93]. At larger strains the response becomes nonlinear and further
theory is required to explain it. As well as displaying nonlinear dynamics the DEs
also show unexplained time varying characteristics.
The large strains exhibited by DE’s can be primarily attributed to electrostric-
tion and Maxwell stress effects. The induced strain arising from electrostriction
effects is given by
Selectrostriction = −Qe20(er)2E2 (2.1)
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where Q is the electrostrictive coefficient, e0 is the permittivity of free space, er is
the relative permittivity (dielectric constant) and E is the applied electric field.
Maxwell stress arises from the change in the distribution of the electric field
inside the dielectric material and is given by
SMaxwell = −12 se0erE
2 (2.2)
where s is the elastic compliance. It can be noted that both effects exhibit a
quadratic response similar to that displayed by the DE’s in this investigation.
More sophisticated models have since been developed to account for the non-
linearity observable at high strains based on various hyper-elasticity models such
as Ogden [88], Mooney-Revlin [84] and Yeoh [140]. These are derived by consid-
ering the Maxwell stress and the elasticity of the situation in combination, and by
assuming a constant electric permittivity. These models as well as variations of
the same have been used extensively in the EAP litrature [25, 134].
It has been shown, however, that the permittivity (dielectric constant) of the
DEs is not a constant at large deformations as assumed in previous models [135],
varying by as much as a factor of 2, expressing a need for a model that does not
rely on this assumption. A new type of model has been developed based on the
theory of the thermodynamics of deformable dielectrics [118, 119], that accounts
for the variable permittivity as well as showing that the Maxwell stress can only
account for part of the voltage induced deformation.
2.3 On the behaviour of one dimensionally constrained film
type DEAs
In this thesis the dynamic behaviour of DEAs is investigated using the experi-
mental set-up described in the following section. The experiment was deliberately
designed in order to constrain actuation to one dimension in order to provide a
system that is as simple as possible whilst still displaying the systems non-linear
and time varying behaviour. The simplicity of the system allows for the collection
of single-input single-output data. The experimental design and data collection
was performed by collaborators at the Bristol Robotics Laboratory for the purpose
of system identification.
2.3.1 Experimental design
The DEAs under investigation comprise of a thin elastomer film, sandwiched be-
tween two compliant electrodes. The DEA used was formed of an acrylic elas-
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tomer (3M VHB 4905), fixed to a rigid perspex frame, inner and outer diameters
80mm and 120mm respectively. The elastomer was biaxially pre-stretched and
preloaded by 350%. Conductive carbon grease (MG chemicals) was smeared on
both sides of the elastomer to form the electrodes, the electrodes were approxi-
mately circular, diameter ≈ 35mm. A spherical 3g mass was placed at the centre
of the circular DEA allowing a vertical displacement to be measured with a laser
displacement sensor (Keyence LK-G152), see Figures 2.2 and 2.3.
Figure 2.2: DEA dynamic behaviour is constrained to one dimension by the
experimental set-up. A cross section of the DEA actuator. Application of an
applied electric field causes the metal ball to move in the out of plane direction.
The displacement of the ball (system output) is recorded by a laser displacement
sensor.
The electrodes are squeezed together in response to an applied input voltage,
causing planer expansion of the elastomer film. In turn this causes actuation in the
out of plane direction and therefore the ball to move up and down. The system
output is measured as the displacement of the ball relative to its location at zero
input.
The excitation signal was formed of a zero mean normally distributed white
noise signal with variance σ2u = 0.36. The signal is then band limited to the range
[0-1]Hz in order to excite the actuator in the frequency range appropriate to the
future application.
A host Laptop combined with a CompactRio (CRIO-9014, National Instru-
ments) platform, with input module NI-9144 (National Instruments) and output
module NI-9264 (National Instruments) were used for the control hardware. Input
and output signals were simultaneously sampled at 50Hz. The signal measured
by the laser displacement sensor was supplied to the input module of the CRio.
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Figure 2.3: A photograph of the DEA experimental set-up. The photograph
shows the dielectric elastomer film stretched over a perspex frame. Electrodes are
painted onto each side of the elastomer film with carbon grease. A metal ball is
placed in the center of the film to act as a weight.
Voltages in the range 1.1V-3.75V were then produced by the CRio output module
by up-shifting the input signal by 2.4V and amplifying with the ratio 15V:12kV
before being fed into the DEA, see Figure 2.4.
Input output data was collected for six different DEAs using the experimental
set-up described, see Figure 2.5. All six DEA actuators were fabricated to the
same specifications such that the dynamic behaviour is expected to be consistent
across the six actuators. Any differences in there behaviour can hence be attributed
to unknown degradation effects or problems with the fabrication process. An
initial discussion of both the non-linear and time varying dynamics of the different
actuators is presented in the remainder of this chapter.
2.3.2 Time varying dynamics of DEAs
Elastomer films, such as the VHB elastomer used in this study, are known to dis-
play time varying behaviour [104]. The relative permittivity of the elastomer, er,
has been shown to be time dependant in some cases due to relaxation in the elas-
tomer material or by the gradual orientation of the polar parts of the elastomer
chains in the presence of a high electric field [81]. Pre-strained DEAs also com-
monly display stress relaxation and creep [60].
By inspection of the output data against time for all six DEA actuators it is
clear that there is some form of time varying dynamics taking place, see Figure
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Host Laptop
DEA
Laser displacement 
sensor
Compact Rio
real time controller 
Vloltage amplifier
Figure 2.4: Summary of the experimental set-up used to collect input-output
data for DEAs. The CompactRio simultaneously collects data from the laser dis-
placement sensor and produces an output signal fed from the host laptop. The
output signal is amplified before being fed into the DEA.
2.5. The mechanism behind this behaviour is not due to stress relaxation or creep
because these phenomena are repeatable and have known characteristics [104]. It
is interesting to note that the effect is manifested differently with each actuator.
For example, DEA 1 exhibits a consistent decrease in the average displacement
whereas DEAs 2 and 3 show a consistent increase in average displacement. Ac-
tuator 6 experiences a rapid shift in mean value followed be a period of apparent
invariance. The effect may be due to a time dependant relative permittivity of the
material, however it has not been established how to model this behaviour [81].
The origin of the time varying behaviour is therefore assumed unknown.
Observing the data over a short time scale it can be seen that DEA 1 exhibits
behaviour not displayed by the other actuators Comparing the behaviour of DEA 1
at time 10− 30s with that for 1000− 1020s and the same time periods for DEA 5 the
output is noted to be significantly less smooth in the period 10− 30s, particularly
in the output range ≈ 0.4− 0.5mm, see Figure 2.6. Rather than removing this data
set from the investigation it shall be included in order to see how the frequency
domain analysis tools, introduced later in this thesis, interpret this behaviour.
2.3.3 Non-linear dynamics
The non-linear nature of the DEAs can be seen by plotting the input against the
output for each DEA, see Figure 2.7. Firstly, by observing the trend of the data,
it can be seen that the actuators display an approximately linear response at low
voltages (below ≈ 2.5V), and at higher voltages (above ≈ 2.5V) non-linear effects
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Figure 2.5: DEAs exhibit significant, non-consistent, time varying behaviour.
Output displacement data for six different DEAs excited by a 0-1Hz band limited
white noise signal. The DEAs show significant time variations in their output
response.
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Figure 2.6: DEA 1 Exhibits behaviour not displayed by any of the other actua-
tors. The output of DEA 1 and 5 plotted at two different time periods, t = 10− 30s
and t = 1000− 1020s.
are displayed. Secondly the system clearly exhibits hysteresis which can be seen
by observing that the system output takes a different path in response to an in-
creasing input than it does the the input it decreasing. Both of these observations
are in line with the literature regarding DEAs as discussed in Section 2.2.4, see
Figure 2.7
Further evidence of the inherent non-linearities of the system can be seen by
observing the frequency domain response. The time domain input and output
signals are mapped into the frequency domain by performing a fast Fourier trans-
form (FFT). The spectrum of the input signal appears as expected with a frequency
band at 0− 1Hz with a noisy but uniform amplitude and zero amplitude at fre-
quencies greater than 1Hz, see Figure 2.8A. The spectrum of the output signal
shows that some of the energy has been transferred from the 0− 1Hz frequency
band to higher frequencies ,see Figure 2.8B. This behaviour is only displayed by
non-linear systems [14].
2.4 Discussion
DEAs have great potential for use in robotic devices, however, there are a number
of factors that pose a barrier to widespread implementation in real life devices.
The current generation of models for DEAs are based on first principle descrip-
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Figure 2.7: DEAs display non-linear behaviour as well as Hysteresis. Voltage vs.
time for all six DEAs. The output response is seen to be approximately linear at
low voltages but becomes non-linear at ≈ 2.5V. Hysteresis can also be observed.
tions. These models, which are discussed in Section 2.2.4, have been instrumental
in driving forward the development of DEAs. However, they are generally not
well suited to control-focused analysis and design because they tend to be overly
complex descriptions, incorporating many terms and parameters. Furthermore,
DEAs tend to exhibit time-varying characteristics which most current models do
not describe, or are limited to a simplified assumption of time varying phenom-
ena [100, 134]. There is, therefore, a significant gap in the current methodology
for modelling DEAs in control-oriented tasks. Hence, it is now timely to develop
modelling approaches for DEAs that are specifically control-focused due to the
increased use of DEAs in various applications.
Section 2.3 details an experimental procedure specifically designed to constrain
the dynamics to one dimension. Input-output data gathered from the experimen-
tal system therefore reflects the underlying system behaviour. A preliminary anal-
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Figure 2.8: The output spectrum of a DEA in response to a 0− 1Hz band limited
excitation signal displays significant energy at frequencies not included in the
input spectrum. Left: The spectrum, U(jω) of the excitation signal. Right: The
spectrum of the output signal Y(jω).
ysis of this data highlights some basic properties of the DEA. Firstly the dynamic
response is clearly non-linear, this can be seen from the form of input vs out-
put plot, Figure 2.7, as well as the energy transfer in the frequency domain input
output data, see Figure 2.8. This non-linear behaviour is expected and is in line
with the literature. However, the literature does not explain the time variations
displayed by the DEAs. Interestingly the time variations are markedly different in
each of the different actuators.
Given the non-linear nature of DEA behaviour it is clear that it is necessary
to consider non-linear modelling techniques in order to accurately capture the
behaviour of the system. System identification provides a series of tools for iden-
tifying models of a system from gathered input-output data. Model structures are
available in which to identify model suitable for the application of control. The
next chapter provides an overview of system identification and the identification
procedure.
Chapter 3
Introduction to System
Identification and Bayesian
Inference
3.1 The behaviour of linear and non-linear systems.
The previous chapters highlight the need for control oriented models of DEAs in
order to facilitate control design. In this thesis the modelling problem is addressed
by treating the system as a black box, meaning that no knowledge of the physi-
cal properties of the system are observed or considered as part of the modelling
process. Instead models of the system are identified from only experimentally col-
lected input-output data. This approach to modelling broadly falls into the field
of system identification. Treating the system as a black box does not mean that
the underlying system behaviour is not of interest however. By identifying mod-
els that accurately reflect the true system, model based analysis techniques can
be employed to describe behaviour that may not be able to be explained by first
principle methods.
Linear systems theory is a thoroughly studied and well understood research
area. A wealth of literature supports methods for both identification and analysis.
However, in reality most real life systems display some level of non-linearity and
the assumption of linearity may lead to incorrect system descriptions resulting
in poor model performance in analysis, prediction or control. If this is the case
then non-linear system identification is necessitated. Non-linear systems theory
is commonly based on an extension of well known methods originally designed
for linear systems. It is therefore helpful to introduce linear systems theory before
non-linear systems are themselves discussed.
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This chapter provides an introduction to the field of linear and non-linear sys-
tem identification and describes the entire identification process. The literature
provides a large variety of model types and algorithms for identification. The fo-
cus is placed on parametric models in line with the work presented in the rest of
the thesis. A number of both linear and non-linear parametric model structures
are reviewed. In black box models the parameters are not linked to the physi-
cal system and are instead estimated from the data. Two of the most common
parameter estimation methods for linear regression problems, least squares and
maximum likelihood, are introduced.
The structure detection problem is then introduced which represents possi-
bly the most challenging part of the identification procedure. Structure detection
involves identifying a set of basis functions, selected from a super set, that best
represent the system with the objective of achieving a parsimonious representa-
tion. The difficulty arises in the size of the search space which in some cases can
be extremely large. A number of common structure detection algorithms are re-
viewed as well as their criteria for term selection. The steps of model selection and
model validation are also discussed.
Bayesian inference offers an alternative approach to the system identification
task and provides a method for uncertainty to be naturally incorporated into the
modelling process. Other significant advantages are found in the ability to include
prior beliefs or assumptions and a natural penalisation for model complexity. A
discussion of the inference procedure is made highlighting the advantages and
disadvantages of taking this approach are discussed.
3.1.1 Linear systems
Traditional systems theory is based on linear time invariant (LTI) systems. The
LTI property of a system is usually an approximation, however it is often the case
that the approximation is justified. Consider a system, S with input u and output
y. The system is LTI if it satisfies the properties of superposition and homogeneity
defined below.
• Principle of Superposition For two different inputs, u1 and u2, that produce
the system outputs y1 and y2 respectively then the the input u1 + u2 must
produce the output y1 + y2.
• Principle of Homogeneity For the input u1 that produces the output y1 then
the input αu1 must produce the output αy1, where alpha is a scalar.
Further to the above two properties linear systems have a unique equilibrium
point, that is a point for which, once the system reaches that point, will stay there
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for all time [114].
If the LTI system is also causal, the output at time t is dependent on the input
up to that time only, then the system can be completely described by its impulse
response h(τ) such that
yt = h(t) ∗ ut (3.1)
where ∗ is the convolution operator such that
yt =
∫ ∞
τ=0
h(τ)ut−τdτ. (3.2)
Given knowledge of h(τ) ∀τ ≥ 0 and us ∀s ≤ t the output yt can be calculated
for any input. The impulse response, h(τ), therefore completely characterises the
system [75].
The system impulse response can then be used to find another important sys-
tems concept, the linear frequency response function (FRF), which in this thesis
will be denoted H1(jω) where the subscript 1 indicates that it is the first order
(linear) FRF in order to differentiate from the higher order FRFs that will be in-
troduced later. The FRF is a frequency domain description of a system that is
commonly used for systems analysis as well as control design. The tool used to
convert from the time domain into the frequency domain is the Fourier transform
(FT) such that the FT of the impulse resonance function h(t)
H1(jω) = FT [h(t)] =
∫ ∞
−∞
h(t)e−jωtdt. (3.3)
where H(jω) is the frequency domain description of h(t), where j =
√−1 denotes
the complex variable. The FRF is an invaluable tool in understanding system
behaviour. It is common to display the FRF in gain and phase form.
The frequency domain description allows us to investigate another property
of the LTI system. Consider the system S excited by two sinusoidal inputs with
frequencies ω1 and ω2. The output of a linear system in response to this input will
be the sum of two scaled sinusoid at the frequencies ω1 and ω2.
3.1.2 Non-linear systems
The behaviour of non-linear systems is much more complex and the properties
of superposition and homogeneity no longer hold. The response of a non-linear
system to an external input is also much more complex than in the LTI case.
It is perhaps easiest to demonstrate the complexity of the situation in the fre-
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quency domain. Consider an input excitation consisting of two sinusoidal inputs
ω1 and ω2 such as we had for the LTI case. Non-linear systems are able to transfer
energy between frequencies. If the system contains a static quadratic non-linearity
then harmonics of the system will cause energy transfer to 2ω1 and 2ω2. Inter-
modulation will cause energy to be transferred to the sum of the differences of the
inputs, i.e at ω1 + ω2 and ω2 − ω1. Therefore even for an extremely simple case
multiple output frequencies are generated. In this case it is possible to account
for all of the output frequencies by inspection. In general the spectrum of the
output will be too rich to consider this approach. Later in the thesis a number of
approaches based on generalised frequency response functions (GFRFs) [20] will
be introduced that can account for these non-linear effects.
Non-linear systems frequently exhibit multiple equilibrium points. This will
be important to note later in Chapter 4 when it becomes necessary to shift the
equilibrium of non-linear systems to the zero point.
3.2 The system identification procedure
System identification is concerned with the building of mathematical models of
dynamic systems that achieve two main goals; Firstly to accurately map the in-
put(s) to the output(s) of the given system and to provide the best possible predic-
tions based on new unseen data. The second aim is to provide a description of the
underlying system behaviour. This second goal allows for a better understanding
of the system under examination model based analysis.
In this thesis the focus is laid on black box models, in which no prior knowl-
edge of the underlying physics of the system is known but a model structure can
be chosen from a flexible framework. The system identification literature provides
us with a host of different modelling structures to choose from [113]. Some of the
popular methods are NARMAX, neural networks, fuzzy models, Box Jenkins and
output-error as well as others [113].
The system identification procedure can be loosely split in to four main prob-
lems [75, 116];
1. Structure detection Determination of the model structure that describes the
mapping from the input to the output variables.
2. Parameter estimation The estimation of the parameters that weight each
basis function/model term for a given model structure
3. Model selection selecting the best model from a set of competing models.
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4. Model validation validation of the chosen model.
This is, of course, an over simplification of the true process in which the sub-
problems are entwined, perhaps solved together or iteratively. For parametric,
linear in the parameters models, such as the non-linear autoregressive with ex-
ogenous input (NARX) model, parameter estimation is a thoroughly researched
topic and many estimators exist. These four steps are discussed in detail in the
following four sections in order to give an overview of the entire identification
process.
3.3 Model structure
The system identification literature provides a host of different Black-box mod-
elling structures including Volterra series [27], non-linear autoregressive moving
average with exogenous input (NARMAX) [28, 72], neural networks [29, 75] and
fuzzy models [71, 117, 120] to name a few. All of the above structures can be
unified by considering them as a basis function expansion of some function that
maps the past data to the space of the output [113].
The system identification task is then to find some mapping from the past
inputs, uk−1 = [u1 u2 . . . uk−1]T and outputs, yk−1 = [y1 y2 . . . yk−1]T to future
outputs
yk = f (uk−1, yk−1) + ek (3.4)
where uk and yk are the input and output at sample k. and ek is the error between
the predicted output f (uk−1, yk−1) and the observed output yk at sample k.
This thesis is primarily concerned with the identification and analysis of non-
linear models using the NARX/NARMAX modelling framework, however an as-
pect of the analysis of linear models is discussed in Chapter 7. The discussion is
therefore focussed on models of the NARX/NARMAX form.
3.3.1 Linear black-box models
The traditional, and widely used, representation of linear Black-box models is
given by [75]
yk =
B(q)
F(q)A(q)
uk +
C(q)
D(q)A(q)
ek (3.5)
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where
A(q) = 1− a1q−1 − . . .− ana q−na
B(q) = b1q−1 + . . . + bnb q
−nb
C(q) = 1+ c1q−1 + . . . + cnc q
−nc (3.6)
D(q) = 1+ d1q−1 + . . . + dnd q
−nd
F(q) = 1+ f1q−1 + . . . + fn f q
−n f
where a, b, c, d and f ∈ R are the model parameters that weight the relevant lagged
input, output or error term. ek is assumed to be drawn from a zero mean indepen-
dent identically distributed (i.i.d.) white noise sequence, q represents the forward
shift operator such that q−1yk = yk−1. The choice of A, B, C, D and F defines a
number of different linear model structures of which some of the most common
are; autoregressive (AR), autoregressive with exogenous input(ARX) and autore-
gressive moving average with exogenous input (ARMAX) which are given by the
following equations
AR model: B(q) = 0, C(q) = D(q) = 1
yk = a1yk−1 + a2yk−2 + . . . + ana yk−na + ek (3.7)
ARX model: C(q) = D(q) = F(q) = 1
yk = a1yk−1 + . . . + ana yk−na + b1uk−1 + . . . + bnb uk−nb (3.8)
ARMAX model: D(q) = F(q) = 1
yk = a1yk−1 + . . . + ana yk−na + b1uk−1 + . . . + bnb uk−nb
+ ek + c1ek−1 + . . . + cnc ek−nc (3.9)
Note that the linear models defined by equations (3.7)-(3.9) are all simple basis
function expansions in the form of Equation (3.4). The AR and ARX models de-
fined above are linear-in-the-parameters allowing the use of simple optimal param-
eter estimation techniques such as least squares. In contrast the ARMAX model
includes lagged error terms causing it to be non-linear in the parameters requiring
a more complicated estimation procedure.
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3.3.2 Non-linear black-box models
If the system to be modelled displayed non-linear behaviour, such as is discussed
in Section 3.1.2, then in order to accurately model the system dynamics, the model
used to represent it must also be non-linear. The NARX model [72] provides a
simple non-linear extension to the ARX model given by Equation (3.8). The NARX
model is given by
yk = f (xk) + ek (3.10)
where xk = (yk−1, . . . , yk−ny , uk−1, . . . , uk−nu), and nu, ny represent the maximum
lags in the input and output respectively. The non-linear function f (·) is decom-
posed into a sum of weighted basis functions such that
f (xk) =
M
∑
m=1
θmφm(xk) (3.11)
= φkθ (3.12)
where
θ =
[
θ1, θ2, . . . , θM
]T ∈ R (3.13)
φk =
[
φ1(xk), φ2(xk), . . . , φM(xk)
]
(3.14)
where θm is the m’th model parameter, φm(xk) the m’th basis function and m is
the total number of model terms. Substituting Equation (3.12) into Equation (3.10)
and then considering the entire data record, the vector of system outputs is given
in matrix form as
y = Φθ+ e (3.15)
where y = [y1, y2, . . . , yN ]T, e = [e1, e2, . . . , eN ]T and Φ is known as the regression
matrix and is given by
Φ =
[
φT1 , φ
T
2 , . . . , φ
T
N
]T
. (3.16)
The NARX model basis functions can take various forms including polyno-
mial, wavelet, or radial functions [14]. Although f (·) is a non-linear function it
still maintains the property of linear-in-the-parameters providing that the basis
functions are linearly independent of each other.
The non-linear extension to the ARMAX model is the NARMAX model [72]
given by Equation (3.10) where instead
xk = (yk−1, . . . , yk−ny , uk−1, . . . , uk−nu , ek−1, . . . , ek−ne) (3.17)
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As before with the NARX model, the NARMAX model is also represented by
the linear sum of basis function given by Equation (3.12). Like the ARMAX model
however, the NARMAX model is not linear-in-the-parameters because the error
terms depend on the model output resulting in biased parameter estimates.
In this thesis modelling is performed using models of the NARMAX class. This
choice of model class is made based on some of the advantages the NARMAX
methodology possesses. One of the key advantages of NARMAX is the wealth of
supporting literature available for both identification and analysis purposes. More
specifically however, NARMAX models are capable of modelling a wide range of
non-linear systems with a compact, parsimonious model description. Perhaps
most importantly for this thesis, NARMAX models can be mapped directly into
the frequency domain as GFRFs allowing non-linear frequency domain model
based analysis, the GFRF concept will be explained in Chapter 4.
3.4 Parameter estimation
In general the parameters of a system will be unknown and as such techniques for
finding (unbiased) estimates of the unknown parameters are required. There are
a variety of different estimators available for this purpose. Two of the commonly
used estimators are LS and Maximum likelihood (ML).
Least squares
LS was first proposed by Gauss as a solution to problems in astronomy and the
technique has been used in many scientific disciplines [40].
To derive the LS estimator consider Equation (3.15) where θ is the unknown
parameter vector to be determined. The LS estimator can be obtained by minimiz-
ing the sum of squared errors, given by the objective function
JLS = (y−Φθ)T(y−Φθ). (3.18)
Equation (3.18) is a hyperbolic function such that the global minimum can be
found by differentiating with respect to the parameters and equating to zero:
dJLS
dθ
= −2ΦT(y−Φθ) = 0 (3.19)
Rearranging Equation (3.19), the result is the least squares estimate of θ ob-
tained as
θˆLS = (ΦTΦ)−1ΦTy (3.20)
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For a linear-in-the-parameters model the LS estimator is optimal under the
condition of a normally distributed error signal. For non-linear regression the
estimator will be biased and it is necessary to adopt variants of the LS estimator
[75].
Maximum likelihood
The ML estimator was introduced by Aström and Bohlin for the estimation of AR-
MAX model parameters in an early milestone paper [2] and has become another
common parameter estimation technique. Parameters are estimated by maximis-
ing the likelihood function, L(θ|y), such that
θˆML = arg max
θ
L(θ|y) (3.21)
The likelihood function, given by L(θ|y) = p(y|θ,Φ), is the probability of
observing the output data, y, conditional on a parameter vector θ. The error is
assumed to be a i.i.d. zero mean sequence drawn from the normal distribution,
N (ek|0, σ2e ), where σ2e is the error variance. Because each output data point is
assumed to be drawn independently from a normal distribution the likelihood
function is given by the product of the distributions for each data point such that
L(θ|y) = p(y|θ,Φ) (3.22)
=
N
∏
k=1
N (yk|φkθ, σ2e ) (3.23)
= N (y|Φθ, σ2e IN). (3.24)
The maximisation is simplified by working with the log likelihood, this is jus-
tified by noting that the logarithm function is a monotonically increasing function
and so maximising the log likelihood is equivalent to maximising the likelihood.
Applying the logarithm to the likelihood function
ln L(θ|y) = ln N (y|θ, σ2e IN) (3.25)
= ln
(
1
σe(2pi)
k
2
)
− 1
2σ2e
(y−Φθ)TIN(y−Φθ), (3.26)
and differentiating the log likelihood with respect to θ and equating to zero
dlnL(θ|y)
dθ
=
1
2σ2e
ΦT(y−ΦθˆML) = 0. (3.27)
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Finally, rearranging Equation (3.27) provides the ML estimate of the parameter
vector
θˆML = (ΦTΦ)−1ΦTy (3.28)
Comparing (3.28) and (3.20) we can see that the two estimators are equivalent
for the case of Normally distributed additive noise.
Extended least squares
Parameters estimated for ARMAX or NARMAX models using the above parame-
ter estimation schemes will result in biased parameters. This is because the noise
model depends on the residuals, which are themselves dependent on the model
parameters. A number of iterative methods are available to estimate unbiased pa-
rameters for ARMAX/NARMAX models such as generalised lease squares (GLS),
instrumental variables (IV) and extended least squares (ELS) [75].
The ELS method represents a common solution to the parameter estimation
problem. The concept is that the residuals and the model parameters are itera-
tively updated until convergence. The method is given in Algorithm 3.1 where δ
is a termination threshold, eˆi denotes the residuals at the i’th iteration of the algo-
rithm and Φ|eˆi indicated the regression matrix is updated with the new residuals
at each iteration, i. The algorithm is initialised by setting the residuals at i = 0
equal to zero, eˆ0 = 0. At the first algorithm iteration all the terms in the regression
matrix that are dependant on the lagged error are therefore equal to zero. The
parameter estimate made using this regression matrix is then used to calculate the
updated residuals which are used in the regression matrix at the next iteration.
Algorithm 3.1 The extended least squares algorithm.
Initialise
i = 0, eˆ0 = 0
Procedure
Iteratively update parameter estimates
while ∑Nk=1 |eˆi(k)− eˆi−1(k)|2 > δ
Φi = Φ|eˆi
Estimate parameters with least squares
θˆi = (ΦTs Φi)−1ΦTs y
eˆi+1 = y−Φiθˆi
i = i + 1
end while
end Procedure
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3.4.1 Regularised and sparse parameter estimation
A regularisation term can be included into the cost function in order to either con-
trol over fitting or encourage sparsity in the parameter estimates [24]. In general
a regularised estimator is found by the introduction of a regularisation term R( f )
into a cost function such that
J =
N
∑
k=1
V( f (xk), yˆk) + λR( f ) (3.29)
where V is the cost of some term that we wish to minimise and λ ≥ 0 is the
weighting on the regularisation term. For the least squares estimator, where V =
JLS given by Equation (3.18), a common choice of regularisation term is given by
the p-norm
R( f ) =
m
∑
m=M
|θm|p (3.30)
where different regularisers are defined by the value of p. The choice of p = 1 and
p = 2 lead to LASSO and ridge regression respectively. To understand the effect
that different regularisation terms have on the parameter estimates it can first be
noted that minimising Equation (3.29) for V = JLS and regularisation term given
by (3.30) is equivalent to minimising the regularised LS cost function subject to
the constraint
M
∑
m=1
|θm|p ≤ η (3.31)
where η is a positive constant, see appendix A.1 for proof. By visualising the
constraint in a 2-dimensional parameter space it can be seen how they act on the
minimisation, see Figure 3.1.
Ridge regression
Ridge regression is the name given to the choice of regularisation term given by
Equation (3.30) for p = 2 which is equivalent to the squared l2 (or Euclidean)
norm. The ridge regression cost function is given by
JRR = (y−Φθˆ)T(y−Φθˆ) + λθ′θ. (3.32)
The derivation of the ridge regression estimator closely follows that for LS, see
appendix A.2, resulting in the estimator
θˆRR = (ΦTΦ+ λI)−1ΦTy. (3.33)
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Figure 3.1: The choice of regularisor enforces constraints on the minimisation.
Adapted from [24]. Contour plot of the cost function subject to the constraint
(3.30) for: Left) p = 1 (LASSO) provides a sparse solution in which parameter
θ1 = 0. Right) p = 2 (ridge regression) causes shrinkage in both parameters.
The constant,λ, therefore adds a positive value to the diagonal (ridge) of the
sample covariance matrix ΦTΦ. Ridge regression causes parameter shrinkage, i.e.
the model parameters shrink towards zero, with the value of λ controlling the
amount of shrinkage. Ridge regression does not force the parameters to be exactly
zero, rather it forces them to be small. This can be seen pictorially in Figure 3.1
for p = 2.
LASSO
The least absolute selection and shrinkage operator (LASSO) is defined similarly
to ridge regression but with p = 1, equivalent to the l1 norm, as the regularisation
term such that
JLASSO = (y−Φθˆ)T(y−Φθˆ) + λ
M
∑
m=1
|θm|1. (3.34)
LASSO encourages sparsity in the parameter estimates. Sparsity refers to the
estimation of parameters in which some of the parameters are forced to zero. Such
a scheme can be useful in selection basis functions that are not relevant to the gen-
eration of the data. It can be seen from Figure 3.1 how the constraint on the pa-
rameter size for the LASSO estimator encourages sparsity. Unlike ridge regression
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there is no closed form solution for LASSO estimates. LASSO therefore requires
the use of convex optimisation methods to solve. LASSO has the advantage over
ridge regression in that it can force parameter estimates to be exactly zero and is
therefore more suitable to the task of detecting terms that are not relevant to the
data.
3.4.2 Recursive parameter estimation
Many real-world systems display time-varying/non-stationary behaviour [37]. For
linear systems, modelling of time-varying systems is a well studied area and a
variety of adaptive recursive methods are available such as recursive least squares
(RLS), least mean squares (LMS) and Kalman filtering [76].
Recursive least squares
RLS is a recursive algorithm that iteratively minimizes a weighted LS cost function
in order to find the model parameters at each time step. The cost function is given
by
JRLS =
n
∑
k=1
λn−k(yk −φkθk)2 (3.35)
The parameter estimate is updated each time a new data point arrives. The cost
function is weighted by a ’forgetting factor’, λ ∈ R+, which gives exponentially
less weight to older error samples.
The RLS equations are given by [76]:
ek = yk −φkθk−1 (3.36)
gk = Pk−1φ′k(φkPk−1φ
′
k + λ)
−1 (3.37)
Pk = λ−1(I − gkφk)Pk−1 (3.38)
θk = θk + ekgk (3.39)
Kalman filtering
The Kalman filter was originally formulated for state estimation of the state space
model which in discrete time is given by
xk = Ak−1xk−1 + Bk−1uk−1 +wk−1 (3.40)
yk = Hkxk + vk (3.41)
where x is the state vector, u is the input vector, y is the output vector, A is the
state transition matrix, B is the input matrix and H is the observation model. The
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state space model separates the noise into the process noise wk and observation
noise vk drawn from the normal distributions
wk ∼ N (0,Qk), vk ∼ N (0,Rk).
The algorithm works recursively in two steps, prediction and correction. In the
prediction step the the Kalman filter estimates the current states, x, along with the
uncertainty in the estimate P−k . These estimates are then updated in the correction
step by considering the error between the model prediction and the true system
output.
The Kalman filter can conveniently be cast into a parameter estimation prob-
lem. For the model given by Equation (3.15), setting xk = θk, A = I,B = 0 ∀k and
Hk = φ′k, then the Kalman filter equations are given by
Prediction
θ−k = Ak−1θ
+
k−1 (3.42)
P−k = Ak−1P
+
k−1A
′
k−1 +Qk−1 (3.43)
Correction
ek = yk −φkθ−k (3.44)
Kk = P−k φ
′
k(φkP
−
k φk + Rk)
−1 (3.45)
P+k = (I − Kkφ′k)P−k (3.46)
θ+k = θ
−
k + ekKk. (3.47)
There is a clear similarity between the RLS equations (3.36)-(3.39) and the
Kalman filtering equations (3.42)-(3.47) for parameter estimation. The key dif-
ference is in the prediction step, Equation (3.43). The Kalman filter introduces a
process noise term, Q, which is added onto the propagation matrix, P, at every
iteration in order to inflate the covariance. Q introduces a fading memory, such
that the large the propagation noise, the less weight is placed on the previous mea-
surements of the system. By considering the measurement noise and the process
noise separately the Kalman filer is often able to provide much better tracking of
the system.
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3.5 Structure detection
Structure detection is the task of finding the best subset of regressors and cor-
responding parameter estimates that describe the behaviour of the system. Of
course, here, the term ’best’ depends on many factors such as the models applica-
tion and how the quality of the model is validated. This step is necessary in the
identification of both linear and non-linear black box models, however, in the case
of non-linear models the problem is significantly more difficult. For polynomial
basis function type models, such as those dealt with in this thesis, the standard
approach is to conduct a search amongst some predefined superset of possible
model terms in order to arrive at a parsimonious description [16, 99, 113]. In the
case of linear systems this super set is typically small allowing for a brute force
approach in which each possible combination of basis functions can be checked
against some criterion for measuring the model quality. By checking all possible
combinations the ’best’ structure is guaranteed to be found. For non-linear sys-
tems however, the search space rapidly becomes extremely large as the complexity
of the system increases making this approach infeasible. In order to find a par-
simonious system description it is therefore necessary to use structure detection
methods.
To illustrate the difficulty of the task, consider the superset of all polynomial
NARMAX model terms generated by a maximum polynomial order, np = 3, and
dynamic order ny = nu = ne = 3. The search space contains [14]
M =
(n + np)!
n!np!
(3.48)
model terms, where n = ny + nu + ne = 9 is the number of linear terms. For this
relatively low order example the superset of basis functions contains M = 220
terms. Increasing the polynomial order to np = 4 increases the size of the set to
M = 715 terms and np = 5 generates M = 2002. When dealing with large dynamic
or polynomial orders the total number of regression terms to choose from rapidly
become vast.
The structure detection problem falls into two main categories; linear and non-
linear regression. Linear regression is justified when the model is in a linear-in-
the-parameters form and the model terms are not a function of the residuals. If
this is not the case non-linear regression is required.
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3.5.1 Linear regression
A number of different approaches to structure detection for linear regression are
available including:
Exhaustive Search
An exhaustive search as a method for structure detection has been mentioned
previously. This involves comparing each possible combination of basis functions
against some criterion to measure model quality. This approach is closely related
to model selection, discussed in the following section, because it is essentially a
large scale model comparison problem. Exhaustive methods are only available
when the search space of the basis functions is very small, i.e. the dynamic and
polynomial orders are small, because of the computational cost required in the
model evaluations.
Forward selection
Forward selection involves adding basis functions to the model one at a time
based on some criterion. The model is initialised as the empty set and each of
the competing terms in the superset is tested to see how it increases with some
measure of model quality. The term that increases the model quality the most
is included in the model. The process is repeated until a stopping criterion is
reached.
Backward elimination
For Backward selection the model is initialised as the superset of all possible model
terms. Terms are iteratively pruned from the model based on some criteria. The
iteration is terminated when a stopping criterion is reached. Commonly backward
elimination is performed as a pruning step for models that are found using, for
example, forward selection.
Stepwise Regression
Stepwise regression consists of an iterative combination of forward selection and
backward elimination. The model is initialised as in the case for forward regres-
sion. After each forward regression step every term in the model set is tested and
may be removed from the model via backward elimination. This is done because
model terms that were added at a previous iteration may become redundant at a
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future iteration. The process continues until a stopping criterion is reached. Step-
wise regression can result in a better model structure than forward regression or
backward elimination separately [22].
3.5.2 Structure detection algorithms and selection criteria
Structure detection algorithms are partially defined by the criteria used for includ-
ing/removing model terms.
Orthogonal Least Squares
Orthogonal Least Squares (OLS) is a commonly used method for linear regression.
Terms are selected based on their contribution to the maximisation of an error
reduction ratio (ERR) [64]. An orthogonal decomposition of the regression matrix
is made which allows for each term to be tested sequentially and independently.
The ERR is a measure of the ability to explain the output variance exhibited by
each model term given by
ERRi =
∑Ni=1 g
2
i w
2
i (t)
∑Nk=1 y
2
k − 1N{∑Nk=1 yk}2
. (3.49)
where gi is the parameter corresponding to the i’th auxilary orthogonal regressor,
wi.
Terms with a value below some predefined threshold can be considered as
insignificant and pruned from the model. This method was extended to the for-
ward regression orthogonalisation (FRO) algorithm in [17, 30]. FRO is a forward
regression scheme in which the ERR criterion is used to select the model term
to be added at each step. At each iteration the competing basis functions are
re-orthogonalised with respect to the previously selected basis functions.
The ERR is dependent on the order that the terms are chosen and in practice
the first few terms chosen often explain the majority of the output variance leading
to a rapid drop off in ERR for further terms if the data is not well conditioned [99].
This can lead to important terms being overlooked or becoming sensitive to noise
in the data. [6] provide an alternative method of dealing with fast sampled data by
introducing the delta operator. Down sampling the data may also be advantageous
for structure detection.
FRO has been used extensively in the literature for the system identification of
many real world problems and is used frequently as a benchmark because of its
widespread usage as well as the comprehensive body of literature developed for
the identification of NARMAX models [14]. It will be used later as a benchmark
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for the identification methods developed in this thesis.
Simulation error minimisation
An alternative approach is adopted by both Piroddi and Spinelli [99] and Billings
and Mau [18]. In both the former references the authors consider the minimiza-
tion of a simulated error. Piroddi and Spinelli name this the Simulation Error
Reduction Ratio (SERR) and it is used as a criteria for term selection. Hence term
selection is driven by the ability to predict future data, as given by
SERRi =
MSSE(Mi)−MSSE(Mi+1)
1
N
N
∑
k=1
y2k
(3.50)
whereMi is the model at the ith iteration andMi+1 is the model to be tested at the
subsequent iteration and MSSE is the mean squared error between the measured
output and the simulated output. The method is designed to produce models that
are more robust than those identified by prediction error criteria. It is reported to
produce more accurate models in some cases for fast sampled data and supports
a better long range prediction accuracy. The advantages posed comes at the price
of the high computational cost inherent in repeated simulation and there is no
efficient algorithm for their computation.
Sparse estimation with LASSO
A further alternative approach to the structure detection task is using sparse pa-
rameter estimation techniques to drive the parameters of irrelevant basis functions
to zero. LASSO has been investigated as a method for direct structure detection
[65] as well as a method reducing the search space [98]. LASSO is the addition of
the l1 norm as a regularisation term into the standard LS cost function, see Section
3.4.1. This has the property of forcing some of the parameters to zero. Structure
detection can be performed by applying LASSO to a super-set of model terms and
removing terms with a parameter weighting close to zero. It has been reported
that LASSO alone results in an overly parametrised system description but can be
used to significantly reduce the search space with little reduction in the prediction
accuracy of identified models [98].
3.5.3 Non-linear regression
The linear regression structure detection methods mentioned above cannot be di-
rectly applied to the non-linear regression problem such as is required for the
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structure detection of NARMAX models. This is because the regression matrix
contains residual error terms which are themselves dependent on the model struc-
ture. A modification of the ERR based identification procedures must be used
instead [64] This is achieved by the following
1. Perform the OLS estimation procedure for the process parameters and calcu-
late the ERR assuming the residuals to be zero. Remove terms based on the
ERR criterion with some user defined threshold. Re-estimate the parameters
of the remaining model terms.
2. Calculate the residuals between the system output and the output of the
model identified in step 1.
3. Estimate the parameters associated with the residual error, calculate the ERR
and remove relevant terms.
4. repeat step 3 until convergence.
The noise model (basis functions containing the residuals) is therefore esti-
mated after the process model has been identified.
3.6 Model validation
Once a model has been identified it is necessary to perform model validation tests
in order to ensure the obtained model is adequate in its ability to describe the sys-
tem behaviour. A number of validation test are available. For linear models there
are two standard approached; Firstly to directly test the models fit to an indepen-
dent validation data set. The second is to test the residuals for their correlation
with the input. If the model is good then the residuals will form a white noise
sequence. The test can be performed by computing the autocorrelation function
and the cross-correlation function [75].
Most correlation based methods available for linear models are insufficient
in the non-linear case. However, the concept remains the same, testing that the
residuals are unpredictable and hence that all the predictable information in the
data has been captured [14].
3.6.1 Model fit
Validation can be performed by testing the models ability to predict future outputs
of a system given a known input and hence how well it represents the system
dynamics. An estimation data set is used to identify the model and a validation
44 3.6. Model validation
data set is used to test the models predictive ability by comparison to a simulated
output.
The prediction error can be calculated as
e = y− yˆ (3.51)
where yˆ is the simulated output. The simulated output can be either one step
ahead (OSA) or model predicted output (MPO). OSA predictions are made with
knowledge of both the past inputs and past outputs up to the current time step.
MPO is a model simulation using a known input and previous outputs generated
by the model. Hence MPO gives a better indication of the models predictive ability.
The model performance can be assessed using various standard measures [75]
such as the Mean Square Error (MSE)
MSE(e) =
1
N ∑k
e2k (3.52)
=
1
N
eTe (3.53)
or normalised mean squared error (NMSE)
NMSE(e) =
MSE(e)
MSE(y)
(3.54)
and variance accounted for (VAF)
VAF =
1−Var(y− yˆ)
Var(y)
(3.55)
which quantifies how much of the variance in the data is explained by the model.
Depending on whether e is calculated from an OSA or MPO the MSE can be
named mean square prediction error (MSPE) or the mean square simulation error
(MSSE) respectively.
3.6.2 Correlation tests
A set of statistical correlation tests have been developed by Billings et al. in order
to check that the residuals of the model are unpredicted from all linear and com-
binations of past inputs [13, 21]. Letting Φab represent the correlation between a
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and b, then the relevant correlation tests are:
Φee = δτ
Φeu = 0, ∀τ
Φe(eu) = 0, τ >= 0
Φeu2 = 0, ∀τ
Φe2u2 = 0, ∀τ (3.56)
where e is the sequence of residuals and u is the input sequence. In practice the
correlation functions will not equal zero because of a finite data length. The model
is thus accepted if the correlation function lies within a 95% confidence interval
(±1.96/√N, where N is the data length). It should be noted that for fast sampled
systems this method may lead to misleading results due to the correlation between
samples.
3.7 Model selection
Model selection is the choice of a final model from a set of competing models.
This is subtly different from structure detection in which the terms that constitute
a model are chosen. Structure detection algorithms often provide a number of
different competing models from which to choose. This might be the case from,
for example, varying the ERR threshold in the FRO algorithm. The model selection
task would then be to select the best model from those generated by varying the
threshold. The objective of the system identification task as a whole is to identify
a parsimonious description of a system that avoids over fitting to the data. This
indicates that the criteria for assessing the model quality should somehow penalise
complexity while promoting a good model fit. In Section 3.8.3 it will be shown
how, by taking a Bayesian perspective, the penalisation of model complexity is
naturally incorporated and hence problem of over fitting can be avoided. For now
the trade-off between model complexity and accuracy will be discussed in another
way, as the bias and variance trade-off.
3.7.1 The bias-variance trade-off.
Different sources of error in the modelling process lead to both bias and variance in
the model predictions. The error due to bias is the difference between the expected
model prediction and the true value. The error due to variance is the variability in
the model prediction. In a perfect scenario both the bias and variance should be
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minimised to zero, however, given a finite data limit it can be shown that the best
choice of model will involve a trade-off between the two as reducing one leads to
an increase in the other.
To define the concept mathematically consider the general system given by
Equation (3.4) where the function fˆ (x) is approximating the true function f (x).
The expected value of the squared error is given by
E[(y− fˆ (x))2] (3.57)
which can be decomposed into
E[ f (x)− fˆ (x)] +Var[ fˆ (x)] +Var[y] (3.58)
Bias2 +Variance+ Irreducible Error (3.59)
see appendix A.3 for derivation.
The squared error has been decomposed into three terms; a squared bias term,
a variance term and an irreducible error term. This third term represents the noise
in the true system which cannot be reduced. The task of minimising the squared
error is therefore the task of minimising both the squared bias and the variance.
In the context of the basis function regression model with parameters esti-
mated by least squares, the bias variance trade-off can be directly linked to the
complexity of the model through the number of parameters. By increasing the
number of model terms the flexibility of the model increases resulting in a better
fit to the training data and hence a low bias. However this can result in over fit-
ting (fitting to the noise) which increases the variance. Decreasing the amount of
model terms leads to a decreased fit and hence a higher bias but may produce a
smaller variance. The quality of the model as measured over a validation set will
be poor in both the overly simplistic and overly complex case. The overly simple
model cannot capture the true system behaviour and the overly-complex model is
fitting to a random noise sequence. It is natural to conclude that the choice of the
best model structure is at a trade-off between the bias and the variance which can
be controlled through the final choice of model model structure.
Introducing a regularisation term into the estimator, such as in Section 3.4.1,
represents another way to control the model complexity. Consider fitting the pa-
rameters of fixed model structure to different training data sets: Highly regu-
larised parameters (a large value of regularisation constant) lead to a model with
consistent outputs (low variance) over the data sets but a poor fit to the true sys-
tem (high bias). A small regularisation constant leads to a model whose outputs
provide a good fit to the training data and so perform well on average (low bias)
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but are inconsistent (high variance) because of over fitting to the data. The bias-
variance trade-off is therefore affected by both the number of terms in the model
and by way of regularisation.
3.7.2 Metrics for model selection.
A number of metrics are available for comparing different models in order to se-
lect a final model structure. From the previous section it is clear that any measure
of model quality must include some trade between model fit and model com-
plexity. Metrics for performing this task are called information criterion. Popular
information criteria are;
Akaike’s Information Criterion (AIC) [5],
AIC = 2M− 2ln(L) (3.60)
Bayesian (Schwarz) Information Criterion (BIC) [110]
BIC = Mln(N)− 2ln(L) (3.61)
and Final Prediction Error (FPE) [4]
FPE = L
N + M
N −M (3.62)
where L is the maximised value of the likelihood function, M is the number of
model terms and N is the number of data points over which the model was esti-
mated. The first two criteria are both similar in form, with the first term penalising
the number of model terms and the second term decreasing with model complex-
ity. The model with the smallest value is selected as the best.
3.8 Introduction to Bayesian inference
The remainder of this chapter provides an introduction to the concept of Bayesian
inference and how it can be used to solve linear regression problems. Combining
the product rule of probability, p(A, B) = p(B|A)p(A) and with the symmetry
property p(A, B) = p(B, A) the following relationship is easily found
p(B|A) = p(A|B)p(B)
p(A)
. (3.63)
where A and B are two conditional random variables .
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Equation (3.63) is known as Bayes’ theorem and it is integral to many mod-
elling techniques, particularly in the field of machine learning. It is simple to
show that the denominator is given by
p(A) =∑
B
p(A|B)P(B) (3.64)
by noting that the sum over B of the distribution p(B|A) must equate to one as it
represents all the possible outcomes. If the probability distributions in question are
continuous the summation in (3.64) can be replaced with an integral with no loss of
generality. The denominator of Bayes’ theorem can therefore be expressed in terms
of the quantities in the numerator. It acts as a normalisation constant, ensuring
that the left hand side of Equation (3.63) is a proper probability distributional (that
sums to one over all values of B).
Bayesian inference provides a different approach to the system identification
methods discussed so far in this chapter. Up until this point in the chapter the
uncertainty associated with the models that have been discussed has not been
taken into account. Taking a Bayesian perspective provides a natural way for
incorporating this uncertainty and leads to three main advantages in the context
of system identification:
1. Uncertainty is incorporated naturally into the modelling process.
2. Prior beliefs and assumptions about the system can be included into the
model via the prior distribution.
3. Model complexity is penalised automatically.
The remainder of this section gives an introduction to how these properties
of Bayesian inference arise and how Bayesian inference can be be applied in the
context of linear regression.
3.8.1 Bayesian linear regression
Lets start the discussion by applying Bayes’ theorem to the inference of model
parameters in a linear regression problem. Rewriting Equation (3.63) in terms
of the parameters of the NARX model given by Equation (3.10) and the system
output gives
p(θ|y) = p(y|θ)p(θ)
p(y)
. (3.65)
Looking at the terms on the right hand side of Equation (3.65), the first term
in the numerator, p(y|θ), is the likelihood function which was introduced in Section
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3.4. The likelihood function encapsulates the model of the system and represents
the probability that the data was generated by different choices of the parameter
vector θ. The second term, p(θ), is the prior distribution of the model parameters.
The prior represents any assumptions or prior knowledge of the parameters before
observing the data.
The term on the left hand side, p(θ|y), represents the posterior distribution
of the parameters after observing the data. Noting that the denominator is con-
stant, the posterior distribution is therefore proportional to the likelihood function
multiplied by the prior distribution. If the both the posterior and prior distribu-
tion are members of the same family of distributions then the prior is conjugate
to the likelihood function. The choice of conjugate distributions allows the pos-
terior distribution to be calculated analytically, greatly simplifying the inference
task. However in most problems of interest an analytical solution is not possible
to achieve.
Defining the likelihood function, p(y|θ), as before by Equation (3.24), a conju-
gate prior is given by the normal distribution
p(θ) = N (θ|θ0,Σ0) (3.66)
with mean θ0 and covariance Σ0.
The posterior distribution can now be calculated and will be proportional to
the product of the likelihood function and the prior distribution. Because of the
choice of a conjugate normal prior distribution the posterior will also be a normal
distribution. The posterior can therefore be evaluated exactly by the method of
completing the square in the exponential from which the normalisation constant
can be determined. The choice of a conjugate prior greatly simplifies the inference
task by removing the need to perform the high dimensional integral required in
calculating the denominator in Bayes’ theorem.
The posterior distribution can be determined by the method of completing the
square, see appendix A.4, such that
p(θ|y) = N (θN ,ΣN) (3.67)
where
θN = ΣN(Σ
−1
0 θ0 + σ
−2
e Φ
′y) (3.68)
Σ−1N = Σ
−1
0 + σ
−2
e Φ
′Φ (3.69)
Instead of the point estimate determined by the frequentest approaches of ML
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and LS the Bayesian approach results in a probability distribution over the param-
eters. A point estimate of the posterior distribution can be made by taking the
maximum a posteriori (MAP) estimate by finding the mode of the posterior distri-
bution. For the normally distributed posterior (3.67) the MAP estimate is simply
θMAP=θN given by Equation (3.68).
Choosing the infinitely broad prior distribution by setting Σ0 = βI for β→ inf
the MAP estimate is given by
θMAP = ΣN(Σ
−1
0 θ0 + σ
−2
e Φ
′y) (3.70)
= (
>
0
Σ−10 + σ
−2
e Φ
′Φ)−1(
>
0
Σ−10 θ0 + σ
−2
e Φ
′y) (3.71)
= (Φ′Φ)−1Φ′y (3.72)
= θML. (3.73)
such that the MAP estimate is equal to the ML estimate if there is no influence from
the prior distribution. Conversely, setting N = 0 results in the posterior distribu-
tion being entirely defined by the prior distribution. Comparing equations (3.33)
and (3.70) it can be seen that the MAP estimator for the Bayesian linear regression
problem corresponds to ridge regression with the choice of hyper-parameters
θ0 = 0 (3.74)
Σ0 =
1
λσ2e
I. (3.75)
If the full Bayesian treatment is considered prior distributions are placed over
all of the hyper-parameters in the model, θ0 and Σ0 as well as the model parame-
ters θ. The marginalisation over all of these variables is intractable, i.e. no closed
form solution exists.
3.8.2 The marginal likelihood
The complexity involved in the inference problem often arises in evaluating the
denominator, which can be re-written as
p(y) =
∫
p(y|θ)p(θ)dθ (3.76)
as before. p(y) is commonly named the marginal likelihood because the parame-
ters are marginalised (integrated or summed) out of the likelihood function. The
integral over the entire parameter space in Equation (3.76) is often prohibitively
difficult to compute. It is therefore necessary to approximate the integral. This is
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commonly performed by Monte Carlo sampling methods methods such as Markov
chain Monte Carlo [42]. More recently, approximate deterministic methods have
gained in popularity, most notably expectation propagation [83] and variational
Bayes’ [11] which shall be discussed in detail in Chapter 7.
3.8.3 Bayesian model selection
The simple linear regression problem given by Equation (3.65) can be written more
generally as
p(Θ|y,M) = p(y|Θ,M)p(Θ|M)
p(y|M) . (3.77)
where all of the parameters associated with the model have been collected into
the set Θ. The dependence on the model structure M has also been explicitly
included.
The aim is to find the model structure that maximises the probability distribu-
tion over the different models for a given data set. The posterior distribution over
the model structure conditional on the data can be found by a further application
of Bayes’ theorem such that
p(M|y) = p(y|M)p(M)
p(y)
, (3.78)
noting that the marginal likelihood in Equation (3.77) appears in the numerator on
the right hand side. Assigning a non-informative prior in Equation (3.78) so that
all models are considered equally likely a priori, and given that the denominator
is constant for a given data set, the inference depends solely on the marginal
likelihood and therefore
p(M|y) ∝ p(y|M) (3.79)
The most probable model is therefore the one that maximises the marginal
likelihood, p(y|M). The marginal likelihood can be found by integrating over the
parameters
p(y|M) =
∫
p(y|Θ,M)p(Θ|M) dΘ. (3.80)
Equation (3.80) gives insight into one of the key advantages of Bayesian meth-
ods - complex models are naturally penalised in the inference step [78]. This is
because the integration over the parameter space penalises models with a greater
complexity because complex models can a priori model a larger range of data
sets [11, 78]. This property is often named Occam’s razor referring to Occam’s
philosophy that simple descriptions should be chosen over complex ones.
To understand this concept consider three competing models, M1, M2 and
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p(
y|M
)
p(y|M1)
p(y|M2)
p(y|M3)
All data sets, Yy
Figure 3.2: Occam’s razor: Bayesian inference penalises complex models.
Adapted from [11, 78]. The marginal likelihood p(y|M) is plotted against the
space of all possible data sets Y. M1, M2 and M3 are models with increas-
ing complexity giving rise to the probability distributions p(y|M1), p(y|M2) and
p(y|M3) respectively. Because the marginal likelihood must integrate to 1 with
respect to y, the complex modelM3, that models a larger range of data sets, must
spread its probability distribution more. ModelM1 can only model a small range
of data sets so its probability distribution is highly peaked. The data set y falls
within the probability distribution of M2 and M3 but not M1 and so the model
M2 has the highest probability.
M3 with increasing complexity, giving rise to the probability distributions p(y|M1),
p(y|M2) and p(y|M3) respectively. M3 is the most complex and as such can
model a wide range of data sets. M2 andM1 are less complex and so can model
a smaller range of data sets. The integral of the marginal likelihood over all possi-
ble data sets must integrate to one and so M3 will model a greater range of data
sets with smaller probability and M1 will model a small range of data sets with
greater probability. Thus if the data set y is outside of the probability range ofM1
but inside that ofM2 andM3 thenM2 will be the most probable model [11]. It is
therefore possible to reject both overly complex and overly simple models based
on the marginal likelihood. A pictorial representation of Occam’s razor is given in
Figure 3.2.
Two competing models can be directly compared using the Bayes’ factor which
is the ratio of the marginal likelihoods [58]
Bij =
p(y|Mi)
p(y|Mj) . (3.81)
A value of Bij > 1 suggests that model Mi is more strongly supported by the
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data than modelMj and its magnitude represents the strength of the evidence by
the following vales
2 ln Bij Bij Strength of evidence
0 to 2 1 to 3 Not worth a bare mention
2 to 6 3 to 20 Positive
6 to 10 20 to 150 Strong
> 10 > 150 Very strong
The Bayesian technique therefore encompass the bias-variance trade-off, dis-
cussed in Section 3.7, automatically via the marginal likelihood. It was shown
in Section 3.8.1 how the inclusion of the prior distribution over the parameters
leads to regularisation. In a fully Bayesian model in which prior distributions are
placed over all of the hyper-parameters, the weight of the regularisation term can
also be chosen automatically by the data. Complexity can therefore be penalised
automatically through both the number of model terms and via regularisation.
3.8.4 Bayesian identification of NARMAX models
Despite the growing popularity of Bayesian inference and the widespread use of
NARMAX models in system identification there is little precedent for NARMAX
identification algorithms within a Bayesian framework. To the authors knowledge
the only instance uses the reversible jump Markov chain Monte Carlo (RJMCMC)
algorithm [44]
RJMCMC
The RJMCMC procedure has previously been used for the identification of linear
autoregressive models [125] as well as for neural networks [33]. It was developed
for the the identification of NARMAX models in [8]. The RJMCMC algorithm
consists of moves between different model structures by either a birth or death
move, such that terms are added or removed respectively.
The features of the RJMCMC approach to NARMAX identification are
1. The birth move: Sampling of competing model terms that are tested for inclu-
sion in the model. This encourages a global search of the space of the model
terms.
2. The death move: Sampling of selected model terms that are tested for exclu-
sion from the model. A pruning step is thus incorporated into the procedure
encouraging parsimony.
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3. Estimation of model and parameter distributions: Distributions are naturally
evaluated within a Bayesian framework.
4. Bayesian model selection: The Bayesian framework allows for complexity in
the model structure to be automatically penalised.
The algorithm has been shown to compare favourably to standard approaches,
such as FRO, in the identification of known benchmark problems [8] as well as for
the identification of real world problems [121]
3.9 Summary
This chapter provides an overview of system identification and the system identi-
fication procedure. An introduction to the properties of both linear and non-linear
systems is made. The entire identification procedure is discussed in detail and a
number of different methods are introduced for the main steps: parameter esti-
mation, structure detection, model selection and model validation. Following this,
Bayesian inference is introduced providing a different perspective on the mod-
elling task. By identifying models within a Bayesian framework uncertainty is
naturally incorporated. In the next chapter non-linear system identification and
frequency domain analysis methods are applied to the application of film-type
DEAs.
Chapter 4
Nonlinear System Identification
and Frequency Domain Analysis
of Dielectric Elastomer Actuators
In the previous chapter DEAs were introduced as a new type of actuation device
with huge potential for replacing traditional actuators such as motors for many
applications, especially where robotic devices are interacting with humans be-
cause of the inherent compliance of the constituent materials. However, in order
to realise the potential of these actuators the non-linearity and time-variation in
the dynamic behaviour of DEAs necessitates the need for advanced control algo-
rithms before these actuators can be successfully implemented [90, 133, 139]. A
crucial step in achieving this is the development of techniques for control-oriented
modelling and analysis.
In this chapter a novel control-focused analysis framework for DEAs is de-
veloped. The framework is based on the NARX model, which is discussed in
detail in Section 3.3.2. In the context of control, the NARX model provides a num-
ber of advantages: it is able to produce parsimonious model descriptions with
a high prediction accuracy that naturally incorporate a description of the plant
non-linearities [91]. Many approaches are available for the structure detection of
NARX models, a selection of which are discussed in Section 3.5. Here a simulation
prediction error identification approach is taken in which term selection is driven
by the models ability to predict unseen data, in-line with the objectives of this
work.
A key attribute of the framework developed in this investigation, as well as
throughout the thesis, is the use of non-linear frequency domain analysis tech-
niques by both GFRF [20] and NOFRF [67] analysis. This allows, for the first time,
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the frequency response analysis of non-linear DEA dynamics. Linear frequency
domain methods are widely used in the field of control and provide a powerful
tool for both implementing control architectures as well as analysis and interpre-
tation of system dynamics [35]. The GFRF and NOFRF methodologies extends the
use of frequency response analysis from linear to non-linear models.
The developed analysis framework is applied to the set of film-type DEA ac-
tuators presented in Section 2.3. This is done with an aim to demonstrate the ap-
plicability of the analysis framework as well as to investigate the insight that can
be obtained from the non-linear frequency domain analysis. This analysis enables
direct comparisons between the different actuators providing insight into their dy-
namic similarities and differences. This is especially interesting when DEAs are
fabricated to the same specifications using identical fabrication methods.
The aims of this chapter are summarised below:
1 The identification of control focussed non-linear models of DEAs that are
compact and accurate.
2 The use of identified non-linear models of DEAs in model based frequency
domain analysis.
3 Demonstration of the analysis framework on a set of film-type DEAs, used
to gain insight into the dynamic similarities and differences across this set of
actuators.
Part of the work presented in this chapter has been published previously by
the author in a peer reviewed journal [54].
The remainder of this chapter is structured as follows: In Section 4.1 the joint
structure detection and parameter estimation used for identification of non-linear
models for DEAs is introduced. If identified non-linear models contain a DC
component it is necessary to remove this term from the model prior to performing
frequency domain analysis, this is discussed in Section 4.2. In Section 4.3 advanced
frequency domain analysis techniques are introduced. Section 4.4 collects the
modelling and analysis methods into a framework which is then applied to a set
of DEA actuators. The chapter is concluded with a discussion of the results and a
summary in Sections 4.5 and 4.6 respectively.
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4.1 Simulation based structure detection with the SEMP
identification algorithm
The first step in the framework is the joint structure detection and parameter es-
timation of non-linear models of the DEA system of the NARX class. The model
structure was identified in this work using a simulation based term selection al-
gorithm named the simulation error minimization with pruning (SEMP) algorithm -
which has been shown to provide greater discrimination between model terms
than one-step-ahead predictive algorithms [99]. Term selection is driven by the
reduction of the squared error over simulated model predictions using the MSSE
encouraging the identification of models that perform well at long term predic-
tion [99]. The criterion for assessing terms is the simulated error reduction ratio
(SERR), given by Equation (3.50) and repeated here for clarity
SERRi =
MSSE(Mi)−MSSE(Mi+1)
1
N
N
∑
k=1
y2k
(4.1)
where Mi is the model at the ith iteration and Mi+1 is the model to be tested at
the subsequent iteration. MSSE is the Mean Squared Simulation Error, given by
MSSE =
1
N
N
∑
k=1
eˆ2k (4.2)
where eˆk = yk − yˆk, with yˆk being the simulated system output at sample time k
given by
yˆk =
M
∑
m=1
θˆmφm(xˆk) (4.3)
where
xˆk =
(
yˆk−1, ..., yˆk−ny , uk−1, ..., uk−nu
)
(4.4)
is a vector of lagged system input terms and simulated system output terms at
sample time k.
The structure detection algorithm proceeds as follows: some initial model
structure, M0, is chosen. Typically this is composed of the empty set or a lin-
ear basis of a predefined dynamic order. SERR0 is initialised as
SERR0 =
MSSE(M0)
1
N ∑t y
2
k
(4.5)
At the ith iteration a forward selection step is performed. The MSSEi is calculated
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Figure 4.1: The SEMP algorithm identifies models based on their prediction
accuracy. Schematic of the SEMP algorithm containing two distinct parts: Forward
selection and removal of redundant terms at each iteration.
by Equation (4.1) for a proposed modelMi+1. The proposed modelMi+1 consists
of the current model,Mi, with the addition of a basis function from the set of all
remaining basis functions, where each new basis function is tested one at a time.
The model Mi+1 that produces the minimum value of MSSEi+1 is then chosen
and the newly selected basis function is removed from the set of remaining basis
functions. After a new term has been selected a check for redundant terms is
performed. Each term in the proposed model Mi+1 is removed and the MSSE
is calculated. The worst basis function is selected as the one that produces the
minimum of the MSSE. If the MSSE taken for the worst term is less than MSSEi
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then the term is actually removed from the proposed model and returned to the
set of potential model terms and another check for redundant terms is performed.
The model is updated as Mi = Mi+1 with MSSEi = MSSEi+1 where MSSEi+1
is the MSSE of the newly selected model and the SERR is calculated by Equation
(4.1). The algorithm can be terminated when MSSEi+1 > MSSEi indicating that
the proposed model decreases the prediction accuracy. For each proposed model
the parameters are necessarily re-estimated using LS and simulated over the data
set in order to assess the MSSE. The algorithm is shown schematically in Figure
4.1.
Due to a finite data limit the algorithm may not terminate after the correct
model structure is found and redundant terms may be selected that are over fitting
to the noise. The SERR can be used to assess which terms should be included in
the model by assessing the relative magnitudes of the SERR values.
If the mean level of the system output is non zero then a constant (or DC)
term should be included into the structure detection as biased parameters may be
estimated by LS if the DC component is neglected [14]. This is simply achieved by
including a basis function into the superset of basis functions, with output unity
for any excitation. The inclusion of a DC term in the final model structure affects
subsequent analysis and so needs to be taken into account.
4.2 Treatment of mean levels in non-linear systems
Many linear and non-linear systems have a non zero mean output. If this is the
case it may be necessary to take this mean level into account in any subsequent
modelling and analysis of the system [95].
The treatment of mean levels for linear systems is well understood and it is
common practice to remove mean levels from the data or to explicitly introduce a
DC component into the model [1, 75]. The DC component might either represent
an additive disturbance to the system, in which case it may be removed, or if it
represents some aspect of the true system behaviour, it can be incorporated into
the systems analysis. Either task is justified because linear systems do not shift
energy to different frequencies so any DC (zero frequency) input only effects the
zero mean output.
In the domain of non-linear systems simply removing mean levels from the
data cannot be justified and the presence of a DC component in a model intro-
duces further complexities into systems analysis. [95] show how the application
of techniques that are common in the pretreatment of data for linear analysis, such
as pre filtering or mean level removal, may lead to the identification of an incorrect
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model structure or the estimation of biased parameters. In the paper the authors
show that these problems can be addressed by explicitly including a constant term
into the model structure.
The NARMAX model structure as well as the frequency domain analysis tech-
niques introduced initially in Section 4.3 are all based on the Volterra model de-
scription. Volterra series models are valid around an equilibrium point y0. For
NARX models with no DC term the model will have at least one zero equilibrium
point, y0 = 0, so that zero input leads to zero output. However, the presence
of a DC term in the model acts to propagate the equilibrium point through the
system and this must either be taken into account in the modelling/analysis or
removed from the model taking into account the way in which it interacts with
the non-linear terms [95]. In the previous citation the authors present an ’unrav-
elling’ algorithm for removing the DC component from a model. The algorithm
is not repeated here, however the concept is simple and is explained by way of an
example.
Example 4.1 Removal of a DC term from NARX models.
Consider the following NARX model which explicitly includes a DC term, θ1, in
the parameter vector
yk = θ1 + θ2yk−1 + θ3uk−1 + θ4y2k−1 + θ5yk−1uk−1. (4.6)
The system is operating around some equilibrium position y0, which can be
equivalent to the steady state of the system but in general may take other values
[114]. Shifting the system so it is operating around the zero equilibrium can be
performed by substituting yk with y∗k + y0 ∀ k such that
y∗k + y0 = θ1 + θ2(y
∗
k−1 + y0) + θ3uk−1 + θ4(y
∗
k−1 + y0)
2 + θ5(y∗k−1 + y0)uk−1. (4.7)
which can easily be rearranged so that it takes the same form as (4.6)
y∗k = θ4y
2
0 + (θ2 − 1)y0 + θ1 + y∗k−1(θ2 + 2θ4y0)
+uk−1(θ3 + θ5y0) + θ4y∗k−1 + θ5y
∗
k−1uk−1. (4.8)
Because this new system y∗k = yk + y0 is operating around the zero equilibrium
position, y∗k must be zero when uk = 0 ∀ k which can only be true if there is no
constant term present in the model. It hence follows that the appropriate value of
y0 can be determined by solving the quadratic equation formed by equating the
constant terms, coloured red in Equation (4.8) to zero. This results in a NARX
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model with same form as Equation (4.6) with an altered parameter vector
y∗k = θ
∗
2 y
∗
k−1 + θ
∗
3 uk−1 + θ∗4 y
∗2
k−1 + θ
∗
5 y
∗
k−1uk−1. (4.9)
where
θ∗ =
[
0, θ2 + 2θ4y0, θ3 + θ5y0, θ4, θ5
]T
(4.10)
4
It should be noted that in the above example only the parameter vector was
modified, but in general new terms may be introduced. The algorithm given in
[95] requires knowledge of the value y0 which can always be found directly by
setting all u(·) = 0 and y(·) = y0 and solving the resultant equation for y0.
4.3 Analysis of non-linear systems in the frequency domain
The analysis of systems in the frequency domain is of fundamental importance
across many disciplines of science, and particularly so in engineering. Frequency
domain descriptions of linear systems are the basis for many methods for model
analysis and control design [35, 75]. Many of these methods are based on the
linear FRF H1(ω) introduced in Section 3.1.1. The linear FRF provides a complete
description of the behaviour of the linear system and is therefore invariant of the
time domain model used to describe the system.
In the non-linear case the situation is vastly more complicated and no single
FRF can be used to completely characterise a non-linear system. Despite this it is
perhaps surprising that relatively little research exists for the frequency domain
analysis of non-linear systems, given that this approach is so widely used in the
linear case.
One approach is to consider the extension of the linear FRF to higher orders as
the GFRF, Hn(ω1, . . . ,ωn). In order to completely describe the behaviour of a non-
linear system, GFRFs up to order Nm must be considered, where in some cases
Nm may be infinite. One GFRF is used to describe each order of non-linearity dis-
played by the system. If Nm = ∞ the approximation Nm ≈ N∗m is made, where N∗m
is the maximum order under consideration. As in the linear case, the GFRFs pro-
vide an invariant description of the underlying system behaviour, given that the
model accurately described the system. More importantly, GFRFs can be used to
describe complex non-linear behaviour in a much more transparent and physically
meaningful way than is possible in the time domain [14, 20].
GFRF analysis is based on the Volterra series and are defined as the Fourier
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transform of the Volterra series kernels [107]. The Volterra series model is given
by
y(t) =
∞
∑
n=1
yn,t (4.11)
where
yn,t =
∫ ∞
−∞
. . .
∫
hn(τ1, . . . , τn)
n
∏
i=1
ut−τi dτi (4.12)
is the n’th order output of the system and hn(k1, . . . , kn) is the n’th order Volterra
kernel, or equivalently the n’th order impulse response function, of the system.
Taking the Fourier transform of hn(τ1, . . . , τn) produces an expression for the n’th
order GFRF:
Hn(jω1, . . . , jωn) =
∫ ∞
−∞
. . .
∫
hn(τ1, . . . , τn)e−j(ω1τ1+...+ωnτn)dτ1 . . . dτn. (4.13)
The function Hn provides the basis for all of the non-linear frequency domain
analysis techniques that will be discussed in this thesis. In this thesis the notation
Hn will be reserved exclusively for the linear FRF when n = 1 and the n’th order
GFRF when n > 1.
Computation of GFRFs from identified NARX models: The probing method
Efficient computation of GFRFs can be performed by recursive algorithms, how-
ever, here an analytic approach based on probing [20] will be presented as it pro-
vides a more transparent insight into how the GFRFs are calculated and how they
relate to the original NARMAX description.
The Volterra kernel and corresponding GFRF are not guaranteed to be sym-
metric i.e. the function is dependent on the order of its arguments. Both functions
can be replaced by their symmetric counterpart such that [107]
hn(τ1, . . . , τn)symmetric =
1
n! ∑all
permutations
hn(τ1, . . . , τn)asymmetric (4.14)
Hn(jω1, . . . , jωn)symmetric =
1
n! ∑all
permutations
Hn(jω1, . . . , jωn)asymmetric (4.15)
which will be convenient for the later analysis. For notational simplicity the sub-
script will be dropped and both Volterra kernels and GFRFs will be assumed to
be asymmetric unless otherwise stated.
GFRFs relating to the Volterra kernels in Equations (4.11-4.12) can be found
using the probing method [12] named because the system is ’probed’ by an ex-
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perimental input. Consider the system given by Equation (4.12) excited by the
input
ut =
Q
∑
q=1
Aq ejωqt (4.16)
where Aq is the amplitude of the signal and ωq ∈ R. Substituting into Equation
(4.12)
yt =
∞
∑
n=1
∫ ∞
−∞
. . .
∫
hn(τ1, . . . , τn)
n
∏
i=1
ut−τi
Q
∑
q=1
Aq ejωq(t−τi) dτi (4.17)
=
∞
∑
n=1
Q
∑
q=1
. . .
Q
∑
q=1
n
∏
i=1
Aq ejωqi t
∫ ∞
−∞
. . .
∫
hn(τ1, . . . , τn)
n
∏
i=1
e−jωqiτi . (4.18)
Then noting that the latter half of the previous equation can be substituted for
Equation (4.13) yields the expression
yt =
∞
∑
n=1
Q
∑
q1=1
. . .
Q
∑
qn=1
[Aq1 . . . Aqn Hn(jωq1 , . . . , jωqn)] e
j(ωq1+...+ωqn )t (4.19)
which in the case that Q = n, AQ = 1 for all q = 1, 2, . . . , n reduces to
yt =
∞
∑
n=1
n
∑
q1=1
. . .
n
∑
qn=1
Hn(jωq1 , . . . , jωqn) e
j(ωq1+...+ωqn )t . (4.20)
Note that the summation in (4.20) produces n! terms with frequency ω1 + ω2 +
. . . + ωn corresponding to all the permutations over the possible frequencies. For
a system that can be described by the Volterra series (4.11-4.12) a harmonic input
must produce a harmonic output [14]. Therefore the system GFRFs, Hn, can be
found by substituting (4.20) and (4.16) into the NARX model equation and com-
paring coefficients of ej(ω1+...+ωn)t.
It is important to note that this method is not valid for NARX models that
contain a DC term in the model structure. Although there are methods for in-
corporating this term into the analysis [23, 56, 95], an equally valid and simpler
method is to transform the model such that the DC term is removed, by for exam-
ple using the method described in Section 4.2.
In order to apply the GFRF concept to the NARX model it is necessary for
them to be described in discrete time. The relationship between the continuous
and discrete time case is simply given by
Hn(jω1, . . . , jωn) = Hn,discrete(jTsω1, . . . , jTsωn) (4.21)
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where Ts is the sampling period.
Because of the simplicity of the transformation between the two cases the de-
pendence on Ts will be assumed and dropped from subsequent equations such
that functions in both continuous and discrete time are given by Hn(jω1, . . . , jωn).
Example 4.2 Calculation of GFRFs using the probing method.
Consider the NARX model given by the following equation
yk = θ1 + θ2yk−1 + θ3yk−2
+θ4uk−1 + θ5y2k−2, (4.22)
where
θ = [−0.1, 1,−0.3, 0.1, 0.5]T. (4.23)
The system is used to generate noise free input-output data. The input, uk,
is a white noise sequence drawn from the zero mean normal distribution with
variance σ2u = 0.25.
By setting uk = 0 and yk = y0 ∀k and solving, the equilibrium point, y0, can be
found from the equation
0 = y20θ5 + y0(θ2 + θ3) + θ1, (4.24)
which can be solved to give the two solutions: y0,1 = −0.2385, y0,2 = 0.8385. The
solution y0,1 is close to the mean value of the system output and is chosen for the
value of y0. Removing the DC component from the NARX model via the method
described in Section 4.2 leads to the modified parameter vector
θ∗ =

0
θ2
θ3 − 2y0θ5
θ4
θ5
 =

0
1
0.5385
0.1
0.5
 (4.25)
θ∗1 = 0, θ
∗
2 = 1, θ
∗
3 = 0.5385, (4.26)
θ∗4 = 0.1, θ
∗
5 = 0.5.
Applying the input given by equation (4.16) with Q = 1 and Ak = 1 such that
uk = ejω1k, (4.27)
Chapter 4. Nonlinear Identification and Analysis of DEAs 65
Figure 4.2: GFRFs can be used to analyse the frequency domain characteristics
of a non-linear system. It is necessary to consider any DC component included
in the model. A) The first order GFRF H1, equivalent to the well known FRF, for
the model given by Equation (4.22) is shown taking into account the DC compo-
nent (Red) and ignoring the DC component (Blue). An approximation of the first
order transfer function, assuming a linear system, is given for comparison (Grey).
B) Second order GFRF, H2, for the model given by Equation (4.22) the color map
indicates the gain at combinations of frequencies ω1 and ω2.
it follows that the lagged input can be given by
uk−τ = ejω1(k−τ). (4.28)
A harmonic input must lead to a harmonic output. The output response can
therefore be found from Equation (4.20) where the infinite upper limit in the sum-
mation over the non-linear orders can be replaced with a summation up to the
maximum order under consideration. This is because only these terms display a
coefficient that can match that of the input in the next step. The output is hence
given by
yk−τ = H1(jω1)ejω1(k−τ), (4.29)
where the lagged output follows as with the lagged inputs. Substituting (4.28) and
(4.29) into (4.22) and rearranging gives the first order GFRF
H∗1 (jω) =
θ∗4 e
−jω
θ∗2 e−jω + θ∗3 e−jω − 1
. (4.30)
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Similarly, setting Q = 2 in Equation (4.16) gives the input
uk−τ = ejω1(k−τ) + ejω2(k−τ) (4.31)
and the output response is again found from Equation (4.20) as
yk = H1(jω1)ejω1k + H1(jω2)ejω2k + H2(jω1, jω2)ej(ω1+ω2)(k−τ)
+H2(jω1, jω1)ej2ω1(k−τ) + H2(jω2, jω2)ej2ω2(k−τ). (4.32)
Substituting (4.31) and its lagged forms as well as (4.32) into Equation (4.22),
equating coefficients of e(j(ω1+ω2)k) and rearranging for H2 leads to the asymmetric
second order GFRF
H2(jω1, jω2) =
θ40.5H1(ω1)H1(ω2)e−j(2ω1+2ω2)
θ2e−j(ω1+ω2) + θ3e−j2(ω1+ω2) − 1
. (4.33)
The GFRFs given above are asymmetric. The symmetric GFRFs can be eas-
ily found from the asymmetric GFRFs via Equation (4.15). Further higher order
GFRFs can be calculated by following the same procedure whilst increasing the
value of K in the input Equation (4.16). Terms with coefficients matching that of
the input will always be able to be found in equation (4.20) if there is either a
pure non-linear output term or a cross term in the NARX model. In order to com-
pletely characterise the system it is therefore necessary to calculate infinite higher
order GFRFs. In practice however the higher order GFRFs will rapidly become
insignificant with increasing order. For example, the system given by Equation
(4.22) has no third order terms so the contribution to the third order GFRF will
come entirely from the second order term y2k−2. Considering the terms generated
by Equation (4.20) with the summation from n = 1, . . . , 3, substituting this into the
model equation and comparing coefficients, a factor of n! will divide the contribu-
tion of this term in the GFRF equation. With increasing n the contribution of this
term will rapidly decrease to a negligible value.
The GFRFs are functions of n different frequency inputs, making them multi
dimensional functions for n > 1. This has some important implications. Firstly,
evaluating the GFRFs over a frequency range becomes increasingly computation-
ally cumbersome as the order increases. Secondly, for n > 2 the GFRFs are hard
to visualise making them hard to interpret. This has been resolved to some extent
in [141] in which slices through the high dimensional space are investigated by
setting some of the frequency inputs equal.
Note that if the constant term is not removed from the model, and a method
for determining the GFRFs that took this term into account is used, the resulting
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first order GFRF is given by
H1(jω) =
θ4e−jω
θ2e−jω + (θ3 + 2H0θ5)e−jω − 1, (4.34)
which is equivalent to Equation (4.30) with θ∗3 = θ3 + 2H0θ5 which matches the
parameter vector, Equation (4.25). Blindly removing the constant term from Equa-
tion (4.30) leads to the First order GFRF given by Equation (4.34) with H0 = 0.
Figure 4.2A shows the first order frequency response for both the case when the
constant term has been correctly included in the analysis and when it has not
been included . An approximate FRF, assuming a linear system, has also been
calculated as Happrox = Y/U = FFT(y)/FFT(u) from the simulated data and also
plotted. The difference in the two responses emphasises the necessity of the in-
clusion of any additive constants in the frequency domain analysis of non-linear
systems.
The magnitude of H2 is much smaller than for H1 at all frequencies, see Figure
4.2B. It can also be seen from Figure 4.2A that the first order frequency response
H1 very closely follows the approximation Happrox. Considering these two state-
ments it could be naively concluded that the first order dynamics dominate sys-
tem behaviour and thus neglecting the non-linearity would lead to a reasonable
approximation. However, it will be shown later in this chapter that this conclu-
sion is incorrect and by considering the output frequency response a much better
understanding can be obtained. 4
The example demonstrates how GFRFs of a non-linear system of the NARX
class can be calculated.
The general n’th order GFRF is given by
Hn(ω1, . . . ,ωn) =
Hnu(ω1, . . . ,ωn) + Hnuy(ω1, . . . ,ωn) + Hny(ω1, . . . ,ωn)
1−∑
p
θpe−j(ω1,...,ωn)kp
, (4.35)
where the summation over p indicates the summation over all the linear output
terms with corresponding lag kp. The terms Hnu , Hnuy and Hny represent con-
tributions to the n’th order GFRF from pure input, cross and pure output terms
respectively. A number of iterative algorithms exist for determining these terms
in an efficient manner [23, 55, 56].
GFRF analysis of a system helps to interpret how input frequencies combine
to create complex non-linear effects at the output. For linear FRFs analysis is
often focused on identifying resonant peaks, which indicate areas of the output
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spectrum which will be strong. GFRF analysis of non-linear systems is analogous
to the linear case but analysis focuses on the identification of ridges as well as
peaks in the GFRF. The location and direction of the ridges then indicate frequency
combinations that will produce strong harmonic or intermodulation effects at the
output [20].
GFRF analysis can therefore be extremely valuable in understanding non-linear
behaviour. However, they are not able to provide a complete description of how
the output spectrum of a non-linear system is composed. In order to achieve this,
the input spectrum must be considered and built into the analysis framework,
motivating the discussion in the following sections.
From the concepts introduced in this chapter and in light of the given example
a few important remarks regarding GFRFs can be made
1 GFRFs provide a mapping from the time-domain to the frequency-domain
for models of the NARX class and as such can be seen as an extension of the
well known linear FRF to the non-linear case.
2 GFRFs allow analysis of non-linear systems not possible with traditional
linear methods.
3 GFRFs are multi-dimensional functions, they are therefore hard to visualise
for n > 2.
4 In order to provide the correct results, the DC component of a NARX model
must be removed or taken into account in the GFRF analysis.
4.3.1 Output frequencies of non-linear systems
The output frequency response of a LTI system can be expressed as
Y(jω) = H(jω)U(jω), (4.36)
where U(jω) and Y(jω) are the spectra of the input and output respectively. Given
knowledge of the FRF H(jω) the output response of a linear system is completely
characterised by Equation (4.36) which remains valid for any input signal.
In the realm of non-linear systems, the situation is much more complicated and
Equation (4.36) no longer holds. Each non-linear order of the system contributes
to the output spectra and, unlike linear systems, these are not confined to the
frequency range of the input signal, resulting in a much richer output frequency
spectrum than that of the input.
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The Volterra series model used as the basis for the GFRF analysis in the pre-
vious section will be employed again here. The model is redefined by combining
the equation pair (4.11-4.12) such that
yt =
Nm
∑
n=1
∫ ∞
−∞
. . .
∫
hn(τ1, . . . , τn)
n
∏
i=1
u(t− τi)dτi (4.37)
where the infinite upper bound of the summation over the non-linear order, n, has
been replaced by some maximum order, Nm, to reflect a practical analysis scenario.
Now, taking the inverse Fourier transform of the n’th order GFRF, Hn, yields
an expression for the n’th order Volterra kernal
hn(τ1, . . . , τn) =
∫ ∞
−∞
. . .
∫
Hn(jω1, . . . , jωn)ej(ω1τ1+...+ωnτn)dω1 . . . dωn. (4.38)
then substituting this back into Equation (4.37)
yt =
∞
∑
n=1
1
(2pi)n
∫ ∞
−∞
. . .
∫
Hn(jω1, . . . , jωn)
n
∏
i=1
U(jωi) ej(ω1+...+ωn)t dωi (4.39)
which follows by decomposing the sum in the exponential into a product of ex-
ponentials and using the definition of the Fourier transform given by Equation
(3.3).
From Equation (4.39) it can be shown that the output frequency response of a
non-linear system that is stable at zero equilibrium and that can be described by
the Volterra series model is given by [68]
Y(jω) =
Nm
∑
n=1
Yn(jω)
Yn(jω) =
n−1/2
(2pi)n−1
∫
ω
Hn(jω1, . . . , jωn)
n
∏
i=1
U(jωi)dσnω
(4.40)
where Hn is the n’th order GFRF given by Equation (4.13), ω is the hyperplane
defined by ω = ω1 + . . . + ωn and dσnω denotes the area of a minute element on
the hyperplane ω.
Equation (4.40) shows that the output frequencies of a non-linear system can
be represented as a sum over the output contributions from each non-linear or-
der Yn(jω). The frequency range, fY of the output for nonlinear systems can be
much greater than for linear systems and can be found by considering the output
frequency range at each non-linear order, fYN , such that
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fY =
N⋃
n=1
fYN (4.41)
A general expression for the output frequency range of the n’th order non-
linearity, fYn , due to an input frequency in the range [a, b] was derived in [69] and
can be determined by the following set of equations
fYn =

i∗−1⋃
k=0
Ik, when nb(a+b) −
⌊
na
(a+b)
⌋
< 1
i∗⋃
k=0
Ik, when nb(a+b) −
⌊
na
(a+b)
⌋
≥ 1
i∗ =
⌊
na
(a + b)
⌋
+ 1
Ik = [na− k(a + b], nb− k(a + b)], k = 0, 1, . . . , i∗ − 1
Ii∗ = [0, nb− i∗(a + b)].
(4.42)
along with Equation (4.41). Although this allows the calculation of the possible
output frequency range, it provides no information regarding exactly what the
output frequencies will be. In order to find out the exact output frequencies the
concept of NOFRFs will be introduced.
4.3.2 Non-linear output frequency response functions (NOFRFs)
The output frequency response of the system to a general input can be expressed
by equations (4.40). Given both a static linear and nonlinear system respectively
given by
yk = kuk (4.43)
yk = ku2k , (4.44)
then it follows that the frequency domain representations are given by
Y(jω) = kU(jω) (4.45)
Y(jω) = kU2(jω), (4.46)
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respectively, where U2 is the Fourier transform of u2t and can be expressed as
U2(jω) =
2−1/2
(2pi)(2−1)
∫
ω1+ω2=ω
2
∏
i=1
U(jωi)dσω2 (4.47)
which is given in terms of the input spectrum U(jω). Equation (4.47) can hence
be regarded as an extension of the input spectrum U(jω) to the second order non-
linear case. It then follows that the general expression for the n’th order non-linear
case is given by
Un(jω) =
2−1/n
(2pi)n−1
∫
ω1+...,ωn=ω
n
∏
i=1
U(jωi)dσωn. (4.48)
Equation (4.40) can be then be rewritten in terms of Equation (4.48) as
Yn(jω) =
∫
ω1+...+ωn=ω
Hn(jω1, . . . , jωn)
n
∏
i=1
U(jωi)dσnω∫
ω1+...+ωn=ω
n
∏
i=1
U(jωi)dσnω
n−1/2
(2pi)n−1
n
∏
i=1
U(jωi)dσnω
= Gn(jω)Un(jω), (4.49)
where
Gn(jωn) =
∫
ω1+...+ωn=ω
Hn(jω1, . . . , jωn)
n
∏
i=1
U(jωi)dσnω∫
ω1+...+ωn=ω
n
∏
i=1
U(jωi)dσnω
. (4.50)
which is valid when ∫
ω1+...+ωn=ω
n
∏
i=1
U(jωi)dσnω 6= 0. (4.51)
Note that for the linear case (n = 1) Equation (4.49) is reduces to Equation
(4.36) as expected, with Y1(jω) = Y(jω), G1(jω) = H(jω) and U1(jω) = U(jω).
The output frequency response of a nonlinear system given by Equation (4.40)
can be now re-written as
Y(jω) =
Nm
∑
n=1
Yn(jω) =
Nm
∑
n=1
Gn(jω)Un(jω). (4.52)
where the n’th order NOFRF Gn(jω) is given by Equation (4.50). It can be seen
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U
Un Gn Yn
Y
Figure 4.3: A pictorial representation of the NOFRF analysis method. The
n’th order input spectra is calculated from the input spectra via Equation (4.48).
NOFRFs are then found from the system GFRFs and the n’th input spectra using
Equation (4.50). Gn acts as a filter on Un to produce the nth order output spectra
Yn. The total output spectrum, Y is found from Equation (4.52).
from the form of (4.52) that this definition of the output frequency response for
non-linear systems is a direct extension of the linear case given by Equation (4.36)
and can be recovered by taking Nm = 1, G1(jω) = H(jω) and U1(jω) = U(jω).
Rearranging Equation (4.52) for the Gn
Gn(jω) = Yn(jω)/Un(jω) (4.53)
and noting that, from the properties of non-linear systems, both Yn and Un must
be equal to zero when ω is outside the frequency range fYn defined by Equation
(4.42). It then follows that Gn is only valid over the frequency range fYn .
A further property of the NOFRFs is that they are insensitive to a change in
the input spectrum by some constant gain which can be seen by considering
Gn(jω)
∣∣
U(jω)=αU¯(jω) =
αn
∫
ω1+...+ωn=ω
Hn(jω1, . . . , jωn)∏ni=1 U¯(jωi)dσnω
αn
∫
ω1+...+ωn=ω∏
n
i=1 U¯(jωi)dσnω
, (4.54)
which implies that Gn(jω)
∣∣
U(jω)=U¯(jω) because the factor of α
n appears outside
of the integral in both the numerator and the denominator. This property will be
used to derive an efficient algorithm for the evaluation of NOFRFs in Section 4.3.3.
The process can be seen pictorially in Figure 4.3. From the figure it can be seen
how Gn effectively acts as a filter on Un within the frequency range for which it
is defined, and can be calculated using equations (4.42), to produce the output Yn,
which may contain frequency components out of the range of the input U.
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The NOFRF theory presented in this chapter provides a tool for calculating
exactly how frequency generation effects occur in non-linear systems in order to
transfer energy to frequencies not included in the input spectrum. The behaviour
of non-linear systems is known to be input dependent and this can now be seen
explicitly by noting that NOFRFs of the system are a function of the system in-
put in Equation (4.50). They are also a function of the GFRFs Hn(jω), which as
discussed, may in general be a function of any lower order GFRF.
In order to see exactly how the non-linear behaviour of the system acts to
transfer energy to new frequencies the combined effects of each order of non-
linearity must be considered for a given input. However, standard input excitation
signals used for system identification may not be ideal for performing NOFRF
analysis. As such the system may instead be probed with a suitably designed
inspection signal [67].
A summary of the NOFRF analysis procedure is given below
1. Identify the non-linear model structure and estimate model parameters.
2. Calculate GFRFs, Hn, for n = 1, . . . , Nm from the model equations using the
methods described in Section 4.3
3. Calculate the n’th order input spectra using Equation (4.48) for n = 1, . . . , Nm.
4. Calculate the n’th order NOFRF using Equation (4.50) for n = 1, . . . , Nm.
5. Filter the n’th order input spectra with the n’th order NOFRF to find the
n’th order output spectra and sum to construct the full output spectrum
using Equation (4.52).
In the above procedure steps 2 and 4 can be both complex and computationally
cumbersome to compute, largely because of the integration across a high dimen-
sional space that is required in the evaluation of Equation (4.54). An efficient
algorithm that is able to evaluate the NOFRFs directly without knowledge of the
GFRFs is given in [67] and is presented in the following section.
4.3.3 Least squares based evaluation of NOFRFs
The output spectra of a nonlinear system is given by Equation (4.52). Decompos-
ing both the NOFRFs and the input spectra into real and imaginary parts and
dropping the notational dependence on jω for clarity by defining
GRn = Re Gn(jω), G
I
n = Im Gn(jω), U
R
n = Re Un(jω), U
I
n = Im Un(jω)
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the output spectra can then be written as
Y(jω) =
Nm
∑
n=1
(GRn + jG
I
n)(U
R
n + jU
I
n) (4.55)
=
Nm
∑
n=1
(GRn U
R
n − GInU In) + j(GRn U In − GInURn ). (4.56)
From Equation (4.56) it follows that the output spectra can be decomposed into
a vector of real and imaginary components as
[
Re Y(jω)
Im Y(jω)
]
=
[
UR1 , . . . , U
R
N ,−U I1, . . . ,−U IN
U I1, . . . , U
I
N , U
R
1 , . . . , U
R
N
] [
GR
GI
]
(4.57)
where Re and Im indicate the real and imaginary part of a complex number re-
spectively.
Consider an input signal u?k scaled by a constant α such that
uk = αu?k , (4.58)
From Equation (4.48) the n’th order spectrum of the input uk is given by
Un(jω) =
n−1/2
(2pi)n−1
∫
ω1+...,ωn=ω
n
∏
i=1
U(jωi)dσωn (4.59)
= αn
n−1/2
(2pi)n−1
∫
ω1+...,ωn=ω
n
∏
i=1
U?(jωi)dσωn (4.60)
= αnU?n(jω). (4.61)
In order to estimate the NOFRFs, Gn, for the input U?, Equation (4.57) is em-
ployed with a number of different scaled inputs and the problem is formulated
such that it can be solved using least squares.
N∗m different input signals, up are designed as
up,k = αpu?k , for p = 1, . . . , N
∗
m (4.62)
where N∗m ≥ Nm where Nm is the maximum non-linear order to be considered
(Note that Nm ≥ np depending on the NARX model terms) and αN∗m , αN∗m−1, . . . , α1
are constants satisfying the condition αN∗m > αN∗m−1 > . . . , α1 > 0 . The system is
simulated for each input giving rise to N∗m system outputs with frequency response
given by
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Yp(jω), p = 1, . . . , N∗m. (4.63)
Using the condition
Gn(jω)
∣∣∣∣
U(jω)=αU¯(jω)
= Gn(jω)
∣∣∣∣
U(jω)=U¯(jω)
(4.64)
enables us to write down the following equality
Y1,...,N
∗
m(jω) = X(jω)
[
G?R
G?I
]
(4.65)
where
Y1,...,N
∗
m(jω) =

Re Y1(jω)
Im Y1(jω)
...
Re YN
∗
m(jω)
Im YN
∗
m(jω)

, (4.66)
X(jω) =

α1U?R1 , . . . , α
Nm
1 U
?R
Nm ,−α1U?I1 , . . . ,−αN1 U?INm
α1U?I1 , . . . , α
Nm
1 U
?I
Nm , α1U
?R
1 , . . . , α
N
1 U
?R
Nm
...
αN∗mU
?R
1 , . . . , α
Nm
N∗m
U?RNm ,−αN∗mU?I1 , . . . ,−αNmN∗mU?INm
αN∗mU
?I
1 , . . . , α
Nm
N∗m
U?INm , αN∗mU
?R
1 , . . . , αN∗m w
NmU?RNm .

(4.67)
The NOFRFs of the system in response to the input u?(k) can now be estimated
by formulating Equation (4.65)[
G?R
G?I
]
= [G?R1 (ω), . . . , G
?R
Nm(ω), G
?I
1 (ω), . . . , G
?I
Nm(ω)]
T
= [X(jω)TX(jω)]−1X(jω)TY1,...,N
∗
m(jω)],
(4.68)
The Least squares estimate of G? will hence be the one that best describes the
output spectra Y for all of the scaled inputs up for p = 1 : N∗m. See Algorithm 4.1
for a summary.
The NOFRF calculation procedure is made vastly simpler by performing Al-
gorithm 4.1 and is no longer prohibitively computationally cumbersome at higher
orders. It should be noted that the algorithm is not just applicable to models of
the NARX class and can be used with any model for which input output data
76 4.3. Analysis of non-linear systems in the frequency domain
Algorithm 4.1 An algorithm for determining NOFRFs of a generative system.
Initialise
Test input signal - u∗k
Scaling constants - α
Number of simulations - N∗m
 (see Equation (4.62))
Procedure
Transform the time domain input into the frequency domain.
for n = 1, . . . , N∗m
Calculate Un via Equation (4.61).
end for
Simulate the system for N∗m proportional inputs.
for p = 1, . . . , N∗m
Design up(k) via Equation (4.62).
Simulate the system to produce yp(k).
Find Yp(jω) from yp(k) via Equation (3.3).
end for
Perform the LS step
Construct matrices Y1,...,N
∗
m(jω) and x(jω) via equations (4.66) and (4.67).
Calculate G∗ via Equation (4.68).
end Procedure
can be generated. It may also be used directly with experimental data if suitable
input-output data can be gathered.
Example 4.3 Calculation of NOFRFs
In this example the analysis performed in example 4.2 will be extended to
the output frequencies of the system given by Equation (4.22) using the NOFRF
method by application of algorithm 4.1. The highest order term in Equation (4.22)
is a pure output non-linearity of order 2. As discussed in Section 4.3 any pure
output or cross-term in the time domain model equation gives rise to higher order
contributions to the frequency response in the form of higher order GFRFs and
hence give a contribution to the output spectrum. It is therefore necessary to
consider these higher order terms as part of the analysis.
In example 4.2 the system is simulated in response to a white noise sequence
which led to the system being approximately represented by just the first order
frequency response. Consider instead the same system given by Equation (4.22) in
response to a band limited white noise signal, which can be found by, for example,
low pass filtering the original white input, see Figure 4.4. Considering the output
spectrum of the system excited by the two different signals the output spectra for
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Figure 4.4: Non-linear systems are input dependent. GFRFs are invariant to
the input and it is necessary to calculate the NOFRFs of the system in order to
fully understand the non-linear mechanisms that produce the output. They also
transfer energy from the frequency range of the input to frequencies outside
that range. A) The spectrum of: Left, a white noise input. Right, a band limited
white noise input. B) The spectrum of: Left, the output of the generative system
given by Equation (4.22) in response to a white noise input. Right, the output of
the same system in response to a band limited input.
both cases has been approximated by taking the convolution of the input spectra
with the first order GFRF/NOFRF. It is not obvious from the white noise case that
the approximation is a poor one. In the band limited case the approximation is
good in the range f = [0, 0.1] but there is clearly un-modelled behaviour resulting
in the output in the region f = [0.1, 0.2].
From linear systems theory it is known that the frequency range of the input
is the same as that for the output of a linear system. From this we know that
the linear contribution to the output spectrum is going to be in the range [0, 0.1]
to match the spectrum of the input. The range of available output frequencies
for each non-linear order can be calculated from equation set (4.42). The result is
simply fYn = [0, n ∗ 0.1], i.e. multiples of the input frequency range.
In order to use Algorithm 4.1 an appropriate input signal must be designed.
The input signal is designed to be a frequency band that is constant in the range
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[a, b] and 0 elsewhere. A signal of this form can be constructed as
u∗k =
3
(2pi)
sin(2pibk∆t)− sin(2piak∆t)
k∆t
k = −511, . . . , 512 (4.69)
as recommended in [67], where ∆t is the sampling time. The spectra of the n’th
order inputs Un can then be found by Equation (4.48), which can be performed
efficiently by computing
Un(jω) =
n−1/2
(2pi)n−1
FT(un) (4.70)
where FT(un) is the Fourier Transform of the input to the n’th power. The time
domain input and output signals, uk and yk, as well as the n’th order input spectra
can be seen in Figure 4.5. It can be seen how the n’th order input spectra are
limited to the frequency range defined by (4.42).
The algorithm estimates both the NOFRFs and the n’th order output spectra
for the system, both of which are shown in Figure 4.5. The figure serves to demon-
strate how the NOFRFs G1, . . . , GNm act as filters on the n’th order input spectra
in order to produce the n’th order output spectra that themselves sum to form
the output spectrum. The NOFRFs are only shown over the frequency range for
which they are defined. 4
The example highlights how the concept of NOFRFs directly extends tradi-
tional frequency domain analysis using the FRF to the realm of non-linear func-
tions. It also shows how the relationship between the input and output of a non-
linear system is significantly more complicated than in the linear case.
4.4 Results
The remainder of this chapter is concerned with the application of the methods
introduced so far to the modelling and analysis of DEAs. The methods are first
collected into a framework and then result are given that provide new insight into
DEA behaviour.
4.4.1 A framework for the identification and analysis of DEAs.
The methods detailed in the previous sections of this chapter constitute the com-
ponents of the data driven and control-oriented analysis framework and are sum-
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marised below.
1 Identification of the non-linear model structure using the SEMP algorithm.
2 Removal of any DC component present in the model.
3 Calculation of system GFRFs.
4 Calculation of system NOFRFs.
In the next section this framework is demonstrated with application to six film-
type DEAs. A preliminary analysis of these DEAs was performed in Chapter 2
and indicates the necessity for non-linear system identification techniques in order
to achieve accurate models of the system. In the remainder of this chapter the non-
linear system identification and frequency domain analysis techniques introduced
so far in the chapter will be applied to the set of DEAs.
All of the DEA actuators considered in this study display unexplained TV dy-
namics. A characterisation of these time variations will be performed in Chapter 5,
in this chapter identification and analysis will be performed on an approximately
time invariant section of data. For this purpose 160 seconds (8000 data points
prior to sub-sampling) of input-output data are chosen for each actuator and are
considered to be non time-varying, see Appendix B.1 for the data segments cho-
sen. All of the identification, validation and analysis in this chapter is performed
over these data sets.
4.4.2 Data preprocessing
It is well known that the sampling time of the data under investigation affects
both the dynamic behaviour of the final model estimate but also the performance
of structure detection and parameter estimation algorithms [14]. If the system is
over sampled then the data will be highly correlated such that yk ≈ yk−1 leading
to numerical problems. If it is under sampled then some of the dynamic behaviour
of the system will be lost. Therefore it may be necessary to down-sample the data
record in order to achieve satisfactory results. The sampling time can be chosen
using a number of procedures [103]. A simple and common approach is to select
the sampling time based on the correlation function [3]. This method has been
expanded to also consider non-linear correlations [15].
Considering both the linear and non-linear [19] correlation functions
Φyy(τc) = E[(yk − yk)(yk−τc − yk)], τc = 0, 1, . . . (4.71)
Φy2′y2′ (τc) = E[(y
2
k − y2k)(y2k−τc − y2k)], τc = 0, 1, . . . . (4.72)
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Figure 4.6: An appropriate sampling time for performing system identification
can be chosen using linear and non-linear correlation functions. The autocorre-
lation functions Φyy and Φy2′y2′ for all six DEAs. The appropriate sampling time
can be chosen based on the first minima of the two functions
The sampling time can then be chosen in the range [3, 15]
τm
20
≤ Ts ≤ τm5 (4.73)
where
τm = min(τy, τy2′ ) (4.74)
where τy and τy2′ are the first minimums of Φy and Φy2′y2′ respectively.
The above method is applied to the training data for all six DEAs, see Figure
4.6. The first minima over all of the actuators is found as τm = 36. From the
rule given by Equation (4.73) the sampling time can thus be chosen in the range
[τc/20, τc/5] = [1.8, 7.2]. The experimental sampling time is Ts = 1/50, the system
can therefore be down sampled into the range [0.036, 0.144]. The sampling time
Ts = 0.08 is chosen corresponding to 1/4 of the original sampling rate.
4.4.3 Identification of the non-linear structure
In this section the simulation based structure detection and parameter estimation
algorithm, the SEMP algorithm, introduced in Section 4.1 is applied to the six
DEAs. The modelling procedure is first demonstrated on DEA 5 and then results
are provided for all six actuators in order to provide a comparison over the data
sets. DEA 5 is chosen as an example based on the modelling performance, as mea-
sured by the MSSE, being close to the average over all the actuators. Identification
is performed over 2000 samples over the down sampled data equally divided into
estimation and validation data sets of 1000 data samples each.
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Selection of model orders.
In order to perform identification with the SEMP algorithm it is first necessary
to generate a super-set of model terms in which to perform the search. This
requires choosing the maximum dynamic order nu and ny as well as the maximum
polynomial order np. A standard method is based on the identification of linear
models of the system [130] and the approach used here is based on this method,
however in this work the criterion for variable selection is based on the simulation
error rather than a MSPE based error measure.
An appropriate dynamic order is determined by performing an exhaustive
search for linear ARX models i.e. setting the polynomial order np = 1) over all the
terms generated by an increasing dynamic order ny = nu = 1, . . . , 5. The dynamic
order ny = nu is then chosen as the one that, on increasing it further, achieves a
negligible decrease in the MSPE. The polynomial order is next estimated by re-
peating the process with the chosen dynamic order and increasing the polynomial
order np = 1, . . . , 4. For the polynomial order an exhaustive approach is infeasible
due to the size of the search space. The SEMP algorithm is therefore applied at
each polynomial order and selected based on the same criterion as before.
The procedure is applied to the DEA system for all six actuators. First the
dynamic order is selected. Increasing the dynamic order from first to third sig-
nificantly increases the model fit, averaged over the six actuators. After third
order dynamics the model fit flattens off, see Figure 4.7A. This behaviour is ex-
pected when no further information can be obtained by including regressors with
a higher dynamic order. Based on this the dynamic order is set as nu = ny = 3.
Similarly the polynomial order is selected by identifying models with increasing
polynomial order. An improvement in the MSSE is again seen up to np = 3 after
which the MSSE increases greatly, it is suggested that fourth order basis functions
introduce incorrect predictions over a long range. As such the dynamic order is
chosen as np = 3, see Figure 4.7B.
Determining the non-linear model structure
Once the maximum dynamic and polynomial orders have been estimated the
SEMP algorithm is applied to the data in order to identify the non-linear model
structure. The SEMP algorithm requires an initial model structure M0. For the
identification of the DEAs the initial model structure is chosen as
M0 = [yk−1, yk−2, yk−3, uk−1, uk−2, uk−3], (4.75)
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Figure 4.7: Maximum dynamic and polynomial orders must be chosen before
the identification algorithm can be performed. Non-linear models perform sig-
nificantly better in prediction in comparison to linear models further indicating
the necessity of non-linear modelling techniques. A) The Maximum dynamic
order is chosen based on the MSSE of identified ARX models with increasing
order nu = ny measured over the MPO. B) The Maximum polynomial order is
chosen based on the MSSE of identified NARX models with increasing order np
measured over the MPO. C-D) The MPO of the best Non-linear model for DEA 5
with nu = ny = 3 and np = 3 displays a significantly better fit than the best linear
model with nu = ny = 3 and np = 1. Simulation is performed over a section of
the validation data.
where the parameter vector θ is estimated using LS. This initial model structure is
chosen based on the knowledge that the behaviour of dielectric elastomer material
can be well described by a linear model at low voltages. Note that the algorithm
has the flexibility to remove these terms at any iteration.
The SEMP algorithm is used to find the model structure for DEA 5 with the
variables selected in the previous section, namely nu = ny = 3, np = 3 and
choosing an SERR threshold of 1× 10−5. The SERR falls below the threshold at
iteration 12 of the algorithm at which point the MSSE flattens off, see Figure 4.8.
This leads to a final model structure with 11 terms shown in Table 4.1.
Correlation analysis is performed on both the identified NARX model of DEA 5
using the correlation tests given by equations (3.56). The analysis is also performed
on an ARX model containing all possible terms generated by a maximum dynamic
order np = 3. The correlation function Φ(u2)e shows significant correlations in
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Figure 4.8: In the forward term selection stage of the SEMP algorithm the final
model is selected when the addition of a new term causes the reduction in
the SERR to fall below some threshold. SERR, calculated as part of the SEMP
algorithm for the identification of DEA 5. The SERR falls below the threshold of
1× 10−5 at the 12th algorithm iteration, leading to a model with 12 terms prior to
pruning.
the linear model for τ < 6 as well as large auto-correlations in residuals and in
Φe(ue). The non-linear model shows significant improvement in Φ(u2)e in which
the correlations are approximately within the 95% confidence intervals. Auto-
correlations in the residuals are still present outside of the confidence intervals
as well as in Φξ(ue). The correlation function Φ(u2)e indicates significant missing
second order terms. However, including further terms is not found to improve the
results, nor including terms with a higher dynamic order. This is a feature across
all six of the actuators see Appendix B.2-B.2.
The correlations in Φe and Φe(ue) indicate the presence of coloured noise which
leads to the estimation of biased parameters. A noise model is fitted by selecting
terms based on the correlation functions, see Table 4.2. Unbiased parameters are
estimated using ELS via Algorithm (3.1). The correlation analysis on the identified
NARMAX model shows that the correlations in Φe and Φe(ue) have been brought
approximately within the 95% confidence intervals except for in Φe(ue) with τ = 0.
This is another feature of the DEAs. The correlation could suggest the inclusion
of a feed-forward term (the inclusion of uk into the model), however this makes
no improvement in the correlation tests.
Repeating this process for the remaining five DEAs leads to a compact model
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Figure 4.9: Correlation tests can be used to validate that a sufficient model struc-
ture has been identified. Correlation tests for linear (Blue), non-linear (Red) and
non-linear with noise model (black) models of DEA 5.
description for each of the actuators, see Table 4.1 with associated noise models,
see Table 4.2. The NARMAX models identified in this manner accurately capture
the dynamics of the system, demonstrated by simulation comparison with the
independent validation data, see Figure 4.7B-C. Correlation tests for the set of
identified models are given in Appendix B. The identified NARX models show
little consistency in selected model terms except in the selection of linear terms,
see Table 4.1. The relatively poor fit of DEAs 1 and 3 and 6 might be explained
by the presence of time varying dynamics within the data record over which they
have been identified and validated. It is also interesting that the identified models
contain a different amount of model terms. In particular, DEA 1 contains 15 terms
in comparison to just 7 for DEA 6. In the previous chapter it was noted that DEA
1 displays behaviour that is inconsistent with the other DEAs which may explain
this.
The identified NARX models of the DEAs all include a DC component which
was explicitly included into the modelling procedure. In order to transform the
models into a form that is appropriate for the frequency domain analysis tools
introduced in this chapter the DC component must be removed from the model.
This is done using the procedure outlined in Section 4.2. The resulting models now
include a larger set of basis functions that are generated by the transformation, see
Table 4.3. Interestingly the new set of models show more similarity than before
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Terms DEA1 DEA2 DEA3 DEA4 DEA5 DEA6
DC term 0.113394 0.202312 0.179079 0.061684 0.047522 0.239233
yk−1 - - 0.541589 0.877008 0.895000 -
yk−2 - 0.182184 - - - -
yk−3 0.732689 0.071688 - - 0.041525 0.174577
uk−1 0.207556 0.171188 0.132531 0.603688 0.411452 0.584029
uk−2 - -0.198380 -0.593643 -0.673238 -0.421602 -0.230338
uk−3 - - 0.197257 0.127794 0.067124 -
yk−1yk−2 - - - - -0.076994 -
yk−1uk−1 - 0.893292 1.148154 - - -
yk−2uk−2 1.397738 - - - - -
yk−2uk−3 -1.653767 - - - - -
u2k−1 1.496631 - - - - 0.406254
uk−1uk−2 - -0.058285 - - - -
u2k−2 -0.821075 - -0.167632 - - -
uk−2uk−3 - - 0.052803 - - -
y2k−1uk−1 - - -0.073564 - - 0.039074
yk−1yk−3uk−1 - - - 0.146836 - -
yk−1u2k−1 - - - 0.979018 0.656646 -
yk−1uk−1uk−3 - - -0.679573 -0.229460 - -
yk−1u2k−2 - - - -1.257500 -0.738311 -
y2k−2yk−3 - - - -0.034998 - -
yk−2yk−3uk−3 -0.526294 - - - - -
yk−2u2k−1 - 0.941410 0.263654 - - -
yk−2uk−1uk−2 - -1.156016 - - - -
yk−2uk−1uk−3 - - - - 0.278564 -
yk−2u2k−2 - - - 0.689155 - -
yk−2uk−2uk−3 2.128494 - - - - -
y2k−3uk−1 0.868314 - - - - -
yk−3u2k−1 -1.370184 - - -0.195967 -0.036604 -
yk−3uk−1uk−3 -1.703940 - - - - -
u2k−1uk−2 - - - - - 0.076650
u2k−1uk−3 1.969487 - - - - -
u3k−2 -1.409335 - - - - -
MSSE (×10−3) 14.98 0.30 3.69 0.66 0.73 1.53
Term count 14 9 11 12 11 7
Table 4.1: Using the NARX model structure allows for a parsimonious system
description and good prediction accuracy. NARX models for DEA 1-6 identified
using the SEMP algorithm along with their corresponding parameter values. The
model fit is assessed by the MSSE.
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Terms DEA1 DEA2 DEA3 DEA4 DEA5 DEA6
ek−1 0.7566 0.5941 0.3207 0.2326 0.3296 0.7429
ek−2 0.2013 0.3253 0.2499 0.2326 0.0416 0.3380
ek−3 -0.1020 - 0.0660 - - -0.0790
ek−4 0.0486 - - - 0.0203 -0.0719
ek−5 - - - - - 0.0517
ek−6 -0.0581 - - - - -
ek−7 - - 0.0931 - - -0.0088
uk−1ek−1 0.4299 - - - -0.3776 -
uk−2ek−2 - -0.3703 -0.3701 -0.2936 -0.1689 -
uk−3ek−3 0.1014 -0.2879 - - - -
uk−4ek−4 0.0711 -0.1258 - - - -
MSSE (×10−3) 4.30 0.28 3.27 0.52 0.72 1.45
Table 4.2: Identified NARX models for the DEA actuators result in biased resid-
uals requiring the identification of a noise model such that the estimated pa-
rameters are unbiased.
the DC term was removed with non-linear term u2k−1 being consistent across all of
the different model structures.
4.4.4 Non-linear frequency domain analysis of DEAs
GFRF analysis
In order to provide further insight into the dynamic behaviour of the DEA system
the GFRF analysis framework is applied. Using the probing method discussed in
Section 4.3 the GFRFs can be found directly from the identified NARX model after
the noise model has been discarded.
Continuing with DEA 5 as an example and starting from the DC removed
NARX model equation from Table 4.3
yk = θ1yk−1 + θ2yk−2 + θ3yk−3 + θ4uk−1 + θ5uk−2 + θ6uk−3 + θ7yk−1yk−1
+θ8u2k−1 + θ9uk−1uk−3 + θ10u
2
k−2 + θ11yk−1u
2
k−1 + θ12yk−1u
2
k−2
+θ13yk−2uk−1uk−3 + θ14yk−3u2k−1 (4.76)
the system GFRFs can be found using an efficient algorithm based on the probing
method [56]. The following asymmetric GFRFs are produced for n = 1, . . . , 3
H1(ω1) = − θ4e
−jω1ω + θ5e−jω12ω1 + θ6e−jω13ω1
θ1e−jω11ω1 + θ2e−jω12ω1 + θ3e−jω13ω1 − 1 (4.77)
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Terms DEA1 DEA2 DEA3 DEA4 DEA5 DEA6
yk−1 - - 0.541589 0.877008 0.858429 -
yk−2 - 0.182184 - -0.015572 -0.036572 -
yk−3 0.732689 0.071688 - -0.007786 0.041525 0.174577
uk−1 0.363808 0.413404 0.569834 0.636355 0.411452 0.587311
uk−2 0.592926 -0.198380 -0.593643 -0.673238 -0.421602 -0.230338
uk−3 -0.796240 - 0.197257 0.127794 0.067124 -
yk−1yk−2 - - - - -0.076994 -
yk−1uk−1 - 0.893292 1.090678 0.069258 - 0.022650
y2k−2 - - - -0.016508 - -
yk−2yk−3 - - - -0.033015 - -
yk−2uk−2 1.397738 - - - - -
yk−2uk−3 -1.877023 - - - - -
y2k−3 - - - -0.016508 - -
yk−3uk−1 0.736684 - - 0.069258 - -
yk−3uk−3 -0.223256 - - - - -
u2k−1 0.915394 0.255263 0.102997 0.369340 0.294517 0.406254
uk−1uk−2 - -0.371738 - - - -
uk−1uk−3 -0.722818 - -0.265477 -0.108229 0.132316 -
u2k−2 -0.821075 - -0.167632 -0.268070 -0.350694 -
uk−2uk−3 0.902915 - 0.052803 - - -
yk−1yk−1uk−1 - - -0.073564 - - 0.039074
yk−1yk−3uk−1 - - - 0.146836 - -
yk−1u2k−1 - - - 0.979018 0.656646 -
yk−1uk−1uk−3 - - -0.679573 -0.229460 - -
yk−1u2k−2 - - - -1.257500 -0.738311 -
y2k−2yk−3 - - - -0.034998 - -
yk−2u2k−3 -0.526294 - - - - -
yk−2u2k−1 - 0.941410 0.263654 - - -
yk−2uk−1uk−2 - -1.156016 - - - -
yk−2uk−1uk−3 - - - - 0.278564 -
yk−2u2k−2 - - - 0.689155 - -
yk−2uk−2uk−3 2.128494 - - - - -
y2k−3uk−1 0.868314 - - - - -
yk−3u2k−1 -1.370184 - - -0.195967 -0.036604 -
yk−3uk−1uk−3 -1.703940 - - - - -
u2k−1uk−2 - - - - - 0.076650
u2k−1uk−3 1.969487 - - - - -
u3k−2 -1.409335 - - - - -
Term count 19 9 12 21 14 7
Table 4.3: Removing the DC component of a NARX model gives rise to a mod-
ified parameter vector as well as the generation of new model terms. NARX
models for 6 DEAs reported in Table 4.1 after the DC component has been re-
moved. New model terms are coloured red, terms with an altered parameter are
coloured blue.
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H2(ω1,ω2) = −
(
θ7H1(ω1)H1(ω2)
1
2!
e−j(ω1+2ω2) + θ8
1
2!
e−j(ω1+ω2)
+θ9
1
2! e
−j(1ω1+3ω2) + θ10 12! e
−j(2ω1+2ω2)
)
θ1e−j(ω1+ω2) + θ2e−j(2ω1+2ω2) + θ3e−j(3ω1+3ω2) − 1
(4.78)
H3(ω1,ω2,ω3) = −
(
2
3!
θ7H1(ω1)H2(ω2,ω3)e−j(1ω1+2ω2+2ω3)
+
1
3!
θ11H1(ω1)e−j(1ω1+ω2+ω3) +
1
3!
θ12H1(ω1)e−j(1ω1+2ω2+2ω3)
+ 13!θ13H1(ω1)e
−j(2ω1+1ω2+3ω3) + 13!θ14H1(ω1)e
−j(2ω3+1ω2+1ω3)
)
θ1e−j(ω1+ω2+ω3) + θ2e−j(2ω1+2ω2+2ω3) + θ3e−j(3ω1+3ω2+3ω3) − 1
. (4.79)
The symmetric GFRFs can be found from the asymmetric GFRFs via Equation
(4.15). Note that because of the presence of cross terms in Equation (4.76) there
will be infinitely many higher order GFRFs, however, the higher order GFRFs give
a negligible contribution to the system output.
The GFRFs are evaluated for the first and second order allowing comparisons
between their frequency responses. Considering the whole spectrum, the first or-
der GFRFs display varying frequency responses, however, because the system is
only excited at low frequencies (0-1 Hz) it is known from the discussion of the
output response of non-linear systems in Section 4.3.1 that output frequencies
originating from the first order terms can only be in the range of the input spec-
trum. The focus of the analysis should hence be on the low frequency region, < 3
Hz. In this region all six actuators exhibit a similar response although the magni-
tude of the gain varies across the different actuators, see Figure 4.10A. Similarly,
the second order GFRFs exhibit a range of behaviour at higher frequencies, at low
frequencies < 2 they all exhibit a ridge at ω1 +ω2 = 0.
4.4.5 NOFRF analysis
GFRFs can provide a unique insight into the behaviour of non-linear systems,
however they are not able to provide a complete description of the frequency
response. In order to provide a fuller description, NOFRFs of the DEA system are
calculated using the LS based algorithm given in Section 4.3.3.
Firstly, the frequency range of the output spectra can be calculated using equa-
tion set (4.42). Given the experimental band limited noise input spectrum in the
region [0, 1]Hz then the n’th order output spectra can cover the range [0, n]Hz,
although it is expected that the output of the system will be negligible from the
higher order non-linearities.
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Figure 4.10: GFRFs provide insight into the frequency domain characteristics
of a non-linear system. A) First order GFRFs for the set of DEAs, equivalent
to the linear FRF. The first order GFRFs all exhibit similar characteristics at low
frequencies, however the high frequency behaviour varies significantly. B) Second
order GFRFs for the set of DEAs. Although there are broad differences between
the second order GFRFs they all exhibit a ridge at ω1 +ω2 = 0 for small ω.
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The experimental input is inappropriate for estimating the NOFRFs using Al-
gorithm 4.1 and as such a test input, u∗k , with similar characteristics to the true
input is designed. The test input can be constructed using Equation (4.69) where
the frequency band is in the region [a, b] = [0, 1], ∆t = Ts = 1/50 such that
u∗k =
3
(2pi)
sin(2pi0k)− sin(2pi1k)
k
k = −511× 0.02, . . . , 512× 0.02 (4.80)
Figure 4.11: Random Inputs that are appropriate for system identification are
not appropriate for the estimation of NOFRFs, A test signal is used instead to
excite the non-linear model. The n’th order input spectra found from the time
domain signal generated by Equation (4.80) (Black) match the input spectra of the
true input signal (Blue).
The input spectrum produced is flat in the region [0,1] Hz and zero for all
higher frequencies imitating the spectrum of the true input in a noise free case.
The n’th order input spectra are found by Equation (4.70). The true and estimated
n’th order inputs are then comparable, see Figure 4.11. This input spectra are used
to estimate the system NOFRFs for all six DEAs using Algorithm 4.1.
The output spectra of all six DEAs exhibit a similar shape and composition at
all orders except for in the case of DEA 1. However, as we have noted before the
behaviour of DEA 1 is different from the other actuators. It is therefore interesting
to note the difference in the output spectra which clearly indicate a divergence
from the normal system behaviour.
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Figure 4.12: NOFRFs give a unique insight into how the different non-linear
orders of the system contribute to the output spectrum. The n’th order output
spectra at orders n = 1, . . . , 4, of the DEA system for all six actuators are shown
along with the total output spectra (Black)
4.5 Discussion
The aim of this chapter was to develop a framework for modelling and analysis
of DEAs that would describe the non-linear dynamics of these actuators. In par-
ticular the models were identified with a focus on their predictive ability and in
a form useful for the application of control. The framework was developed using
the NARMAX methodology, including joint structure detection and parameter es-
timation, as well as frequency domain analysis using both GFRFs and NOFRFs.
The framework that has been developed was then demonstrated using film-type
DEAs. The identified models were found to accurately capture the behaviour of
the DEAs over independent validation data. The accuracy of the predictions was
shown to be vastly improved in comparison to identified linear models.
The necessity of considering the inherent non-linear behaviour when mod-
elling DEAs has been emphasised in this work and is consistent with other DEA
models. The need to use non-linear models to accurately describe DEA dynam-
ics, found here, is consistent with current models of DEAs derived by consider-
ing the physical derived by considering the physical properties of the material
[63, 108, 119, 134]. A distinct, novel contribution of the work presented in this
chapter is that the NARX models identified are compact difference equation de-
scriptions with a parsimonious model structure, which is in contrast with many
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first-principle type models, making them particularly amenable to control design.
Further to this, the NARMAX modelling framework is able to represent a broad
range of non-linear systems because the model class can be used to describe gen-
eral multiple-input multiple-output systems with a defined input and output [16].
Therefore, it is likely that the modelling and analysis framework could be applied
to a wider range of actuator configurations in the future.
GFRF and NOFRF analysis has been performed on the DEA system leading
to a frequency domain description of the system that is much more readily inter-
preted than a time domain description alone. The structure of the NARMAX mod-
els identified for the set of DEAs under investigation varies significantly between
different actuators. However, this provides no evidence to the similarities/differ-
ences present in the underlying system. In contrast, the frequency domain de-
scription provided by the GFRFs and NOFRFs provides an invariant description
that is directly comparable across different models. In particular the NOFRFs esti-
mated for the models provide a convenient method for comparing the behaviour.
This is because the NOFRFs can be displayed in two dimensions at all orders of
non-linearity.
By comparing the NOFRFs for the set of DEAs it is seen that the dynamic
behaviour of the actuators it inconsistent across the set despite all of the DEAs
being fabricated to the same specifications. The difference in the behaviour of the
DEAs thus represents inconsistency in the fabrication procedure of the actuators.
In the absence of improved fabrication techniques the inconsistency in the DEA
behaviour necessitates control design that is able adapt to the different properties
or that can be tailored to each specific actuator.
It is known that the DEAs exhibit significant time varying characteristics which
represents another modelling challenge. However, the analysis techniques used in
this chapter are also only appropriate for time invariant systems. The investigation
into extending the modelling and analysis framework presented in this chapter to
the time varying case is the subject of the next chapter.
4.6 Summary
In this chapter a framework has been developed for the identification of control-
focused models of a set of DEAs which accurately describes the non-linear be-
haviour of the system. The framework is then extended to include advanced
frequency domain analysis techniques using both GFRFs and NOFRFs. This anal-
ysis allows direct comparisons to be made between different actuators, a feature
that is not possible when considering the time domain alone. The framework
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was demonstrated on six different DEAs, revealing differences in the dynamic
behaviour despite being fabricated using the same method. These results demon-
strate the successful application of the methodology as well as providing further
insight into the behaviour of film type DEAs.
In the next chapter the modelling and analysis framework will be extended to
cater for the inherent unexplained time-varying behaviour exhibited by film type
DEAs.
Chapter 5
Frequency Response Analysis of
DEAs with Time Dependent
Characteristics
In this chapter three main novel contributions are made; The first contribution
addresses the problem of modelling the time variations displayed by DEAs. Sec-
ondly, a novel method for time varying frequency domain analysis, based on time
varying NOFRFs (TV-NOFRF)s, is proposed. Thirdly, the new TV-NOFRF method
is applied to the set of six film-type DEAs in order to provide further insight into
the dynamic behaviour of these actuators.
The set of DEA actuators that have been studied in the previous chapters are
shown to display time variations in their dynamic behaviour. In Chapter 2 the
current state of the art in the modelling of EAPs was discussed and it was noted
that most current models do not describe, or are limited to, a simplified assump-
tion of time varying phenomena [100, 118], however, the origin of time variations
displayed by the actuators in this study are unknown. The lack of methods for ac-
curately handling these time variations represents a significant gap in the current
methodology for modelling DEAs, especially for control-oriented tasks.
The field of system identification provides a wealth of techniques for linear
TV systems. Traditionally these are based on recursive methods such as RLS and
Kalman filtering as well as others [75]. More advanced methods have gained pop-
ularity in recent years in which the TV parameter vector is expanded using a set
of basis functions in order to make the TV problem into a time invariant problem
that can be solved with, for example, least squares [86, 131, 142]. Incorporating the
TV phenomena into the modelling framework developed in the previous chapter
is greatly simplified by linear-in-the-parameters form of the NARX model used to
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represent the system. The linear-in-the-parameters form allows that many of the
algorithms available for linear time invariant problems are readily applicable to
models of the NARX class.
Although the parameter estimation is simplified, the frequency domain anal-
ysis of TV non-linear systems represents a significant challenge. To the best of
the author’s knowledge, only one attempt to tackle this problem has been made
in the literature. In that work the authors use GFRFs in order to perform the fre-
quency domain mapping [49]. However, GFRFs are unable to provide a complete
description of the output frequency response of the system.
The problem of characterising the dynamic behaviour of DEAs with respect
to their time variations therefore motivates the development of a novel method
for frequency domain analysis of TV non-linear systems. The method is based
on NOFRFs which are detailed in Section 4.3.2. As discussed in that section, the
advantages of using NOFRFs are significant in both implementation, analysis and
simplicity of calculation.
The new analysis method allows for a greater insight into the time varying
phenomena and provides a comparison across actuators that are fabricated to the
same specifications providing a method for gauging the consistency of the fabrica-
tion process. It also provides much clearer insight into the time-varying dynamics
of the DEAs than examining the time-variation of the model parameters alone.
The objectives of this chapter are summarised below
1. The extension of the identification framework developed in the previous
chapter to accommodate time variations in DEA systems.
2. The development of a novel method for the time varying frequency domain
analysis of non-linear systems.
3. The application of the modelling and analysis framework to the set of DEA
actuators studied in previous chapters in order to analyse time varying be-
haviour in the frequency domain.
Part of the work presented in this chapter has been published previously by
the author in a peer reviewed journal [54].
The remainder of this chapter is structured as follows: Firstly, in Section 5.1
a method for representing time varying non-linear systems is introduced in both
the time domain as time varying NARX (TV-NARX) models and in the frequency
domain as time varying GFRFs (TV-GFRF)s. This approach is then extended to
the concept of TV-NOFRFs and is incorporated into the modelling and analysis
framework introduced in the previous chapter. In Section 5.2 the time varying
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frequency domain analysis procedure is applied to the set of six DEA actuators
and results are presented. The chapter is concluded with a discussion of the results
and a summary.
5.1 Frequency domain analysis of time-varying non-linear
systems
To the best of the author’s knowledge the work in [49] represents the only method
for the frequency domain analysis of TV non-linear systems found in the literature.
The work is based on extending the GFRF concept to the TV case by evaluating
the system GFRFs for the model parameters at each sample time. In the previous
chapter it was shown how NOFRFs can be seen as an extension to GFRFs. The
TV-NOFRF method is similarly linked to that of TV-GFRFs. The TV-GFRF method
is briefly discussed in the following section before being extended to the novel
TV-NOFRF method.
5.1.1 Representation of time varying non-linear systems
Polynomial NARX/NARMAX models are discussed in detail in the previous chap-
ters and are here extended in order that they can represent TV non-linear systems.
The extension of the NARX/NARMAX model to the time varying case can simply
be achieved by replacing the parameter vector θ with a time varying parameter
vector θ(k) such that
yk = φkθ(k) + ek. (5.1)
The estimation of the TV parameter vector, θ(k) is greatly simplified by the
linear in the parameters form of the model class. Parameter estimation for the
TV-NARX model can be performed by a number of standard recursive parameter
estimation techniques.
5.1.2 Time varying generalised frequency response functions
Investigating the frequency response of time varying non-linear systems is a dif-
ficult task. Methods that are available for time invariant systems mainly depend
on taking transforms over a sufficient number of data points from a time domain
data record. Capturing rapid changes in system dynamics may therefore not be
possible. However, For a non-linear system that can be represented by a paramet-
ric model, many methods exist for tracking the parameters as they evolve over
time, for example, Kalman filters [57], recursive least squares [75] and wavelets
98 5.1. Frequency domain analysis of time-varying non-linear systems
[131]. If the use of a fixed model structure can be justified over the entire data
record then the GFRF based frequency domain analysis methods discussed in the
previous chapter can easily be extended to the TV case, greatly simplifying the
analysis procedure [49].
The GFRFs obtained from NARX models are a function of the model structure
and parameters. Therefore, assuming a fixed model structure leads to time varia-
tions in the parameter vector only. The n’th order GFRF, given by equation 4.35,
can then be extended to the TV case by explicitly including a dependency on time
t such that
Hn(ω1, . . . ,ωn, t) =
Hnu(ω1, . . . ,ωn, t) + Hnuy(ω1, . . . ,ωn, t) + Hny(ω1, . . . ,ωn, t)
1−∑
p
θp(t)e−j(ω1,...,ωn)kp
,
(5.2)
where again, the time dependency of the functions Hnu(ω1, . . . ,ωn, t),
Hnuy(ω1, . . . ,ωn, t) and Hny(ω1, . . . ,ωn, t) is solely due to the time varying param-
eters.
As discussed in Section 4.3, the GFRF based analysis of non-linear systems is
largely based on the identification of peaks and ridges in the first and higher order
GFRFs respectively. This is because the peaks and ridges in the frequency response
indicate frequencies and combinations of frequencies of the input spectrum that
produce strong non-linear effects in the output [20]. The relative directions and
magnitudes of the peaks and ridges can provide a description of how the non-
linear behaviour exhibited by the system.
[49] show that the direction of the ridges in the gain of n’th order GFRF are
mainly dependent on the NARX model structure and that there is always a ridge
in the ω1 +ω2 + . . .+ωn = Ci direction with the possible existence of extra ridges
in other directions. The position Ci of the ridge is found at the minimum of the
denominator in Equation (5.2) such that
Ci = arg min
ω1+ω2+...+ωn
∣∣∣∣∣1−∑p θp(t)e−j(ω1+ω2+...+ωn)kp
∣∣∣∣∣ . (5.3)
Visualisation of TV non-linear systems with TV-GFRFs for the n’th order GFRF
requires a (n + 2) dimensional space. Therefore, for n > 1, so that the dimension-
ality of space required is > 3, visualisation of the TV-GFRF is difficult. However,
it is often the case that only a small amount of ridge directions are observed, and
the direction depends on the NARX model structure. By averaging in the ridge
direction the dimensionality of the problem can be reduced to 2 dimensions (with
the third being time). If there is only one ridge displayed by the system then no in-
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formation is lost in the dimensionality reduction. The averaging can be performed
via the equations∣∣∣Hω1+ω2+...+ωjn (ω, t)∣∣∣ = ∫
ω1+ω2+...+ωj=ω
1
Nω
|Hn(ω1, . . . ,ωn, t)|dω (5.4)
and
φ
(
H
ω1+ω2+...+ωj
n (ω, t)
)
=
∫
ω1+ω2+...+ωj=ω
1
Nω
φ (Hn(ω1, . . . ,ωn, t))dω, (5.5)
for the gain and phases of the system respectively, where φ(·) denotes the phase
and N f is the number of samples along the direction of the ridge at each frequency
ω = ω1 +ω2 + . . . +ωj. The variable j depends on the models structure.
The TV-GFRF analysis scheme [49] for a TV nonlinear system that can be de-
scribed by a fixed model structure with a TV parameter vector follows as
Step 1: Calculate the system TV-GFRFs, Hn(ω1, . . . ,ωn, t), via Equation (5.2)
up to the required order, N∗m.
Step 2: Evaluate the TV-GFRFs at each sample time t = kTs.
Step 3: Determine the GFRF ridge directions.
Step 4: Average the evaluated TV-GFRFs via equations (5.4) and (5.5).
This approach hence allows the higher order GFRFs of a TV non-linear system
to be visualised in a lower dimensionality providing insight into how the input
frequencies combine to generate complex non-linear effects. However, there are
disadvantages to this scheme in terms of the computational cost involved in eval-
uating the GFRF due to their high dimensionality. This is further exacerbated in
calculating the symmetric GFRF because the number of permutations across all
the input frequencies also increases rapidly with the GFRF order. This calculation
must then be performed at each time step.
More importantly, from the TV-GFRF alone it is not possible to find exactly
how the system dynamics behave in generating the system output for a given
input excitation. NOFRFs, an extension of the GFRF framework, were introduced
in the previous chapter and are used in the next section to address the time varying
case.
5.1.3 Time varying non-linear output frequency response functions
In this section a novel approach to the problem of frequency domain analysis of TV
non-linear systems is introduced. NOFRFs that were introduced in the previous
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section are extended to the TV case in a simple and efficient manner.
In the previous section the n’th order GFRF was extended to the time varying
case given by Equation (5.2). Similarly, the TV-NOFRF can be constructed by
introducing the dependency in time, t, into the n’th order GFRF - Hn(jω1, . . . , jωn)
such that
Gn(jωn, t) =
∫
ω1+...+ωn=ω
Hn(jω1, . . . , jωn, t)
n
∏
i=1
U(jωi)dσnω∫
ω1+...+ωn=ω
n
∏
i=1
U(jωi)dσnω
. (5.6)
which is now dependent on time through the TV parameters of the NARX model.
Following the work by [49] a TV-NARX model with a fixed structure is consid-
ered such that the time dependency is entirely on the parameter vector. The evalu-
ation of TV-NOFRFs can then be achieved by considering the TV-NARX model as
N time invariant NARX models with parameter vectors θ = θ(t) which can each
be simulated separately for a given test input of interest. The TV-NOFRFs are then
evaluated simply and efficiently by the iterative application of Algorithm 4.1 for
each model. The novel TV-NOFRF analysis scheme is summarised in Algorithm
5.1.
Algorithm 5.1 An algorithm for determining TV-NOFRFs of a TV generative sys-
tem.
Procedure
Convert the TV-NARX model into N NARX models.
for k = 1, . . . , N
MTIk =MTV |θk
end for
Generate TV-NOFRF
for k = 1, . . . , N
Apply Algorithm 4.1 to modelMTIi to produce Gk1, . . . , GkN
end for
end Procedure
The TV-NOFRF method provides a tool for determining how the non-linearities
of the system transfer energy from the input spectrum to the output spectrum at
each time point. This allows time varying frequency domain analysis that is not
possible using other methods.
The new method has a significant advantage over the TV-GFRFs in that the
system GFRF equations do not need to be evaluated, or even known because the
NOFRFs are estimated using least squares over a set of simulated outputs trans-
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formed into the frequency domain. Firstly, this makes it significantly simpler to
implement. Secondly it is much less computationally expensive because the high
dimensional function evaluations are not required. The necessity to reduce the
dimensionality by averaging over the ridge directions is also removed because
NOFRFs are 2-dimensional functions for all orders.
Note that although the input spectrum is independent of time in Equation (5.6)
the extension to a time varying input signal is trivial if the required test input can
be designed, and this incurs no extra computational cost.
5.1.4 TV-NOFRF analysis procedure
In order to apply the TV-NOFRF analysis procedure to a non-linear model/system
it is necessary for the model/system to be operating around the zero equilibrium
position. It may therefore be necessary to remove any DC component from the
NARX model should it be present. This can be performed using the method
discussed in Section 4.2.
Standard system identification techniques designed for time invariant systems
may not be valid for TV systems. It is therefore necessary to validate that the
identified model is able to describe the system dynamics across all time. In the
case that such a model cannot be justified a number of TV identification techniques
are discussed in [49].
The procedure is summarised as follows
Step 1: Identify a nonlinear TV model of the system using standard identifi-
cation techniques.
Step 2: Estimate the TV-NARX model parameters via, for example, RLS,
Kalman filtering, etc.
Step 4: Calculation of TV-NOFRFs for using Algorithm 5.1.
The procedure is demonstrated and validated by way of two examples. Firstly
the case where the system is operating around the zero equilibrium and secondly
where a time varying DC component is present.
Example 5.1 Time varying frequency domain analysis of a NARX system.
The following TV-NARX system is given as an example in [49] in which anal-
ysis is performed using GFRFs and it is repeated here to, firstly, provide a direct
comparison and secondly to demonstrate the advantages in the method presented
in this work.
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yk = θ1(t)yk−1 + θ2(k)yk−2 + θ3(k)uk−1 + θ4(t)u2k−1, (5.7)
where the parameters dependence on the time, t, indicates that they vary with
time such that
θ1 =

1, 0 ≤ k∆t < 0.2s,
0.4, 0.2 ≤ k∆t < 0.4s,
0.8, 0.4 ≤ k∆t ≤ 1s,
θ2 = −0.3,
θ3 = 0.1,
θ4 =

0.2, 0 ≤ k∆t < 0.6s
0.5, 0.6 ≤ k∆t < 0.8s
0.4, 0.8 ≤ k∆t ≤ 1s
The TV system is used to generate input-output data. The input, uk, is a
white noise sequence drawn from the zero mean normal distribution with variance
σ2u = 1. The error signal ek is i.i.d. noise drawn from the normal distribution with
variance σ2e = 0.0004. The sampling frequency is fs = 400 Hz, ∆T = 1/400 and
the system is simulated for 1s leading to N = 400 input-output data samples.
Figure 5.1: Time varying parameter estimation techniques can be used to es-
timate parameters as the system changes over time. Time varying parameter
estimates for the system given by Equation (5.7) using: RLS, Kalman filtering,
Windowed LS and B-Spline wavelets.
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Assuming that the non-linear model structure is known, the TV parameters
can be estimated from the system input-output data. TV parameter estimation is
performed using both on-line and off line methods. The on-line methods of RLS
and Kalman filtering are applied to the system using equations (3.36)-(3.39) and
(3.42)-(3.47) respectively. The initialisation for the RLS algorithm was λ = 0.83 and
P0 = 10I. The Kalman filter was initialised as R = 0.1I, Q = 0.1I and P0 = 15I
where the initialisation of the parameters was chosen based on preliminary tests.
For both algorithms the initial parameter vector is assumed unknown and as
such is initialised to zero. The initial confidence in the parameter estimate is
therefore low leading to the selection of the values of P0. Two further off-line
methods were used. Firstly by windowing the data and calculating the parameters
with Least squares. A window length of 50 was used incremented one sample at a
time such that the dimensionality of the data is not reduced. A Hanning window
is applied to the windowed data. A second off-line method using B-Splines is also
applied following [49].
The parameters estimated with RLS have a slow transition when the system
exhibit a rapid change in comparison to the parameters found using a Kalman
filter which provides a significantly improved parameter estimate. The off-line
parameter estimates can see future data allowing them to react to a change in
the system dynamics before they occur in time. The parameters calculated using
a moving window can be made to react faster to sudden parameters changes
by reducing the window length at the expense of decreasing the accuracy of the
estimate, see Figure 5.1.
After the time varying parameter estimates of the system have been made
NOFRFs can be calculated by the application of Algorithm 5.1 and hence the rel-
evant variables need to be initialised. The highest order non-linear term in the
NARX model given by Equation (5.7) is a second order pure input term, u2k−2, and
no other terms exist for n > 1. Therefore the highest order GFRF of the system
will be second order and as such no higher orders will influence the output of the
system and therefore do not need to be considered. The algorithm variables are
hence set as Nˆ = 2 and α takes 6 values linearly spaced in the range α = 0.1, . . . , 1.
The system is analysed under a number of different excitation signals. The in-
put test signals are generated using Equation (4.70) with [a, b] = [0, 200], [0, 80],
[60, 140], and [120, 200]Hz.
Both the TV-GFRFs and the TV-NOFRFs are calculated using the true system
parameters. The TV-NOFRFs are found for all four of the test inputs. As should be
expected in this case, the first order TV-GFRF and TV-NOFRFs are equal when the
test input signal is uniform across all frequencies and the second order functions
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Figure 5.3: TV-NOFRFs evaluated with parameters estimated by Kalman fil-
tering provide a good description of the system output Spectra. TV-NOFRFs
excited by a frequency band input excitation in the region [60, 140]Hz. The NARX
model parameters are estimated with a Kalman filter.
are proportional at all frequencies. This occurs because the set of basis functions
that form the model contains only a pure input non-linearity. There are therefore
only ridges in a single direction. The integration involved in the averaging in
Equation (5.6) is equivalent to the integration for the calculation of the TV-NOFRF
in Equation (5.4) except for a scaling factor, when the input spectrum is uniform,
see Figure 5.2.
The TV-NOFRFs calculated for the three band excitation inputs clearly show
that the system exhibits very different behaviour in response to different excita-
tions. The dissection of the frequency domain discretion into their corresponding
model orders in this way is not possible using other methods.
The TV-NOFRFs are also found for the parameters estimated with the Kalman
filter with the excitation signal of frequency band [60, 140]Hz, see Figure 5.3. The
total output spectra is observed to be very similar to that calculated with the true
parameters indicating the usefulness of the method for real systems if the system
can be well represented by a NARMAX model, see Figure 5.3.
4
Example 5.2 Time varying frequency domain analysis of a NARX system
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with a time varying DC component.
In this example the effect of a TV DC shift in a TV non-linear system is demon-
strated using the TV-NOFRF analysis procedure. The example is given in order
to demonstrate how the changing mean level in a non-linear system needs to be
taken into account in order to produce correct frequency domain analysis results.
The change in the mean level, modelled by a time varying DC component, will
change the equilibrium position over time. It is important to keep track of the
equilibrium position in order to perform the frequency domain mapping. The
example imitates the sort of behaviour expected to be displayed by the film type
DEAs. Consider the generative system including a time dependent DC term given
by the equation
yk = θ1(t) + θ2yk−1 + θ3yk−2 + θ4uk−1 + θ5y2k−2, (5.8)
where
θ(t) =

θ1
θ2
θ3
θ4
θ5
 =

0.1t
0.8
−0.3
0.1
0.25
 , (5.9)
such that the DC term takes linearly spaced values in the range [0, 0.1] over time
time interval t = [0, 1], see Figure 5.4.
In order to apply the TV-NOFRF analysis method to the system it is first nec-
essary to transform the system so that it is operating around the zero equilibrium
position for all time. This is achieved with the method used in Section 4.2. The
system equilibrium position is found by setting yk = y0 and uk = 0 ∀ t = kTs such
that
y0 = θ1 + θ2y0 + θ3y0 + θ5y20 (5.10)
which rearanges to form a quadratic equation in y0
0 = y20θ5 + y0(θ2 + θ3 − 1) + θ1 (5.11)
the roots of which are simple to find. The DC component is now removed com-
ponent from the system given by Equation (5.8). The parameter vector is time
varying and so the equilibrium position is also time varying y0 = y0(t), see Figure
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5.4B. The new system is then given by
zk = θ∗2 zk−1 + θ∗3 zk−2 + θ∗4 uk−1 + θ
∗
5 z
2
k−2, (5.12)
where
θ∗ =

θ∗1
θ∗2
θ∗3
θ∗4
θ∗5
 =

0
0.8
−0.3+ 2θ5y0
0.1
0.25
 ,
and the two systems are linked by the equation yk = zk + y0(t). The parameter
vector of the new system has been modified such that θ∗4 , corresponding to the
zk−2 term, is now dependent on time, see 5.4C.
The TV-NOFRF analysis method can be applied to the system given for zk
which has the same response as the system given for yk at all frequencies except
for the zero frequency component. The analysis reveals how the dynamics of the
system change over time. The DC constant has propagated through all of the non-
linear orders of the system and its effect on the n’th order output is clearly visible,
see Figure 5.4D-E.
4
The two examples demonstrate how the TV-NOFRF analysis method can suc-
cessfully be applied to the analysis of non-linear systems both with and without a
DC term present.
5.2 Time varying frequency domain analysis of DEAs
The remainder of this chapter concerns the analysis of DEAs using the TV fre-
quency domain analysis techniques for non-linear systems that have been intro-
duced. The time varying behaviour of DEAs was first discussed in Chapter 2. It
is clear from the observed data that the actuators are influenced by some form of
time-varying dynamics, this can clearly be seen in the changes in DC level and
gain for the DEAs. The physical interpretation of these dynamics are unknown,
however, and it is necessary for the phenomena to be described for the devel-
opment of a conventional control strategy. The advantage of the NARX model
approach is that the underlying phenomena causing time-variation does not need
to be known. Instead, the time-variation can be described in the model using the
observed data.
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Figure 5.4: The TV-NOFRF analysis reveals how the time varying DC compo-
nent of a NARX model affects the energy transfer at all frequencies. A) Time
invariant input excitation signal uk. B) TV system output yk (Black) with the TV
system equilibrium position y0(t) C) Parameters θ of the system given by Equation
(5.8) (Solid Lines) with parameters θ∗ of the DC removed system given by Equa-
tion (5.12) (Dashed Lines). D) n’th order output spectrum of the DC removed
system given by Equation (5.12). E) Total output spectrum of the DC removed
system given by Equation (5.12).
As was argued in the previous chapter, inspection of the time-domain DEA
data in Figure 2.5 does not directly reveal whether the system dynamics are con-
sistent across the different actuators. Similarly, calculating parameters using either
on-line or off-line TV parameter estimation techniques provides a method for ac-
curately predicting the system output, but provides no direct information as to
how the dynamics of the system are changing. However by extending the fre-
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quency domain analysis methods to the TV case, the frequency response of the
system plotted as a function of time provides a common description that allows
for a much better understanding.
As in the previous chapter, the TV-NOFRF method is first demonstrated on
DEA 5 and then results for the entire set of actuators are given in order to provide
a comparison.
5.2.1 Pre-analysis of the TV DEA data set
For clarity of reading, the raw data for DEA5 is re-plotted in Figure 5.5. The band
limited excitation signal for all the DEAs is stationary, see Figure 5.5A, and so
any TV in the output is solely due to time variations in the system dynamics. By
only observing the time domain output it is unclear how the system dynamics are
changing.
The system response is roughly linear at lower voltages with the non-linearities
having a larger effect as the voltage increases. The general form of the non-
linearity remains similar across time. This conclusion was reached by observing
that the shape, or functional form, of the voltage displacement relationship was an
approximately quadratic non-linearity that mainly varies in average displacement
over time, see Figure 5.5C. Therefore it is assumed that the DEAs can be described
by a fixed non-linear model structure with time-varying parameters, this is further
justified in the next section.
Windowing is applied to the data using a Hanning window with a relativity
long window length of 10000 samples and an increment of 300 samples. An esti-
mate of the signal power of the output is taken over each data window with the
DC component removed so that the shift in the mean level of the signal is not
included in the analysis. The result is heavily influenced by the large peaks in the
output data but it is clear that there is a general increase in the signal power in
the region 500 < t < 1500, see Figure 5.5D. This indicates that the system is not
only changing in its average displacement but that the gain of the system is also
changing in response to some unknown system dynamics.
5.2.2 Estimation of time varying parameters
The NARMAX models identified in Chapter 4 are used to describe the DEA ac-
tuators, see Table 4.1 for the process model and Table 4.2 for the noise model. It
is assumed that the system dynamics can be accurately captured across all time
by a time-invariant non-linear model structure. In order to justify this assumption
the identified model structure, given in Table 4.1, are simulated over four different
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Figure 5.5: The DEA system exhibits unknown time varying dynamics that is
observable in an average change in displacement as well as changes to the gain.
A) 1Hz Bandpassed random input excitation signal. B) System Output exhibiting
time varying effects. C) System input plotted as a function of the system output
revealing the hysteresis. D) Approximate signal power for frequencies ≈> 0Hz
calculated using windowing.
time periods linearly spaced across the data set (4− 104s, 304− 404s, 604− 704 s,
904− 1004s and 1204− 2304 s), with parameters re-estimated in each case using
least-squares. Note that the first time segment is the same as the data over which
the model structure was identified. The model gave accurate predictions in each
case with model fit measured by the MSSE of = 6.67, 8.37, 6.13 and 31.74 (×10−4)
respectively. The model therefore provides a good fit to the data well over each
of the different time segments. The relatively poor fit for the model over time
1204− 2304s can be explained by TV behaviour over the data. This conclusion
can be drawn by noting that the model predictions are consistently larger than the
system output, see Figure 5.6
Given that the model structure well represents the data with a time varying
parameter vector, parameters are now estimated across time. Time varying pa-
rameters are calculated recursively using the Kalman filter equations (3.42)-(3.47).
The Kalman filter can be used on-line and so is appropriate for the TV modelling
for the application of control where future predictions need to be made. Off-line
Kalman smoothing [38], using equations (C.4)-(C.12), is also performed in order
to remove rapid changes in the TV parameter estimates, see Figure 5.6. This is
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Figure 5.6: The non-linear model structure of the DEA identified in Chapter 4
can accurately represent the system across time with a time varying parameter
vector. The model predicted output plotted with the true output for DEA5 at
5 different time segments. For each time segment parameters are estimated on
an estimation data set and the fit is measured on a separate validation data set.
The MSSE for each data segment is MSSE = 6.67, 8.37, 6.13 and 31.74 (×10−4)
respectively.
done in order to obtain a clear view of the frequency domain behaviour. In or-
der to perform subsequent NOFRF analysis it is necessary to remove the DC term
from the model. After the parameters are estimated the noise model is discarded
and the DC term of the TV-NARX model is removed using the method detailed in
Section 4.2 at each time point. This recovers the time varying equilibrium point of
the system y0(k), see Figure 5.7B. As it might be expected, the equilibrium point is
approximately proportional to the average displacement of the data. The process
is repeated for the entire set of actuators, time varying parameters and equilibrium
position are shown in appendix C.2.
5.2.3 TV-NOFRF analysis of DEAs
TV-NOFRF analysis can now be performed on the DEA system using the DC
removed TV-NARX model via Algorithm 5.1. The algorithm variables are chosen
as they were previously in Section 4.4.4 and the same test input signal is used as
before at each time point. Considering the results of the analysis for DEA 5 it
can be seen that that the dynamic behaviour of the system changes significantly
over the data record. It can be seen that the magnitude of the first order NOFRF
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Figure 5.7: Time varying parameters are estimated on-line using a Kalman filter
and updated off-line using a Kalman smoother, the DC component is then re-
moved from the model. Top: Time varying parameters for DEA 5 calculated using
a Kalman filter (Black) and updated using a Kalman smoother (Red). Bottom: The
output k for DEA 5 (Black) with the TV equilibrium position, y0(k)
and output spectra increase with time up to t ≈ 1250 at which point it starts to
decrease, see Figure 5.8. Interestingly this time point coincides to a large peak in
the time domain output of the system, see Figure 5.7. The operating point also
increases up to this time point after which it starts to decrease. In contrast the
third order output spectra increases with time across the entire data record. The
second order output spectra is comparatively uniform, although it also peaks at
t ≈ 1250. The Output spectra at time t = 1100s is also plotted to shown the form
of the spectra in a lower dimensional representation.
The TV-NOFRF procedure is repeated on the remainder of the set of DEAs.
Time varying parameters and equilibrium points are plotted in Appendix 5.2 for
each DEA, see Figures C.1-C.2. The results of the NOFRF analysis are plotted in
Figures 5.9 and 5.10. It is observed that all of the actuators undergo changes in
their dynamic behaviour over time. Firstly, it can be noted that the largest contri-
bution to the output comes from the first order (linear) behaviour. For the majority
of the actuators investigated here (DEAs 2,3,4 and 5) the first order output spectra
increases in magnitude over time. This phenomena seems to be independent of
how the operating point shifts. It can also be be noted that the magnitude of the
third order spectra appears to increase as the operating point decreases (DEAs 4,5
and the latter section of the data record for DEA 1). The inverse of this is observed
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in DEAs 2 and 3, such that the magnitude of the third order spectra decreases as
the operating point increases. In order to form direct conclusions regarding how
the frequency domain descriptions relate to true behaviour a much larger sample
size would need to be investigated.
5.3 Discussion
The aim of this chapter was to perform TV non-linear analysis on the set of DEA
actuators in order to gain further insight into the dynamic characteristics of these
actuators, particularly in respect to the inherent TV effects displayed. Very few
frequency domain analysis methods exist for non-linear systems [14]. In the case
where the system in question exhibits TV properties, to the best of the author’s
knowledge, only one method is available in the literature [49]. The lack of avail-
able methods motivated the development of TV-NOFRF analysis in this work.
The novel method has significant advantages for both analysis, simplicity in im-
plementation and computational efficiency.
The concept of the TV-NOFRF method is to consider a TV model of a non-
linear system as N time invariant models over which time invariant analysis tech-
niques can be performed. The method is simplified by working with linear in
the parameters models such as those of the NARX type. This allows recursive
parameter estimation methods such as Kalman filtering and RLS to be applied to
efficiently track parameter changes across time, assuming a fixed model structure.
It is demonstrated that the NARMAX model structure identified in the previ-
ous chapter provides a good description of the system across time. Time varying
parameters are calculated using a Kalman filter and subsequently smoothed. Ap-
plying the TV-NOFRF analysis procedure to the set of DEAs reveals TV dynamic
behaviour that cannot be seen with traditional methods.
It was noted in Chapter 2.3.2 that DEA 1 shows behaviour at low time that
is significantly different to the other actuators. The identification of the actuator
was performed over a different region of the input output data. Observing the TV
output spectra for DEA 1 for time t ≈ 0− 300s the third order output is attenuated
at low frequencies. The model has a fixed structure and so will behave poorly
in the presence of un-modelled system dynamics. It is therefore likely that the
frequency domain description is not an accurate representation of the true system
in this region. This demonstrates a potential application of the TV-NOFRF method
for fault detection in time series data. NOFRFs have already been proposed as a
method for performing fault detection [94, 138]. Using the TV-NOFRF method it is
suggested that faults could be detected in time series data by tracking the change
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Figure 5.9: TV-NOFRF analysis of DEAs show both significant and inconsistent
time varying dynamics that cannot be observed in the time domain. n’th order
output spectra, Yn for n = 1, . . . , 3 across all time in response to a 1Hz band limited
input spectrum for DEA 1-3.
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Figure 5.10: TV-NOFRF analysis of DEAs show both significant and inconsistent
time varying dynamics that cannot be observed in the time domain. n’th order
output spectra, Yn for n = 1, . . . , 3 across all time in response to a 1Hz band limited
input spectrum for DEA 4-6.
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in the NOFRFs for significant divergence from the model estimated for the healthy
system.
The analysis over the set of DEAs shows that the TV effects significantly change
the dynamic characteristic of the actuators across the data record and that the ef-
fects are manifested differently for each actuator, see Figures 5.9 and 5.10. This
change in the underlying system behaviour represents a barrier to the implementa-
tion of traditional control architectures. Some connections between the frequency
domain descriptions and the behaviour of the system in the time domain are made
but it is suggested that a larger set of actuators need to be investigated before con-
clusions can be drawn.
The frequency domain analysis methods introduced so far in this thesis sug-
gest that significant variation is shown in the underlying system behaviour of
DEAs both across time as well as across different actuators. However, without
quantifying the uncertainty in the identified models it is not possible to show if
the exhibited behaviour is truly different or if it is a result of the system behaviour
not being accurately captured by the model. This motivates the investigation into
model uncertainty that is presented in the next chapter.
5.4 Summary
In this chapter a novel method for TV frequency domain analysis is introduced.
The representation of TV systems within the NARMAX modelling framework is
first discussed. TV-GFRFs are then introduced and methods for estimating them
are discussed. The TV-GFRF method is extended to the novel TV-NOFRF anal-
ysis method which have significant advantages for the purpose of TV analysis,
particularly in the simplicity of calculation.
The TV-NOFRF analysis method is then applied to the set of DEAs in order
to investigate how underlying system behaviour changes over time. The results
demonstrate that the actuators display inconsistencies in their behaviour which
vary greatly over the data record and between actuators. In order to quantify
how accurately the model describes the system, and hence how meaningful the
comparisons between actuators is, it is suggested that a characterisation of the
uncertainty in the model is required. In the following chapter, uncertainty is in-
corporated into the modelling process by taking a Bayesian approach.
Chapter 6
NARX Modelling Within a
Bayesian Framework
The comparison of the behaviour of DEAs in Chapters 5 and 4 highlights the
need to assess the confidence that is placed on the system model. To perform a
meaningful comparison it is necessary to demonstrate that the observed difference
in actuator behaviour is due to a true difference in the underlying dynamics rather
than resulting from a poor system model. In order to take this approach, the
uncertainty in the identified model needs to be characterised. This objective can
be achieved by adopting the Bayesian philosophy in which model uncertainty can
be naturally incorporated into the modelling process.
In this chapter two main contributions are made. Firstly the development of
a novel Bayesian system identification algorithm for NARX models. Secondly, the
application of this algorithm to the set of DEA actuators in order to investigate the
uncertainty associated with the identified models. One of the key aims of this the-
sis is to develop methods that can characterise the uncertainty in systems, both in
the modelling process and in the identified model. The identification methods that
have been discussed so far in this thesis are all based on the frequentist approach;
they provide the ’best’ model of the system given some modelling parameters
based on the minimisation of a prediction error. Although they can be successful
in accurately modelling system behaviour they also possess major disadvantages
in their inability to characterise the uncertainty associated with the system and
that the model selection is performed by a subjective choice of ERR/SRR thresh-
old.
The focus of this chapter is therefore the joint structure detection and param-
eter estimation of non-linear time series systems within a Bayesian framework.
Bayesian methods offer a different perspective on the system identification prob-
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lem. The key advantages of Bayesian modelling were discussed in Section 3.8.
Two of the main points that are most relevant are emphasised here for complete-
ness. Firstly, the Bayesian paradigm naturally incorporates uncertainty into the
modelling procedure. Secondly, Bayesian model selection embodies Occam’s ra-
zor, model complexity is inherently penalised and there is therefore a preference
for simple models [78].
A problem with Bayesian modelling is the complexity involved in the inference
task for all but simple problems. It is often the case that the integrals involved
in the inference step are intractable. For this reason there has been much em-
phasis placed on approximate inference techniques, commonly based on MCMC
sampling [42]. More recently Variational Bayesian (VB) inference has gained in
popularity in the machine learning community [11].
Despite the recent popularity of Bayesian methods in both the machine learn-
ing and system identification communities there is little precedent for the identifi-
cation of NARX models within a Bayesian framework. To the author’s knowledge,
the only instance of a Bayesian approach to parametric modelling of NARX mod-
els appears in [8]. The authors of that paper use a Markov chain Monte Carlo
(MCMC) sampling method in order to numerically obtain posterior distributions
of both the model structure and parameters. However, sampling methods are
often computationally intensive to implement because they tend to rely on large
numbers of samples to accurately estimate distributions [87].
There is therefore a need for computationally efficient Bayesian system identi-
fication techniques capable of producing parsimonious models of non-linear sys-
tems. In this chapter a novel Bayesian structure detection algorithm, named Sparse
Variational Bayesian (SVB)-NARX, is presented which is capable of identifying ac-
curate and compact NARX models, which is both simple to implement and rel-
atively computationally efficient. The SVB-NARX identification algorithm uses
variational Bayesian inference to perform parameter estimation, resulting in a se-
quence of closed-form equations in an iterative algorithm [11]. Structure detection
is driven by the inclusion of a sparsity inducing hyper prior (i.e. one that encour-
ages parameter values to go to zero), referred to as automatic relevance determi-
nation (ARD), which is used as a metric to prune redundant terms from the model
[85]. To the author’s knowledge ARD has not been used in the context of NARX
models before and so represents a further novel contribution of this work.
The remainder of the chapter is structured as follows: Firstly in Section 6.1 the
concept of ARD is introduced as a method for sparse parameter estimation. In
Section 6.2, a Bayesian approach to NARX modelling is introduced and the model
is defined. A discussion of Variational Bayesian inference follows in Section 6.3
120 6.1. Automatic relevance determination
and the update equations for Bayesian NARX models are derived. In Section 6.4
the SVB-NARX algorithm algorithm is introduced. Finally, results for the iden-
tification of both a synthetic and DEA system are presented in Sections 6.5 and
6.6.
6.1 Automatic relevance determination
ARD was formulated by [85] for detecting irrelevant inputs when there is a large
number of inputs available for the training of neural networks [78]. In this work
ARD is used as a method to automatically detect which model terms are not
relevant to the generation of the system output data in order to prune these terms
from the model. To the best of the author’s knowledge ARD has not been applied
in the context of NARX models and so its application in this work represents a
novel contribution.
Considering a regression model defined by a super-set of basis functions, many
of which are not relevant to the prediction of the output variable, standard pa-
rameter estimation techniques are not able to drive the parameters of these basis
functions to zero given a finite data limit. The model is hence over-fitting to the
irrelevant basis functions and will negatively influence model behaviour when
predicting for new, unseen, data.
The concept of ARD is to introduce a prior distribution over the regression
parameters which is able to infer from the data which model parameters are irrel-
evant to the data and to weight the parameters appropriately. This can be achieved
by introducing separate variables for each basis function, that act as an indepen-
dent regularisor to each term. The regularisors are estimated from the data as part
of the inference. Model terms that are not relevant to the generation of the output
are assigned a large regularisation variable indicating a small weight for the term
[78].
It is common to perform ARD by optimisation of the hyper-parameters, by for
example type-II maximum likelihood [24, 85, 123]. In this work the full Bayesian
treatment is considered where posteriors over the hyper-parameter distributions
are inferred.
6.2 System identification within a Bayesian framework
Bayes’ rule allows us to infer the posterior distribution of the set of model pa-
rameters and hyper-parameters, denoted Θ, given the observed data set y =
[y1, . . . , yN ]T such that
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p(Θ|y) = p(y|Θ)p(Θ)
p(y)
. (6.1)
In the above equation the term p(y|Θ) is referred to as the likelihood function
and p(Θ) is the prior distribution of the parameters before observing the data.
The denominator, p(y) is named the marginal likelihood and is given as
p(y) =
∫
p(y|Θ)p(Θ)dΘ. (6.2)
in order to normalise the posterior distribution.
As discussed in detail in Section 3.8, the evaluation of Equation (6.2) can be
extremely challenging and necessitates the need for approximation methods in all
but the most simple of cases. In this chapter, Equation (6.2) will be approximated
by the use of variational Bayesian techniques.
6.2.1 Full Bayesian modelling of polynomial NARX models
In this section Bayesian inference of linear-in-the-parameters regression models is
introduced. It is considered in the context of the polynomial NARX model given
by Equation (3.10), which is repeated here for clarity of reading. As before we
consider a single-input single-output dynamic system as some non-linear function,
f (.), of lagged system inputs, uk, and outputs, yk,
yk = f (xk) + ek (6.3)
where xk =
(
yk−1, ..., yk−ny , uk−1, ..., uk−nu
)
and ek is a zero-mean normally dis-
tributed white noise process. nu and ny are the maximum lags, or dynamic orders,
of the input and output respectively. The non-linear function f (.) can be decom-
posed into a sum of weighted basis functions, which is a linear-in-the-parameters
model,
f (xk) =
M
∑
m=1
θjφm(xk) (6.4)
= Φθ (6.5)
where
Φ = [φ1,φ2, . . . ,φM], (6.6)
θ = [θ1, θ2, . . . , θM]T. (6.7)
and the composition of Φ will be determined by the algorithm presented later in
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this chapter.
Likelihood function
Considering Equation (6.1) with Θ = {θ, τ}, where τ is named the precision and
is the inverse of the variance of the error τ−1, the likelihood function for the data,
y, can be written
p(yk|φk θ, τ) = N (yk|φkθ, τ−1) (6.8)
=
( τ
2pi
)1/2
exp(−τ
2
(yk −φkθ)2), (6.9)
where N denotes the normal distribution with mean, φkθ, and variance, τ−1.
Under the assumption of a Normal i.i.d. noise sequence the data likelihood is
hence given as
p(y|φ, θ, τ) = ∏
k
p(yk|φk, θ, τ) (6.10)
= ∏
k
N (yk|φkθ, τ−1) (6.11)
=
( τ
2pi
)N/2
exp
(
−τ
2 ∑k
(yk −φkθ)2
)
(6.12)
Priors
The use of conjugate priors in Bayesian modelling was discussed in Section 3.8.1.
The likelihood function given by Equation (6.12) is a member of the exponential
family and so the choice of an exponential prior is required for conjugacy (that the
posterior distribution is in the same form as the prior).
The mean, φkθ, and precision, τ, of the likelihood are unknown parameters to
be inferred and as such the choice of Normal-Gamma prior distribution is made
[45] such that
p(θ, τ|α) = p(θ|τ, α)p(τ) (6.13)
= N (θ|0, (τA)−1)Gam(τ|a0, b0) (6.14)
=
( |A|
2pi
)M/2 ba00
Γ(a0)
τM/2+a0−1 exp(−τ
2
(θAθT + 2b0)) (6.15)
where the Normal distribution has been further parametrised by α where diag(A) =
α and α = (α1, α2, . . . , αM)T. Note that each αi is independent. The introduction
of α into the model naturally incorporates ARD, this is the basis of the sparse
estimation framework that will be discussed later. The variable α is an unknown
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Figure 6.1: Probabilistic graphical model of the hierarchical model represented
in Equation (6.18) The plate (box), denoted by the number of data samples N,
indicates N i.i.d observations. The arrows indicate the direction of conditional
dependence.
model parameter and will also be inferred and so requires the introduction of a
hyper-prior (prior of a prior), p(α). The choice of a conjugate prior is again cho-
sen in order to simplify the later analysis. The hyper-prior is therefore assigned a
Gamma distribution,
p(α) = ∏
m
Gam(αm|c0, d0) (6.16)
= ∏
m
dc00
Γ(c0)
αc0−1m exp(−d0αm) (6.17)
Collecting all the model parameters produces the set Θ = {θ, τ, α} which have
hyper-parameters a0, b0, c0, d0 which can be initialised so as to have broad/unin-
formative prior distributions so that the inference process is dominated by the
influence of the data.
The joint distribution over all of the random variables can now be expressed
hierarchically as
p(y,φ, θ, τ, α) = p(y|φ, θ, τ)p(θ|τ, α)p(τ)p(α), (6.18)
assuming τ and α independent and noting that φ is a function of the observed data
and not a random variable. The decomposition can by made more transparent by
considering the directed graphical model shown in Figure 6.1.
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ARD Prior
ARD has been incorporated into the Bayesian model via the introduction of the
hyper-parameter α in Equation (6.13), αm corresponds to the precision (inverse of
the variance) of θm. αm therefore controls the magnitude of θm, if α−1m = 0 then
the precision of θm is infinite and in order to maintain a high likelihood θm = 0,
indicating that the m’th model term is not relevant to the generation of the data.
αm is hence acting as a sparse regularisation term independently on each model
weight θm. The values of αi can then be used as a basis for pruning irrelevant basis
functions from the model.
In the remainder of this chapter the ARD value corresponding to the m’th
model term will be defined as α−1m such that small values indicate terms that are
not relevant to the generation of the output. This value will be used to drive the
structure detection in the SVB-NARX system identification algorithm introduced
in Section 6.4.
Posterior distribution
The joint posterior distribution over the model parameters θ and τ can be found
by considering Equation (6.1), with Θ = {θ, τ, α}, such that
p(θ, τ|y) = p(y|Φ, θ, τ)p(θ|τ, α)p(τ)p(α)
p(y)
. (6.19)
The inclusion of the hyper-parameter, α, into the model causes the marginal
likelihood in the denominator of Equation (6.19) to become intractable, i.e. no
direct analytical solution is possible. Many methods exist for approximating the
marginal likelihood, commonly these techniques are based on random sampling.
Here, variational Bayesian inference will be used because the posterior distribution
can be approximated in a series of closed form update equations, avoiding the use
of computationally expensive sampling methods.
6.3 Variational Bayesian inference
In many non-trivial cases the evaluation of posterior distributions is infeasible as is
the case with the linear regression with ARD introduced in the previous section. In
fact, the full Bayesian treatment in closed form is only feasible for a limited class
of models. Numerical integration techniques can always be used, however, the
computational expense is often prohibitive. Variational Bayes’ provides a method
for approximating the posterior distribution. In this section some general results
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of variational Bayesian inference are discussed followed by its application to the
linear regression model given by Equation (6.19).
6.3.1 Variational optimisation of the Bayesian model
In the context of inference problems variational calculus can be used as a method
for approximating posterior distributions. Consider a fully Bayesian model such
that all the model parameters are assigned prior distributions as described in Sec-
tion 6.2.1. By Bayes’ theorem
p(Θ|y, x) = P(y|x,Θ)p(Θ)
p(y)
. (6.20)
The aim of the inference problem is to find an approximation to the posterior
distribution p(Θ|y, x) assuming that the marginal distribution, p(y), is intractable.
For brevity of notation the dependency on the past data, x, will be assumed im-
plicit and dropped from the following discussion. As before, the marginal distri-
bution is defined as
p(y) =
∫
Θ
p(y|Θ)p(Θ) dΘ. (6.21)
Introducing any variational distribution, Q(Θ), to approximate p(Θ|y) pro-
duces a lower bound on p(y). In the case that this distribution is equal to the pos-
terior, p(Θ|y), then the bound is exact, however it is here assumed that working
with the true posterior is intractable and as such a simpler form for the variational
distribution must be used. This is achieved by first taking the natural logarithm
of (6.21) and introducing Q(Θ) such that
ln p(y) = ln
∫
Θ
Q(Θ)
p(y|Θ)p(Θ)
Q(Θ)
dΘ. (6.22)
≥
∫
Θ
Q(Θ) ln
p(y|Θ)p(Θ)
Q(Θ)
dΘ. (6.23)
=
∫
Θ
Q(Θ) ln p(y|Θ) + Q(Θ) ln p(Θ)
Q(Θ)
dΘ. (6.24)
= L[Q(Θ)] (6.25)
where (6.23) follows from Jenson’s inequality which is applicable because the
natural logarithm is a concave monotonically increasing function. The lower
bound on the log marginal distribution ln p(y) is hence given by L[Q(Θ)]. By
maximising this quantity an approximation of ln p(y) is acquired. Variational op-
timisation is employed to perform the variational maximization of L[Q(Θ)] with
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respect to the free distribution Q(Θ).
By noting that Q(Θ) is a proper probability distribution and therefore its inte-
gral with respect to Θ is equal to unity and rearranging (6.23) - (6.25),
L[Q(Θ)] =
∫
Θ
Q(Θ) ln
p(y|Θ)p(Θ)
Q(Θ)
dΘ. (6.26)
=
∫
Θ
Q(Θ) ln
p(Θ|y)
Q(Θ)
+ Q(Θ) ln p(y) dΘ. (6.27)
ln p(y) = L[Q(Θ)]−
∫
Θ
Q(Θ) ln
p(Θ|y)
Q(Θ)
dΘ (6.28)
= L[Q(Θ)] + KL(Q(Θ)||p(Θ|y)) (6.29)
where
KL(Q(Θ)||p(Θ|y)) = −
∫
Θ
Q(Θ) ln
p(Θ|y)
Q(Θ)
dΘ (6.30)
is the Kullback-Leibler (KL) divergence from Q to p. A few things of interest can
be noted from Equation (6.28). First, the log marginal distribution, p(y), can be
de-constructed into a lower bound on the distribution and a measure of how the
difference between the true posterior distribution, p(Θ|y), and its approximating
distribution, Q(Θ), in the form of the KL divergence. It is then evident that the
optimal approximation to the marginal distribution is found by maximising the
lower bound, or equivalently minimising the KL divergence. It is also clear that
the choice of Q(Θ) = p(Θ|y) would result in an exact match between the bound
and the marginal distribution.
6.3.2 Factorised distributions
In order to make the variational optimisation of L[Q(Θ)] feasible, the family of
possible distributions, Q(Θ), over which the optimisation is performed, must be
restricted. The assumption is made that the variational distribution can be fac-
torised such that
Q(Θ) =∏
j
qj(Θj) (6.31)
where each qj(Θj) are independent. This approximation is known as the mean
field theory in physics. The function can now be maximised with respect to each
distribution qj(Θj) separately while holding all others fixed.
Substituting the factorised distribution (6.31) into Equation (6.24) and then
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separating out a singular distribution over which to perform the optimisation
L[Q(Θ))] =
∫
∏
j
qj(Θj)
(
ln p(y,Θ)−∑
i
ln qi(Θi)
)
dΘ (6.32)
=
∫
qi(Θi)
(∫
ln p(y,Θ)∏
i 6=j
qj(Θj)dΘj
)
dΘj
−
∫
qi(Θi) ln qi(Θi)dΘj + const = 0 (6.33)
where the terms ∏i 6=j qi(Θi) ln qi(Θi) have been absorbed into a constant term.
In order to find the distribution qi(Θi) that maximises L[Q(Θ)] a variational
optimisation is performed with respect to qi(Θi). The optimisation is performed
using variational calculus by noting that Equation (6.33) is in the appropriate form
to directly apply the fundamental lemma of the calculus of variations [41] such
that
δL[qi(Θi)]
δqi(Θi))
=
∂
∂qi(Θi)
(
qi(Θi)
(∫
ln p(y,Θ)∏
i 6=j
qj(Θj)dΘj
)
−qi(Θi) ln qi(Θi) + const
)
=
∫
ln p(y,Θ)∏
i 6=j
qj(Θj)dΘj − ln qi(Θi) + const (6.34)
where the second term on the right hand side of Equation (6.34) has been found
via the variational product rule. The integral that forms the first term on the right
hand side of Equation (6.34) is the expectation of the log joint distribution where
the expectation is taken with respect to all of the distributions q(Θ) for which
i 6= j, such that
Ei 6=j[ln(y,Θ)] =
∫
ln p(y,Θ)∏
i 6=j
qj(Θj)dΘj. (6.35)
where Ei 6=j denotes the expectation with respect to the distributions q over all the
variables in the set Θ for which i 6= j.
Substituting (6.35) into (6.34), equating to zero and rearranging for the varia-
tional distribution, a general expression for the optimal solution and therefore the
update of the jth factor of the variational distribution q(t+1)j (Θj) is then given by
ln q(t+1)j (Θj) = Ei 6=j[ln(y,Θ)] + const. (6.36)
128 6.3. Variational Bayesian inference
Figure 6.2: Variational inference is performed by iteratively updating the vari-
ational lower bound via an optimisation step. The variational Bayesian update
according to Equation (6.36)
Performing the update (6.36) for each factor qj(Θj) of the variational distribu-
tion completes one optimisation step of L[Q(Θ)]. The optimisation is performed
iteratively where t indicates the current iteration such that q(t+1)j is the update
using the statistics of the distributions q(t)j at the previous iteration, see Figure 6.2.
Equation (6.36) states that the log of the optimal solution for the ith factor of the
variational distribution, q(t+1)i (Θi), is given by the expectation of the log of the joint
distribution over the data and model parameters, where the expectation is taken
with respect to all of the other factors qi for i 6= j. Therefore the maximum of the
lower bound, given the factorisation approximation (6.31), can be found by cycling
through the set of equations defined by Equation (6.36) for i = 1, . . . , Ni where Ni
is the total number of factors of Q(Θ). After initialising q(t+1)i (Θi) for all i, each
computation of (6.36) is taken with respect to the revised parameter estimates from
the previous calculations. The lower bound is guaranteed to converge because it
is convex with respect to each of the factors of q(t+1)i (Θi).
In order to facilitate computation the variational lower bound can be written
more explicitly as
L[Q(Θ)] =
∫
Θ
Q(Θ) ln
p(y,Θ)
Q(Θ)
dΘ (6.37)
=
∫
Q(Θ) ln p(y,Θ)dΘ−
∫
Q(Θ) ln Q(Θ)dΘ (6.38)
= E[ln p(y,Θ)]−E[ln Q(Θ)] (6.39)
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where the last step follows from the definition of expectations [24]. Although
the calculation of the variational lower bound is not required for the inference
problem it provides a check that the algorithm, as well as the theory behind it,
is functioning correctly as the bound is guaranteed to increase with each update
of the variational distribution. Further than this it will be used later as a method
for model comparison when the variational inference method is employed for the
purpose of structure detection.
6.3.3 Variational inference of linear-in-the-parameters regression mod-
els
The variational Bayesian inference procedure can now be applied to the Bayesian
linear regression model defined by Equation (6.4) following [34]. Applying the
approximation defined by Equation (6.31), the assumption is made that the poste-
rior distribution p(θ, τ, α) can be approximated by a factorisation of the variational
distribution, Q(θ, τ, α), such that
Q(θ, τ, α) = q(θ, τ)q(α). (6.40)
This factorisation allows us to perform a maximisation of the variational lower
bound with respect to each factor. From Equation (6.23), the lower bound is given
by
L[Q(θ, τ, α)] =
∫∫∫
Q(θ, τ, α)ln
p(y|Φ, θ, τ, α)P(θ, τ|α)p(α))
Q(θ, τ, α)
dθdτdα. (6.41)
Using the results of the variational Bayesian inference derived above the opti-
misation of the bound is performed via Equation (6.36) for the distributions q(θ, τ)
and q(α) resulting in a set of closed form update equations.
Update for q(θ, τ)
The variational posterior q(θ, τ) is found by maximising the variational lower
bound, L(Q), with fixed q(α). Using the general result for the update of the
j’th distribution given by Equation (6.36) where Θ = {φ, θ, τ, α}, such that p(y,Θ)
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is given by Equation (6.18), gives
ln q(θ, τ) = ln p(y|Φ, θ, τ) +Eα[ln p(θ, τ|α)] + const (6.42)
=
(
M
2
+ a0 − 1+ N2
)
ln(τ)
− τ
2
(
θT
(
Eα[A] +∑
k
φTk φ
)
θ
+ ∑
k
y2k − 2∑
k
ΦkykθT + 2b0
)
+ const (6.43)
where p(y|Φ, θ, τ) and p(θ, τ|α) are given by Equations (6.12) and (6.15) respec-
tively and all the terms not dependent on θ and τ have been absorbed into the
constant term.
Given that the likelihood function, Equation (6.8), is in the form of a normal
distribution, the conjugate normal-gamma prior, Equation (6.15), was chosen. The
posterior distribution can hence be found analytically in the form
qK(θ, τ) = N (θ|θK, τ−1VN)Gam(τ|aK, bK). (6.44)
The method of completing the square can be used to find the exponent of the
normal distribution in the posterior. First, separating out all the coefficients of
− τ2θTθ,
−τ
2
θTV−1K θ = −
τ
2
θT
(
∑
k
ΦTkΦk +Eα[A]
)
θ (6.45)
V−1K = ∑
k
ΦTkΦk +Eα[A]. (6.46)
It follows that
−2θTV−1K θK = −2θT∑
k
ΦTk yk (6.47)
θK = VK∑
k
ΦTk yk. (6.48)
This leaves the remaining terms in Equation (6.43), as well as introducing the extra
term − τ2θTkVKθk by completing the square, that have not been incorporated into
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the normal such that
ln qK(θ, τ) = lnN (θ|θK, τ−1VN) +
(
a0 − 1+ N2
)
ln(τ)
− τ
2
(
∑
k
y2k + 2b0 − θTkV−1K θk
)
+ const. (6.49)
The remaining terms are then absorbed into the gamma distribution. Again, tak-
ing the exponent and equating terms
−τbK = −τ2
(
∑
k
y2k + 2b0
)
(6.50)
bK = b0 +
1
2
(
∑
k
y2k − θTkV−1K θk
)
(6.51)
Similarly for aK, equating powers of τ
(aK − 1) ln τ =
(
a0 − 1+ N2
)
ln τ (6.52)
aK = a0 +
N
2
(6.53)
The update of ln q(θ, τ) is then performed by the computation of equations
(6.46), (6.48), (6.51) and (6.53).
Update for q(α)
Similarly, the variational posterior q(α) is found by maximising the variational
lower bound, L(Q), with fixed q(θ, τ). Again, by Equation (6.36), and following
the same process as for the maximisation of q(θ, τ),
ln qK(α) = Eθ,τ(ln p(θ, τ|α)) + ln(α) + const
= ∏
m
ln Gam(αm|cK, dKm). (6.54)
where
cK = c0 +
1
2
(6.55)
dKm = d0 +
1
2
Eθ,τ[τθ
2
m]. (6.56)
The update of q(α) is hence performed by the computation of (6.55) - (6.56).
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The required expectations are found by considering the standard moments of
the relevant distributions [24] such that
Eθ,τ[τθ
2
m] = θ
2
Km
aK
bK
+ VKmm (6.57)
and the required expectation for the update of q(θ, τ) is given by
Eα[A] = AK (6.58)
where AK is a diagonal matrix with elements
Eα[αm] =
cK
dKm
. (6.59)
After initialisation of the relevant variables, a0, b0, c0 and d0, the variational
approximation, Q(θ, τ, α) = q(θ, τ)q(α), to the true posterior p(θ, τ, α) can be
found by iteratively updating q(θ, τ) and q(α) by the update equations defined by
(6.46),(6.48),(6.51) and (6.53), and (6.55-6.56) respectively. These updates then form
an iterative algorithm that is summarised in Algorithm 6.1.
Variational lower bound L(Q)
The variational lower bound is found by considering Equation (6.39). The de-
pendencies between the parameters in the first term in Equation (6.39) are easily
determined by considering the joint distribution given by Equation (6.18) and the
probabilistic graphical model in Figure 6.1. Expanding the second term follows
from Equation (6.40) along with (6.44) and (6.54). The lower bound is then given
by
L[Q(Θ)] = E[ln p(y,Θ)]−E[ln Q(Θ)] (6.60)
= Eθ,τ[ln(p(y|Φ, θ, τ))] +Eθ,τ,α[ln p(θ, τ|α)]
+ Eα[ln p(α)]−Eθ,τ[ln q(θ, τ)]−Eα[ln q(α)] (6.61)
Taking the expectations of (6.12), (6.15), (6.17), (6.44) and (6.54) by again con-
sidering the moments of the relevant distributions;
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Eθ,τ ln p(y|Φ, θ, τ) = N2 (ψ(aK)− ln bK − ln 2pi)
−1
2∑k
(
aK
bK
(yk − θTφTk )2 + φkVKφTk
)
, (6.62)
Eθ,τ,α ln p(θ, τ|α) = M2 (ψ(aK)− ln bk + ψ(cK)− ln 2pi)
−1
2∑m
(
ln dKm +
cK
dKm
(
aK
bK
θTθ+ VKmm
))
− ln Γ(a0) + a0 ln(b0)
+(a0 − 1)(ψ(aK)− ln bK)− b0 aKbK , (6.63)
Eα ln p(α) = −M(ln Γ(c0) + c0 ln d0)
+∑
m
(
(c0 − 1)(ψ(cK)− ln dKm)− d0
cK
dKm
)
, (6.64)
Eθ,τ ln qK(θ, τ) =
M
2
(ψ(aK)− ln bK − ln 2pi − 1)− 12 ln |VK|
− ln Γ(aK) + aK ln bK
+(aK − 1)(ψ(aK)− ln bK)− aK (6.65)
Eα ln qK(α) = ∑
m
((cK − 1)(ψ(cK) + ln dKm))
−M(ln Γ(cK)− cK). (6.66)
Substituting (6.62) - (6.66) into (6.61) provides an expression for the variational
bound as
L(Q) = −N
2
ln 2− 1
2∑k
(
aK
bK
(yk − θTKΦTk )2 +ΦTVKΦK
)
+
1
2
ln |VK|
− ln Γ(a0) + a0 ln b0 − b0 aKbK + ln Γ(aK)− aK ln bK + aK
+M
(
1
2
− ln Γ(c0) + c0 ln d0 + ln Γ(cK)
)
−∑
m
(cK ln dKm) (6.67)
The variational posterior distribution Q(θ, τ, α) can now be calculated by it-
eratively computing q(θ, τ) and q(α) using the expectations of one distribution
to calculate the other. At each iteration the variational lower bound, L(Q) can
be computed via equation 6.67. The best approximation is found when L(Q)
plateaus. The process is summarised in Algorithm 6.1.
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Algorithm 6.1 Computation of variational posteriors
Initialise
TL(Q), a0, b0, c0, d0
Procedure
t = 0
while L(Q)t −L(Q)t−1 ≤ TL(Q)
Compute expectations Eα[A] and Eθ,τ[τθ2m]
Eα[A] = AK
where AK is a diagonal matrix with elements
Eα[αm] =
cK
dKm
Eθ,τ[τθ
2
m] = θ
2
Km
aK
bK
+ VKmm
Compute update equations for q(θ, τ)
VK = ∑k ΦTkΦk +Eα[A]
θK = VK ∑k ΦTk yk
aK = a0 + N2
bk = b0 + 12
(
∑k y2k − θTKV−1K θK
)
Compute update equations for q(α)
cK = c0 + 12
dKm = d0 +
1
2Eθ,τ[τθ
2
m]
Compute variational lover bound L(Q)t via Equation (6.67)
t = t + 1
end while
end Procedure
Chapter 6. NARX Modelling Within a Bayesian Framework 135
6.3.4 Predictive distribution
Predictions of a new, unseen, data point can be made by calculating a predictive
distribution for the model at sample k. Given the training data, such that we
can form Φ, the task is hence the evaluation of the distribution p(yk+1|Φ) which
can be achieved by again approximating the posterior p(θ, τ, α) by the variational
distribution Q(θ, τ, α) = q(θ, τ)q(α). The predictive distribution can then be found
by marginalising over the parameters such that
p(yk+1|Φ) =
∫∫∫
p(y|Φ, θ, τ)p(θ, τ, α)dθdτdα
≈
∫∫∫
p(y|Φ, θ, τ)q(θ, τ)q(α)dθdτdα
=
∫∫∫
N (yk|φθK, τ−1)N (θ|θK, τ−1VN)Gam(τ|aK, bK)dθdτdα
= St
(
yk|φθK, (1+ φTVKφ)−1 aKbK , 2aK)
)
(6.68)
where the resulting distribution, denoted St, is a Student’s t distribution. The
distribution over α does not appear in the third line of the above derivation be-
cause it is independent from the other distributions and hence it integrates to
unity. In the final step, standard result from convolving conjugate distributions
have been used [24]. The mean and variance of the distribution are given by
E[yk] = φθK, (6.69)
Var[yk] = (1+ φTVKφ)
bK
(aK − 1) (6.70)
Example 6.1 ARD for sparse parameter estimation estimation
In this example, application of the variational Bayesian estimation framework with
ARD to a NARX model is demonstrated. ARD is employed as a method for de-
tecting redundant basis functions in a parametric NARX model. The following
example demonstrates the influence of the sparsity inducing prior on the estima-
tion of model coefficients as well as the calculated ARD values and their ability
to detect the underlying model structure. Parameters are estimated by LS and
regularised LS for comparison.
The following generative polynomial NARX model is simulated for N = 1000
samples
yk = 0.3yk−1 + 0.1uk−1 + 0.4yk−1yk−2 + ek (6.71)
where ek is a white noise sequence drawn from the normal distributionN (ek|0, σ2),
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where σ2 = 0.02. Assuming no knowledge of the true model structure a super-
set of model terms is generated of maximum dynamic order nu = ny = 2 and
maximum polynomial order np = 2 leading to a set containing 14 terms.
Parameters are estimated using the variational Bayesian algorithm with ARD
by iteratively updating the variational posteriors using Algorithm 6.2 with initial-
isation a0 = c0 = 1 × 10−2 and b0 = d0 = 1 × 10−4. The parameters are also
estimated with least squares and ridge regression as a comparison.
The true model terms are shown at index m = 1, 3, 9, see Figure 6.3A. The least
squares estimate gives a high weighting to non model terms as might be expected,
in particular large parameter weights are assigned to terms with index 5, 6 and 11.
Ridge regression performs better causing some shrinkage of the redundant model
parameters. However, weight is still assigned to incorrect terms. In comparison,
parameters estimated within the variational framework with ARD very closely
follow the true parameters, see Figure 6.3A. The three true model terms fall within
95% confidence intervals of the true value and all but one term (Term index 11) of
the non model terms are within a 95% confidence interval of zero, see Figure 6.3C.
The ARD values are inferred as part of the algorithm, these values indicate which
terms are relevant to generating the data. The calculated ARD values are displayed
by their natural log value, ln(ARD) to ease comparison as they can have a large
range of values. The three correct model terms are assigned large ARD values by
the algorithm. The model term at index 11 has a significant value in comparison
to those assigned to the true model terms, see Figure 6.3B. Although the weight
assigned to the parameter is very low, the ARD value is significant, incorrectly
suggesting that the term at index 11 might be part of the true model. The example
also serves to demonstrate the convergence of the variational lower bound, see
Figure 6.3D.
The correct model structure could not be obtained by performing the infer-
ence with ARD alone. This then motivates the development of a Bayesian system
identification algorithm which is the subject of the remainder of this chapter.
6.4 Sparse Bayesian identification of polynomial NARX mod-
els
The variational Bayesian inference procedure has provided a method for esti-
mating the posterior distributions of parameters for models of the NARX form.
Through the incorporation of ARD into the procedure a measure of how relevant
each basis function is to the prediction of the data is also acquired. Importantly the
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Figure 6.3: Variational inference with ARD highly regularises non model terms
to encourage sparsity in the prameter estimates. It is not able to reduce all non
model parameters to zero.A) Comparison of true and estimated model coefficients
for the generative system given by Equation (6.71); True (Black), Variational infer-
ance with ARD (Red), Least squares (Blue) and Regularised least squares (Green).
B) ARD values corresponding to the parameter estimates. C) Variational Bayes’
with ARD parameter estimates (Green bar) with 95% confidence intervals (Black)
and true parameters (Red cross). D) Progression of the variational lower bound.
variational lower bound provides a measure of how good the approximate poste-
rior distribution of the parameters is to the true posterior distribution and hence
a method for model selection. In this section we will take advantage of these fea-
tures of the variational Bayesian inference in order to develop an algorithm for the
parsimonious structure detection of polynomial NARX models.
6.4.1 The SVB-NARX algorithm
The algorithm is initialised by generating a NARX model containing the set of all
possible polynomial basis functions, denotedM0 such that
M0 = {φm}Mm=1, (6.72)
where φj is the jth polynomial basis function and M is the total number of basis
functions in the current model structure.
At each iteration of the algorithm, denoted by i, the variational Bayesian infer-
ence procedure is applied to the previous model structure,Mi−1, using Algorithm
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6.1. The variational Bayesian inference requires a further iteration denoted by t.
The iteration is performed until the increase in the variational lower bound, L(Q),
is less than some pre-defined threshold, TL(Q), such that
L(Q)t −L(Q)t−1 ≤ TL(Q). (6.73)
When the lower bound has reached convergence the final value is saved as
L(Q)t = L(Q)s, (6.74)
so as to record the lower bound value for each modelMs.
ARD values associated with each model term of the previous structure,Ms−1
are calculated as
ARDs =
{(
cK
dKm
)−1}M
m=1
. (6.75)
Terms that correspond to ARD values falling below some threshold TsARD are
pruned from the model in order to form the new model structure,Mi. The thresh-
old is updated at each algorithm iteration as
ln TsARD = min(ln ARD
s) +
(max(ln ARDs)−min(ln ARDs)
r
). (6.76)
with the resolution, r, being a tuning parameter of the algorithm set by the mod-
eller. Consequences of the choice of r are discussed in the following section.
The threshold is therefore dependent on the range of the ln(ARD) values and
removes terms at the lower fraction of this range depending on the value of r.
This choice of threshold has the advantage of removing increasingly less terms
at each algorithm iteration and hence discriminating more in the pruning as the
correct model structure is approached. ln(ARD) values are used to calculate the
threshold because the ARD values associated with highly relevant model terms
can be very high in comparison to less relevant (but still correct) model terms.
ln(ARD) values will provide greater discrimination between less relevant terms
in this case.
The algorithm is terminated when M = 1 (all but one term have been pruned
from the model). The optimal model choice, M∗, is now selected as the model,
Ms, corresponding to the maximum recorded lower bound such that
M∗ =Ms∗ , where s∗ = arg max
s
L(Q)s. (6.77)
The justification for the optimal model being selected as the one that max-
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imises the lower bound is given in Section 6.4.2. The algorithm is summarised in
Algorithm 6.2.
6.4.2 Algorithm properties
In this section descriptions and examples are given in order to explain some of
the properties of the algorithm. The examples used in this section refer to the
identification of the system generated by the polynomial NARX model
yk = 0.3yk−1 + 0.1uk−1 + 0.4yk−1yk−2 + ek (6.78)
where ek is a white noise sequence drawn from the normal distributionN (ek|0, σ2),
where σ2 = 0.01. In this case the model has been chosen for its structural simplic-
ity.
Model selection by the variational lower bound
In the previous section it was stated that the optimal model choice is taken to be
the model that maximises the variational lower bound after it has reached con-
vergence. This is justified by considering the Bayesian model selection procedure
discussed in Section 3.8.3.
In Equation (6.79) the conditional dependencies on the model Ms were ne-
glected. Explicitly including the conditional dependencies, Equation (6.79) can be
written
p(Θ|x,Ms) = P(y|x,Θ,Ms)p(Θ|Ms)p(y|Ms) , (6.79)
which is in the same form as Equation (3.78). From the discussion of model
selection in Section 3.8.3, considering the posterior distribution over the models
Ms conditional on the data and applying Bayes’ theorem the posterior distribution
over the model is given by
p(Ms|y) = p(y|Ms)p(Ms)p(y) . (6.80)
The first term in the numerator on the right hand side of Equation (6.80) is
the same as the marginal likelihood in Equation (6.79). Setting equal prior distri-
butions p(Ms) for each model and noting that the denominator is constant for a
given data set the posterior is proportional to the marginal likelihood in Equation
(6.79)
p(Ms|y) ∝ p(y|Ms). (6.81)
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Algorithm 6.2 The SVB-NARX Algorithm
Initialise
TL(Q), TARD,a0, b0, c0, d0,
Initialise model structure to all basis functionsM0 = {Φm}Mm=1
s = 0
start Procedure
while M > 1
s = s + 1
t = 1
Calculate variational posteriors
while L(Q)t −L(Q)t−1 ≤ TL(Q)
t = t+1
update parameter estimates for modelMs−1 using Algorithm 6.1,
calculate L(Q)t via Equation (6.67)
end while
Set L(Q)s = L(Q)t
Calculate {ARDs}Mj=1 via Equation (6.75)
Calculate TsARD via Equation (6.76)
Perform pruning step
Initialise pruning terms set,M− = ∅,
for m = 1 : |Mi−1|
if ARDsj ≤ TsARD
collect terms to prune,M− =M− ∪Φj,
end if
end for
Update model structure
Set current model structure toMs =Ms−1 \M−
Set M = |Ms|
end while
Select final model structure
Set optimal modelM∗ =Ms∗ where s∗ = argmax
s
L(Q)s
end Procedure
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The VLB, L(Q)s calculated for each model is an approximation of the marginal
likelihood, p(y|Ms). Equation (6.81) therefore provides the justification for using
the VLB as a criterion for selecting final model structure.
Tuning parameters
The single tuning parameter of the algorithm is the resolution, r, whose value is
set in advance by the modeller. It is named resolution because it defines the region
of ARD values that are pruned from the model via Equation (6.76). Increasing the
value of r leads to a higher resolution, resulting in less terms being pruned at each
iteration, s, because a smaller portion of the range of ARD values is selected for
pruning. Consequently, computation time will increase. Conversely, reducing the
value of r increases the number of terms pruned at each iteration because a larger
portion of the range of ARD values is selected for pruning.
It is to be noted that if r is chosen too small then correct model terms may be
incorrectly pruned from the model. The effect of the tuning parameter is demon-
strated through example via the structure detection of the system generated by
Equation (6.82). Structure detection is performed on the test system using the
SVB-NARX algorithm initialised with a0 = c0 = 1−2 and b0 = d0 = 1−4 the res-
olution is set as r = 25, 50, 75, 100. The correct model structure is identified for
r = 50, 75, 100 but the algorithm fails for r = 25 as extra terms were included in
the final model, see Figure 6.4. Note that the peak variational lower bound value
is lowest at r = 25 when the incorrect model structure is identified and is constant
for the other values or r.
For a given model and data set the variational lower bound is independent
of the resolution that produced it. This allows for multiple algorithm runs with
varying values of r that produce models which are directly comparable.
6.5 Results
In this section the SVB-ARD algorithm is demonstrated in order to assess the
performance for the purpose of joint structure detection and parameter estimation.
The algorithm is then applied to the identification of a DEA system in order to
validate the performance of the algorithm on real data. For both the synthetic and
the real case the algorithm is benchmarked against the FRO and SEMP algorithms.
The benchmark example is also compared against LASSO.
142 6.5. Results
Figure 6.4: The resolution r of the algorithm controls how many terms are re-
moved at each iteration and therefore the total number of iterations performed.
Variational lower bound against iteration number for r = 25, 50, 75, 100. The dot-
ted line indicates the maximum value of the variational lower bound for each
value of r.
6.5.1 Numerical example 1: A non-linear benchmark
The SVB-NARX algorithm is demonstrated by application to the structure detec-
tion of the generative system given by
yk = θ1yk−2 + θ2yk−1uk−1 + θ3u2k−2 + θ4y
3
k−1
+θ5yk−2u2k−2 + ek (6.82)
θ = [θ1, θ2, θ3, θ4, θ5]T
= [−0.5, 0.7, 0.6, 0.2,−0.7]T
where ek is a normally distributed white noise sequence drawn from the distri-
bution N (ek|0, σ2). The system is simulated for N = 1000 data samples with
σ2 = 0.004 corresponding to a SNR of ≈ 20dB. The input, uk, is drawn from a
uniform distribution in the range [−1, 1]. This system was initially used in [80]
and again as a benchmark in [99] and [8]. The system demonstrates a situation
in which the FRO algorithm fails to select the correct terms, necessitating further
identification steps.
Assuming no prior knowledge of the model structure the polynomial model
order is conservatively set to np = 4 and the dynamic order in both the input
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Figure 6.5: The SVB-NARX algorithm iteratively prunes terms that fall below
a threshold. Model term index plotted against ARD value. The log(ARD) value
of each model term is given by the black stems, true model terms are painted red.
The dashed red line indicates the threshold, r, at each iteration if the algorithm
terms with an ARD value below the threshold are pruned, these are painted blue.
The correct model is found at iteration 58 although the algorithm continues untill
only one term remains in the model.
and the output is set to nu = ny = 4. The assumption on the model order leads
to a superset of M = 495 model terms in which to search (including the DC
term). The SVB-NARX algorithm requires initialisation of the hyper-parameters
associated with the prior distributions, namely a0, b0, c0 and d0 as well as the res-
olution variable, r. Hyper-parameters were chosen as a0 = c0 = 1 × 10−2 and
b0 = d0 = 1× 10−4, so as to produce uninformative prior distributions. The mean
of the Gamma distribution on τ−1 at these values is undefined but it has mode
b0/(a0 + 1) ≈ 1× 10−4. This implies that the most likely variance on θ will be
small a priori. The a priori variance on τ−1 is also undefined at these values,
however the variance on τ can be computed as a0/b20 = 1× 106. It can hence be
concluded that although the prior distribution indicates a preference for θ to take
small values, this effect will be minimal on the inference because of the broad
distribution. The same reasoning can be applied to the prior distribution on α.
The FRO, LASSO and SEMP algorithms are applied to the same data set to
provide a benchmark. LASSO is applied in order to show a comparison to avail-
able sparse methods and to demonstrate the resultant over parametrisation. The
FRO and SEMP algorithms provide benchmarks to standard identification meth-
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Table 6.1: The SVB-NARX algorithm selects the correct model structure. Terms
selected the SVB-NARX, LASSO and FRO algorithms for the system given by
Equation (6.82).
SVB-NARX
- Basis function ARD (×103) Parameter estimate Correct term?
yk−2u2k−2 1.1821 -0.7053 3
yk−1uk−1 1.2037 0.6990 3
u2k−2 0.8708 0.5999 3
yk−2 0.6064 -0.5006 3
y3k−1 0.1047 0.2079 3
FRO
Iteration Basis function ERR Parameter estimate Correct term?
1 yk−4u2k−2 0.3792 -0.0035 7
2 u2k−2 0.1576 0.6006 3
3 yk−2 0.2681 -0.5006 3
4 yk−1uk−1 0.1600 0.6990 3
5 yk−2u2k−2 0.0236 -0.7077 3
6 y3k−1 0.0070 0.2028 3
LASSO
- Basis function - Parameter estimate Correct term?
yk−1 -0.4669 3
yk−1uk−1 0.6250 3
u2k−1 0.5610 3
y3k−1 0.1316 3
yk−1u2k−1 -0.6137 3
yk−1u2k−1 -0.0371 7
yk−1u2k−1 -0.0160 7
yk−1u2k−1 -0.0036 7
yk−1u2k−1 0.0236 7
uk−1u2k−1 0.0025 7
y2k−1u
2
k−1 0.0547 7
yk−1uk−1u2k−1 0.0742 7
SEMP
Iteration Basis function SRR Parameter estimate Correct term?
1 u2k−1 0.3226 0.5904 3
2 yk−1 0.2001 -0.5164 3
3 yk−1uk−1 0.2344 0.6970 3
4 yk−1u2k−1 0.1525 -0.6556 3
5 y3k−1 0.0888 0.2021 3
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ods. Both algorithms are terminated when the ERR/SERR value falls below a
threshold, in this case the threshold was set to 0.01 in both cases. The LASSO
parameter estimates are found by minimising the cost function, given by Equation
(3.34), using a gradient descent algorithm [39]. The parameters are estimated with
values of λ in the range [0, 1]. 10-fold cross validation is then used to estimate
the MSPE for the parameter set at each value of λ. The final model is selected as
the model with the greatest MSPE within one standard deviation of the minimum
found MSPE, see Figure 6.6C.
The SVB-NARX algorithm correctly identifies the model structure at iteration
58, indicated by the maximum of the variational lower bound recorded at each
iteration. 63 iteration were required before all but one term is left in the model
terminating the algorithm, see Figure 6.5. The number of iterations can be re-
duced drastically by selecting a smaller value for r while still obtaining the correct
model structure, however in a different scenario relevant terms could be incor-
rectly pruned. The correct model is selected at the maximum of the variational
lower bound, see Figure 6.6A. The Bayesian framework allows for a natural calcu-
lation of the probability distributions over the model parameters, see Figure 6.7.
The algorithm has estimated all the parameters within a 95% confidence interval,
see Table 6.2 and Figure 6.7.
The FRO algorithm selects an incorrect term at the first iteration, see Table 6.1.
The incorrect term selection is suggested to be a result of the local nature of the
search performed by the algorithm [112]. It should be noted that this problem can
be solved by the inclusion of an extension to the FRO algorithm that adds a prun-
ing step at every iteration of the algorithm [99]. The SEMP algorithm identifies
the correct model structure in 5 model iterations.
The LASSO parameter estimate resulting in the minimum MSPE is found at
λ = 0.0043 with a sample standard deviation of 3.0443× 10−04. The model se-
lected is then taken as the one with the maximum MSPE within one standard
deviation and is found at λ = 0.0090. The resulting model has 12 non-zero pa-
rameter estimates, incorrectly including 7 extra terms to the true model structure
and therefore being greatly over parametrised. The true model structure is not
recovered at any value of λ.
4
6.5.2 Numerical example 2: Effect of noise on algorithm performance.
The generative system given by Equation (6.82) is used again to investigate the
effect of increased noise on the effectiveness of the SVB-NARX algorithm. The
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Figure 6.6: Model selection is performed automatically for the SVB-NARX algo-
rithm based on the variational lower bound. Model selection for FRO, LASSO
and SEMP are based on a user defined threshold. A) SVB-NARX model selec-
tion: The variational lower bound plotted against iteration number. The maxi-
mum value is indicated by the black dotted line. B) FRO model selection: Error
reduction ratio plotted against iteration number. The final model structure is cho-
sen when the ERR falls below the threshold 0.01, in this case an incorrect model
structure is identified. C) LASSO model selection: The MSPE associated with the
sparse parameter estimates found at values of λ in the range [0, 1], the final model
is chosen as the one with the greatest MSPE within one standard deviation of the
minimum MSPE. D) SEMP model selection: Simulated error reduction ratio and
MSSE plotted against iteration number. The final model structure is chosen when
the SERR falls below 0.01.
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Figure 6.7: Bayesian methods such as the SVB-NARX algorithm naturally pro-
duce distributions over the model parameters. Distributions over the model pa-
rameters of Equation (6.82). The stem plots indicate the true values.
Table 6.2: Parameter estimates are all within a 95% confidence interval. Compar-
ison of true and estimated parameters along with the associated 95% confidence
interval for the system given by Equation (6.82)
Parameter True parameter Parameter estimate
θ1 -0.5 -0.5006 ± 0.0062
θ2 0.7 0.6990 ± 0.0076
θ3 0.6 0.5999 ± 0.0032
θ4 0.2 0.2079 ± 0.0104
θ5 -0.7 -0.7053 ± 0.0158
system is simulated again under the same conditions as the previous example but
for varying noise levels. The following four noise levels were used to generate the
data: σ = 0.004, 0.001, 0.025, 0.05, generating signals with a signal to noise ratio of
SNR ≈ 15, 10, 5 and 2 dB respectively. The results from the previous example will
also be included in the discussion for comparison.
The SVB-NARX algorithm is initialised as before with the same assumptions
on the polynomial and dynamic order, namely np = nu = ny = 4. The algorithm
selects the correct model structure at each noise level, this can be seen in Figure
6.8 where the dashed black line indicates the correct model structure and corre-
sponds in all instances to the maximum of the variational bound. The estimated
parameters are within the 95% confidence intervals at all noise levels, see Table
6.3. As should be expected with increasing noise the variance of the parameter
distributions also increases, see Figure 6.9.
4
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Figure 6.8: The SVB-NARX algorithm selects the correct model structure at each
noise level. The variational lower bound plotted against iteration number fr each
noise level. The correct model structure is indicated by the black dotted line and
corresponds with the maximum of the variaitinal lower bound for all noise levels.
The bound converges to a smaller value with increasing noise.
Figure 6.9: Parameter distributions calculated at different noise levels. The true
parameter is given by the stem plot. As expected the parameter estimates are less
certain at higher noise levels.
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6.5.3 Numerical example 3: Assessing uncertainty in the frequency do-
main description of NARX models.
The uncertainty in the time domain description of the system is characterised by
the predictive distribution but so far no discussion has been made of how the
uncertainty in the frequency domain can be quantified. A previous study quanti-
fies the uncertainty in GFRFs by taking MC samples from uniformly distributed
model parameters and mapping them into GFRFs [136]. In this example a similar
approach is taken but the samples are drawn from the model parameter covari-
ance matrix. The sampled parameter vectors are then mapped into the systems
NOFRFs.
In the previous example the effects of noise on the SVB-NARX algorithm were
investigated resulting in parameter estimates for the system at different levels of
noise. The algorithm infers a posterior distribution over the model parameters
as a multivariate normal distribution defined by its mean and covariance matrix.
200 samples are drawn randomly from the parameter distributions at noise lev-
els SNR ≈ 2, 5, 10 and 20. Each sampled parameter vector is used to generate
NOFRFs via Algorithm 4.1.
No first order FRF exists for the system given by Equation (6.82) so that the
output spectra is approximately formed by the second and third order outputs,
higher order outputs are assumed to be negligible. The second and third order
output spectra are calculated for each sampled parameter vector for the four noise
levels, see Figure 6.13. Note that sampled output spectra appear to be evenly
distributed around the output spectra calculated at the MAP parameter estimate.
In each case the output spectra of the true system is enclosed within the sampled
outputs.
4
The three examples show the effectiveness of the SVB-NARX algorithm for the
Table 6.3: Parameters estimated by the SVB-NARX algorithm are within the
95% confidence interval for all noise levels. Estimated parameters values for the
system given by Equation (6.82) at different noise levels.
θTrue θSNR≈20 θSNR≈15 θSNR≈10 θSNR≈5 θSNR≈2
−0.50 −0.501± 0.006 −0.490± 0.016 −0.496± 0.023 −0.522± 0.033 −0.481± 0.040
0.70 0.699± 0.008 0.687± 0.018 0.715± 0.027 0.698± 0.039 0.712± 0.050
0.60 0.600± 0.003 0.596± 0.010 0.608± 0.015 0.617± 0.024 0.616± 0.034
0.20 0.208± 0.011 0.204± 0.020 0.218± 0.018 0.208± 0.025 0.190± 0.020
−0.70 −0.705± 0.016 −0.717± 0.036 −0.729± 0.053 −0.661± 0.078 −0.737± 0.095
150 6.6. Bayesian modelling and uncertainty analysis of DEAs
Figure 6.10: The noise in the identified system is reflected in the uncertainty
of n’th order system outputs calculated via its NOFRFs. First (pale blue) and
second (pale green) order output spectra of the system given by Equation (6.82)
with parameters sampled from the covariance matrix with first (blue) and second
(green) order output spectra taken at the MAP parameter estimate. True system
outputs are given in black.
structure detection of known NARX systems. Of course, this represents a much
simpler task than the identification of real systems. To demonstrate the use of the
SVB-NARX algorithm on a real data set it is applied to the structure detection of
the set of six film type DEAs in the following section.
6.6 Bayesian modelling and uncertainty analysis of DEAs
The SVB-NARX is applied to the identification of the set of DEA actuators intro-
duced in Chapter 2. As discussed previously, all six DEA data sets display time
varying behaviour. The algorithm is not appropriate for modelling time-varying
systems. As such, and to provide a direct comparison to identification with the
SEMP algorithm performed earlier in this thesis, the identification is performed
using the same data used previously in Chapter 4. Following the examples in
previous chapters, identification is demonstrated for DEA 5 and then results are
given for the remainder of the set of actuators. The FRO algorithm is also ap-
plied to DEA 5 in order to benchmark the SVB-NARX algorithm against a further
contemporary system identification method.
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The SVB-NARX algorithm is initialised with r = 1000, and hyper-parameters
are initialised so as to produce broad prior distributions: a0 = c0 = 1 × 10−2
and b0 = d0 = 1× 10−4. The super set of model terms is generated by choosing
maximum dynamic order ny = ny = 3 and maximum polynomial order np in line
with the identification performed in Chapter 4. Application of the SVB-NARX
algorithm to the DEA 5 data set results in an identified model containing 13 model
terms in 28 iterations of the algorithm. The chosen model is found at iteration 17,
indicated by the dashed line in Figure 6.12A. Selected model terms and estimated
parameters are given with there 95% confidence intervals, see Table 6.4.
The model identified by the FRO algorithm contains 12 terms. The algorithm
was terminated when the ERR value fell below 1× 10−5, see Figure 6.12B. The
FRO algorithm assigns a large value of ERR (0.99) to the first model term it selects
y(k − 1), after which the ERR rapidly falls to values of magnitude less that 1×
10−3. This makes selection of the final model structure difficult because there is
no obvious point at which the algorithm should be terminated. After the chosen
ERR threshold the values fluctuate around a value ≈ 1−6. The identification with
the SEMP algorithm is performed in Chapter 4.
The SEMP and FRO algorithms both identify models with fewer terms, 11 and
12 respectively, see Table 6.4. This is significantly fewer than for the model identi-
fied with SVB-NARX by Algorithm 6.2. This does not necessarily indicate that the
model identified by SVB-NARX is any more complex. The parameters estimated
by SVB-NARX are regularised due to the prior distribution over the parameters.
Model complexity/over fitting has been penalised automatically as part of the in-
ference. This can be seen by considering the correlation tests performed on the
model, see Figure 6.11. The correlation functions display similar features to those
performed before the for models identified with SEMP, see Figures B.2-B.3. How-
ever in the case of the autocorrelation of the residuals and the function Φξ(ξu),
both tests perform significantly better.
The SVB-NARX performs similarly to the FRO as measured by the MSSE met-
ric calculated over the validation data set. The MSSE for the identified models
are calculated as MSSE = 7.26× 10−4 and MSSE = 7.14× 10−4 for SVB-NARX
and FRO respectively. The SEMP algorithm performs better for DEA 5 with
MSSE = 6.13× 10−4. The Bayesian framework allows for the predictive distri-
bution to be calculated by Equation (6.70). Confidence intervals of 95% are shown
along with the model predicted output and the true system output over small
sections of data (200 data samples) for both the training and validation data. As
should be expected, the model predicted output is confined to the bounds of the
confidence intervals for the majority of the data record. The model has difficulty
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Terms θSVB−NARX θSEMP θFRO
DC - 0.0475 0.0518
yk−1 0.9056 ± 0.0226 0.8950 1.0024
yk−2 - - -0.2471
yk−3 0.1977 ± 0.0293 0.0415 0.1379
uk−1 - 0.4115 -
uk−2 - -0.4216 -
uk−3 - 0.0671 -
yk−1yk−2 - -0.0770 -
yk−1uk−1 - - 3.0050
yk−1uk−2 -0.5504 ± 0.0411 - -5.1093
yk−1uk−3 - - 1.7671
y2k−2 -0.2144 ± 0.0419 - -
yk−2uk−1 0.5725 ± 0.0426 - -2.2368
yk−2uk−2 - - 4.4082
yk−2uk−3 - - -1.7435
u2k−1 0.8962 ± 0.1620 - -
uk−1uk−2 -1.3596 ± 0.3081 - -
uk−2uk−3 1.1632 ± 0.3193 - -
u2k−3 -0.6669 ± 0.1730 - -
y2k−1uk−1 0.3082 ± 0.0497 - -
yk−1yk−2uk−3 -0.5610 ± 0.14721 - -
yk−1u2k−1 - 0.6566 - 0.2914
yk−1u2k−2 - -0.7383 -
yk−1u2k−3 - - -0.2780
y2k−2uk−3 0.3906 ± 0.1061 - -
yk−2uk−1uk−3 - 0.2786 -
yk−3u2k−1 - -0.0366 -
u3k−1 0.2016 ± 0.0386 - -
uk−1uk−2uk−3 -0.3676 ± 0.1317 - -
u2k−2uk−3 0.1755 ± 0.1030 - -
MSSE 7.26× 10−3 6.13× 10−3 7.14× 10−3
Table 6.4: The SVB-NARX, SEMP and FRO algorithms select different terms to
represent the DEA 5 data set. SVB-NARX provides a natural method for calcu-
lating uncertainty bounds on parameter estimates., NARX model terms for DEA
5 identified using SVB-NARX, SEMP and FRO along with their corresponding pa-
rameter values. Parameter values for the SVB-NARX identified model are given
with their 95% confidence intervals.
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Figure 6.11: Correlation tests for NARX models of DEAs identified with the
SVB-NARX algorithm perform better than for the SEMP algorithm. Linear and
non-linear correlation tests for the NARX model of DEA 5 identified using the
VB-NARX algorithm.
modelling the larger peaks in the output and model predictions are poor in these
areas, see Figure 6.12C-D.
The SVB-NARX algorithm is performed on the rest of the set of DEA actuators.
The identified models along with their parameters are given in Appendix D.1.
Correlation tests for the model of each actuator are given in Appendix D.2. It
is interesting to note that very different model terms are selected by the three
different algorithms when modeling all six DEAs, see Table 6.4 and Appendix D.1.
This mirrors the motivation for Chapters 4 and 5 in which emphasis was placed
on comparisons between different models. It is argued that in order to check for
consistency between models a frequency domain description is required. As was
the case in Example 6.5.3, the Bayesian inference performed as part of the SVB-
NARX algorithm provides the posterior distribution over the model parameters.
Sampling from this distribution and mapping the sampled parameters into the
frequency domain as NOFRFs results in a sampled distribution over the n’th order
NOFRFs/output spectra.
In order to apply Algorithm 4.1 to the models in order to generate the system
NOFRFs it is necessary to remove the DC component from the models. However,
it is unclear how this affects the posterior distribution of the model parameters.
To avoid this process sampling is performed from the original models and then
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Figure 6.12: The ’best’ model is obtained automatically by the SVB-NARX algo-
rithm as the model that maximises the variational lower bound, for both FRO
and SEMP a subjective choice of threshold for the ERR is necessary. A) The
SVB-NARX algorithm selects the ’best’ model structure at iteration 17 as marked
by the dashed line. B) The ERR threshold for FRO is chosen as 1× 10−5, ending
the algorithm at the 10’th iteration. C-D The model predicted output (Red) for
the model identified by the SVB-NARX algorithm is shown with the true system
output (Black) and 99% confidence intervals (Gray shaded area). A small section
(200 samples) of both training C) and validation D) data are shown for clarity.
each sampled parameter vector is mapped to the zero equilibrium point.
100 MC samples are drawn from the posterior parameter distribution of the
models of each DEA and the DC component is removed, see Appendix D.2. The
frequency domain mapping is performed for each of the sampled parameter vec-
tors via Algorithm 4.1. The algorithm is initialised as in Chapter 4 for the models
identified with the SEMP algorithm and the n’th order output spectra are calcu-
lated for n = 1, . . . , 3, see Figure 6.13. For EAP 1, 2, 4, 5 and 6 the output spectra
calculated from the SVB-NARX and SEMP identified models are broadly similar,
falling within the range of the spectra calculated by sampling from the posterior
parameter distribution. In the case of DEA 3 the two models give quite different
results. Although the 1st and second order output spectra are similar, the third
order output spectra behaves very differently for the two models.
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Figure 6.13: The frequency domain provides an invariant description of a non-
linear system. Uncertainty can be incorporated into the frequency domain de-
scription by mapping parameters sampled from the posterior distribution. n’th
order output spectra for DEAs 1:6 calculated from models identified using Solid
lines: SVB-NARX and Dashed lines: SEMP given in Table 6.4. Pale colours: A
distribution over each output spectrum is made by sampling from the posterior
parameter distribution.
6.7 Discussion
The aim of this chapter was the development of a novel method for the joint struc-
ture detection and parameter estimation of polynomial NARX models within a
Bayesian framework and the application of this method to the Bayesian system
identification of DEAs. This is achieved by the development of the SVB-NARX al-
gorithm. The use of Bayesian analysis in system identification is appealing because
model complexity is automatically penalised in model selection and uncertainty is
naturally incorporated into the modelling process. However, to the best of the au-
thor’s knowledge, no Bayesian algorithms for the identification of NARX models
that can be performed in closed form exist.
Term selection in the SVB-NARX algorithm is driven by a sparsity inducing
prior, referred to as ARD. ARD allows the data to automatically remove irrelevant
basis functions from the model by regularising each term independently. How-
ever the inclusion of the ARD prior causes the inference problem to be intractable,
necessitating the use of approximate inference methods. VB is used in which the
posterior distribution is approximated by the product of simpler distributions. The
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advantage of the VB approach is that the inference problem can be performed effi-
ciently in a series of closed form update equations, negating the need for sampling
methods.
One of the key advantages of Bayesian inference is that model complexity is
automatically penalised such that model selection can be performed automatically.
In the SVB-NARX algorithm the variational lower bound is conveniently approx-
imated at every iteration of the algorithm. The VLB approximates the marginal
likelihood or model evidence and so can be used as a measure of model quality.
The SVB-NARX algorithm essentially provides a series of models, one identified
at each iteration of the algorithm, on which model selection can be performed
based on the value of the VLB.
A benchmark study is performed using a generative system that is commonly
used in the literature. The algorithm performs favourably in comparison to other
standard identification algorithms such as FRO and SEMP. However, in compari-
son to these alternative contemporary algorithms, the SVB-NARX algorithm devel-
oped here has the ability to identify a full uncertainty model and hence quantify
the uncertainty associated with the identified model. For the purpose of iden-
tifying NARX models within a Bayesian framework only one other algorithm is
available in the literature [8]. The SVB-NARX algorithm has significant advantages
over the RJMCMC algorithm in the use of variational inference which allows the
posterior distribution over the model parameters to be approximated by way of a
series of closed form update equations. The inference step can hence be performed
efficiently without the need for computationally burdensome sampling methods
and is very simple to implement.
Applying the algorithm to the DEA data sets investigated throughout this the-
sis results in models of comparable accuracy to those identified in Chapter 4.
By mapping the model parameters into the frequency domain as NOFRFs it can
be seen how, despite the fact that the time domain models posses very different
model terms, the frequency domain description is easily comparable. The result
highlights the differences in the underlying behaviour of the different DEA actu-
ators. By quantifying the uncertainty in the models it is now possible to show
that the variations in the DEA behaviour cannot be explained by inaccuracy in
the modelling but that the data indicates true differences. Further evidence for
this hypothesis is shown in the similarity in the frequency domain behaviour of
models separately identified using SEMP and SVB-NARX, see Figure 6.13.
The estimation of an uncertainty model for the DEAs raises an interesting
question: how can the uncertainty be quantified in the frequency domain. This
question is partially answered by sampling from the posterior distribution of the
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model parameters and mapping the sampled parameters into the frequency do-
main as NOFRFs. This results in a distribution over the systems output spectra
that give some insight into the characteristics of the frequency domain uncertainty.
This motivates a more rigorous investigation into uncertain behaviour in the fre-
quency domain which will be the subject of the next chapter.
6.8 Summary
In this chapter a novel approach to non-linear system identification of NARX mod-
els within a Bayesian framework is introduced: The SVB-NARX algorithm. The
use of ARD for the pruning of irrelevant basis functions from NARX models has
been demonstrated. Variational Bayesian inference is used in which the posterior
distribution over the parameters is approximated by a factorisable variational dis-
tribution which can be lower-bounded. The Bayesian modelling framework with
ARD then represents a method for sparse estimation of the model parameters.
However, although this is shown to be successful for identifying terms that are
not relevant to the generation of the output, it is not able to successfully identify
the non-linear model structure in one step.
This motivates the development of the SVB-NARX algorithm. The algorithm
uses ARD as a method for driving structure detection. At each iteration of the
algorithm the ARD inference procedure is performed and irrelevant terms are
pruned from the model. Bayesian model selection is then performed on the set of
NARX models that are produced by the iterative pruning.
A series of results are presented to demonstrate the successful application of
the new algorithm. Firstly a benchmark example is performed using data gen-
erated by a synthetic NARX system. The algorithm is then applied to the real
world application of the identification of DEA systems. In all cases the algorithm
is shown to perform well, identifying the correct model structure in the case of
the synthetic examples. It is concluded that the SVB-NARX algorithm developed
in this chapter provides a novel method for the identification of NARX models
within a Bayesian framework.
In the final section the SVB-NARX algorithm is applied to the identification
of DEA actuators. The identified models are shown to be broadly consistent with
those identified in previous chapters by mapping them into the frequency domain
as NOFRFs. MC samples are taken from the posterior parameter distribution and
mapped into the frequency domain to provide a characterisation of the uncertainty
in the system output spectra.
In the next chapter model uncertainty in the frequency domain is investigated
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further for both linear and non-linear systems.
Chapter 7
Uncertainy Analysis in the
Frequency Domain
This thesis is motivated by the modelling and frequency domain analysis of non-
linear systems. In the previous chapter, uncertainty was incorporated into the
modelling process by the use of Bayesian inference. This allows for the natural
description of the model uncertainty via the uncertainty in the model param-
eters. However, as has been argued throughout, the parameters of a time do-
main model provide limited insight into the underlying system behaviour that the
model describes. Mapping the parameters into the frequency domain as GFRFs
and NOFRFs provides a much more transparent insight into the system dynamics.
The current frequency domain description does not take into account the uncer-
tainty in the parameters, providing the motivation for this chapter. The aim of the
work presented here is then: How can uncertainty be included into the frequency
domain analysis?
The uncertainty associated with the FRF has been investigated in other disci-
plines of engineering. It is of particular interest in structural dynamics where the
uncertainty is propagated through finite element models [122] as well as quan-
tifying errors in experimentally gathered FRF measurements [109]. Both of these
methods use the concept of uncertainty propagation, calculating the uncertainty in
the output of some function by considering the uncertainty in the functions input
variables. Classical uncertainty propagation is performed via a Taylor expansion
of the function in question and then using the property of the sum of correlated
variables as described in [53]. The former reference provides the international
standard for calculating measurement uncertainty. This method allows for esti-
mating the uncertainty on real valued data that is the output of some function.
Frequency domain descriptions of a system such as the FRF, however, are com-
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plex, i.e. they consist of a real and imaginary part. For complex valued data there
is no standard method for expressing the uncertainty. The complex statistics ap-
proach estimates the uncertainty in a complex variable as a symmetrical normal
distribution in the real-imaginary space, such that its variance can be quantified by
a single number [97]. Alternatively, the multivariate uncertainty method assigns a
bivariate normal distribution to the complex variable such that a covariance matrix
describes the correlation of the real and imaginary parts [46, 102]. The multivariate
approach has been used to as the basis for propagating uncertainty into complex
variables without the restrictive assumptions of the complex statistics approach
[46, 47].
The multivariate uncertainty propagation approach has previously been used
for quantifying the measurement uncertainty in experimentally gathered data [47,
109]. However, for the application of control, it is common that FRFs are calculated
from data driven models. And, as discussed previously, the frequency domain
description of a system provides the basis for many analysis as well as control
methods. It would therefore be extremely advantageous to be able to estimate
the uncertainty in the FRF directly from the model uncertainty. A previous work
more in line with this goal is presented in [136] in which model parameter values
are sampled from a uniform parameter distribution in some range before being
mapped into the frequency domain using the probing method. Although this
method is readily applicable it has significant disadvantages in the computational
cost of mapping all of the sampled parameters. Furthermore, the assumption of
a uniform distribution on the parameters may not reflect a realistic situation. A
method for estimating the uncertainty in the linear as well as higher order FRFs is
presented based on multivariate uncertainty propagation. The FRF’s considered
are calculated from both ARX and NARX models that are identified from system
input output data. To the best of the authors knowledge this approach has not
been proposed before and as such represents a novel contribution with potential
applications in frequency domain analysis as well as control.
The remainder of the chapter is structured as follows. Firstly, in Section 7.1
the concept of complex uncertainty is introduced and a description of the com-
plex propagation law is given. Then in Section 7.2 the complex propagation law
is applied to first order FRFs as a function of the uncertain NARX model param-
eters. In Section 7.3 the uncertainty is propagated into NOFRFs via the GFRF.
The uncertainty propagation method is then applied to the analysis of frequency
domain uncertainty in DEAs in Section 7.4. Finally, a discussion of the results of
this chapter is made in Section 7.5 followed by a summary in Section 7.6.
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7.1 Complex uncertainty analysis
In this section a discussion is made of how uncertainty can be approximately prop-
agated through some non-linear function into a complex output variable. Firstly
the concept of uncertainty in complex variables is introduced followed by the
available methods for propagating this uncertainty.
7.1.1 Uncertainty in complex valued quantities
When considering the uncertainty associated with a real valued measurement of
a system it is very common to assume that the variable is drawn from a normal
probability distribution [77]. The assumption of normality allows the distribu-
tion to be defined by the statistics of the normal distribution, the mean µ and the
variance σ2. The uncertainty can then be displayed by a percentage confidence
interval which defines the interval in which the measurement falls within a per-
centage probability, see Figure 7.1A.
When the measurement is drawn from a bivariate normal distribution the
statistics are defined by the vector mean µ and covariance given by
Σ =
[
σ1,1 σ1,2
σ2,1 σ2,2
]
(7.1)
where σ1,1, σ2,2 are the variance in the 1’st and 2’nd variate and σ1,2 = σ2,1 is the
covariance between the two. The mean and covariance matrix define a probability
distribution in the space to of two variates that characterise the uncertainty. Anal-
ogous to the univariate measurement where the uncertainty can be displayed as a
confidence interval, for the bivariate measurement a percentage confidence area is
defined by the uncertainty in each variate and the correlation between them [48].
In the space of the two variates the confidence area is an ellipse.
A complex valued variable is often represented in two parts, real and imagi-
nary (commonly plotted on an argand diagram), where
x = a + jb = Re(x) + j Im(x). (7.2)
Complex variables can hence be though of as a bivariate measurement:
X = [Re(x), Im(x)]. (7.3)
In general the variance in the real and imaginary parts of the measurement will
not be independent and can therefore be assumed to be drawn from the bivariate
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normal distribution
X ∼ N
(
X|
[
µRe(x)
µIm(x)
]
,ΣRe(x),Im(x)
)
. (7.4)
Figure 7.1: The uncertainty in a complex variable can be represented by a bivari-
ate normal distribution creating an elliptical uncertainty area in the real imag-
inary space. A) The probability distribution of a real valued univariate variable
with its 95% confidence intervals. B) The elliptical confidence area of a complex
variable represented by a bivariate normal distribution.
The uncertainty in a complex variable is then displayed as an elliptical confi-
dence area in the real-imaginary space, see Figure 7.1B. Another alternative repre-
sentation for complex variables is in gain-phase form, this is very common when
considering systems in the frequency domain and has been used throughout this
thesis. The gain phase representation of a complex variable can also be consid-
ered as bivariate and so can be treated similarly. Care should be taken when using
the gain phase representation however because the uncertainty predictions at near
zero gain can be inaccurate [102].
In Chapters 3 and 4, different frequency domain descriptions, based on GFRFs
and NOFRFs were introduced, that extend the linear FRF to higher order non-
linear systems. The FRFs of all orders are complex valued and can be assumed
to be drawn from a bivariate normal distribution. The following example demon-
strates how the uncertainty is manifested in the FRF of a linear system, however
the concept can easily be extended to the non-linear case.
Example 7.1 Complex uncertainty in first order FRFs.
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Consider the following generative ARX model
yk = θ1yk−1 + θ2yk−2 + θ3uk−1 + θ4uk−2 + ek (7.5)
where
θ =

θ1
θ2
θ3
θ4
 =

0.2
0.1
0.1
0.05
 . (7.6)
where ek is an i.i.d white noise sequence drawn from the normal distribution ek ∼
N (ek|0, σ22 ) where σ2e = 0.0005. The system is simulated for N = 1000 samples
in response to the input excitation signal uk drawn from a uniform distribution in
the range [−0.5, 0.5].
Parameters are estimated using VB inference by Algorithm 6.2, initialised with
a0 = c0 = 1× 10−2 and b0 = d0 = 1× 10−4 . The resulting posterior distribution
on the parameters is normally distributed with mean and covariance given by
θµ =

0.1731
0.1285
0.0989
0.0520
 , Σθ =

0.7909 −0.3635 −0.0010 −0.0773
−0.3635 0.4432 −0.0016 0.0347
−0.0010 −0.0016 0.0063 0.0002
−0.0773 0.0347 0.0002 0.0138
× 10−4. (7.7)
The frequency domain description of the system given by Equation (7.5) is its
first order FRF,
H1(ω, θ) =
θ3e−iω + θ4e−2iω
1− θ1e−iω − θ2e−2iω . (7.8)
The FRF, H1(ω, θ) is therefore a function of an uncertain variable, namely the
vector θ, and therefore it is itself uncertain. Furthermore it is also known to be
complex valued necessitating the use of complex uncertainty analysis.
A Monte Carlo simulation is performed on H1(ω, θ) by drawing NMC = 1000
parameter values randomly from the multivariate normal distributionN (θ|µθ,Σθ).
The real and imaginary parts of H1(ω, θ) are plotted against each other for each
Monte Carlo sample at three different frequency values, ω = 5.52, 5.64 and 5.77,
see Figure 7.2. The covariance matrices between the real and imaginary parts of
H1(ω, θ) are estimated from the Monte Carlo samples, assuming a bivariate nor-
mal distribution, and are given by
ΣH1(θ,ω=5.52) =
[
0.1193 0.0157
0.0157 0.1399
]
× 10−4, ΣH1(θ,ω=5.52) =
[
0.1295 0.0017
0.0017 0.1698
]
× 10−4,
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ΣH1(θ,ω=5.52) =
[
0.1169 0.0100
0.0100 0.2287
]
× 10−4. (7.9)
The covariance matrices are used to calculate 90%, 95% and 99% confidence
intervals which are overlaid on the sampled FRF. The real and imaginary parts of
H1(ω, θ) are also plotted against each other at all frequencies for the true param-
eter vector.
Figure 7.2: The uncertainty associated with the Frequency response function
can be described by the covariance between its real and imaginary parts. Scatter
plots of the real vs imaginary parts of H1 calculated from Monte Carlo samples
of the parameter distribution at ω = 5.52, 5.64 and 5.77 plotted with confidence
bounds and the real vs imaginary parts of H1 at the true parameter vector.
The Figure shows that in this case the approximation that H1(ω, θ) can be de-
scribed by a normal distribution is a good one. The distributions are also skewed,
indicating that it is necessary to consider covariances between the real and imag-
inary parts. It is also clear that the uncertainty in the FRF is a function of the
frequency.
4
The above example provides a motivation for the uncertainty analysis pre-
sented in the remainder of this chapter. It shows that there is covariance between
the real and imaginary parts in the FRF and that these depend on the uncertainty
in the model parameters as well as on the frequency.
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7.1.2 Classical uncertainty propagation
Propagation of uncertainty is the calculation of the uncertainty associated with the
output of some function by considering the uncertainty in its input variables and
how these propagate through the equation. A discussion of the classical treatment
of uncertainty propagation follows.
Firstly consider a function f which is a linear combination of p variables
x1, x2, . . . , xp with coefficients a1, a2, . . . , ap, such that
y = f (x1, x2, . . . , xp) =
p
∑
i=1
aixi = ax (7.10)
where the uncertainty associated with the input variables is described by the co-
variance matrix
Σx =

σ2x1 σx1,2 · · · σx1,p
σx2,1 σ
2
x2 · · · σx2,p
...
...
. . .
...
σxp, σxp,2 · · · σ2xp
 . (7.11)
The variance of the output variable, y, is then given by [53]
σ2y =
p
∑
i
p
∑
j
aiΣxijaj (7.12)
In the general case, f is allowed to take the form of some non-linear combina-
tion of x1, x2, . . . , xp and a linearisation of f has to be performed (except in some
special cases where the variance can be calculated exactly, see for example [43]).
The classical propagation law is found by approximating f by a first order Taylor
expansion
y ≈ f0 +
p
∑
i=1
∂ f
∂xi
xi (7.13)
which is valid only when the uncertainties associated with the input variables are
small enough so that they satisfy the local linear approximation.
The variance of the non-linear function f (x1, x2, . . . , xp) can be found from
Equation (7.12) with
ai =
∂ f
∂xi
(7.14)
producing the classical law of uncertainty propagation
σ2y =
n
∑
i=1
n
∑
i=1
∂ f
∂xi
Σxi,j
∂ f
∂xj
. (7.15)
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This method is used extensively for calculating errors in scientific measure-
ments as recommended in the Guide to the Expression of Uncertainty in Measurement
[53].
7.1.3 Multivariate uncertainty propagation
As shall be seen in Section 7.1.4, when the output variable is complex valued it is
necessary to consider a multivariate form of the propagation law. The multivari-
ate method allows for the estimation of uncertainty for multiple output variables
simultaneously as well as the correlations between them.
The function f considered in the previous section is modified so that it is now
a vector function denoted f of length q with a real valued vector output, y, such
that
y = f (x) = 〈 f1(x), f2(x), . . . , fq(x)〉 (7.16)
The multivariate uncertainty propagation equation is then given by [47, 102,
132]
Σy = JΣx JT (7.17)
where Σy is the covariance matrix for the output vector y and J is the Jacobian
matrix given by
J =

∂ f1
∂x1
∂ f1
∂x2
· · · ∂ f1∂xp
∂ f2
∂x1
∂ f2
∂x2
· · · ∂ f2∂xp
...
...
. . .
...
∂ fq
∂x1
∂ fq
∂x2
· · · ∂ fq∂xp
 (7.18)
Note that for a scalar output, Equation (7.17) reduces to the classical case given
by (7.15). The multivariate propagation law is based on the same approximations
of local linearity as in the univariate case and therefore shares the same limitations.
7.1.4 Propagation of uncertainty in complex valued variables
In order to incorporate the uncertainty analysis of complex valued variables a bi-
variate form of the propagation law is considered. The propagation of Uncertainty
in complex valued variables is developed in [47, 102, 132]. In these works both the
input and output variables of the function are complex valued. Here the input
variables will be the real valued parameters of the NARX model and only the out-
put variable will be complex valued. The discussion presented here is based on
the referenced work but considering a complex valued output only.
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The complex valued output to some vector function f can be represented as the
vector y = [y1, y2], where y1 and y2 represent the real and imaginary components
of the output, such that
y = 〈 f1(x), f2(x)〉 (7.19)
where the functions f1(x) and f2(x) map the input vector x into the real and
imaginary part of the output respectively.
The variance propagation equation is hence given by (7.17) where J is a [2× p]
Jacobian matrix given by
J =
[ ∂ f1
∂x1
∂ f1
∂x2
· · · ∂ f1∂xp
∂ f2
∂x1
∂ f2
∂x2
· · · ∂ f2∂xp
]
(7.20)
The covariance matrix representing the uncertainty associated with the input
variables remains unchanged (i.e. is given by equation (7.22)).
This method therefore allows uncertainty to be approximately propagated
through a non-linear function of multiple input variables into a complex output.
It is therefore in the correct form to approximate the uncertainty in the complex
valued FRF as a function of uncertain model parameters. The approach is adopted
in the following section.
7.2 Application of complex uncertainty propagation to model
based frequency domain analysis.
In this section, variance propagation into a complex valued output variable, out-
lined in the previous section, is applied to the FRFs calculated from polynomial
NARX models. The uncertainty in the model is assumed to be completely charac-
terised by the uncertainty in the model parameters represented by a multivariate
normal distribution. The model based frequency domain analysis techniques in-
troduced in Chapters 3 and 4 make use of both linear and higher order frequency
response functions which are also functions of the uncertain ARX/NARX model
parameters. Uncertainty can therefore be propagated into the complex valued
FRFs by considering the uncertainty associated with the model parameters.
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7.2.1 Uncertainty propagation from linear ARX models into the real and
imaginary parts of FRFs
The ARX model is defined by Equation (3.8) and is repeated here for clarity of
yk =
ny
∑
r=1
θryk−r +
nu
∑
s=1
θny+suk−s (7.21)
where the model uncertainty is characterised by the uncertainty in the pa-
rameter vector θ = [θ1, θ2, . . . , θM]T, drawn from the M = nu + ny dimensional
multivariate normal distribution θ ∼ N (µθ,Σθ) with mean µθ and covariance
Σθ =

σ2θ1 σθ1,2 · · · σθ1,M
σθ2,1 σ
2
θ2
· · · σθ2,M
...
...
. . .
...
σθM,1 σθM,2 · · · σ2θM
 . (7.22)
The Frequency response function for the ARX model is given by
H1(ω, θ) =
∑nus=1 θny+se
−jωs
1−∑nyr=1 θre−jωr
. (7.23)
where the dependence on theta has been shown explicitly. Using Equation (7.19)
and noting that H1(ω, θ) is complex valued, Equation (7.23) can be written as
H1(ω, θ) = H1(ω, θ)
[
1
j
]
(7.24)
where
H1(ω, θ) = 〈Re(H1(ω, θ)), Im(H1(ω, θ))〉 (7.25)
Equation (7.25) is now in the form of which we can apply the multivariate
uncertainty propagation law given by Equation (7.17) such that
ΣRe(H1),Im(H1) = J(ω, θ)ΣθJ(ω, θ)
T, (7.26)
where
J(ω, θ) =
[
∂Re(H1(ω,θ))
∂θ1
∂Re(H1(ω,θ))
∂θ2
· · · ∂Re(H1(ω,θ))∂θM
∂ Im(H1(ω,θ))2
∂θ1
∂ Im(H1(ω,θ))
∂θ2
· · · ∂ Im(H1(ω,θ))∂θM
]
. (7.27)
Differentiating Equation (7.25) with respect to the m’th model parameter
∂H1(ω, θ)
∂θm
=
∂Re(H1(ω, θ))
∂θm
+ i
∂ Im(H1(ω, θ))
∂θm
(7.28)
Chapter 7. Uncertainy Analysis in the Frequency Domain 169
it can be inferred that
Re
(
∂H1(ω, θ)
∂θm
)
=
∂Re(H1(ω, θ))
∂θm
, (7.29)
Im
(
∂H1(ω, θ)
∂θm
)
=
∂ Im(H1(ω, θ))
∂θm
. (7.30)
Substituting equations (7.30) and (7.29) into Equation (7.27) produces the sim-
pler form of the Jacobian matrix
J(ω, θ) =
 Re ( ∂H1(ω,θ)∂θ1 ) Re( ∂H1(ω,θ)∂θ2 ) · · · Re ( ∂H1(ω,θ)∂θM )
Im
(
∂H1(ω,θ)2
∂θ1
)
Im
(
∂H1(ω,θ)
∂θ2
)
· · · Im
(
∂H1(ω,θ)
∂θM
) . (7.31)
It is simple to construct a general formula for the partial derivatives required
in the evaluation of the Jacobian matrix because of the simple form of the first
order FRF.
∂H1(ω, θ)
∂θm
=

e−jωm ∑nus=1 θny+se
−jωs
(1−∑nyr=1 θre−jωr)
2 , if m = 1, 2, . . . , ny,
e−jωm
1−∑nyr=1 θre−jωr
, if m = ny + 1, ny + 2 . . . , ny + nu.
(7.32)
Example 7.2 Uncertainty propagation from a linear ARX model into the
real and imaginary parts of the first order FRF
Consider again the generative system described in example 7.1 given by Equa-
tion (7.8) with first order FRF given by Equation (7.5). The variance is propagated
into the FRF using equation (7.48) where Σθ is given by Equation (7.7) and
J(ω, θ) =
Re( ∂H1(ω,θ)∂θ1 ) Re( ∂H1(ω,θ)∂θ2 ) Re( ∂H1(ω,θ)∂θ3 ) Re( ∂H1(ω,θ)∂θ4 )
Im
(
∂H1(ω,θ)
∂θ1
)
Im
(
∂H1(ω,θ)
∂θ2
)
Im
(
∂H1(ω,θ)
∂θ3
)
Im
(
∂H1(ω,θ)
∂θ4
) (7.33)
where
∂H1(ω, θ)
∂θ1
=
e−jω(θ3e−1jω + θ4e−2jω)
(1− θ1e−jω − θ2e−2jω)2 ,
∂H1(ω, θ)
∂θ2
=
e−2jω(θ3e−1jω + θ4e−2jω)
(1− θ1e−jω − θ2e−2jω)2
∂H1(ω, θ)
∂θ3
=
e−jω
1− θ3e−jω − θ2e−2jω ,
∂H1(ω, θ)
∂θ4
=
e−2jω
1− θ1e−jω − θ2e−2jω
The covariance of the real and imaginary parts of H1(ω, θ) can then be cal-
culated at each value of ω. The sampled covariance matrix of H1 was calculated
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previously in example 7.1 and can be used to provide a comparison. The variance
on the real and imaginary parts of H1(ω, θ) show a very good fit to the sampled
variance. The Monte Carlo samples on the real and imaginary parts are shown in
grey with the sampled variance shown by the blue dotted line. The propagated
variance, shown by the red dotted line, overlays the sampled variance for both the
real and imaginary parts, see Figure 7.3A-B.
A Nyquist plot can be constructed by plotting the real versus the imaginary
part of H1(ω, θ) from ω = 0 to 2pi. Considering mean and covariance of H1(ω, θ)
at each value of ω, the area of confidence in which the true value of ∂H1(ω, θ)
lies within some probability bound can be plotted where the 99% confidence area
is shown in grey, see Figure 7.3C. The sampled distribution of H1(ω, θ) at each
value of ω is well approximated by the propagated variance for the sampled and
estimated distributions at two values of ω, see Figure 7.3D. 4
7.2.2 Propagation of uncertainty into the gain phase frequency descrip-
tion
The real-imaginary frequency description in the previous section is commonly
used for systems stability analysis, however, the gain-phase description is widely
used in many other systems analysis methods. To propagate uncertainty into the
gain and phase of H1(ω, θ) two approaches can be taken. The first method is to
first propagate the uncertainty into the real and imaginary parts for all ω following
the process in Section 7.2.1 and then to reapply the multivariate propagation law,
Equation (7.17), such that [109]
Σ|H1|,∠H1 = J(ω, θ)ΣRe(H1),Im(H1) J(ω, θ)
T (7.34)
where the explicit dependence of H1 on ω and θ has been dropped for clarity of
reading. The Jacobian is given by
J(ω, θ) =
[
∂|H1|
∂Re H1
∂|H1|
∂ Im H1
∂∠H1
∂Re H1
∂∠H1
∂ Im H1
]
=
 Re(H1)√Re(H1)2+Im(H1)2 Im(H1)√Re(H1)2+Im(H1)2
− Im(H1)Re(H1)2+Im(H1)2
Re(H1)
Re(H1)2+Im(H1)2
 . (7.35)
The second method allows the uncertainty to be propagated directly into the
gain and phase without the intermediate step. This is achieved by again using the
multivariate propagation law with
Σ|H1|,∠H1 = J(ω, θ)ΣθJ(ω, θ)
T (7.36)
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Figure 7.3: Propagating uncertainty into the frequency domain as a FRF by
considering the covariance in the ARX model parameters provides an accurate
estimate in comparison to the sampled covariance. The uncertainty in the real
and imaginary parts of H1(ω, θ), given by Equation (7.5), with the ARX model
parameter covariance given by Equation (7.7) A,B) The real and imaginary parts
of H1(ω, θ) plotted against frequency for the true parameter values (Black) with
the Monte Carlo samples of H1(ω, θ) (Grey) with sampled variance (Blue dashed)
and propagated variance (Red dashed). C) Nyquist plot for H1(ω, θ) (Black) with
99% confidence area (Grey). D) Monte Carlo sampled distribution of H1(ω, θ) at
ω = 0.18 and 1.84 with the sampled (Blue) and propagated (Red) confidence areas.
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where
J(ω, θ) =
 ∂|H1|∂θ1 ∂|H1|∂θ2 . . . ∂|H1|∂θp
∂∠H1
∂θ1
∂∠H1
∂θ2
. . . ∂∠H1∂θp
 . (7.37)
Generic expressions for the partial differentials in Equation (7.37) can be found
in terms of the partial derivatives of H1 with respect to the relevant parameter θi
as follows:
Partial derivative of the gain of H1 with respect to the m’th model parameter
Noting that
Re(H1) =
1
2
(H1 + H1), Im(H1) =
1
2j
(H1 − H1) (7.38)
where H1 represents the complex conjugate of H1, and
∂Re(H1)
∂θm
=
1
2
(
∂Re(H1)
∂θm
+
∂Re(H1)
∂θm
)
,
∂ Im(H1)
∂θm
=
1
2j
(
∂ Im(H1)
∂θm
− ∂Re(H1)
∂θm
)
(7.39)
the partial derivative can be found by
∂|H1|
∂θm
=
∂
∂θm
(H1H1)
1
2
=
∂
∂H1
(H1H1)
1
2
∂H1
∂θm
+
∂
∂H1
(H1H1)
1
2
∂H1
∂θm
= −1
2
H1(H1H1)
1
2
∂H1
∂θm
− 1
2
H1(H1H1)
1
2
∂H1
∂θm
=
1
2|H1|
(
H1
∂H1
∂θm
+ H1
∂H1
∂θm
)
=
1
|H1| Re
(
H1
∂H1
∂θm
)
. (7.40)
Partial derivative of the phase of H1 with respect to the i’th model parameter
Taking the derivative of the angle of H1
∂∠H1
∂θm
=
∂
∂X
arctan(X)
∂X
∂θm
, where X =
Im(H1)
Re(H1)
(7.41)
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The derivative of X is given by
∂X
∂θm
=
∂
∂ Im(H1)
(
Im(H1)
Re(H1)
)
∂ Im(H1)
∂θm
+
∂
∂Re(H1)
(
Im(H1)
Re(H1)
)
∂Re(H1)
∂θm
=
1
Re(H1)
∂ Im(H1)
∂θm
− Im(H1)
Re(H1)2
∂Re(H1)
∂θm
. (7.42)
Employing equations (7.38) and (7.39) in Equation (7.42)
∂X
∂θm
=
1
j
(
∂H1
∂θm
− ∂H1
∂θm
)
H1 + H1
(H1 + H1)2
− 1
j
(
∂H1
∂θm
+
∂H1
∂θm
)
H1 − H1
(H1 + H1)2
(7.43)
where the term on the left hand side has been multiplied by a factor of H1 + H1
in the numerator and denominator. Collecting terms
∂X
∂θm
=
2
j(H1 + H1)2
(
H1
∂H1
∂θm
− H1 ∂H1
∂θm
)
=
4
(H1 + H1)2
Im
(
H
∂H1
∂θm
)
=
1
Re(H2)2
Im
(
H
∂H1
∂θm
)
. (7.44)
The derivative of arctan(X) is given by the identity
∂
∂X
arctan(X) =
1
1+ X2
=
1
1+
(
Im(H1)
Re(H1)
)2
=
Re(H1)2
|H1|2 . (7.45)
The general solution is then found by substituting equations (7.44) and (7.45)
into Equation (7.42) such that.
∂∠H1
∂θm
=
1
|H1|2 Im
(
H1
∂H1
∂θm
)
. (7.46)
The partial differentials of the gain and phase of H1(ω, θ) can therefore be
expressed compactly by the equations (7.40) and (7.46) which depend solely on
the partial derivative of H1(ω, θ) with respect to the parameters and on H1(ω, θ)
itself. The task of propagating the uncertainty into the gain and phase of the FRF
therefore requires the calculation of the same differentials as in the real-imaginary
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case. Both methods are able to provide good estimates of the variance in the gain
and phase of the first order FRF
A further example is given to demonstrate the propagation of uncertainty into
the gain and phase.
Example 7.3 Uncertainty propagation from a linear ARX model into the
gain and phase of the first order FRF
In this example the use of the two methods for propagating the uncertainty
in ARX model parameters into the gain and phase of the first order FRF are illus-
trated. The example system described in example 7.1 is again used to demonstrate
the methods.
The first indirect method propagates the models parameter uncertainty first
through the real and imaginary parts and then into the gain and phase. The
covariance, ΣRe(H1),Im(H1), of the real and imaginary parts of H1(ω, θ) was found
in example 7.2 for each value of ω. The covariance of the gain and phase can
then be calculated by a further use of the multivariate propagation law given by
Equation (7.17) where the Jacobian matrix is given by Equation (7.35) and Σx =
ΣRe(H1),Im(H1).
The second method propagates the variance directly and can be performed
using equations (7.34), (7.37, (7.40) and (7.46) where the covariance of the param-
eters are given in example 7.7 and the partial derivatives of H1(ω, θ) are found in
example 7.2.
The covariance estimates found using the two methods are identical to working
precision and so the results are shown together in Figure 7.4A-D. The sampled
variance of the gain and phase of the system are calculated from the MC samples
of H1(ω, θ) in order to provide a comparison. The propagated variance is a very
close match to the sampled variance for both the gain and phase. The propagated
variance (Red dashed line) overlays the sample variance (Blue dashed line) for
both cases, see Figure 7.4A,B. The gain vs phase is plotted for all frequencies along
with the 99% confidence area representing the system uncertainty, see Figure 7.4C.
The distribution of the sampled H1(ω, θ) at ω = 0.18 and 1.84 show the close
fit between the covariance calculated from the sampled data to the propagated
variance, see Figure 7.4D.
4
The example shows how either of the proposed methods can be used to prop-
agate the variance into the gain and phase of the first order FRF.
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Figure 7.4: Propagating uncertainty into the frequency domain as the gain and
phases of the first order FRF by considering the covariance in the ARX model
parameters provides an accurate estimate in comparison to the sampled covari-
ance. The uncertainty in the gain and phase of H1(ω, θ), given by Equation (7.5),
with the ARX model parameter covariance given by Equation (7.7) A,B) The gain
and phase of H1(ω, θ) plotted against frequency for the true parameter values
(Black) with the Monte Carlo samples of H1(ω, θ) (Grey) with sampled variance
(Blue dashed) and propagated variance (Red dashed). C) Gain vs phase plot for
H1(ω, θ) (Black) with 99% confidence area (Grey). D) Monte Carlo sampled distri-
bution of H1(ω, θ) at ω = 0.18 and 1.84 with the sampled (Blue) and propagated
(Red) confidence areas.
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7.3 Uncertainty propagation into higher order frequency re-
sponse functions of non-linear systems.
The uncertainty propagation method can readily be applied to higher order fre-
quency response functions in the form of GFRFs. The propagation law remains
unchanged and can be applied directly to the GFRFs. However, the dimensional-
ity of the GFRFs makes visualising the associated uncertainty difficult even at the
second order FRF because there is a covariance matrix associated with each input
frequency combination. NOFRFs have the same dimensionality as the linear FRF
and so provide a more transparent frequency domain description for expressing
the uncertainty. In this section uncertainty propagation will be used to estimate
the uncertainty in the n’th order output spectra of a NARX model where, as with
the linear case, the uncertainty originates from the model parameters.
The output spectra of a non-linear system is given by Equation (4.40) and is
repeated here for clarity of reading
Y(jω) =
Nm
∑
n=1
Yn(jω)
Yn(jω) =
n−1/2
(2pi)n−1
∫
ω
Hn(jω1, . . . , jωn)
n
∏
i=1
U(jωi)dσnω (7.47)
Employing the multivariate propagation law, given by Equation (7.17), once
again, the covariance in the gain and phase of the n’th order output spectra is
given by
Σ|Yn|,∠Yn = J(ω, θ)ΣθJ(ω, θ)
T, (7.48)
where
J(ω, θ) =
[
∂|Yn|
∂θ1
∂|Yn|
∂θ2
. . . ∂|Y1|∂θM
∂∠Yn
∂θ1
∂∠Yn
∂θ2
. . . ∂∠Yn∂θM
]
. (7.49)
From equations (7.40) and (7.46) the necessary differentials in (7.49) are given
by
∂|Yn|
∂θm
=
1
|Yn| Re
(
Yn
∂Yn
∂θm
)
,
∂∠Yn
∂θm
=
1
|Yn|2 Im
(
Yn
∂Yn
∂θm
)
. (7.50)
The partial differential of the n’th order output spectrum with respect to the
parameters that appear in equations (7.50) are simply computed from Equation
(7.47) by noting that only the n’th order FRF is dependent on the parameters so
that
∂Yn
∂θm
=
n−1/2
(2pi)n−1
∫
ω
∂Hn(jω1, . . . , jωn)
∂θm
n
∏
i=1
U(jωi)dσnω (7.51)
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Note from Equation (7.51) that in order to perform the uncertainty propaga-
tion, partial differentials of the higher order frequency response functions with
respect to the model parameters need to be taken. Conveniently, in general the
higher order FRFs are a function of the model parameters and the FRFs of order
< n. Therefore when differentiating with respect to the m’th parameter, any lower
order FRF multiplying that parameter will not be a function of it as demonstrated
by the following example.
Example 7.4 Differentials of higher order FRFs
Consider the following NARX model
yk = θ1yk−1 + θ2yk−2 + θ3uk−1 + θ4uk−2 + θ5u2k−1 + θ6y
2
k−1 + ek (7.52)
The system is equivalent to the linear system given in example 7.1 with the addi-
tion of both a pure second order input and output non-linearity. The first order
FRF is unchanged by the non-linear terms and is given by Equation (7.8). The 2’nd
order FRF is given by
H2(ω1,ω2) =
θ5e−ipi(ω1+ω2) + θ6H1(ω1)H1(ω2)e−ipi(ω1+ω2)
1− θ1e−i(ω1+ω2) − θ2e−2i(ω1+ω2)
. (7.53)
Note that in general H1(ω) cannot be a function of the parameters associated
with higher order terms, in this case θ5 and θ6. However the denominator of (7.8)
is dependent on the linear terms.
Differentiating H2(ω1,ω2) with respect to θ1
∂H2(ω1,ω2)
∂θ1
=
θ6e−ipi(ω1+ω2)
(
∂H1(ω1)
∂θ1
H1(ω2) +
∂H2(ω1)
∂θ1
H1(ω2)
)
1− θ1e−i(ω1+ω2) − θ2e−2i(ω1+ω2)
(7.54)
+
e−ipi(ω1+ω2)
(
θ5e−ipi(ω1+ω2) + θ6H1(ω1)H1(ω2)e−ipi(ω1+ω2)
)
(
1− θ1e−i(ω1+ω2) − θ2e−2i(ω1+ω2)
)2 (7.55)
and similarly for the differential with respect to θ2. The partial differentials of the
1’st order FRF are given by Equation (7.32). Although the differentiation is simple
to perform it indicates that, in general, it is necessary to evaluate the differentials
of all lower order FRFs. 4
Example 7.5 Differentiation of higher order FRFs with respect to the NARX
model parameters.
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Consider the generative NARX model given by Equation (7.52) where
θ =

θ1
θ2
θ3
θ4
θ5
θ6

=

0.2
0.1
0.1
0.05
0.2
0.5

, (7.56)
and ek is an i.i.d white noise sequence drawn from the normal distribution ek ∼
N (ek|0, σ22 ) where σ2e = 0.0005. The system is simulated for N = 1000 samples
in response to the input excitation signal uk drawn from a uniform distribution in
the range [−0.5, 0.5].
Following from example 7.1, model parameters are again estimated using VB
inference by Algorithm 6.2, initialised with a0 = c0 = 1× 10−2 and b0 = d0 = 1×
10−4, as before. The resulting posterior distribution on the parameters is normally
distributed with mean and covariance given by
µθ =
[
0.1887 0.1081 0.0991 0.0489 0.1978 0.6268
]T
Σθ =

0.0246 −0.0083 0.0000 −0.0016 −0.0004 −0.1219
−0.0083 0.0097 −0.0000 0.0008 −0.0004 0.0011
0.0000 −0.0000 0.0002 −0.0000 −0.0000 0.0002
−0.0016 0.0008 −0.0000 0.0003 0.0001 0.0001
−0.0004 −0.0004 −0.0000 0.0001 0.0013 −0.0094
−0.1219 0.0011 0.0002 0.0001 −0.0094 1.5860

× 10−2,
(7.57)
The covariance in the NARX model parameters is propagated into the n’th
order output spectrum using equations (7.48)-(7.51). The evaluation of the integral
in Equation (7.51) has to be performed approximately. Two different input signals
are used, firstly a signal that is uniform across all frequencies and secondly a
signal with uniform frequency in the range [0, 0.4pi] and zero elsewhere. Both
signals are generated using Equation (4.69). The output spectra relating to the MC
sampled parameters are also calculated using Algorithm 4.1 and the variance in
the gain is found for comparison to the propagated uncertainty.
The propagated variance in the gain of the n’th order output spectra is a good
fit to the sampled variance for both input excitations, see Figure 7.5A-B,D-E. The
output spectrum is approximated as Y ≈ Y1 + Y2, assuming higher orders have
a negligible contribution to the output. The variance in the output spectrum is
Chapter 7. Uncertainy Analysis in the Frequency Domain 179
Figure 7.5: Accurate estimates of the uncertainty in the n’th order output spec-
trum of non-linear systems can be made by the uncertainty propagation method.
The uncertainty in Yn where the uncertainty originates from the covariance in the
parameters given by Equation (7.57). A,B) The gain of Y1 and Y2 in response to
a uniform input response plotted against frequency for the true parameter val-
ues (Black) with the Monte Carlo samples of Y1 (Grey) with sampled variance
(Blue dashed) and propagated variance (Red dashed). C) Gain of Y ≈ Y1 + Y2
in response to a uniform input response D,E,F) As above in response to an input
spectrum of uniform frequency in the range [0, 0.4pi] and zero elsewhere.
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calculated as σ2Y = σ
2
Y1 +σ
2
Y2 and similarly shows a good fit to the sampled variance,
see Figure 7.5C,F. 4
7.4 Frequency domain uncertainty analysis of DEAs using
the propagation method.
The uncertainty propagation method developed in this chapter can be applied to
DEAs in order to estimate confidence intervals for the frequency domain descrip-
tion. Following previous chapters the analysis is demonstrated using EAP 5. In
Chapter 6 it was shown how the uncertainty in the frequency domain descrip-
tion of the DEAs can be found by sampling from the posterior distribution of the
model parameters and mapping the sampled parameters into the frequency do-
main as NOFRFs. The use of the variance propagation method removes the need
for sampling and the variance can be estimated directly from the model.
Figure 7.6: Frequency domain confidence intervals for DEAs can be estimated
accurately using the uncertainty propagation method. First and second order
output spectra for DEA 5 calculated using from the MAP parameter estimates
(Black) and for MC samples of the posterior parameter distribution (Grey). 95%
confidence intervals are shown calculated over the sampled outputs (Blue) and
using the propagation method (Red).
First and second order GFRFs are calculated using the probing method for the
NARX model of DEA 5 identified using the SVB-NARX algorithm in Chapter 6.
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The variance in the first and second order NOFRFs of the system is estimated using
the propagation method outlined in Section 7.3. NOFRFs for DEA 5 corresponding
to the MAP estimate and for parameters sampled from the posterior parameter
distribution are calculated in Chapter 6. The variance in the gain of the sampled
first and second order output spectra is calculated. The propagated variance in
the output spectra closely matches the variance in the gain of the sampled output
spectra, see Figure 7.6. Confidence intervals are calculated for both and are seen
to accurately contain the sampled output spectra.
The complex uncertainty propagation method has therefore allowed for con-
fidence bounds to be estimated for both linear and higher order frequency do-
main descriptions to be calculated to a high degree of accuracy (compared to
the variance of the distribution found via sampling from the posterior parameter
distribution and mapping those into the frequency domain). It shows that the
methodology works well in the real data case and that for the DEAs the assump-
tion of Normality on the FRF distribution appears to be a good one. It is also
further demonstrates the advantages of the NOFRF as the frequency domain de-
scription on which to display the uncertainty bounds. This is because of the low
dimensionality of this representation.
7.5 Discussion
The aim of this chapter was the investigation of uncertainty in the frequency do-
main description of linear and non-linear systems and the development of meth-
ods for the propagation of uncertainty in both ARX and NARX model parameters
into the frequency domain as uncertain FRFs. The frequency domain is commonly
represented in two ways: in Cartesian co-ordinates, which can be considered as
bivariate with real and imaginary parts, and in gain-phase form. Uncertainty can
be considered in either form as an elliptical confidence area. In order to propa-
gate parameter uncertainty in space of the FRF a bivariate approach is therefore
required.
Uncertainty propagation is achieved using the bivariate uncertainty propaga-
tion law, mapping the variance in the model parameters into either the real and
imaginary parts, or the gain and phase of the FRF. The propagation is based on the
assumption that the uncertainty in the output is well approximated by a bivariate
normal distribution and this is shown by example to be a good approximation in
some cases. The uncertainty in the FRF of example systems is calculated using the
propagation method and is shown to provide an accurate description by compar-
ison to uncertainty estimates made by sampling from the parameter distribution.
182 7.6. Summary
The advantage of the uncertainty analysis methodology introduced in this sec-
tion is that uncertainty in the FRFs of both linear and non-linear systems can be
estimated accurately and efficiently. The uncertainty can be displayed in forms
that are useful for both analysis and control design i.e. real-imaginary and gain-
phase. In particular this could be beneficial for the purpose of robust control
design. Robust control caters for plant-model mismatch by taking into account
the uncertainty in the modelling process. This uncertainty is commonly repre-
sented as a percentage error in the physical parameters of some elements of the
system [35]. IT is common, however, that models of the plant are identified using
data driven system identification techniques. It is suggested that by following the
uncertainty propagation method developed here. New methods for robust con-
trol based on the frequency domain uncertainty may be available where stability
and performance can be informed by rigorous data-driven characterisation of the
uncertainty in system dynamics.
In the previous chapter the uncertainty in the frequency domain descriptions
of DEAs was estimated by sampling from the posterior distribution of the NARX
model parameters and mapping each sampled parameter vector into the frequency
domain to build up a distribution. The method developed in this chapter allows
the frequency domain uncertainty to be propagated directly from the uncertainty
in the uncertainty in the NARX model and therefore represents a significantly
more efficient method. The uncertainty estimated by both methods is compared
and the uncertainty propagation method is shown to provide an accurate estimate
to the sampled distribution, see Figure 7.6.
7.6 Summary
In this chapter a novel approach to FRF based uncertainty analysis of linear and
non-linear systems was developed. The method uses complex uncertainty propa-
gation to propagate the uncertainty in the parameters of a NARX model into the
linear FRF as well as higher order GFRFs or NFRFs.
The uncertainty associated with the FRF of both linear and non-linear systems
is investigated. It is shown by example how the probability distribution of the FRF
is well approximated by the bivariate normal distribution, where the two variates
consist of the real and imaginary part of the signal.
The concept of uncertainty propagation is introduced in both the univariate
and bivariate case and is then applied to the application of complex uncertainty
propagation. General formula for the differentials of the gain and phase of a
FRF with respect to the NARX model parameters are given. This allows for the
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parameter uncertainty to be directly propagated into the uncertainty of the gain
and phase.
The complex uncertainty propagation method is then applied to higher order
FRFs in the form of NOFRFs by considering the differentials of the GFRFs with
respect to the NARX model parameters. This allows the uncertainty in the higher
order FRFs and NOFRFs to be estimated.
Chapter 8
Conclusions
8.1 Conclusions and Summary
Previous investigations into the dynamic behaviour of DEAs have focused on the
use of physical first principles models. The potential widespread application of
these actuators as soft actuation devices motivates the development of systems
level modelling and analysis framework presented in this thesis. The framework
allows for the data driven identification of compact and accurate models of DEAs
in a form that is advantageous for control design. The NARMAX model structure
in which the identification is performed allows for the mapping of the NARMAX
model parameters into the frequency domain as GFRFs. GFRF and subsequent
NOFRF analysis provides a frequency domain description of the DEA system
that allows for a clearer understanding of the underlying system behaviour than
analysing the model equations. The frequency domain also allows for a descrip-
tion of the system that is unique, unlike the time domain model, which may be
dependent on the method used for identification.
Higher order frequency response based analysis can therefore be used to di-
rectly compare different DEAs, a comparison that is not possible by considering
the time domain model equations alone. NOFRF analysis is of particular impor-
tance for performing these comparisons because the system NOFRFs are a func-
tion of only one frequency variable and can hence be displayed in two dimensions.
The results of the NOFRF analysis clearly demonstrate that the actuators display
different underlying system behaviours despite being fabricated to the same spec-
ifications.
As well as displaying variations in behaviour across actuators, time varying
behaviour is also observed in each of the DEAs. The observed time variations
cannot be explained by current models of DEAs. However, the characterisation of
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this behaviour is essential in attempting to understand DEA dynamics, improve
fabrication techniques, perform control design and perform fault diagnosis. It is
shown by example that the DEA system can be well described by a single model
structure with time varying parameters. The form of the model structure, i.e. that
it is linear-in-the-parameters allows for recursive parameter estimation techniques
to be used, vastly simplifying the estimation of the time varying parameters and
providing a characterisation of the time varying behaviour.
In order to analyse the time varying system a novel time varying frequency
domain analysis method is proposed and successfully demonstrated. The new
method, TV-NOFRF, decomposes the time domain model into separate time in-
variant models at each sample time. NOFRFs can then be estimated efficiently
from each time invariant model using a least squares based algorithm to build up
a frequency domain description of the time varying phenomena. Application of
the TV-NOFRF method to a set of DEAs shows that the time varying behaviour
is manifested differently in different actuators, for the first time demonstrating
the fact that current fabrication techniques may need improvement if they are to
provide consistent dynamic behaviour in this emerging area.
The comparison of the different DEA actuators does not take into account the
accuracy of the estimated model. There is therefore a question remaining as to
the accurate of the frequency domain descriptions on which the comparisons are
based. This motivates an investigation into characterisation of the uncertainty in
these descriptions. In order to achieve this, the first step is to characterise the
uncertainty in the model on which the frequency domain descriptions are based.
There are, however, very few methods available for quantifying uncertainty in
NARX model descriptions motivating the development of a new algorithm for the
joint structure detection and parameter estimation of NARX models. A Bayesian
approach is taken, in which parameter uncertainty is naturally incorporated into
the modelling process. The novel algorithm, the SVB-NARX algorithm, uses ARD
in order encourage sparsity in the parameter estimates and is used as a basis for
driving term selection. The algorithm is benchmarked against other contempo-
rary algorithms and shown to provide comparable performance on a synthetic
example.
The algorithm has significant advantages originating from the Bayesian frame-
work. Firstly, model selection is performed automatically such that no subjective
choice of threshold for the choice of the final model is necessary, as is commonly
the case with contemporary algorithms. Secondly, model uncertainty is incorpo-
rated naturally and a full probability model is estimated. The system identifica-
tion task is repeated for the DEAs using the SVB-NARX algorithm. The identified
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models have a prediction accuracy that is comparable to those identified with tra-
ditional techniques but now incorporates a posterior distribution over the model
parameters that represents the uncertainty in the model.
Initially, the frequency domain uncertainty is estimated by sampling from the
posterior distribution of the model parameters and mapping each parameter vec-
tor into the frequency domain as NOFRFs. Repeated random sampling builds
up a distribution that is observed to be approximately normal for both synthetic
examples and for the DEAs such that the variance can be calculated and used to
provide confidence bounds on the uncertain NOFRFs. The NOFRF descriptions
calculated using both traditional methods and the new SVB-NARX algorithm are
compared and shown to be similar. The results add weight to the argument that
the frequency domain provides an invariant system description.
The final novel contribution of this thesis is to provide an analytic approach to
approximation of the uncertainty bounds in the GFRF and NOFRF by considering
the uncertainty in the NARX model parameters, identified with the SVB-NARX al-
gorithm. The sampling approach to estimating the distribution of system NOFRFs
is computationally burdensome, particularly at higher non-linear orders, motivat-
ing an investigation into analytical methods presented here. Classical methods
for estimating the uncertainty of the output of some function by considering the
uncertainty in the input is performed by uncertainty propagation. The frequency
domain is commonly represented as a complex number in Cartesian space or in
gain-phase form in a polar space. Application of the propagation law to cater for
a function with a complex output (such as FRFs) requires a multivariate form of
the propagation law.
Previously, complex uncertainty propagation has only been considered for
FRFs calculated directly from experimental data. These approaches differs from
the novel method proposed in this work where uncertainty is propagated into the
frequency domain from the uncertainty in the model parameters. General equa-
tions for the propagation of parameter uncertainty in linear ARX models are de-
rived. The method is successfully demonstrated by propagating uncertainty into
both the complex and gain-phase frequency descriptions. It is also successfully
demonstrated that higher order frequency domain descriptions can be accurately
estimated using the propagation method. The method is further demonstrated
on DEAs using parameter uncertainty estimated with the SVB-NARX algorithm.
It is shown that in both the synthetic and the real data case confidence intervals
calculated from the estimated distributions are a very close to those found by the
sampling method.
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8.2 Future work
This section addresses both limitations and potential improvements to the meth-
ods introduced in this thesis. A number of different research directions of interest
resulting from the work are also discussed.
• Development of variational Bayesian recursive parameter estimation techniques. In
order to extend the uncertainty analysis of models identified using the SVB-
NARX algorithm to the time varying case, methods for recursive parameter
estimation within the variational Bayesian framework are required. On-line
variational Bayes was proposed in [106] and the approach has been adapted
to further applications [79, 115]. The former citation may be appropriate
for data sets with rapidly changing parameters. Statistics are built up re-
cursively as more observations are observed, when the system behaviour
changes so that these statistics no longer represent the data they are reset and
the inference is dominated by the prior. The latter citation proposes a vari-
ational Bayesian method for both filtering and smoothing within state-space
models with point-process observations. However, for the DEAs analysed in
this thesis an approach that is able to estimate slowly varying parameters is
necessary.
The implementation of on-line variational Bayesian inference for the recur-
sive estimation of NARX model parameters requires solving the on-line in-
ference problem for the Bayesian NARX model. Should this be achieved
there is potential to extend the uncertain frequency domain analysis method
to the time varying case. A potential application of this is in health monitor-
ing for non-linear systems using the n’th order output spectra as signatures.
A deviation of these signatures from their original (healthy) state greater
than some level of confidence would indicate a system fault.
• Investigation into the dynamic resolution of the SVB-NARX algorithm. The res-
olution parameter used in the SVB-NARX algorithm directly affects how
many model terms are removed at each algorithm iteration. Selecting a res-
olution value that is too small may result in the pruning of terms that may
otherwise have been selected by the algorithm. However, a small resolution
value also decreases the amount of iterations before termination. In order
to achieve maximum algorithm efficiency while maintaining identification
accuracy a dynamic resolution is therefore proposed. Two approaches are
suggested:
1. The resolution is set as a function of the variational lower bound such
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that the resolution increases with the value of the lower bound. Higher
discrimination will hence be achieved between more probably model
structures.
2. A two stem approach could be investigated whereby the algorithm is
reset with the superset of model terms recorded at the iteration before
any maxima in the variational lower bound is observed.
By taking one of the two suggested approaches better discrimination be-
tween model terms may be achieved while also remaining efficient to com-
pute.
• Development of a toolbox for the DEA identification and analysis framework. The
system identification and model based analysis techniques that constitute
the developed framework for the modelling and analysis for DEAs are dif-
ficult to implement for the non-expert. In order for the framework to be
widely applied in the wider soft robotics/EAP communities a user-friendly
toolbox would be advantageous. A toolbox that performs each step in the
framework, including documentation, is currently under development in the
MATLAB environment. The toolbox will perform the following steps;
1. Joint structure detection and parameter estimation with SEMP.
2. GFRF and NOFRF analysis.
3. TV parameter estimation and equilibrium position.
4. TV-NOFRF analysis
The toolbox ideally would be extended in future with uncertainty propa-
gation into higher orders. The current model based complex uncertainty
propagation software only supports estimation of NOFRF uncertainty at low
orders. This is primarily due to the complexity of the high dimensional in-
tegration over the space of the input frequencies that is required at high
polynomial orders. It would therefore be advantageous to investigate meth-
ods for either approximating this integral or implementing parallel process-
ing techniques to ease the computation burden. Such techniques are readily
available with the recent upgrades to the MATLAB parallel processing tool-
box.
The toolbox will be available open-source so as to have maximum impact to
the scientific community.
• Development of a novel model-based smart manufacturing optimisation method for
soft-smart actuators that will link fabrication parameters to actuator dynamics via
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identified non-linear models and the frequency-domain characteristics. An area of
future work that would be interesting to pursue would be to develop a new
type of model-based design method for smart manufacturing of soft-smart
robot actuators. The key new attribute of this method would be that fabrica-
tion design parameters are included within a non-linear dynamic model of
the actuator. This would allow a new type of model-based optimisation of
the fabrication process, tuned to the specific role or task of the actuator. Due
to the application of this technology to autonomous systems/robotics and
particularly in the interaction with healthcare in the form of assistive robotic
devices, it has the potential to make a useful contribution to this domain.
This approach would make use of outputs from this thesis. The key idea is
in two parts: i) To include within the dynamic model the fabrication design
parameters and then identify the actuator dynamics as a function of these
fabrication parameters. ii) To perform model-based optimisation of the fab-
rication parameters that would give rise to desired dynamic performance of
the actuator. The choice of dynamic characteristics to optimise against will
include both the time and frequency domain, such as, i) time domain: rise-
time, settling-time, overshoot; ii) frequency domain: gain and phase profiles,
and features such as open loop bandwidth. The method could be tested
initially for proof of concept using a single configuration of DEA.
• Development of damage detection/fault diagnosis procedures based on frequency do-
main uncertainty analysis. It is well known that the dynamic properties of
a system can be changed by many forms of damage. The conventional
approach to damage detection is to detect changes in the dynamic system
behaviour from the behaviour observed from the healthy system. NOFRF
based damage detection has been proposed and demonstrated in the liter-
ature [14, 94]. The NOFRF provides a convenient approach because it is a
function of only one frequency variable and so has low dimensionality. The
uncertainty associated with the NOFRF system representation can be found
using the frequency domain uncertainty propagation method. It is suggested
that the confidence bounds calculated from the NOFRF uncertainty will pro-
vide a better indication of whether the differences in the NOFRFs are due to
damage or poorly modelled system behaviour.
• Investigation into robust control design based on complex uncertainty propagation
The final suggestion for work following from this thesis is the investigation
into new methods for linear and non-linear robust control. Robust control
methods commonly consider the worst case scenarios on the physical mea-
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surements (estimated from the known accuracy of the sensors) in order to
form uncertainty bounds. Here, the bound on the frequency domain de-
scription can be found by the rigorous data-driven characterisation of the
uncertainty in the system dynamics. Combining the sparse identification al-
gorithm, SVB-NARX, with the new methods for complex uncertainty prop-
agation provides a starting point for model based robust control design.
Appendix A
Derivations and proofs
A.1 Equivalence for norm regularisation and optimisation
with respect to a norm constraint.
Consider the following two problems:
Problem one: Find the minimum of the regularised cost function given by
equation (3.29) with a regularisation term given by equation (3.30), such that
the optimal value of the parameter vector for a given regularisation constant,
λ, is given by
min
θ
Jλ(θ) := V(θ) + α|θ|q (A.1)
Problem two: Find the minimum of the regularised cost function subject to
a squared norm constraint such that optimal value of the parameter vector
is given by
min
θ
1
2
|V(θ)| (A.2)
s.t. |θ|q − c ≤ 0 (A.3)
The condition for optimality of problem one is given by
∇θ fλ(θ∗(λ)) = 0 (A.4)
where the optimal solution, θ∗(λ) is given in terms of λ explicitly to show its
dependence.
Problem two can be solved with Lagrangian multipliers, the Lagrangian is
given by
L(θ, α) = V(θ) + α(|θ|q − c). (A.5)
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The optimal solution is found where the Lagrangian satisfies the Karush-Kuhn-
Tucker conditions given by
∇θL(θ∗, α∗) = ∇θJα(θ∗) = 0 (A.6)
α∗(‖θ∗‖2 − c) = 0 (A.7)
α∗ ≥ 0. (A.8)
Note that in the first condition, equation (A.6), the gradient of the Lagrangian
is equivalent to the gradient of the cost function in problem one at λ = α∗ be-
cause the constant term, αc, in equation (A.5) differentiates to zero. The second
condition, equation (A.7), implies that an optimal solution is found at c = |θ∗|q.
The optimal parameter vector for problem two is therefore found at θ∗ = θ(λ∗),
i.e. the same as for problem one at the point c = |θ∗|q. The third condition simply
states that α∗ must be positive, which is the same condition given for the original
regularisation problem. 
A.2 Least squares with ridge regression
The ridge regression cost function is given by
JRR = (y−Φθˆ)T(y−Φθˆ) + λθ′θ. (A.9)
Differentiating with respect to the parameter vector and setting the result equal
to zero
dJLS
dθˆ
= −2ΦT(y−ΦθˆRR) + 2λθˆRR = 0 (A.10)
θˆRR(Φ′Φ+ λ) = Φ′y (A.11)
θˆRR = (Φ′Φ+ λ)−1Φ′y (A.12)

A.3 The bias variance trade-off decomposition
Consider the general system given by Equation (3.4) where the function fˆ (x) is
approximating the true function f (x). The expected value of the squared error is
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given by
E[(y− fˆ (x))2] = E[y2 + fˆ 2 − 2y fˆ ] (A.13)
= E[y2] + E[ fˆ 2]− E[2y fˆ ] (A.14)
= Var[y] + E[y]2 +Var[ fˆ ] + E[ fˆ ]2 − 2 fE[ fˆ ] (A.15)
= Var[y] +Var[ fˆ ] + ( f − E[ fˆ ])2 (A.16)
= Var[y] +Var[ fˆ ] + E[ f − fˆ ]2 (A.17)
= σ2y +Var[ fˆ ] + Bias[ fˆ ] (A.18)
where σ2y = Var[y] is an irreducible error and the following identity has been used.
Var[X] = E[X2]− E[X]2. (A.19)
Equation (A.15) follows by noting that
y = f + e (A.20)
and therefore
E[y] = E[ f + e] (A.21)
= E[ f ] (A.22)
= f (A.23)
Since f is deterministic.
A.4 Bayesian inference: completing the square
The posterior distribution is proportional to the product of the likelihood function
multiplied by the prior distribution. Taking the log of the posterior
ln p(θ|y) = ln p(y|θ) + ln p(θ) + C (A.24)
= − 1
2σ2
(y−Φθ)′IN(y−Φθ)− 12 (θ− θ0)
′Σ−10 (θ− θ0) + C (A.25)
where all other terms have beein incorparated into C. Colleting terms in θ
= −1
2
θ′(
1
σ2
Φ′Φ+ Σ−10 )θ+ θ
′(
1
σ2
Φ′y+ Σ−10 θ0) + C. (A.26)
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The likelihood and prior are normal and therefore the posterior is also normal
by conjugacy. The parameters of the posterior distribution can therefore be read
directly from equation (A.26) as
θN = ΣN(Σ
−1
0 θ0 + σ
−2
e Φ
′y) (A.27)
Σ−1N = Σ
−1
0 + σ
−2
e Φ
′Φ (A.28)

Appendix B
Time invariant modeling of DEAs
B.1 Training and validation data for identification of DEAs
The training and validation data is chosen over an approximately time invariant
section of the data record for each DEA. The data sections are given in table B.1
and shown in figure B.1.
DEA Training data [s] Validation data [s]
1 6001-7000 7001-8000
2 401-1400 1401-2400
3 101-1100 1101-2100
4 2501-3500 3501-4500
5 201-1200 1201-2200
6 201-1200 1201-2200
Table B.1: Data sections over which training and validation data is performed.
B.2 Correlation tests for models of DEAs identified with
the SEMP algorithm.
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Figure B.1: Training and validation data used for system identification is chosen
over an approximately time invariant section of the data. The system output for
DEAs 1:6 (Black) showing the training data (blue) and the validation data (red).
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Figure B.2: Linear and Non-linear correlation tests. Linear and Non-linear cor-
relation tests for ARX, NARX and NARMAX models of DEAs 1-3 identified with
the SEMP algorithm.
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Figure B.3: Linear and Non-linear correlation tests. Linear and Non-linear cor-
relation tests for ARX, NARX and NARMAX models of DEAs 4-6 identified with
the SEMP algorithm.
Appendix C
Time varying parameters
estimated by Kalman filtering
with corresponding time varying
equilibrium point
C.1 Kalman smoothing equations
Optimum linear smoothing smoothing for the state space model given by equation
(3.41) with Bk = 0 ∀ k can be performed by the following sets of equations:
Initialisation
y−bk = 0 (C.1)
Y−bk = 0 (C.2)
(C.3)
Backwards Update
y+bk = y
−
bk +φkR
−1
k zk (C.4)
Y+bk = Y
−
bk +φkR
−1
k φ
T
k (C.5)
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Backwards Propagation
Kbk = Y+bk+1(Y
+
bk+1Q
−1
k )
−1 (C.6)
y−bk = A
T
k (I − Kbk)y+bk (C.7)
Y−bk = A
T
k (I − Kbk)Y+bk+1Ak (C.8)
(C.9)
θsk = (I − Ksk)θ+k + Psky−bk (C.10)
Ksk = P
+
k Y
−
bk(I + P
+
k Y
−
k )
−1 (C.11)
Psk = (I − Ksk)P+k (C.12)
C.2 Time varying parameter estimates and equilibrium po-
sition
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Appendix D
Modeling of DEAs with the
SVB-NARX algorithm
D.1 NARX models of DEAs identified with the SVB-NARX
algorithm.
D.2 NARX models of DEAs identified with the SVB-NARX
algorithm with DC component removed.
D.3 Correlation tests for NARX models of DEAs identified
with the SVB-NARX algorithm
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Terms DEA1 DEA2 DEA3 DEA4 DEA5 DEA6
DC term - 0.110909 0.100324 - - 0.106316
yk−1 1.126108 0.635597 0.889559 0.595594 0.905585 0.730234
yk−2 -0.173834 - -0.223545 0.724595 - -0.205051
yk−3 0.128883 - - -0.180362 0.197705 0.101358
uk−1 - - - 0.291770 - 0.531001
uk−2 - - - -0.612404 - -0.448562
uk−3 - 0.182089 0.075806 0.234188 - 0.153306
yk−1yk−3 - -0.139791 - 0.422403 - -
yk−1uk−1 1.590593 1.887260 1.063856 0.885335 - -
yk−1uk−2 -1.391008 -1.555698 -1.015277 - -0.550350 -0.214585
yk−1uk−3 - - - -0.676577 - -
y2k−2 -0.192015 - - -0.720368 -0.214408 -
yk−2yk−3 - - 0.205926 - - -
yk−2uk−1 -0.433729 -0.357084 - - 0.572534 -
yk−2uk−3 - - - 0.346834 - -
yk−3uk−2 0.241243 - - - - -
yk−3uk−3 - -0.176562 - -0.186588 - -
u2k−1 0.158786 - - 0.261109 0.896250 0.782601
uk−1uk−2 - - - -0.287463 -1.359614 -0.791393
uk−1uk−3 - - - - - 0.350320
u2k−2 - - - -0.280386 - -
uk−2uk−3 - - - 0.132932 1.163239 -
u2k−3 - - - - -0.666935 -
y3k−1 - - 0.156436 - - -
y2k− 1yk−2 - -0.201361 -0.217866 - - -
y2k− 1uk−1 - - - -0.324119 0.308154 0.073970
y2k− 1uk−3 - - -0.151059 - - -
yk−1yk−2uk−3 0.221407 - - - -0.561115 -
yk−1u2k−1 - - 0.184908 0.717225 - -
yk−1uk−1uk−2 -0.256614 - - - - -
yk−1u2k−3 - 0.528004 - - - -
y3k−2 - - 0.073089 - - -
y2k−2uk−3 - - - 0.325876 0.390603 -
yk−2y2k−3 - 0.162389 - - - -
yk−2u2k−1 - - - -0.439606 - -
y3k−3 - - -0.029821 - - -
yk−3u2k−1 - - - - - -0.104582
u3k−1 0.154324 0.464028 - - 0.201649 0.116520
u2k−1uk−2 - -0.752792 - - - -
uk−1u2k−2 - 0.259679 - - - -
uk−1uk−2uk−3 - - - - -0.367595 -
u3k−2 - - - -0.093188 - -
u2k−2uk−3 - - - - 0.175457 -
MSSE (×10−3) 3.21 0.40 2.28 0.82 6.13 1.39
Term count 12 14 13 21 15 14
Table D.1: NARX models for DEAs 1-6 and their corresponding parameter values
identified using the SVB-NARX algorithm.
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Terms DEA1 DEA2 DEA3 DEA4 DEA5 DEA6
yk−1 1.071010 0.605321 0.966907 0.799192 0.906256 0.744502
yk−2 1.144899 0.576953 0.877699 0.743252 0.925898 0.776536
yk−3 1.143713 0.569749 0.947516 0.773512 0.903929 0.761207
uk−1 1.078508 0.563436 0.963874 0.780212 0.900850 0.730774
uk−2 1.095771 0.543638 0.904805 0.779177 0.905919 0.722372
uk−3 1.168279 0.588031 0.906421 0.826058 0.901240 0.716879
y2k−1 - 0.598615 0.926397 - - -
yk−1yk−2 - 0.574787 0.893914 - - -
yk−1yk−3 - 0.523254 - 0.804111 - -
yk−1uk−1 1.118131 0.582871 0.920236 0.769886 0.907134 0.697342
yk−1uk−2 1.078778 0.591956 0.895429 - 0.919934 0.745773
yk−1uk−3 1.147176 - 0.876061 0.809024 0.912086 -
y2k−2 1.184365 0.569525 0.908888 0.827937 0.889808 -
yk−2yk−3 - 0.597191 0.916219 - - -
yk−2uk−1 1.122950 0.562417 - - 0.899310 -
yk−2uk−3 1.150481 - - 0.863697 0.896809 -
y2k−3 - 0.530313 0.845378 - - -
yk−3uk−2 1.125967 - - - - -
yk−3uk−3 - 0.564670 - 0.862327 - -
u2k−1 1.164117 - 0.856653 0.780608 0.913121 0.740314
uk−1uk−2 1.162109 - - 0.810132 0.910705 0.726304
uk−1uk−3 - - - - - 0.682808
u2k−2 - - - 0.798357 - -
uk−2uk−3 - - - 0.725628 0.903071 -
u2k−3 - 0.576991 - - 0.922408 -
y3k−1 - - 0.873323 - - -
y2k−1yk−2 - 0.590116 0.910684 - - -
y2k−1uk−1 - - - 0.831102 0.915645 0.744768
y2k−1uk−3 - - 0.905762 - - -
yk−1yk−2uk−3 1.136026 - - - 0.916711 -
yk−1u2k−1 - - 0.828034 0.779376 - -
yk−1uk−1uk−2 1.144712 - - - - -
yk−1u2k−3 - 0.549178 - - - -
y3k−2 - - 0.897069 - - -
y2k−2uk−3 - - - 0.839682 0.918523 -
yk−2y2k−3 - 0.565586 - - - -
yk−2u2k−1 - - - 0.822640 - -
y3k−3 - - 0.949978 - - -
yk−3u2k−1 - - - - - 0.743875
u3k−1 1.127164 0.571477 - - 0.900561 0.739936
u2k−1uk−2 - 0.599565 - - - -
uk−1u2k−2 - 0.585009 - - - -
uk−1uk−2uk−3 - - - - 0.901037 -
u3k−2 - - - 0.819124 - -
u2k−2uk−3 - - - - 0.915745 -
Term count 18 23 21 21 22 14
Table D.2: DC removed NARX models for DEAs 1-6 and their corresponding
parameter values identified using the SVB-NARX algorithm.
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Figure D.1: Linear and Non-linear correlation tests. Linear and Non-linear cor-
relation tests for NARX models of DEAs 1-3 identified with the SVB-NARX algo-
rithm.
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Figure D.2: Linear and Non-linear correlation tests. Linear and Non-linear cor-
relation tests for NARX models of DEAs 4-6 identified with the SVB-NARX algo-
rithm.
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