(1.1) Piz) = 1 + PyZ + p2Z2 + ... + P"Z" + -.
Let S denote the class of functions/(z), regular and schlicht in \z\ < 1, normalized so that/(0) = 0,/'(0) = 1, and where (1. 2) /(z) = z + a2z2 + -+ anz" + -.
Let I denote the class of normalized functions Fiz), regular and schlicht in 0 < | z | < 1, with a simple pole at the origin, and where Also let X* denote the subclass of S consisting of the functions Fiz) which are starlike with respect to the origin in 0 < | z | < 1.
There are several subclasses of S and X whose definition depends upon a connection between /(z) and Piz), or between P(z) and Piz). Problems associated with these various classes frequently involve the task of finding the value on | z | = r < 1 of (1.4) minimum ReFiPiz),zP'iz)) for a given function Fiu,v), analytic in the plane of v, and in the half-plane Re m>0. For example, if Fiz), given by (1.3), is a member of S* what is the radius R * of the largest circle | z | = jR* such that every member of S* is convex for 0 < | z | <; R*< 1? We shall call R* the radius of convexity for the class 2*. Then, since
(1 5) ZI^-= -Piz)
U.a; F(z) AZJ.
(1.6) -Il+"£»!.*,) F 'iz) \ w Piz) ' it follows that R* is the radius of the largest circle | z | = r within which
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(1.7) Re{p(z)-^)>0.
The problem is therefore resolved by the solution of (1.4) for the special case where (1.8) F(u,v) = u-vu~1.
The solution of this problem appears in the proof of Theorems 3 and 4 in §5 of this paper where it is shown that R* = 3~1/2=0.577-. It is interesting to note that the corresponding problem for the class Z has been studied and solved by Golusin in a series of papers [2;3;4;5;6]; see also Geifer [1] . The radius of convexity, Rk, for the class Z is given by a root of the equation (1) (2) (3) (4) (5) (6) (7) (8) (9) W) + Ç-l = °> -*< = 0.559-, where r1 /i -fcV\1/2 (1.10) E(k) = | .( i_xi) dx,
(1.11) K(k) = f l(í-x2)(í-k2x2)Y1/2dx. Jo
For the class 2, the extremal function maps the unit circle on a slit domain D.
Since D is not starlike with respect to the origin we have Rk < R*. But for the class S the radius of convexity is 2 -31/2 [10] , and the extremal function z(l-ez)'2, | e | = 1, is starlike in | z | < 1.
Another example can be seen in the case where F(z) of (1.3) omits the value zero and is starlike in the direction of the real axis for |z| < 1. This means that the real axis cuts the map of|z| = r<lbyw = F(z) in exactly two points for every r near 1. Then [11] (1.12) {iïX)}"1 = hv(e~"'z)(cosp + isinpP(z))
where P(z)e0>, sinp ^ 0 and
Although F(z) need not be schlicht in the unit circle, we may ask what is the largest value of R such that every such F(z) is schlicht and starlike with respect to the origin in 0 < | z | ^ 7?. Since
Re \=^m = Re f " }~ ^ .1 + Re ' ^zPF which will be established in §6 of this paper. We may look upon (1.15) as a particular case of the more general problem (1.4) where here F(u,v) has the special
Equality is attained in (1.14) forz = -ir, v = 0, p = Jt/2, P(z) = (1 -iz) (1 + iz)~\ F(z) = (14-izf-(z -iz2)'1. The value R = 2 -31/2 is best possible since F'(z), •'o we may approximate P(z) by rational functions of the form 1 + ekz (1.19) p"(z) =ZA T^-r-A**] = i, ogpt = l, Zp, = i.
We shall show that the extremal functions for (1.4) are always of the form (1.19) with n ^ 2 for all functions F(u,v) of the class considered. The specific values of the parameters pk, ek will depend upon the given F(u,v). Their values are sometimes difficult to compute but will be obtained for the examples (1.8) and (1.16).
The main theorem of this paper is the following: 
| z0 | < 1, 0 real and arbitrary, p real and small. Here and throughout the paper ( )ĩ ndicates the complex conjugate. Formula (1.28) was derived [12] from an equivalent formula for a starlike univalent function f(z) regular in | z | < 1 due to Hummel [7] .
2. Proof of Theorem 1. From (1.28) we have
where ( )' denotes differentiation with respect to z. From (1.29) we have
Let F(u,v) satisfy the conditions of Theorem 1. We obviously may assume F(u,v) not a constant function since Theorem 1 is trivially true otherwise. In (1.4) we may take z = r > 0. For if P0(z) is an extremal function (the family.î s compact) for (2.5) min Re F(P(r), rP'(r)) = Re F(P0(r), rP'0(r)) PeP then since P(e'ez) e &, we have for any P(z)
by (2.5) where P(e'ez) replaces P(z), and z-r. (2.6) may be written as
From (2.7) it follows that on | z | = r (2.8) min Re F(P(z), zP'(z)) = Re F(P0(r), rP'0(r)).
Consequently, in obtaining the value of the expression (1.4) we assume z = r > 0. We shall need the following lemma. Lemma 1. [P'ir)FuiPir),rP'ir)) + FviPir),rP\r)) {rP'ir) + P\r)}] is a real number for an extremal function Piz) = P0iz) in (2.8).
Proof. Since P0(zeifl) e @ for all 0 we have from (2.8) (2.9) Re FiP0irew), reieP'0ireie)) Z Re FiP0ir), rP'0ir)), (2.10) min Re FiP'Qiz), zP0iz)) = Re FiP0ir), rP'0ir)).
|z|=, For z = rew and a minimum in (2.10) at 0 = 0 we have
Since FiP0, zP'0) is an analytic function of z, the Cauchy-Riemann equations give 
Solving the equation B = 0 (which follows from (2.17) for P0(z0) and replacing z0 by z we obtain the extremal function to be a rational function of the form
where the constants P0, P¿, P'¿, Fu = Fu(rP0(r), rP0(r)), and Fv are evaluated at the fixed point r. Similarly, ,
We should notice in passing that if F(u,v) is independent of v, then F" vanishes identically in (2.20) and (2.21). In this case (z -r)(l -rz) is a factor of the numerator and denominator of the extremal function P0(z) in (2.19). Thus the degree of each polynomial is decreased by 2. From (2.20) we find that <x5 has the value It is remarkable that the degree of P0(z) is quite independent of the function F(u,v) chosen and results solely from the form of the variational formula (1.28) and the fact that Fiu,v) is a function involving no higher derivatives of P(z) than the first. We shall see presently, however, that the degree of the polynomials in the numerator and denominator of P0iz) may be reduced to degree 2. From (2.20) we calculate the coefficients ak and simplify the expressions by means of Lemma 1, or more explicitly by equation (2.13).
(2.24) ao= r\P'0Fu + P¿FV + rP'¿Fv) -rP0iFu -Fv) -2r2P¿F" -r\P¿Fu + P¿FV + rPÖFv) " -r3iP0Fu + P0FVT -2r\P'0Fvy = ir2 -r4)iP'0Ftt + P'0FV + rP1^) ~ rP0iFu -Fv)-r\PQFu + P0Fvy
-2r2P'0Fv-2r\P'oFvy. In §3 we shall show that Q(el°), which is real, has the same sign near each of any two consecutive simple poles sk,ek+l in the interval between them on | z | = 1.
Thus Qie'") has an even number of zeros between each of the poles. It will also be shown that Q(e'9) has at least one zero between consecutive poles. It then follows that Q{z) has at least 2m zeros on | z | = 1 but certainly not more than 4 zeros. Thus m ^ 2. When this fact has been established P0iz) in (2.36) may be written with z = r > 0 in the form ("7) ™_L*±(£Sl)+í-(>±A)
where -1 ^ a ^ 1, \ey | = |e2| = 1.
As in":. ted by (2.8) the solution of finding the value given in (1.4) for a given function Fiu,v) becomes one of finding the precise values of the parameters a, Sy and e2 which nny possibly depend upon the fixed number r. If we let z = re'*, sy = exp iiçb + 9), e2 = exp iiçb -9) in (2.37) then (1.20) and (1.21) of Since ReP0(z) = 0 on \z\ = 1, the corresponding starlike schlicht function f(z) has radial slits. Using the special variation ôw -± i(w -w0) (where the sign is chosen so ôw is directed inward) on one side of a slit from w0 to co, and zero everywhere else we have a "hinging" of one of the radial slits at the point w0 of the slit. This device has been used by Hummel [7] . w0 is chosen far out along the slit so that Q(e'B) is of constant sign on the arc of | z | = 1 which corresponds to the portion of the radial slit which is varied, tpdw tends to zero as w goes to infinity on the slit and is constantly negative. We shall presently show that the square bracket of the integrand in (3.9), when z = r, has its real part equal to and the quantity (3.10) is real and of constant sign by our choice of w0. Since the integrand in (3.9) is of constant sign for z = r and since also ReD 2: 0 for the extremal function P0(z) when z = r it follows that the square bracket in the integrand in (3.9) must have a negative real part. Since the hinge may be made on either side of the slit, it follows that Q(£) on | £ | = 1 is negative near two consecutive poles e~k, e~k+y of P0(z) on the arc between them. Also since f'(z) = 0 at the tip of each radial slit, Q(Q must vanish somewhere between e~k, ëk+1, and in fact vanish an even number of times. So Q(Ç) has at least 2m zeros but not more than 4 and 2m ^ 4, m being the number of simple poles of the extremal function P0(z).
There remains then to show that the real part of the square bracket of the integrand in (3.9), when z = r, has the value given in (3.10). On | £ | = 1 we have |C->.
from (3.12) and (3.13). Here we use the fact that Rew = Re w, and the knowledge that (rP'¿F" + P'0FU + P'0FV) is real.
4. Proof of Theorem 2. For the sake of completeness we shall sketch briefly how Theorem 2 follows by the method of proof used in proving Theorem 1. We shall then give an alternative proof by the method of subordination which is easier and shorter.
If F(u,v) is replaced by the analytic function F(u), Reu > 0, we have F" = 0 in our previous calculations. We have previously noted that in this case the degrees of each of the polynomials in (2.20) and (2. Since (1 -2otrsin0sin0 + r2) ^ (1-r)2 > 0 and (1 -r2)2 -4r(l -r)2cos9costj) (1-r)4 > 0, we need only consider the inequality (5.7) in the case asin0sin</> > 0. Thus asin0 and sintp have the same sign. Since [(1 -r2)2 -4r(l -r)2 cós 0 cos t¡> + 4r2(cos 0 -cos tj))2} is smallest when cos 0 and cos çb have the same sign, it is evident that we need consider the inequality (5.7) only for the case 0<a^l, O<0^7t/2, 0<çb^n/2.
We make the substitution Because of (5.12) when we differentiate a in (5.11) we may treat the o on the right-hand side of (5.11) as if this o were a constant. We obtain 
