We describe the ongoing development of lattice-Boltzmann (LB) computer simulation codes to study flow in porous media at the pore scale. LB simulations have evolved over the past decade and are now used as a tool to calculate both single-and multi-phase flow properties directly at the pore scale using X-ray Micro Tomography (XMT) pore space images. We will review the development of our codes to study flow in two-dimensional micro-models, viscous fingering, chemical reactions, hydrodynamic dispersion and non-Newtonian flow. In three dimensions, we have developed our codes to calculate the flow in XMT images of the pore space, for both single-and multi-phase flow, resulting in predictions of the permeability. Very recently, we have extended the multi-phase flow model to include surfactants for reduction of the interfacial tension and wettability alteration.
Introduction
Over the past decade, Pore Network Modelling (PNM) has become extremely successful as a tool to calculate multi-phase flow properties in porous media (Blunt, 2001) . Pore network models are now established as a theoretical complement to special core analysis (SCAL). They are being used in the industry to assign multiphase flow properties in reservoir models and to predict how these properties vary with rock type and wettability. Indeed, several companies now offer pore-scale modelling services and the subject is firmly in the commercial domain. Recently, some limitations of this approach have been reported in the literature. First, in some cases network models do not seem to be able to make good predictions (Caubit, 2008) : "the combined techniques of imagery and PNM cannot currently be considered as an industrial tool on the whole range of rock investigated in petroleum engineering". In particular, it seems to be extremely challenging to extract unique network models for certain classes of carbonate rocks (Knackstedt, 2006) , particularly those with micro-porosity. For this reason, it is important to revert to fundamentals and to consider a new clas of pore-scale modelling tools that can overcome the problems mentioned above. As pointed out in an excellent review by Ramstad et al. (Ramstad, 2009) , the lattice-Boltzmann (LB) method is uniquely suited to calculate multi-phase flow properties in complex porous media, such as carbonate rocks, directly using pore space images.
Lattice-Boltzmann method
We consider the LB method as a pre-averaged version of the Lattice Gas Automata (LGA) (Succi, 2001) .Within the LGA frame work, fluids are represented by fictional particles with discrete velocities, occupying sites on a discrete lattice. In LGA, the occupation of each lattice site is restricted to an integer number of particles of each phase. The LB method uses a real-valued single-particle distribution function, , defined for each lattice vector at each site x. The mass density of single component σ at a given site x is, then, ∑ .
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The momentum of single component σ is given by
where u is the mean particle velocity. The simulations described here use two components, called `red' and `blue', to represent oil and water. In order to capture fluid dynamics, the distribution function is manipulated by an advection-collision process for each time-step. The values of the distribution function are advected along their velocity vectors, and then a new distribution function is calculated at each site to represent the effect of collision:
where Ω is the collision term. It must be chosen in such a way as to conserve the total mass of each phase at each site and to conserve the total momentum at each site, see (Chin, 2002) . The operator used here is known as the Bhatnagar-Gross-Krook (or BGK) operator. The distribution of particles at equilibrium, , is determined, and the rate at which the particle distribution relaxes to equilibrium is controlled by a time :
It has been shown (Qian et al. (1992) that a suitable choice of equilibrium distribution leads to the reproduction of Navier-Stokes hydrodynamics on sufficiently coarse length-scales. For more details, see (Chin, 2002) .
As one of the models available for binary immiscible fluids, such as oil and water, we use the Shan-Chen generalisation of the lattice BGK model for multi-component fluids with interactions (Shan and Chen, 1993) . In this model the equilibrium distribution is retained but a different velocity is used for each component. It was assumed that, during each collision step, the velocities of each different phase quickly equalise in the absence of forces. The velocity of component σ is perturbed to take account of collisions with other components as well as a small increment due to the force F σ acting on that component. The force F σ includes a gravitational force acting in the z-direction ̂ and an immiscibility force to bring about separation of phases. The model proposed by (Shan and Chen, 1993) has a nearest-neighbour interaction between different phases and , controlled by a coupling constant , so that the full force F σ reads σ
Ψ ̂
In order to model immiscible fluids, may simply be set to ; is set to zero for and , and a positive value for ≠ : for a given component, this will produce a force in a direction directly away from any interfaces. The surface tension simulated is a function of both the coupling constant and the relaxation times of the components. Currently the surface tension of a multicomponent fluid model must be found through simulation. In general, the surface tension increases with increasing coupling constant and decreasing relaxation times. Examination using the Laplace law relationship between the pressure drop across the interface of a bubble and its radius suggests an almost linear relationship between the surface tension and coupling constant, see (Chin, 2002 ).
An alternative way to describe binary immiscible fluids, using a free energy functional approach, was introduced by Yeomans et al. (Swift , 1995) . This description is also known as the Oxford model and is often referred to as a `top-down' LB model, since it imposes a macroscopic free-energy functional. The Shan-Chen model, on the other hand, is a phenomenological `bottom-up' model, since the force term in the equation above is related to microscopic interactions between particles. The advantage of any bottom-up model is that the relation with the underlying microscopic behaviour is retained to a certain extent. However, as a disadvantage it should be mentioned that a change in the underlying parameters often affects more than one macroscopic observable. For example, changing the coupling constant will lead to a change in both the surface tension and the diffusion, see (Chin, 2002) . It may be considered as an advantage of a top-down model that macroscopic parameters (such as surface tension) can be chosen and supplied directly to the model. However, it is not evident that minimizing a free-energy functional, valid in thermodynamic equilibrium, is appropriate when studying a non-equilibrium dynamics problem such as fluid flow. For more detail on immiscible fluid models, we refer to (Succi, 2001) .
Results

Flow of binary immiscible fluids with different viscosities using the Shan-Chen model
First, we have developed a LB model for the flow of binary immiscible fluids (e.g. oil-water) with different viscosities, to study viscous fingering in two dimensions (Chin et al., 2002) . It has been shown (Qian et al., 1992) that for a two-dimensional system, using the D2Q9 lattice, the viscosity of a single pure phase is a function only of its relaxation time :
The viscosity of a mixture of two fluids (red and blue) is given by Shan & Doolen (1995) : where and are the fractions of red and blue, respectively, and , are the relaxation times for red and blue. By choosing relative relaxation times, viscosity ratios up to 10 can be achieved. We used the Shan-Chen interaction model, as described above. The model was first used to study Poiseuille flow in a two-dimensional channel. Good agreement with the analytic solution (for zero interface thickness) was obtained. Then the model was used to simulate the displacement of a fluid by a less viscous one in a two-dimensional channel. Viscous fingering was observed for viscosity ratios M up to O(10). The nature of the viscous fingering depends on the relaxation time and coupling constant, see Figure 1 . 
Structural and dynamical characterization of Hele-Shaw viscous fingering
Viscous fingering occurs in the interfacial zone between two fluids confined between two plates with a narrow gap (Hele-Shaw geometry) when a highly viscous fluid is displaced by a fluid with relatively low viscosity. We have used a modified LB algorithm to investigate the dynamics of spatially extended Hele-Shaw flow by tuning the surface tension and the reactivity between the two fluids [Grosfils et al. (2004) ]. Using an effective drag force to represent the z-dimension of the Hele-Shaw cell, we can now impose a viscosity contrast of O (10 3 ). We discuss the onset of the fingering instability (dispersion relation), analyse the structural properties (characterization of the interface) and the dynamical properties (growth of the mixing zone) of the Hele-Shaw systems, and show the effect of reactive processes on the structure of the interfacial zone. In Figure 2 , we show a snapshot of a LB simulation of viscous fingering in immiscible fluids. In Figure 3 , we present results of a LB simulation of viscous fingering for miscible reactive fluids. 
Flow of non-Newtonian fluids in porous media
The flow behaviour of non-Newtonian fluids is of great interest in the oilfield industry with many downhole applications, such as hydraulic fracturing to increase the oil production from reservoirs with a low natural permeability. For this reason, we have developed a simple non-Newtonian lattice-Boltzmann (LB) model (Boek et al., 2003) . The LB method is well-suited to study flow problems in complex geometries. Because real rocks are very complex, we have chosen to validate our non-Newtonian LB model for flow in simplified geometries; first we study flow in a 2D channel, followed by obstacle flow in a simple 2D porous medium. The Navier-Stokes equation for an incompressible fluid is given by . Here, the fluid velocity is , the density , pressure p, deviatoric stress tensor , and the Einstein summation convention is followed. The symmetric strain-rate tensor is defined as .
For a Newtonian fluid, the stress tensor is simply given by 2 . is the shear viscosity, independent of the shear rate. A commonly used model for a non-Newtonian fluid is the power-law, or Ostwald-deWaele model, where the effective viscosity varies as the local shear rate raised to the power of (n-1), where n is the power law index:
A fluid with n = 1 is Newtonian. For a fluid with n > 1, the effective viscosity increases with shear, and the fluid is termed dilatant, or shear-thickening. For a fluid with n < 1, the effective viscosity decreases with shear, and the fluid is termed pseudoplastic, or shear-thinning.
We have developed a Lattice BGK method for non-Newtonian flow. Aharonov and Rothman proposed a lattice Boltzmann model for power-law fluids which used a matrix collision operator (Aharonov, 1993) . At each step of the algorithm, the local shear rate was calculated, and the collision operator tailored to produce the corresponding local kinematic viscosity. The single relaxation time is varied as a function of local shear rate to give the correct local viscosity. We use a similar method, imposing the relation:
This produces the correct behaviour of the kinematic viscosity; for n = 1, it reduces to a normal lattice BGK model with = . Simulations were run for fluids with n = 0.56, n = 1, and n = 3.0, with a body force applied to the fluid as in previous simulations. The results are shown below in Figure 1 . The steady-state velocity profiles after 100,000 timesteps were then compared with the analytical profiles (Byrd et al., 1960) , showing agreement to within 2%: 
2-D LB simulations of single phase flow in a pseudo two-dimensional micromodel
Here we have compared 2-D and 3-D LB simulations of fluid flow in a pseudo-2D micromodel used in experimental work (Venturoli, 2006 ), see Figure 6 . We show that 2D LB simulations can be used to compute the average velocity field in 3D systems in which the third dimension is small compared with the other two dimensions, and where the velocity component along the third dimension is zero. Correct results are obtained provided a viscous drag force, representing the effect of the third dimension, is used in the 2D model, see Figure 6 and Figure 7 . The use of 2D simulations allows to significantly reduce the computational cost of the calculations, and hence to increase the size and resolution of the systems that can be studied using the LB method. 
Lattice-Boltzmann simulation of flow in realistic 2D porous media
We have studied the flow in a 2D micromodel of Berea sandstone. This micromodel has been engineered based on a thin section of a 3D Berea sandstone rock sample, see (Boek, 2010) . The micromodel has been discretised on a lattice, and bit-mapped (0 pore, 1 obstacle) to create the matrix for the lattice-Boltzmann simulations. A picture of the Berea micromodel is presented in Figure 8 . The permeability of a porous medium can be calculated from Darcy's law. This states that the flow rate is proportional to the force driving the fluid, the coefficient of proportionality being the permeability of the medium K divided by the dynamic viscosity of the fluid μ . Darcy's law can be written as where J is the flow rate per unit area of cross section (flux), is the pressure drop between inlet and outlet, is the fluid density, is a body force (for example gravity) and is the dynamic viscosity of the fluid (with the kinematic viscosity given by ⁄ ) By measuring (or calculating) the flux for different pressure drops (or body force values), and using the equation above, the permeability K can be derived. The permeability has dimensions of an area, and it is measuredbin units of Darcy.
We have calculated the single phase permeability of the micromodel using Darcy's law. To estimate the single phase permeability of the sample, we impose a flow in the positive y direction. The flow is driven only by a body force (and no pressure drop is explicitly present). A correspondence between the body force , and the pressure drop, , can be defined using the following equation:
where p i and p o are the pressures at the inlet and outlet respectively, L is the distance between inlet and outlet, and is the fluid density. The equation above can be used to compare the simulations with experiments, in which usually a pressure drop is used to drive the fluid flow. The dependence of permeability on the Hele-Shaw depth h was investigated, and we performed simulations at 5 different values of the body force for each value of h. We found that the best agreement with the experimental value of K = 445 +/-35 mD is obtained for a Hele-Shaw depth h = 20 [l.u.] . At a lattice resolution 1.16 , this corresponds to an actual depth of 23.2 μm, in excellent agreement with the experimentally observed etch depth of 24.54 μm. The full details of these calculations will be given in a forthcoming paper. Now we present the single phase flow field and compare with experiments available. In Figure 9 , we show a direct comparison between the steady state flow field in a Berea micromodel measured from PIV experiments (Perrin, 2005) and LB simulations (δx=1.16 μm and h=20). We observe that the experimental and computational flow field are in qualitative agreement, in the sense that we identify the same regions of high flow rate in both experiment and simulation. A similar degree of qualitative agreement was found by (Zerai et al., 2005) for a simpler pore geometry where they studied velocity fields in a network model using both PIV experiments and CFD calculations. Next, we calculate the dispersion of tracer particles in the flow field computed from the 2D LB simulations, as described in the previous section. These results can, in principle, be compared directly with micromodel experiments of colloid dispersion [Auset (2004) ]. The probability distributions of tracer displacement, or displacement propagators, from the simulations can be compared with NMR propagators (Scheven, 2005) .
Following (Maier et al. 2000) , in their study of dispersion in sphere packings, LB and Langevin equations can be used to model solvent flow and solute transport, respectively. The random walk of a tracer particle in an external velocity field is modeled by a stochastic differential equation for the particle position 
where is a unit vector whose orientation has a Gaussian distribution with zero mean and unit variance. We use the velocity field obtained from the LB simulations described in the previous section. Then tracer particles are immersed in this velocity field and their evolution in time is computed using the above equations. The velocity field obtained using the value h = 20 (which gave the best results for the permeability calculations discussed above) is shown in Figure 10a . The tracer particles are initialised randomly in the pore space of the micromodel. In Figure 10b the trajectory of a single tracer particle in this velocity field is shown. Note that periodic boundary conditions are applied. However, the displacement propagators are calculated using the total displacement. Typically, we used 10 4 to 10 5 tracer particles to obtain good statistics. In Figure 11 we show the tracer dispersion distributions for different observation times. The dispersion (or propagator) is the probability distribution of the tracer particle displacement (final position minus initial position) after a given amount of time. The shape of the propagators should be exponential at short time, with a peak at zero displacement (stagnant peak). The reason is that, for short observation times, the particles move within one pore. The distributions should become Gaussian for longer times, as the particles start to travel longer distances and to sample more pores. Our results in Figure 11 show the exponential behaviour at short times, and a broadening of the profile as the observation time increases. However, even after 2000 ms, when a fully Gaussian profile is expected, the stagnant peak is still observed. This might be due to the fact that a 2D system has less connectivity than a 3D one, hence the particles trapped in stagnant zones are less likely to diffuse into zones with a non-zero velocity. This is a hypothesis that should be validated using micromodel experiments. 
Lattice-Boltzmann simulation of flow in realistic 3D porous media
We report on the calculation of the flow in a realistic complex 3D porous medium, in this case Bentheimer sandstone. In particular we study the dependence of the permeability measurement on the size of the computational subsample. With increasing sub sample size, we find that the values of the permeability as a function of porosity tend to concentrate in a narrower region of the porosity. Finally, we calculate relative permeability curves for the case of immiscible flow (Boek, 2010) .
The data sets used in this study were extracted from the image of a cylindrical core of Bentheimer sandstone obtained by X-ray microtomography (XMT) at the European Synchrotron Research facility in Grenoble. The XMT image consists of voxels arranged in a 3D lattice. The full data set consists of approximately 800x800x630 voxels, at a resolution of 4.9 . A 3D volume rendering of the data set is shown in Fig. 6 . In the image data, each voxel corresponds to a byte value, which stores a greyscale value that represents the attenuation of the rock at that point in space. This value is proportional to the density of the material: the higher the value, the denser is the system. Typically, the pore space has low attenuation values. The permeability and porosity of this particular sample of rock have not been measured. However, a permeability of 2 Darcy and a porosity of 22% are typical values for Bentheimer sandstones. Using this estimated rock porosity, it is possible to determine a threshold in the greyscale, to discriminate between pores and rock, and use this threshold to filter the attenuation values of the XMT image to generate a binary (0 pore site, 1 rock site) representation of the rock and the pore space. This representation can then be directly loaded into the lattice-Boltzmann code, and used as the rock matrix (solid boundary) for the simulations. We also define the void fraction ϕ in a rock sample as the number of "fluid" lattice points (i.e. the lattice points which are not on a solid obstacle) divided by the total number of lattice points. The void fraction is related to the porosity of the rock, which can be characterised experimentally by e.g. mercury porosimetry. Now we show how the single phase permeability of a realistic rock sample depends on the size of the sample, i.e. on the portion of rock used in the simulations to calculate the flux. The issue is addressed by considering samples of different sizes, and by studying the distribution of permeability as the sample size increases. The largest size we have considered is a 512 3 cube, centered in the middle of the full data set, then a 256 3 cube, also centered in the middle of the full data set. The 256 3 sample has then been divided into 8 and 64 cubes of size 128 3 and 64 3 , respectively. To give an idea of the physical size of these samples, consider that a 64 3 cube has a linear size of 313 μm. The permeability has been computed in all these samples. The values of permeability, K, as a function of void fraction ϕ are reported in Figure 13 . Observe how the data for the smaller size we have considered ( 64 3 ) are more spread-out, both in ϕ and in permeability, while, as the system size increases, the data tend to concentrate into a narrower region. On the average, we found that, based on the 64 3 data, the permeability increases almost linearly with increasing void fraction, although for the smallest samples we observed large fluctuations. Finally, we consider immiscible displacement and relative permeability. We calculate the relative permeabilities for both oil and water, forcing either oil or water or both. The initial condition for the distribution of fluids is a homogeneous saturation of the rock, where the saturation at each node is fixed. This means that, at each lattice site, the fractions of oil and water are fixed. In all cases, we run the simulations until a steady state is achieved. The results are shown in Fig. 11 . In all cases, the rock is considered to be water-wet. We observe that the results for the non-wetting fluid (oil) do not depend on whether only the wetting phase is subject to a driving force or both phases are forced. For the case of the wetting fluid (water), on the other hand, the results depend on whether we force water or both water and oil. For more details, we refer to (Boek, 2010) . 
Surfactants
We present preliminary results of the ongoing development of a diffuse interface model for surfactant adsorption on the interface of two immiscible fluids. Here we use the free energy functional approach, based on the Cahn-Hilliard symmetric binary fluid free energy model to represent two fluids separated by a finite interface of thickness ξ 0 . The free energy model was developed by (Swift, 1995) and later extended to surfactants (van der Sman, 2006) . The free energy is the usual functional of the compositional order parameter (Swift, 1995) :
Note that here, the excess free energy related to may be integrated analytically to provide an expression for the interfacial tension at equilibrium. We will give a full account of our results elsewhere; here we just mention that we have validated the surfactant model for the adsorption on a planar interface, see Figure 15 . 
Conclusions
We have described the ongoing development of lattice-Boltzmann computer simulations for the purpose of studying flow in porous media at the pore scale. We have measured the permeability of a two-dimensional micro-model of a realistic sandstone rock geometry and observe excellent agreement when we compare the experimental and simulation results. Using the LB flow field, we superimpose a random walk algorithm and calculate the tracer dispersion or displacement propagator, which can be directly compared with NMR measurements. We perform calculations in simple 3D capillary geometries, and compare the results with our recently developed Stokes' solver. Then we calculate flow in large 3D XMT pore space images, for which we have developed a highly efficient algorithm. For single phase flow, we observe convergence to the steady state in a matter of minutes. For the case of multi-phase flow, we calculate the transient and find good agreement with experimental values for the relative permeability. Finally, we discuss the development of a surfactant model, which is consistent with the free energy model used for the immiscible fluid phases. We conclude that the Lattice Boltzmann simulation technique is a powerful tool for the prediction of multi-phase flow properties in porous media; as potential element of Special Core AnaLysis (SCAL); and for Enhanced Oil Recovery (EOR) operations.
