e problem of recommending items to users is of high practical importance. For instance, many web services try to nd relevant recommendations for the users, e.g., nding relevant movies, socialmedia friends, restaurants, shopping items, etc. e expansion of the Web and the ever-growing number of people who use web services render the problem of recommendation challenging. e Locality Sensitive Hashing (LSH, for short) is the most known scalable technique for nearest-neighbor search in high dimensional data, and hence the LSH is widely used in most industrial recommendation systems. is paper presents an implementation of the LSH using Google's MapReduce engine. We apply the LSH to a real case study at Google, where we recommend for each web-host a set of outlinks based on the outlink similarity amongst the web-hosts. We identify some performance limitations of the LSH that occur due to speci c properties in the data, and that become signi cant when the scale of the data is large. Furthermore, we present SHRec, a novel technique for scalable recommendation that addresses these performance limitations. Based on real deployment of both SHRec and LSH on Google's infrastructure, and using real data of the crawled Web at Google, where a sample host-level graph of 1.5 Billion web-hosts is extracted, we demonstrate that SHRec is more scalable than LSH. In particular, we show that SHRec is one order of magnitude faster than LSH while achieving be er recommendation quality.
INTRODUCTION
e unbounded growth of the Internet and its users creates numerous web services in which the content presented to a user needs to be personalized. Examples include, but are not limited to, recommending movies or videos, news feed (e.g., see [10] ), shopping items (e.g., see [20] ), etc.
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Collaborative ltering [6] is a technique that has been adopted by several systems to solve the problem of recommending items to users. e technique can be described as follows. Consider a table of users, where each row represents a user and her items of interest. Refer to the example of Figure 1 for illustration. e main idea in collaborative ltering is to nd the nearest-neighbors of a user, say u, according to a certain similarity measure, e.g., Cosine similarity. A er the nearest-neighbors are found, items are recommended to u based on its nearest-neighbors.
Our goal in this paper is to e ciently determine the users' recommendations all-at-once. e goal is motivated by the fact that most web services have strict response-time constraints, and cannot a ord the online computation of recommendations when receiving requests. For these web services, it is common to pre-compute users' recommendations beforehand while periodically refreshing the data. Depending on the web service, the periodic-refresh cycle can be as short as hours or even minutes. erefore, e ciency of recommendation is always a requirement.
As we adopt the collaborative-ltering approach, the above goal of having all-at-once (i.e., holistic) recommendation is challenged by the e cient search for the nearest-neighbors of each user. One approach to nd each user's nearest-neighbors is to evaluate a self join on a database table, i.e., users table of Figure 1 . Given the scale of Google's data, with Billions of users and items, performing an e cient scalable join on the users table is quite challenging. Moreover, it is also challenging to have holistic recommendation on such scale, where all the recommendations for Billions of users need to be computed at once. As we demonstrate in the next sections, one can apply several optimizations to enhance the performance of the computations, but these optimizations can lead to poor recommendation quality, or even worse, lead to lost recommendations for some users. us, there is always a tradeo between the e ciency of computation and the quality of recommendation. is paper studies these challenges using real datasets and real MapReduce [11] implementation of collaborative ltering techniques.
Except for [10] , most existing systems (e.g., [1, 3, [18] [19] [20] 28] ) that address the problem of recommendation are not MapReduce-based and do not support the scale of operation we are targeting (Billions of users and items). [10] is a MapReduce-based system for online recommendation of Google news. e problem addressed in [10] is slightly di erent from the one we address in this paper. e reason is that [10] focuses on online recommendation, while our focus in this paper is to provide a holistic recommendation model, where all the recommendations are pre-computed e ciently. e work in [10] applies the Locality Sensitive Hashing technique (LSH) using the Min-Hash scheme [7, 8] .
Our case study in this paper is to perform link-based recommendation in the Web Graph. In particular, we recommend for each web-host a set of outlinks based on the similarity of the outlinks between the di erent web-hosts. Our case study is motivated by the fact that both the explicit and recommended link structures of the web-hosts provide a rich set of information to be er understand web quality. Moreover, communicating the recommended links to Webmasters helps be er structure their websites and improves the returns from their online presence.
In the case study, we use real data of the crawled Web at Google, where we extract a sample host-level graph of 1.5 Billion web-hosts. We apply the LSH to our case study, and monitor the performance. We identify some limitations that occur due to properties of the data as well as its scale. Furthermore, we present SHRec, a new scalable recommendation technique.
Most existing recommendation techniques, including LSH, try to tackle the problem by starting at each user and nding her nearest-neighbors. For instance, LSH clusters the users based on their similarity, and then for each cluster, performs an all-to-all nearest-neighbor search. e problem with this approach when deployed to our case study in that some clusters end up being large, and hence performing an O(n 2 ) all-to-all nearest-neighbor search at these clusters is quite costly. When analyzing the data of the web-hosts, we nd that the Internet contains many hub hosts, e.g., Facebook, Twi er, Google+, where most of the other hosts point to these hosts. ese hubs lead to similarity between hosts that are not necessarily similar, and hence the clusters of hosts become very big. In particular, in our case study of link-pro ling of the Web, we found that, a er clustering, many clusters have nearly 10% of the data each. One approach to address this problem is to identify the hubs and isolate them from the data before running LSH. However, the problem of identifying the hubs is challenging by itself, and adds to the complexity and latency of the execution.
In contrast to LSH, SHRec does not start from a user, but rather starts from an item. e key idea in SHRec is that if two users, say u 1 and u 2 like an item, say x, then u 1 and u 2 are similar to each others with respect to x. For instance, in Figure 2 , Alice and Bob both like the Gladiator movie. Hence, we conclude that Alice is a candidate to be amongst the nearest-neighbors of Bob, and at the same time, Bob is a candidate to be amongst the nearest-neighbors of Alice. In SHRec, for each item, say i, we generate the candidacy list of nearest-neighbors for each user who likes i. For each user, we aggregate the frequency count of each candidate. e nearest neighbors of each candidate are found from the most frequent candidates. us, in SHRec, we transform the all-nearest-neighbor search, i.e., self join, into an e cient counting process.
Our experimental results demonstrate that, for our case study, SHRec is an order of magnitude faster than LSH. In addition, we show that SHRec achieves more accurate recommendations than , we process the items table instead of the  users table. that of LSH. In particular, we show that SHRec achieves 100% recall for more than 80% of the web-hosts. e rest of this paper proceeds as follows. Section 2 outlines the scope of the problem. Section 3 describes the related work, and gives a detailed study of LSH when applied in a MapReduce pipeline. Section 4 describes SHRec. Section 5 experimentally evaluates SHRec compared to LSH by applying both techniques to the case study of recommending outlinks to each web-host in the Web graph. Section 6 includes concluding remarks.
PROBLEM SETTING
We consider a generic recommendation problem, where the inputs are: a) two tables: Users and Items, and b) a one-to-many relationship between these two tables, i.e., for each user, the relation describes the items that she likes. e goal is to recommend for each user a set of items based on users' similarity. For simplicity, we consider the Jaccard Similarity measure. e Jaccard similarity between two users, say A and B, is the number of common items between A and B divided by the size (i.e., cardinality) of the union of the items of A and B. For instance, if User A is interested in Items x, , and z, and User B is interested in Items t, x, and l, then the Jaccard similarity between A and B is 1 5 . We aim at providing a scalable recommendation system that can provide the recommendations to all the users in advance, i.e., precompute all the recommendations in a holistic manner. ere are several reasons for having this requirement:
• At Google, for instance, the response time required by any of the web-services (e.g., Youtube) has to be very low. Hence, having real-time recommendation for each user is of high importance. One way to achieve that is to precompute the recommendations for all the users (e.g., Youtube users), cache these recommendations, and just retrieve these recommendations as needed.
• In our case study for link-based recommendation in the Web-Graph, having a holistic model of recommendation speeds up o ine analysis and data exploration. For instance, we can compute/enhance various important signals, e.g., PageRank [23] , based on the recommended links of each document. Also, comparing the recommended links with the already existing links of a document can give useful signals about the quality/trustworthiness of that document. Furthermore, having additional links for a webpage can help improve the quality of that webpage by enabling webmasters to be er structure their website through adding new/be er links.
e problem of recommending items for a database of users has been studied extensively in the literature (e.g., see [2] ), where two main approaches have been proposed [4] : content-based ltering and collaborative ltering. In content-based ltering (e.g., [21, 24] ), the goal is to recommend items for a user, say u, that are similar to those items that u has liked (or positively rated) in the past. In other words, content-based ltering is more about modeling the content of each item and measuring the similarity between these items. In contrast, in collaborative ltering (e.g., [6] ), the goal is to identify those users whose tastes are similar to those of the given user, and hence recommend items that these users have liked (or positively rated). us, collaborative ltering is more about modeling each user and nding similarities among users.
Two shortcomings diverge us from applying content-based ltering:
• Because we intend to have a generic system that can be applied to any recommendation domain, e.g., Youtube videos, shopping items, etc., in many of these domains, it is hard to model the content of items. Moreover, in our case study of link-based recommendation in the Web, our goal is to perform recommendation for each document based on its outlinks (not based on the content of a document). us, content-based ltering is not applicable to our case study.
• Because in content-based ltering, recommendation is mainly based on a user's previous activities, the user is usually restricted to seeing items similar to what she already liked or positively rated. It is generally desirable to recommend items that a user has never seen before, and that is precisely why collaborative ltering has an advantage over content-based ltering. For a given user, say u, the recommendations in collaborative ltering are based on users other than u, and hence it is highly likely that these recommendations introduce novel items that have not been rated or seen before by u. Mapping this argument to our case study of outlink recommendation for the documents in the web, it is desirable to avoid the content and the outlinks that are controlled by the document, but it rather makes more sense to recommend outlinks for a certain document, say d, that are di erent from what d already has.
Collaborative ltering techniques can be categorized into two types: model-based (e.g., [5, 13, 14, 16] ) and memory-based (e.g., [12, 22] ). Below, we brie y explain each of these categories.
Model-based techniques use the past ratings of the users to learn a model, which is then used to predict the user ratings for the items that have not been seen by the user. For instance, [6] proposes cluster-based and Bayesian probabilistic models to estimate the user ratings for items. Other research e orts incorporate other probabilistic models, e.g., latent semantic indexing (LSI) [27] , probabilistic latent semantic indexing (PLSI) [17] , Matrix Factorization [26, 29] . e main drawback of these model-based algorithms is that they are computationally expensive and are not straightforward to debug, i.e., a ribute the recommendation to a speci c set of users or items.
Memory-based techniques try to make rating predictions for a given user, say u, based on the ratings of the top-k similar users to u. e pairwise similarity between users can be measured in terms of any distance metric, e.g., Cosine similarity, Jaccard similarity, etc. us, the main goal in the memory-based techniques is to nd the k-nearest-neighbors of each user. is task is very challenging given the scale of the problem, and given our holistic model of computation, where we need to perform recommendations for all users, i.e., perform an all-nearest-neighbor search.
[9] presents a memory-based technique for collaborative ltering that is based on aggregation. e main idea in [9] is to maintain inverted les, i.e., for each item, say i, users who like i belong to i's inverted le. Given a user, say u, [9] scans the inverted les that contain u's items, and determines the similarity between u and other users via aggregation. Similar to [9] , SHRec employs inverted les. However, SHRec distinguishes itself by: 1) being holistic, i.e., SHRec has the ability to nd recommendations for all users rather than a single user as in [9] , and 2) being scalable, i.e., SHRec is based on MapReduce and shares computations among users, while the techniques in [9] are based on a single machine implementation. As we demonstrate in Section 4 it is not obvious to extend [9] to support holistic recommendation on a scalable framework like MapReduce because: 1) the information necessary for correctly computing the similarity scores (e.g., Jaccard) among users is hard to maintain and store in a distributed environment and across a pipeline of MapReduce jobs, and 2) the optimizations in [9] , e.g., the inverse user frequency and the early termination heuristics, can lead to lost recommendations, which contradicts the motivation of holistic recommendation.
To the best of our knowledge, the most scalable existing solution to the problem of nearest-neighbor search in high-dimensional data is the (LSH) technique, which we explain below.
Locality Sensitive Hashing (LSH)
In high-dimensional data, nding the nearest-neighbors of a certain data point is a challenging task.
is is due to the curse of dimensionality [15] , where in most of the cases, the entire space needs to be scanned to ensure the correct determination of the nearest-neighbors of a point. To address this challenge, LSH [15] was introduced to e ciently nd an approximate solution to the nearest-neighbor search problem. e key idea of LSH is to hash the data points multiple times into multiple buckets, where each bucket corresponds to a di erent hashing function. e hashing aims at maximizing the likelihood that two di erent points that are similar will fall within the same bucket. Di erent LSH schemes exist for the di erent similarity measures, e.g., Hamming distance, Cosine similarity, Jaccard similarity, etc. Min-Hashing [7, 8] is an LSH scheme that is well-suited for the Jaccard similarity.
e basic idea in the Min-Hashing scheme is to hash the users such that the probability that two users will have the same hash value is equal to their Jaccard similarity. Because multiple hash functions are used and each user is hashed multiple times, MinHashing can be viewed as a clustering algorithm, where two users belong to the same cluster (i.e., bucket) with probability equals to their Jaccard similarity.
Being our baseline algorithm, below, we give a detailed description of our implementation of LSH as in [10, 25] . Figure 3 depicts a MapReduce pipeline of our implementation of LSH to nd the nearest-neighbors of each user and perform recommendation. In the rst MapReduce job, the goal is to assign each user to a set of clusters. Given the users data, where for each user, the items she likes are given as a list (i.e., vector), a Min-Hash signature vector is computed for each user using projection. Projection is done by performing a dot product between the liked items vector of the given user with a randomly generated vector. e challenge relies in the fact that the length of the randomly generated vector is huge (because the number of items is in the order of Billions). Generating a random vector of such size is quite costly and impractical. To solve this issue, [10] observes that the items ratings vector is sparse, i.e., the number of items liked by a given user is usually low. Hence, it is redundant to generate a random vector of the size of all items while eventually, it will be multiplied mostly by zeros during the dot product operation. us, it is su cient to generate only the required part(s) of the random vector, i.e., those that correspond to non-zeros in the items vector. To achieve that in a parallel platform (i.e., in MapReduce), we use a xed seed at each mapper to generate the random vector entries. e use of xed seeds ensures that an item in the items vector gets the same random value in the generated vector at each of the mappers in the Map phase.
LSH divides the signature vectors of all users into bands, and the similarity between the users is determined based on these bands. Refer to Figure 4 for illustration. LSH hashes each user multiple times into clusters based on the values in each band. e rationale behind this banding can be explained as follows. Two users will be hashed to the same cluster if they have the same Min-Hash signatures at any given band. Observe that although u 1 and u 2 in Figure 4 do not have similar signatures in the top band, this does not mean that they will never be hashed to the same cluster. In the lower band, u 1 and u 2 have similar signatures < 1, 0 >, and hence they will be hashed to the same clusters. us, the banding technique allows multiple chances for two similar users to be hashed to the same cluster. Also, it minimizes the chance of two dissimilar users to be hashed to the same cluster.
In the rst MapReduce job of the pipeline (see Figure 3 (a)), the Map phase determines the Min-Hash signature of each user and outputs for each band, a key-value pair: (cluster id, user id). Procedure 1 gives pseudocode of the Map phase. In the Reduce phase, all the users are grouped by the cluster id. e second MapReduce job (see Figure 3(b) ) reads the contents (users) of each cluster and performs an all-nearest-neighbor search to nd for each user her k-nearest-neighbors. Notice that these k-nearest-neighbors are local w.r.t. the given cluster because each user belongs to multiple clusters. Hence, in the Reduce phase, LSH aggregates the local nearest-neighbors of each user and determines the global nearest-neighbors across all clusters. Once the k-nearest-neighbors of a user are determined, recommendation is performed from the items of these neighbors. Procedures 2 and 3 give pseudocode of the Map and Reduce phases.
Procedure 1 LSH -Clustering -Map
Require: Key: a user, say u. Output (u, priorit Queue. etTop(k)) 8: end for Two performance issues limit the scalability and practicality of LSH given our problem se ings:
• e all-nearest-neighbor search within each cluster is quite costly (of O(n 2 ), where n is the number of users in the cluster). Observe that all the users within a cluster are processed in one single Map job (refer to Figure 3(b) ). us, unless the cluster sizes are small, the whole solution loses its parallelism.
• In many application scenarios, the data may not be separable into small clusters. Many large clusters emerge, which slow down the all-nearest-neighbor search. In particular, in our case study of link-pro ling of the Web, we found that, a er clustering, many clusters have nearly 10% of the data each. Because of dealing with Billions of documents, performing a holistic O(n 2 ) all-nearest-neighbor search at the Mapper corresponding to each of these clusters is impractical.
In the next section, we present our proposed solution that avoids the above limitations. 
// Add recommendations from items liked by neighbors. 13: recommendation.add(nei hbor .iList) 14: end for 15: Output (u, recommendation)
SHREC
In this section, we present our new technique SHRec, a scalable solution for the user-item recommendation problem. Unlike LSH, where processing starts with a user, in SHRec, processing starts with an item. is model of processing enables SHRec to nd the nearest-neighbors of each user without the need to perform the costly O(n 2 ) user-to-user comparisons as in LSH. In contrast to LSH, SHRec counts the common items between the users, which is an e cient operation.
e key idea of SHRec can be described as follows. If a certain item, say i, is liked (or positively rated) by two (or more) di erent users, say u 1 and u 2 , then we conclude that u 1 and u 2 are similar, and hence are candidates to be nearest-neighbors to each others. In other words, an item that is common between two (or more) di erent users contributes to their similarity. e more the common items are, the higher the Jaccard similarity is between the users. SHRec e ciently aggregates the common items between the di erent users through simple counting. Processing in SHRec is divided into two stages; namely the Inversion stage and the Aggregation stage, where each stage is implemented as a MapReduce job. Figure 5 gives an overview of the MapReduce pipeline of SHRec.
Inversion
Given the users and the list of items that each user likes, the goal of this stage of processing is to determine the inverse relation, i.e., for each item, the users who like it. is stage is implemented as a MapReduce job, where in the Map phase, all users are processed; given a user, say u and her liked items list, e.g., (a, b, c), the Map phase outputs pairs on the form (a, u), (b, u), and (c, u). In the Reduce phase, all pairs are grouped by the item id. e output of this MapReduce job is for each item, say i, the users who like i. We refer to the list of users who like an item as the users-like list. Note that the number of items that each user likes is encoded for each user in the users-like list. is information is used in the Aggregation stage (that we describe next) in order to compute the Jaccard similarity between the di erent users. In a similar way, this information can also be used to compute other similarity measures, e.g., Cosine similarity. Observe that in some cases, the output of the Inversion stage might be already available depending on how the user-item relationship is represented. In particular, the data might be represented in terms of items, and for each item, the list of users who liked/bought that item is maintained. In this case, the Inversion stage is not needed. However, if the data is represented in terms of users, i.e., the Inversion stage is inevitable, the overall performance of SHRec is be er than that of LSH as we demonstrate in Section 5.
Aggregation
e Aggregation stage is the heart of SHRec and is also implemented as a MapReduce job. In the Map phase, given the output of the Inversion stage, we process each item as follows. For each item, say i, and its users-like list, e.g., (u 1 , u 2 ), we determine that u 1 is a candidate k-nearest-neighbor to u 2 because both u 1 and u 2 like the same given item i. Similarly, we determine that u 2 is a candidate k-nearest-neighbor to u 1 . e idea is generalized for any number of users in the users-like list corresponding to the given item. In particular, we generate all candidates for each user according to the users-like list. Refer to Figure 6 for illustration, where three users u 1 , u 2 , and u 3 like the same item, so, we output the k-nearestneighbor candidates of each user as shown in the gure.
In the Reduce phase, we group the nearest-neighbor candidates based on the user id. For each user, say u, we aggregate (i.e., count) the number of occurrences, say o, of each candidate user, say , of u. us, o represents the number of common items between u, and .
Computing the Similarity
In order to compute the Jaccard similarity between u and , we need to divide two components:
(1) the intersection of the liked items by both u, and , and (2) the union of the liked items by both u and . e rst component (i.e., the intersection) is available as the number of occurrences o.
e second component (i.e., the union) is computed knowing the number of items liked by u, say |u|, and the number of items liked by , say | |. Recall that these numbers are encoded in the users-like list of each item as discussed in the Inversion stage. In particular, we compute the second component (i.e., the union) as (|u| + | | − o). us, the Jaccard similarity between u and is computed as
. Finally, we output for each user id, the top-k candidates based on the Jaccard similarity measure, and perform recommendation based on these top-k candidates. Observe that other similarity measures, e.g., the Cosine similarity, can be computed using the same encoded information, but with a di erent formulae.
We use a combiner to speed up the aggregation (i.e., counting) stage. A combiner can be viewed as a local reducer at each mapper. Usually, a combiner enhances the performance of a MapReduce job by minimizing the communication between the mappers and the reducers. In the Aggregation stage of SHRec, the mappers compute local-aggregate counts for each user, and pass on these aggregates to the Reduce phase, which computes the global aggregates.
Being at the heart of the pipeline of SHRec, the Aggregation stage transforms the problem of nding the similarity between users to a counting process, which is much more e cient than the costly O(n 2 ) comparisons in LSH. However, when experimenting with our case study, we observe that for a given item, the size of the users-list can be relatively large 1 , and hence computing all the possible candidacy pairs is costly. To address this issue, we apply the inverse user frequency [6] optimization.
Inverse-User-Frequency. Inverse-user-frequency is a well-known technique that enhances the results of collaborative ltering. e technique relates to the information retrieval domain, where word frequencies are typically modi ed by the inverse-documentfrequency in order to reduce the weights of commonly occurring words. e rationale is that a word that exists in any document is not useful to identify the topic of a document. In contrast, a rare word is more representative of a topic, and adds to the uniqueness of the enclosing document. Using the same idea in collaborative ltering, [6] shows that items that are liked by all (or many) users are not helpful in representing the similarity between users. However, items that are less commonly liked amongst users are more representative. [6] de nes the inverse-user-frequency of an item, say i, as f i = log( n n i ), where n is the total number of users, and n i is the number of users who like Item i. Observe that the more the users like Item i, the lower the weight of the inverse-user-frequency is, and vice versa. Also, observe that if an item is liked by most (all) users, then its inverse-frequency weight tends to be zero (or negligible).
We apply the concept of inverse-user-frequency to our solution. In particular, we compute the inverse-user-frequency of each item while processing its users-like list. If the number of users who like a certain item is large, we ignore that item because it has negligible weight. We use a user-de ned parameter to set the threshold of the number of users according to which an item is ignored. We refer to this parameter as the ignore-threshold 2 . If an item is liked by a number of users that is greater than the ignore-threshold, then that item is ignored.
An important observation is that when an item is ignored due to its high user-frequency, its users get no recommendation based on that item. If one or more of these users appear at no other items, then these users will not get any recommendation at all. Unless we carefully enumerate the candidate nearest neighbors for each user, it is likely that we lose the objective of holistic recommendation.
is fact was con rmed in our case study using our real data, where we observed that some web hosts are ge ing no recommendation for the same reason. To address this problem, whenever an item is ignored due to its high user-frequency, for each user, we choose k random candidates from the users-like list. Hence, each user is guaranteed to get at least k random candidates throughout the execution pipeline. us, each user is guaranteed a recommendation, and hence the goal of holistic recommendation is achieved.
Procedures 4 for each user u ∈ uList do 3: for each user ∈ uList do 4: Output (u, ) for each user u ∈ uList do 9: rand ← (k + 1) random candidates from uList 10: for each user ∈ rand do 11: Output(u, ) similarit ← accard(u, c) // Apply the formulae int er sect ion |u |+ |c |−int er sect ion 10: priorit Queue.add(c, similarit ) 11: end for 12: nearestN ei hbors ← priorit Queue. etTop(k) 13: for each nei hbor ∈ nearestN ei hbors do 14: // Add recommendations from items liked by neighbors. 15: recommendation.add(nei hbor .iList) 16 : end for 17: Output (u, recommendation)
Distributed Lookups
Observe that the nal step in SHRec's pipeline is to recommend items for a user, say u, based on the liked items of u's nearestneighbors. Refer to Line 15 in Procedure 5. In order to achieve this, the items liked by each of these nearest-neighbors need to be available at this point in the pipeline. One solution is to maintain the list of items liked by each user throughout the pipeline, i.e., the Inversion and Aggregation stages. Although it is temporary, maintaining such large amount of data throughout the pipeline requires signi cant amount of temporary storage as well as processing time to read/write such data.
To address the above issue, instead of maintaining the list of items liked by each user throughout the pipeline, the items liked by each user are stored in a distributed hash table, where the key is the user id and the value is the list of liked items. During the recommendation step in SHRec, i.e., Line 15 in Procedure 5, we do hash lookups to determine the items liked by each user.
Observe that at the nal stage of the LSH pipeline, recommendation is performed. To have a fair comparison with LSH, we also apply the distributed lookups optimization to LSH pipeline.
EXPERIMENTS 5.1 Case Study
Our case study in this paper is to perform link-based recommendations for the documents in the Web-Graph. As discussed in Section 2, having recommendations for each web-document in the web has several applications, e.g., computing various signals about the web-documents, and also enhancing the quality of websites by introducing new/recommended outlinks.
e Web-Graph can be viewed as a set of documents and the interconnecting links between these documents. Each document has an id and a set of outlinks to other documents. Our goal is to perform recommendations based on the outlinks comprising the inter-connectivity of the graph. We apply the Jaccard Similarity to measure the similarity between the documents in the Web-Graph. In the context of outlinks, the Jaccard Similarity between two documents, say A and B, is the number of common outlinks between A and B divided by the size (i.e., cardinality) of the union of the outlinks of A and B.
In order to have meaningful and useful recommendations, we do not consider the document-level Web-Graph, but rather consider the host-level Web-Graph. We do not directly consider the outlinks between individual web-pages; instead, we consider the outlinks between di erent hosts. For instance, http : //x z.com/1/2/abc.html and http : //x z.com/3/1/lmn.html are considered as two di erent nodes in the document-level graph, but are considered as only one node in the host-level graph because they belong to the same host x z.com.
e reason for choosing to employ the host-level graph in recommendation is that web-pages, that are within the same host, usually link to each other. Hence, two documents within the same host have many common links, i.e., have high similarity. Any collaborative ltering technique that is to be applied on the document-level graph will recommend for each document, say d, outlinks that are within d's host. To determine the host-level graph, we process the documentlevel graph and aggregate the outlinks based on each distinct host.
In particular, we apply a MapReduce job on all the documents. In the Map phase, we read all the documents in the document-level graph, where the key is a document, and the value is the document's outlinks. We extract the host information from the url of each document, e.g., x z.com from http : //www.x z.com/1/2.html. If a document, say http : //x z.com/1.html has an outlink to another document, say http : //abc.com/2.html, then we determine that there is an outlink from Host x z.com to Host abc.com, and hence we emit key-value pair (x z.com, abc.com). In the Reduce phase, we aggregate all the outlinks for each distinct host as a list of strings. Number of Outlinks Number of Web-Hosts Given the host-level graph, we recommend for each web-host, a set of other web-hosts based on the Jaccard Similarity amongst the web-hosts. Figure 7 gives an overview of our case study. For the given web-host of Figure 7 (a) that has outlinks to web-hosts a, b, and c, the recommended outlinks are a, , z, and c. Some of the existing outlinks (e.g., a and c) may be in the recommended links, while others (e.g., b) may not. Also, observe that introducing new outlinks (e.g., and z) in the recommended links can be useful to detect new signals about the web-hosts.
Although reducing the problem to the host-level graph decreases the scale of the problem, the scale challenge still exists. Figure 8 depicts the outlink frequency histogram of a sample host-level Web-Graph that has a total of almost 1.5 Billion web-hosts. e gure shows how many web-hosts exist (y-axis) for each number of outlinks (x-axis). For instance, more than 1.4 Billion web-hosts have 1 to 10 outlinks, about 48 Million web-hosts have 10 to 100 outlinks, etc.
Experimental Setup
We implemented both the LSH and SHRec techniques as explained in Sections 3 and 4, respectively. Experiments are conducted at Google using a cluster of 2000 machines running Google's MapReduce [11] , where each machine has 2 GB of main-memory and 5 GB of disk space. e dataset we are using is based on Google's crawled web-documents , out of which, we extract a sample host-level graph of 1.5 Billion nodes.
In all the experiments, we set the value of k to 10 in the nearestneighbor search. We set the required number of recommended outlinks per web-host to be 130% of the existing number of outlinks in a web-host. For instance, if a certain web-host, say h, already has 10 outlinks, then we recommend 13 outlinks for h from its 10 nearest-neighbors. If the nearest-neighbors of h have less than 13 outlinks, then we just copy all the outlinks in the nearest-neighbors as recommended outlinks for h.
For LSH, we represent the Min-Hash signature as a bit vector. In our experiments, we set the number of bits in the signature to be 500 bits, and the number of bands to be 10. We tried di erent combinations for the signature size and the number of bands in the LSH technique, and these values were the ones that achieved the best possible performance for the given data. In SHRec, we set the ignore-threshold to 1000.
Scalability
In this experiment, we measure the execution time of SHRec and LSH. We execute both LSH and SHRec on the 1.5 Billion nodes hostlevel graph, and monitor the execution time. We found LSH to be slow due to its O(n 2 ) all-nearest-neighbor search that is performed at each of the clusters without any parallelism (i.e., at a single mapper) (refer to Figure 3(b) ). We analyzed the cluster sizes in LSH. Figure 9 gives the histogram of the cluster sizes reported by LSH.
e majority of clusters are of small size; more than 86 Million clusters were of size < 10. However, more than 100 thousand clusters are of size > 100 Furthermore, more than 5000 clusters are of size > 1 Million. To speedup the execution of LSH, we decided to avoid the costly O(n 2 ) search in each of the large clusters. In particular, for clusters of size > 10000, instead of computing the nearest-neighbors for each web-host by checking it against all the web-hosts in the cluster, we simply select k random web-hosts as the k-nearest-neighbors. However, even with this change, SHRec is found to be an order of magnitude faster than LSH as Table 1 In contrast to LSH, SHRec avoids the quadratic search by transforming the problem to a counting problem, where we simply aggregate the candidate pairs corresponding to each item, and hence SHRec is e cient.
ality of Recommendation
In this experiment, we measure the quality of the recommendation of SHRec and LSH. Our performance measure in this experiment is the recall. Measuring the recall is challenging because there is no ground-truth in recommendation. To have a meaningful evaluation, we consider the existing links in each web-host as our ground-truth.
In particular, for a given web-host, say h, the recall is computed as n e n t , where n e is the number of outlinks that already exist in h and also exist in the recommended outlinks for h, while n t is the number of outlinks in h. e rationale is that if the recommended outlinks contain the existing links (i.e., high recall), then this adds to the trustworthiness of our recommendation. In contrast, if the recommended links are oblivious to the existing links, then this should indicate poor recommendation. Table 2 gives the recall values for SHRec compared to those of LSH. e gure exploits four di erent categories for the di erent outlink frequencies per web-host, i.e., for web-hosts with 1-10 outlinks, web-hosts with 10-100 outlinks, etc. Each entry in the gure corresponds to the percentage of web-hosts for which a certain recall value is achieved. Each percentage value is measured as the Table 2 : Recall of SHRec and LSH for di erent outlink-count categories. Each entry is the ratio of the web-hosts achieving a certain recall value. e ratio is computed relative to the total number of web-hosts (1.5 Billion). SHRec achieves a recall of 1 for more than 80% of the web-hosts, while LSH achieves a recall of 1 for only 72% of the hosts. 
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number of web-hosts achieving a certain recall value divided by the total number of web-hosts (1.5 Billion). As the gure demonstrates, SHRec achieves be er recall than LSH. On the one hand, for a recall of 0.01 (i.e., low recall), there is about 8% of the web-hosts in SHRec, and about 23% of the web-hosts in LSH. On the other hand, for a recall of 1 (i.e., high recall), there is about 81% of the web-hosts in SHRec, and about 72% of the web-hosts in LSH. In other words, for low recall values, SHRec has less percentage of web-hosts than LSH, and for high recall values, SHRec has higher percentage of web-hosts than LSH; this occurs at (almost) each entry in the gure. Similarly to Table 2, Table 3 gives the recall values for SHRec compared to those of LSH, but each percentage value in the gure is measured as the number of web-hosts in a certain outlink-count category achieving a certain recall divided by the number of web-hosts within that category. For instance, for the category of hosts with outlink-count 1-10, SHRec achieves a recall of 0.01 for 8% of the webhosts in this category, while LSH achieves a recall of 0.01 for 22% of the web-hosts in this category. As the gure demonstrates, SHRec achieves be er recall than LSH for each outlink-count category. On the one hand, for recall of 0.01 (i.e., low recall), SHRec has (8%, 4%, 3%, and 15%) of the web-hosts in each of the (1-10, 10-100, 100-1000, and 1000-10000, respectively) categories, while LSH has (22%, 52%, 47%, and 62%) of the web-hosts in each of these categories. On the other hand, for recall of 1 (i.e., high recall), SHRec has (84%, 10%, 9%, and 7%) of the web-hosts in each of the (1-10, 10-100, 100-1000, and 1000-10000, respectively), while LSH has (74%, 4%, 6%, and 1%) of the web-hosts in each of these categories. Observe that the majority (96%) of web-hosts fall in the outlink-count category of (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) , and that SHRec is superior to LSH in this category w.r.t. the recall values. Furthermore, SHRec has be er recall values at each of the other three categories.
One reason for the relatively low accuracy of LSH can be a ributed to the way we handle large clusters, where for each web-host in a large cluster (i.e., of size > 10000) we select k random webhosts as the k-nearest-neighbors in order to avoid the costly O(n 2 ) nearest-neighbor search.
is random selection has a negative impact on the accuracy of LSH.
CONCLUDING REMARKS
is paper presents an industrial MapReduce-based implementation of the LSH technique that is applied to a real host-level graph of 1.5 Billion hosts crawled at Google. e paper identi es the performance limitations of LSH, and presents SHRec, a new scalable technique that addresses these limitations. Leveraging the advantages of nearest-neighbor collaborative ltering and MapReduce, SHRec is composed of two stages; namely the Inversion stage and the Aggregation stage. e main insight behind SHRec is to transform (i.e., invert) the representation of the data into pairs of (item, users-like-list) instead of the traditional representation of (user, items-list) pairs. is transformation enables SHRec to e ciently aggregate the common items between the users (in the Aggregation stage), and hence determine the nearest-neighbors of each user through a simple counting procedure. In our case study, we compare SHRec against LSH, and we nd that SHRec is an order of magnitude faster while achieving be er recommendation quality.
