Although a great deal of experimental evidence supports the notion of a Reichardt correlator as a mechanism for biological motion detection, the correlator does not signal true image velocity. This study examines the accuracy with which realistic Reichardt correlators can provide velocity estimates in an organism's natural visual environment. The predictable statistics of natural images imply a consistent correspondence between mean correlator response and velocity, allowing the otherwise ambiguous Reichardt correlator to act as a practical velocity estimator. Analysis and simulations suggest that processes commonly found in visual systems, such as prefiltering, response compression, integration, and adaptation, improve the reliability of velocity estimation and expand the range of velocities coded. Experimental recordings confirm our predictions of correlator response to broadband images.
INTRODUCTION
Since its introduction by Hassenstein, Reichardt, and Varjú , 1 as the first mathematical model of biological motion detection, the Reichardt correlator model has gained widespread acceptance in the invertebrate-vision community. Most spatiotemporal energy models, currently the dominant models for motion detection in vertebrates, are mathematically equivalent to correlator models. 2 Correlator models have been applied directly to explain motion detection in humans, birds, and cats. [3] [4] [5] After 40 years of physiological investigation, a fundamental issue raised by Reichardt and his colleagues in their initial studies remains unanswered. Although both insects and humans appear capable of estimating image velocity, 6 ,7 the basic correlator model does not function as a velocity estimator. It reliably indicates directional motion of sinusoidal gratings, but the response depends on contrast (brightness) and spatial frequency (shape) as well as on velocity. 8 The correlator is a nonlinear system, and its response to a moving broadband image, such as a natural scene, varies erratically as a function of time. In the absence of additional system components or assumptions, the raw output of a basic Reichardt correlator provides an inaccurate, ambiguous indication of image velocity. Some authors have concluded that animals that are capable of uniquely estimating velocity must possess either collections of differently tuned correlators 9 or an alternative motion-detection system that does not suffer from these problems. 6 Before discarding the Reichardt correlator as a velocity estimator, however, one must consider the behavior of a realistic correlator in a natural environment. Previous experimental studies have typically focused on responses to laboratory stimuli such as sinusoidal or square gratings; theoretical studies have modeled the response of an idealized correlator to these artificial stimuli. In this study, we first examine the responses of a Reichardt correlator to motion of natural broadband images. Recent work has shown that certain image statistics are highly predictable in the natural world. [10] [11] [12] [13] We show that natural-image statistics cause motion-detection systems based on biological Reichardt correlators to respond more reliably to typical natural images than to arbitrary images (Section 3). Second, we study the effects of additional physiological components. Previous work has experimentally described and computationally modeled various forms of spatial and temporal prefiltering, saturation, integration, and adaptation within the motiondetection system; 1,3,14-23 we consider their implications for accurate velocity estimation. We find that these components may improve the performance of the correlatorbased system in response to a variety of stimuli, including complex natural images (Section 4). In Section 5 we summarize the results of an experimental study, to be published separately, 24 that confirms many of our predictions.
Whereas the present study applies to Reichardt correlators in general, we have chosen the fly as a model organism for computational simulations and experiments because of the abundance of behavioral, anatomical, and electrophysiological data available for its motiondetection system. In particular, the models of the following sections are based on electrophysiological, anatomical, and optical data for large flies such as the blowfly Calliphora and the hoverflies Volucella and Eristalis.
CORRELATOR RESPONSE TO NARROW-BAND IMAGE MOTION
Figure 1(a) shows a simplified version of the correlator model. Receptors A and B are separated by an angular distance ⌬. The signal from A is temporally delayed by the low-pass filter D before multiplication by the signal from B. This multiplication produces a positive output in response to rightward image motion. To achieve similar sensitivity to leftward motion and to cancel excitation by stationary stimuli, a parallel delay-and-multiply operation takes place with a delay on the opposite arm. The outputs of the two multiplications are subtracted to give a single time-dependent correlator output R.
Although the correlator is nonlinear, its response to sinusoidal stimuli is of interest. If the input is a sinusoidal grating that contains only a single frequency component, the oscillations of the two subunits cancel and the correlator produces a constant output. For any linear delay filter, the output level depends separably on spatial and temporal frequency. 8 If the delay filter D is first order low pass with time constant , as in most modeling studies, 8, 19 a sinusoid of amplitude C and spatial frequency f s traveling to the right at velocity v produces an output
where f t ϭ f s v is the temporal frequency of the input signal. 8 At a given spatial frequency, the magnitude of correlator output increases with temporal frequency up to an optimum f t,opt ϭ 1/(2) and then decreases monotonically as the velocity continues to increase. Output also varies with the square of C, which specifies grating brightness or, in the presence of preprocessing stages, grating contrast. A physical luminance grating must have positive mean luminance, so it will contain a dc component as well as an oscillatory component. In this case, the output will oscillate about the level given by Eq. (1).
CORRELATOR RESPONSE TO BROADBAND IMAGES
Since the correlator is a nonlinear system, its response to a generic stimulus cannot be represented as a sum of responses to sinusoidal components of the input. In particular, the response to a broadband image, such as a natural scene, varies dramatically with time, despite the fact that image velocity is constant [see Fig. 6(a) below] .
A. Evaluation of Correlator Performance
To compare the performance of various systems, we quantify two basic requirements for accurate velocity estimation:
1. Image motion at a specific velocity should always produce approximately the same response.
2. The response to motion at a given velocity should be unambiguous over the range of functionally relevant velocities.
We restrict the range of potential input stimuli by focusing on responses to rigid, constant-velocity motion as observed by an eye undergoing rotational motion.
Given a large image moving at a particular constant velocity, consider an array of identically oriented correlators sampling the image at a dense grid of points in space and time. Define the mean response value R as the average of the ensemble outputs, and the relative error as the standard deviation of the ensemble divided by the mean response value. We call the graph of R as a function of velocity the velocity response curve. To satisfy requirement 1, different images should have similar velocity response curves and the relative error should remain small. Requirement 2 implies that the velocity response curve should be monotonic in the range of motion velocities among which the correlator system must discriminate.
Figure 2(a) shows velocity response curves for two simulated sinusoidal gratings of different spatial frequencies. The curves for the two gratings differ significantly, so the mean response level indicates velocity only if the spatial frequency is known. In addition, the individual velocity response curves peak at low velocities, above which their output is ambiguous. Appendix A describes model parameters and simulation techniques used throughout this paper.
B. Simulation with Natural Images
One can perform similar simulations with natural images. In view of the fact that the characteristics of natural images depend on the organism in question and on its behavior, we worked with two sets of photographically acquired images. The first set consisted of panoramic images collected from the habitat of the hoverfly Episyrphus balteatus in the woods near Cambridge, UK. Episyrphus spends much of its time hovering in specific stationary positions, which were selected as panorama centers; two examples appear in Fig. 3 . The second set of photographs, acquired by David Tolhurst, 12 includes both scenes that might be considered ''natural'' for most animals, such as trees and landscapes, and scenes more typical of a human environment, such as people, buildings, and a computer. These photographs were taken at various distances from the objects of interest and under various conditions of illumination. Figure 3 includes two sample images from this set.
The images in both sets contained only luminance (gray-level) information. The motion-detection pathway in the fly appears to be dominated by the R1-6 photoreceptors of each ommatidium, which all have a common broadband spectral sensitivity. 25 Neither set of images was photographed through a filter matched to this spectral sensitivity, but previous studies found that, although contrast of natural scenes varies significantly in different parts of the electromagnetic spectrum, the distribution of spatial frequencies does not. 10 Different spectral sensitivities will therefore lead primarily to overall amplitude scaling of the response.
We normalized each image by scaling the luminance values to a mean of 1.0, in order to model the responses of photoreceptors, which adapt to mean luminance level and signal the contrast of changes about that level. 26 In the absence of such luminance normalization, the overall response amplitude of the motion-detection system would depend not only on contrast (Subsection 3.C below) but also on luminance.
Figure 2(b) shows velocity response curves for the images of Fig. 3 . The most notable difference between the curves is their relative magnitude. When the curves are normalized so that their peak values are equal [ Fig. 2(c) ], they share not only their bell shape but also nearly identical optimal velocities. We repeated these simulations on most of the images in both sets and found in nearly all cases that whereas velocity response curves for different images differ significantly in absolute magnitude, their shapes and optimal velocities vary little. This similarity in shape is important because, if the motion-detection system could normalize or adapt its response to remove the difference in magnitude between these curves, the mean correlator response would provide useful information on image velocity independently of the visual scene. In Subsection 3.C we establish the basis of the similarity in shape, and both modeling and experiment (Subsections 3.C, 4.C, and 5) suggest that normalization occurs. Thus correlators can obtain reasonable velocity estimates from natural broadband stimuli, even though they cannot extract the velocity of a sinusoidal grating when the spatial frequency is unknown.
C. Mathematical Analysis of Mean Response to Broadband Images
In this section we develop a general mathematical relationship between the power spectrum of an image and the mean correlator response, explaining the empirical similarities in shape and differences in magnitude between velocity response curves for different images. Natural images differ from sinusoidal gratings in that they possess energy at multiple nonzero spatial frequencies, so that they produce broadband correlator input signals.
As an image moves horizontally across a horizontally oriented correlator, one row of the image moves across the two correlator inputs. One might think of this row as a sum of sinusoids representing the Fourier components of that row. Because of the nonlinearity of the multiplication operation, the correlator output in response to the moving image will differ from the sum of the responses to the individual sinusoidal components. The response to a sum of two sinusoids of different frequencies f 1 and f 2 consists of the sum of the constant responses predicted by Eq. (1) to each sinusoid individually, plus oscillatory components of frequencies f 1 ϩ f 2 and ͉f 1 Ϫ f 2 ͉. Sufficient spatial or temporal averaging of the correlator output will eliminate these oscillatory components. The correlator therefore exhibits pseudolinearity or linearity in the mean, 27 in that the mean output in response to a broadband image is equal to the sum of the responses to each individual sinusoidal input component.
This pseudolinearity property implies that the mean response of a simple Reichardt correlator to a single row of an image depends only on the power spectrum of that row. Using Eq. (1) for correlator response to a sinusoid and the fact that f t ϭ f s v, we can write the mean correlator output as
where P( f s ) represents the power spectral density of one row of the image at spatial frequency f s . Each velocity response curve shown in Fig. 2 (b) is an average of the mean outputs of correlators exposed to different horizontal image rows with potentially different power spectra. This average is equivalent to the response of the correlator to a single row whose power spectrum P( f s ) is the mean of the power spectra for all the rows of the image. If P( f s ) were arbitrary, Eq. (2) would provide little information about the shape of the velocity response curve. However, the power spectra measured from a wide variety of natural images are highly predictable, being gener-
, where f is the modulus of the two-dimensional spatial frequency and is a small constant. [10] [11] [12] [13] If an image has an isotropic twodimensional power spectrum proportional to f Ϫ(2ϩ) , the one-dimensional power spectrum of any straight-line section through the image is proportional to f Ϫ(1ϩ) . 28 Overall contrast, which determines overall amplitude of the power spectrum, varies significantly among natural images and among orientations. 29 The best value of also depends on image and orientation, particularly for images from different natural environments. Van der Schaaf and van Hateren 29 found, however, that a model that fixes ϭ 0 while allowing contrast to vary suffers little in its fit to the data compared with a model that permits variation in .
The similarities in natural image power spectra lead to predictable peak response velocities and to similarities in the shapes of the velocity response curves for different images. Figure 4 shows velocity response curves predicted from hypothetical row power spectra P( f s ) ϭ f s Ϫ1 , f s Ϫ1.25 , and f s Ϫ0.75 , corresponding to ϭ 0, 0.25, Ϫ0.25, respectively. The theoretical curves match one another and the simulated curves closely below the peak response value; in this velocity range the velocity response is insensitive to the value of the exponent in the power spectrum. The simulated velocity response curves show greater variation at high velocities because the image takes less time to move over the correlator array, so that responses were averaged over a shorter period of time. Figure 11 below illustrates that broadband images with significantly different power spectra have significantly different velocity response curves.
Contrast differences between images explain the overall amplitude differences between the curves. Figure 5 shows horizontal power spectral densities for the images of Fig. 3 , computed by averaging the power spectral densities of the rows that constitute each image. On log-log axes the spectra approximate straight lines with slopes close to Ϫ1, although the spectrum of image (d) has noticeable curvature. The relative magnitudes of the spectra correspond closely to the relative magnitudes of the velocity response curves of Fig. 2(b) , as predicted by Eq. (2) . Differences in the magnitude of the velocity response curves correspond to differences in overall contrast, except that image (d) has the largest response even though its contrast is larger than that of curve (b) only for fre- quencies near 0.1 cycle/°. This reflects the fact that some spatial frequencies contribute more than others to the correlator response.
For the mean correlator response to be used as a reliable indicator of velocity, the visual system needs to compensate for these contrast variations. Our simulations (Subsection 4.C below) and experimental results (Section 5) indicate that contrast saturation early in the motiondetection pathway eliminates significant differences in contrast. A form of contrast normalization akin to that observed in vertebrate vision systems 30 may also remove contrast differences between images. For example, Osorio 31 observed adaptive responses to contrast in the locust medulla.
FUNCTIONAL ROLE OF ADDITIONAL SYSTEM COMPONENTS
Although the simple correlator model of Fig. 1 produces more meaningful estimates of velocity for natural images than for arbitrary sinusoids, it suffers from two major shortcomings. First, the standard deviation of the correlator output is huge relative to its mean, with relative error values ranging from 3.3 to 76 [ Fig. 6(b) ]. Second, the mean correlator response for most natural images peaks at a velocity of 35-40°/s [ Fig. 2(b) ]. Because the velocity range below the peak response corresponds to the most probable range of inputs, we assume that in the absence of contradictory information a correlator response is interpreted as the lower of the two putative velocities. Image velocities above the peak will therefore be misinterpreted. A shorter delay filter time constant would raise the peak response velocity, but experimentally described time constants 23 are not sufficiently low to account for the fact that insects may turn and track targets at velocities up to hundreds of degrees per second. 32 In this section we show that additional physiological components help to overcome these problems, raising the peak response velocity and lowering the relative error of the correlator output. Figure 1(b) illustrates an elaborate correlator, including spatial and temporal prefiltering, compressive nonlinearities, and output integration.
In determining the functional significance of these effects, we utilize models proposed in earlier experimental studies. 1, 3, [14] [15] [16] [17] [18] [19] [20] [21] A. Generalized Mathematical Analysis Equation (2) generalizes naturally to include linear spatial and temporal prefilters, denoted S and T in Fig. 1(b) . In the absence of prefilters, the temporal input signals to the correlator are the intensity values along rows of the image. Prefilters modify these input signals. For motion at a given constant velocity, one might consider an equivalent model in which the prefilters simply modify the original image before it passes over the correlator. One can then determine the effects of prefilters on the velocity response curves by determining how the prefilters change the mean horizontal power spectrum P( f s ) for the image.
The effect of a temporal prefilter on the equivalent power spectrum depends on velocity, whereas that of a spatial prefilter does not. A linear temporal filter with frequency response T( f t ) produces an output whose power spectrum can be computed by multiplying the input power spectrum by T 2 ( f t ). The power spectrum of a spatially filtered image is S 2 ( f s )P( f s ), where S( f s ) represents the frequency response of a one-dimensional filtering operation with an effect on the horizontal power spectrum equivalent to that of the two-dimensional filter of interest. 28, 33 The mean horizontal power spectrum of the prefiltered image in the presence of both spatial and temporal prefilters is therefore
. According to Eq. (2), the velocity response curve is given by The integrand is a product of terms each of which depends either only on spatial frequency f s or only on temporal frequency f t ϭ f s v. Equation (3) allows one to make qualitative predictions about the effects of system components independently of precise parameter values, confirming the generality of effects observed in simulations. Appendix B outlines a graphic analysis method that simplifies this process.
B. Effects of Physiological Prefilters
Luminance signals are filtered spatially and temporally in the early visual system. The retinal signal sampled by the photoreceptors has already been blurred spatially owing to the diffraction effects of the lens optics and the properties of the photoreceptors themselves. 34 Photoreceptors act as low-pass temporal filters because they depend on chemical transduction processes that cannot respond instantly to changes in the luminance signal. 26 The large monopolar cells, (LMC's), which are generally assumed to feed motion-detector inputs, 35 perform highpass filtering, particularly in the temporal domain. 18 To a first approximation, these filters are linear and separable into spatial and temporal components. 18 Spatial and temporal prefilters have been included in correlator models by numerous authors;
1,3,14 we wish to determine their effect on accuracy of velocity estimation for natural images. Figure 7 (a) shows simulated velocity response curves for a natural image in the presence and in the absence of a low-pass spatial prefilter in addition to the corresponding predictions of Eq. (3). We used a circularly symmetric Gaussian filter with half-width 1.48°, which approximates the acceptance function of typical fly photoreceptors. 15 The low-pass filter raises the peak response velocity from 37°/s to 60°/s, expanding the velocity range coded in the monotonically increasing portion of the velocity response curve. Figure 7 (b) shows that low-pass spatial prefiltering dramatically decreases the relative error of the correlator, by a factor of 3 at low velocities. Spatial frequencies above 1 cycle/°contribute little to R , even in the absence of a spatial prefilter, but these frequencies contribute significantly to variance in the output signal. By filtering them out, one reduces the output variance much more than its mean. At very high velocities the relative error begins to rise, even in the presence of spatial prefiltering, because spatial frequencies passed by the prefilter generate high-frequency inputs to the correlator.
We examined the effects of low-pass temporal filtering by photoreceptors with a temporal impulse response of the log-normal form proposed by Payne and Howard:
where t p represents the time to peak of the curve and is a dimensionless parameter that determines the curve's width. 16 We used t p ϭ 7.8 ms and ϭ 0.22 for lightadapted conditions and t p ϭ 26 ms and ϭ 0.32 for darkadapted conditions, based on the results of Tatler et al. 17 for Calliphora at 24°C.
Unlike a low-pass spatial prefilter, a low-pass temporal prefilter decreases peak response velocity. Under lightadapted conditions, temporal prefiltering by the photoreceptor has little effect because the response rolls off only at very high frequencies, and these frequencies are also blocked by the correlator's delay filter. Under darkadapted conditions the photoreceptor response rolls off at lower frequencies, causing a small decrease in peak response velocity. Both light-and dark-adapted photoreceptors significantly reduce the relative error at high velocities by rejecting high temporal frequencies, which contribute to temporal variations in the output.
We based our simulation of high-pass temporal filtering on the work of James, 18 who characterized the temporal response of Eristalis LMC's to continuously varying (white noise) stimuli. James found that the response was dominated by a linear component whose impulse response could be modeled as a difference of two log normals of the form of Eq. (4) but with different time constants. At high light levels, he found typical values of t p ϭ 10.3 ms and ϭ 0.236 for the positive log normal, and t p ϭ 15.6 ms and ϭ 0.269 for the negative log normal. Recordings by Laughlin 26 show that LMC's virtually eliminate the dc component in their response, so we adjusted the relative weights of the two log normals to give a zero-mean impulse response. This temporal prefilter incorporates the effects of both the LMC and the light-adapted photoreceptor and therefore represents a bandpass filter. Figure 8 (a) shows that this temporal prefilter more than quadruples the peak response velocity, such that the monotonically increasing portion of the curve extends to velocities greater than 200°/s. Higher image velocities might result from high-speed turning motions, but such fast rotational egomotion would likely be disambiguated by the response of the Dipteran halteres, which have acceleration sensors that are analogous to the semicircular canals of humans. 36 Addition of the LMC temporal filter to the model also decreases relative error by at least a factor of 2 [ Fig. 8(b) ]. Very low temporal frequencies, like very high temporal frequencies, contribute to variation in output without contributing to the mean response.
James's recordings show that some LMC's perform high-pass spatial filtering of their inputs, perhaps by a lateral inhibition mechanism, but the phenomenon is weaker and more variable than high-pass temporal filtering. 18, 26 Such weak high-pass spatial filtering would slightly decrease both the peak response velocity and the relative error.
While both spatial and temporal prefiltering decrease relative error, they have qualitatively opposite effects on the velocity response curves. Low-pass spatial filtering increases the peak response velocity, whereas low-pass temporal filtering reduces it. The physiological system exhibits a predominance of spatial low-pass filtering and temporal high-pass filtering, both of which increase peak response velocity and therefore broaden the range of velocities coded in the monotonically increasing portion of the response curve. This suggests that prefilters are designed to improve the accuracy of velocity estimation in addition to optimizing information transmission in the presence of noise.
26

C. Response Compression and Saturation
Compressive nonlinearities, which are ubiquitous in neural receptors and synapses, occur at multiple points in the motion-detection system. As stimulus contrast increases above a few percent, correlator response amplitude levels off rather than increasing quadratically, 19 an experimentally observed effect that we term contrast saturation. Following Egelhaaf and Borst, 19 we modeled contrast saturation by including a dominant compressive nonlinearity directly before the multiplication operation on all correlator arms [ in Fig. 1(b) ]. We used a hyperbolic tangent function of the form
where the constant s was chosen such that a sinusoidal grating of 10% contrast at optimal spatial and temporal frequency elicits 70% of the maximum response, in accordance with the recordings of O'Carroll et al. 20 from HS neurons in Volucella. Figure 9 shows the velocity response and relative error curves for two natural images in the presence and in the absence of contrast saturation. The figure illustrates three primary effects of contrast saturation on the motion-detection system. First, the velocity response curves for the two images are much closer together in overall amplitude for a correlator model that includes contrast saturation than for one that does not. Second, contrast saturation decreases the peak response velocity. Third, contrast saturation decreases relative error at all but very high velocities.
These effects stem from the tendency of a compressive nonlinearity to convert a zero-mean input into an output that resembles a binary signal that alternates between a maximum and a minimum value. As long as the amplitude of the input signal is large enough for the output to remain saturated to its maximum or minimum value most of the time, increasing the amplitude of the input signal further will have only a minor effect on the output. Hence, contrast saturation decreases the dependence of the velocity response curve on the overall contrast level of the visual scene, except at very low contrasts. As noted in Subsection 3.C, such a contrast-independent response enables the correlator output to provide a useful indication of image velocity. The outputs of the wide-field neurons also approach saturation owing to shunting of the membrane potential, 21 which might be modeled as a compressive nonlinearity following spatial integration [ in Fig. 1(b) ]. Such an effect will flatten the peaks of the velocity response curves, allowing the neuron to use more of its dynamic range to signal low velocities. This may be crucial for correlators with high peak velocities, since in the absence of saturation the response curves are fairly flat at low velocities (see, e.g., Fig. 8 ).
D. Output Integration
Spatial or temporal integration of correlator outputs will not affect the velocity response curve, which by definition is the mean of the correlator response over all space and time. However, integration will decrease the variance of the output signal, as illustrated by Single and Borst. 37 Figure 10 shows the effects of spatial integration akin to that performed by an HS neuron. In the absence of contrast saturation, such integration decreases the relative error by approximately a factor of 3 to values near 1.0. Output variance decreases even more in the presence of saturation, with relative errors as low as 0.2 for velocities near the peak response velocity. Saturation reduces the effects of contrast variations from one part of the image to another. Such regional variations become particularly significant in the presence of integration, which eliminates the effects of fluctuations of a more localized nature. Error levels of 0.2-1.0 are in line with temporal fluctuations observed in the outputs of HS neurons in response to stimulation with patterns that are moving at constant velocity. 20 Although integration improves the accuracy of a velocity estimator, it reduces the resolution. Various neural pathways integrate correlator outputs to various extents in space and time, depending on the requirements of a particular task. Wide-field neurons specifically measure egomotion as part of the optomotor pathway. 38 In such cases, temporal resolution is more critical than spatial resolution, so the system integrates with respect to space rather than time. Chasing a conspecific, on the other hand, requires a local motion estimate, so spatial integration must be limited, although some temporal integration may be permissible.
E. Additional System Components and Further Considerations
In addition to deviations in output resulting from the structure of the visual scene itself, a physiological correlator also suffers from random noise, including photon noise and intrinsic noise generated by the neurons and synapses that constitute the correlator. Laughlin 26 showed that, in the LMC's, photon noise dominates intrinsic noise up to moderate light intensities and equals intrinsic noise in magnitude even at the highest light intensities. We simulated correlator output in response to natural images in the presence of photon noise, modeling photon absorption by the photoreceptor as a Poisson process. Our results showed that while photon noise leads to a slight increase in relative error, its contribution is an order of magnitude less than the relative error of the noise-free simulations for our set of panoramic images, which were recorded in a forest near the lowest light levels at which Episyrphus remains active. We conclude that, even under low lighting conditions, random noise has a relatively minor effect on the performance of the models discussed in this paper.
Our analysis of the accuracy with which a realistic Reichardt correlator can estimate velocity in a natural environment remains incomplete for at least two reasons. First, we considered a restricted class of visual signals corresponding to constant-velocity motion. Time-varying motion leads to additional differences between the response of the basic Reichardt correlator and that of an ideal velocity estimator. 39 Egelhaaf and Borst 14 showed that appropriate low-pass spatial prefiltering improves the representation of sinusoidal velocity fluctuations by the correlator. Drawing on the findings of the present study, one might examine correlator response to timevarying motion of natural images by taking into account statistics of natural image sequences, which extend beyond the statistical properties of individual images. 40 Second, numerous nonlinear and adaptive phenomena beyond those included in Fig. 1(b) have been observed experimentally in the motion-detection system. For example, the output level to which the wide-field neuron saturates with increasing pattern size depends on stimulus velocity. 21 Although the details of this gain control are still uncertain, the effect allows the wide-field neuron to signal changes in image velocity despite saturation of its output signal. Maddess and Laughlin 22 and Harris et al. 23 described a motion-induced decrease in correlator response to motion. Such motion adaptation may allow the correlator to respond sensitively to small changes in motion at low velocities while releasing it from saturation at higher velocities, effectively increasing its dynamic range. Harris et al. also showed that the delay filter's time constant does not adapt to motion. We have therefore kept the delay filter's impulse response constant in all simulations.
In their original paper describing the spatiotemporal energy model of motion detection, Adelson and Bergen 2 proved that any basic Reichardt correlator, with arbitrary Fig. 9 . We integrated outputs of an array of correlators arranged on an 8 ϫ 18 grid with 1°separation between correlators, corresponding to a small HS cell. For simplicity, we used a square rather than a hexagonal grid. Integration of 144 independent outputs would lead to a 12-fold reduction in noise. Because the error signals in different correlators are correlated, relative error decreases by a smaller factor of 3 to 5.
spatial and temporal prefilters, has an exact equivalent spatiotemporal energy model. Although precise equivalence may break down as a result of nonlinearities in the system or for spatiotemporal energy models with complex filter combinations, Adelson and Bergen pointed out that the behavior of the two model classes will remain nearly indistinguishable in suprathreshold conditions. Hence our qualitative results apply to both types of model.
EXPERIMENTAL VERIFICATION
To verify the analytical and computational predictions of this study, we recorded the responses of wide-field neurons in the fly to motion of broadband images. 33 These experiments will be detailed in a separate paper, 24 but in this section we compare some of the results with the analytical and computational predictions of previous sections.
Our experimental equipment was not capable of displaying moving photographic images at a frame rate sufficiently high for the motion to appear smooth to a fly. Instead of natural images, we designed random texture fields consisting of horizontal rectangular texture elements (texels), each chosen independently with an equal probability of being illuminated at the display's maximum intensity or of not being illuminated at all. The horizontal power spectrum of such a texture may be computed analytically. Although it differs from the power spectrum of a natural image, it is distinctively broadband, remaining flat at low frequencies and dropping off as 1/f 2 at higher frequencies. We can alter the power spectrum by adjusting the texture density; the spectrum of the coarsest texture available (0.106 texel/°) begins to drop off near 0.1 cycle/°, whereas that of the finest texture (1.64 texels/°) is essentially flat (white) over the bandwidth of the hoverfly visual system. Figure 11 (a) shows velocity response curves predicted analytically from the power spectra for random textures of different densities. This correlator model included spatial blurring by the optics and temporal prefiltering by light-adapted photoreceptors and LMC's, with parameters as in Fig. 8 .
We made intracellular recordings of the membrane potential of individual horizontal-system (HS) wide-field neurons from male specimens of the hoverfly Volucella to random textures of several densities moving at different velocities. Recordings were carefully controlled for the effects of adaptation. 33 Output channels of individual correlators have not been conclusively identified anatomically, but the wide-field neurons sum the outputs of multiple local correlators in their receptive fields. 8, 37 Because the wide-field neurons perform extensive spatial integration and because we averaged recorded output over time, we effectively measured velocity response curves for the biological system, as modeled above. Figure 11 (b) shows experimental velocity response curves for HS neurons with equatorial receptive fields, measured at six texture densities. Because the model parameters used in Fig. 11(a) were not tuned to the organism or the cells in question and because these predictions do not incorporate nonlinear effects such as saturation and adaptation, we do not expect the predicted curves to match the experimental data quantitatively.
However, the data qualitatively match the analytical predictions in several important respects. Individual curves have the general shape predicted by analysis, rising monotonically to a peak response velocity and then falling off. As texture density increases, the curves shift to the left, with the peak response velocity decreasing from circa 270°/s to 85°/s over the range of densities that we used. All of these peak response velocities are higher than the optimal velocity for a 0.1-cycle/°sinusoidal grating, which for these cells was measured at approximately 58°/s.
In a separate experiment we determined velocity response curves of an HS neuron for textures of identical density but different contrasts. While we observed quadratic contrast dependency at very low contrasts, the re- sponse was nearly contrast independent at higher contrasts. In particular, increasing contrast from 5.9% to 94% caused response amplitude to change by approximately 10%. This supports the conclusion of Subsection 4.C that contrast saturation improves velocity estimation by ensuring that different natural images have similar velocity response curves.
CONCLUSIONS
The analysis presented in this study leads to two important conclusions: First, natural image statistics play an important role in the motion-detection system. The mean response level of a correlator array to motion in a natural environment is far more predictable than the response to arbitrary images with unknown statistics. Second, experimentally supported elaborations of the basic Reichardt correlator enhance its reliability as a velocity estimator in natural environments. In particular, lowpass spatial filtering and high-pass temporal filtering increase the range of velocities coded by the correlator, whereas bandpass prefiltering, contrast saturation, and output integration decrease the variability of correlator output.
These principles illuminate the functionality of biological motion-detection systems. Although we worked with models based on data from insect vision, these conclusions also apply to models of vertebrate vision such as the elaborated Reichardt Detector 3 and the spatiotemporal energy model. 2 The implications also extend to machine vision, both directly for artificial systems modeled on the insect motion-detection system 41, 42 and indirectly for a much wider range of computer vision algorithms. Like its biological counterpart, a machine vision system could take advantage of natural image statistics, employing algorithms that perform poorly with general inputs but tend to succeed for visual inputs typical of its environment. 43 
APPENDIX A: COMPUTATIONAL METHODS
The correlators in all simulations had a first-order lowpass delay filter with ϭ 35 ms, which matches the temporal frequency tuning observed experimentally in typical large flies such as Calliphora, Eristalis, and Volucella. 23 We set the interreceptor angle to ⌬ ϭ 1.08°, near the center of the physiologically realistic range for flies. 44 These parameter choices do not critically influence our results.
All simulations were implemented in Matlab. To avoid unnecessary upsampling of the input signals and to take advantage of Matlab's fast matrix processing capabilities, we applied spatial and temporal filters directly to the original image. Whereas spatial prefilters require a two-dimensional filtering operation, temporal prefilters and delay filters in the case of horizontal image motion amount to filtering operations of individual rows of the image, with the filter impulse response dependent on image velocity. Temporal prefilters were implemented in the frequency domain, and the delay filter in the time domain with an antialiased impulse response.
To implement the correlation operation, we multiplied the delay-filtered image with a horizontally shifted version of the original image; this operation was performed with opposite shifts for the two correlator subunits, and the outputs were subtracted. The resulting output takes the form of a two-dimensional image. One might think of this image as the output of a dense array of correlators at one point in time (with each pixel in the prefiltered image feeding the left input of one correlator). Equivalently, each row of the output image represents the output of one correlator in a vertical array as a function of time. Because we are interested in steady-state response levels, we ignored the correlator output that corresponds to the first five time constants of the delay filter, after which any transients would have fallen to less than 1% of their initial level. When necessary for this purpose, we increased the limited spatial extent of Tolhurst's images by mirroring them about their edges.
Saturation simply corresponds to a nonlinear, pixelwise transformation of the image after the appropriate stage of processing. We implemented output integration as a filtering operation on the output image of the correlator. Simulation of photon noise requires construction of two separate noisy images, representing inputs to the left and right arms of the correlator, because the noise in the two arms is independent.
APPENDIX B: GRAPHIC ANALYSIS METHOD
One can use Eq. (3) to confirm that results observed in computational simulations are independent of particular model parameter values. To facilitate this process, we developed a graphic method that allows one to predict the effects of prefilters, image statistics, and correlator parameters on the velocity response curve. We rewrite Eq. 
and k ϭ log e (10)/(2) is constant. Integration now takes place with respect to the logarithm of frequency. In other words, the integral corresponds to the area under curve FW on a logarithmic spatial frequency axis. As velocity increases, W( f s v) shifts rigidly to the left, while F( f s ) remains stationary. Changes to the temporal prefilter T or the frequency response of the delay filter D affect W. Changes to the horizontal image power spectrum P( f s ), the spatial prefiltering S( f s ), and the intereceptor angle ⌬ affect F. This method allows one to see intuitively the effects of changing any of these quantities. In particular, we used it to confirm that, in general, low-pass temporal prefiltering and high-pass spatial prefiltering decrease the peak response velocity, whereas low-pass spatial and high-pass temporal prefiltering increase it.
Equations (1) and (3), as well as the graphic analysis method, generalize in a straightforward manner to correlator models with arbitrary linear delay filters.
