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Abstract. The analysis of a computer system is carried out through applications 
of results generated by tests of benchmarks. These following such patterns 
generate quantitative measures of performance, capable of being compared to 
other systems. The benchmarks in computing environments are used to 
determine the performance of operating systems, database, and others in use. Its 
main objective is to perform the calculations of the performance of the functions 
of a database. The proposed work is to present a comparative study of 
performance of the database platforms MySQL in GNU/Linux, using the TPC-H. 
Keywords: Analysis, Platforms MySQL, System GNU/Linux. 
Resumo.  A análise de um sistema computacional é realizada através de 
resultados gerados por aplicações de testes do benchmarks. Estes seguindo tais 
padrões de configuração geram medidas quantitativas de desempenho, capazes 
de serem comparadas com outros sistemas. Os benchmarks em ambientes 
computacionais são utilizados para determinar o desempenho de sistemas 
operacionais, banco de dados, e outros em utilização. Seu principal objetivo é 
realizar os cálculos de desempenho das funcionalidades de um banco de dados. 
A proposta do trabalho é apresentar um estudo comparativo de desempenho do 
banco de dados MySQL em plataformas GNU/Linux, utilizando o TPC-H.  
Palavras-Chave: Análise, Plataforma MySQL, Sistema GNU/Linux. 
1. Introdução 
Atualmente, os principais Sistemas Gerenciadores de Banco de Dados (SGBDs) 
nomeados como ORACLE (da Oracle), DB2 (da IBM) e SQL SERVER (da Microsoft) 
são capazes de efetuar ajustes na sua configuração de forma automática à medida que as 
aplicações efetuam transações nestes [RAMALHO]. Ainda assim, esses ajustes 
automáticos constituem uma pequena parcela do montante de trabalho de sintonia que é 
efetuado em um SGBD. A maior parte das tarefas de configuração e ajuste ainda são 
executadas pelo Administrador de Banco de Dados (DBA), ao qual são denominadas 
por tunning. O DBA faz uso de um conjunto de técnicas para obter um melhor 
desempenho do sistema frente a uma determinada carga de trabalho [Realizando Tuning 
na Base de Aplicações]. Para efetuar o ajuste, o DBA utiliza-se de princípios e 
conhecimento empírico no que tange ao contexto da aplicação a que se destinam os 
dados e do próprio funcionamento do SGBD.  
 O SGBD livre ou de código aberto nomeadamente MySQL, está conquistando 
espaço significativo no mercado e vem sendo utilizado em vários trabalhos acadêmicos 
para a realização de estudos de caso. Entretanto, a capacidade de auto sintonia nesse 
SGBD ainda é insignificante de modo que todo o trabalho de ajuste deve ser executado 
pelo DBA. 
 Uma forma simples e eficiente de identificar se as configurações aplicadas ao 
SGBD resultam em um bom desempenho é a aplicação do método TPC-H 
[BENCHMARK H].  Este método fornece um utilitário de geração de base de dados 
conhecido como DBGEN e outro utilitário que gera uma carga de trabalho (consultas 
SQL) a ser executada sobre a base de dados. Através deste ambiente, o DBA pode 
efetuar ajustes em parâmetros específicos do SGBD e observar o seu efeito no 
desempenho. Estes ajustes são efetuados com base nos valores obtidos na tomada de 
tempo dos retornos das consultas SQL (Structured Query Language) pré-definidas pelo 
utilitário QGEN [BENCHMARK H].   
 No entanto, todos os ajustes feitos nos parâmetros do SGBD não consideram as 
características do formato do sistema de arquivos utilizado pelo Sistema Operacional 
(SO). Sistemas Operacionais tais como GNU/Linux oferecem uma variedade de tipos de 
sistemas de arquivos que podem ser utilizados para armazenar os dados no disco rígido 
do computador. Assim, este trabalho tem o objetivo de avaliar o desempenho de uma 
determinada carga de trabalho executado sobre um banco de dados considerando 
diferentes sistemas de arquivos. Desta forma, pretende-se identificar qual o formato de 
sistema de arquivo que oferece melhor desempenho. 
Este artigo está estruturado da seguinte forma: na seção 2 descreve-se a sintonia 
em bando de dados; na seção 3, apresenta-se os sistemas de arquivos em utilização; na 
seção 4, apresenta-se o benchmark TPC-H; na seção 5, apresenta-se um resumo dos 
resultados obtidos; na seção 6 e 7, mostra-se as conclusões e referências.  
2. Sintonia em Banco de Dados 
O DBA antes de realizar alterações nas configurações do SGBD, deve considerar 
fatores externos ao SGBD tais como o hardware e o software disponíveis ao SGBD. 
Toda otimização, pretende aumentar a capacidade do computador de processar os dados 
(throughput) do sistema, diminuindo a contenção, e fazendo com que se tenha à 
capacidade de executar uma carga de trabalho maior imposta ao SGBD(workload), no 
mesmo intervalo de tempo. Primeiramente deve-se avaliar se o hardware é adequado ao 
workload e se o sistema operacional é capaz de gerenciar de forma satisfatória o 
escalonamento gerado pelas threads considerando a memória disponível e 
principalmente a concorrência gerada por outros processos. 
 
 Melhorar o hardware é a opção que trará um retorno benéfico visivelmente mais 
rápido. Entretanto, antes de investir financeiramente para a tarefa de sintonia, pode-se 
verificar se é possível uma melhora no desempenho através da otimização dos recursos 
disponíveis (principalmente a realocação de memória) para o SGBD. Isto, para o DBA, 
exige conhecimentos em nível de estrutura do banco de dados, perfil dos usuários, perfil 
da consultas e das características e funcionalidades do SGBD sendo utilizado. Tais 
ajustes concentram-se basicamente em dimensionar adequadamente os valores dos 
parâmetros de configuração, citadas em [LIMA,Adilson], que determinam o espaço 
reservado para as áreas de buffers (ordenação, leitura, índices, consultas, tabelas de 
dados, etc). Assim, o montante de melhora obtida através dos ajustes efetuados é que 
determinam a necessidade de partir para alterações no Sistema Operacional e hardware. 
 
3. Sistemas de arquivos 
Os sistemas de arquivos a serem apresentados a seguir são apenas aqueles que serão 
utilizados neste trabalho sob plataforma Linux. Existem outros sistemas de arquivos 
disponíveis para o SO Linux, entretanto estes não serão apresentados por possuírem 
características como baixa performance ou segurança, relacionados a travamentos e 
quedas acidentais do sistema em si. 
3.1. ReiserFS 
Criado por Hans Reiser e mantido pela empresa The Naming System Venture, o 
ReiserFS é um dos sistemas de arquivos com suporte a journaling mais rápidos na 
atualidade. Consiste de um sistema de arquivos alternativo ao ext2/3. Suas principais 
características são: a) possuir tamanho de blocos variáveis; b) Suporte a arquivos 
maiores que 2 Gigabytes e; c) O acesso mhash a árvore de diretórios é um pouco mais 
rápida que o ext3 [INFOWESTER]. 
 
 ReiserFS usa árvores balanceadas para tornar o processo de busca mais eficiente. 
Para arquivos muito pequenos, seus dados podem ser armazenados próximos aos 
metadados, então, ambos podem ser recuperados em uma única operação de leitura. 
Essa propriedade melhora o desempenho caso uma aplicação necessite abrir muitos 
arquivos pequenos rapidamente. Outra grande vantagem do ReiserFS é a alocação 
dinâmica de i-nodes (identidade de um arquivo ou diretório, é uma identificação única), 
já que esse sistema de arquivos não os aloca em espaços fixos ou blocos e sim, aloca o 
tamanho exato que o arquivo precisa. Em sistemas baseados em i-nodes fixos, como o 
ext3, o espaço no disco é alocado em blocos que variam de 512 a 4096 bytes ou até 
maior, caso o arquivo exceda um múltiplo exato do tamanho do bloco.  
3.2. Ext3 
O sistema de arquivos ext3 é basicamente o sistema de arquivos ext2 com recursos de 
journaling. Talvez, essa seja a razão de seu uso amplo: ele é totalmente compatível com 
ext2, o que nenhum outro sistema de arquivos baseado em journaling faz. No ext3, o 
código de journaling usa uma camada chamada "Journaling Block Device" (JBD), esta 
sendo criada com o propósito de implementar Journal em qualquer tipo de    dispositivo 
com base em blocos de dados.  
 O JDB verdadeiramente "gerencia" o Journal, funciona como uma entidade 
independente, permitindo que não só o ext3 a use, mas também outros sistemas de 
arquivos [INFOWESTER]. O Ext3 diferencia-se do modo de trabalho em journaling do 
ReiserFS na maneira como guarda os registros no LOG. Enquanto o ReiserFS guarda 
apenas informações dos metadados, o Ext3 guarda não só as informações como também 
os dados do arquivo. O padrão no Ext3 é o modo ordered, sendo que, graças a este 
modo de trabalho, uma perda de dados do arquivo é reduzida.  
3.3. JFS 
Sistema desenvolvido pela IBM para rodar nos UNIXes que a própria empresa vendia. 
Além de possuir journal. ele permite que as partições do sistema sejam redimensionadas 
sem que seja necessário desligar o computador. O sistema é extremamente rápido, 
permitindo-se que trabalhe com uma quantia de dados muito superior aos demais 
sistemas de arquivos. Também usa a estrutura i-node para armazenar a localização dos 
blocos de cada arquivo nas estruturas físicas do disco. Estes blocos podem variar de 512 
a 4096 bytes, e sua alocação é dinâmica.   
3.4. XFS 
Desenvolvido originalmente pela Silicon Graphics e posteriormente disponibilizado o 
código fonte, é um sistema de arquivos muito rápido na gravação. Considerado um dos 
melhores sistemas de arquivos para banco de dados. 
 O XFS é um sistema de arquivos com journaling de metadados que vem com um 
robusto conjunto de funções e é otimizado para escalabilidade. Entretanto é 
recomendado usar este sistema de arquivos em sistemas rodando Linux com 
equipamento SCSI de ponta e/ou armazenamento em canais de fibra e fonte de energia 
sem interrupção.  
 Pelo fato de o XFS criar caches agressivamente de dados em uso na memória 
RAM, programas mal desenhados (que não tomam precauções na hora de escrever os 
arquivos em disco) podem perder uma grande quantidade de dados se o sistema for 
desligado sem aviso.  
4. O Método TPC-H 
O método foi criada para estabelecer padrões de benchmarks através de rigorosos 
critérios e normas, a fim de obter informações a respeito do desempenho de 
processamento de transações e de bancos de dados suportado por um determinado 
hardware. Os membros do TPC são funcionários de várias empresas associadas ao TPC. 
Dentre os vários métodos que este conselho mantém, destaca-se o método TPC-H, o 
qual tem por finalidade simular e avaliar o desempenho de um ambiente de Data 
Warehouse [TPC Benchmark]. 
  Os testes do método TPC-H são realizados sob uma estrutura padrão (esquema 
de banco de dados) composta por oito tabelas conforme mostra a Figura 1. Destas, seis 
são tabelas dimensionais e duas são tabelas de fatos. Para a geração da população destas 
tabelas o TPC-H disponibiliza um utilitário gerador de carga de dados conhecido sob o 
nome DBGEN. Esse utilitário, através de um dicionário de dados pré-definidos é capaz 
de criar bases de dados que variam de 1GB até 100GB. 
 Figura 1: Tabelas geradas pelo TPC-H. 
 
 
 Além do gerador carga de dados, também é fornecido pelo TPC um utilitário que 
pode ser utilizado para gerar um conjunto de consultas para serem executadas sobre o 
esquema de banco de dados gerado pelo utilitário DBGEN. Esse gerador de consultas é 
conhecido como QGEN, o qual define 22 consultas SQLs onde são utilizadas para 
medir o desempenho de um do SGBD baseado no tempo de resposta de cada consulta. 
Esse tempo é usado então para qualificar a eficiência do SGBD. 
5. Estudo de caso 
Através do método TPC-H pode-se verificar se a configuração adotada está a contento 
ou se é possível melhorá-la, além de se poder identificar se um Sistema Operacional e 
os Sistemas de Arquivos estão exercendo uma degradação ao desempenho do SGBD. 
 Para tal, demonstra-se através de testes realizados sob o SGBD MySQL 5.0.45 
uma comparação dos resultados, a qual identifica o sistema de arquivo mais apropriado. 
Como o objetivo é demonstrar os resultados referentes à configuração padrão do SGBD, 
ou seja, a configuração criada ao se instalar o mesmo, está passa a ser inapropriada para 
obter resultados positivos. 
 Para tal estudo, foi condicional que o hardware fosse o mesmo empregado em 
todos os testes, o mesmo valendo para os processos em execução. A etapa inicial 
consiste na instalação do sistema operacional GNU/Linux OpenSuse 10.3 com swap de 
1Gb, versão do kernel 2.6.22.7. Se testou os Sistemas de Arquivos ReiserFS, XFS, JFS 
e o EXT3, sendo um por vez. 
 A base de dados gerada pelo DBGEN foi com fator de escala de 1 GB, e adotou-
se as consultas 1,3,6 e 19 geradas pelo QGEN. Todas as consultas geradas pelo QGEN 
realizam seleções por data, porém as selecionadas são diferenciadas, esta sendo 
apresentadas a seguir. 
 
 
 1.  SELECT l_returnflag, l_linestatus, sum(l_quantity) as sum_qty, 
        sum(l_extendedprice) as sum_base_price, sum(l_extendedprice * (1 - l_discount)) as sum_disc_price, 
        sum(l_extendedprice * (1 - l_discount) * (1 + l_tax)) as sum_charge, 
        avg(l_quantity) as avg_qty, avg(l_extendedprice) as avg_price, 
        avg(l_discount) as avg_disc, count(*) as count_order 
     FROM lineitem 
 WHERE l_shipdate <= date ('1998-12-01' - interval '69' day) 
 GROUP BY l_returnflag, l_linestatus 
 ORDER BY l_returnflag, l_linestatus; 
2. SELECT l_orderkey, sum(l_extendedprice * (1 - l_discount)) as revenue, o_orderdate, o_shippriority 
      FROM customer, orders, lineitem 
      WHERE c_mktsegment = 'HOUSEHOLD' and c_custkey = o_custkey 
    and l_orderkey = o_orderkey and o_orderdate < date '1995-03-23' 
    and l_shipdate > date '1995-03-23'  
     GROUP BY l_orderkey, o_orderdate, o_shippriority 
     ORDER BY revenue desc, o_orderdate; 
3. SELECT sum(l_extendedprice * l_discount) as revenue 
FROM lineitem 
WHERE l_shipdate >= date '1996-01-01' 
and l_shipdate < date '1996-01-01' + interval '1' year 
and l_discount between 0.02 - 0.01 and 0.02 + 0.01 
and l_quantity < 24; 
4. SELECT sum(l_extendedprice* (1 - l_discount)) as revenue 
 FROM lineitem, part  
 WHERE ( p_partkey = l_partkey 
and p_brand = 'Brand#55' 
and p_container in ('SM CASE', 'SM BOX', 'SM PACK', 'SM PKG') 
and l_quantity >= 10 and l_quantity <= 10 + 10 
and p_size between 1 and 5 and l_shipmode in ('AIR', 'AIR REG') 
and l_shipinstruct = 'DELIVER IN PERSON') or  (p_partkey = l_partkey and p_brand = 'Brand#14' 
and p_container in ('MED BAG', 'MED BOX', 'MED PKG', 'MED PACK') 
and l_quantity >= 17 and l_quantity <= 17 + 10 
and p_size between 1 and 10 
and l_shipmode in ('AIR', 'AIR REG') 
and l_shipinstruct = 'DELIVER IN PERSON') or ( p_partkey = l_partkey and p_brand = 'Brand#14' 
and p_container in ('LG CASE', 'LG BOX', 'LG PACK', 'LG PKG') 
and l_quantity >= 21 and l_quantity <= 21 + 10 
and p_size between 1 and 15 
and l_shipmode in ('AIR', 'AIR REG') 
and l_shipinstruct = 'DELIVER IN PERSON'); 
 
 No quadro 1 apresenta-se os parâmetros principais que foram alterados no 
ambiente do MySQL, citadas em [Otimização do MySQL], sendo definidas em 
configurações padrão e personalizada. 
 
Tabela 1: Parâmetros alterados no MySQL para os testes. 
MySQL 
Variáveis  Padrão  Personalizada 
key_buffer_size 16M 32M 
sort_buffer_size 512K 1M 
table_cache 64M 128M 
max_connections 32 64 
query_cache_size 0 2M 
query_cache_limit  1M 2M 
  Adotou-se uma versão simplificada da proposta pelo TPC-H devido este ser o 
suficiente para se chegar ao resultado pretendido, onde cada consulta foi executada 
cinco vezes sob a base de dados encontrada sob o Sistema de Arquivos em teste no 
momento. Com isto obteve-se uma média dos tempos de retorno dos dados que serviram 
como referencial para o comparativo.  
 
 No Gráfico 1 se tem o comparativo geral da consulta número 1 sob todos os 
Sistemas de Arquivos com o SGBD usado e as duas configurações principais. Os 
resultados apresentados são referentes aos tempos de execução em cada sistema de 
arquivos, obtendo resposta em 4 linhas afetadas na consulta. 
 
 
Figura 2: Confronto do tempo de carga de dados para os testes. 
 
 Pode-se observar em destaque no Gráfico 1 o fator influência do Sistema de 
Arquivos sob o desempenho do SGBD. Pois, devido às desigualdades dos valores 
obtidos, identifica-se que o Sistema de Arquivo XFS causou um desprendimento de 
tempo maior que os demais.  
 No que se refere aos tempos médios obtidos na execução da consulta 2, se pode 
observar no Gráfico 2, o quanto a configuração padrão não é indicada para ser usada sob 
uma carga muito grande de informações, no que se refere ao SGBD MySQL, pois a 
diferença deste com esta configuração para o mesmo com a configuração personalizada 
foi visivelmente observada, apresentando os resultados relacionados à 11425 linhas 
afetadas.  
 
 
Figura 3: Média do tempo de retorno da consulta 2 sob ambas configurações. 
 
 No Gráfico 2 se destaca a melhor performance dos SGBDs sob os Sistemas de 
Arquivos EXT3 relacionados ao SGBD MySQL, sendo que, no extremo como Sistema 
de Arquivos a apresentar piores resultados está o XFS neste caso. 
O Gráfico 3 contém as médias dos tempos obtidos com a consulta 3. Neste caso,  
a consulta realiza uma leitura seqüencial em toda a tabela, no caso a de maior tamanho, 
porém, os resultados são obtidos de forma ágil, sendo apresentado o valor em somente 
uma linha afetada com os seus diferentes tempos em cada sistema de arquivo. 
 
 
Figura 4: Médias da consulta 3. 
 
 Conforme o Gráfico 3, o XFS obteve um desempenho superior aos demais 
Sistemas de Arquivos. Nesta situação, onde a consulta realiza uma busca precisa da 
informação, a configuração padrão do MySQL obteve resultados superiores às 
personalizadas, sendo não somente necessário a otimização do SGBD ou do hardware, 
mas também da estrutura da consulta, e o modo a ser realizada.   
 No Gráfico 4, se tem o comparativo geral da consulta número 4. Neste caso, a 
consulta é abrangente e complexa na busca das informações, fazendo com que o sistema 
realize uma varredura em todas as tabelas especificadas, estas de maior tamanho e 
retorne o resultado, sendo afetada somente 1 linha. Este tipo de consulta faz com que o 
sistema possua de uma configuração apropriada relacionadas à memória (cachê, RAM e 
swap), porém, o tempo de resposta é maior relacionadas às outras consultas 
apresentadas. 
 
Figura 5. Média da consulta 4 
 Conforme o Gráfico 4, o EXT3 obteve um desempenho muito superior aos 
demais sistemas de arquivos com a configuração padrão, e personalizada. As 
configurações personalizadas não influenciaram nos resultados finais desta consulta. 
 Os resultados encontrados em cada consulta executada sob os diferentes 
sistemas de arquivos, buscam compreender as diferenças e especificações de cada 
query, sendo a de maior relevância nos testes realizado. As características são iguais 
relacionadas as configurações do SGBD e sistemas de arquivos, observando ainda o 
controle sobre o gerenciamento de loggin dos usuários, dispositivos de entrada e saída, 
onde seriam os padrões em todos os sistemas de arquivos. 
6. Conclusões 
Pelo fato de que atualmente os SGBDs livres não possuírem um sistema próprio de 
auto-configuração para a carga exigida, esta tarefa fica a cargo do DBA, o qual deve 
conhecer além da estrutura das base de dados e a carga a ser imposta, o próprio 
funcionamento a nível de opções de melhora da performance do SGBD em questão. 
Também se deve observar o hardware e o software que irão complementar o SGBD. No 
caso do software são incluídos o Sistema Operacional e o Sistema de Arquivos a serem 
adotados. 
 O método TPC-H vem diretamente a auxiliar na tarefa de sintonia de um SGBD, 
visto que este permite através de testes de simulação, identificar se a configuração 
adotada ou em fase de teste está permitindo um melhor rendimento do SGBD em suas 
tarefas. 
 Conforme apresentado neste artigo, o Sistema de Arquivos e o Sistema 
Operacional exercem uma influência significativa para o desempenho do SGBD. Pois, 
os resultados não uniformes obtidos deixam claro que dependendo do tipo de tarefa e 
até mesmo a configuração adotada modifica significativamente o resultado final no que 
se refere ao tempo desprendido para finalizar uma requisição ao SGBD. 
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