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BAB III 
METODE PENELITIAN 
3.1 Desain Penelitian 
Penelitian ini merupakan penelitian kuantitatif. Desain penelitian yang 
digunakan dalam penelitian ini adalah berdasarkan jumlah sesuatu, yang mana 
dalam hal ini kualitas bukanlah yang utama menjadi dasar penelitian.  
3.2 Variabel Penelitian 
3.2.1 Variabel Dependen 
Variabel dependen atau variabel terikat dalam penelitian ini adalah 
tindakan tax evasion, yaitu tindakan ilegal atau melanggar hukum perpajakan 
yang dilakukan oleh wajib pajak dengan sengaja dan dalam keadaan sadar. 
3.2.2 Variabel Independen 
Variabel independen pada penelitian ini adalah teknologi dan informasi 
perpajakan (X1), sanksi pajak (X2), dan pelayanan fiskus (X3). 
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3.3 Defenisi Operasional Variabel 
Tabel III.1 
Defenisi Operasional Variabel 
 
Variabel yang 
diteliti 
Defenisi 
Operasional 
Indikator Skala 
pengukuran 
Sumber 
Teknologi dan 
informasi 
perpajakan (X1) 
Bagaimana 
teknologi 
informasi 
perpajakan 
mengurangi 
tindakan tax 
evasion 
- Ketersediaan 
teknologi yang 
berkaitan dengan 
perpajakan. 
- Teknologi yang 
memadai 
berkaitan dengan 
perpajakan. 
- Akses informasi 
perpajakan yang 
mudah. 
- Pemanfaatan 
fasilitas 
teknologi 
informasi 
perpajakan 
Likert Reeza 
Avisenna 
(2016) 
Sanksi pajak (X2) Bagaimana 
sanksi pajak 
mengurangi 
tindakan tax 
evasion 
- Pemahaman 
wajib pajak 
yang baik 
tentang sanksi 
perpajakan. 
- Sanski pajak 
dapat 
meningkatkan 
kesadaran 
membayar 
pajak. 
- Sanksi pajak 
membuat wajib 
pajak jera dalam 
melalaikan 
kewajiban 
perpajakannya. 
- Sanksi yang 
diberikan harus 
sesuai dengan 
Likert Munari 
(2005) 
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besar kecilnya 
pelanggaran 
yang sudah 
dilakukan. 
- Semakin berat 
sanksi, maka 
akan semakin 
patuh membayar 
pajak 
Pelayanan fiskus 
(X3) 
Bagaimana 
pelayanan 
fiskus 
mengurangi 
tindakan tax 
evasion 
- Petugas pajak 
bersikap ramah 
dan sopan dalam 
melayani setiap 
wajib pajak. 
- Petugas pajak 
cepat tanggap 
atas keluhan dan 
kesulitan yang 
dialami oleh 
Wajib Pajak. 
- Petugas pajak 
memberikan 
informasi dan 
penjelasan 
dengan jelas dan 
mudah 
dimengerti oleh 
Wajib Pajak 
serta 
memberikan 
solusi yang 
tepat. 
- Dalam 
penyelenggaraan 
pajak, sejauh ini 
fiskus 
berkapasitas 
untuk 
mengarahkan 
tanpa 
mempengaruhi 
Wajib Pajak. 
- Kualitas 
Likert Irma Alfiah 
(2014) 
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pelayanan yang 
memuaskan 
akan membuat 
Wajib Pajak 
merasa tertolong 
dan 
menguntungkan 
dalam hal waktu 
dan pelayanan. 
Tindakan tax 
evasion (Y) 
penggelapan 
pajak adalah 
usaha yang 
tidak dapat 
dibenarkan 
berkenaan 
dengan 
kegiatan wajib 
pajak untuk lari 
atau 
menghindarkan 
diri dari 
pengenaan 
pajak. 
 
- penggelapan 
pajak harus 
diatasi sedini 
mungkin 
mengingat 
penerimaan 
negara dari sektor 
pajak merupakan 
bagian dari 
penerimaan yang 
paling besar. 
- Penggelapan 
pajak tergantung 
pada kinerja 
pemerintahan 
yang memungut 
pajak. 
- Konsekuensi 
melakukan 
penggelapan 
pajak 
Likert Irma 
Suryani 
Rahman 
(2013) 
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3.4 Populasi dan Sampel 
Populasi yang digunakan dalam penelitian ini adalah wajib pajak orang 
pribadi yang berjumlah 102,619 orang pada tahun 2017 yang sudah memiliki 
NPWP dan terdaftar di Kantor Pelayanan Pajak Pratama Pekanbaru.  
Dalam hal penentuan sampel dalam penelitian ini menggunakan rumus 
Slovin. Slovin memasukkan unsur kelonggaran ketidaktelitian karena kesalahan 
pengambilan sampel yang masih dapat ditoleransi. Berikut rumusnya: 
n  =      N   55     
   1 + Nα2 
Dimana: 
n : ukuran sampel 
N: jumlah populasi 
α : toleransi ketidaktelitian (dalam penelitian ini adalah 10%) 
 
n =         102,619   5     
     1 + 102,619 (0.1)
2 
 
n =         102,619   5     
     1 + 102,619 (0,01) 
 
n =    100 
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3.5 Jenis dan Sumber Data 
Jenis data dalam penelitian ini adalah data primer. Data primer pada 
penelitian ini diambil dari kuesioner yang diberikan kepada wajib pajak orang 
pribadi sebagai responden yang dijadikan sampel, untuk mengetahui tanggapan 
tentang penelitian yang diteliti. 
3.6 Teknik Pengumpulan Data 
Data-data yang relevan dan akurat sehubungan dengan penelitian yang 
dikumpulkan, untuk memperoleh data yang diperlukan maka peneliti 
menggunakan kuisioner, yaitu pengumpulan data dengan menggunakan daftar 
pertanyaan. 
3.7 Metode Analisis Data 
3.7.1 Uji Asumsi Klasik 
Uji asumsi klasik bertujuan untuk mengetahui apakah hasil estimasi 
regresi dilakukan terbebas dari bias (error) yang mengakibatkan hasil regresi yang 
diperoleh valid dan akhirnya hasil regresi tersebut tidak dapat dipergunakan 
sebagai dasar untuk menguji hipotesis dan penarikan kesimpulan. Menurut 
Trianto (2015:87) uji asumsi klasik dilakukan jika variabel bebas lebih dari dua 
variabel. 
Ada empat asumsi klasik yang terpenting sebagai syarat penggunaan 
metode regresi (Ghozali, 2013). Asumsi tersebut adalah asumsi normalitas, 
autokorelasi, heterokedastisitas dan multikolinearitas. 
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1) Uji Normalitas 
Uji normalitas bertujuan untuk menguji apakah dalam model 
regresi, variabel terkait dan variabel bebas keduanya mempunyai distribusi 
normal atau tidak. Model regresi yang baik adalah memiliki distribusi 
residual normal atau mendekati normal. Untuk menguji apakah distribusi 
residual normal ataukah tidak, maka dapat dilakukan metode uji 
Kolmogorof-Smirnov. Nilai K-S caranya adalah menentukan terlebih 
dahulu hipotesis pengujian yaitu: 
Hipotesis Nol (Ho): data terdistribusi normal (nilainya jauh diatas α = 
0,05) 
Hipotesis alternatif (HA): data tidak terdistribusi secara normal (nilainya 
jauh dibawah 0,05) 
Alat diagnotis yang digunakan untuk memeriksa data yang 
memiliki distribusi normal adalah normal probability plot. Jika data 
menyebar disekitar garis diagonal dan mengikuti diagonal, maka model 
regresi memenuhi asumsi normalitas data (Ghozali, 2013:112). 
2) Uji Autokorelasi 
Uji autokorelasi bertujuan menguji apakah dalam model regresi 
linier ada korelasi antara kesalahan pengganggu (disturbance term) pada 
periode t dan pada periode t-1 (sebelumnya). Jika terjadi korelasi, maka 
dinamakan ada problem autokorelasi. Autokorelasi muncul karena 
observasi yang berurutan sepanjang waktu berkaitan satu sama lainnya. 
Masalah ini timbul karena residual tidak bebas dari suatu observasi ke 
observasi lainnya. Hal ini sering ditemukan pada data runtut waktu(time 
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series) karena “gangguan” pada seseorang individu/ kelompok cenderung 
mempengaruhi “gangguan” pad individu/kelompok yang sama pada 
periode berikutnya. Model regresi yang baik adalah regresi yang bebas 
dari autokorelasi.  
Uji autokorelasi dapat dilakukan dengan menggunakan uji Durbin-
Watson, dimana hasil pengujian ditentukan berdasarkan nilai Durbin-
Watson. Kriteria yang digunakan untuk mendeteksi ada tidaknya gejala 
autokorelasi adalah sebagai berikut: 
Ho  : tidak ada autokorelasi (r = 0) 
Ha :  ada autokorelasi (r ≠ 0) 
Kriteria Autokorelasi Durbin- Watson (Ghozali, 2013:111): 
Tabel III.2 
Uji Durbin- Watson 
Durbin- Watson Kesimpulan 
0 < d < dl 
dl ≤ d ≤ du 
du < d < 4 – du 
4 – du ≤ d ≤ 4 – dl 
4 – dl < d < 4 
Autokorelasi positif 
Tidak dapat disimpulkan 
Tidak ada autokorelasi 
Tidak dapat disimpulkan 
Autokorelasi negative 
 
3) Uji Heteroskedastisitas 
Uji heteroskedastisitas bertujuan menguji apakah dalam model 
regresi terjadi ketidaksamaan variance dari residual satu pengamatan 
kepengamatan lainnya. Jika varians dari residual suatu pengamatan 
kepengamatan yang lain tetap, maka disebut homokedastisitas dan jika 
berbeda disebut heterokedastisitas. Model regresi yang baik adalah yang 
homokedastisitas dan tidak terjadi heterokedastisitas. Ada beberapa cara 
untuk mendeteksi ada tidaknya heterokedastisitas yaitu dengan melihat 
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grafik plot dari hasil pengolahan data dari paket statistik dalam komputer, 
melakukan uji gletser yaitu mengusulkan untuk meregres nilai absolut 
residual terhadap variabel independen. Selain uji diatas dapat juga dengan 
melakukan uji park, dan juga dengan melakukan uji white (ghozali, 2013). 
4) Uji Multikolinearitas 
Uji multikolinearitas adalah korelasi yang sangat tinggi atau sangat 
rendah yang terjadi pada hubungan diantara variabel bebas. Uji ini 
bertujuan untuk mengetahui apakah hubungan diantara variabel bebas 
memiliki masalah multikorelasi atau tidak. Uji ini perlu dilakukan jika 
variabel bebasnya lebih dari satu (Trianto, 2015:89). Multikolinearitas 
dapat dilihat dari nilai tolerance dan Variance Inflation Factor (VIF). 
Kedua ukuran ini menunjukkan setiap variabel independen manakah yang 
dijelaskan oleh variabel independen lainnya. Tolerance mengukur 
variabilitas variabel independen yang terpilih yang tidak dijelaskan oleh 
variabel independen lainnya. Nilai cutoff yang umum dipakai untuk 
menunjukkan multikolonearitas adalah nilai tolerance <0,10 atau sama 
dengan nilai VIF > 10 (Ghozali, 2013:105-106).  
Tindakan perbaikan apabila terdapat gejala multikolonearitas di 
luar batas yang bisa diterima dapat dilakukan dengan cara mengeluarkan 
variabel yang berkolinearitas atau dengan jalan mentransformasi 
persamaan regresi sedemikian rupa sehingga variabel x tidak menunjukkan 
gejala multikolinearitas yang berbahaya. Untuk membuang variabel x yang 
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tidak berkolinear tersebut dapat menggunakan metode Frish, yaitu 
memasukkan variabel x yang berkolinear kedalam persamaan regresi. 
 
3.7.2 Pengujian hipotesis 
pengujian hipotesis dilakukan melalui: 
1) Secara parsial (uji t) 
Uji t digunakan untuk menguji atau membandingkan rata nilai 
suatu sampel dengan nilai lainnya. Uji ini dilakukan untuk mengetahui 
apakah semua variabel independen secara parsial berpengaruh signifikan 
variabel dependen. Pengujian dilakukan dengan tingkat yang ditentukan 95 
% dengan tingkat signifikan sebesar 5 % (p value < 0,05). Jika t hitung < t 
table maka Ho diterima dan Ha ditolak, sebaliknya jika t hitung > t tabel 
maka Ho ditolak dan Ha diterima. Berarti variabel independen secara 
individu memiliki pengaruh signifikan terhadap variabel dependen. 
 
2) Secara Simultan (uji f) 
Untuk pengujian variabel independen secara bersamaan digunakan 
statistik uji F (F test) dilakukan untuk melakukan apakah model pengujian 
hipotesis yang dilakukan tetap. Uji F dilakukan untuk mengetahui apakah 
variabel independen secara bersamaan berpengaruh terhadap variabel 
dependen. Analisis uji F ini dilakukan dengan cara menbandingkan F 
hitung dengan F tabel dengan tingkat kepercayaan yang ditentukan adalah 
5 %. Jika F hitung > F tabel, maka Ho ditolak dan Ha diterima. Berarti 
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bahwa variabel independen secara bersamaan mempunyai pengaruh 
terhadap variabel dependen. Sebaliknya, apabila F hitung < F tabel, maka 
Ho diterima dan Ha ditolak. 
 
3) Koefisien Determinan (R2) 
Koefisien determinan merupakan ukuran yang digunakan untuk 
menilai seberapa jauh kemampuan model dalam menerangkan variasi 
variabel independen. Nilai koefisien determinan adalah antara nol dan 
satu. Nilai R
2
 yang kecil berarti kemampuan variabel-variabel independen 
dalam menjelaskan variasi variabel dependen amat terbatas. Nilai yang 
mendekati satu berarti variabel-variabel independen memberikan hampir 
semua informasi yang dibutuhkan untuk memprediksi variasi variabel 
dependen. Koefisien determinan adalah sebuah koefisien yang 
menunjukkan seberapa besar persentase variabel-variabel independen. 
Semakin besar koefisien determinannya, maka semakin baik variabel 
independen dalam menjelaskan variabel dependen. Dengan demikian 
regresi yang dihasilkan baik untuk mengestimasi nilai variabel dependen. 
