Estimation of the parameters of an autoregressive process with a mean that is a function of time is considered. Approximate expressions for the bias of the least squares estimator of the autoregressive parameters that is due to estimating the unknown mean function are derived. For the case of a mean function that is a polynomial in time, a reparameterization that isolates the bias is given. Using the approximate expressions, a method of modifying the least squares estimator is proposed. A Monte Carlo study of the second-order autoregressive process is presented. The Monte Carlo results ag~ee well with the approximate theory and, generally speaking, the modified least squares estimators performed better than the least squares estimator.
Introduction
Let the time series Y t satisfy
where. X ti 1s a fixed function of time for i · 1,2, ••• , r , P t is a stationary p-th order normal autoregressive process satisfying (2) and {e t } is a sequence of normal independent (0, 0 2 ) random variables. Assume that the roots of the characteristic equation For example, these assumptions on are satisfied by polynomial and trignometric polynomial functions of time.
For the case r · 1, p • 1 and !t =1 , Mariott and Pope (1954) , Orcutt and Winokur (1969) , Salem (1971) , Bora-Senta and Kounias (1980) and Lee (1981) proposed several estimators of a 1 • These authors also used Monte Carlo studies to compare the small sample properties of the various estimators. See Lee (1981) . The small sample properties of the least squares estimator of~have received little attention for higher order processes. Salem (1971) extended the method of Mariott and Pope (1954) to obtain expressions for the approximate biases of the least squares estimator of a for the case ... =1 • 'Ansley and Newbold (1980) comparAd the properties of the maximum likelihood predictor, the exact least squares predictor and the conditional least squares predictor of Yn+1' Yn+2 and Yn+10 by means of simulation.
We shall consider two procedures for estimating a • ... 
The second step of procedure two consists of estimating a by ...
regressing P t on (P t -1 , P t -2 , ••• , P t -p ). We call this estimator a • ...
In this paper we obtain aD approximate expression for the bias in the estimators of~that arises from estimating~. We propose an adjustment in the estimators based upon the expression for the approximate bias. Using Monte Carlo simulation, the proposed estimator is. compared with the original estimator.
, l 5 2. Bias in estimators of a.
-
The estimator of a obtained by method one can be written
where
From the arguments of Fuller and Basza (1981) and Lee (1981) , it follows that a is integrable and -where -2 
for some constants e ts ,where (!'!) is the (t,s)-th element of
are n e, we ave
Because the roots of the equation (2) are less than one in absolute o
We now consider the bias in the second method of constructing an estimator of a.
-..
satisfy model (1) and let a be given by
where ..
and ! is defined in (6). Assume that the roots of equation (3) -2
... ...
Proof.
We can write
where Pt (-i) and is the t-th element of the vector ...
Observe that
and Therefore, and Nov .
-
where For f1zed 1 and j t 13 -1 n Note that
where C -C m • Therefore, where (n-p) ... • r(1 + a 2 )(n -2) (1, 1)' + O(n ). (21) For the sample mean model r · 1 and for the time trend model r · 2 • For the mean model, Salem (1971) and Lee (1981) used (21) to adjust for the bias arising from estimating the unknown mean. The difference between the empirical biases of~; of 6; is close to the theoretical -1 difference 2(n-2) (l+a 2 ) . This is illustrated in Figure 1 . The adjusted estimator 6~also has smaller absolute bias than the least * squares estimator 6 1 ' except when both roots are negative. Generally speaking, the adjustment produces large gains in mean square error for those parametric configurations that originally had large mean square errors and produces losses for those parameters that originally had small mean squares. Therefore, the mean square error function for the adjusted estimator is much flatter than the corresponding function for the least squares estimator.
Summary
For an autoregressive process with mean function a polynomial in time, the bias in the least squares estimator arising from estimating the mean function has a relatively simple form. This form can be used to correct the estimator for the bias arising from estimating the mean function. The Monte Carlo study demonstrates that the mean square error of the adjusted estimator is smaller than that of the least squares estimator for a wide range of parameter values. The mean square error is reduced about 40 percent by the adjustment for n. 50 when • ".
--e 
