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При аналізі охоплення даних врахо-
вується різна їхня можлива приро-
да – некерованість, недискрецій-
ність, категоріальність, ординаль-
ність, неточність.
 В.М. Горбачук, А.А. Сирку,
С.-Б. Сулейманов, 2017
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Вступ. Традиційні моделі аналізу охоплення
даних (data envelopment analysis, DEA) зага-
лом стосуються однорівневих ситуацій, в
яких бажано оцінювати стан ефективності
кожного елемента даної множини n  підроз-
ділів прийняття рішень (decision making units,
DMUs) у даний момент часу [1, 2]. Ситуації
вимірювання ефективності можна вважати
багаторівневими. З багаторівневих моделей
DEA виділяють багатоетапні послідовні мо-
делі, зокрема, мережеві моделі DEA. Останні
ґрунтуються на понятті підтехнологій зага-
льної технології даного DMU [3], які дозво-
ляють детальніше вивчати внутрішні опера-
ції виробничого процесу та краще розуміти
цей процес. Виділяють загальні мережеві мо-
делі – статичну, динамічну, освоєння техно-
логії [4 – 6]. У статичній моделі пов’я-
зуються елементи скінченної множини
підтехнологій (діяльностей), утворюючи
мережу. Ця модель дозволяє аналізувати ро-
зміщення проміжних продуктів. У прикладі
[4] вхідний продукт x  генерує вихідний
продукт ,y  використовуючи деякі проміжні
продукти (intermediate products) 1,p 2 ,p 3,p
причому 1,p 2p – це проміжні продукти для
продукту 3.p
Динамічна модель дозволяє контролювати
послідовність технологій виробництва, де
рішення на одному етапі (проміжку часу)
впливає на подальші етапи. При цьому про-
міжні продукти – це виходи попередніх і
входи наступних етапів.
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Модель освоєння технології дозволяє, серед іншого, контролювати вироб-
ництво на різних процесорах (машинах). Розподіл входів серед процесорів
дозволяє визначати (вибирати) підходящу технологію.
Є підходи DEA для контролю за ланцюгами постачання від покупця до
постачальника з оцінюванням їхньої ефективності. Важливо оцінювати ефектив-
ність не лише окремих частин такого ланцюга, але й ланцюга в цілому. При
цьому рекомендоване поліпшення ефективності для однієї частини ланцюга мо-
же призвести до зменшення ефективності його інших частин. Розроблено підхо-
ди до моделювання двоетапних процесів [7, 8]. У прикладі [9] ланцюг постачан-
ня включає вхід Sx до продавця (seller) та вихід Sy від продавця, причому Sy
є входом до покупця (buyer), а також вихід By  від покупця і ще один вхід Bx
до покупця. У цьому прикладі вимірюються загальна ефективність ланцюга
й ефективність кожного елемента ланцюга.
Ряд моделей ланцюгів постачання оснований на теоретико-ігрових коопера-
тивних і некооперативних підходах [10]. В останніх продавець вважається ліде-
ром, а покупець – послідовником: на першому етапі максимізує свою ефектив-
ність лідер, а на другому – послідовник, причому на другому етапі послідовник
обмежений діями, що не змінюють значення ефективності лідера, досягнуте
на першому етапі. Такий підхід зводиться до задачі нелінійного параметричного
програмування. У кооперативних підходах немає лідера чи послідовника.
Вищезазначені багаторівневі постановки спрямовані загалом на послідовні
процеси. У багатьох ситуаціях під множинністю компонентів розуміють пара-
лельність роботи цих компонентів. При дослідженні ефективності роботи бан-
ківської філії у загальній її діяльності виділяються діяльність з продажу та по-
слуг [11]. Оскільки аналіз кожного виду діяльності ускладнюється тим, що вони
мають спільні входи (трудові ресурси), то пропонуються модель агрегованої (за-
гальної) ефективності з оцінюванням ефективності кожного компонента [11, 12]
та модель декомпозиції міри ефективності [13].
Деякі ситуації багаторівневого вимірювання ефективності включають ієрар-
хічні чи вбудовані структури. Наприклад, кожна електростанція з даної множи-
ни складається з окремих енергогенераторів [14, 15], які можна вважати DMUs
1 рівня. Водночас, на наступному рівні ієрархії, електростанції є DMUs 2 рівня.
На кожному рівні ієрархії розглядаються свої входи і виходи. При вимірюванні
ефективності екіпажів експлуатації доріг окремі патрулі 1 рівня формують ра-
йонні групи 2 рівня, які, в свою чергу, формують регіональні групи 3 рівня [16].
Література з DEA містить багато робіт стосовно обмежень на множники
(зважування входів і виходів) [1]. Деякі ці обмеження є непрямими, бо виплива-
ють з аналізу їхніх граней. У перших таких роботах вводилися абсолютні верхні
та нижні межі [17] на множники iv  входів  і множники r виходів [1], напри-
клад, при вимірюванні ефективності екіпажів експлуатації доріг [16, 18]. Оскіль-
ки ці межі залежать від масштабів, обраних для змінних входів і виходів, то
є сенс дослідити спочатку модель DEA без обмежень на множники.
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Дослідження великих галузевих банків виявило потребу в обмеженнях на
множники [19]. Тому запропоновано ввести для множників лінійні обмеження,
які задають опуклий конус. Допустима область для вектора ),...,( 1 mvv множни-
ків входів визначається через поліедральний опуклий конус ,V який є множи-
ною всіх векторів v , побудованих на множині з k  допустимих (admissible) век-
торів la

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Позначаючи U аналогічний поліедральний опуклий конус для вектора
1( ,..., )s   множників виходів, приходимо до моделі авторів Charnes, Cooper,
Rhodes (CCR) роботи [20] з конічними відношеннями [1].
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Цій моделі відповідає двоїста [19]. Крім того, цю модель можна узагальню-
вати, вводячи зв’язуючі конуси між конусами V  та U на прикладі вугільних
шахт штату Іллінойс США [21].
Ідею конічних відношень застосовує поняття області впевненості (assurance
region, AR) [22, 23]. Це поняття розроблене для того, щоб не допускати великих
відмінностей у значеннях множників входів (виходів), вводячи верхні та нижні
межі на відношення множників входів (виходів).
Загалом введення меж на величини чи відношення множників, введення ко-
нічних відношень погіршує значення ефективності. Зазначимо, що у прикладі 2
[1] нахили граней пов’язані з відношеннями множників входів. Якщо ввести ме-
жі на відношення множників, то деякі нахили не будуть допустимими, межа
ефективності стане прямішою (матиме меншу кривизну), а точка (DMU) D може
не бути ефективною [24].
Застосування поняття AR ведуть до різних моделей DEA, вказуючи підхо-
дящі межі на множники. Наприклад, при вивченні ефективності банківських
філій виходами є різні класи трансакцій філії (внесення чи зняття грошей тощо),
а множниками цих виходів є проміжки часу (в хвилинах або годинах) для вико-
нання трансакцій [11]. Хоча величини цих проміжків є різними для різних філій
або працівників, можна встановлювати верхні та нижні межі таких величин.
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Поняття AR узагальнюється через глобальні обмеження на множники для
кожного DMU [25, 26]. Наприклад, якщо вхід 1 становить у загальному зваже-
ному вході довільного DMU не менше 10 % і не більше 20 %, то таким глобаль-
ним обмеженням буде
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У моделі DEA з контекстно-залежною областю впевненості (context-
dependent assurance region) моделі CAR-DEA – обмеження на відношення множ-
ників можуть бути різними для різних підмножин DMUs [27]. Зважаючи на по-
тенційну несумісність цих обмежень, бажано визначати певний вхід (вихід) оди-
ницею виміру для всіх входів (виходів) і переходити від груп обмежень AR (для
підмножин DMUs) до єдиної множини обмежень AR для всіх DMUs [28].
Дослідження ідентифікації та розширення граней намагалися з’ясувати
обставини появи нульових ваг (  -ваг) множників. Ці дослідження зводилися до
проекції слабко ефективних або неповновимірних граней. В аналізі обмежених
граней (constrained facet analysis, CFA), при проектуванні DMU на слабко ефек-
тивну грань, розширюється вибрана Парето-ефективна (повновимірна) грань, на
яку проектується даний DMU [29]. У CFA застосовують двохетапний підхід
з пошуком повновимірної грані, на яку найкраще проектувати даний DMU
[30 – 32]. У трьохетапному підході [31] на 1 етапі розв’язується стандартна
модель CCR, щоб знайти повну множину EE  ефективних DMUs, де E –
множина екстремальних ефективних DMUs (країв граней), E – множина не-
екстремальних ефективних DMUs (внутрішностей граней). На 2 етапі ця повна
множина ділиться на дві підмножини [33]. На 3 етапі розв’язується задача
змішаного цілочисельного програмування
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Ця гранева модель гарантує, що рівно )1(  sm  з )( sm   обмежень задо-
вольнятимуться як рівності. Тоді якнайбільше одна змінна нев’язки буде додат-
ною, всі змінні r , i  будуть додатними, а даний DMU проектуватиметься на
повновимірну грань.
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При розширенні граней для усунення слабко ефективних проекцій можуть
генеруватися нові DMUs, які не входили у множину спостережуваних. Такі
DMUs визначаються перетинами розширених граней і променів від початку
координат до DMUs, які не є відповідно охопленими [1]. Процедура генерації
нових неспостережуваних DMUs дає засоби розширення спостережуваних
граней [26]. Така процедура зводиться до отримання інформації від особи, яка
приймає рішення, про оцінки взаємозаміни між наборами факторів.
У структурі DEA можна поєднувати як стандартні DMUs [34], так і стандар-
ти виробництва [35].
Загалом у моделі DEA s  виходів srrjy 1}{   генеруються m  входами
m
iijx 1}{  .
У прямій задачі охоплення вважається, що всі входи мають радіальну проекцію
на ефективну межу, всі змінні є чисельними, а набір оцінюваних DMUs є порів-
няно однорідною групою (кожний DMU можна порівняти з будь-яким іншим
DMU цієї групи). З появою нових застосувань моделі DEA стало за потрібне уза-
гальнювати її припущення і структуру, зокрема, припущення щодо змінних.
У багатьох застосуваннях DEA певні вхідні змінні можуть не бути під
повним контролем менеджменту. Наприклад, при аналізі DEA ефективності
банківських філій така вхідна змінна, як фіксовані витрати (на оренду, комуна-
льні послуги тощо), не змінюється пропорційно подібно до змінних витрат
(на персонал). Тому серед усіх m  вхідних змінних важливо розрізняти підмно-
жину D дискреційних (discretionary) змінних (таких, як витрати на персонал)
та множину ND недискреційних (non-discretionary) змінних (таких, як фіксовані
витрати банківської філії).
У задачі лінійного програмування мінімізації (модифікації задачі (2) [1])
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недискреційні вхідні змінні 0 ,ix ,i ND  не множаться на 0 [36].
Задачі мінімізації відповідає двоїста задача максимізації
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При обмеженні (4) замість другого обмеження (3) маємо модифіковану ці-
льову функцію (1) [24]. Іноді модель [36] може переоцінювати технічну ефекти-
вність, коли референтна множина не виключає недопустимих точок виробницт-
ва [37]. Щоб виключати такі точки з референтної множини, у підході ваги для
виробничих можливостей при вищих вхідних значеннях ,ijx ,i ND вважають-
ся нульовими. Цей підхід дозволяє краще оцінювати ефективність [38 – 41].
Оскільки в цільовій функції (1) недискреційні нев’язки ,is
 ,i ND можуть
бути додатними, то значення недискреційної змінної для оптимуму DMU 0
як лінійної комбінації інших DMUs може бути меншим, ніж значення цієї неди-
скреційної змінної для спостережуваного DMU 0. Коли значення деяких входів
(і виходів) залишаються на фіксованих рівнях, то порівнюють DMUs з лінійними
комбінаціями на рівнях цих факторів, а ці фактори (змінні) вважають некерова-
ними. Позначаючи 1N  і 2N  число некерованих входів і виходів відповідно,
позначаючи 1N  і 2N  число керованих (регулярних) входів і виходів відповідно,
маємо модель DEA
1 2
0, ,
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j i r
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 
  
       
без обмежень для 0  та при обмеженнях
0 0
1
,
n
j ij i i
j
x s x

    1Ni ,
0
1
,
n
j ij i
j
x x

  1Ni ,
0
1
,
n
j rj r r
j
y s y

   2Nr ,
0
1
,
n
j rj r
j
y y

  , 2Nr ,
,j ,is rs 0 j n,,1 , 1Ni , 2Nr .
Інколи DMUs належать до різних природних категорій. Це стосується, на-
приклад, оцінювання множини роздрібних установ, які працюють за різними
рівнями конкуренції. Тоді DMU даної категорії слід порівнювати з тими DMUs,
які не належать до сприятливіших категорій [42].
МОДЕЛІ АНАЛІЗУ ОХОПЛЕННЯ НЕСТАНДАРТНИХ ДАНИХ
Компьютерная математика. 2017, № 1 69
У відповідній моделі розрізняють регулярні керовані входи ,ijx 1, , ,i m 
категоріальні входи ,ijx mmi ,,1 [43]. Якщо категоріальна змінна ijx  не
є керованою менеджментом, то її замінюють множиною бінарних змінних ,kijd
iKk ,,1 , де iK – відповідна кількість категорій. Упорядковуючи категорії
від більш до менш сприятливих, вважаємо, що DMU належить категорії lk (най-
сприятливішою є категорія 1k ), коли 1kijd  при lkk   і 0kijd  при lkk  .
Тоді обмеження (2) замінюють множиною нерівностей
1
,
n
k k
j ij il
j
d d

  1, , ,ik K 
а даний DMU порівнюють лише з іншими DMUs тієї самої чи менш сприятливої
категорії. Отже, у випадку керованої категоріальної змінної пропонується
змішана цілочислова задача лінійного програмування [43], яка має недоліки [44].
У випадку вхідних і вихідних категоріальних змінних цілочислову задачу можна
зводити до зручніших задач лінійного програмування [45].
Хоча загалом моделі DEA основані на множині числових (кардинальних)
вхідних і вихідних змінних, іноді варто брати до уваги нечислові (ординальні)
фактори чи дані. Таким фактором є, наприклад, компетентність менеджменту.
Тоді DMUs можна впорядковувати за цим фактором. На практиці часто немож-
ливо адекватно забезпечувати точнішу числову міру для подібного фактора.
У перших моделях DEA вважалося, що DMU k  за рангом або порядком ви-
ходу r  належить до певного класу ,n   а значення виходу чи вартості стано-
вить ( )ry  [46, 47]. Досліджувалася структура DEA при так званих неточних
даних [48]. Рангова модель [49] узагальнювалася [50]. При розробці аналізу
охоплення неточних даних (imprecise DEA, IDEA) головну увагу звертають
на дані про ранг і порядок. Такі дані обробляють для застосування у дискретних
і неперервних моделях [51], зберігаючи методологію DEA.
У DEA зазвичай кращими вважаються DMUs з більшими обсягами виходів
при менших обсягах входів. Проте у деяких ситуаціях виходами DMU можуть
бути небажані відходи (рівні забруднення повітря внаслідок роботи електро-
станції) [52 – 55]. При моделюванні небажаних факторів застосовуються їхні
лінійні перетворення, функції відстані за напрямом, модифікації непараметрич-
них методів оцінювання тощо [56].
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