Several routing schemes in ad hoc networks first establish a virtual backbone and then route messages via backbone nodes. One common way of constructing such a backbone is based on the construction of a connected dominating set (CDS). In this article we present a very simple distributed algorithm for computing a small CDS. Our algorithm has an approximation factor of at most 6.91, improving upon the previous best-known approximation factor of 8 due to Wan et al. [2002]. The improvement relies on a refined analysis of the relationship between the size of a maximal independent set and a minimum CDS in a unit disk graph. This subresult also implies improved approximation factors for many existing algorithm.
INTRODUCTION
Wireless ad hoc networks appear in a wide variety of applications, including military battle-field, disaster relief, sensing, and monitoring. Unlike wired networks, no physical backbone infrastructure is installed in wireless ad hoc networks. Instead, the nodes communicate either directly or via intermediate nodes. In this article we assume that all nodes are located in a Euclidean plane and have an equal transmission range of 2. The topology of such a network can be modeled as a unit disk graph G = (V , E). Two nodes are adjacent if the unit disks centered at them intersect, that is, if their interdistance is at most 2. (Note: we use this definition instead of the commonly used one based on a transmission range of 1 or equivalently intersecting disks of radius 0.5 to simplify calculations in the proofs. It should be obvious that by scaling our results also hold for any other definition of the unit disk graph, be the "unit" 1, 2, or any other constant.)
Although a wireless ad hoc network has no physical backbone infrastructure, a virtual backbone can be formed by nodes in a connected dominating set (CDS) of G. A CDS of G is a subset S ⊆ V such that each node in V \ S is adjacent to some node in S and the communication graph induced by S is connected. We denote by OPT a minimum CDS in G.
The problem of finding a minimum CDS in a unit disk graph has been shown to be NP-hard [Clark et al. 1990] . Marathe et al. [1995] proposed a 10-approximation centralized algorithm for this problem. Cheng et al. [2006] presented a polynomial-time approximation scheme that guarantees an approximation factor of (1 + 1/s) with running time of n O((s log s)
2 ) . However, centralized algorithms cannot be applied to real networks. Recently, the distributed construction of a small CDS has attracted a great deal of attention. The currently best-known distributed algorithm due to Wan et al. [2002] has an approximation factor of 8 and running time O(n). However, the analysis in Wan et al. [2002] ignored delays incurred by interference. An algorithm recently presented by Gandhi and Parthasarathy [2004] with high probability computes a 192-approximation in O(n log n) time and explicitly handles interference. The algorithm in Gandhi and Parthasarathy [2004] is based on a distance-2-coloring (D2-coloring), where no two nodes at 2-hop distance can have the same color.
In this article we present a very simple 6.91-approximation algorithm for computing a minimum CDS in unit disk graphs. That improves upon the previous best known approximation factor of 8 due to Wan et al. [2002] . Ignoring interference, our algorithm matches the O(n) running time of the algorithm in [Wan et al. 2002 ], but we provide a more detailed analysis also taking care of interference by using the D2-coloring of Gandhi and Parthasarathy [2004] based on results by Luby [1986 Luby [ , 1993 , who proposed randomized distributed algorithms for vertex coloring and minimal independent set construction in arbitrary undirected graphs.
The main contribution of this article is an improved analysis of the relationship between the size of a maximal independent set and a minimum CDS in a unit disk graph, which yields better bounds for many previous algorithms [Alzoubi 2003; Alzoubi et al. 2003; Gandhi and et al. 1995; Wan et al. 2002] . Note that a maximal independent set is also a dominating set, which only needs to be connected to obtain a CDS.
The rest of the article is organized as follows. The distributed CDS algorithm is presented in Section 2. In Section 3 we bound the size of any independent set in terms of the minimum CDS size. At Section 4 we provide a various types of experimental results. Section 5 contains some concluding remarks.
A SIMPLE DISTRIBUTED ALGORITHM FOR CDS
In this section we present a very simple distributed algorithm computing a CDS of G. We assume that there exists an assignment of time slots to the nodes such that no interference occurs, that is, no two nodes transmit in the same time slot. Such an assignment can be determined using the D2-coloring algorithm from Gandhi and Parthasarathy [2004] . Gandhi and Parthasarathy [2004] succeeded in obtaining an O( log 2 n) running time distributed solution ( is the maximum node degree) which produces a number of time slots that at most O(1) times the number of time slots used by an optimal assignment. Let us denote by q ≤ n be the number of different time slots in this assignment obtained by an algorithm in Gandhi and Parthasarathy [2004] .
In the course of our algorithm, we construct a connected set S and an independent set I ⊆ S. In a nutshell, we color a node (without connection to D2-coloring) with the following colors: black-the node is a part of I ; blue-it is not in S but adjacent to a node in I ; grey-it is in S but not in I ; redit is neither black, grey, nor blue, but a neighbor to a grey or blue node; and white-it is neither black nor grey nor blue, nor a neighbor to a grey or blue node. Intuitively, the black and the grey nodes will form a solution we are looking for. Initially, one node is colored red (this node can be chosen by running a leader election algorithm) and all other nodes are colored white. Each red node u (except the first one) keeps its parent grey node.
The execution of our algorithm is divided into rounds. Each round consists of three phases and in each phase we use a conflict-free time slots assignment so that each node is able to transmit once. Basically, in a round each red node with minimum ID among its red neighbors joins I and its blue parent joins S. Then the colors of the relevant nodes are updated accordingly. The algorithm is presented on Figure 1 .
Analysis
The algorithm terminates when there remain no white or red nodes. Next we state the main theorem. PROOF. The fact that the final set S (black and grey nodes) is indeed a CDS, can be easily established by verifying the following invariants maintained throughout the execution of our algorithm:
(1) The set of black nodes I form an independent set in G and dominate the set of grey and blue nodes. Note that |S| ≤ 2|I |. That is due to the fact that each grey node u can be associated with a unique black node v such that u was parent of v. As we show in Section 3, |I | ≤ 3.453 · |OPT| + 8.291, which implies the bound on |S|.
The running time of our algorithm is O(|OPT| · q), since each phase lasts q time steps (according to the number of time-slots obtained from the D2-coloring) and we have O(|OPT |) rounds (with three phases each) as in each round at least one node gets colored red. The message complexity is O(|OPT|·n) because during each phase at most n messages are sent (the message size is O(log n) bits).
This bound includes delays due to interference between nearby nodes, as this is treated explicitely by the D2-coloring. Note that q = O(n) and |OPT | = O(n). Ignoring interference as in the model of Wan et al. [2002] , we get the following corollary: COROLLARY 2.2. Ignoring interference, our algorithm computes a connected dominating set S in G with |S| ≤ 6.91 · |OPT| + 16.58 and has running time O(n) and message complexity O(n 2 ).
Furthermore, if the density of the nodes is high (i.e., is a large value of q), typically |OPT| is rather small, and vice versa, if the optimal |OPT| is large, the node density is typically small. So even including the explicit treatment of interference, we expect the running time of our algorithm to be very competetive.
BOUNDING THE SIZE OF AN INDEPENDENT SET
In this section we bound the size of any independent set in G with respect to the size of OPT. For that we first bound the area covered by the union of unit disks in G.
THEOREM 3.1. The area covered by the union of unit disks in G is at most |OPT| · 11.774 + 9π .
• S. Funke et al. PROOF. Consider the set L of disks with radius 3 around the centers of unit disks from OPT. Clearly, all unit disks corresponding to the nodes of G must be contained in the union of the disks in L and this union is connected. To bound the area covered by L, we mimic the growth of a spanning tree of OPT. In iteration i, we add a new disk l i whose center has distance at most 2 to a center of the already added disks l 1 , . . . , l i−1 . We consider the area "newly covered" by l i , that is, the area not covered by the union of disks l 1 , . . . , l i .
Note that the center of l i is at distance at most 2 from the center of a l j such that j < i. The newly covered area is thus at most the hatched area on Figure 2 , where |c j m| = |c i m| = 1. Let α = i 1 c j m be the angle spanned by i 1 and m at c j . We have cos α = 1/3 and |mi 1 = |mi 2 | = √ 8 = 2 √ 2. The hatched area can then be computed by considering a 2π − 2α sector of D i , subtracting a 2α sector of D j , and adding the area of the diamond i 1 c j i 2 c i . Hence, we get
Therefore, the total area covered by L is at most |OPT| · 11.774 + 9π .
We note that this bound immediately implies that the size of any independent set is bounded by 3.748 · |OPT| + 9 since it consists of disjoint disks, which are contained in the area covered by L. Next we will derive an even better bound by making use of the fact that any placement of a unit disk necessarily "wastes" some area besides the area π covered by the unit disk. Let us consider the Voronoi diagram of the centers c i of the disks in L. How small can the Voronoi cell of a point c i be ? It is not hard to see that since all c i 's have pairwise distance of at least 2, the smallest possible Voronoi cell is a regular hexagon of width w = 2. This follows immediately from the well-known result by Fejes Tóth [1942] [1943] , which proves that the densest packing of unit disks in the plane is attained by a hexagonal lattice and from the fact that a number of equalradii disks not intersecting each other that can be placed around a disk of the same radius is at most 6. See Figure 3 . The area of one hexagon is PROOF. First observe that any point in the Voronoi cell of c i is either covered by the unit disk around c i or not covered at all (if it was not covered by the unit disk centered at c i but by another unit disk, it would not be in the Voronoi cell of c i ). So basically each placed unit disk "uses" up an area of at least 2 √ 3 (and not only π) from the area of the region covered by L with the only exception being disks near the boundary. If the center c i of such a disk is close to the boundary, part of its Voronoi cell might lie outside the region covered by L. So we need to give a lower bound on the area z of the intersection of the Voronoi cell of c i with the region covered by L. The worst case happens when we allow other points c j to be to be placed arbitrarily, in particular also outside the region covered by L (this will give only a smaller lower bound). The area z is then again minimized when there are six centers c j placed regularly at distance 2 around c i . How much of c i 's Voronoi cell can then lie outside the region covered by L? As illustrated in Figure 4 , at most (2 √ 3 − π )/6, that is, one "ear" of the regular hexagon (remember that the unit disk around c i is contained in a union of disks of radius 3). Hence, we can uniquely assign each c i an area of 2 √ 3 − (2 √ 3 − π)/6 ≥ 3.410 from the area covered by L. Therefore, the number of disjoint unit disks that can be placed in the region covered by L is at most |OPT| · 11.774 + 9π 3.410 ≤ 3.453 · |OPT| + 8.291.
EXPERIMENTAL RESULTS
To evaluate the performance of the algorithms described above, we performed a set of computer-simulated experiments. We were particularly interested in the actual time complexity of our algorithm. Theoretically we can only guarantee this to be linear in the size of the produced connected dominating set. In practice, for deployments of the sensornodes that are not one dimensional (e.g., not in a line), though, we would expect the number of rounds of our algorithm to be much less than the size of the computed CDS, since many red nodes turn black in one particular round. Our simulator is not packet-based, and thus it does not take into account some issues that occur in practice like medium access and message loss, but still we believe that the results are a good indication of the usefulness of our approach in practical scenarios. Every sensor node at the beginning was assigned a random node ID and a random red seed node was picked via a leader election protocol.
Sparse Sensor Deployments
For the following experiments we generated sparse sensor network deployments as they occur, for example, when placing nodes along major highways throughout the country. We have several example sets, some of which are depicted in Figure 5 . The output of our algorithm is depicted in Figure 6 . There we have denoted in black the nodes that are part of the independent set, and in grey the glueing nodes that connect all black nodes, so the CDS computed by our algorithm consists of all black and grey nodes. The remaining nodes are drawn as hollow circles. The first sample set is a simple deployment along a line. Here, of course, at most two red nodes can turn black in a CONFIRM phase; hence the number of rounds for our algorithm to complete is linear in the size of the CDS. Furthermore, essentially every black node requires a grey glueing node. The number of rounds, created messages and resulting sizes of the output, in stated in Table I . For the approximation factor, observe that Theorem 3.2 immediately yields a lower bound of (|I | − 8.291)/3.453 for the size of the optimum CDS (denoted as Lower Bound in Table II ). In case of sparse deployments, in particular for the line, this yields only a very coarse lower bound, though (essentially because for deriving the upper bound on the size of I in terms of the size of CDS we used an area argument). In these cases, the CDS computed by our algorithm is actually pretty close to the optimum (in the case of a line there is not much choice anyway), only the lower bound is quite weak. The other two sample sets mimic a deployment along a system of roads and a deployment in a grid where the transmission ranges were chosen such that only vertically or horizontally adjacent nodes can communicate with each other. Here the number of rounds for the algorithm to complete becomes clearly sublinear in the size of the CDS and also the provable approximation ratio gets better due to the better lower bound.
Dense Sensor Deployments
The second class of sample sets consists or rather dense deployments. Here we expect many red nodes to be confirmed black in each CONFIRM phase. Also, the lower bound should prove to be much better than in the line case. Tables III and IV present the results for random and grid-like deployment with and without holes. Figures 7 and 8 depict the two problem instances with "holes". Here first a random or grid-like node distribution was generated, then nodes contained in manually drawn holes were removed. We expect this sort of nontrivial topology to be typical of sensor network deployments. Holes could be induced by environmental circumstances (e.g., by lakes where network nodes just sink and become nonoperational) or caused by the very phenomenon the sensor network was deployed to monitor (e.g., by bushfires where nodes die if they fall into the flames). See Figures 7 and 8 for a figurative depiction of the networks with holes. Since this type of deployment is very much twodimensional, the number of rounds remains pretty low and the guaranteed approximation ratio is much better than the theoretically derived value of 6.91. Also observe that the number of grey nodes is considerably smaller than the number of black nodes, since many grey nodes glue together more than two black nodes.
CONCLUDING REMARKS
In this work we have proposed an improved distributed 6.91-approximation algorithm for computing a connected dominating set in unit disk graphs. The algorithm is very simple and can be easily implemented in wireless ad hoc networks. As the main contribution of this article, we have shown an improved analysis of the relationship between the size of a maximal independent set and a minimum CDS in a unit disk graph, which yields better bounds for many other algorithms. In our experimental section we showed that the performance of our algorithm is still much better than the ratio of 6.91 that the theoretical analysis can guarantee-in fact, for dense networks it was always around 3.5. This, of course, leaves as an open problem the tightening of the theoretical analysis. In particular, the pessimistic assumption that to connect the nodes of the independent set one needs one grey glueing node each seems not to be the case in practice.
