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本論文では確率的方策に正規分布を用い平均 µと分散 σ を
更新することで確率的方策を更新する．得られた乱数を直
接トルクの値とし，1 ステップ中のモーター角度の変化を
行動 aとし時刻 tにおける状態 St から次状態 St+1 へ遷移
する．
報酬と強化信号
criticで遷移後の報酬 rt+1 を得て，TD誤差 δ を計算する．
TD誤差は以下のように与える．
δ = rt+1 + γV (St+1)− V (St) (1)




µt+1 = µt + βatδ (2)
このとき β は学習率であり０から１までの定数である．こ
こでは確率的方策の更新として正規分布の平均を更新する．
TD 誤差に同ステップの行動を掛けることで TD 誤差が正
ならその行動をとる確率を高め，負なら低くする．
状態価値関数の更新
TD 誤差に応じて critic にて TD 誤差が０に近づくように
状態価値を以下のように更新する．











µ の初期値を 0.0，σ の初期値を 0.4，α を
0.05，β を 0.01，γ を 0.9とした．また報酬
は式 (4)で示す．
r = −θ + 1.55 (4)
ここで，θ は目標からの角度をラジアンで表したものであり
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