The global robust output regulation problem for nonlinear plants subject to nonlinear exosystems has been a challenging problem and has not been well addressed. The main difficulty lies in finding a suitable internal model. In this paper, we first propose a new class of internal models which is guaranteed to exist under the generalized immersion condition [2] . An advantage of this internal model is that it is zero input globally asymptotically stable. This fact will facilitate the global stabilization of the augmented system associated with the given plant and the internal model. Then we will further utilize this class of internal models to solve the global robust output regulation problem for output feedback systems with a nonlinear exosystem.
INTRODUCTION
In this paper, we consider the robust output regulation problem for the nonlinear plant described bẏ x = f (x, u, v, w) e = h(x, u, v, w)
where x ∈ R n is the state, u ∈ R m is the input, e ∈ R m is the error output, w ∈ R nw denotes the uncertain constant parameters of the plant, and v ∈ R nv represents the exogenous signal which is generated by the following autonomous systemv = a(v) (2) All functions in (1) and (2) are assumed to be globally defined, sufficiently smooth and satisfy f (0, 0, 0, w) = 0, h(0, 0, 0, w) = 0 for all w ∈ R nw .
Since the early 1990s, various versions of the robust output regulation problem have been extensively studied [1, 5, 8, 10, 11, 13, 16] . Here we aim to design a feedback control law such that, for any w, any v(0), and any initial condition of the closed-loop system, the solution of the closed-loop system is bounded, and the tracking error approaches zero asymptotically. It is now well known that the robust output regulation problem can be handled by internal model design. This design methodology consists of two steps. In the first step, a dynamic compensator called internal model is synthesized. The composition of the given plant and the internal model is called the augmented system. The internal model has the property that the stabilization solution of the augmented system will lead to the output regulation solution of the original plant. Thus the second step is to stabilize the augmented system. The key to the success of this design framework is the existence of an appropriate internal model which not only leads to a well defined augmented system but also ensures the stabilizability of the augmented system. Indeed, finding the appropriate internal model has been the central issue in the research of the output regulation problem over the past two decades. When the exosystem is linear, several existence conditions have been given in [1, 8, 9] . In particular, it is shown in [8] that if the solution of the regulator equations associated with the given plant and the exosystem is polynomial, then there exists a linear internal model. An advantage of a linear internal model is that it leads to a simpler augmented system than a nonlinear internal model would.
Nevertheless, when the exosystem is nonlinear, the solvability of the output regulation problem becomes much more complicated for at least two reasons. First, few testable conditions for the existence of the internal model are available even if the solution of the regulator equations is polynomial. Second, the nonlinearity of the exosystem invariably leads to a nonlinear or time-varying internal model. Thus the stabilization of the augmented system becomes less tractable. In our opinion, so far the only testable existence condition for the internal model is given in [3] which leads to an internal model of the formη = M (v)η + N u where M (v) is some square matrix and N is some column vector. There is no guarantee that the systemη = M (v)η is globally asymptotically stable unless v(t) is sufficiently small. This fact complicates the task of the global stabilization of the augmented system. Consequently, in [3] , only the local version of the robust output regulation problem was studied. Recently, using the internal model of [3] , some attempts have been made on tackling the global robust output regulation for the class of output feedback systems [6, 17, 18, 21] . However, their results rely on some quite restrictive conditions.
In this paper, we will first propose another class of internal models of the formη = M η + N (v)u where M is some constant Hurwitz matrix and N (v) is some column vector.
The existence of such an internal model can be guaranteed by the generalized immersion condition as can be found in [2, 20] . An advantage of this internal model is that it is zero input globally asymptotically stable, i.e., the linear systemη = M η is asymptotically stable. This fact will facilitate the global stabilization of the augmented system associated with the output feedback system. In particular, applying our result to the example in [21] will lead to the global solution of the problem.
ASSUMPTIONS AND PRELIMINARIES
In this section, we will summarize the framework for dealing with the output regulation problem given in [3] . Some standard assumptions are listed first. Assumption 1. For any v(0), the solution of (2) exists and is bounded over t ∈ [0, ∞). Assumption 2. There exist globally defined, sufficiently smooth functions x(v, w) and u(v, w) with x(0, w) = 0 and u(0, w) = 0, such that the following holds
for all (v, w) ∈ R nv × R nw . Assumption 3. There exist some integer s > 0, and three sufficiently smooth functions θ :
Remark 1. Equations (3) are called regulator equations.
The solution of the regulator equations provides the necessary steady-state information for the controller to achieve asymptotic regulation. However, the solution cannot be directly used by the controller because it depends on the uncertain parameter w. Assumption 3 further guarantees that the solution of the regulator equations can be generated by an autonomous system independent of the uncertain parameter w. The triple (θ, α, β) is called a (generalized) steady-state input generator of the composite system (1) and (2) [3] . In particular, when both α and β are linear in θ, i.e. there exist sufficiently smooth matrices Φ(v) and
is called a linear steady-state input generator.
The notion of the steady-state input generator will further lead to the definition of the internal model as follows: Definition 1. Under Assumptions 1-3, if there exists a sufficiently smooth function γ(η, u, v) vanishing at the origin such that
The internal model has the same asymptotic property as the steady-sate generator. Attaching the internal model (5) to the given plant (1) yields the following augmented systemẋ
Performing on (6) the following coordinate and input transformation
where µ = (v, w). As in [10] , it is ready to verify that, for
. Consequently, we have the following result:
where u S and g S are sufficiently smooth functions vanishing at (ξ, e) = (0, 0), such that (8) globally stabilizes the equilibrium point of the augmented system (7), then the following control law
solves the robust output regulation problem for plant (1) .
As a result, we have converted the output regulation problem for the plant (1) into the stabilization problem for the augmented system (7). Once the stabilization problem is solvable, the aforementioned output regulation problem can also be solved. Finally, we point out, as in [3] , since the internal model relies on v, the control law (9) also depends on v. Thus the control law (9) needs to be able to access the exogenous signal.
A CLASS OF INTERNAL MODELS
As we have already seen, the success of the framework summarized in Section 2 depends on the existence of an appropriate internal model that makes the augmented system globally stabilizable. A linear time-invariant internal model was first given in [8] under the assumption that the solution of the regulator equations is a polynomial. Later another condition was given in [1] which requires the solution of the regulator equations to satisfy the following equation
where u stands for u(v, w), l is some integer and a i are some constant real numbers. Later, it was further shown in [9] that, when the exosystem is linear, condition (10) is equivalent to the condition that u(v, w) is a polynomial and both of these conditions lead to a linear internal model.
Nevertheless, when the exosystem is nonlinear, condition (10) is not equivalent to the condition that u(v, w) is a polynomial any more. In [3] , a more complicated condition for the existence of the steady-state generator is given and is summarized as follows. For convenience, we will assume m = 1 for the rest of this paper.
First, put a(v) in the following form
for some integer K ≥ 2 and some matrices A i ∈ R nv×nv . The functions a k : R nv → R are sufficiently smooth satisfying a k (0) = 0.
Assume u(v, w) is a polynomial in v. By Lemma 3.1 of [3] , there exists a set of real numbers
where
Moreover, assume there exist some matrices Φ k satisfying ∂ϑ(v, w) ∂v
Then it can be verified that the
is a (generalized) steady-state input generator with output u. Corresponding to this steady-state input generator, an internal model can be constructed as follows:
where (M, N ) is any controllable pair with M ∈ R r×r being Hurwitz, N ∈ R r×1 , and T is the nonsingular solution of the Sylvester equation T Φ = M T + N Γ. Such solution T always exists since (Φ, Γ) is observable [15] .
Nevertheless, as mentioned in the introduction, the internal model (15) is not zero input asymptotically stable which hinders the global stabilization of the augmented system. For this reason, we will construct a different internal model given by (18) 
where u stands for u(v, w).
it can be verified that
Thus, the triple ϑ, Φ(v), Γ constitutes a (generalized) linear steady-state input generator with output u.
Remark 2. Assumption 4 is obviously an extension of condition (10) in that the coefficients a i , i = 1, · · · , l, are allowed to rely on v. This assumption was first proposed in [2] , and was also used to construct internal models for solving the local output regulation problem for quite general nonlinear systems. More recently, under the same assumption, Zhang and Serrani constructed a time-varying linear internal model for solving the global robust output regulation problem for a class of relative degree one nonlinear systems subject to a linear exosystem [20] .
Assumption 4 guarantees the existence of an internal model which is zero input globally asymptotically stable as shown by the following result: Theorem 1. Under Assumptions 1, 2 and 4, given any Hurwitz matrix M ∈ R l×l , there exists a column vector N (v) ∈ R l×1 such that the following systeṁ
n denoting the number of distinct combinations of order i from n elements, and
. . .
Also, let τ = col(τ 1 , · · · , τ l ), where
Now, for any controllable pair (M, N ), where M is Hurwitz, and N is a column vector, the Sylvester equation
Then it can be verified that (18) is an internal model corresponding to the steady-state input generator (θ, Φ θ (v), Ψ), where
Remark 3. If all a i (v) are independent of v, b(v) and hence N (v) are also independent of v. Thus the internal model (18) reduces to the canonical linear internal model proposed in [15] . What makes (18) interesting compared with (15) is that the internal model is zero input globally asymptotically stable.
SOLUTION TO A CLASS OF NONLINEAR SYSTEMS
In this section, we will apply the framework described in the last two sections to solve the global robust output regulation problem for the following so-called output feedback systems subject to a nonlinear exosystem (2) χ =F (w)χ +Ḡ(y, v, w)
where col(χ, y) ∈ R n is the state, y ∈ R is the output, q(v, w) ∈ R is the reference trajectory, e ∈ R is the error output, u ∈ R is the input, w ∈ R nw represents (20) is studied in [4, 16] , and when the exosystem is nonlinear, the same problem is considered in [21] . However, the solution in [21] is only valid for sufficiently small initial condition v(0). Here we will provide a global solution for the same problem as in [21] with an arbitrarily large initial condition v(0). For this purpose, let us first make the following assumption: Assumption 5. The system (20) has a uniform relative degree r ≥ 2, i.e., for all w ∈ R nw ,H(w)g(w) = H(w)F (w)g(w) = · · · =H(w)F r−3 (w)g(w) = 0 and H(w)F r−2 (w)g(w) = 0.
Under the above assumption, like in [4, 16, 21] , we can attach a dynamic filter to (20)
with λ i > 0, x i+1 = u, and perform the change of coordinate z = χ − D(w)x − h(w)y on (20) and (21) to obtain the following extended systeṁ
where z ∈ R n−1 , y ∈ R and x i ∈ R, and b(w) = H(w)F r−2 (w)g(w) = 0. Other functions are defined in [3, 21] . It can be seen that if the output regulation problem of the system (22) is solvable, the same problem of the system (20) is also solvable.
The extended system (22) is now in lower triangular form where both error output e and the filtered input x i are available for feedback design.
Three more assumptions are needed. Assumption 6. For all w ∈ R nw , F (w) is Hurwitz. Assumption 7. There exists a globally defined, sufficiently smooth function z(v, w) with z(0, w) = 0 such that the following holds
Under Assumptions 5-7, let y(v, w) = q(v, w),
Then it can be seen that z(v, w), y(v, w), x i (v, w), i = 1, · · · , r + 1, constitute the global solution of the regulator equations. Assumption 8. There exist some integer l and sufficiently smooth scalar functions a i (v), i = 1, · · · , l, vanishing at the origin, such that x 1 stands for x 1 (v, w) . Remark 4. Assumptions 5 to 7 are exactly the same as those used in [4, 16] . Under Assumption 5, Assumption 6 is equivalent to the assumption that the linear systeṁ χ =F (w)χ + g(w)u, y =H(w)χ is a minimum phase system for all w ∈ R nw [4, 16] . When all functions in (20) are linear and a(v) is also linear, Assumption 7 is automatically satisfied with z(v, w) a polynomial in v. Assumption 8 is also automatically satisfied with a i constant since x 1 (v, w) is polynomial in v [9] . Nevertheless, When a(v) is nonlinear, Assumptions 7 and 8 may not be satisfied even if all functions in (20) are linear.
Under Assumptions 8, an internal model with output x 1 of the form (18) can be constructed as follows:
As shown in the proof of Theorem 1, (23) corresponds to the following steady-state input generatoṙ
Now let β 1 (θ) = Ψθ,
Attaching the internal model (23) to the given plant (22), and performing the input and coordinate transformation 
wherẽ
Performing another transformatioñ
on (25) turns the augmented system into the following lower triangular forṁ z = F (w)z +G(e, v, w) η = Mη + f (z, e, v, w) e = b(w)x 1 + f 0 (z,η, e, v, w) 
System (27) can be put in the following standard forṁ
where Z = col(z,η) and
Since F (w) is Hurwitz for all w due to Assumption 6, and M is also a Hurwitz matrix, by Lemma 3.1 of [19] , there exists a
such that for any (v, w) ∈ R nv × R nw , along the trajectory of Z-subsystem, the following holdṡ
for some known smooth positive definite function γ(·) and some positive constant δ depending on w and v. As a result, by the standard backstepping technique, it is possible to show that (28) can be globally stabilized.
In fact, let 
such that, for any initial condition of the closed-loop system composed of (22) and (30) and the exosystem, the trajectory of the closed-loop system exists and is bounded over t ∈ [0, ∞), and the error output e tends to zero asymptotically.
The proof is omitted due to space limit. Remark 5. The above control law is good for the case where b(w) > 0 for all w. The derivation of the control law is quite similar to that in [12] and is omitted due to the space limit. A control law can also be obtained for the case where b(w) < 0 for all w. The case where the sign of b(w) is unknown can also be handled by introducing the Nussbaum gain technique [14] as detailed in [12] . Remark 6. In the above control law, k is called the dynamic gain [7] which is introduced to account for the case where w and v(0) are arbitrary. If the w and v(0) belong to some known compact subsets, respectively, there is no need to employ the dynamic gain technique. It suffices to use a sufficiently large static gain k determined by the boundaries of the compact subsets.
AN EXAMPLE
Consider the example given in [21] .
And the exosystem is Van der Pol oscillatoṙ
System (31) is already in the form (22). A state feedback control law was given in [21] that can solve the output regulation problem of (22) under the assumption that |v 1 | < 2.7072 and |w| < 1. Here, using our approach, we will solve the output regulation problem of (22) for any w and any v.
As shown in [21] , the solution of the regulator equations is
As illustrated in the Proof of Theorem 1, the internal model can be constructed as follows:
Attaching ( Computer simulation is conducted with the initial conditions for the plant being z(0), y(0), x 1 (0) = (0.5, 0.2, −0.5) (as used in [21] ), and the initial conditions for the controller being zero. Note that, unlike [21] , where |v 1 | < 2.7072 and |w| ≤ 1 are required, our control law works for any initial condition v(0) and any w. Figure 1 shows the simulation results with v(0) = (4, −4), w = 1.5. In this paper, we have first proposed a new class of internal models for the output regulation problem of nonlinear systems subject to nonlinear exosystems. An advantage of this class of the internal models over the existing ones is that it reduces to a linear time-invariant stable system when the input is set to zero. This advantage has been taken to give a complete solution to the global robust output regulation problem for output feedback systems with a nonlinear exosystem.
