In this paper, some new existence results for positive solutions for a class of singular m-point boundary value problems with parameter be obtained.
Introduction
In this paper, we consider the following second-order differential equation y (t) + λf (t, y) = 0, 0 < t < 1, (1.1) with boundary condition
where λ > 0 is a parameter, 0 < η 1 < η 2 < · · · < η m−2 < 1, 0 < α i , m−2 i=1 α i η i < 1, f ∈ C((0, 1) × (0, +∞), R).
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Nonlinear multi-point boundary value problems have been studied extensively in the literature (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and the references therein). Gupta [4] studied the following threepoint boundary value problem u (t) = f (t, u, u ), 0 < t < 1, u(0) = 0, u(η)= u (1) , (1.2) where the nonlinear term f (t, x 1 , x 2 ) satisfies f (t, x 1 , x 2 ) p(t)|x 1 
| + q(t)|x 2 | + r(t)
and p 1 + q 1 < 1. Gupta proved some existence results for solutions for the three-point boundary value problem (1.2) by using the Leray-Schauder continuation theorem. Recently, Ma [9] considered the following m-point boundary value problem u (t) + a(t)f (u) = 0, 0 < t < 1,
( 1.3)
Based upon the well known fixed point theorem of cone expansion and compression, Ma [9] showed some existence results for positive solutions for the m-point boundary value problem (1.3). The purpose of this paper is to give some existence results for positive solutions for m-point boundary value problem (1.1). Problem (1.1) is a singular boundary value problem because f is allowed to have singularity at t = 0\1 and y = 0. Singular differential boundary value problem arises in many branches of both applied and basic mathematics. It has been extensively studied in the literature. We refer the reader to [11] [12] [13] [14] [15] for some recent results for singular second-order nonlinear two-point boundary value problems. Very recently, Zhang and Wang [5] showed some existence results for solutions for a class of singular nonlinear second-order three-point boundary value problems by the upper and lower solution method and the monotone iterative technique.
Different from [9] , in this paper we will not assume that f is nonnegative on R + . That is, we will study the so-called semi-positone problem. There have been some papers considered the semi-positone two-point boundary value problems in the literature (see [14, [16] [17] [18] and the references therein). The readers may refer to [16] for the nonsingular case and [17, 18] for the singular case. However, there have been fewer papers considered the semi-positone m-point boundary value problems in the literature. To cover up this gap, under a weaker integrable condition, by using the fixed point index and the approximate process, in this paper we will give some existence results for positive solutions for singular semi-positone m-point boundary value problem (1.1).
By a positive solution of problem (1.1), we mean a function y ∈ C[0, 1] ∩ C 2 (0, 1) satisfying the boundary value problem (1.1) and that y(t) > 0 for t ∈ (0, 1).
The preliminary lemmas
Let us define a function ρ : (0, +∞) → (0, +∞) by
, s ∈ (0, +∞).
In this paper we will use the following conditions.
(H 1 ) The nonlinear term f (t, y) satisfies
is continuous and decreasing, h : R + → R + is continuous and increasing.
The main result of this paper is the following 
Remark 3. The nonlinear term f of the form (2.1) in the case p(t) = 0 for all t ∈ [0, 1] has been studied by many authors (see [11, 13, 14] ). It is easy to see that the condition (H 1 ) naturally holds when f is nonnegative and continuous on [0, 1] ×R + . In fact,if we set p(t) = 0, φ(t) = 2 for all t ∈ [0, 1], g(y) = 1 for all y ∈ R + , and
Obviously, in this case, the condition (H 2 ) also holds. 
with the boundary condition (BC), where
By Theorem 1, there exists λ * such that the m-point boundary value problem has at least one positive solution for 0 < λ < λ * . 
Example 2. Consider the following three-point boundary value problem
This implies that (2.2) holds. By Theorem 1, there exists λ * such that the m-point boundary value problem has at least one positive solution for 0 < λ < λ * .
It is well known that C[0, 1] is a Banach space with the maximum norm · , i.e.,
Clearly, P and Q are cones of
For any y ∈ P and λ ∈ (0, +∞), let
where
For each n ∈ N and λ ∈ (0, +∞), let us define the nonlinear operators F n,λ :
and
respectively.
According to Lemma 1 in [19] , we have
) is a solution of the following m-point boundary value problem
u (t) + y(t) = 0, 0 < t < 1, u(0) = 0, u(1) = m−2 i=1 α i u(η i ) if and only if u ∈ C[0, 1
] is a solution of the following integration equation
u(t) = (Ly)(t), ∀t ∈ [0, 1].
Lemma 2. Suppose that
Then the following inequalities hold:
Proof. This is an immediate consequence of Lemma 2.1(ii) in [12] . 2 Lemma 3. Suppose that (H 1 ) and (H 2 ) hold. Then T n,λ : P → Q is a completely continuous operator for each n ∈ N and λ ∈ (0, +∞).
Proof. Let n ∈ N and λ ∈ (0, +∞) be fixed. Assume that y(t) = (T n,λ x)(t) for some x ∈ P . It follows from Lemma 1 that
. Thus, y (t) 0 for all t ∈ (0, 1), and so, y is a concave function on [0, 1]. It is easy to see that y(1) 0. Then, y(t) 0 for all t ∈ [0, 1]. For all i ∈ {1, 2, . . ., m − 2}, we have from the concavity of y that
This together with the boundary condition
From the concavity of y and (2.8), we have
It follows from (2.8) and (2.9) that
Since y is a concave function on [0,1], we have
This means that T n,λ : P → Q. In a similar way as the proof of Theorem 1 in [19] (see [19, p. 421 ]), we can show that T n,λ is a completely continuous operator for each n ∈ N and λ ∈ (0, +∞). The proof is completed. 2 (H 1 ) and (H 2 ) hold. Let R 0 be defined by (2.3) . Take any R 0 R 0 such that (2.2) holds. Let λ * be defined by (2.4) . Then
Lemma 4. Suppose that
for any n ∈ N and 0 < λ < λ * , where Ω 0 = {x ∈ Q: x < R 0 }.
Proof. It follows from Lemma 3 that T n,λ : Q → Q is a completely continuous operator for each n ∈ N and λ ∈ (0, λ * ). Now we will show that
In fact, if not, then there exist µ 0 ∈ [0, 1], n 0 ∈ N , λ 0 ∈ (0, λ * ), and z 0 ∈ ∂Ω 0 such that
Therefore,
It follows from Lemma 1 and (2.11) that
(2.12)
It follows from (2.12) that z 0 (t) 0 for t ∈ (0, 1). Thus z 0 (t) is a concave function on [0, 1]. By (H 1 ), (2.11) and (2.12), we have
Then we have the following two cases. Case (a):
, it is easy to see that there exists t 0 ∈ (0, 1) such that z 0 = z 0 (t 0 ). From the concavity of z 0 , we have
We have the following two subcases (a 1 ) and (a 2 ).
(a 1 ) t 0 η 1 . Since g : (0, +∞) → (0, +∞) is decreasing and z 0 (t) is increasing on (t, t 0 ), integrate (2.13) from t (t ∈ (0, t 0 )) to t 0 to obtain
and so
Then integrate (2.14) from 0 to t 0 to obtain
Similarly, if we integrate (2.13) from t 0 to t (t ∈ (t 0 , 1)) and then from t 0 to 1 we obtain
By the boundary condition (b 1 ) There exists no t 0 ∈ (0, 1) such that z 0 (t 0 ) = z 0 . Clearly, in this case, z 0 = z 0 (1), and z 0 (t) > 0 for t ∈ (0, 1). Let {t n } be a number sequence such that η m−2 < t n < 1 and t n → 1 as n → +∞. From the concavity of z 0 , we have
for i = 1, 2, . . ., m − 2 and n = 1, 2, . . .. Integrate (2.13) from t (t ∈ (0, t n )) to t n to obtain
By (2.17), we have
Then integrate from 0 to t n to obtain
Letting n → +∞, we have
Then by the boundary condition
In a similar way as case (a 1 ), we can show that 
which is a contradiction to (2.4). Thus, (2.10) holds, and so the conclusion holds. The proof is completed. Proof. Let λ ∈ (0, λ * ) be fixed. Set
(2.20)
Take Ψ 0 ∈ Q\{θ }. Now we will show that for any n ∈ N y = T n,λ y + µΨ 0 , y ∈ ∂Ω λ , µ 0.
In fact, if there exists y 0 ∈ ∂Ω λ , n 0 ∈ N and µ 0 0 such that y 0 = T n 0 ,λ y 0 + µ 0 Ψ 0 . Then we have
It follows from (2.21) and (2.23) that
Therefore, Set
It follows from Lemma 1 that for any y n ∈ S y n (t) + λf t, y n (t) − λw(t) + n −1 + λp(t) = 0, 0 < t < 1,
(2.24) By (2.24), we easily see that there exists t n ∈ (0, 1) such that y n (t n ) = 0 for any y n ∈ S. Thus, A = ∅. If sup A = 1, then there exists {y n k } +∞ k=1 ⊂ S such that y n k (t n k ) = 0, η m−2 < t n k < 1, t n k → 1 (k → +∞). A similar argument as Lemma 4 shows
Integrate from t n k to 1 to obtain
It follows from (2.25) and (2.26) that
Letting k → +∞, we get that
which is a contradiction. Therefore, sup A < 1.
Similarly, we can show that inf A > 0.
m−2 i=1 α i 1. By a similar way as (1) we can show that 0 < inf A when A = ∅. For simplicity, we omit the process. The proof is completed. 2
Proof of Theorem 1
Proof. We follow the idea already developed in [15] by the author. The proof is achieved in three steps.
Step 1. Let λ ∈ (0, λ * ) be fixed and the operator T n,λ be defined by (2.5) for every n ∈ N , where λ * be defined by (2.4). It follows from Lemmas 4 and 5 that
for every n ∈ N . Therefore, T n,λ has at least one fixed point y n in Ω λ \Ω 0 for any n ∈ N . It follows from Lemma 1 that
Step 2. Let S, A be defined as Lemma 6. Then, S = ∅. Now, we will show that there exists an infinite subset S of S such that S is a relatively compact set of C[0, 1]. We will discuss it in the cases 
Obviously, I is increasing and continuous on R + . Now we will show that I (S) is an equicontinuous set on [sup A, 1]. In fact, by (3.1) and a similar argument to Lemma 4 we have for any z ∈ S and sup A t 1 < t 2 1 
q(t) ρ R(λ)
sup
