Abstract. In this paper, we construct a canonical linear basis for free commutative integro-differential algebras by applying the method of Gröbner-Shirshov bases. We establish the CompositionDiamond Lemma for free commutative differential Rota-Baxter algebras of order n. We also obtain a weakly monomial order on these algebras, allowing us to obtain Gröbner-Shirshov bases for free commutative integro-differential algebras on a set. We finally generalize the concept of functional derivations to free differential algebras with arbitrary weight and generating sets from which to construct a canonical linear basis for free commutative integro-differential algebras.
1. Introduction 1.1. Integro-differential algebras. The algebraic study in analysis has a long history. The first monograph [30] of Ritt on algebraic study of differential equations appeared almost one hundred years ago. The concept of a differential algebra was abstracted from the Leibniz formula
in calculus. After the fundamental works of Ritt [31] and Kolchin [28] , the theory of differential algebra has been expanded to a vast area of pure and applied mathematical study [13, 37] . The algebraic study of the integral analysis began with the concept of a Baxter algebra [3] , later called a Rota-Baxter algebra. Here the basis of abstraction is the integration by parts formula, ( 
2) P(u)P(v) = P(uP(v)) + P(P(u)v) + λP(uv),
rewritten in a form that only involves the integral operator P, defined by P(u)(x) := x a u(t) dt. The extra term parameterized by a constant λ allows both the integral operator (when λ = 0) and the summation operator (when λ = 1), as well as quite a few other operators, to be encoded into one equation. Since then, Rota-Baxter algebra has found broad applications from combinatorics and number theory to classical Yang-Baxter equation and quantum field theory [2, 16, 18, 19, 25, 33, 34, 35] .
Motivated by the close relationship between the differential and integral analysis as shown in the First Fundamental Theorem of Calculus, coordinated studied of differential algebra and Rota-Baxter algebra have emerged recently, beginning with the two simultaneously introduced concepts of a differential Rota-Baxter algebra and an integro-differential algebra.
The concept of a differential Rota-Baxter algebra [22] is a simple coupling of a differential operator d of weight λ:
with a Rota-Baxter operator P of the same weight by the abstraction of the First Fundamental Theorem of Calculus
where id is the identity map. On the other hand, the concept of an integro-differential algebra, first considered in the weight 0 case in [32] and in the general weight case in [23] , also takes into account the intertwining relationship of the two operators in the original definition of the integration by parts formula ( 
5) P(d(u)P(v)) = uP(v) − P(uv) − λP(d(u)v).
We note that Eq. (5) implies Eq. (2) at the presence of Eq. (4) when u is substituted by P(u). Thus the variety of integro-differential algebras is the variety of differential Rota-Baxter algebras modulo extra conditions. See [23] for further details. As in the case of studying any algebraic structures, the free objects play an important role in the study of previous algebras. While the construction of free differential algebras is straightforward in terms of differential monomials, the construction of free Rota-Baxter algebras is more involved. In fact, there are three constructions in the commutative case, with the first one given by Rota [33] through an internal construction, and an external one given by Cartier [12] . In [20] , a construction is given by a generalization of the shuffle product, called the mixable shuffle product which is closely related to the quasi-shuffle product [27] in the study of multiple zeta values.
By composing the construction of free differential algebras followed by that of the free RotaBaxter algebras, free differential Rota-Baxter algebras were obtained in [22] . Because of the more intimate relationship of the differential and Rota-Baxter operators in an integro-differential algebra, it is more challenging to construct free objects in the corresponding category even by the previous remark on the variety of integro-differential algebras, free integro-differential algebras are quotients of free differential Rota-Baxter algebras modulo the relation given by Eq. (5) . The first construction of free commutative integro-differential algebras was obtained in the recent paper [23] . There the construction makes essential use of an equivalent formulation of the condition in Eq. (5) for the integro-differential algebra.
Gröbner-Shirshov bases.
In this paper, we apply the method of Gröbner-Shirshov bases to give another construction of the free commutative integro-differential algebras on a set.
The method of Gröbner bases or Gröbner-Shirshov bases originated from the work of Buchburger [11] (for commutative polynomial algebras), Hironaka [26] (for infinite series algebras) and Shirshov [36] (for Lie algebras). It has since become a fundamental method in commutative algebra, algebraic geometry and computational algebra, and has been extended to many other algebraic structures, notably associative algebras [4, 5] . In recent years, the method of Gröbner-Shirshov bases has been applied to a large number of algebraic structures to study problems on normal forms, word problems, rewriting systems, embedding theorems, extensions, growth functions and Hilbert series. See [6, 8, 10] for further details.
This method also derives free objects in various categories, including the alternative constructions of free Rota-Baxter algebras and free differential Rota-Baxter algebras [7, 9] . The basic idea is to prove a composition-diamond lemma that achieves a rewriting procedure to reduce any element to certain "standard form". Then the set of elements in standard form is a basis of the free object.
We apply this method to construct a free commutative integro-differential algebra as the quotient of a free commutative differential Rota-Baxter algebra modulo the "hybrid" integral by part formula in Eq. (5) . In order to do so, we would expect to first establish a Composition-Diamond Lemma for the free commutative differential Rota-Baxter algebra constructed in [22] . We should then prove that the ideal generated by the defining relation of integro-differential algebras in Eq. (5) has a Gröbner-Shirshov basis, thereby identifying a basis of a free commutative integrodifferential algebra as a canonical subset of the known basis of the free commutative differential Rota-Baxter algebra. All these depend on the choice of a suitable monomial order on the set of the basis elements of the free commutative differential Rota-Baxter algebra. However a moment's thought reveals that such a monomial order does not exist for this algebra. To overcome this difficulty, we consider this algebra as a filtered algebra with respect to the order of derivation and study the filtration pieces first. Even there, we have to get along with a weakly monomial order which fortunately suffices for our applications. So we are able to adapt the above process of Gröbner-Shirshov bases and obtain a canonical basis for each of the filtration pieces. We then check that this process is compatible with the filtration structure, allowing us to put these canonical bases for the filtration pieces together to form a canonical basis for the entire free commutative integro-differential algebra. The following is our main theorem 
Let A f be the submodule of A = k{X} spanned by functional monomials. Then the composition
of the inclusion and the quotient map is a linear bijection. Thus X(A) f gives an explicit construction of the free integro-differential algebra X(A)/I ID .
It is interesting to note that our approach of Gröbner-Shirshov bases gives a different construction of free commutative integro-differential algebras than those in [23] . While the construction in [23] has a transparent product formula, the construction here has a simple description as a submodule of the free differential Rota-Baxter algebra. By the uniqueness of the free objects, the two constructions yield isomorphic integro-differential algebras. Thus it would be interesting to compare the two constructions to reveal further the structure and properties of these free objects.
1.3. Outline of the paper. In Section 2, we first introduce the algebraic structures that lead up to λ-integro-differential algebras and then recall the construction of free objects for these algebraic structures, in particular the free commutative Rota-Baxter algebras and the free commutative differential Rota-Baxter algebras. In Section 3, we first give definitions related to differential Rota-Baxter monomials and then define a weakly monomial order on differential Rota-Baxter monomials of order n. In Section 4, we start with defining various kinds of compositions and then establish the Composition-Diamond Lemma for the n-th order free commutative differential Rota-Baxter algebra. In Section 5, we consider a finite set X and obtain a Gröbner-Shirshov basis for the defining ideal of a free commutative order n integro-differential algebra on X and thus obtain an explicitly defined basis for this free object. Then as mentioned above, we put the order n pieces together as a direct system to obtain a basis for the free commutative integro-differential algebra on X. We then use a finiteness argument to treat the case when X is any well-ordered set.
Free commutative integro-differential algebras
We recall the definitions of algebras with various differential and integral operators and the constructions of the free objects in the corresponding categories.
The definitions.
We recall the algebraic structures considered in this paper. We also introduce variations with bounded derivation order that will be needed later. Definition 2.1. Let k be a unitary commutative ring. Let λ ∈ k be fixed.
(a) A differential k-algebra of weight λ (also called a λ-differential k-algebra) is a unitary associative k-algebra R together with a linear operator d : R → R such that
Such an algebra (R, d) is said of order n, where n ≥ 1, if d n = 0. (b) A Rota-Baxter k-algebra of weight λ is an associative k-algebra R together with a linear operator P : R → R such that
(c) A differential Rota-Baxter k-algebra of weight λ (also called a λ-differential RotaBaxter k-algebra) is a differential k-algebra (R, d) of weight λ and a Rota-Baxter operator P of weight λ such that
) of weight λ with a linear operator P : R → R that satisfies Eq. (8) and such that 
is the differential ideal I n of k{X} generated by the set {x (n+1) | x ∈ X}. The quotient k{X}/I n has a canonical basis given by
Proof. Item (a) is from [22] and Item (b) is a direct consequence. 
We next recall the construction of free commutative Rota-Baxter algebras in terms of mixable shuffles [20, 21] . The mixable shuffle product is shown to be the same as the quasi-shuffle product of Hoffman [15, 25, 27] . Let A be a commutative k-algebra. Define
Extending by additivity, we obtain a k-bilinear map
and X λ is the mixable shuffle (quasi-shuffle) product of weight λ [19, 20, 27] , which specializes to the shuffle product X when λ = 0.
Define a k-linear endomorphism P A on X(A) by assigning 
Since ⋄ is compatible with the multiplication in A, we will often suppress the symbol ⋄ and simply denote xy for x ⋄ y in X(A), unless there is a danger of confusion.
A linear basis of
is given by
To simplify notations, we also let
. Then 1 ⊗ u and P(u) stand for the same element and will be be used as convenience in this paper. We now put the differential and Rota-Baxter algebra structures together. Let (A, d 0 ) be a commutative differential k-algebra of weight λ. Apply the notations in Eq. (13) to Y := ∆X. The set
is a k-basis of the free commutative differential Rota-Baxter algebra X(∆X), called the set of differential Rota-Baxter (DRB) monomials on X. Similarly with Y := ∆ n X, n ≥ 1, B(∆ n X) is a basis of X(∆ n X) and is called the set of DRB monomials of order n on X. We note that in X(k[∆ n X]), the property d n+1 (u) = 0 only applies to u ∈ X, but not to tensors of length greater than two. For example, taking n = 1, then
0.
2.3. Free commutative operated algebras. We now construct the free commutative operated algebra on a set X that has the free commutative (differential) Rota-Baxter algebra as a quotient. At the same time, the explicit construction X(X) of free commutative Rota-Baxter algebra in Theorem 2.3 can be realized on a submodule of the free commutative operated algebra spanned by reduced words under a rewriting rule defined by the Rota-Baxter axiom. This construction is parallel to that of the free (noncommutative) operated algebra on a set in [9, 17, 19, 24] . See [29] for the non-unitary case.
Definition 2.5.
A commutative operated monoid with operator set Ω is a commutative monoid G together with maps α ω :
We next construct the free objects in the category of commutative operated monoids. Fix a set Y. We define monoids C n := C n (Y) for n ≥ 0 by a recursion. First denote
∈ Ω, be disjoint sets in bijection with and disjoint from C(Y). Then define
) of free commutative monoids through which we identify C 0 with its image in C 1 . Inductively assume that C n−1 have been defined for n ≥ 2 and that the embedding i n−2,n−1 : C n−2 → C n−1 has been obtained. We then define
We also have the injection
) as a free commutative monoid, we have
We finally define the commutative monoid Proof. We only need to show that C(Y) is a free commutative operated monoid. The proof is similar to the noncommutative case [17, 19] , so we just give a sketch. Let a commutative operated monoid (G, {α ω } ω ) and a map f : Y → G be given. Then by the universal property of C 0 := C(Y), there is a unique monoid homomorphism f 0 : C 0 → G extending f . Then f 0 extends uniquely to
We then further get a monoid homomorphism f 1 :
By induction on n ≥ 0 we obtain a unique f n : C n → G, n ≥ 0, compatible with the direct system, yielding the unique homomorphismf : C(Y) → G of operated monoids.
By the universal property of kC(Y), we obtain the following conclusion from general principles of universal algebra [1, 14] . 
Then the quotient operated algebra kC(Y)/I DRB , with the quotient of the operator d and P, is the free commutative differential Rota-Baxter algebra.
Combining Proposition 2.7 with Theorem 2.3, we have Proposition 2.8. The natural embedding
Through θ, we can identify the basis B(∆X) of X(k∆X) with its image in kC(∆X):
Thus we also use P for P ∆X on X(k[∆X]) and d ℓ (x) = x (ℓ) for x ∈ X and ℓ ≥ 0. As a consequence of Proposition 2.8, we have Corollary 2.9. Let n ≥ 1. Let I DRB,n be the operated ideal of C(X) generated by I DRB together with the set {x
composed with the quotient map ρ : k C(Y) → kC(Y)/I DRB,n gives a linear bijection
Proof. The map θ n is obtained by starting from the isomorphism θ : X(k[∆X]) kC(X)/I DRB and then taking the quotients of both the domain and range by the operated ideal generated by d n+1 (x), x ∈ X. Since θ restricted to the identity on X. The corollary follows.
Define the reduction map
Weakly monomial order
In this section, we will give a weak form of the monomial order on filtered pieces of the set of differential Rota-Baxter monomials. It will be sufficient for us to establish the compositiondiamond lemma for integro-differential algebras.
Let Y be a set with well order ≤ Y . Define the length-lexicographic order ≤ * Y,lex on the free monoid M(Y) by
Y,lex is still a well order. An element 1 u of the free commutative monoid C(Y) can be uniquely expressed as
Any 1 u ∈ C(Y) can also be expressed uniquely as
With this notation, C(Y) can be identified with a subset of the free monoid M(Y) on Y. Then the well order < *
Y,lex on M(Y) restricts to a well order on C(Y). Lemma 3.1. Let (Y, ≤ Y ) is a well-ordered set and u, v ∈ C(Y). If u < v, then uw ≤ * Y,lex vw for w ∈ C(Y).
Proof. Such a result is well-known for free noncommutative monoid. The proof for the commutative case is different and we sketch a proof for completeness.
From the standard decomposition of u ∈ C(Y) in Eq. (20) , u can be expressed uniquely as a function
Thus C(Y) can be identified with
Let u, v, w ∈ C(Y) be given. We apply the identification of u, v, w with f u , f v , f w ∈ F given in Eq (21) . We note that f uw = f u + f w and f vw = f v + f w . Thus we have
Then it follows that f u < f v if and only if f uw < f vw . This proves the lemma.
, n ≥ 0, define an increasing filtration on C(∆X) and hence give a filtration B(∆ n X) ⊆ B(∆X). Elements of B(∆ n X) are called DRB monomials of order n. Definition 3.2. Let X be a set, ⋆ a symbol not in X and ∆ n X ⋆ := ∆ n (X ∪ {⋆}).
(a) By a ⋆-DRB monomial on ∆ n X, we mean any expression in B(∆ n X ⋆ ) with exactly one occurrence of ⋆. The set of all ⋆-DRB monomials on ∆ n X is denoted by
⋆ (∆ n X) and u ∈ B(∆ n X), we define
to be the bracketed monomial in C(∆ n X) obtained by replacing the letter ⋆ in q by u, and call q| u a u-monomial on ∆ n X.
We note that a ⋆-DRB monomial q is a DRB monomial in ∆ n X ⋆ while its substitution q| u might not be a DRB monomials. For example, for q = P(x 1 )⋆ ∈ B(∆ n X ⋆ ) and u = P(x 2 ) ∈ B(∆ n X) where x 1 , x 2 ∈ X, the u-monomial q| u = P(x 1 )P(x 2 ) is no longer in B(∆ n X). Lemma 3.3. Let S be a subset of kC(∆ n (X)) and Id(S) be the operated ideal of kC(∆ n (X)) generated by S . Then
Proof. It is easy to see that the right hand side is contained in the left side. On the other hand, the right hand side is already an operated ideal of kC(∆ n (X)) containing S .
, we define q| u 1 ,u 2 := q| ⋆ 1 →u 1 ,⋆ 2 →u 2 to be the bracketed monomial obtained by replacing the letter ⋆ 1 (resp. ⋆ 2 ) in q by u 1 (resp. u 2 ) and call it a (u 1 , u 2 )-bracketed monomial on ∆ n X .
A (u 1 , u 2 )-DRB monomial on ∆ n X can also be recursively defined by (23) q| u 1 ,u 2 := (q
where q ⋆ 1 is q when q is regarded as a ⋆ 1 -DRB monomial on the set ∆ n X ⋆ 2 . Then q
Let X be a well-ordered set and let Y = ∆X. Let n ≥ 0 be given. For x (25) x
resp.x
2 . Then by [1] , the order ≤ n is a well order on ∆ n X and hence is extended to a well order on C(∆ n X) by Eq. (19) which we still denote by ≤ n .
We next extend the well order ≤ n on C(∆ n X) defined above to B(∆ n X). Note that
can be identified with the free semigroup on the set C(∆ n X). Thus the well order ≤ n on C(∆ n X) extends to a well order ≤ * n,lex [1] which we will still denote by ≤ n for simplicity. More precisely,
This is the order on B(∆ n X) that we will consider in this paper.
Definition 3.7. Let ≤ n be the well order on B(∆ n X) defined in Eq. (26) . Let q ∈ B ⋆ (∆ n X) and s ∈ kB(∆ n X).
(a) For any 0 f ∈ kB(∆ n X), let f denote the leading term of f : 
which is reduced to 0 in X(∆ n X).
Definition 3.9.
A weakly monomial order on B(∆ n X) is a well order ≥ satisfying the following condition:
I (∆ n X) and q| u is normal. We shall prove that the order defined in Eq. (26) is a weakly monomial order on B(∆ n X). We need the following lemmas. 
Lemma 3.11. Let ≤ n be the order defined in Eq. (26) . Let u, v ∈ B(∆ n X) and
Proof. We prove the result by induction on ℓ. We first consider ℓ = 1 and prove
Next, suppose the result holds for 1 ≤ m < ℓ. Then by the induction hypothesis, we have Proof. Let u, v ∈ B(∆ n X) with u > n v and q ∈ B ⋆ (∆ n X). By Lemma 3.5 we have the following three cases to consider. Case 1. Consider q = s ⋆ t where s ∈ C(∆ n X) and t ∈ B(∆ n X). Note that B(∆ n X) = C(∆ n X) ⊔ C(∆X)P(B(∆ n X)). We consider the following four subcases depending on t or u in C(∆ n X) or C(∆X)P(B(∆ n X)). Subcase 1.1. Let t, u ∈ C(∆ n X). Since u > n v, we have that v ∈ C(∆ n X) and so by Lemma 3.1,
. By Lemma 3.1 and Eq. (26), we have
By Lemma 3.1, it follows that
q| v = (svt 0 )P(t) and q| u = st 0 u 0 P(t)P(ũ) = st 0 u 0 P(t)P(ũ).
Proof. Suppose that q| v is not normal. Then q| v B(∆ n X). We have the following cases to consider. Case I. dep(v) ≥ 2, that is, v ∈ C(∆ n X)P(B(∆ n X)), and q = p| ⋆P(w) for some p ∈ B ⋆ (∆ n X) and w ∈ B(∆ n X). Since u > v, it follows that dep(u) ≥ dep(v) ≥ 2 and so u ∈ C(∆ n X)P(B (∆ n X) ). This implies that q| u can be reduced by the Rota-Baxter relation and so q| u B(∆ n X). Hence q| u is not normal, a contradiction. Case II. q = p| d ℓ (⋆) for some p ∈ B ⋆ (∆ n X) and ℓ ≥ 1. If dep(v) ≥ 2, then since u > v, we have dep(u) ≥ 2 and so u ∈ C(∆ n X)P(B (∆ n X) ). This implies that q| u is not normal, a contradiction. If dep(v) = 1, then v ∈ C(∆ n X). If further deg ∆ n X (v) ≥ 2, then since u > v, we have either dep(u) ≥ 2, or dep(u) = 1 and deg ∆ n X (u) ≥ 2. In either case, we have that q| u is not normal, a contradiction. Thus we must have dep(v) = 1 and deg
Composition-Diamond lemma
In this section, we shall establish the composition-diamond lemma for the order n free commutative differential Rota-Baxter algebra X(k[∆ n X]).
Definition 4.1.
(a) Let u, w ∈ B(∆ n X). We call u a subword of w if w is in the operated ideal of C(∆ n X) generated by u. In terms of ⋆-words, u is a subword of w if there is a q ∈ B ⋆ (∆ n X) such that w = q| u . (b) Let u 1 and u 2 be two subwords of w. u 1 and u 2 are called separated if
(B(∆ n X)). The integer k is called the breath of u and is denoted by bre(u). (d) Let f, g ∈ B(∆ n X).
A pair (u, v) with u ∈ B(∆ n X) and v ∈ C(∆ n X) is called an intersection pair for ( f, g) if the differential Rota-Baxter monomial w := f u equals vg and satisfies bre(w) < bre( f ) + bre(g). Then we call f and g to be overlapping. Note that if f and g are overlapping, then f ∈ C(∆ n X).
There are four kinds of compositions.
Definition 4.2.
Let ≤ be a weakly monomial order on B(∆ n X) and f, g ∈ kB(∆ n X) monic with respect to ≤. In the last two cases, ( f, g) w is called the ambiguity of the composition. Hence
(a) If f ∈ C(∆ n X)P(B(∆ n X)), then define a composition of (right) multiplication to be f u where u ∈ C(∆ n X)P(B(∆ n X)).
q 1 | s 1 ≡ q 2 | s 2
mod (S , w).
For q ∈ B ⋆ (∆ n X), let dep ⋆ (q) be the depth of the symbol ⋆ in q. For example, dep ⋆ (q) = 1 if q = P(⋆) and dep ⋆ (q) = 2 if q = P(xP(⋆)). 
Lemma 4.5. Let ≤ n be the weakly monomial order on B(∆ n X) defined in Eq. (26) and let S ⊆ kB(∆ n X). If each composition of multiplication and derivation of S is trivial mod
(q) = 0, then q = u ⋆ v, where u ∈ C(∆ n X) and v ∈ B(∆ n X). If s ∈ S is such that s ∈ C(∆ n X) or v ∈ C(∆ n X), then
it is obvious that q| s is normal by Definition 3.7 (c). Suppose s, v C(∆ n X). Then s, v ∈ C(∆ n X)P(B(∆ n X)). Since the composition of multiplication of S is trivial mod [S ], we have
Since S is a Gröbner-Shirshov basis, by Cases I and II, we have
Since p j | t j < s 1 and q 1 | s 1 = w ∈ B(∆ n X) is normal by our hypothesis, we have (a) S n is a Gröbner-Shirshov basis in kB(∆ n X).
is normal} is a k-basis of kB(∆ n X)/Id(S n ). In other words, kIrr(S
Proof. (a) ⇒ (b): Let 0 f ∈ Id(S n ). Then by Lemmas 3.3 and 4.5,
We rearrange them in non-increasing order by
If for each 0 f ∈ Id(S n ), there is a choice of the above sum such that m = 1, then f = q 1 | s 1 and we are done. So suppose the implication (a) ⇒ (b) does not hold. Then there is a 0 f ∈ Id(S n ) such that for any expression in Eq. (27), we have that m ≥ 2. Fix such an f and choose an expression in Eq. (27) such that q 1 | s 1 is minimal and then with m ≥ 2 minimal, that is, with the fewest
Since S n is a Gröbner-Shirshov basis in kB(∆ n X), by Lemma 4.6, we have
where d j ∈ k, r j ∈ S n , p j ∈ B ⋆ (∆X) and p j | r j are normal with p j | r j < w 1 . Hence
By the minimality of m, we must have c 1 + c 2 = c 3 = · · · = c m = 0. Then we obtain an expression of f in the form of Eq. (27) for which q 1 | s 1 is even smaller, a contradiction.
(b) ⇒ (c): Obviously 0 ∈ kIrr(S n ) + Id(S n ) ⊆ kB(∆ n X). Suppose the inclusion is proper. Then kB(∆ n X)\(kIrr(S n )+Id(S n )) contains only nonzero elements. Let f ∈ kB(∆ n X)\(kIrr(S n )+Id(S n )) be such that
Case I. f ∈ Irr(S n ). Then f f since f Irr(S n ). By f − f < f and the minimality of f , we must have f − f ∈ kIrr(S n ) + Id(S n ) and so f ∈ kIrr(S n ) + Id(S n ), a contradiction.
Case II. f Irr(S n ). Then by the definition of Irr(S n ), we have f = q| s for some q ∈ B ⋆ (∆X), s ∈ S n and q| s is normal. Thus q| s = q| s = f and so f − q| s < f . If f = q| s , then f ∈ Id(S n ), a contradiction. If f q| s , then f − q| s 0 with f − q| s < f . By the minimality of f , we have f − q| s ∈ kIrr(S n ) + Id(S n ). This implies that f ∈ kIrr(S n ) + Id(S n ), again a contradiction.
Hence kIrr(S n ) + Id(S n ) = kB(∆ n X). Suppose kIrr(S n ) ∩ Id(S n ) 0 and let 0 f ∈ kIrr(S n ) ∩ Id(S n ). Then
, s ∈ S n and q| s is normal. This is a contradiction to the construction of Irr(S n ). Therefore kIrr(S n ) ⊕ Id(S n ) = kB(∆ n X) and Irr(S n ) is a k-basis of kB(∆X)/Id(S n ). 
Then q i < F = G = w. Since ( f, g) w ∈ Id(S n ), by Item(c), we have that the q i are not in Irr(S n ). By the definition of Irr(S n ), there are q i ∈ B ⋆ (∆ n X), s i ∈ S n such that q i = q i | s i and q i | s i is normal.
For any composition of multiplication f u where f ∈ S n and u ∈ C(∆ n X)B(∆ n X), we have f u ∈ Id(S n ). By Lemma 4.7, it follows that f u = i c i q i | s i where 0 c i ∈ k, s i ∈ S n , q i ∈ B ⋆ (∆ n X), q i | s i is normal and q i | s i ≤ f u. Hence the composition of multiplication is trivial mod [S n ].
For any composition of derivation d ℓ ( f ) where f ∈ S n and ℓ ∈ Z ≥1 , we have
. Therefore S n is a Gröbner-Shirshov basis.
Groöbner-Shirshov bases and free commutative integro-differential algebras
In this section we begin with a finite set X and prove that the relation ideal of the free commutative differential Rota-Baxter algebra on X of order n, where n ≥ 1, that defines the corresponding commutative integro-differential algebra of order n possesses a Gröbner-Shirshov basis. This is done in Section 5.1. Then in Section 5.2, we apply the Composition-Diamond Lemma in Theorem 4.8 to construct a canonical basis for the commutative integro-differential algebra of order n. Taking n to go to the infinity, we obtain a canonical basis of the free commutative integrodifferential algebra on the finite set X. Finally for any well-ordered set X, by showing that the canonical basis of the free commutative integro-differential algebra on each finite subset of X is compatible with the inclusion of the subset in X, we obtain a canonical basis of the free commutative integro-differential algebra on X.
Gröbner-Shirshov basis.
We begin with a lemma that simplifies the defining ideal of the integro-differential algebra.
Lemma 5.1. Let X be a finite set and let X(k[∆ n X]) be the free commutative differential RotaBaxter algebra on X. The differential Rota-Baxter ideal of X(k[∆ n X]) generated by the set
is generated by
vanishes since P is a Rota-Baxter algebra. This proves the lemma.
We show that S n is a Gröbner-Shirshov basis of the ideal Id(
where w =ûX λ v ∈ B(∆ n X).
By the above lemma, we see that φ(u, v) ∈ P(B(∆ n X)) and so φ(u, v) C(∆ n X). So from Definition 4.1, there is no intersection compositions in S n . The following two lemmas show that other kinds of compositions in S n are trivial. (∆ n X) ) and v ∈ B(∆ n X). First, we check that the compositions of derivation are trivial mod (S n ). By Eq. (6) and Eq. (8), we have
Lemma 5.3. The compositions of multiplication and derivation are trivial mod
for any ℓ ∈ ≥ 1. Next, we check that the compositions of multiplication φ(u, v)w 0 P(w) with w 0 ∈ C(∆ n X) and w ∈ B(∆ n X) are trivial. Since w 0 ∈ C(∆ n X), it is sufficient to show that φ(u, v)P(w) is trivial. Note that φ(u, v) ∈ P(B(∆ n X)) by Lemma 5.2. From Eq. (7) we obtain
Substituting Eq. (31), Eq. (32) and Eq. (33) into Eq. (30), we have
The last three terms are already in S n and hence are of the form q| s with q = ⋆ and s ∈ S n . So we just need to bound the leading terms. Note that
P(aP(b)), P(bP(a)), P(ab) ≤ P(a)P(b) for a, b ∈ B(∆ n X).
So we have
We similarly show that φ(u, vP(w)),
We prove the latter statement by induction on dep(w).
Suppose w ∈ C(∆ n X)P(B(∆ n X)) and let w = w 1 P(w) with w 1 ∈ C(∆ n X) andw ∈ B(∆ n X). Since dep(w) < dep(w), by the induction hypothesis, we may assume that
. Let q i := P(w 1 p i ). Since p i | s i is normal and w 1 ∈ C(∆ n X), it follows that q i | s i is normal. Furthermore, we have Proof. We need to show that the ambiguities of all possible including compositions of the polynomials in S n are trivial. The ambiguities of all such compositions are of the form
P(d(u)P(q| P(d(v)P(w)) )) and P(d(q| P(d(u)P(v)) )P(w)).
Let two elements f and g of S n be given. They are of the form f := φ(u, v), g := φ(r, s), u, v ∈ B(∆ n X) \ P(B(∆ n X)) and r, s ∈ B(∆ n X).
Case I. Suppose v = p| g = p| φ(r,s) = p| P(d(r)P(s)) for some p ∈ B ⋆ (∆ n X) and
and
From Eq. (34) and Eq. (35), it follows that
By Lemma 3.3, we have
we have that ( f, g) w ≡ 0 mod (S n , w). Case II. Suppose u = p| g = p| φ(r,s) = p| P(d(r)P(s)) for some p ∈ B ⋆ (∆ n X) and
We have
By Lemma 3.3, we have (25) and (19) , and u
Proof. We prove the first statement by induction on k ≥ 0. If k = 0, then u = u 0 ∈ ∆X and there is nothing to prove.
Assume the result holds for k ≤ m, where m ≥ 0, and consider the case when k = m + 1. Then
By the induction hypothesis, we have
). This completes the induction. The proof of the second statement then follows since under the condition u k ∈ ∆ n−1 X, d X (u k ) does not change in ∆X or in ∆ n X.
We now give the key concept to define Irr(S n ).
Definition 5.7. Let u ∈ C(∆X) with standard form in Eq. (20): Proof. We prove the result by induction on |X| ≥ 1. The case when |X| = 1 has been proved in [23] . Suppose the result holds for all X such that |X| < m and consider the case when |X| = m.
By the induction hypothesis, we have
Then by the definition of A f , we have
Since A = B ⊗ C is generated as an algebra by B ⊗ 1 and 1 ⊗ C,
We are left to show that A f ∩ d X (A) = 0. Let B := B ∩ C(∆X) (resp. B f := B f ∩ C(∆X), resp. C := C ∩ C(∆X), resp. C f := C f ∩ C(∆X)) be the basis of monomials of B (resp. B f , resp. C, resp. C f ). Then a nonzero element w of A = B ⊗ C is a sum
We distinguish the following three cases.
Case 1. If v 11 1, then the leading term in the sum in Eq. (37) is 
is minimal under the order ≤ n on C(∆ n X) defined in Eqs. (19) and (25) . Then u A f . Assume the minimum variable in u is x and ℓ is the highest differential order of x in u. Then u can be expressed as u =û(
. This is a contradiction. 
