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ABSTRACT
Recurrent neural network (RNN) are being extensively used
over feed-forward neural networks (FFNN) because of their
inherent capability to capture temporal relationships that exist
in the sequential data such as speech. This aspect of RNN is
advantageous especially when there is no a priori knowledge
about the temporal correlations within the data. However,
RNNs require large amount of data to learn these temporal
correlations, limiting their advantage in low resource sce-
narios. It is not immediately clear (a) how a priori temporal
knowledge can be used in a FFNN architecture (b) how a
FFNN performs when provided with this knowledge about
temporal correlations (assuming available) during training.
The objective of this paper is to explore k-FFNN, namely a
FFNN architecture that can incorporate the a priori knowl-
edge of the temporal relationships within the data sequence
during training and compare k-FFNN performance with RNN
in a low resource scenario. We evaluate the performance of
k-FFNN and RNN by extensive experimentation on Medi-
aEval 2016 audio data (Emotional Impact of Movies task).
Experimental results show that the performance of k-FFNN
is comparable to RNN, and in some scenarios k-FFNN per-
forms better than RNN when temporal knowledge is injected
into FFNN architecture. The main contributions of this paper
are (a) fusing a priori knowledge into FFNN architecture to
construct a k-FFNN and (b) analyzing the performance of
k-FFNN with respect to RNN for different size of training
data.
Index Terms: Neural network, feedforward architecture,
temporal knowledge, recurrent neural network, audio emo-
tion
1. INTRODUCTION
Artificial neural networks are extensively used in all types of
classification problems [1]. Speech technologies and applica-
tions are not exception to that. Subsequent advancements in
the field of neural networks was adapted to build better speech
processing systems [2]. Recurrent neural network (RNN) is
one such advancement in neural networks, which is being
used extensively to solve various problems in speech process-
ing [3, 4]. Among those, audio (speech) emotion recognition
is one of the latest developments which is an integral part of
Human Computer Interaction (HCI) system. RNN has been
successfully applied in speech emotion recognition [5].
It is evident that a feed-forward neural network (FFNN)
discriminatingly learns the patterns within the inputs, even
from a low resource dataset [6]. But they are not designed
to learn sequential relationships within the data. On the other
side, deep neural networks like RNN has an inherent char-
acteristic of learning and exploiting temporal relationships
amongst the sequences [7, 8, 9], however RNN requires large
training data to capture those correlations. Figure 1(a) shows
the general architecture of a FFNN and Figure 1(b) shows
the structure of a RNN. The essential difference between the
two is the self loop within the hidden layer which is useful
in capturing the unseen temporal relationship that might ex-
ist in the training data. The general structure of an FFNN
as shown in Figure 1(a), consists of three layers i.e., input
layer, hidden layer and output layer. The input data or fea-
tures are fed to the input layer which pass through the hidden
layer to the output layer. Here the input features or the poste-
rior probabilities pass from the input layer to the hidden layer
and then to the output layer but never in backward direction.
Hence, the name feed-forward neural network. In a FFNN, a
mapping is obtained between the input features and the out-
put values in a supervised learning condition. By design in
FFNN, no information regarding the sequence in which the
inputs are fed to the network is captured. In FFNN, all the in-
put data sequences are considered independent of each other.
On the other hand a RNN network (see Figure 1(b)) is simi-
lar to FFNN except for the feedback loop in the hidden layer.
This ensures the capture of temporal information in the se-
quence of inputs along with the mapping between the input
and output is also captured.
In this paper we explore the use of knowledge regard-
ing the temporal relationships within the sequence of training
data while using a FFNN architecture for a limited resource
scenario. Knowing that an RNN architecture is capable of in-
herently learning the temporal relationships that exist in the
sequential data, we use RNN to automatically capture that in-
formation. However, this aspect of RNN is useful especially
when there is no a priori knowledge about the temporal corre-
lations within the data. But to learn temporal correlations au-
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Fig. 1: General structure of (a) feed-forward neural network and (b) recurrent neural network.
tomatically, substantial amount of training data are required.
What if a priori knowledge of the temporal re-
lationships within the data sequences are known
for limited samples, can a FFNN perform similar
as an RNN?
In this work, a FFNN architecture which can use a priori
knowledge of temporal correlationships has been explored,
and we call it k-FFNN (short form of knowledge infused
FFNN). In particular, we capture the relationship between
FFNN and RNN, and then subsequently show through exten-
sive experiments that the knowledge of temporal relationship
can be infused to improve the performance of FFNN in a
way that resembles RNN. Using MediaEval 2016 audio data
(Emotional Impact of Movies task)[10]), we conduct several
experiments to establish that the performance of k-FFNN
is comparable to RNN and in some scenarios k-FFNN out-
perform RNN. The main contributions of the paper are (a)
incorporation of a priori temporal/sequential knowledge in
FFNN to construct a k-FFNN and (b) experimentally show-
ing that not only the performance of k-FFNN is as good as
RNN, but also better when there is small amount of training
data. The paper is organized as follows. Section 2 presents
the hypothesis we make with some theoretical representa-
tions. In Section 3, we discuss the dataset used to validate our
hypothesis. Section 4 describes the experiments conducted
with an analysis. We conclude in Section 5.
2. HYPOTHESIS
We start off with the hypothesis
FFNN infused with prior knowledge about tem-
poral relationship between data is similar to
RNN in terms of performance
As seen in Figure 1 the primary difference between an
RNN and a FFNN is the presence of the hidden layer feedback
self loop in RNN which adds memory to the RNN network
over time. The question that we are addressing is if a regular
FFNN fed with the sequence based a priori knowledge (i.e.
k-FFNN) can perform as well as an RNN. In other words,
g1 g2 g3 g4
o1
u1 u2
w11
w21
w42
Fig. 2: FFNN 4− 2− 1
Input Output
~g1,1 ~g1,2 ~g1,3 v1
~g2,1 ~g2,2 ~g2,3 v2
Table 1: Sample input-output training data.
if we had some a priori knowledge about the sequence can
we use it without depending on RNN to learn it through its
hidden layer feedback loop. This is very useful especially in
the scenarios where the training data is sparse plus when we
are aware of the sequential relationship between data a priori.
We validate the hypothesis that the performance of k-FFNN
and RNN are similar through an extensive experimentation
using the MediaEval dataset.
2.1. Background
We validate our hypothesis by considering a simple network
configuration and derive a set of expressions that show the re-
lationship between k-FFNN and RNN. For sake of simplicity,
we consider a 4− 2− 1 (input-hidden-output nodes) network
configuration. Additionally, we consider a data sequence of
length 3. Consider the data shown in Table 1. More elabo-
rately, if each ~gi,j was of dimension 4 then we would have
Table 2 used as the input-output data to train RNN. We as-
Input Output
g11,1 g
2
1,1 g
3
1,1 g
4
1,1 -
g11,2 g
2
1,2 g
3
1,2 g
4
1,2 -
g11,3 g
2
1,3 g
3
1,3 g
4
1,3 v1
g12,1 g
2
2,1 g
3
2,1 g
4
2,1 -
g12,2 g
2
2,2 g
3
2,2 g
4
2,2 -
g12,3 g
2
2,3 g
3
2,3 g
4
2,3 v2
Table 2: Input-output pair for training RNN.
Input Output
g11,1 g
2
1,1 g
3
1,1 g
4
1,1 f(1)v1
g11,2 g
2
1,2 g
3
1,2 g
4
1,2 f(2)v1
g11,3 g
2
1,3 g
3
1,3 g
4
1,3 f(3)v1
g12,1 g
2
2,1 g
3
2,1 g
4
2,1 f(1)v2
g12,2 g
2
2,2 g
3
2,2 g
4
2,2 f(2)v2
g12,3 g
2
2,3 g
3
2,3 g
4
2,3 f(3)v2
Table 3: Input-output pair for training k-FFNN.
sume that there exists some temporal relationship between
~g1,1, ~g1,2, ~g1,3 and ~g2,1, ~g2,2, ~g2,3, which can be captured
as shown in Table 3 . Namely, the output v1 associated with
~g1,1, ~g1,2, ~g1,3 is actually f(1)v1, f(2)v1, f(3)v1 instead of
v1, v1, v1. This f() is the mode in which the a priori tempo-
ral knowledge existing between ~g1,1, ~g1,2, ~g1,3 is infused into
the training set. Note that a FFNN that uses training data as
shown in Table 3 is what we call k-FFNN.
For a 4−2−1 k-FFNN configuration, the model would be
represented by a total of (4×2) + (2×1) = 10 variables that
represent the network. Namely, [(ih)wij ]4×2 the weights con-
necting the input to the hidden layer and [(ho)wij ]2×1. While
in case of RNN the model consists of not only [(ih)wij ]4×2
the weights connecting the input to the hidden layer and
[(ho)wij ]2×1 the weights connecting the hidden and the out-
put layer but also [(hh)wij ]2×2 the feedback connection be-
tween the hidden layers. So in case of RNN, it is modeled by
(4 × 2) + (2 × 2) + (2 × 1) = 14 variable. The input data
remaining the same, the differences in k-FFNN and RNN is
captured in Table 4.
Assuming the same initial weights for both k-FFNN and
RNN, we elaborate the process of how the weights (or the
Label k-FFNN (4− 2− 1) RNN (4− 2− 1)
Weights - [(hh)wij ]2×2
Output f(1), f(2), f(3) -
Table 4: Differences in terms of model and data between k-
FFNN and RNN
model) gets updated as it is trained. We assume the usual
back-propagation based weights update. In case of FFNN
Algorithm 1 FFNN Training
Given: Input-output pairs (Table 3)
Given: The k-FFNN configuration (4− 2− 1)
Given: The initial random weights; [(ih)w]4×2, [(ho)w]2×1
for i = 1 : 3, l = 1 : 2 pick the input-output pair
(~gli, f(i)vl) do
for k = 1 : 2 do
Compute (1), namely, hk = 1
1+exp
−λ(∑4
j=1
g
j
il
(ih)wjk)
end for
Compute (2), namely, oi = 1
1+exp−λ(
∑2
k=1
hk
(ho)wk)
Compute the error (3), namely,  = (oi − f(i)vl)2
Compute [∆(ho)w]2×1and [∆(ih)w]4×2 using (6) and (5)
Update weights (4), namely,
[(ho)w]2×1 ← [(ho)w]2×1 + [∆(ho)w]2×1
[(ih)w]4×2 ← [(ih)w]4×2 + [∆(ih)w]4×2
end for
[(ih)w]4×2, [(ho)w]2×1 represent the k-FFNN for the input
data (Table 3).
(see Figure 2), the output of the hidden node is given by
hk =
1
1 + exp−λ(
∑4
j=1 g
j
11
(ih)wjk)
(1)
assuming the sigmoid to be the squashing transfer function
and ~g11 is the input and λ is a constant which determines the
steepness of the sigmoid. Similarly the output would be
o1 =
1
1 + exp−λ(
∑2
k=1 hk
(ho)wk)
(2)
Now the error
 = (o1 − f(1)v1)2 (3)
is used to modify the weights ((ih)w, (ho)w) such that when
the same input ~g11 is given to k-FFNN it would reduce 
(called back propagation of error) generally using the steep-
est descent algorithm. The weight, (ho)wk for k = 1, 2 and
the weight, (ih)wjk for j = 1, 2, 3, 4; k = 1, 2, for the hidden
layer are modified as
(ho)wk ← (ho)wk + ∆(ho)wk
(ih)wjk ← (ih)wjk + ∆(ih)wjk (4)
where
∆(ho)wk = η(o1 − f(1)v1).hk (5)
∆(ih)wjk = η(o1 − f(1)v1).hk(1− hk)(ih)wjkgj11 (6)
The next input, namely ~g12, is passed through the network
to obtain hk (1) and o1 (2). Now o1 is used to compute the
error (3) followed by weight update (4). This continues for
other inputs (Table 3) as shown in Algorithm 1 to complete
an epoch. Generally the update happen over several epochs.
Algorithm 2 RNN Training
Given: Input-output pairs (Table 2)
Given: The RNN configuration (4− 2− 1)
Given: Initialize weights; [(ih)w]4×2, [(ho)w]2×1 and
[(hh)w]2×2
for l = 1 : 2 pick the input-output pair (~gl,1, ~gl,2, ~gl,3, vl)
do
for t = 1 : T do
for k = 1 : 2 do
Compute (7), namely, htk =
1
1+exp
−λ(∑4
j=1
(g
j
lt
)((ih)wjk)+
∑2
h′=1(h
t−1
h′ )(
(hh)w
h′k))
end for
end for
Compute (8), namely, ol = 1
1+exp−λ(
∑2
k=1
(hT
k
)((ho)wk))
Compute the error (9), namely,  = (ol − vl)2
Compute [∆(ho)w]2×1,[∆(ih)w]4×2 and [∆(hh)w]2×2
using (13), (14) and (15)
Update weights (19), namely,
[(ho)w]2×1 ← [(ho)w]2×1 + [∆(ho)w]2×1
[(ih)w]4×2 ← [(ih)w]4×2 + [∆(ih)w]4×2
[(hh)w]2×2 ← [(hh)w]2×2 + [∆(hh)w]2×2
end for
[(ih)w]4×2, [(ho)w]2×1, [(hh)w]2×2 represent the RNN for
the input data (Table 2).
2.2. RNN
In RNNs, length of the input sequence (here T = 3) apart
from the values of the input sequence at each time instant is
considered to train the networks. The output of the hidden
layer in case of RNNs is given as
htk =
1
1 + exp−λ(
∑4
j=1(g
j
1t)(
(ih)wjk)+
∑2
h′=1(h
t−1
h′ )(
(hh)wh′k))
(7)
The output of RNN is given by
o1 =
1
1 + exp−λ(
∑2
k=1(h
T
k )(
(ho)wk))
(8)
The error in the output estimation is
 = (o1 − v1)2 (9)
The error is backpropagated through the length of the se-
quence i.e., back propagation through time (BPTT) is used to
modify the weights of RNN.
The weight modification of RNNs in general is
∆(ih)wij = ∆
(ho)wij =
T=3∑
t=1
δtja
t
i (10)
and
∆(hh)wij =
T=3∑
t=1
δtja
t−1
i (11)
where ati is the activation function at the i
th unit. So the
weight modification for the output layer units is:
∆(ho)wjk =
T∑
t=1
δtkh
t
j (12)
where δtk = (o
t − vt)
In the network architecture considered for this analysis,
the output is available only at t = T = 3 is an example. The
weight modification at output layer gets modified as
∆(ho)wjk = η(o1 − v1).hTj (13)
The modification of the input to hidden layer weights is
obtained as
∆(ih)wij =
T∑
t=1
δtjg
i
1t (14)
and the recursive/hidden weights are modified as
∆(hh)wij =
T∑
t=2
δtjh
t−1
i (15)
here sigmoid activation function is considered for the hid-
den layers where δtk is generally defined as
δtj = h
t
j(1− htj)
(
(
1∑
k=1
δtk
(ho)wjk +
2∑
h′=1
δt+1h′
(hh)wjh′
)
(16)
For the network architecture considered, the above equa-
tion gets modified as
δTj = h
T
j (1− hTj )(o1 − v1)(ho)wj1 (17)
and
δtj = h
t
j(1− htj)
(
2∑
h′=1
δt+1h′
(hh)wjh′
)
(18)
So the weights are modified as
(ho)wjk ← (ho)wjk + ∆(ho)wjk
(ih)wij ← (ih)wij + ∆(ih)wij
(hh)wij ← (hh)wij + ∆(hh)wij (19)
RNN is trained using data shown in Table 2. Note that
there is no f() in the output and there is an additional weights
that represents the RNN (see Table 4). The training process is
shown in Algorithm 2.
3. WORKING SCENARIO AND DATASET
PREPARATION
MediaEval 2016 dataset published for emotional impact of
movies task is used in our analysis [10]. This dataset is part
of the LIRIS-ACCEDE dataset [11, 12] and consists of video
clips of duration 8-12 seconds which have been annotated by
viewers for their perceived emotion, in terms of arousal and
valance. Note that the perceived emotion annotation is for the
entire video clip in terms of valance and arousal value in the
range [0, 5].
In this paper, to test our hypothesis, the problem of pre-
dicting the perceived valence (arousal) value of the viewer
after watching the video is considered. Note that, as shown in
Figure 3 the valence (arousal) value represent the emotional
state of the viewer after having watched the video. It is not
immediately clear if the perceived emotion annotated by the
viewer is something that is perceived uniformly for the entire
duration of the video clip or if the perceived emotion is based
on a smaller segment which is the subset of the video clip.
According to the [13, 12], each video clip in the dataset has
a fade in at the beginning of the video clip and and a fade
out at the end of the video clip. This implies that there is a
priori knowledge in terms of how the emotion has a tempo-
ral relationship within the video clip. This aspect, namely the
perceived emotion of a video clip has a fade in and fade out
and is not uniform for the entire duration of the video clip
motivates us to use MediaEval 2016 dataset to evaluate our
hypothesis.
We created a dataset of smaller 1 second video clips by
segmenting the original video clip. Namely, a 10 second orig-
inal video clip produced 10 1 second video clips, we retained
the temporal relationship between the smaller video clips and
the original video clip by naming the video clips appropri-
ately. This enables us to incorporate the temporal correla-
tions, in terms of the fade in and fade out, between the seg-
ments to test our hypothesis as mentioned in Section 2.
In our experiments we concentrate only on the audio ob-
tained from video clips as the input and the corresponding
annotated valence (arousal) values are the desired output. For
testing the hypothesis, we first extracted the audio from the
original video clip and then segmented the audio into smaller
non-overlapping 1 second duration, so a movie clip of n sec-
onds (n ∈ [8, 12]) duration, resulted in n audio clips each of
1 second duration. For example, if ck is the audio extracted
from the original kth video then,
ck = ⊕ni=1cki (20)
where ⊕ represents the concatenation of the audio cki for
Fig. 3: Perceived Emotion after a viewer watches a short
video.
i = 1, · · · , n. Note that there is a temporal relationship be-
tween cki’s because they are in a time sequence and are from
a single video clip. This construction (20) helps us in building
a dataset that can be used to analyze our hypothesis, namely,
a FFNN infused with temporal knowledge can work as well
as a RNN in terms of its overall performance when used for
predicting the estimated emotion of a movie clip.
Let {ck; ok} be the input output pair; where ok ∈ [0, 5]
can be either valence (vk) or arousal (ak) associated with the
audio ck. As seen in Figure 4) the audio ck is made up of the
ck1, ck2, · · · , ckn audio sequence. So for a RNN we have the
input as ck1, ck2, · · · , ckn while the output is the associated
vk (or ak). However, since the input ck1, ck2, · · · , ckn are
temporally related, we assumed that the perceived valence vk
(or arousal ak) has a bearing on cki. Namely,
vki = f(i)vk (21)
For example, f(i) could be a linear function,
f(i) =
i− 1
n− 1
such that vkn = vk and vk1 = 0. Then each of the au-
dio clips ck1, ck2, · · · , ckn can be assigned a valence namely,
(ck1; f(1)vk), (ck2; f(2)vk), · · · , (ckn; f(n)vk). Note that
f(i) captures the known a priori temporal knowledge.
We use (ck; vk) or equivalently (ck1, ck2, · · · , ckn; vk)
to train RNN while we use (ck1, 09vk), (ck2,
1
9vk), · · · ,
(ckn,
1
1vk) to train a FFNN. Notice that for both FFNN and
RNN the input data is the same while the output in case of
RNN is known (vk), we construct vki using the prior knowl-
edge for use in FFNN.
Fig. 4: {ck; vk} pair
Input Output
~g1,1 ~g1,2 · · · ~g1,n v1
~g2,1 ~g2,2 · · · ~g2,n v2
· · · · · · · · · · · · · · ·
~gk,1 ~gk,2 · · · ~gk,n vk
· · · · · · · · · · · · · · ·
~g21,1 ~g21,2 · · · ~g21,n v21
Table 5: Dataset used in our experiments for RNN.
4. EXPERIMENTAL VALIDATION
In all our experiments, we used the audio extracted from 7571
video clips (MediaEval database) each of around n (n =
8 − 10) seconds duration [14]. The database has a valence
(and arousal) value in the range [0, 5] for all the 7571 videos,
namely (ck; vk) for k = 1, 2, · · · , 7571 is available. We con-
structed ck1, ck2, · · · , ckn each of 1 second duration from ck
of n second duration for k = 1, 2, · · · , 7571 (see (20)). For
each {ckj}k=7571,j=nk=1,j=1 we extracted 384 features, which were
used for Interspeech 2009 Emotion Challenge [15] using the
openSMILE toolkit [16]. We used WEKA Toolkit [17] to
reduce the feature dimension to 21 using feature selection
method.
If ~gk,j represent the extracted features from ckj then the
dataset used in our experiments for RNN training is shown in
Table 5, and for FFNN set of experiments we constructed vki
as mentioned in (21) resulting in a dataset as shown in Table
6. We used a variety of f(i)’s to capture fade-in and fade-out
in our experiments as shown in Table 7.
Input Output Input Output Input Output
~g1,1 f(1)v1 ~g1,2 f(2)v1 · · · ~g2,n f(n)v1
~g2,1 f(1)v2 ~g2,2 f(2)v2 · · · ~g2,n f(n)v2
· · · · · · · · · · · · · · · · · · · · ·
~gk,1 f(1)vk ~gk,2 f(2)vk · · · ~gk,n f(n)vk
· · · · · · · · · · · · · · · · · · · · ·
~g21,1 f(1)v21 ~g21,2 f(2)v21 · · · ~g21,n f(n)v21
Table 6: Dataset used in our experiments for k-FFNN.
f(1) f(2) f(3) f(4) - - - - f(n− 1) f(n) Type
1 1 1 1 1 1 1 1 1 1 FFNN
0.75 0.9 1 1 1 1 1 1 0.9 0.75 Fn1
0.3 0.6 1 1 1 1 1 1 0.6 0.3 Fn2
0.1 0.2 1 1 1 1 1 1 0.2 0.1 Fn3
Table 7: Different f(i) used in our experiments.
Fig. 5: Histogram of arousal values
4.1. Experimental Analysis
The performance of the proposed k-FFNN system is com-
pared with the popular RNN architecture i.e., simple RNN,
RNN with Long-short-term-memory (LSTM) units and bi-
directional RNN with LSTM (BLSTM) units). In this anal-
ysis, all k-FFNN and RNN systems are implemented using
Keras deep learning toolkit [18]. The architectures of the sys-
tems considered in this analysis are shown in Table 8. For all
systems, only a single hidden layer is considered. The hidden
layer size is selected by varying the number of units from 11
(half of the sum of number of input (i.e., 21) and output units
(i.e., 1)) to 44 (twice the sum of number of input and output
units) and selecting the number of nodes in the hidden layer
which results in the best performance. Sigmoid (S in Table
8) is used as the non-linear activation function on the hidden
units. The input layer has 21 linear (L) units and the output
layer has a single linear (L) unit.
The system performance is evaluated in terms of Mean
Squared Error (MSE) and Pearson Correlation Coefficient
(PCC). PCC along with MSE is used as a performance metric
as PCC provides a better evaluation of the performance of
the systems trained on datasets with output values arousal)
Model Name Architecture
k-FFNN (Fn1) 21L 21S 1L
k-FFNN (Fn2) 21L 21S 1L
k-FFNN (Fn3) 21L 21S 1L
FFNN 21L 22S 1L
RNN 21L 21S 1L
LSTM 21L 21S 1L
BLSTM 21L 21S 1L
Table 8: System architecture details
distributed as shown in Figure 5. It can be observed from
Figure 5 that the output values for arousal are concentrated
more at a single value (at 1.5) compared to other values. For
the considered metrics, lower the MSE values better is the
performance of the system and higher the PCC values, better
is the performance of the system.
The MSE and PCC values are computed at audio clip level
for all the systems (k-FFNN and RNNs) to evaluate the per-
formance. In case of RNNs, single output value vk is ob-
tained for the given audio clip (ck) containing the sequence
ck1, ck2, · · · , ckn. Subsequently, the computation of MSE
and PCC is straight forward in case of RNNs. In case of
a k-FFNN system (as shown in Table 6), for each subseg-
ment ck1, ck2, · · · , ckn corresponding to the audio clip ck,
arousal/valence value are generated. To compute the MSE
and PCC values for each audio clips ck, the output values ob-
tained for each clips are scaled with a value depending on the
function selected during training. Then the mean of the val-
ues obtained at all subsegments is computed and compared
with the original value vk assigned to that audio clip to obtain
the MSE and PCC values. If v
′
1, v
′
2, v
′
3, ..., v
′
n are the output
obtained for all the audio segment corresponding to the audio
clip ck, then
V
′
=
n∑
i=1
v
′
i(1/f(i)) (22)
is the defined arousal/valence value of the audio clip ck.
The MSE and PCC values obtained by considering train-
ing sets of different sizes are shown in Figure 6 and Figure
7, respectively for different systems. It can be observed from
Figure 6 that the MSE values obtained for k-FFNN (Fn1) is
always lower or equal to that of the MSE values obtained for
RNNs for all sizes of training set. k-FFNN system performs
much better than RNN systems for smaller training dataset. It
can be observed that there is a performance improvement of
0.05 (MSE) when 200 training samples are used. Note that
the MSE of RNN is 0.977 compared to MSE of 0.927 for k-
FFNN (for 200 training samples) with function Fn1. However
the performance of k-FFNN closer to that of RNN when 6814
(90% of dataset) samples are used for training. The MSE val-
ues are lower for FFNN compared to RNN for smaller train-
ing sets but are higher when the training set size is increased
(MSE is 0.940 for FFNN and 0.953 for RNN when 500 sam-
ples are considered and 0.847 for FFNN and 0.820 for RNN
when 6814 samples are considered). This shows that the per-
formance of k-FFNN in terms of MSE is better than FFNN
and RNN, especially for smaller training set.
It can be observed from Figure 7 that the PCC values are
consistently higher for k-FFNN when compared to RNNs.
Similar to MSE, the variation in PCC values between k-FFNN
and RNN is larger for smaller training sets (difference = 0.08
(0.079 for RNN and 0.16 for Fn1) when 200 train samples
are considered) and gradually decreases when the size of the
training set is increased (difference = 0.048 (0.226 for RNN
Fig. 6: MSE values across different training set sizes
Fig. 7: PCC values across different training set sizes
and 0.274 for k-FFNN), when 6814 train samples are consid-
ered). The PCC values obtained for FFNN are lower com-
pared to k-FFNN for all sizes of training set. The PCC values
are higher for FFNN compared to RNNs for smaller training
sets but are lower when size of the training set is increased
(PCC is 0.093 for FFNN and 0.079 for RNN when 200 sam-
ples are considered and 0.191 for FFNN and 0.226 for RNN
when 6814 samples are considered).
Table 10 shows the MSE and PCC values obtained on
arousal values by considering different knowledge infused
functions (shown in Table 7) to represent the temporal infor-
mation. It can be observed from Table 9 that the performance
of the k-FFNN system trained by considering Fn1 performs
better than the systems trained using Fn2 and Fn3 (both in
terms of MSE and PCC). It is to be observed that the per-
formance of the k-FFNN systems developed by considering
Fn2 and Fn3 is lower than FFNN. This shows that choosing
a proper function (knowledge of sequential temporal correla-
tions between data) to represent the temporal information is
critical for the performance of the k-FFNN and any arbitrary
function used to represent the temporal information will not
improve the performance of k-FFNN but may even degrade
the performance.
Table 10 shows the MSE and PCC values obtained for the
Function MSE PCC
Fn1 0.820 0.274
Fn2 0.871 0.185
Fn3 1.55 0.059
Table 9: Performance evaluation of different k-FFNN sys-
tems.
System MSE PCC
k-FFNN (Fn1) 0.319 0.128
k-FFNN (Fn2) 0.454 0.029
k-FFNN (Fn3) 0.762 -0.051
RNN 0.331 0.126
LSTM 0.327 0.124
BLSTM 0.329 0.122
FFNN 0.343 0.106
Table 10: Performance evaluation of different systems for
prediction of valence for training dataset of 6814 samples.
task of estimating the valence values for different systems.
The MSE and PCC values are listed for systems trained on
6814 utterances. It can be observed that the performance of
k-FFNN system (using Fn1) is better than RNN and FFNN
systems. But the performance of k-FFNN systems (using Fn2
and Fn3) are lower than RNN and even FFNN. Hence the
observations made from the prediction of arousal values is
further supported by the results obtained for prediction of va-
lence values.
5. CONCLUSIONS
FFNN architecture does not consider the temporal relation-
ship that exits in a data sequence as in case of a speech signal.
RNN architecture by its design is able to implicitly learn the
temporal correlations that exists between the data sequence.
While RNNs are advantageous when (a) one is not explic-
itly aware of the temporal relationship between the sequential
data and (b) when there is a large amount of training data. In
this paper, we address the scenario when there is insufficient
training data and when a priori temporal knowledge about the
training data is explicitly known.
In this paper, we have shown how one can infuse explic-
itly known a priori temporal knowledge about the sequen-
tial data to enhance the performance of FFNN architecture.
We first compared the differences between a simple RNN
and a FFNN and showed that the a priori knowledge can in
some sense compensate for the hidden layer feedback weights
that contribute in capturing temporal relationship in the train-
ing data. This observation, leads us to construct k-FFNN, a
knowledge infused FFNN which exploits the known a priori
sequential knowledge in the training data. This is one of the
main contributions of this paper. Based on this observation,
we hypothesized that k-FFNN performs as well as an RNN
because k-FFNN are able to infuse known knowledge in the
data sequence into its architecture. We further showed, ex-
perimentally, that the performance of k-FFNN especially for
smaller training datasets exceeds the performance of RNN
both in terms of the MSE and PCC and the performance of
both k-FFNN and RNN level out when amount of training
data increases. These experiments validate the hypothesis
FFNN infused with prior knowledge about temporal relation-
ship between data is similar to RNN in terms of performance.
The essential contribution of this paper is the incorporation of
known knowledge, when available, to learn a FFNN without
depending on a deep architecture like RNN that requires more
samples for better training.
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