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Abstract
Let ðX1; X2;y; XnÞ and ðY1; Y2;y; YnÞ be gamma random vectors with common shape
parameter a ð0oap1Þ and scale parameters ðl1; l2;y; lnÞ; ðm1; m2;y; mnÞ; respectively. Let
XðÞ ¼ ðXð1Þ; Xð2Þ;y; XðnÞÞ; YðÞ ¼ ðYð1Þ; Yð2Þ;y; YðnÞÞ be the order statistics of ðX1; X2;y; XnÞ
and ðY1; Y2;y; YnÞ: Then ðl1; l2;y; lnÞ majorizes ðm1; m2;y; mnÞ implies that XðÞ is
stochastically larger than YðÞ: However if the common shape parameter a41; we can only
compare the the first- and last-order statistics. Some earlier results on stochastically comparing
proportional hazard functions are shown to be special cases of our results.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In reliability theory and life testing, gamma distributions play an important role,
and stochastic comparisons of these distributions have also found numerous
applications (in the ﬁeld of reliability, economic, comparison of experiments and so
on). A lot of work exists in the literature on the stochastic properties of various
statistics based on random samples. However, not much attention has been given to
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the case that the underlying random variables are independent but not
identically distributed. Some interesting results on order statistics and
spacings from heterogeneous populations have been obtained by Sen [19],
Pledger and Proschan [17], Proschan and Sethuraman [18], Bapat and
Beg [1], Bapat and Kochar [2], Kochar and Kirmani [8], Kochar and
Korwar [9], Kochar and Rojo [11]; on convolution from independent but
nonidentical life distributions by Boland et al. [4], Kochar and Ma [10], Khaledi
and Kochar [6,7], Chang [5], Korwar [12]; on probability inequalities of nonlinear
combinations from normal distributions by Bakirov [3]. A more common result can
be found in [14].
Let X have a gamma distribution with shape parameter að40Þ and
scale parameter l: Denote the density of X by f ðx; a; lÞ and let FðxÞ; %FðxÞ ¼
1 FðxÞ and rðxÞ ¼ f ðxÞ= %FðxÞ be its distribution function, survival function
and hazard rate function, respectively. Pledger and Proschan [17] and
Proschan and Sethuraman [18] considered the problem of stochastically
comparing the order statistics coming from independent and nonidentical
exponential distributions. Kochar and Korwar [9], Kochar and Rojo [11]
pursued this topic further and obtained some new results. In this paper, we
extend the results of Proschan and Sethuraman [18] from exponential distributions
to gamma distributions with common shape parameter ap1: Here are our
main results:
Theorem 1.1. Let X ¼ ðX1; X2;y; XnÞ and Y ¼ ðY1; Y2;y; YnÞ be independent
gamma random vectors with common shape parameter a ð0oap1Þ and scale
parameters ðl1;y; lnÞ; ðm1;y; mnÞ; respectively. Let XðiÞ; i ¼ 1; 2;y; n be the ith-
order statistics of X; and YðiÞ; i ¼ 1; 2;y; n be the ith-order statistics of Y: Set XðÞ ¼
ðXð1Þ; Xð2Þ;y; XðnÞÞ and YðÞ ¼ ðYð1Þ; Yð2Þ;y; YðnÞÞ: If kgl; then
XðÞXstYðÞ: ð1:1Þ
Theorem 1.2. For random vectors X; Y in Theorem 1.1, if the common shape
parameter a41 and scale parameters satisfying kgl; we have
Xð1ÞpstYð1Þ; XðnÞXstYðnÞ: ð1:2Þ
2. Preliminaries and the proof of main results
In this section, we ﬁrst introduce some deﬁnitions and properties of the usual
stochastic ordering, majorization and Schur-convex functions. Then we will prove
our main results.
Deﬁnition 2.1 (Shaked and Shanthikumar [20]). (i) Let X and Y be random
variables, X is said to be larger than Y in the usual stochastic order if
PðXptÞpPðYptÞ for all tAR; in symbols, XXstY :
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(ii) Let X ¼ ðX1; X2;y; XnÞ and Y ¼ ðY1; Y2;y; YnÞ be random vectors, X is said
to be larger than Y in the usual stochastic order if PðXAUÞXPðYAUÞ for all
upper set,1 denoted by XXstY:
(iii) Let X ¼ ðX1; X2;y; XnÞ be a random vector. Suppose that for i ¼ 2; 3;y; n;
½Xi j X1 ¼ x1;y; Xi1 ¼ xi1pst½Xi j X1 ¼ x01;y; Xi1 ¼ x0i1
whenever xjpx0j; j ¼ 1; 2;y; i  1:
Then X is said to be conditionally increasing in sequence (CIS).
It is usually difﬁcult to check for usual multivariate stochastic ordering directly
from its deﬁnition. However, if either X or Y is CIS; Theorem 4.B.4 [20, p. 117] gives
sufﬁcient conditions for the usual multivariate stochastic order by means of the usual
univariate stochastic order. See [20] or [15] for detailed discussions on this and other
equivalent conditions.
The next concept we need is that of majorization. It considers the diversity
of the components of a vector. Majorization is useful and very powerful in deriving
certain type of inequalities. For more details on majorization and its applications, see
[13] or [16].
Deﬁnition 2.2. Let k ¼ ðl1;y; lnÞ; l ¼ ðm1;y; mnÞ denote two real vectors. Let
l½1Xl½2X?Xl½n; m½1Xm½2X?Xm½n be their ordered components. Then l is said
to be majorized by k; in symbols kgl; if
Xm
i¼1
l½iX
Xm
i¼1
m½i
for m ¼ 1;y; n  1; and Pni¼1 l½i ¼Pni¼1 m½i:
If vector k majorizes l; then there exists a ﬁnite number, say r; of vectors
kð1Þ;y; kðrÞ; such that k ¼ kð1Þg?gkðrÞ ¼ l and such that kðiÞ and kðiþ1Þ differ in
two coordinates only, i ¼ 1; 2;y; r  1 (see [16], p. 321).
To prove the main result we need the following deﬁnition of Schur-concave
functions and related results. For detail can also be found in [13] or [16].
Deﬁnition 2.3. A function fðkÞ : Rn-R is said to be a Schur-concave function if
fðkÞpfðlÞ for all kgl:
The following theorem provides sufﬁcient and necessary conditions for the Schur-
concavity. It is very useful in proving Schur-concavity.
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Theorem 2.4 (Marshall and Olkin [13]). A permutation-symmetric differentiable
function fðXÞ is Schur concave if and only if
ðXi  XjÞ @fðXÞ
@Xi
 @fðXÞ
@Xj
 
p0
for all iaj:
The inequality is reversed for Schur convex functions.
Next we will prove our main results. We ﬁrst prove Theorem 1.1 for the special
case of bivariate gamma random vectors.
Lemma 2.5. Let ðl1; l2Þgðm1; m2Þ: Let X1; X2ðY1; Y2Þ be independent gamma random
variables with common shape parameter a ð0oap1Þ and scale parameters
l1; l2ðm1; m2Þ; respectively. Let Xð1ÞpXð2ÞðYð1ÞpYð2ÞÞ be the order statistics of
X1; X2ðY1; Y2Þ: Then
ðXð1Þ; Xð2ÞÞXstðYð1Þ; Yð2ÞÞ:
Proof. Following Theorem 4.B.4 of [20, p. 117], it is sufﬁcient to verify the three
conditions: (i) Xð1ÞXstYð1Þ; (ii) ðX1; X2Þ is CIS; and (iii) ðXð2Þ j Xð1Þ ¼
t1ÞXstðYð2Þ j Yð1Þ ¼ t1Þ:
We ﬁrst prove that Xð1ÞXstYð1Þ by proving that %FminðtÞ ¼ PðXð1ÞXtÞ ¼
PðX1Xt; X2XtÞ is Schur convex with respect to l1; l2: For all t40
@ %Fmin
@l1
¼ 1
GðaÞPðX2XtÞðl
a1
1 t
ael1tÞ; ð2:1Þ
@ %Fmin
@l2
¼ 1
GðaÞPðX1XtÞðl
a1
2 t
ael2tÞ: ð2:2Þ
It is well-known that the hazard rate function of the gamma distribution, rðtÞ; is
decreasing in t when 0oap1: So we have
rðlÞ ¼ l
a1taeltRþN
l x
a1taetx dx
is decreasing in l: From (2.1) and (2.2) we can show that
ðl1  l2Þ @
%Fmin
@l1
 @ %Fmin
@l2
 
X0:
According to Theorem 2.4, we have
Xð1ÞXstYð1Þ: ð2:3Þ
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Next we prove ðXð1Þ; Xð2ÞÞ is CIS: Since
RþN
t2t1ðx þ t1Þ
a1½el1x þ el2x dx þ R t2t10 ðx þ t1Þa1½el1x þ el2x dxR t2t1
0 ðx þ t1Þa1½el1x þ el2x dx
¼ 1þ
RþN
t2t1ðx þ t1Þ
a1½el1x þ el2x dxR t2t1
0 ðx þ t1Þa1½el1x þ el2x dx
¼ 1þ
RþN
t2
xa1½el1ðxt1Þ þ el2ðxt1Þ dxR t2t1
0
ðx þ t1Þa1½el1x þ el2x dx
is increasing in t1 for all 0ot1pt2 and 0oap1: We have the conditional distribution
PðXð2Þpt2 j Xð1Þ ¼ t1Þ
¼
R t2
t1
xa1½el1ðxt1Þ þ el2ðxt1Þ dxRþN
t1
xa1½el1ðxt1Þ þ el2ðxt1Þ dx
¼
R t2t1
0 ðx þ t1Þa1½el1x þ el2x dxRþN
t2t1ðx þ t1Þ
a1½el1x þ el2x dx þ R t2t10 ðx þ t1Þa1½el1x þ el2x dx
decreasing in t1: That ðXð1Þ; Xð2ÞÞ is CIS; so is ðYð1Þ; Yð2ÞÞ:
Finally, we prove that
½Xð2Þ j Xð1Þ ¼ t1Xst½Yð2Þ j Yð1Þ ¼ t1: ð2:4Þ
Let Fðt2 j t1Þ ¼ PðXð2Þpt2 j Xð1Þ ¼ t1Þ; It is sufﬁcient to prove that Fðt2 j t1Þ
is Schur concave with respect to l1; l2: Let jðtÞ ¼
R t
0ðx þ t1Þa1½el1x þ el2x dx;
we have
Fðt2 j t1Þ
@l1
¼
jðt2  t1Þ
RþN
0 xðx þ t1Þa1el1x dx  jðþNÞ
R t2t1
0 xðx þ t1Þa1el1x dx
j2ðþNÞ ;
Fðt2 j t1Þ
@l2
¼
jðt2  t1Þ
RþN
0 xðx þ t1Þa1el2x dx  jðþNÞ
R t2t1
0 xðx þ t1Þa1el2x dx
j2ðþNÞ :
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Then
@Fðt2 j t1Þ
@l1
 @Fðt2 j t1Þ
@l2
¼ jðþNÞ
R t2t1
0 xðx þ t1Þa1½el2x  el1x dx
j2ðþNÞ
 jðt2  t1Þ
RþN
0
xðx þ t1Þa1½el2x  el1x dx
j2ðþNÞ
¼
RþN
t2t1ðx þ t1Þ
a1½el1x þ el2x dx R t2t10 xðx þ t1Þa1½el2x  el1x dx
j2ðþNÞ

R t2t1
0
ðx þ t1Þa1½el1x þ el2x dx
RþN
t2t1 xðx þ t1Þ
a1½el2x  el1x dx
j2ðþNÞ :
ð2:5Þ
Since j2ðNÞ40; it is sufﬁcient to compare the numerator. Let l14l2; the proof for
the case when l1ol2 follows from the same kind of arguments. The ﬁrst term in (2.5)
can be written as
Z þN
t2t1
ðx þ t1Þa1½el1x þ el2x dx
Z t2t1
0
xðx þ t1Þa1½el2x  el1x dx
¼ lim
A-þN
Z A
t2t1
ðx þ t1Þa1½el1x þ el2x dx

Z t2t1
0
xðx þ t1Þa1½el2x  el1x dx
¼ lim
A-þN
ðx1 þ t1Þa1
1
l1
el1ðt2t1Þ þ 1
l2
el2ðt2t1Þ
 
 1
l1
el1A þ 1
l2
el2A
  
 Z1ðZ1 þ t1Þa1
1
l2
 1
l1
 
 1
l2
el2ðt2t1Þ  1
l1
el1ðt2t1Þ
  
ð2:6Þ
¼ lim
A-þN
ðx1 þ t1Þa1Z1ðZ1 þ t1Þa1
1
l2
 1
l1
 
1
l1
el1ðt2t1Þ þ 1
l2
el2ðt2t1Þ
 "
 1
l22
e2l2ðt2t1Þ  1
l21
e2l1ðt2t1Þ
 !#
; ð2:7Þ
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where x1Aðt2  t1; AÞ and Z1Að0; t2  t1Þ: The second term in (2.5) can be written asZ t2t1
0
ðx þ t1Þa1½el1x þ el2x dx
Z þN
t2t1
xðx þ t1Þa1½el2x  el1x dx
¼ lim
B-þN
ðx2 þ t1Þa1Z2ðZ2 þ t1Þa1
1
l2
þ 1
l1
 
1
l2
el2ðt2t1Þ  1
l1
el1ðt2t1Þ
 "
 1
l22
e2l2ðt2t1Þ  1
l21
e2l1ðt2t1Þ
 !#
; ð2:8Þ
where x2Að0; t2  t1Þ and Z2Aðt2  t1; BÞ: Using these observations, it follows that
ðx1 þ t1Þa1pðx2 þ t1Þa1 and Z1ðZ1 þ t1Þa1pZ2ðZ2 þ t1Þa1:
Since l14l2; we get
1
l2
 1
l1
 
1
l1
el1ðt2t1Þ þ 1
l2
el2ðt2t1Þ
 
p 1
l2
þ 1
l1
 
1
l2
el2ðt2t1Þ  1
l1
el1ðt2t1Þ
 
:
From (2.5), (2.7) and (2.8) we can show that
ðl1  l2Þ @Fðt2 j t1Þ
@l1
 @Fðt2 j t1Þ
@l2
 
p0:
That is Fðt2 j t1Þ is Schur concave with respect to l1; l2; so
½Xð2Þ j Xð1Þ ¼ t1Xst½Yð2Þ j Yð1Þ ¼ t1:
Now the required result follows from Theorem 4.B.4 of [20].
ðXð1Þ; Xð2ÞÞXstðYð1Þ; Yð2ÞÞ: &
In order to prove Theorem 1.1, we need the following well-known result.
Theorem 2.6 (Proschan and Sethuraman [18]). Let a and b be two vectors of
constants such that aiXbi; i ¼ 1;y; n: Then aðiÞXbðiÞ; for all i ¼ 1;y; n:
Now we prove the main result as stated in Theorem 1.1. This proof is analogous to
that of Theorem 3.4 of Proschan and Sethuraman [19].
Proof of Theorem 1.1. Since kgl; there exist r vectors kð1Þ;y; kðrÞ such that k ¼
kð1Þgkð2Þg?gkðrÞ ¼ l; and kðiÞ; kðiþ1Þ differ only in two components, i ¼ 1;y; r 
1: Thus in order to prove Theorem 1.1, we may, without loss of generality, assume
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that k; l differ only in two components, and in fact, assume l3 ¼ m3;y; ln ¼ mn and
ðl1; l2Þgðm1; m2Þ: Let
Umax ¼ MaxðX1; X2Þ; Umin ¼ MinðX1; X2Þ;
Vmax ¼ MaxðY1; Y2Þ; Vmin ¼ MinðY1; Y2Þ
and W3; W4;y; Wn are independently distributed according to gamma distributions
with common shape parameter a and scale parameters l3;y; ln; respectively, and
independently of ðUmax; Umin; Vmax; VminÞ: Then X0 ¼ ðUmax; Umin; X3;y; XnÞ ¼st
ðUmax; Uxin; W3;y; WnÞ and Y0 ¼ ðVmax; Vmax; Y3;y; YnÞ ¼st ðVmax; Vmin;
W3;y; WnÞ; and ðUmax; Umin; W3;y; WnÞXstðVmax; Vmin; W3;y; WnÞ: Theorem
4.B.1 of [20, p. 115] implies that there exist two random vectors #X and #Y ; deﬁned
on the same probability space X; such that
#X ¼st ðUmax; Umin; W3;y; WnÞ ¼st X0;
#Y ¼st ðVmax; Vmin; W3;y; WnÞ ¼st Y0
and
Pð #XX #YÞ ¼ 1:
Theorem 2.6 implies that PðXˆð1ÞXYˆð1Þ;y; XˆðnÞXYˆðnÞÞ ¼ 1; that is,
X0ðÞ ¼st #X ðÞXst #Y ðÞ ¼st Y0ðÞ:
Note that X0ðÞ ¼st XðÞ and Y0ðÞ ¼st YðÞ: Thus XðÞXstYðÞ: &
Based on the same derivation as in Lemma 2.5, the proof of Theorem 1.2 follows
the fact that the hazard function rðtÞ of gamma distribution is increasing in t when
the shape parameter a41:
Proof of Theorem 1.2. Assume l3 ¼ m3;y; ln ¼ mn and ðl1; l2Þgðm1; m2Þ:
We ﬁrst prove Xð1ÞpstYð1Þ; it is sufﬁcient to prove %FminðtÞ ¼ PðXð1ÞXtÞ ¼
PðX1Xt; X2Xt;y; XnXtÞ is Schur concave with respect to l1; l2 for all t40
@ %Fmin
@l1
¼ 1
GðaÞPðX3Xt;y; XnXtÞPðX2XtÞðl
a1
1 t
ael1tÞ;
@ %Fmin
@l2
¼ 1
GðaÞPðX3Xt;y; XnXtÞPðX1XtÞðl
a1
1 t
ael2tÞ:
Since rðtÞ; the hazard rate function of gamma distribution, is increasing in t when
shape parameter a41: So we have
rðlÞ ¼ l
a1taeltRþN
l x
a1taetx dx
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is increasing in l: It is easy to show that
ðl1  l2Þ @
%Fmin
@l1
 @ %Fmin
@l2
 
p0:
By Theorem 2.4, we have
Xð1ÞpstYð1Þ:
Similarly, we can show that FmaxðtÞ ¼ PðX1pt; X2pt;y; XnptÞ is Schur concave
with respect to l1; l2 for all tX0: So
XðnÞXstYðnÞ: &
3. Corollaries and remarks
We get the following interesting corollary.
Corollary 3.1. Under the conditions of Theorem 1.1,
Xn
i¼1
ciXðiÞXst
Xn
i¼1
ciYðiÞ;
for all ciX0; i ¼ 1;y; n: Thus
Xk
i¼1
XðiÞXst
Xk
i¼1
YðiÞ; k ¼ 1;y; n;
in particular,
Xn
i¼1
XðiÞXst
Xn
i¼1
YðiÞ;
extending the result of Korwar [12] to the case when ap1:
Proof. Based on the fact that f :¼Pni¼1 cixi is a increasing function if ciX0; i ¼
1; 2;y; n: This follows immediately from the equivalent conditions of the Deﬁnition
2.1 [20, p. 4]. &
Remark 3.2. Chi-square distribution, one degree of freedom is a gamma random
variable with a ¼ 1
2
: Bakirov [3] have proved PrðPni¼1 lix2ipxÞpPrðPni¼1 mix2ipxÞ
for all xX2; where xi i ¼ 1; 2;y; n is standard normal distribution and
kgl: However, according to Corollary 3.1 we can obtain
PrðPni¼1 1li x2ipxÞpPrðPni¼1 1mi x2ipxÞ for all x:
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