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1Abstract
Decoherence, Control, and Symmetry in Quantum Computers
by
Dave Morris Bacon
Doctor of Philosophy in Physics
University of California at Berkeley
Professor K. Birgitta Whaley, Chair
Computers built on the physical principles of quantum theory offer the possibility
of tremendous computational advantages over conventional computers. To actually
realize such quantum computers will require technologies far beyond present day
capabilities. One problem which particularly plagues quantum computers is the cou-
pling of the quantum computer to an environment and the subsequent destruction
of the quantum information in the computer through the process known as deco-
herence. In this thesis we describe methods for avoiding the detrimental effects of
decoherence while at the same time still allowing for computation of the quantum
information. The philosophy of our method is to use a symmetry of the decoherence
mechanism to find robust encodings of the quantum information. The theory of such
decoherence-free systems is developed in this thesis with a particular emphasis on the
manipulation of the decoherence-free information. Stability, control, and methods
for using decoherence-free information in a quantum computer are presented. Spe-
cific emphasis is put on decoherence due to a collective coupling between the system
and its environment. Universal quantum computation on such collective decoherence
decoherence-free encodings is demonstrated. Along the way, rigorous definitions of
control and the use of encoded universality in the physical implementations of quan-
tum computers are addressed. Explicit gate constructions for encoded universality
on ion trap and exchange based quantum computers are given. The second part of
the thesis is devoted to methods of reducing the decoherence problem which rely on
more classically motivated reasoning for the robust storage of information. We ex-
amine quantum systems that can store information in their ground state such that
decoherence processes are prohibited via considerations of energetics. We present the
theory of supercoherent systems whose ground states are quantum error detecting
codes and give examples of supercoherent systems which allow universal quantum
computation. We also give examples of a spin ladder whose ground state has both
the error detecting properties of supercoherence as well as error correcting properties.
We present the first example of a quantum error correcting ground state which is a
natural error correcting code under reasonable physical assumptions. We conclude
2by discussing the radical possibility of a naturally fault-tolerant quantum computer.
Professor K. Birgitta Whaley
Dissertation Committee Chair
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1Part I
Quantum Computation:
Decoherence and Control
2Chapter 1
Philosonomicon
wherein we gently embark on an inquiry into the computational depths of
the physical universe and discover the fragile structure of information with
quantum foundations
1.1 Prologue
Our generous universe comes equipped with the ability to compute1. By the use
of appropriate physical systems algorithmic tasks can be executed with repeatable
results which in turn allow for the development of our systems of mathematics and
physics consistent with this repeatability. In physics, determination of the allowable
manipulations of a physical system is of central importance. Computer science, on
the other hand, has arisen in order to quantify what resources are needed in order
to perform a certain algorithmic function. For computer science to be applicable to
the real world the quantification of resources needed to perform a certain algorithmic
function should be delimited by what physics has determined to be allowable ma-
nipulations. Thus we arrive at the realization that because information is physical,
our understanding of computer science should be built on primitives which respect
our understanding of the laws of physics. Terse in expression, ghostly trivial in its
conceptual underpinnings, this mantra that,
“Information is physical!”[130]
nonetheless has deep consequences for both the physicist examining how nature be-
haves and the computer scientist attempting to understand the power and limitations
of real world execution of algorithmic tasks. This very thesis, an ever-growing body
of scientific literature, and an equally expanding community of scientists (rainbow
in its composition of physicists, mathematicians, and computer scientists), are but a
1Blessed be the computational universe which allows this very thesis[7] to be typed onto a portable
computer in the comfort of a sorted array of pleasant locations.
3small testament to the usefulness, practical and abstract, of this one small idea. “In-
formation is physical”, we thus shout, and in this thesis we explore, the consequences
of this small idea in our large and generous universe.
1.2 Argument via the inevitability of technology
It is only through the bright light of hindsight that we can appreciate the grandeur
of scientific achievement during the twentieth century. Unlike any previous historical
era, this scientific century has erected profound disciplines from a seeming vacuum of
prior consideration, pushing novel technologies and new understandings in directions
inconceivable only a few years prior. Among the two most far reaching movements of
the twentieth century’s scientific symphony have been the composition of the quan-
tum theory of nature and the rising crescendo of the computer revolution. To first
approximation these two fields appear in independent coexistence. To master the art
of computer programming, knowledge of quantum theory is not prerequisite. Like-
wise, to learn contemporary physical theory, understanding of modern computational
theory is not necessary.
The illusion of separation between computer science and modern physical theory,
however, fades quickly as one’s focus on details sharpens. On one hand, comprehen-
sion of modern physical theory does not require computation, but our understanding
of the physical world is sharpened, if not progressed, by the use of computers in the
simulation of physical systems. Whole realms of physics would be inaccessible were it
not for the use of computers to perform calculations impossible on a human scale but
possible with the calculational capabilities of modern computers. Fields like physical
chemistry and lattice quantum field theory now depend on the use of computational
power to such a degree that a growing view among theoretical physicists is to play
the cynic and declare they are “computer programmers not physicists”2.
The reverse implication between the two fields also occurs because computers
are physical devices such that quantum theory is essential to understanding their
physical operation. The modern quantum theory of these devices presents our best
understanding of the physics behind the computer revolution. Thus, while there is
nothing which is essentially quantum mechanical about the algorithmic operation
of today’s computers, our understanding of the mechanisms behind the computer
architecture is deeply rooted in the quantum theory of the solid-state.
How far can the two way relationship between computer science and quantum
theory be pressed? The forward implication asks the question “what can computer
science tell us about quantum theory?”[80] This thesis will not concern itself with
this question, and indeed it appears that very little progress has been made along
this line of inquiry (see, however [158, 203]).
2Posing a significant retention problem for graduate physics programs!
4Figure 1.1: Physics and computer science entangled
The reverse implication posses a different query: “what can quantum theory tell
us about computer science?” One important difference between this implication and
its inverse lies in the seeming inevitability of the relevance of this question. This
inevitability arises from two different directions. In 1965 Gordon Moore noticed that
the computational power of a computer doubled approximately every two years[149].
A more physical statement of this principle is that the number of atom’s needed
to represent one bit of information will halve approximately every two years. Since
Moore’s 1965 observation, Moore’s law has continued to hold and been the barometer
of astounding technological progress in computer hardware. As Moore’s law moves
into its fortieth year of success, however, a new barrier has arisen on the not so
distant horizon. If Moore’s law continues to hold, around the year 2015 Moore’s
law predicts that the size of the computational devices constructed will reach a scale
where quantum effects will begin to play a dominant operational role. One view
of progress maintains that this will be the essential limit to our current solid-state
computer architectures: quantum effects becoming dominant implies that no more
computational power can be squeezed out of the system. On the other hand, it is
unclear how a computer operating at this quantum limit will behave. The argument
of technological inevitability leads us to believe that computers operating into the
quantum regime will be built. Thus it seems technologically relevant to consider how
computers operating with quantum effects dominating will behave. Quantum theory
can tell us something about how real computers of the future will function.
5A second reason for confidence in the inevitability of the role quantum theory can
play in computer science builds from a long line of experimental progress in control of
quantum systems. In particular, fields like cavity quantum electrodynamics[23], ion
and neutral atom trapping[205], and certain areas of quantum optics[90, 169, 207],
have made considerable progress in demonstration of the control of fully quantum de-
grees of freedom. These extremely sensitive experimental successes point to a time in
which control over multiple interacting quantum systems will become possible. From
the computer science prospective, such quantum control will represent computational
devices operating in a quantum regime. Again technological progress leads us to be-
lieve that quantum control will be pressed further and further until at least small
scale computational quantum devices are constructed.
Inevitably, we are thus led to assume that the relevance of quantum theory to
computational device will grow larger with time. What, then, are the consequences of
this seemingly inevitable crash between the twentieth centuries most prolific offspring,
quantum theory and modern computation?
1.3 The rise of the quantum algorithm
One must solemly affirm one’s allegiance to the Quantum God before one
may be admitted to the physics clan.
–Carver A. Mead, Collective Electrodynamics[145]
In the early 1980’s Benioff[17, 18, 19] and Feynman[80, 81] began to consider com-
puters whose algorithmic operation was fully quantum mechanical. Benioff appears
to have been motivated towards such quantum computers via the requirement that
description of quantum theory should be self-consistently described by machines oper-
ating according to quantum theory. Feynman, on the other hand, had a long standing
interest in the physical limits of computation[79] which apparently led him towards
considering computers with quantum components[82]. However, while Feynman[80],
and earlier Manin[143], clearly understood that simulating quantum systems was in
some form a difficult task, it took the ground breaking work of Deutsch[56] and
Deutsch and Jozsa[59] to realize that computers built on quantum principles could
perform computational tasks in an intrinsically more efficient manner than could clas-
sical computers. What these latter authors showed was that there were circumstances
under which information in a quantum setting manipulated by a quantum computer
had a different productivity than equivalent classical information manipulated by a
classical computer. Here, then, was the first interesting answer to the query “what
can quantum physics tell us about computer science?” The quantification of resources
which is the main thrust of computer science was shown to be different when operating
in the quantum regime.
6The work of Deutsch and Jozsa was followed up by a progression of work demon-
strating increasingly powerful applications of the idea of quantum computation. The
oracle problem Deutsch and Jozsa investigated (and subsequent results by Berthi-
aume and Brassard[26, 27]) was one in which the amount of resources needed in order
to perform the computation on a quantum computer was exponentially less than a
similar exact computation performed on a classical computer. However, a probabilis-
tic classical computer could solve the problem Deutsch and Jozsa posed with similar
use of resources if the problem output of the algorithm could be wrong with some
vanishingly small probability. Thus the work of Deutsch and Jozsa alone did not
demonstrate a clear separation between classical and quantum computation.
Overcoming the exactness requirement of Deutsch and Jozsa, Bernstein and Vazi-
rani [24] put forth algorithms which showed a true superpolynomial resource gap
between quantum and classical computation in 1993. This was followed closely by
the work of Simon[176] who posed a problem which required exponentially more re-
sources to solve on a classical computer than on a quantum computer. In 1994,
following Simon’s lead, Shor[173] remarkably demonstrated that quantum computers
could factor numbers and compute a discrete logarithm efficiently. Much work in com-
plexity theory has gone into attempting to develop efficient classical algorithms for
these two problems and it is widely believed that such efficient solution on a classical
computer is impossible[167]. In fact, confidence in the difficulty of these two prob-
lems forms the basis for the most widely used public key cryptography systems[164].
Further evidence for the power of quantum computers over classical computers was
unveiled when Grover [99, 100] demonstrated that quantum computers could search
unordered lists quadratically faster than classical computers.
By 1996, a clear separation in productivity between the algorithmic manipula-
tion of quantum information and classical information had been established. Fur-
ther progress[30, 113] demonstrated[105] that Deutsch-Jozsa, Bernstein-Vazirani, Si-
mon, and Shor’s algorithms were all related to a single problem known as the hid-
den subgroup problem. Separate from these Shor-type algorithms, research also
broadened[31, 32] and quantified[20] the algorithm developed by Grover.
A third line of research has shown how to use a quantum computer to efficiently
simulate quantum systems[1, 29, 138, 181, 204, 209]. While there is no general proof
that quantum systems are hard to simulate on classical computers, the vast indus-
try of physicists who have attempted to provide such efficient simulations have all
failed. Building a quantum computer would profoundly change the complexity of the
quantum models studied by physicists.
The discovery that quantum algorithms can outperform their classical brethren is
a result which should be fundamentally shocking to all studied computer scientists.
The computational complexity classes of yesteryear have ethereal foundations: the
true foundations lie in a quantum setting. Further shock should also occur to those
who use public key cryptosystems based on factoring and discrete logarithms: the
future building of a quantum computer will allow your encrypted messages to be read!
7Like any infant discovery, however, the true power behind quantum computation is
currently unclear. Past ventures by humanity in brandishing the skill of foresight–
“I think there is a world market for maybe five computers.” - Thomas
Watson, chairman of IBM, 1943
–give us the confidence and optimism to believe that the field of quantum algorithms
is only beginning to bloom.
1.4 Control and the quantum computer
While the algorithmic speedup promised by quantum computers was being de-
veloped, much work was done defining and understanding the basic question: what
exactly is a quantum computer?
A seminal step in modern computer science was taken when Turing defined the
class of functions now known as recursive or computable functions[189]. The Church-
Turing thesis[189, 46, 45] conjectures that this class of functions corresponds precisely
to what can be computed by an algorithmic method in the real world. Thus the
Church-Turing thesis provides a fundamental grounding upon which modern theoreti-
cal computer science is built: everything that is naturally computable by an algorithm
is precisely the class of recursive functions. Computer scientists are thus assured of
job security by basing their studies on the class of recursive functions. Furthermore
it was found that a certain class of computers, universal computers[189], could be
used to efficiently compute a recursive function. Thus, under the Church-Turing the-
sis and universality results, a computer scientist concerned with computation could
be myopic to all models of computation sans a universal computer. Of particular
importance to computer science is that the Church-Turing thesis and universality
results allow for the development of a quantification[49, 108] of the computational
resources needed to perform a certain algorithmic task which is essentially robust to
the basic model of computation used to perform the task. Modern computational
complexity[156] theory is a house built upon a frame of universal computers whose
structural integrity is encoded in the robustness claimed by the Church-Turing thesis.
The Church-Turing thesis, however, is not a mathematical proof, however, but
an empirical statement whose validity has withstood over seventy years of testing.
The advent of quantum computation, however, has brought the validity of the com-
putational complexity models founded upon the Church-Turing thesis into question
and in fact the very basis of computation which is now claimed to be fundamental in
computer science has taken a severe detour into the quantum realm. Early research in
quantum computation generalized classical models of computing, the Turing machine
and the circuit model, into their quantum mechanical analogies. The quantum equiv-
alent of a Turing machine was first considered by Benioff[17, 18, 19]. Deutsch[56] and
Yao[208] further developed quantum Turing machines. The quantum equivalent of
8classical circuits was introduced by Deutsch[57] and this quantum circuit model (with
certain uniformity constraints) was shown to be equivalent to the quantum Turing
machine by Yao[208].
In the simplest quantum circuit model a sequence of quantum gates (unitary evo-
lution) is applied (perhaps in parallel) to an array of quantum mechanical two-level
systems (qubits) with an appropriate initialization and readout of the quantum infor-
mation. One of the first results in quantum computation was the demonstration that
certain sets of quantum gates acting on such an array are universal in the sense that
any unitary evolution on the array could be performed by an appropriate sequence
of such gates. Following early results which required three-body interactions[57] be-
tween quantum systems it was subsequently realized that two-body interactions[61]
were sufficient to perform universal quantum computation in the quantum circuit
model.
Because quantum interactions are intrinsically analog in nature (interaction times
and coupling strengths are real numbers) the correct description of universal quantum
circuits requires some notion of approximation[117, 118]. This is similar to the situa-
tion with probabilistic classical computers. At first glance it appears that the analog
nature of probabilities may cause unwarranted power due to infinite accuracy in such
classical probabilistic computers. Models which contain bounded accuracy in their
transition probabilities, the real world equivalent to a classical probabilistic machine,
however, can be shown to form a robust computational class. Similarly, quantum
circuits must be cast within the framework of finite accuracy. In particular, discrete
sets of quantum gates implemented with a finite accuracy are the real building blocks
of a quantum circuit. Luckily such discrete sets were shown to be able to approximate
any exact quantum circuit to within an accuracy ǫ (defined on some suitable distance
measure) with only logc(ǫ−1) computational overhead[112, 177]. This in turn allows
for the establishment of robust computational complexity classes within the context
of such discrete gate universal quantum computers.
The universality results in the quantum circuit model show that given sufficient
control over quantum systems there is a robust class of computations based on the
quantum circuit model. Thus sufficient quantum control implies quantum compu-
tation. But what of the validity of the quantum circuit model as a real description
of quantum systems? Quantum circuits clearly map to quantum systems, but how
realistic are the assumptions that go into the quantum circuit model?
1.5 The decoherence roadblock
Unfortunately, the description adopted in the quantum circuit model does not
correspond to the real world in a particularly nasty detail. The quantum circuit model
describes a quantum computer as a closed quantum system. The whole formalism of
a quantum circuit assumes that there is a system which executes the circuit but is
9completely isolated from the rest of the universe. In the real world, however, there
are no known mechanisms for truly isolating a quantum system from its environment.
Real quantum systems are open quantum systems. Open quantum systems couple to
their environment and destroy the quantum information in the system through the
process known as decoherence[92]. When examining the simple evolution of a single
quantum system this system-environment coupling appears to cause errors on the
quantum system’s evolution. The picture of a quantum circuit where only desired
unitary evolution occurs is thus naive.
Decoherence, then, is a direct attack on the physical viability of quantum com-
puters in the real world[101, 129, 190]. Because quantum information is not easily
isolated from its environment, physics dictates that the quantum information will lose
many of the properties that make the information quantum and not classical. In fact,
much of the infamous transition from quantum to classical physics has been attributed
to the role of decoherence in physical systems[222, 223, 224]. Thus to the question
“what makes a computer classical and not quantum?” the answer “decoherence”
follows. While the algorithmic speedup promised by quantum computers viewed as a
closed system is a profound observation, it is all for naught if this decoherence problem
cannot be overcome.
There is an analogy here with classical computers operating in noisy environ-
ments. For example, conventional computers exposed to hard radiation of space will
not function properly due to the errors caused on the computer hardware by the ra-
diation. At first glance it would appear that a classical computer operating in such
an environment would be useless. One mistake in the calculating the trajectory of
a satellite can mean the complete destruction of the satellite! Besides the obvious
practice of making the computer hardware resilient to the radiation, perhaps surpris-
ingly, there is another method for overcoming this problem known a “fault-tolerant”
computation. Fault-tolerant computation is intimately related to the idea of error
correcting codes. In classical error correcting codes, information transmitted through
a noisy channel is made more resistant to the noise by making the information re-
dundant. This basic idea, that redundancy can protect information, was extend by
von Neumann[200] to provide a method for performing computations in the presence
of noisy environments and imperfect operations. Thus the question that emerged
around 1996 was does there exists a theory of fault-tolerant quantum computation?
The first step towards solving the decoherence problem was taken in 1995 when
Shor[174] (and independently Steane[182]) discovered a quantum analogue of classi-
cal error correcting codes. Shor discovered that by encoding quantum information,
this information could become more resistant to interaction with its environment.
Following this remarkable discovery a rigorous theory of quantum error correction
was developed[21, 38, 37, 78, 120]. Many different quantum error correcting codes
[41, 94, 119, 128, 132, 162, 183, 185] were discovered and this further led to a theory
of fault-tolerant quantum computation[3, 96, 115, 124, 161, 175]. Fully fault-tolerant
quantum computation describes methods for dealing with system-environment cou-
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pling as well as dealing with faulty control of the quantum computer. Of particular
significance was the discovery of the threshold theorem for fault-tolerant quantum
computation[3, 95, 112, 124, 161]. The threshold theorem states that if the decoher-
ence interactions are of a certain form and are weaker than the controlling interactions
by a certain ratio, quantum computation to any desired precision can be achieved.
The threshold theorem for fault-tolerance thus declares a final solution to the ques-
tion of whether there are theoretical limits to the construction of robust quantum
computers.
1.6 Quantum Gemini: decoherence and control
The study of information in a quantum setting is beginning to describe an amaz-
ingly rich computational universe. In this brief introduction we have learned that
quantum algorithms can perform astounding computational feats. Quantum control
can be used to perform these algorithms, while decoherence can be overcome by this
same quantum control. In spite of these discoveries, the inevitability of quantum
technology remains unclear. Exactly what physical systems will be used to build a
quantum computer? There have been a plethora of proposed physical systems for
quantum computation and a few of these have even moved from the drawing board
to small scale implementation[188, 148, 43, 152]. Just as vacuum tubes of the past
have been replaced by the silicon wafers of today, the hardware of future quantum
computers, however, is currently far from certain.
Given the state of ignorance as to the suitability of different physical systems for
quantum computation, it is important to provide theoretical groundwork towards un-
derstanding what does and does not make a good quantum computer. This implies
understanding the delicate dance between quantum computation’s twin considera-
tions: decoherence and control.
In Greek mythology, Castor and Pollux were twins born to the same mother but
with different fathers. Pollux’s father was a god while the Castor’s father was a mere
mortal. Thus Pollux was immortal while Castor was mortal. When Castor died on
the battlefield his brother was so stricken with grief that he pleaded with Zeus to
either send him to the same fate or restore his brother to life. Zeus was touched by
the brotherly love and allowed Castor to spend alternating days on Olympus with
the gods and in the mortal world below the Earth, Hades. Due to their exemplary
example of brotherly love the star constellation Gemini was placed in the heavens by
Zeus in honor of these twins.
In this thesis we venture forth towards understanding a modern day quantum
Gemini. Quantum control, our Pollux, is the powerful near-immortal master of quan-
tum computation. Decoherence, our Castor, pulls quantum computation down into
the mortal real world. Sufficient quantum control helps pull decoherence away from
real world difficulty and restores the glory of quantum computation. “Define, clarify,
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and broaden his brotherly relationship between decoherence and quantum control”,
we thus beseech and in this thesis we explore, “and someday quantum computers will
move from myth to reality!”
1.7 Thesis outline
This thesis is divided into three main parts. In part I of the thesis we introduce
the basic notions of decoherence, control and universality in a quantum computer.
Chapter 2 discusses the basic formalism of quantum operators for describing decoher-
ence and presents a non-standard derivation of a semigroup master equation through
the operator-sum representation. Chapter 3 then introduces the notion of control of
a quantum system. Necessary and sufficient conditions for interactions which can be
used for control which does not cause decoherence are presented. The Lie algebraic
structure of control is then discussed along with the important issue of approximation
in quantum control. Chapter 4 shifts focus towards universal quantum computation
with a special emphasis on the subsystems nature of universal quantum computers.
The notion of encoded universality is introduced with an emphasis on the Lie algebraic
structure of such encodings. A criteria for universal quantum computation is derived
which is useful for deciding when even encoding cannot turn a set of interactions into
a universal set of interactions.
In part II of this thesis we turn to the theory of decoherence-free subspaces and
decoherence-free subsystems. We begin in Chapter 5 by deriving necessary and suffi-
cient conditions for the existence of decoherence-free subspaces and their generaliza-
tion decoherence-free subsystems. The role of the OSR algebra is stressed as a funda-
mental method for understanding both decoherence-free subspaces and decoherence-
free subsystems. The commutant of the OSR algebra is also identified as an important
characterizer of decoherence-free systems. Decoherence-free subsystem conditions in
the master equation are introduced and the reason why such conditions are currently
only necessary are discussed. Finally the connection between symmetrization schemes
and decoherence-free subsystems is discussed. In Chapter 6 we discuss the stability of
decoherence-free systems to perturbations. We show that perturbing interactions do
not destroy the decoherence-free properties. Chapter 7 discusses many of the issues
which generically arise when using a decoherence-free subsystem for quantum compu-
tation. In Chapter 8 we introduce an important model of decoherence which supports
decoherence-free subsystems, the collective decoherence model. Master equations are
derived for both collective dephasing and for collective amplitude damping in order
to better illustrate the conditions under which collective decoherence occurs. The no-
tion of weak and strong collective decoherence is introduced and the decoherence-free
subsystems for both of these cases is introduced. In Chapter 9 we discuss universal
quantum computation on the weak and strong collective decoherence decoherence-
free subsystems. The use of only the exchange interaction for quantum computing
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is discovered and issues of the explicit use of collective decoherence decoherence-free
subsystems for quantum computation are discussed. In Chapter 10 we discuss univer-
sal quantum computation on an experimentally realized decoherence-free subspace in
ion traps. Explicit control sequences are identified for such computation. Chapter 11
then discusses how solid state proposals for quantum computation can be simpli-
fied and improved by the use of encoded universality with the exchange interaction.
Finally in Chapter 12 we discuss decoherence-free subspaces in atomic systems.
In part III of this thesis we turn to methods for building a quantum computer
which rely on techniques of robustness due to the energetics of the decoherence pro-
cess. In Chapter 15 we describe the effect of supercoherence where quantum informa-
tion is protected at low environment temperatures. A supercoherent system which
allows for universal quantum computation is derived and presented in the context of
a solid-state implementation of a quantum computer. We then present a spin ladder
in Chapter 16 which has many of the properties of supercoherence as well as new
error correcting properties. In Chapter 17 this is taken one step further and a system
with a ground state which is a quantum error correcting is discussed. This is the
first example of such a quantum error correcting ground state which is fully quan-
tum mechanical and which does not require unreasonable physical resources. Finally
in Chapter 18 we discuss the possibility of naturally fault-tolerant quantum com-
putation. Analogies with the classical robustness of information are discussed and a
general framework for future natural fault-tolerant quantum computation is provided.
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Chapter 2
The Pain of Isolating Quantum
Information: Decoherence
so its quantum computers we want
with computational power we can flaunt
well there’s a price which we’ll have to pay
because quantum coherences rejoice in decay
In this chapter we introduce the basic theory of quantum operations for study-
ing decoherence. We begin by giving a simple example of how decoherence can de-
stroy quantum information. We then introduce decoherence in an abstract formal-
ism known as the operator-sum representation(OSR). Shortcomings of this formalism
are illuminated. We then discuss the physically motivated approximations of the
operator-sum representation known as master equations. A mystery in decoherence
rates calculated in the operator-sum representations is presented and solved.
2.1 The degradation of quantum information
Quantum computation would be a matter of the control of quantum systems (not
itself a completely trivial subject) were it not for the fact that quantum systems are
open systems. The degradation of quantum information due to the coupling of the
system containing the quantum information to the environment is called decoher-
ence1. Let us begin our understanding of the degradation of quantum information by
examining a simple example.
1An unfortunate state of nomenclature exists as to the use of the word decoherence. Early
researchers[222, 223] used the word decoherence to refer to operations which destroyed quantum
coherences and transferred information to the environment in a very specific manner. With the
development of quantum computation many authors loosened the use of this word to refer to any
system-environment couplings, not just those which destroy coherence in a specific basis or involve
specific transfer of information from the system to the environment. In this thesis we will use the
word decoherence to refer to such generic system-environment couplings.
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Suppose we are given a system of consisting a single qubit and an environment
consisting of another qubit. The Hilbert space of this combined system and environ-
ment is H = HS ⊗HE ≡ C2 ⊗C2. Further suppose that there is a coupling between
the system and the environment given by the Hamiltonian H = λσz ⊗σz where λ is
a fixed coupling constant.
We wish to encode on the system a qubit of quantum information, |ψ〉 = α|0〉+
β|1〉. If λ = 0 we could create the state |ψ〉 and the state of the system would remain
|ψ〉 for all times after its creation: the quantum information would be preserved. If
however λ 6= 0, there is a coupling between the system and the environment given by
the evolution operator
U(t) = exp [−iλtσz ⊗ σz] = cos(λt)I− i sin(λt)σz ⊗ σz. (2.1)
Suppose that the environment is initially in the state |+〉 = 1√
2
(|0〉+ |1〉), so that
initially the state of the system plus environment is |ψ〉⊗ |+〉. At a time t latter, the
state of the system plus environment will be
|ψ(t)〉 = cos(λt)|ψ〉 ⊗ |+〉 − i sin(λt) (σz|ψ〉)⊗ |−〉, (2.2)
where |−〉 = 1√
2
(|0〉 − |1〉). The density matrix of the system at time t is given by
ρS(t) = TrE [|ψ(t)〉〈ψ(t)|] = cos2(λt)|ψ〉〈ψ|+ sin2(λt)σz|ψ〉〈ψ|σz
=
[ |α|2 αβ∗ cos(2λt)
α∗β cos(2λt) |β|2
]
. (2.3)
Here TrE [·] represents tracing over the environment. The residual difference between
this density matrix and the initial density matrix is
δρ = ρ(t)− ρ(0) =
[
0 αβ∗(1− cos(2λt))
α∗β(1− cos(2λt)) 0
]
. (2.4)
We here see that as time evolves, the off diagonal elements of the density matrix
oscillate in time. We thus say that the “coherence” between the |0〉 and |1〉 states
is being manipulated. Note that a time t = π
λ
k, where k is an integer, the quantum
information in the system is unaffected, δρ = 0. System-environment coupling alone
is not enough to degrade the quantum information. In addition to the coupling, an
assumption about the inaccessiblity of the environmental degrees of freedom must be
made in order for decoherence to occur. Suppose, for example, that at time t0 =
π
4λ
the coupling between the system and the environment is turned off and the state
of the environment is made inaccessible to experiment. At this time the diagonal
elements of the density matrix in the |0〉, |1〉 basis completely vanish. Since the
environmental degrees of freedom are now, by assumption, assumed to be inaccessible,
the quantum information in the system has been degraded. As described in Appendix
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A.5, the trace norm between two density matrices is a good measure of the absolute
distinguishability of the density matrices. For this example we calculate that
D(ρ(0),ρ(t)) =
1
2
Tr|δρ| = |α||β||1− cos(2λt)|. (2.5)
The best measurement to distinguish the initial state from the decohered state at
time t will produce measurements probabilities whose absolute difference will differ
by |α||β||1 − cos(2λt)|. If one is thinking about using this qubit for some sort of
computation, then we see that the computation will err with a probability of at least
this value.
This simple example of decoherence serves to illustrate the basic idea that coupling
between the system and environment can lead to degradation of quantum information.
2.2 Quantum operations
In this section we describe a basic formalism for understanding open quantum
systems. In particular we seek to understand the evolution of a system when it is
coupled to an environment as seen from the perspective of the system alone.
2.2.1 Derivation
Consider the dynamics of a system S together with the rest of the universe which
we will call the environment E. We will assume that the system S represents full
degrees of freedom separate from those of the environment E. The state space of the
system plus environment then occupies a Hilbert space which is the tensor product
of the system and environment Hilbert spaces, H ≡ HS ⊗HE .
Note that this is not the most general definition of a system–it is possible that
the system we are interested in does not have support over a full degree of freedom.
This is the case, for example, when one is interested in a limited number of levels of
a multi-level atom. In this situation, probability can “leak” in or out of the system
from or to the rest of the degree of freedom. We will develop our formalism for the
situation where the system is a full degree of freedom but note where results can be
extended to this more general definition of a system.
The evolution of the system S plus environment E (which together do from a
closed system by postulate) is unitary with a Hamiltonian given by
H = HS ⊗ IE + IS ⊗HE +HSE, (2.6)
where HS acts on the system degrees of freedom S, HE acts on the environmental de-
grees of freedom and HSE couples these degrees of freedom. The evolution of the sys-
tem and environment is then governed by the evolution operator U(t) = exp [−iHt].
When the coupling between the system and the environment is zero, HSE = 0, the
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evolution of the system plus environment are separately unitary U(t) = exp [−iHt] =
US(t) ⊗UE(t) with US(t) = exp [−iHSt] and UE(t) = exp [−iHEt]. From the per-
spective of the system alone, the evolution is therefore strictly unitary independent
of the possibly entangled initial state of the system and environment:
ρS(t) = TrE
[
U(t)ρ(0)U†(t)
]
= US(t)ρS(0)U
†
S(t). (2.7)
If this were not true, it would allow for superluminal manipulation of distant systems.
When, however, HSE 6= 0, the evolution of the system and the bath is more
complicated. Let us first examine the situation when the system and the bath are
initially in a tensor products state ρ(0) = ρS(0) ⊗ ρE(0). From the perspective of
the system the evolution is given by
ρS(t) = TrE
[
U(t)ρS(0)⊗ ρE(0)U†(t)
]
. (2.8)
The initial state of the environment can be written in terms of its spectral decom-
position ρE(0) =
∑
ν pν |ν〉〈ν| where |ν〉 ∈ HE is a complete orthogonal basis for the
environment which diagonalizes ρE(0), 0 ≤ pν ≤ 1, and
∑
ν pν = 1. Expanding the
trace and using the spectral decomposition of the environment we find that
ρS(t) =
∑
µ,ν
〈µ|U(t)ρS(0)pν |ν〉〈ν|U†(t)|µ〉, (2.9)
or
ρS(t) =
∑
i
Ai(t)ρS(0)A
†
i(t), (2.10)
where
Ai=(µ,ν)(t) =
√
pν〈µ|U(t)|ν〉. (2.11)
The requirement that U(t) is unitary implies that∑
i=(µ,ν)
A
†
i (t)Ai(t) = I. (2.12)
Eq. (2.10) together with the normalization condition Eq. (2.12) form the trace-
preserving operator-sum representation (OSR). Notice that the exact form of the
OSR operators depends on the basis |µ〉 (not the |ν〉 basis which is determined by
the spectral decomposition). The evolution does not depend on this basis expansion,
but the exact form of the operators Ai(t) does depend on this basis choice. We will
return to this freedom
In fact it can be shown[126] that the most general evolution of a density matrix,
ρ(t) = L(t) [ρ(0)] satisfying the requirements
1. The map L(t) takes density matrices to density matrices.
2. The map L(t) is a linear map.
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3. The map L(t) is completely positive. A completely positive map takes positive
operators to positive operators when acting as identity on an auxiliary space
I⊗L(t)[A] ≥ 0 for A ≥ 0, with I the identity operator on any addition Hilbert
space.
must have the form of the OSR. Every possible OSR has a description in terms of
the action of a unitary operator on a larger Hilbert space. This allows us to favor
the more concrete derivation of the OSR from the physical perspective of unitary
evolution traced over the environment as opposed to the more axiomatic approach.
system in system out
environment in disregard
environment
Figure 2.1: Diagram of the operator sum representation
2.2.2 Fixed basis OSR
A tool which we will find useful later in our derivation of master equations is
the fixed basis form of the OSR[42, 10]. Suppose we choose a fixed basis (see Ap-
pendix A.3) for expanding each of the operators Ai(t) in the OSR:
Ai(t) =
∑
α
biα(t)Fα. (2.13)
The OSR can then be written as
ρ(t) =
∑
i
Ai(t)ρ(0)A
†
i(t) =
∑
iαβ
biα(t)b
∗
iβ(t)Fαρ(0)F
†
β =
∑
αβ
χαβ(t)Fαρ(0)Fβ, (2.14)
where
χαβ =
∑
i
biα(t)b
∗
iβ(t). (2.15)
Eq. (2.14) is the fixed basis or chi representation of the OSR. Normalization requires
that ∑
iαβ
b∗iαbiβF
†
αFβ =
∑
αβ
χβαF
†
αFβ = I. (2.16)
Taking the trace of this equation we find that∑
α
χαα = d. (2.17)
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The χαβ(t) matrix is a positive hermitian matrix which specifies the OSR in a given
basis.
Separating out the identity components of Eq. (2.14) and Eq. (2.16) we obtain
ρ(t) = χ00(t)ρ(0) +
∑
α6=0
[
χα0(t)Fαρ(0) + χ0α(t)ρ(0)F
†
α
]
+
∑
α,β 6=0
χαβ(t)Fαρ(0)F
†
β .
(2.18)
and
χ00(t)I+
∑
α6=0
[
χα0(t)Fα + χ0α(t)F
†
α
]
+
∑
α,β 6==0
χαβ(t)F
†
βFα = I. (2.19)
Multiplying the second of these equations by 1
2
ρ(0) from both the left and right, and
substituting into the evolution equation, we obtain
ρ(t)− ρ(0) = −i [S(t),ρ(0)] + 1
2
∑
α,β 6=0
χαβ(t)
([
Fα,ρ(0)F
†
β
]
+
[
Fαρ(0),F
†
β
])
, (2.20)
where
S(t) =
i
2
∑
α6=0
(
χα0(t)Fα − χ0α(t)F†α
)
. (2.21)
This version of the fixed basis OSR will be useful in deriving master equations. It is
also convenient because any positive χαβ(t) matrix whose trace is d corresponds to
an OSR.
2.2.3 Example OSR
As an example of the OSR consider the process described in Section 2.1. The
system-environment evolution operator is given by Eq. (2.1) and the initial density
matrix of the environment is ρE(0) = |+〉〈+|. In the derivation of the OSR there are
two terms,
A1(t) = 〈+|E (cos(λt)I− i sin(λt)σz ⊗ σz) |+〉E = cos(λt)I,
A2(t) = 〈−|E (cos(λt)I− i sin(λt)σz ⊗ σz) |+〉E = −i sin(λt)σz. (2.22)
Note that A†1(t)A1(t)+A
†
2(t)A2(t) = I as required by unitarity. The evolution of the
initial density matrix ρ(0) is thus
ρ(t) = cos2(λt)ρ(0) + sin2(λt)σzρ(0)σz, (2.23)
which agrees with Eq. (2.3) derived above.
Suppose that instead of the environment being in the initial state |+〉〈+| it is in
the state |0〉〈0|. In this case, if we us the basis |+〉, |−〉 to calculate the OSR we find
that
A1(t) = 〈+|E (cos(λt)I− i sin(λt)σz ⊗ σz) |0〉E = 1√
2
(cos(λt)I− i sin(λt)σz) ,
A2(t) = 〈−|E (cos(λt)I− i sin(λt)σz ⊗ σz) |0〉E = A1(t). (2.24)
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If we instead use the basis |0〉, |1〉 to calculate the OSR, we find that
A˜1(t) = 〈0|E (cos(λt)I− i sin(λt)σz ⊗ σz) |0〉E = (cos(λt)I− i sin(λt)σz) ,
A˜2(t) = 〈1|E (cos(λt)I− i sin(λt)σz ⊗ σz) |0〉E = 0. (2.25)
There are two interesting facts about this case. First, we see how using a different
basis for calculating the OSR gives different operators but the same evolution:
ρ(t) = A1(t)ρ(0)A
†
1(t) +A2(t)ρ(0)A
†
2(t) = A˜1(t)ρ(0)A˜
†
1(t). (2.26)
Second the evolution of the system is unitary, A˜†1A˜1 = I. Besides demonstrating the
non-uniqueness of the OSR, this example serves to bring up an interesting question:
under what conditions is the evolution of the OSR correspond to unitary evolution?
Since this question presages future work we will address this question in the next
subsection.
2.2.4 OSR and unitary evolution
The question we pose is under what conditions does∑
i
AiρA
†
i = UρU
†, (2.27)
where
U†U =
∑
i
A
†
iAi = I, (2.28)
for all ρ. We claim that an iff condition for this to hold is Ai = ci(t)U with
∑
i |ci|2 =
1[76, 135].
The forward implication is trivial. Clearly if Ai = ciU with
∑
i |ci|2 = 1 then
Eq. (2.27) and Eq. (2.28) both hold.
To prove the inverse, assume Eq. (2.27) and Eq. (2.28) both hold. It is useful to
rewrite Eq. (2.27) as ∑
i
U†AiρA
†
iU = ρ, (2.29)
and then define A˜i = U
†Ai so that this becomes∑
i
A˜iρA˜
†
i = ρ. (2.30)
Since this equation must hold for all ρ it must hold for a particular choice of ρ =
|ψ〉〈ψ|. This immediately leads to∑
i
|〈ψ|A˜i|ψ〉|2 = 1. (2.31)
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For a given A˜i, the state A˜i|ψ〉 can be split into two components A˜i|ψ〉 = ci|ψ〉 +
c⊥i |ψ⊥〉 where |ψ⊥〉 is a vector perpendicular to |ψ〉. Eq. (2.31) then implies∑
i
|ci|2 = 1. (2.32)
The normalization condition Eq. (2.28) can be recast as∑
i
A˜
†
iA˜i = I, (2.33)
which implies ∑
i
|ci|2 + |c⊥i |2 = 1. (2.34)
Together with Eq. (2.32) this implies that
∑
i |c⊥i |2 = 0 such that c⊥i = 0 for all i.
Thus |ψ〉 is an eigenstate of all of the A˜i, A˜i|ψ〉 = ci|ψ〉 This must hold for all possible
|ψ〉 in the Hilbert space the OSR operates on and therefore
A˜i = ciI⇒ Ai = ciU. (2.35)
Eq. (2.28) then implies
∑
i |ci|2 = 1.
2.2.5 Limits of the OSR
The OSR is fairly satisfying in terms of describing the evolution of a system
coupled to an environment. The initial state of the environment together with a
description of the unitary evolution operator on the system and environment allows
for a description of the evolution of all possible system density operators in a compact
form. The most troublesome assumption in this derivation is, perhaps, the assumption
that the system and the environment are initially in a tensor product state ρ(0) =
ρS(0)⊗ ρE(0).
Do there exist situations in which interaction between the system and the environ-
ment cannot be expressed in the OSR? Consider the situation where the system and
environment are each single qubits and the initial joint state is |ψ1〉 = 1√2 (|00〉+ |11〉)
or |ψ2〉 = 1√2 (|+ 0〉+ | − 1〉). Suppose the system and environment then evolve ac-
cording to the unitary evolution U = I⊗|0〉〈0|+σx⊗|1〉〈1|. In some sense, the state
of the environment is the same in both of these situations: the density matrices of
the environment for both |ψ1〉 and |ψ2〉 are both 12I. Further, the density matrices of
the system for both |ψ1〉 and |ψ2〉 are also both 12I. After evolution according to U,
however, the state of the system is different for these two cases differ
ρ1 = TrE
[
U|ψ1〉〈ψ2|U†
]
= |0〉〈0|
ρ2 = TrE
[
U|ψ2〉〈ψ2|U†
]
=
1
2
(|0〉〈0|+ |1〉〈1|) . (2.36)
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Thus we see that the same density matrix has evolved into two different density
matrices when the environment’s density matrices was identical. Thus it is clear that
there is no hope in deriving an OSR which depends solely on the initial density matrix
of the environment and the system-environment unitary evolution. In particular the
entangled nature (see Appendix A.2 for definition) of the system and environment
leads to situations where the OSR fails.
The initial condition of tensor product states for the system and environment is an
assumption that the system and the environment are initially uncorrelated. Further
we have shown how when the system and the environment start an entangled state
an OSR depending only on the environmental density matrix and the full evolution
is impossible. Let us now show that even when the system and the environment are
classically correlated there are problems in the derivation of the OSR. Suppose that
the initial state of the system plus environment can be written in the separable form
(see Appendix A.2 for definition)
ρ(0) =
∑
η
qηρSη(0)⊗ ρEη(0), (2.37)
with 0 < qη ≤ 1 and ∑η qη = 1 and ρSη(0), ρEη(0) valid density matrices. The
initial system density matrix is ρS(0) = Tr [ρ(0)] =
∑
η qηρSη(0). Each environmental
density matrix has a spectral decomposition (perhaps over different environment basis
states): ρEη(0) =
∑
νη pνη|νη〉〈νη|. The evolution of the system is then
ρS(t) =
∑
µ,ν,η
〈µ|U(t)ρSη(0)qηpνη|νη〉〈νη|U†(t)|µ〉. (2.38)
This can be written in the form
ρS(t) =
∑
η
∑
i=(µ,ν)
Ai,η(t)qηρSη(0)A
†
i,η(t), (2.39)
where
Ai=(µ,ν),η(t) =
√
pνη〈µ|U(t)|νη〉, (2.40)
and unitarity requires ∑
i
A
†
i,η(t)Ai,η(t) = I. (2.41)
Unless the basis used for each spectral decomposition of the bath is the same |νη〉 = |ν〉
and the spectral coefficients are the same pνη = pν , the evolution of the system cannot
be expressed as in the OSR form Eq. (2.10).
2.3 Master equations
While the OSR is a convenient formalism for discussing the coupling between the
system and the bath under appropriate initial conditions, it is often too cumbersome
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to be used for calculations on real physical system. One important reason for this fact
is that the environment of real physical systems are often large complex subsystems
whose evolution is difficult to model. The simplicity of the system is of little help when
dealing with open quantum systems which require an understanding of environmental
degrees of freedom. Despite this difficulty, a surprisingly large class of decohering
dynamics has been adequately described by physically derived evolution equations.
A closed quantum system evolves according to the Liouville equation of motion
∂ρ(t)
∂t
= −i[H,ρ(t)], (2.42)
where we have chosen a static Hamiltonian H for simplicity. Oftentimes it is possi-
ble to derive an approximate evolution equation for an open quantum system which
corresponds to an extra term in this evolution equation:
∂ρ(t)
∂t
= −i[H,ρ(t)] + L [ρ(t)] . (2.43)
A large class of these approximate evolution equations correspond to semigroup mas-
ter equations. If we let ρ(t) = Λ(t)[ρ(0)] denote the parameterized map of the initial
density matrix to the density matrix at time t, we define a semigroup master equation
as a map Λ(t) which satisfies
1. Λ(t) is a completely positive linear map continuous in t(see Section 2.2.1 for the
definition of complete positivity).
2. Λ(t) is Markovian: Λ(t) ◦ Λ(s) = Λ(s+ t).
3. The initial state of the system and environment are in a tensor product state.
Gorini, Kossakowski, and Sudarshan[93] and Lindblad[139] have shown that any map
Λ(t) which satisfies these requirements has an evolution which is generated by the
semigroup master equation (SME)
∂ρ(t)
∂t
= −i[H,ρ(t)] + 1
2
∑
αβ
aαβ
([
Fαρ(t),F
†
β
]
+
[
[Fα,ρ(t)F
†
β
]
,
)
(2.44)
where Fα are a complete basis for the operators on the Hilbert space which ρ inhabits
and aαβ is a positive hermitian matrix.
2.3.1 Discrete coarse graining derivation of the SME
We now show that explicit use of a discrete coarse-graining over time can lead
naturally from the OSR evolution equation, Eq. (2.20) to the SME, Eq. (2.3)[10]. A
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useful form of the fixed basis OSR Eq. (2.20) is found by taking the derivative of
Eq. (2.20) with respect to time
∂ρ(t)
∂t
= −i
[
∂S(t)
∂t
,ρ(0)
]
+
1
2
∑
α,β 6=0
∂χαβ(t)
∂t
([
Fα,ρ(0)F
†
β
]
+
[
Fαρ(0),F
†
β
])
. (2.45)
The coarse graining of the evolution will be done with respect to a time τ . This
time-scale, we will eventually discover, is related to a environment “memory” time
scale. Coarse graining over τ corresponds to
ρj = ρ(jτ); χαβ;j = χαβ(jτ); j ∈ N. (2.46)
Further, rewriting the OSR Eq. (2.20) as ρ(t) = Λ(t)ρ(0) and defining L˜(t) through
Λ(t) = T exp
[∫ t
0 L˜(s)ds
]
we find that
∂ρ(t)
∂t
= L˜(t)[ρ(t)]. (2.47)
Defining L˜j =
∫ (j+1)τ
jτ L˜(s)ds , with τn = t, we have
∫ t
0
L˜(s)ds = τ
n−1∑
j=0
L˜j . (2.48)
Next we will make the assumption that on the time scale of the environment τ , the
evolution generators L˜(t) commute in the “average” sense that
[
L˜j , L˜k
]
= 0, ∀j, k.
Physically, we imagine this operation as arising from the “resetting” of the environ-
ment density operator over the time-scale τ . Under this assumption, the evolution of
the system is Markovian when t≫ τ :
Λ(t) =
n−1∏
j=0
exp
[
τ L˜j
]
. (2.49)
Under the discretization of the evolution, this product form of the evolution implies
that
ρj+1 = exp
[
τ L˜j
]
[ρj ]. (2.50)
In the limit of τ ≪ t we expand this exponential, to find that
ρj+1 − ρj
τ
= L˜j [ρj]. (2.51)
This equation is simply a discretization of Eq. (2.47) under the assumption that
τ ≪ θ, where θ is the time-scale of change for the system density matrix. Notice
in particular that the RHS of Eq. (2.51) contains the average value of L˜(t) over the
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interval. From the OSR evolution equation Eq. (2.45), we know the explicit form of
L˜(t) over the first interval from 0 to τ . Discretizing over this interval we find that
ρ1 − ρ0
τ
= −i
[〈
∂S(t)
∂t
〉
,ρ0
]
+
1
2
∑
α,β
〈
∂χαβ(t)
∂t
〉(
[Fα,ρ0F
†
β] + [Fαρ(0),F
†
β]
)
≡ L˜0[ρ0], (2.52)
where
〈X〉 ≡ 1
τ
∫ τ
0
X(s)ds. (2.53)
Thus, in the sense of the coarse graining above we have arrived at an explicit form
for L˜0.
Consider the evolution beyond this first interval. Deriving an explicit form for
L˜1 and for higher terms is now impossible because Eq. (2.45) gives the evolution in
terms of ρ(0). However, since we have made the assumption that the environment
“resets” over the time-scale τ , we expect the environment to interact with the system
in the same manner over every τ -length coarse-grained interval. This is equivalent to
assuming that L˜i = L˜0, ∀i (which of course is the most trivial way of satisfying the
Markovian evolution condition [L˜i, L˜j ] = 0, ∀i, j). Then, using Eq. (2.51), one is led
to the form of the semigroup equation of motion,
∂ρ(t)
∂t
= −i[
〈
∂S(t)
∂t
〉
,ρ(t)] +
1
2
∑
α,β
〈
∂χαβ(t)
∂t
〉(
[Fα,ρ(t)F
†
β ] + [Fαρ(t),F
†
β ]
)
.
(2.54)
We can write this equation of motion in an alternative form which distinguishes
between the system and environment contributions to the evolution. Since Eq. (2.45)
is linear in the χαβ(t) matrix, one can calculate χ
(0)
αβ(t) for the isolated system and
hence define the new terms which come about from the coupling of the system to the
environment:
χαβ(t) = χ
(0)
αβ(t) + χ
(1)
αβ(t). (2.55)
The terms which correspond to the isolated system will therefore produce a normal
−i[H,ρ(t)] Liouville term in Eq. (2.54). Thus Eq. (2.54) can be rewritten as
∂ρ(t)
∂t
= −i
[
H+
〈
∂S(1)(t)
∂t
〉
,ρ(t)
]
+
1
2
∑
α,β
〈
∂χ
(1)
αβ (t)
∂t
〉(
[Fα,ρ(t)F
†
β ] + [Fαρ(t),F
†
β ]
)
,
(2.56)
which with the identification of
〈
∂χαβ(t)
∂t
〉
with aαβ is equivalent to Eq. (2.3), except
for the presence of the second term derived from
〈
∂S(1)(t)
∂t
〉
in the Liouvillian. This
second term induces unitary dynamics on the system,
〈
∂S(1)(t)
∂t
〉
, is referred to as the
Lamb shift. This term explicitly describes an unitary effect which the environment
has on the system. It is often implicitly assumed to be present in Eq. (2.3).
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We have shown how coarse-graining the evolution over the environment time-
scale τ allows one to understand the connection between the OSR and the semigroup
evolution. The assumptions which went into this derivation are explicitly
1. The time-scale for the evolution of the system density matrix is much larger
than the time-scale for the resetting of the environment (τ ≫ θ).
2. The evolution of the system should be Markovian ([L˜i, L˜j ] = 0, ∀i, j)
3. The environment resets to the same state so that the system evolution is the
same over every coarse graining (L˜i = L˜0, ∀i).
4. The system and the environment start in a tensor product state.
The importance of Eq. (2.45) lies in the fact that it allows one to pinpoint the exact
point at which the assumption of Markovian dynamics are made and further, due to
the general likeness of its form to the SME, provides an easily translatable connection
when going from the non-Markovian OSR to the Markovian SME. Notice also that
the assumption of Markovian dynamics introduces an arrow of time in the evolution
of the system through the ordering of the environmental states: the system evolves
through time in the direction of each successive resetting of the environment.
A detailed study of this coarse graining procedure on a specific model has been
carried out in [136] where the authors examine the application of this procedure
to a spin-boson model. Amazingly at low order in perturbation theory the coarse
grain procedure described above provides an accurate description of the open system
dynamics.
The use of Markovian master equations in physics has a long and storied history.
From the early study of phenomenological models [28, 202], to more rigorous deriva-
tions [125, 52, 53, 139], and the saturation of master equations in the quantum optics
community[39], master equations are a useful tool for modeling the behavior of many
different physical systems. It has even been suggested that instead of an approxi-
mation of the full unitary dynamics, the SME is a fundamental evolution equation
for nature (for a good discussion of this matter, and why it fails to solve the “mea-
surement problem”, see [92]). What we have provided in this section is a different
manner of understanding how the SME can arise as an approximate evolution of a
system. Eq. (2.20) and Eq. (2.45) provide an path between the exact OSR and the
approximate SME via our specific coarse graining procedure.
2.3.2 Resolving a mystery in decoherence rates
Decoherence rates
1
τn
=
{
Tr
[
ρ(0)ρ(n)(0)
]} 1
n , (2.57)
26
(see Appendix A.6 for the motivation behind this definition) can be used to under-
stand the time scales of a decoherence process. Interestingly, under the SME, first
order decoherence rates (1/τ1) are finite while in the OSR these decoherence rates
vanish.
One can see the vanishing of the first order decoherence rate in the OSR by directly
substituting in the pre-OSR Hamiltonian dynamics and using the cyclical nature of
the trace operation,
1
τ1
= TrS
[
ρS(0)
(
∂
∂t
TrE
[
USE(t)ρS(0)⊗ ρE(0)U†SE(t)
])
t=0
]
= TrS [ρS(0)TrE [−iHSBρS(0) + iρS(0)HSB]] = 0. (2.58)
The only possible manner in which this vanishing of this trace could not occur would
be to play some tricks with limits of infinite matrices.
However, in the SME, the first order decoherence rate does not vanish. Explicitly,
in the SME, we find that (in the absence of a system evolution HS = 0),
1
τ1
= TrS
ρS(0)
1
2
∑
α,β 6=0
(
[Fαρ(0),F
†
β] + [Fα,ρ(0)F
†
β ]
) , (2.59)
which in general does not vanish (see for example [211, 219]).
Now lets present a bit (or more precisely a qubit!) of a paradox. Consider the
often quoted example of phase damping of a qubit. In this case, it would appear that
there is a finite first order decoherence rate. Yet, phase damping of a qubit is often
presented within the OSR[42, 120, 153], which, as we have just shown above, would
predict zero first order decoherence rates for any non-singular Hamiltonian. In this
example, the OSR operators are given by[42]
A0(t) =
(
1 0
0 e−λt
)
, and A1(t) =
(
0 0
0
√
1− e−2λt
)
, (2.60)
and a simple calculation using these operators yields a minimum first order decoher-
ence rate of 1/τ1 = −λ/2. How can this be? In particular we know that every OSR
corresponds to some Hamiltonian dynamics on a larger Hilbert space and we have
previously showed that first order decoherence rates vanish in the OSR. Yet, here is
an example of an OSR where the first order decoherence rate does not vanish!
We can resolve this apparent paradox by examining the coarse graining procedure
used to derive the SME from the OSR.
Using Eq. (2.45) the first order decoherence rate in the OSR becomes
1
τ1
= −iTr
[
ρ(0)
[(
∂S(t)
∂t
)
t=0
,ρ(0)
]]
(2.61)
+ Tr
1
2
∑
α,β 6=1
(
∂χαβ(t)
∂t
)
t=0
(
[Fα,ρ(0)F
†
β] + [Fαρ(0),F
†
β]
) .
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Using the decomposition of the OSR operators, Eq. (2.11), and knowing that U(0) =
IS ⊗ IB, we find that Ai(0) =
√
νISδi,(ν,ν). Thus, since the Fα’s form a linearly
independent basis, it follows, using Eq. (2.13), that the expansion coefficients must
be
biα(0) = δα0
√
νdδi,(ν,ν). (2.62)
where d is dimension of the system Hilbert space. By direct evaluation,(
∂χαβ(t)
∂t
)
t=0
=
∑
νd
√
νd
[(
δα0
(
∂b∗(ν,ν),β(t)
∂t
)
t=0
+ δβ0
(
∂b(ν,ν),α(t)
∂t
)
t=0
)]
, (2.63)
which implies the vanishing (as long as
(
∂b(ν,ν),α(t)
∂t
)
t=0
remains finite) in Eq. (2.62)
of every term except Tr
[
ρ(0)
[(
∂S(t)
∂t
)
t=0
,ρ(0)
]]
. However, this in turn vanishes by
cyclic permutation of the trace. Thus we see as claimed, that the OSR first order
decoherence rate vanishes.
We can now use our coarse graining derivation of the SME to understand how
first order decoherence rates appear in the SME. Examination of our derivation of
the SME, Eqs. (2.54) and (2.56), now shows how non-zero first order decoherence
rates can arise when the evolution is considered to be Markovian. In the derivation
of the semigroup equation in the Markovian limit we made the assumption that the
matrices
(
∂χαβ(t)
∂t
)
t=0
can be identified with the constant matrices aαβ of the semigroup
equation, Eq. (2.3). However, when this is done, the matrix elements
(
∂χαβ(t)
∂t
)
t=0
in
Eq. (2.62) are replaced by their time-averaged values, for which the relation Eq.(2.63)
no longer applies. Hence, in general, the first order decoherence rates are necessarily
not zero when the Markovian coarse-graining is applied. For a finite total Hamiltonian
HSB, non-zero first order rates are therefore seen to be an artifact of the Markovian
assumption, and their appearance emphasizes the delicate nature of the transition to
the Markovian regime.
We have seen how the first order decoherence rate can not vanish in the transition
from the OSR to the SME, but we are still left with the paradox of a first order deco-
herence rate in the OSR for the phase damping example. To resolve this dichotomy,
we consider how the above phase damping OSR operators are generated from the
unitary dynamics of a qubit system S and a qubit bath B. The evolution operator
U(t) =

1 0 0 0
0 e−λt 0
√
1− e−2λt
0 0 1 0
0 −√1− e−2λt 0 e−λt

|↓ 0〉
|↓ 1〉
|↑ 0〉
|↑ 1〉
, (2.64)
(where the first qubit represents the bath (| ↑〉, | ↓〉) and the second represents the
system (|0〉, |1〉) as denoted in the columns above) with the bath initially in the state
| ↓〉, immediately gives the OSR operators of Eq. (2.60). It is easy to calculate the
Hamiltonian which generates this evolution, (using HSB(t) = ih¯
dU(t)
dt
U†(t)):
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HSB(t) =

0 0 0 0
0 0 0 −g(t)
0 0 0 0
0 g(t) 0 0
 , (2.65)
where
g(t) = ih¯
γe−γt√
1− e−2γt . (2.66)
However, we see that as t → 0, g(t) → ∞. Thus, in this simple example, we find
that at t = 0, the Hamiltonian becomes singular. This illustrates our claim that first
order decoherence rates in the OSR are the result of an infinite Hamiltonian, and do
not contradict the general OSR result of zero rates for finite Hamiltonians.
2.3.3 Diagonal form of the SME
In the SME, Eq. (2.3), we have selected used a specific full basis Fα. This choice
of basis is, of course, arbitrary. A different basis, Gα could have been selected and
this new basis will be related to the old basis via
Fα =
∑
β 6=0
gαβGβ, (2.67)
for α 6= 0. If we require the new basis to maintain the trace inner product, then
Tr
[
F†αFβ
]
= Tr
[∑
µ,ν
g∗αµgβνG
†
µGν
]
=
∑
ν
g∗ανgβν = δαβ . (2.68)
Thinking about g∗αν as a matrix, this implies that g
∗
αν is a unitary matrix.
The non-Hamiltonian generator of the SME, Eq. (2.3) is defined as
L [ρ] =
1
2
∑
α,β 6=0
aαβ
(
[Fαρ,F
†
β] + [Fα,ρF
†
β ]
)
. (2.69)
The change of basis, Eq. (2.67), transforms this generator to
L [ρ] =
1
2
∑
α,β,ν,µ6=0
aαβgανg
∗
βµ
(
[Gνρ,G
†
µ] + [Gν ,ρG
†
µ]
)
. (2.70)
This is a new generator for a SME
L [ρ] =
1
2
∑
ν,µ6=0
a′µν
(
[Gνρ,G
†
µ] + [Gν ,ρG
†
µ]
)
, (2.71)
where
a′µν =
∑
α,β 6==0
aαβgανg
∗
βµ. (2.72)
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Since g∗αν can be any unitary matrix, and aαβ is a hermitian matrix, we can choose
g∗αν such that this matrix diagonalizes a
′
µν . In this case, the generator of the SME is
given by
L [ρ] =
1
2
∑
ν 6=0
aν
(
[Gνρ,G
†
ν ] + [Gν ,ρG
†
ν ]
)
, (2.73)
which we can rescale such that the SME becomes
∂ρ(t)
∂t
= −i[H,ρ(t)] + 1
2
∑
α6=0
(
[Lαρ(t),L
†
α] + [Lα,ρ(t)L
†
α]
)
. (2.74)
The operators Lα are called the Lindblad operators after [139] and this form of the
SME is called the Lindblad diagonal form.
2.4 Decoherence
In the previous two sections we have developed formalisms for understanding
the coupling of a system to its environment. Along the way we have encountered
assumptions which allowed us to make formal progress in modeling the decoherence.
Much of the justification for the formalisms of the OSR and SME must come from
the empirical evidence in favor of these descriptions. Barring this justification, one
must resort back to the fully Hamiltonian description of the system plus environment
in order to make progress in understanding a particular decoherence process. Thus,
while the decoherence formalisms of the OSR and SME allow a nice description of
decoherence, there is much to be said for thinking about decoherence from a purely
Hamiltonian system plus environment viewpoint. In this thesis we will have the
chance to work with all three of these approaches, the OSR, the SME, and the full
Hamiltonian formulation of decoherence.
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Chapter 3
Quantum Control
Two questions:
1. What does it mean to control the evolution of a quantum system?
2. Given some control, what can be done?
In this chapter, we introduce the notion of control of a quantum system. The
role of control which does not cause decoherence is emphasized. Various formalisms
are developed to understand when such non-decohering control is possible. This
formalism is then applied to the case of control of a qubit when coupled via a Jaynes-
Cummings Hamiltonian to a coherent state of the electromagnetic field. Finally, work
regarding what can be done with a given amount of control is reviewed with the role
of the Lie algebraic structure being emphasized.
3.1 Control and measurement
Suppose one is given a quantum system S and some means of controlling this
system. By a quantum system S, we mean a system which experiment has showed
can produce effects whose description obeys quantum mechanics or at least some
semi-classical quantum principles. In general, it seems that there are two forms of
interactions which an external system can influence on a quantum system: control
and measurement.
In control one manipulates a controlling apparatus whose state controls the uni-
tary evolution of the system. In order for this manipulation to be a valid quantum
control, the evolution of the system should not become entangled with the controlling
apparatus. Another way of stating this is that the act of control should not induce
decoherence on the system.
In contrast to control, in measurement a measuring apparatus interacts with the
system in such a way that the state of the measuring apparatus becomes entangled or
correlated in such a way that the state of the apparatus provides information about
the system.
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3.2 Conditions for control
Let us try to quantify exactly what is meant for a control mechanism to be a
good control mechanism which does not cause decoherence on the system. We will
model the problem in a manner which we think reasonably captures a large number
of experimental methods for classical control of quantum systems.
Suppose we are given a quantum system S and an apparatus A. We will assume
that there is some constant coupling Hamiltonian between the system S and the
apparatus A, HSA. There are two objections to this assumption. The first objection
claims that this is not a good assumption because it is possible to take an apparatus
and remove it across the room such that the apparatus no longer interacts with the
system. The resolution of this objection is two-fold. First of all it seems to always be
possible to model the removal of apparatus from interaction within the Hamiltonian
HSA and the apparatus evolution IS ⊗HA. The reason for this is our fundamental
belief that quantum mechanics is obeyed by all physical laws. Thus once we have
defined our system, there can only be Hamiltonian coupling to an outside quantum
system. The second reason this objection is not well founded is the experimental
reality that almost all control of quantum systems some component of the apparatus
in contact with the system. Thus, for example, if one is manipulating the electronic
state of an atom with a laser, the atom is in constant contact with the electromagnetic
mode which will be used for control. The second objection to the model of a constant
HSA is that it disallows a possibly time dependent HSA. Much of what we will
derive can easily be extended to the case of a time dependent Hamiltonian and our
assumption of time-independence in this respect is merely a convenience in order
to simplify our discussion. We thus start from a full system-apparatus evolution
Hamiltonian of
H = HS ⊗ IA + IS ⊗HA +HSA, (3.1)
with the corresponding unitary evolution of USA(t) = exp [−iHt].
3.2.1 Orthogonal pure state stationary control
When sufficient is easy, necessary is almost always difficult.
Given the assumption of a constant system-apparatus coupling, let us examine a
simple general model for classical control.
Definition 3.2.1 (Orthogonal pure state stationary control) Suppose we are given
an orthogonal set A of pure states |a〉 of the apparatus A. Orthogonal pure state
stationary control is then defined as the situation where for every input |a〉 into the
apparatus (defined as the situation where the density matrix of the system plus appa-
ratus is ρS(0) ⊗ |a〉〈a|) the evolution of the system is unitary with some generating
Hamiltonian Ha and the state of the apparatus is |a〉 at all times during the evolution.
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The condition of orthogonal pure state stationary control is therefore
USA(t) (ρS(0)⊗ |a〉〈a|)U†SA(t) = Ua(t)ρS(0)U†a(t)⊗ |a〉〈a| ∀t, ∀a ∈ A, (3.2)
where Ua(t) = exp [−iHat]. The question we now seek to answer is whether there
is a succinct method for determining whether a given Hamiltonian H can be used to
perform orthogonal pure state stationary control?
Let us begin by expressing the system-apparatus evolution as an expansion over
the system tensor apparatus operators. In particular we will choose a complete her-
mitian basis Fα (see Appendix A.3) for the expansion over the system component of
Hamiltonian
H =
∑
α
Fα ⊗Aα = IS ⊗HA +
∑
α6=0
Fα ⊗Aα, (3.3)
where we have conveniently expanded out the identity component of this expansion.
Hermiticity of the Hamiltonian implies that the Aα operators can be chosen to be
Hermitian as well. Then, a sufficient condition for pure state stationary control to
hold is
Aα|a〉 = cα,a|a〉
HA|a〉 = λa|a〉, (3.4)
for all |a〉. We can check that this is sufficient by direct evaluation
USA(t) (ρS(0)⊗ |a〉〈a|)U†SA(t)
= exp
[
−i∑
α
Fα ⊗Aαt
]
(ρS(0)⊗ |a〉〈a|) exp
i∑
β
Fβ ⊗Aβt

= exp
[
−i∑
α
cα,aFαt
]
ρS(0) exp
[
i
∑
α
c∗α,aFαt
]
⊗ |a〉〈a|, (3.5)
which we can easily see by using the Taylor expansion of the exponential, evaluating
the apparatus operators and regrouping. Thus if Eq. (3.4) holds then the evolution
is that of orthogonal pure state stationary control with the controlled Hamiltonians
Ha = λaIS +
∑
α6=0 cα,aFα.
Let us now show that Eq. (3.4) is also a necessary condition for orthogonal pure
state stationary control. Differentiating the orthogonal pure state stationary control
condition, Eq. (3.2), with respect to time t and evaluating this equation at t = 0 we
find that
[HSA,ρS(0)⊗ |a〉〈a|] = [Ha,ρS(0)]⊗ |a〉〈a|. (3.6)
Expanding
ρS(0) =
∑
α
ραFα =
1
d
I+
∑
α6=0
ραFα, (3.7)
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and tracing over the system we find that this implies∑
α6=0
ρα [Aα, |a〉〈a|] + [HA, |a〉〈a|] = 0. (3.8)
This must hold for all ρS(0). The ρα, α 6= 0 form a convex set in the vector space
Rd
2−1 where d is the dimension of the system Hilbert space. This convex set contains
the origin (which corresponds to ρS(0) =
1
d
I) and an open ball of dimension d2 − 1
around the origin[225]. This in turn implies that each of the terms in the expansion
of Eq. (3.8) must vanish separately
[Aα, |a〉〈a|] = 0
[HA, |a〉〈a|] = 0. (3.9)
This in turn directly implies our claimed condition Eq. (3.4) and must hold for all |a〉
3.2.2 Commuting mixed state stationary control
In orthogonal pure state stationary control, we assumed that the system was in
one of an orthogonal set of states |a〉. Our choice of the orthogonal input state |a〉 was
made in order to satisfy in a nebulous manner some requirement that our apparatus
is a classical control device. A more satisfying requirement would be to loosen our
apparatus to start in a mixed state. In this case, the more appropriate choice of
classicality is that the different possible controlling mixed states commute(see [15] for
a good motivation for this choice). Thus we define:
Definition 3.2.2 (Commuting mixed state stationary control) Suppose we are given
a commuting set M of mixed-states ρa of the apparatus A. Commuting mixed state
stationary control is then defined as the situation where for every input ρa into the
apparatus (defined as the situation where the density matrix of the system plus ap-
paratus is ρS(0) ⊗ ρa) the evolution of the system is unitary with some generating
Hamiltonian Ha and the state of the apparatus is ρa at all times during the evolution.
The condition of commuting mixed state stationary control is therefore
USA(t) (ρS(0)⊗ ρa)U†SA(t) = Ua(t)ρS(0)U†a(t)⊗ ρa ∀t, ∀ρa ∈M. (3.10)
We claim that a necessary and sufficient condition for commuting mixed state
stationary control is
Aαρa = cα,aρa (3.11)
HAρa = λaρa, (3.12)
for all of the commuting ρa. Note that the orthogonal pure state stationary control
condition is contained within this condition.
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We prove this claim via the time honored tradition of using purification to map this
onto the problem we already know how to solve: the orthogonal pure state stationary
control condition.
Let us introduce an auxiliary system R such that the purifications of the commut-
ing ρa are orthogonal:
ρa = TrR [|a〉〈a|] , (3.13)
where the |a〉 are orthogonal. It is always possible to perform such an orthogonal
purification when the ρa commute (but not possible always possible when they do
not commute). The commuting mixed state stationary control condition Eq. (3.10)
then becomes
USA(t)⊗ IR (ρS(0)⊗ |a〉〈a|)U†SA(t)⊗ IR = Ua(t)ρS(0)U†a(t)⊗ |a〉〈a| ∀t, a, (3.14)
which we can express as
USAR(t) (ρS(0)⊗ |a〉〈a|)U†SAR(t) = Ua(t)ρS(0)U†a(t)⊗ |a〉〈a| ∀t, a, (3.15)
whereUSAR(t) = exp [−iH ⊗ IRt]. A necessary and sufficient condition for this is just
the orthogonal pure state stationary control conditions from above with an identity
tensored onto the operators
Aα ⊗ IR|a〉 = cα,a|a〉
HA ⊗ IR|a〉 = λa|a〉. (3.16)
Forming the operators Aα ⊗ IR|a〉〈a| and HA ⊗ IR|a〉〈a| and tracing over R we then
arrive at the claimed necessary and sufficient conditions Eq. (3.11) and Eq. (3.12)
holding for all of the commuting ρa.
3.2.3 Non-stationary control and throwing the switch
Throughout our derivation of the control equations we have required that the
input and the output of apparatus remain the same. Thus the adjective “stationary”
was appended to all of our derivations of control. In general, it seems likely that a
more general condition allows no entanglement between the system and the apparatus
but allows the state of the apparatus to change. What we are not talking about here
is the situation where the apparatus and the system are entangled at some midway
point and then at some final time the state is no longer entangled. This latter case
is an example of quantum control via a quantum apparatus because maintenance of
the quantum nature of the apparatus is necessary in order to perform the operation
without decoherence on the system.
One of the potential problems with non-stationary control is the fact that observa-
tion of the apparatus as the state changes can lead to entanglement of the apparatus
with an external observer which then induces decoherence on the system. Knowing
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the state of the apparatus will provides information about how far along a certain
evolution on the system has progressed and when different observations are made at
different times, decoherence can result. It is an interesting open question, then, to
understand non-stationary control of quantum system.
Along similar lines of thought, the model we have presented for control assumes
that there is a manner in which the state of the apparatus can be rapidly changed
between the different controlling states ρa. The reason rapid control is needed in this
model is that if the state of the apparatus gets caught in either a superposition or
mixture of two controlling Hamiltonians which produce different evolution this will
cause decoherence from the perspective of the system. Thus the model we present is
one in which the state of the apparatus can be efficiently manipulated on time scales
shorter than the time scale of the controlled dynamics on the quantum system.
3.3 Control examples
Here we examine two simple control examples. One of these allows control while
the other does not allow for control. In both examples the systems S and the appa-
ratus A are single qubits.
The first example is a trivial example where pure state stationary control is pos-
sible. Consider the system-apparatus Hamiltonian
H = λ (σz ⊗ I+ σx ⊗ σz + I⊗ σz) . (3.17)
The 1√
2
σα are a good fixed operator basis for the system Hilbert space, we therefore
find in the fixed-basis expansion Eq. (3.3) that
HA = λσz
Az = λ
√
2I
Ax = λ
√
2σz. (3.18)
Clearly the eigenstates of σz, |0〉 and |1〉, satisfy the orthogonal pure state stationary
control conditions Eq. (3.4). In particular we see that if the apparatus is in the
state |0〉, then the evolution of the system is according to the Hamiltonian H0 =
λ (σz + σx + I). If, on the other hand, the apparatus is in the state |1〉, then the
evolution is governed by the Hamiltonian H1 = λ (σz − σx + I).
Next we present an example of a system-apparatus Hamiltonian which does not
allow for control. Consider the system-apparatus Hamiltonian
H = λ (σz ⊗ I+ σx ⊗ σx + I⊗ σz) . (3.19)
Again, using the 1√
2
σz as the fixed-basis for the system one finds the terms in expan-
sion Eq. (3.3),
HA = λσz
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Az = λ
√
2I
Ax = λ
√
2σx. (3.20)
There are no states which are the eigenstates of all three of these operators (this would
contradict [σz,σx] = 2iσy). Thus there are no states which satisfy the orthogonal
pure state stationary control conditions Eq. (3.4).
3.4 Control with coherent states
As a more physically relevant application of the orthogonal pure state stationary
control condition, let us consider the control of a two level system via coupling to a
boson field mode. We assume that the system is a qubit and the apparatus is a boson
field mode with creation and annihilation operators a† and a respectively. We will
consider the evolution of the system and apparatus as dominated by the post-rotating
wave approximation Jaynes-Cumming Hamiltonian exactly at resonance[104],
H = gσ− ⊗ a† + g∗σ+ ⊗ a, (3.21)
where σ± = σx± iσy. Using the 1√2σα as a basis for the system operators, we obtain
the expansion
H = σx ⊗ (ga† + g∗a) + σy ⊗ i(−ga† + g∗a). (3.22)
The issue of whether this Hamiltonian can be used for stationary control is therefore
reduced to whether the operators
Ax =
√
2
(
ga† + g∗a
)
Ay = i
√
2(−ga† + g∗a) (3.23)
have simultaneous eigenstates. First we will show why these operators do not have
simultaneous eigenstates but then we will show how in a certain limit these operators
can have a approximate simultaneous eigenstates.
Suppose that Ax and Ay had a simultaneous eigenstate |ψ〉 with eigenvalue ax
and ay respectively. Since Ax and Ay are both Hermitian, ax and ay are both real.
The commutator between Ax and Ay is
[Ax,Ay] = −4i|g|2
[
a, a†
]
= −4i|g|2I. (3.24)
The fact that |ψ〉 is a simultaneous eigenstate of the Ax and Ay operator implies
〈ψ| [Ax,Ay] |ψ〉 = axay − ayax = 0. (3.25)
However on the right hand side of Eq. (3.24) we find the 〈ψ|(−4i|g|2I)|ψ〉 = −4i|g|2.
This is a contradiction and thereforeAx andAy cannot have simultaneous eigenstates.
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Thus the Jaynes-Cummings Hamiltonian Eq. (3.21) cannot be used for orthogonal
pure state stationary control.
Let us show, however, despite the fact that the Jaynes-Cummings Hamiltonian
cannot be used for exact control, that with a suitable approximation the Jaynes-
Cummings Hamiltonian can indeed be used for control.
The coherent state |α〉 where α ∈ C is defined in terms of the number states |n〉
as[169]
|α〉 = e− |α|
2
2
∞∑
n=0
αn√
n!
|n〉. (3.26)
and is an eigenstate of the annihilation operator a|α〉 = α|α〉. If the bosonic field we
are considering is an electromagnetic field, then lasers produce coherent states with
very high fidelity.
We next find that
Ax|α〉 =
√
2
(
g∗α|α〉+ ge−|α|2/2
∞∑
n=0
√
n+ 1αn√
n!
|n+ 1〉
)
. (3.27)
Defining the normalized state
|ψα〉 = 1√∑∞
n=0
(n+1)(|α|2)n
n!
∞∑
n=0
√
n + 1αn√
n!
|n+ 1〉
=
e−|α|
2/2√
1 + |α|2
∞∑
n=0
√
n+ 1αn√
n!
|n+ 1〉. (3.28)
We find that
Ax|α〉 =
√
2
g∗α|α〉+ ge−|α|2/2
√√√√ ∞∑
n=0
(n+ 1)(|α|2)n
n!
|ψα〉

=
√
2
(
g∗α|α〉+ g
√
1 + |α|2|ψα〉
)
. (3.29)
Now |ψα〉 is nearly |α〉 for large |α|
|〈α|ψα〉| =
∣∣∣∣∣∣ e
−|α|2√
1 + |α|2
∞∑
n=0
(|α|2)nα∗√n+ 1√
n!(n + 1)!
∣∣∣∣∣∣ = |α|√1 + |α|2 . (3.30)
In particular we find that
Ax|α〉 ≈
√
2 (g∗α + gα∗) |α〉, (3.31)
for |α| ≫ 1. Similarly it can be shown that
Ay|α〉 ≈
√
2i (g∗α− gα∗) |α〉, (3.32)
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for |α| ≫ 1. Thus we have shown that |α〉 is nearly an eigenstate of Ax and Ay with
eigenvalues
√
2 (g∗α+ gα∗) and
√
2i (g∗α− gα∗) respectively.
We have therefore shown that a system interacting with an apparatus which is in
the coherent state |α〉 will, to a high degree of approximation, produce an evolution
on the system when |α| ≫ 1.
3.5 The unitary control question
We have examined the conditions under which control of a quantum system is
possible. Now suppose that one is given some control over a quantum system. In this
section we address the issue of what can be done given the ability to exercise some
specified control. For discussions in this section, we assume ideal control conditions
(no decoherence, perfect control of the controlling apparatus and related couplings).
In the section following this one we deal with the issue of approximation within
the issue of control although we will touch on the subject briefly in this section.
Another shortcoming of our discussion is the fact that we ignore the effect which
measurements can have for controlling a system evolution. Thus what we are really
asking is a question of unitary control.
The most generic manner of posing the question of control is to assume that a
set of unitary evolutions Ui ∈ U can be enacted on the system via some controlling
apparatus. Given the ability to perform each of these evolutions Ui a sequence of
control can then be enacted like
Ui1Ui2Ui3 · · ·Uip where Uik ∈ U . (3.33)
We will call such an evolution a control sequence.
3.5.1 Densely filled group
It might seem obvious that the control sequences form a group, but it turns out
this is not true in an exact sense. The reason for this is that the control sequences are
finitely generated. Let us demonstrate a trivial example of a control sequence which
does not form a group. Suppose there is only one U1 ∈ U which acts on a single
qubit as U1 = |0〉〈0|+ eiγ|1〉〈1| for some γ ∈ R. Then the control sequences we can
generate are Up1 = |0〉〈0|+ eipγ|1〉〈1| for p ∈ N+. In order for U1 to have an inverse
(and hence form a group) there must exist a p such that Up1 = I or exp[ipγ] = 1.
The only way in which this can be true for a finite p is for γ to be a rational number.
Thus the control sequences do not always exactly form a group.
However it is easy to see that to some degree of approximation, the control se-
quences do form a group. Writing a given Ui in the diagonal form
∑
α e
iθα|α〉〈α| we
see that for a given α eiθαp, p ∈ N+ are reachable by repeated application of Ui For
a given θα, either e
iθαp = 1 for some finite p or eiθαp densely fills eix, ∀x ∈ R and as
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such densely fills the neighborhood around eix = 1. Thus there always exists a finite
p such that Upi ≈ I where the approximation is in the sense of deviation from each
eiθαp from 1. Thus we see that all control sequences densely fill a group: every group
element can be arbitrarily accurately approximated by some control sequence.
The question of what can be generated by a control sequence is therefore generally
answered with a group, with the understanding that this answer hinges on the densely
filling structure of the control sequences.
3.5.2 Hamiltonian control
In most experimental control of a quantum system, instead of being given a set
of Ui ∈ U which can be implemented, one usually encounters the situation where
evolution according to some set of Hamiltonians Hi ∈ O can be achieved. We will
make the assumption that the achievable control for such a set of Hamiltonians is
given by all evolutions of the form exp[−iHit]∀Hi ∈ O, ∀t ∈ R+. This is an ideal
assumption whose validity in the real world is lacking due to (1) infinite precision in
t and (2) inability to perform extremely fast turning on and off of a Hamiltonian.
Problem (1) is true for any control sequence and is addressed in the next section.
Problem (2), however, also doesn’t pose a huge problem because repeated application
of exp[−iHit0] for a fixed t0 can be used to densely fill the torus of all exp[−iHit].
Thus it is a generally good assumption that control of a quantum system will allow
for the implementation of given exp[iHit] for all real values of t. We call this case of
control Hamiltonian control. In Hamiltonian control, one asks the question what can
be achieved via a Hamiltonian control sequence
e−iHi1 t1e−iHi2 t2 · · · e−iHip tp where Hik ∈ O, ti ∈ R+. (3.34)
3.5.3 Lie structure of Hamiltonian control
Lloyd[140] and Deutsch, Barenco, and Ekert[58], building on work hinted at by
DiVincenzo[61], were the first to raise and answer the question of what can be done
with Hamiltonian control within the context of quantum computation. We have seen
in the previous section how control sequences form a group. In the case of Hamiltonian
control, the group which is generated is a Lie group. In particular, the Hamiltonian
control sequences Eq. (3.34) generate a continuously parameterized group with nice
smoothness and continuity properties over the parameterization.
When we refer to the Lie group structure of the Hamiltonian control sequences,
we are just referring to the abstract group multiplication law between elements of
the Hamiltonian control sequences g(α)g(β) = g(δ) where α, β, δ are the parameters
of the group elements g(α), g(β), g(δ). Our Hamiltonian control sequences, however,
have an explicit representation as unitary linear operators on a Hilbert space H,
g(α). This explicit representation is called a unitary representation of the Lie group.
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A representation of a Lie group is said to the reducible if it has an invariant proper
subspace, by which we mean that the action of any group element g(α) on a vector
in the subspace remains in the subspace. A representation which is not reducible is
irreducible. All of the Lie groups generated by Eq. (3.34) are completely reducible
Lie groups. This means that the representations we deal with can always be written
as the direct product of irreducible representations (irreps),
g(α) = g1(α)⊕ g2(α)⊕ · · · ⊕ gk(α), (3.35)
where each gi(α) is an irrep parameterized by α.
Decomposing the action of the Hamiltonian control sequences into completely re-
ducible form tells us a lot about what can be done with such sequences. It doesn’t give
use direct access to what sort of computation (something we haven’t even introduced,
but the meaning should be clear) can be performed on the quantum system because
we haven’t defined an input, output relationship on the system. On the other hand,
specifying the completely reducible form of a Lie group describes exactly the limits
of what can be done with a given Hamiltonian control sequence. The completely re-
ducible form of a given Hamiltonian control sequence succinctly describes all possible
unitary actions which can be performed on a controlled system.
Lets also point out how just knowing which Lie group one is dealing with is not
enough to pin down what can be done with a given Hamiltonian control sequence.
One needs to also know which dimensional representation one is dealing with. The
easiest example for illustrating this is to examine the one-dimensional representation
of SU(2)
g1(α1, α2, α3) = [1], (3.36)
and compare this to the two-dimensional representation of SU(2),
g2(α1, α2, α3) = exp [−i~α · ~σ] , (3.37)
where ~σ = (σ1,σ2,σ3) is the vector of the two-dimensional Pauli matrices. Clearly
the action of these two operators are very different. One does absolutely nothing,
while the other manipulates a two-dimensional quantum system in a non-trivial man-
ner. Thus just knowing what Lie group one has control over is not enough–information
about which irrep is also needed.
Every Lie group has a corresponding Lie algebra which we can use to good effect to
understand what can be done with a given Hamiltonian control sequence. Given the
ability to enact the Hamiltonians Hi ∈ O, every Hamiltonian which can be generated
from these Hamiltonians via the following two actions can be physically enacted:
1. Real linear combination of elements: aHα + bHβ where a, b ∈ R.
2. Lie commutation of elements: i[Hα,Hβ].
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The reason Hamiltonian control sequences with Hamiltonians generated by this set
of operators are reachable follow from the two identities
lim
n→∞
(
exp
[
−iHαt√
n
]
exp
[
i
Hβt√
n
]
exp
[
i
Hαt√
n
]
exp
[
−iHβt√
n
])n
= exp [[Hα,Hβ]t]
lim
n→∞
(
exp
[
−iaHαt
n
]
exp
[
−ibHβt
n
])n
= exp [−i (aHα + bHβ) t] . (3.38)
In fact, we know from the famous theorem of Lie that the reachable operators are
exactly those which can generated via these two processes. Thus the Lie algebra gen-
erated by the iHα describes the Hamiltonians which can be enacted by a Hamiltonian
control sequence.
Again, just knowing the Lie algebraic structure of the Hamiltonians, however, does
not tell everything about the Lie group generated by the Hamiltonians. Here there
is an even further complication in that isomorphic Lie algebras may correspond to
different Lie groups. Thus the abstract specification of the Lie algebra is not enough
to understand what can be done with a Hamiltonian control sequence. In spite of this
fact, which just means that we can’t look at the abstract nature of the Lie algebra and
jump to conclusions, if we completely reduce a Lie algebra this will tell us everything
about what can be done with a given Hamiltonian control sequence.
3.6 Control and approximation
An important notion in control of quantum systems is how badly executed opera-
tions influence the outcome of a control sequence. Bernstein and Vazirani[25] were the
first to discuss how a sequence of poorly approximated quantum operations influence
the outcome of a particular control sequence. We follow the discussion of Nielsen and
Chuang[153] on the issue of approximating control sequences.
3.6.1 Approximate unitary evolution
Suppose we start a quantum system in the state |ψ〉 and then execute a single
unitary evolution U on the system and then perform a measurement with POVM
elements Mα (see Appendix A.4). How do the probabilities of these measurements
differ if instead of enacting U, the evolution operator V was executed? Outcome
α occurs with probability 〈ψ|U†MαU|ψ〉 if U is executed but occurs with probabil-
ity 〈ψ|V†MαV|ψ〉 if V is executed. The absolute value of the difference in these
probabilities is
δPα =
∣∣∣〈ψ|U†MαU|ψ〉 − 〈ψ|V†MαV|ψ〉∣∣∣
=
∣∣∣〈ψ|U†Mα|∆〉+ 〈∆|MαV|ψ〉∣∣∣ , (3.39)
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where |∆〉 = (U−V) |ψ〉. Using Cauchy-Schwarz we find that
δPα ≤
∣∣∣〈ψ|U†Mα|∆〉∣∣∣+ |〈∆|MαV|ψ〉|
≤ 2 ‖|∆〉‖
≤ 2E(U,V), (3.40)
where
E(U,V) ≡ max
|ψ〉
‖ (U−V) |ψ〉‖. (3.41)
Therefore E(U,V) gives a quantification of how different a measurement outcome
can be if the two different evolutions U or V are executed. We will thus call E(U,V)
the error between the evolutions U and V.
An important class of error which can occur in an evolution occur when the
variation of the controlled Hamiltonian is negligible while there are problem executing
the evolution for a precise time t. In this case the error is
E (exp [−iHt] , exp [−iH(t+ δt)]) = max
|ψ〉
‖(exp [−iHt]− exp [−iH(t+ δt)]) |ψ〉‖
= max
|ψ〉
‖(I− exp [−iHδt]) |ψ〉‖
= 1− exp
[
−i
(
max
|ψ〉
‖H|ψ〉‖
)
δt
]
. (3.42)
For small δt, the error is thus
E (exp [−iHt] , exp [−iH(t+ δt)]) ≈ δtmax
|ψ〉
‖H|ψ〉‖ . (3.43)
Suppose we are attempting to execute a control sequence Ui1Ui2 · · ·Uip. Due to
inaccuracies, however, the control sequence Vi1Vi2 · · ·Vip was enacted. The error
between these two control sequences is then
E(Ui1Ui2 · · ·Uip ,Vi1Vi2 · · ·Vip). (3.44)
It turns out that the error caused by such a sequence is at most the sum of the errors
of the individual operations
E(Ui1Ui2 · · ·Uip ,Vi1Vi2 · · ·Vip) =
p∑
j=1
E
(
Uij ,Vij
)
. (3.45)
This can be proved via induction. For p = 2, we can use the triangle inequality to
show that
E (Ui1Ui2 ,Vi1Vi2) = ‖(Ui1Ui2 −Vi1Vi2) |ψ〉‖
= ‖(Ui1Ui2 −Vi2Ui2) |ψ〉+ (Vi2Ui1 −Vi2Vi1) |ψ〉‖
≤ ‖(Ui2 −Vi2)Ui1 |ψ〉‖+ ‖Vi2 (Ui1 −Vi1) |ψ〉‖
≤ E (Ui1 ,Ui2) + E (Ui2,Vi2) . (3.46)
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The general case for p > 2 then quickly follows from induction.
Thus we have seen how E(U,V) quantifies the notion of how close two unitary
operators are in terms of difference in measurement outcomes following the different
unitary operators. Further for a sequence of unitary evolutions, the total error is
bounded by the sum of the individual errors. This latter property will be important
when we discuss the relationship between probabilities and computation.
3.6.2 Approximate OSR evolution
Is there an equivalent definition of an error distance between two OSR evolutions
{Ai} and {Bi}? As above, we can examine the absolute difference in a POVM
outcome measurement probability given the input state |ψ〉, but now after the OSR
evolutions via OSR operators {Ai} and {Bi},
δPα =
∣∣∣∣∣∑
i
Ai|ψ〉〈ψ|A†iMα −
∑
i
Bi|ψ〉〈ψ|B†iMα
∣∣∣∣∣
=
∑
i
∣∣∣〈ψ| (A†iMαAi −B†iMαBi) |ψ〉∣∣∣
=
∑
i
∣∣∣〈ψ|A†iMα|∆i〉+ 〈∆i|MαBi|ψ〉∣∣∣ , (3.47)
where |∆i〉 = (Ai −Bi) |ψ〉. Cauchy-Schwarz then implies
δPα ≤
∑
i
(
|〈ψ|A†iMα|∆i〉|+ |〈∆i|MαBi|ψ〉|
)
. (3.48)
We can now use the trick of recalling that the OSR comes from unitary evolution on
a larger space. If the environment starts in the state |0〉 and the OSR operators {Ai}
and {Bi} come from the unitary evolution UA and UB respectively, we find that
δPα ≤
∑
i
(
|〈0|〈ψ|U†AMα|∆i〉|i〉|+ |〈i|〈∆i|MαUB|ψ〉|0〉|
)
≤ 2∑
i
‖|∆i〉|i〉‖ ≤ 2
∑
i
‖|∆i〉‖ ≤ 2E ({Ai}, {Bi}) , (3.49)
where we define the error between the two OSR evolutions {Ai} and {Bi} as
E ({Ai}, {Bi}) = max|ψ〉 ‖
∑
i
(Ai −Bi) |ψ〉‖. (3.50)
Thus we see that OSR evolutions have a similar notion of error to those of unitary
evolution.
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3.7 Control
In this chapter we have seen how to define what is and what is not good control.
We have begun to explored what can be done with this control and understood how
approximate control can be given a quantitative basis. Later in this thesis we will
discuss the use of control sequences for quantum computation. Oftentimes it will be
useful to work in the perfect control arena even though the validity of this assumption
is certainly not realized in experiment.
Consider this state of affairs from the perspective of the status of classical com-
puters in the 1940’s. At that time it was unclear that machines could reliably exe-
cute computations, and indeed early computers were prone to breaking down. Even
today, hardware errors in computers can occur but the probability of such errors
occurring is extremely small (due in part to the largess of Avogadro’s number, see
Chapter 18). The myth of perfect control for classical computers is a good but only
approximate truth. The question for quantum computation, of course, is whether
it will ever be possible to achieve the low probability of failure for a given con-
trol. Of particular note in this quest is the demonstration of fault-tolerant quantum
computation[3, 96, 115, 124, 161, 175] where, even with imperfect control, nearly per-
fect control is achievable without a drastic increase in resources. On the other hand,
there is no good reason to believe that there do not exist systems which are naturally
fault-tolerant (see Chapter 18). The issues of control we have raised in this chapter
then, are the central language which will motivate our quest for reliable quantum
computation.
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Chapter 4
Universal Quantum Computation
“‘Mechanical process’ is supposed to be a metaphor, Alan. . . ”
–Niel Stephenson, Cryptonomicon[186]
In the previous two chapters we have seen how to understand the evolution, both
desired (in the form of controllable evolution) and undesired (in the form of deco-
herence) of a quantum system. In this chapter we address the issue of how to put
the controllable evolution to use to perform quantum computation. We begin with
a discussion of the notion of quantum subsystems. The fundamental localizable sub-
systems of modern physical theories then allow us to define and make a case for the
quantum circuit model as a valid model of quantum computation. The notion of a
universal gate set is then introduced and two important lemmas are presented which
simplify the identification of universal gate sets. The most commonly cited universal
gate set is then shown to be universal. In order to put the field of quantum computa-
tional complexity on solid footing, the Kitaev-Solovay theorem is presented and the
connection between discrete and Hamiltonian control is discussed. We then present
an example of a gate set which is not fully universal. This leads to a discussion of
the concept of encoded universality wherein one uses the fungible nature of quantum
information to make a gate set universal. An example of an encoded universal gate
set is presented. An open question about the relationship of representation theory
of Lie algebras to quantum computation is presented and a discussion of different
dimensional irreducible representations of SU(2) is shown to give a broad leeway into
the question of what is a qubit. Finally, the growth function of a Lie algebra is defined
and shown to be a powerful tool in showing when a gate set is not universal.
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4.1 Quantum subsystems
In our discussion of decoherence we divided the universe up into a system and an
environment. We made the assumption that this division was such that the Hilbert
space factorized as H = HS ⊗HE. This was an assumption that the universe could
be divided up into subsystems: the system (perhaps a poorly planned nomenclature
in hindsight!) and the environment. Similarly when we discussed decoherence-free
control we had the two subsystems, the system and the apparatus. What dictates
the subsystem structure of quantum systems?
Let us first examine the notion of subsystems from an abstract mathematical
point of view. The simplest concept of a subsystems structure is the one which
we most frequently encounter in nature: full tensor product subsystems. These are
subsystems in which the full Hilbert space H can be divided up into a tensor product
of n subsystems, H = ⊗ni=1Hi where each Hi is a Hilbert space corresponding to a
subsystem. Note, however, that this is not the most generic notion of a subsystem.
In particular it is possible that there are subspace tensor product subsystems. This
means that instead of the full tensor product structure there is a tensor product
structure over restricted subspaces of the Hilbert space H = ⊕pj=1 (⊗npi=1Hij). Here
j labels a subspace of the global Hilbert space H and i labels the ith subsystem over
this subspace. We thus see that the most general notion of a subsystems is one which
act within different subspaces of the global Hilbert space H. Note that one could
take one of the Hij Hilbert space and further decompose this Hilbert space into a
subsystem structure. If this is done, however, one can always express this subsystem
structure as in the subspace tensor product structure. Thus the subspace tensor
product structure is the most general subspace tensor product structure possible.
Of course from a mathematical point of view, we can always view any global
Hilbert space H as having any subsystem structure (full tensor product or subspace
tensor product) we desire. What is needed in order to make progress in understand-
ing subsystems is to ask how physics dictates a subsystem structure. In particular,
the notion of subsystems is a empirically derived concept. The basic postulates of
quantum systems do not dictate the subsystem structure of quantum systems.
How, then, does the notion of subsystems arise in quantum systems? Subsystems
arise due to the empirically motivated physical theories which we paste onto the basic
postulates of quantum systems. The physical theories provide HamiltoniansHi which
dictate the evolution of quantum systems and the manner in which these Hamiltonians
act on the system provide the notion of subsystems. Of particular significance is
the realization that currently all empirically verified fundamental physical theories
carry with them the requirement of locality. The notion of locality establishes a
causal structure on the evolution of quantum systems in spacetime: the Hamiltonians
of these theories establish a subsystem structure corresponding to the idea of local
subsystems. The basic postulate of locality thus leads to physical theories which
contain localizable subsystems.
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The fundamental physical theories thus provided a fundamental subsystem struc-
ture on a quantum system. This can be separated from an induced subsystem structure
which takes the fundamental subsystem structure and builds up subsystems from the
fundamental physical subsystems. For example, the notion of individual atomic sys-
tems as a being separate subsystems is an induced subsystem structure arising from
the more fundamental physical subsystem structure of quantum electrodynamics (and
to a lesser degree the quantum theories of the weak and strong forces). It is a basic
conjecture of modern physics that
Conjecture 4.1.1 All empirical induced subsystems arise from localizable fundamen-
tal subsystems.
Since induced subsystems are derived from fundamental subsystems, we are there-
fore motivated to consider fundamental localizable subsystems as the basic notion of
quantum subsystems.
Let us be more concrete in our description of what we mean by localizable subsys-
tems. In particular we will not address the issue of what does or does not constitute a
localizable subsystem but instead we will present a model of a localizable subsystem
which we claim captures the notion of locality in most modern theories. Suppose
we are given a d dimensional hypercubic lattice with vertices V and edges E . We
associate with each of the vertices v ∈ V in this lattice a subsystem Hv such that the
global Hilbert space factors with a full tensor product H = ⊗v∈V Hv. Local physi-
cal theories produce nonvanishing Hamiltonians only when the Hamiltonians act as
single-body interactions on individual subsystem (Hvi on a given vertices vi Hilbert
space Hvi tensored with identity on all other subsystems) or between individual sub-
systems which are neighbors(Hvi,vj acting nontrivially on the combined Hilbert space
Hvi⊗Hvj where vi and vj are neighbors on the hypercubic lattice tensored with iden-
tity on all other subsystem). We claim that this model of local subsystems can be
used as the basis for all modern quantum physical theories. Of course in modern field
theory, the subsystem structure is really over a continuum of subsystems, so what we
are really claiming is that the continuum model of quantum field theory can be well
approximated by our basic model.
Further, as we have emphasized, the local subsystem structure of quantum systems
is really an empirical question for physical theories within the framework of quantum
principles. Of special note on this subject is the collected work of Kitaev, Freedman,
and coworkers[33, 86, 83, 87, 84, 116] who have examined different physical theories
of nature in terms of their local subsystem structure. For instance, these workers
have described how some modern topological field theories can be cast within a local
subsystem structure. The vigilant theorist, therefore, should take an interest in new
theories of nature which do not appear to provide a local subsystem structure–if these
theories turn out to have an empirical basis and a non-local subsystem structure, the
basis of quantum computation which local subsystems provide may need updating!
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We have introduced the notion of subsystems here because our future work in this
thesis will deal with induced subsystems of a nontrivial nature. A crucial role of a
quantum computer will be the ability to simulate the fundamental local subsystem
structure with this induced subsystem structure. This is the motivation which makes
this section fundamentally important to the understanding of what makes a quantum
computer.
4.2 The quantum circuit model
We will now introduce the quantum circuit model of quantum computation. This
model was first introduced by Deutsch[57] with more rigorous theory being presented
by Yao[208].
We know from the previous section that modern physical theories are well de-
scribed by localizable quantum subsystems. We would like to build a model of quan-
tum computation which, in the spirit of a modern day Church-Turing thesis, provides
a good model for what can be computed using quantum systems in the real world.
For concreteness we will introduce the qubit quantum circuit model and then describe
how this model fits in with the more general notion of a quantum computer.
The qubit quantum circuit model on n qubits is built of a collection of n two state
systems. Given n qubits, the subsystem structure of this system is H = ⊗ni=1C2. We
endow the qubits with a computational basis |0〉 and |1〉 which are the ±1 eigenstates
of σz. The input to the quantum circuit is a basis vector |i〉 = |i1〉|i2〉 · · · |in〉 where
each qubit is in a particular basis state |0〉 or |1〉. The input represents a prepared
state upon which the quantum computation will act. The evolution of the system
once the input has been prepared is then described by a series of local control opera-
tors known as local quantum gates. A quantum gate acting on k qubits is a unitary
2k×2k evolution matrix which describes the effect of some evolution on the prescribed
k qubits. We will assume that the quantum gates whose evolution we can implement
are all two or one qubit gates, but we will allow parallel operation of such gates (see
[2] for our motivation for allowing parallel operators). We also restrict our quan-
tum computer to have some realistic localized subsystem structure and only allow
operators which operate nontrivially between local subsystems. A quantum circuit is
then a specification of the gates which will operate upon the quantum system. Upon
execution of the evolution the qubits are measured in the computational basis and
the output will then be a computational basis output state |j〉. The outcome of the
circuit will, in general, be probabilistic.
The qubit quantum circuit model is clearly a restricted class of a much larger
class which we will label the subsystems quantum circuit model. In the subsystems
quantum circuit model, one is given a system with some subsystem structure H =⊗n
i=1Hi (if it is not a full tensor product structure, then we will examine a full tensor
product structure over some subspace of a subspace tensor product). Preparation
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now corresponds to preparing an input state which for each of the subsystems. The
quantum gates now correspond to operators on the subsystems and between local
subsystems. Finally, measurement is now a complete projective measurement on
each of the subsystem. In further discussion, we will refer to the subsystems quantum
circuit model as the quantum circuit model unless needed.
A quantum circuit is a specification of the gates which will perform a quantum
computation on the input which results in an output with some probability. In this
definition, it will turn out (see below) that every possible manipulation of an input to
an output is a quantum circuit. For a fixed n, then, it is possible to construct every
possible quantum circuit. However, the notion of simply being a quantum circuit is
not enough to capture the notion of an algorithm: algorithms tell us how to work
with inputs of varying length in a uniform manner. In particular there should be
some method for constructing a quantum circuit corresponding to some algorithm for
all possible input sizes.
To resolve this inadequacy of the quantum circuit model we must introduce the
notion of uniform quantum circuit families. A quantum circuit family is a set of
circuits C whose elements are circuits Cm indexed by a label m which describes the
number of input bits into the given circuit. Each of these circuits can be augmented
by any number of extra work bits and the output may also have any number of extra
output bits (i.e. possible output greater than m bits). On an input string |i〉 with
m qubits, the circuit labeled by m produces an output Cm(|i〉). We require that the
circuits in C be consistent in that Cm(|0〉 ⊗ |i〉) = Cn(|i〉) where m > n and i is an n
bit input. Furthermore we must require that there is some procedure for constructing
the circuit for a given input |i〉. We say that a circuit family C is uniform is there
is a (classical) Turing machine which, given the input i generates a description of
the circuit Cm which will act on the input |i〉. We will not delve into the definition
of a classical Turing machine–for our purposes we can just substitute our intuitive
notion of a modern classical computer (which is a Turing machine (almost: today’s
computers do not have unlimited memory!)).
We have thus seen that the notion of a quantum algorithm can be recast into the
notion of uniform quantum circuit families. The quantum circuit model itself con-
sisted of three major procedures: preparation, evolution due to quantum gates, and
measurement. The quantum circuit model was also endowed with a specific subsys-
tem structure and certain localized limits on the actions which could be performed
on this subsystem structure. In order to make the quantum circuit model correspond
to some notion of an algorithmic task we have had to introduce the notion of uniform
quantum circuit families. The qubit quantum circuit model with uniform quantum
circuit families is a specific realization of what is meant to carry out an algorithm on
a quantum system.
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4.3 Universality
In the previous section we have defined a quantum algorithm as a quantum circuit
family acting on a qubit quantum circuit model. The circuit family C will contain an
algorithm for constructing a given circuit Cm for input on m bits. The output of the
classical algorithm describing as specific Cm for a given input |i〉 will contain a set
of instructions I(i) for building the circuit Cm. In particular these instructions I(i)
will describe what gates should be implemented, how they should be implemented
(between which qubits), and the order in which the gates should be executed. The
execution of a specific circuit family C requires that certain specific quantum gates
are executed in the fashion described by the instructions I(i). Thus it would seem
that different circuit families might require different possible quantum gates. This
would be a torrid state of affairs for quantum computation if every quantum circuit
family required a complete reengineering of the quantum hardware.
We would thus like to ask the question of whether there exist some set of ele-
mentary quantum gates which can be used to build our algorithms such that once
we have access to this set of gates, we can in principle build up any quantum circuit
desired. Actually what we want is a little less restrictive because, as we discussed
in Chapter 3, we must deal with some sort of approximate evolution. We want to
ask if there is a set of gates which we can use to approximate any quantum circuit.
An important note in this definition is that because the quantum circuit description
coming from a classical computer is finite, the set of quantum gates we will use must
also be finite.
Let us therefore begin by making the following definition:
Definition 4.3.1 (n-qubit universal gate set) A set of quantum gates G acting on a
qubit quantum circuit model with n qubits is defined to be a n-qubit universal gate
set if, for any ǫ > 0 a sequence of gates from this set G can be used to approximate
any unitary evolution on all n qubits to accuracy ǫ (if G represents the evolution due
to a sequence of such gates then we require E(U,G) < ǫ where E is defined as in
Section 3.6.1).
We can loosen this definition a bit if we allow some finite number of ancilla qubits to
be acted upon:
Definition 4.3.2 (n-qubit universal gate set augmented by m ancilla qubits) A set
of quantum gates G acting on a qubit quantum circuit model with n + m qubits is
defined to be a n-qubit universal gate set augmented by m ancilla qubits if, for any
ǫ > 0 a sequence of gates from this set G can be used to approximate any unitary
evolution on n qubits to accuracy ǫ.
Further we can extend the notion of a universal set of quantum gates to the subsystem
quantum circuit model via simply substituting subsystem quantum circuit model for
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qubit quantum circuit model. We then say that a set of gates is a n-subsystem
universal gate set.
The first to demonstrate a universal set of gates was Deutsch[57] in 1989. The
universal gate set obtained by Deutsch, however, consisted of operators on three
qubits. The three-body interactions necessary to produce such a gate, however, are ex-
tremely difficult if not impossible to experimentally realize. DiVincenzo was the first
to demonstrate a universal set of gates which required only two-body interactions[61].
Perhaps the most widely cited universal gate set consists of the controlled-not com-
bined with a finitely generated group dense in single qubit rotations[13].
Another important result states that a generic gate together with the ability to
permute qubits is universal[58, 140]. Here generic is the rather limited notion of a
gate with no inherit symmetry drawn from the space of all possible gates. While this
result is of great existential value, as it allows maintains that generically universality
is not hard to achieve, in practice this result has few applications. The reason for
this is that physical interactions tend to have symmetries in their interactions. Such
symmetries confine the given Hamiltonian to a lower dimensional space than the
full space of all operators on a given space. Nature, in general, does not uphold a
mathematician’s generic.
Below we assemble a list of important universal gate sets.
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4.3.1 The inductive subsystem lemma
Before proceeding, it is useful to introduce the following tools for universality
proofs.
Lemma 4.3.1 [4] Suppose one is given two sets O1 and O2 of operators which densely
act as SU(dA) and SU(dB) on two subspaces HA (dimension dA) and HB (dimension
dB) of a larger Hilbert space H. If HA and HB are not disjoint then the set of
operators which can be achieved by combining these operators is SU(d) acting on the
union of these Hilbert spaces HA ∪HB (dimension d)
Proof: See [4].
Following this lemma, the inductive subsystem lemma follows
Lemma 4.3.2 Suppose one is given a Hilbert space H with a subsystem structure
H = ⊕ni=1Hi, each subsystem Hi of dimension di. We say that two subsystems Ha
and Hb of dimensions da and db are computationally connected if operators on the
combined Hilbert space Ha ⊗ Hb densely generate SU(dadb). Let G be the graph of
computationally connected subsystems for a given gate set. If this graph is connected,
then the gate set can densely generate SU(
∏n
i=1 di).
Proof: Follows simply from induction using Lemma 4.3.1.
4.3.2 Universal gate set example
As a quick example of a universal gate set, we give here the example of the
controlled-not CX plus finitely generated dense single qubit gates[13].
By postulate, this gate set generates any single qubit operation to any desired
accuracy. In particular it generates an approximation to a single qubit σx rotation
near identity, exp [iδσx]. Sandwiching this operation in between two controlled not
operators, we find that on two qubits
CX exp [iδσx ⊗ I]CX = exp [iδσx ⊗ σx] . (4.1)
We recall (see Appendix A.7) that elements of the single qubit Pauli normalizer act
as an automorphism on the single qubit Pauli operators. This implies that there
are single qubit operators which when conjugated about σx ⊗ σx produce the Pauli
operators σα ⊗ σβ. Thus our gate set can produce
N
†
1 ⊗N†2 exp [iδσx ⊗ σx]N1 ⊗N2 = exp [iδσα ⊗ σβ] , (4.2)
where Ni are elements of the single qubit Pauli normalizer. We have therefore shown
that the gate set can produce, to a given accuracy any infinitesimal generator of the
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SU(4) over two qubits:
exp
[
i~δ · ~σ ⊗ Iδ
]
postulate
exp
[
iI⊗ ~δ · ~σ
]
postulate
exp [iδσα ⊗ σβ] above. (4.3)
Because we have the infinitesimal generators of SU(4), we can therefore produce any
gate in the SU(4) of two qubits: we have shown how to produce all two qubit unitary
gates.
Next we can use Lemma 4.3.2. Because we can generate SU(4) between local
qubits, we can therefore produce any SU(2n) on n qubits. Thus we have shown how
the controlled not plus local single qubit gates can be used to enact any possible
quantum circuit.
4.3.3 The Kitaev-Solovay theorem
We have defined a universal gate set such that any quantum circuit can be con-
structed to any desired accuracy from this gate set. Now, suppose one is given a
quantum circuit family. The circuits in this circuit family will come with descriptions
of the quantum gates to be executed in the quantum algorithm. There are many
ways to place the cost on implementing such a circuit: the breadth of the circuit, the
depth of the circuit, the total number of gates used, etc. The field of quantum com-
putational complexity[24, 25, 26] seeks to understand how these resources grow for
different quantum algorithms. The cost function which is perhaps most important is
the depth of the circuit. This depth corresponds in some fashion to the total running
time of the circuit. In view of the universality results for quantum circuits, it would
be nice to know that different universal gate sets do not lead to radically different
assessments of the complexity of different circuits.
That this is ostensibly true is guaranteed by a theorem due to Kitaev[112] and
independently Solovay[177, 178].
Theorem 4.3.1 (Solovay-Kitaev) Let G be a finite set of quantum gates which con-
tains each gate’s inverse and which densely generates SU(d). For ǫ > 0, there is
sequence of gates of length l which is within ǫ of every element of SU(d) (using trace
distance, Section 3.6.1) where l = O
(
logc
(
1
ǫ
))
where c is some fixed constant which
depends on d.
Proof: See [153]. It is interesting to note the connections between this theorem and
the study of “geometric group theory”[55].
The Solovay-Kitaev theorem indicates that a universal set of quantum gates can
be used to approximate another universal set of gates with only a polylogarithmic
overhead in the depth of the circuit. Consider two sets of gates G1 and G2. Because
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each of these gate sets are universal, every gate in G1 can be approximated by a
sequence of gates in G2 and vice versa. The content of the Solovay-Kitaev theorem tells
us the sequence of gates from one set used to approximate a gate from the other set
requires O
(
logc
(
1
ǫ
))
gates. Thus the depth difference between circuits constructed
with different universal sets of gates to an accuracy ǫ is only O
(
logc
(
1
ǫ
))
.
4.3.4 Discrete versus Hamiltonian control
In Chapter 3 we introduce the notion of a Hamiltonian control sequence given a
set O of implementable Hamiltonians
e−iHi1 t1e−iHi2 t2 · · · e−iHip tp where Hik ∈ O, ti ∈ R+. (4.4)
How do Hamiltonian control sequences, which we are most likely to encounter in real
quantum control situations, mesh with the idea of universal quantum gate sets?
Universal sets of quantum gates are a finite set of gates which can be implemented
with a certain accuracy while Hamiltonian control sequences are a continuum of gates
which can be implemented with a certain accuracy. In practice, one would take the set
of Hamiltonian control sequences and make these operators a discrete set in order to
use the control sequence as a universal set of gates. There is a simplification, however,
in describing the universality properties of Hamiltonian control sequences which often
makes determining their universality properties simple. Given a subsystem structure
and a Hamiltonian control sequence, the universality properties follow directly from
analysis of the Lie algebra generated by the control Hamiltonians.
Representation theory of the Lie algebra for a set of control Hamiltonian O de-
scribes exactly what can be done with a Hamiltonian control sequence. Combined
with a description of the accuracy with which a given Hamiltonian control sequence
can be implemented, this information describes how every element of a Lie group
corresponding to the Lie algebra can be obtain to within some accuracy given a
Hamiltonian control sequence. It is important to realize that just understanding
what can be done with some given control is insufficient for resolving questions about
universality. A mapping from the quantum system to a subsystems quantum circuit
model must also be made. Analysis of Lie algebra alone does not give a complete
understanding of universality properties.
4.3.5 Example use of Lie algebraic structure
Suppose we are given a linear array of n qubits where n is odd. Each individual
qubit has an energy H0 = ǫ
∑n
i=1 σ
(i)
z which is always present and we have no control
of the energy spacing ǫ. Between neighboring qubits there is an interaction H˜i =
σ(i)x σ
(i+1)
x over which we have complete control. Thus at the set of implementable
Hamiltonians we can achieve is Hi = H0 + H˜i and H0.
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Let us describe the Lie algebra achievable with these interactions. Clearly we can
start with H0/ǫ and H˜i as our interactions because the first is given up to scaling and
the second can be obtain via subtracting this first from Hi. Taking the commutator
yields
H
(1)
i =
i
2
[
H0, H˜i
]
= σ(i)y σ
(i+1)
x + σ
(i)
x σ
(i+1)
y . (4.5)
Taking the commutator of this operation with H0 or H˜i yields
H
(2)
i =
i
2
[
H
(1)
i ,H0
]
= −2σ(i)x σ(i+1)x + 2σ(i)y σ(i+1)y
H
(3)
i =
i
2
[
H
(1)
i , H˜i
]
= σ(i)z + σ
(i+1)
z . (4.6)
Because n is odd, the last of these commutators implies that σ(i)z is in the Lie algebra
generated by O. At this point it is clear that the Lie algebra generated by O is the
same as the Lie algebra generated by O′ = {σ(i)z ,σ(i)x σ(i+1)x }.
Suppose we wanted to use these interactions for a quantum circuit model on all n
qubits, i.e. with subsystem structure
⊗n
i=1C
2. We can show that this is not possible,
i.e. that it is not possible to generate SU(2n) with the operators in O′.
Consider the elements of the Lie algebra generated by O′. All of these elements
will be linear combinations of commutators of the generators in O′. We will now show
that the parity, defined as the eigenvalue of
⊗n
i=1 σ
(i)
z , cannot be changed by the any
element in the Lie algebra generated by O′. First note that all of the elements of O′
commute with
⊗n
i=1 σ
(i)
z . This in turn implies that all commutators formed from the
generators of O′ commute with⊗ni=1 σ(i)z . Thus⊗ni=1 σ(i)z commutes with all elements
of the Lie algebra generated by O′. Since ⊗ni=1 σ(i)z commutes with all of the elements
of the Lie algebra generated by O′ there are elements of SU(2n) which are not in this
Lie algebra.
In this example we have shown how a specific control mechanism fails to be fully
universal. It is impossible to use the control of local σ(i)x σ
(i+1)
x with each qubit having
a constant energy to produce every unitary evolution on n qubits.
4.4 Encoded universality
4.4.1 The fungible nature of quantum information
An important property of classical information which carries over to the quantum
regime is the fungible nature of information[8]. A resource is fungible if interchanging
it with another resource does not destroy the value of the resource. Whether we
represent a classical bit by the presence or absence of a chad on a punch-card [191]
or in the orientation of a billion electron spins, the intrinsic value of the information
(the value of the bit) is untouched. Information does not depend upon the medium
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in which it is represented. The fungible nature of information has been key to the
exponential growth of the computer revolution. The fact that it does not matter that
the information is being confined to smaller and smaller components on silicon chips
has been central to the continuing success of Moore’s law[149]. So, too, goes quantum
information: the plethora of experimentally proposed systems from which a quantum
computer could be built is made possible by the fungibility of quantum information.
Whether we store quantum information in the electronic levels of an atomic system
or in the spin of a single electron impurity in a solid-state system, the information is
still quantum and can be used for the basis of building a quantum computer.
One central aspect of the fungible nature of quantum information is that the
information can be encoded in some highly non-trivial manner. Of course when we
represent a qubit in the spin of an electron or in the hyperfine levels of a ion, we are
essentially encoding the qubit into a given Hilbert space. However, it is important
that this notion can be considerably extended. In particular, given multiple quantum
subsystem, quantum information can be stored in highly entangled states between
these subsystems. The fact that quantum information can be encoded is essential
to the development of the theory of quantum error correcting codes. By choosing
a particular encoding of the quantum information, quantum error correcting codes
provide a method for identifying and correcting the effect of quantum errors on the
code. In part II of this thesis, we will explore how certain encodings of quantum
information can be used to perfectly isolate the quantum information from particular
forms of decoherence.
The fungible nature of quantum information is a warning sign on the path towards
building a quantum computer. While a gaggle of labs quest to develop a particular
system for quantum computation, the fungible nature of quantum information tells
us that a successful architecture for quantum computing may look nothing like the
currently envisioned system. Because information can be encoded, it is unclear exactly
where we will store the information that makes up a future quantum computer. An
optimistic viewpoint of the fungible nature of quantum information, then, tells us
that the quest for physical systems which can quantum compute is far from a closed
deal. We will return to this issue in Chapter 18.
4.4.2 Encoded universality constructions
Encoding of quantum information can also be of use in the construction of uni-
versal gate sets[8]. There are two complementary ways of looking at this problem.
On the one hand, because quantum information can be encoded, certain interactions
which were not universal over the entire Hilbert space can be made universal on a
particular encoded space. At the other end of the spectrum, it is common in quan-
tum computing to develop a particular encoding (for error correction, due to physical
constraints, etc.) and then to ask: what manipulations are needed to compute on
such an encoded space. Of course, these viewpoints are complementary to each other.
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In this section, we will discuss the first of these viewpoints: how encoding can make
gate sets universal over an encoding.
Suppose one is given a gate set G. As we have previously argued, the universal
properties of this gate set is really a question of the relation of this gate set to repre-
sentations of Lie groups. In fact the notion of an irreducible representation directly
contains our notion of encoded universality. Thus the idea of encoded universality
is nothing more than the observation that the power of a set of gates is described
by the irreducible representations and these irreducible representations may act on
some encoded space. We refer to a set of gates which acts on some encoded subsystem
structure in a universal manner as a universal set of gates on a quantum circuit model
with encoded subsystems.
Notice that the notion of encoded universality changes the rules not only for the
manipulation of the quantum information, but also for the preparation and measure-
ment procedures of a quantum circuit model with encoded subsystems. Of particular
importance here it to note that the preparation procedure should not be overly in-
efficient. We will return to these questions when we address a specific example in
Chapter 9.
Let us define what is needed in order to present an encoded universality quantum
circuit model which can be used to construct uniform quantum circuit families:
• A particular subsystem structure on the Hilbert space must be described which
maps onto a subsystem structure of an unencoded quantum circuit model. This
is perhaps the most stringent of the requirements for an encoded quantum
computer. Without a subsystems structure, uniformity cannot be enforced and
the very nature of a scalable architecture is violated.
• The ability to prepare the subsystems into a particular initial state. Here there is
more leeway. It is, even for the standard quantum circuit model, never necessary
to obtain perfect preparation. An important issue for encoded universality
constructions is the fact that it is possible for quantum information to “leak”
out of the encoded subsystem.
• Operations which act in a universal manner on the encoded subsystem structure.
• The ability to extract information from the encoded subsystems. Again, per-
fect measurement is not necessary. The ability to extract even a little bit of
information is often sufficient for quantum computation.
A particularly interesting class of encoded universality constructions are what we
will term few subsystems encoded universality. While in practice, given a gate set,
G one can analyze the action of this gate set on ever larger numbers of qubits, the
uniformity condition of the quantum circuit model puts a condition on the encoding
such that there should be a some map onto a subsystem structure which grows pro-
portional to the number of qubits added. Thus the typical manner in which encoded
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universality will be used is to take a constant number of subsystems and the encode a
basic subsystem into this constant number of subsystems. For example one may find
that taking triads of qubits allows for an encoded qubit which can be robustly ma-
nipulated (prepared, measured, unitarily controlled). Then one proceeds to take the
encoded subsystems, map it onto a quantum subsystem circuit model and (hopefully)
show universality on this encoded subsystem structure.
4.4.3 Few subsystems encoded universality example
Suppose one is given a spin chain of n qubits with interactions as shown in Fig-
ure 4.1 below. In particular assume that the Hamiltonians which can be enacted on
this spin chain come from the set
S =
{
σ(i)x σ
(i+1)
x ,σ
(i)
z + σ
(i+1)
z ,σ
(i)
z σ
(i+1)
z
}
. (4.7)
To see that full universality on all n qubits (the ability to implement SU(2n) on the
X X
i i+1i-1
Z + Z
Z Z
i+2
Figure 4.1: Example encoded universality spin chain
system) is not possible, note that
∏n
i=1 σ
(i)
z commutes with all of the elements of S
and thus, via the same argument of Section 4.3.5, the Lie algebra generated by these
Hamiltonians is not the full SU(2n).
Let us examine the action of the Hamiltonians listed above on pairs of qubits.
Notice that these have the following Lie algebraic structure[
σ(i)z + σ
(i+1)
z ,σ
(i)
x σ
(i+1)
x
]
= 2i
(
σ(i)x σ
(i+1)
y + σ
(i)
y σ
(i+1)
x
)
+ cyclic permutations[
σ(i)z σ
(i+1)
z ,σ
(i)
x σ
(i+1)
x
]
=
[
σ(i)z σ
(i+1)
z ,σ
(i)
z + σ
(i+1)
z
]
= 0[
σ(i)z σ
(i+1)
z ,
(
σ(i)x σ
(i+1)
y + σ
(i)
y σ
(i+1)
x
)]
= 0. (4.8)
The first of these commutation relations indicates an SU(2) structure for these
operators and the final three commutation relations indicate that σ(i)z σ
(i+1)
z is an
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abelian subalgebra over these two qubits. In particular we note that over the sub-
space with basis states |00〉 and |11〉 (for the i and i + 1th qubit), the operators
σ(i)x σ
(i+1)
x ,
(
σ(i)x σ
(i+1)
y + σ
(i)
y σ
(i+1)
x
)
,σ(i)z + σ
(i+1)
z act as σx,σy,σz on this encoded
space, while σ(i)z σ
(i+1)
z acts as identity on this subspace. Thus we can use these
operators to enact SU(2) on the encoded subspace spanned by the logical qubits
|0L〉 = |00〉 and |1L〉 = |11〉. Also note that the subspace |01〉 and |10〉 is not acted
upon by these operators in a non-commuting manner and hence over these operators
cannot be used as a qubit.
Having shown that there is an encoding over two qubits for which the operators in
S act as SU(2), we then hope to extend this encoding to a full quantum circuit model.
In particular we take our encoded qubits (the subsystems) to be two physical qubits
with the encoding of |0L〉 = |00〉 and |1L〉 = |11〉. We have already shown that any
single qubit operation is possible on this encoded space and thus it is sufficient to show
that we can implement a non-trivial two body encoded operation between the qubits
in order to produce a encoded universal quantum circuit. If we take the encoding
between the 1st and 2nd, 3rd and 4th, etc. qubits then the operation σ(2k)z σ
(2k+1)
z
with 1 ≤ k ≤ n/2 provides this coupling. In particular note that
σ(2k)z σ
(2k+1)
z |0L〉|0L〉 = σ(2k)z σ(2k+1)z |00〉|00〉 = |00〉|00〉
σ(2k)z σ
(2k+1)
z |0L〉|1L〉 = σ(2k)z σ(2k+1)z |00〉|11〉 = −|00〉|11〉
σ(2k)z σ
(2k+1)
z |1L〉|0L〉 = σ(2k)z σ(2k+1)z |11〉|00〉 = −|11〉|00〉
σ(2k)z σ
(2k+1)
z |1L〉|1L〉 = σ(2k)z σ(2k+1)z |11〉|11〉 = |11〉|11〉. (4.9)
Thus we see that this operation acts like an encoded σz⊗σz between encoded qubits.
When this operation is enacted as a Hamiltonian, combined with single encoded qubit
operators this allows for universal control of the encoded qubits.
In this example we have seen how pairing the qubits together we can obtain an
encoding such that there is a mapping from encoded two-qubit states to encoded
qubits and universal quantum computation can be obtained on this encoding.
4.5 What to do with the strange irreducible rep-
resentations
In constructing encoded universal gate sets from Hamiltonian control sequences,
one can perform an analysis of the Lie algebra structure Hamiltonians to get a hold
of how these Hamiltonians can be used for encoded universality. Luckily the analysis
of the Lie algebras we will deal with on a quantum computer have long ago been
identified and classified! We will not deal with this issue here but instead refer the
reader to the standard texts of Cornwell[50] and Georgi[91].
However, we would like to bring up two points related to representation theory of
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Lie algebras which are important but have not received extensive discussion in the
quantum computing literature.
4.5.1 What to do with Lie Algebra X?
All of the universality constructions to date have shown how a suitable SU(k)
can be executed on a given circuit model. But there is more under the sun than the
Lie group SU(k)! In particular there are other Lie groups with differing Lie algebras
which, in theory, can arise or be simulated on a quantum system. An interesting open
question is if these Lie algebras have anything to do with quantum computing.
Open Question 4.5.1 Do Lie algebras other than su(k) play any role in the realm
of quantum computing?
An important point in this discussion is that there are only four infinite families of Lie
algebras in the classification scheme (An, Bn, Cn, and Dn in the standard notation.)
These would appear to be the Lie algebras which are most likely to support some sort
of computation because they satisfy the requirement of allowing for the notion of the
power of the computer growing with the number of subsystems added.
4.5.2 What is a qubit?
The notion of encoded universality also raises some particularly interesting ques-
tions. One particular issue which has been raised in the literature is the notion of
“what is a qubit?” Viola, Knill, and Laflamme [193] present models of qubits encoded
into different spaces. These authors rightly take an operational view of a qubit. A
qubit is defined by how one can access the information in the qubit: both in control
and in measurement of the qubit. Unfortunately the authors only present qubits
where they have operators which act on the qubits which satisfy both the commuta-
tion and anti-commutation relations of the standard Pauli matrices:
[σα,σβ ] = 2iǫαβγσγ
{σα,σβ} = 2δαβI. (4.10)
This, however, is a limited notion of a qubit from the point of view of the repre-
sentation theory of quantum information. To see this, consider three different irreps
of SU(2): i.e. the Lie algebra which satisfies the commutation relations above, but
not necessarily the anti-commutation relations. The first representation is the one-
dimensional irreducible representation. In this representation, the SU(2) operators
all act as 0
σ[1]x
∼= [0] , σ[1]y ∼= [0] , σ[1]z ∼= [0] . (4.11)
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The second representation is the two-dimensional irreducible representation:
σ[2]x
∼=
[
0 1
1 0
]
, σ[2]y
∼=
[
0 −i
i 0
]
, σ[2]z
∼=
[
1 0
0 −1
]
. (4.12)
Finally we examine the three-dimensional irreducible representation
σ[3]x
∼=
√
2
 0 1 01 0 1
0 1 0
 , σ[3]y ∼= √2
 0 −i 0i 0 −i
0 i 0
 , σ[3]z ∼= 2
 1 0 00 0 0
0 0 −1
 .(4.13)
Clearly the one-dimensional irrep of SU(2) is useless. This irrep can, in no manner,
be considered a qubit. And, of course, the two-dimensional irrep of SU(2) is what
we normally think of as a qubit. But what about the three-dimensional irrep? Let
us show that any manipulation of the two-dimensional irrep can be mimicked by the
three-dimensional irrep. Let |a〉, |b〉, and |c〉 denote the vectors upon which the three-
dimension irrep acts and |0〉, |1〉 denote the vectors upon with the two-dimensional
irrep acts.
In the two-dimensional irrep, a state of the system can be written as
ρ[2](~n) =
1
2
(
I+ ~n · ~σ[2]
)
. (4.14)
Let us map the state of the two-dimensional irrep described by ~n to the three-
dimensional state
ρ[3](~n) =
1
3
I+
1
6
~n · ~σ[3]. (4.15)
Notice that a pure state in the two-dimensional irrep is not mapped onto a pure state
in the three-dimensional irrep.
An observable on the two-dimensional irrep is given by
H[2](m0, ~m) = m0I+ ~m · σ[2]. (4.16)
The expectation of this observable is
Tr
[
ρ[2](~n)H(m0, ~m)
]
= m0 + ~m · ~n. (4.17)
For the three dimensional irrep we can define the equivalent observable
H[3](m0, ~m) = m0I+
3
4
~m · ~σ, (4.18)
such that the expectation value of this observable is identical
Tr
[
ρ[3](~n)H[3](m0, ~m)
]
= m0 + ~m · ~n. (4.19)
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Finally note that evolution on the two-dimensional irrep
U[2](~v, t) = exp
[
−it~v · ~σ[2]
]
, (4.20)
can be directly mapped onto evolution of the three-dimensional irrep
U[3](~v, t) = exp
[
−it~v · ~σ[3]
]
, (4.21)
such that the evolution of the density matrix has the same effect
U[2](~v, t)ρ[2](~n)U[2]†(~v, t) = ρ[2](~n′)
U[3](~v, t)ρ[3](~n)U[3]†(~v, t) = ρ[3](~n′). (4.22)
Thus we have seen that there is a mapping between density matrices, observables,
and evolutions of the two and three-dimensional irreps which perfectly preserves the
structure of a qubit. In general d > 1 dimensional irreps of SU(2) can be used in
a similar manner to construct a valid qubit. A qubit is more than just the two-
dimensional irreducible representations of SU(2)!
4.6 Subsystem growth of a Lie algebra and quan-
tum computation
As important as the question of when a given Hamiltonian control sequence has
universal control is the negative of this question. Here we present a useful criteria for
detecting Lie algebras which are not universal.
Suppose one is given a set of Hamiltonians Sn which can be implemented in a
Hamiltonian control sequence on n subsystems. Let Ln denote the Lie algebra which
can be generated by Sn and let g(n) denote the number of linearly independent
operators in Ln. We call g(n) the subsystems growth function.
Theorem 4.6.1 A growth function g(n) which is polynomial in n is not universal on
a quantum circuit model.
Proof: The basic idea behind this theorem is to note that a quantum circuit model
on n subsystems has a state space which grows exponentially in n and therefore
performing unitary operators on this space is equivalent to generating elements of an
exponentially growing Lie algebra.
Return now to the example presented in Section 4.3.5 where we examined the
power of Hamiltonian control sequences generated by Hamiltonians in the set
O′ = {σ(i)z ,σ(i)x σ(i+1)x }. (4.23)
We will now show that, even with the help of encoding, this set of Hamiltonians is
not universal.
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Define the operationMjk,α,β = σ
(j)
α
∏k−1
i=j+1σ
(i)
z σ
(k)
β where j < k and α, β ∈ {x, y}.
We claim that the operators in the Lie algebra generated by O′ are all linear combina-
tions of the form Mjk,α,β plus the single qubit σ
(i)
z . Notice that this is true for n = 2.
We will prove the result by induction. First we note that because our generators are
made up of Pauli operators, we need not worry about linear combinations of operators,
but only need to worry about the operators which can be generated by commutation.
Let Ln denote the Lie algebra on n qubits generated by taking commutators in O′.
For example L2 = {M12,x,x,M12,x,y,M12,y,x,M12,y,y,σ(1)z ,σ(2)z } as claimed above. As-
sume that Ln = {Mjk,α,β, 1 ≤ j < k ≤ n, α, β ∈ {x, y}} ∪ {σ(i)z , 1 ≤ i ≤ n}.
First notice that taking commutators of elements of Ln and σ(i)z only produces el-
ements in Ln: the only elements which σ(i)z do not commute with are Mik,α,β and
Mki,α,β and this commutation only serves to flip the value of α or β. Finally, note
that taking the commutator between elements of Ln and σ(i)x σ(i+1)x can only gener-
ate elements in Ln+1. To see this, first note that the only nontrivial commutators
are those which occur with the σ(i)z operators, which just produce elements in L2.
Further commutators between σ(i)x σ
(i+1)
x and Mjk,α,β only create Mj′k′,α′,β′ which
are one qubit larger or smaller. Thus we have proved that the Lie algebra gener-
ated by elements of O′ are spanned by the set of linearly independent operators in
Ln = {Mjk,α,β, 1 ≤ j < k ≤ n, α, β ∈ {x, y}} ∪ {σ(i)z , 1 ≤ i ≤ n}.
Let us count the operators in Ln. There are n σ(i)z operators and 4
(
n
2
)
Mjk,α,β
operators. Thus the growth function for this Lie algebra is g(n) = n + 4
(
n(n−1)
2
)
=
2n2−n. This growth function is polynomial in n and thus via Theorem 4.6.1 this set
of operator is not universal.
4.7 Universal quantum computation
Universality is one of the most powerful concepts to arise from the theoretical
study of computer science. In this chapter we have dealt with the ideal conditions
needed for universal quantum computation. This ideal model presents an abstract
connection to the question of exactly what is a quantum computer. Real world
realization of a universal quantum computer, however, must deal with decoherence,
faulty operations, faulty preparation, and faulty measurements. Luckily the theory
of fault-tolerant quantum computation has been developed which deals directly with
these issues[3, 96, 115, 124, 161, 175] and a theorem which basically states that if
these problems are not too severe, the ideal model can nearly ideally be obtained[3,
95, 112, 124, 161].
If Alan Turing were to return from the dead and see the modern classical computer,
he would surely be shocked by the technological progress achieved in the past fifty
years. However, if one explained to Turing how the modern computer works, he
would surely recognize the manner in which the modern computer attains universal
computation (no slouch, that Turing: he could work in a base-32 notation that others
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had to convert to decimal to understand!) One of the main motivations for studying
the theory of universal quantum computation is simply the realization that we do
not know exactly what a future quantum computer will look like, but we have some
notion of what is required in order to obtain universality. The unknowable future,
then, has already given way to novel proposals for quantum computation, and, in the
end, may present the ultimate road towards building a quantum computer.
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Gate set Reference
Q(α) ≡ (P|00〉 +P|01〉 +P|11〉)⊗ I+P|11〉 ⊗ ie−iασx , Deutsch, 1989[57]
and Permutations
σx, e
±i√αP|00〉 +P|01〉 +P|10〉 +P|11〉, DiVincenzo, 1995[61]
P|0〉 ⊗ I+P|1〉ie±i
√
ασx , and Permutations
Any single P|0〉 ⊗ I+P|1〉 ⊗ ei
∑3
i=1
αiσi, Barenco, 1995[12]
and Permutations
Almost any single two-qubit gate, and Deutsch et.al, 1995[58]
Permutations Lloyd, 1995[140]
CX ≡ P|0〉 ⊗ I+P|1〉 ⊗ σx, and any gate set which Barenco et.al, 1995[13]
densely generates single qubit gates
H, P, CX, Q(π/2) Shor, 1996[175]
P, CX, CP ≡ P|00〉 +P|01〉 +P|10〉 + iP|11〉, Knill et.al, 1998[123]
and the ability to prepare |±〉 = 1√
2
(|0〉 ± |1〉)
H, P, CX, CP Knill et.al, 1998[123]
H, P, CX, and the ability to prepare Knill et.al, 1998[123, 124]
|π/8〉 = cos(π/8)|0〉+ sin(π/8)|1〉
CX, Q(π/2), plus the ability to Gottesman, 1998[96]
measure σi, i ∈ {x, y, z}
Single qubit operations, Bell measurements, Gottesman and Chuang[97]
and GHZ states
exp [−iα∑i σi ⊗ σi] Bacon et.al, 2000[9]
Kempe et.al, 2001[109]
σx ⊗ σx + σy ⊗ σy between qubits Kempe, 2001[109]
Wu and Lidar, 2001[206]
Linear optics elements, single photon sources, Knill, Laflamme,
single photon detectors and Milburn, 2001[121]
Entangled cluster state and single measurements Raussendorf
and Briegel, 2001[163]
Table 4.1: Universal gate constructions
Universal sets of gates. Many of these gates are elements in the normalizer of the Pauli
group (see Appendix A.7). α, and αi are irrational multiples of π. P|ψ〉 = |ψ〉〈ψ| not
to be confused with P = |0〉〈0|+ i|1〉〈1|. Permutations means the ability to permute
the wires of the qubits.
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Part II
Decoherence-Free Quantum
Computation
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Chapter 5
Decoherence-Free Conditions
wherein the demons of decoherence are first shown the door
and the door is described by necessary and sufficient conditions
In this chapter we introduce the basic conditions for decoherence-free subspaces
and decoherence-free subsystems. We begin with a simple classical example of a
subsystem which withstands a classical error process. The fundamental algebraic
theorem of decoherence is then derived and the concept of the OSR algebra is de-
fined. Decoherence-free subspaces are then introduced and an iff condition for such
subspaces is derived. A simple example of a decoherence-free subspace is presented
and how to handle system specific evolution is discussed. Decoherence-free subsys-
tems are then defined and with the help of a basic theorem of the representation
theory of complex associative †-closed algebras and an iff condition for such subsys-
tems is derived. An example of a decoherence-free subsystem is examined and the
role of the a nontrivial commutant is introduced. Finally decoherence-free conditions
for master equations are presented.
5.1 Protecting information by encoding
Two parties, Alice and Bob, wish to communicate an important message. At their
disposal is a classical communication channel. Alice and Bob can send two classical
bits at a time down this channel. Unfortunately this classical channel has a devilish
manner of distorting the information sent down the channel. When the parties send
their two bits down the channel, there is a noise process in the channel which will flip
the value of both bits. Thus if Alice sends 00 down the line, Bob will either receive
the undisturbed 00 or the flipped 11. If Alice sends 01 through the channel, Bob will
either receive the undisturbed 01 or the flipped 10. Clearly, if Alice and Bob wish
to communicate using the full capacity of the classical channel (meaning each using
both bits of the classical channel) they will fail.
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Let (x1, x2) denote the classical bits sent down two bit channel. All of the infor-
mation which is in the pair (x1, x2) is also in the pair (x1 ⊕ x2, x2) where ⊕ is the
exclusive-or of the two bits (x1 ⊕ x2 = x1 + x2 mod 2). To see this, simply note
that this is a map which is one-to-one: 00 → 00, 01 → 11, 10 → 10, 11 → 01.
The pair (x1 ⊕ x2, x2) is a particular encoding of the classical information. What
is interesting to Alice and Bob about this encoding is that the first bit x1 ⊕ x2 is
unchanged by the error process of the channel. If the channel does not act on the
bits, then of course nothing happens to x1 ⊕ x2. If the channel flips both of the bits,
then x1 ⊕ x2 → x¯1 ⊕ x¯2 = x1 ⊕ x2 where x¯ indicates the negation operation and
we have used the fact that the exclusive-or of two negated bits is the same as the
exclusive-or of the unnegated bits. On the other hand the second bit in the encoding
x2 is unprotected from the action of the channel.
Alice and Bob can thus use this noisy channel to communicate with perfect fidelity
by using the encoding (x1 ⊕ x2, x2). If Alice wants to send an encoded bit down the
channel, she encodes her bit into the parity of the two bits (choosing either of the
two possible (x1, x2) for a given choice of parity) and sends these two bits to Bob.
The channel cannot change the parity of the two bits and thus Bob can decode the
bit which Alice encoded by examining the parity of two bits he receives.
There are two morals from this simple example. The first moral is that information
can be protected from disturbance via an appropriate encoding. The second moral
comes from the observation that the reason an appropriate encoding exists which
perfectly protects the information is due to a symmetry of the noise process. In
particular the errors which the channel induce on the two bits are identical on each
individual bit. This is the symmetry of the error process which allows for encoding
into parity which perfectly preserves the information.
The above example demonstrates how classical information can be perfectly pro-
tected from noise via an appropriate encoding of the information. In this part of the
thesis we will be examining similar constructions, but now in the context of quantum
information.
5.2 The OSR Algebra
Consider the evolution of a system S and an environment E with joint Hilbert
space H = HS ⊗HE which evolves according to some Hamiltonian H. Consider the
expansion of the Hamiltonian into system and environment operators
H =
A∑
α=0
Sα ⊗Bα, (5.1)
where Sα (Bα) acts on HS(HB). The expansion we give above is, of course, always
possible. The expansion, on the other hand is not unique. We will place the require-
ment on this expansion that the Bα are a complete fixed basis which are linearly
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independent, hermitian and have an inner product Tr
[
B†αBβ
]
= δαβ. Such a basis
can always be chosen over the environment Hilbert space (see Appendix A.3). We
will often refer to the Sα as the system operators and the Bα as the environment
operators.
Let us recall that evolution of the system plus environment which initially starts
in a tensor product state ρ(0) = ρS(0)⊗ ρE(0) is given by the OSR evolution
ρ(t) =
∑
i
Ai(t)ρS(0)A
†
i(t). (5.2)
We now claim that a basis for the OSR operators Ai(t) corresponding to the Hamil-
tonian H in Eq. (5.1) is given by the complex associative algebra A generated by the
Sα plus the identity operator I.
Definition 5.2.1 (Complex associative algebra) [122, 131] The complex associative
algebra A generated by the set of operators Sα is the set of operators which can be
constructed from the operators Sα via the processes of linear combination over C and
simple operator multiplication.
We claim that
Lemma 5.2.1 [122] Consider the evolution of a system plus environment due to a
Hamiltonian H with expansion Eq. (5.1). The OSR operators Ai(t) corresponding to
evolution due to H are elements of the complex associative algebra A generated by the
Sα in Eq. (5.1) plus identity I.
Proof: The Taylor expansion of the full system-environment evolution operator is
given by
U(t) =
∞∑
n=0
(
−it∑Aα=0 Sα ⊗Bα)n
n!
=
∞∑
n=0
(−it)n
n!
 A∑
α1=0
· · ·
A∑
αn=0
(Sα1 · · ·Sαn)⊗ (Bα1 · · ·Bαn)
 . (5.3)
A fixed basis form over the environment of the evolution operator can be obtained
by expanding
Bα1 · · ·Bαn =
A∑
α=0
bα(α1, . . . , αn)Bα
bα(α1, . . . , αn) = Tr
[
B†α (Bα1 · · ·Bαn)
]
, (5.4)
such that
U(t) =
∞∑
n=0
(−it)n
n!
 A∑
α1=0
· · ·
A∑
αn=0
(Sα1 · · ·Sαn)⊗
(
A∑
α=0
bα(α1, . . . , αn)Bα
) . (5.5)
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Using the definition of the OSR operators, Eq. (2.11) we find that for an initial
evolution of ρE(0) =
∑
ν pν |ν〉〈ν|
Ai=(µν) =
√
pν
∞∑
n=0
(−it)n
n!
 A∑
α1=0
· ·
A∑
αn=0
(Sα1 · ·Sαn)
(
A∑
α=0
bα(α1, . . . , αn)〈µ|Bα|ν〉
)
=
√
pν
∞∑
n=0
A∑
α1=0
· · ·
A∑
αn=0
A∑
α=0
(−it)n
n!
bα(α1, . . . , αn)Bα,µν(Sα1 · · ·Sαn), (5.6)
where Bα,µν = 〈µ|Bα|ν〉. Thus we see that each OSR operator Ai is a complex linear
combination of products of the Sα’s plus identity I for n = 0. Thus the Ai are
elements of the complex associative algebra A generated by the Sα plus identity I as
claimed.
Suppose we are given a complex associative algebra A generated by the elements
Sα plus identity I. Let F
A
β , β = 1 . . . B denote a complete basis for the operators in
this algebra which has an identical span as the elements of A. Then we can expand
the elements of A as
Sα1 · · ·Sαn =
B∑
β=1
sβ(α1, . . . , αn)F
A
β
sβ(α1, . . . , αn) = Tr
[
F
A†
β (Sα1 · · ·Sαn)
]
. (5.7)
Expanding Eq. (5.6) in terms of FAβ,
Ai=(µ,ν) =
√
pν
∞∑
n=0
A∑
α1=0
· · ·
A∑
αn=0
A∑
α=0
B∑
β=0
(−it)n
n!
bα(α1, . . . , αn)Bα,µνsβ(α1, . . . , αn)F
A
β
=
B∑
β=0
aβF
A
β, (5.8)
where
aβ =
√
pν
∞∑
n=0
A∑
α1=0
· · ·
A∑
αn=0
A∑
α=0
(−it)n
n!
bα(α1, . . . , αn)Bα,µνsβ(α1, . . . , αn). (5.9)
For general initial environment initial conditions, we can use this expression to show
that there are evolutions such that aβ is non-vanishing for some time t > 0. Consider
the kth derivative of aβ with respect to time evaluated at t = 0,
∂kaβ(t)
∂tk
∣∣∣∣∣
t=0
=
√
pν
A∑
α1=0
· · ·
A∑
αn=0
A∑
α=0
(−i)k
k!
bα(α1, . . . , αk)Bα,µνsβ(α1, . . . , αk). (5.10)
For general environmental initial conditions, we can choose an initial environmental
condition and basis |µ〉 such that √pνBα,µν 6= 0 for any α. Further, bα(α1, . . . , αk) 6= 0
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for at least one α for any α1, . . . , αn. Finally, because the F
A
β have an identical span to
the complex associative algebra generated by the Sα plus identity I, there must exist
a k and α1, . . . , αk such that sβ(α1, . . . , αn) 6= 0. Thus we have shown that aβ 6= 0
for some t > 0 for every β.
Together with Lemma 5.2.1 this implies an extremely important theorem in the
study of decoherence. Let us first define the OSR algebra
Definition 5.2.2 (OSR algebra) The OSR algebra is the complex associative algebra
generated by (i) the Sα operators in the expansion of a system-environment Hamilto-
nian H =
∑A
α=0 Sα⊗Bα where the Bα are linearly independent operators and (ii) the
identity I.
Theorem 5.2.1 (Fundamental algebraic theorem of decoherence) [122] Suppose a
system and environment evolve according to the Hamiltonian H =
∑A
α=0 Sα ⊗ Bα
where the Bα are linearly independent. The OSR evolution operators Ai(t) are in the
OSR algebra and the span of the Ai(t) for generic environment initial conditions is
identical to the OSR algebra.
The significance of this theorem is that it reduces the study of system evolution
with generic environment initial conditions to the study of the algebraic structure of
the corresponding OSR algebra. Thus if one wishes to understand the effects and
OSR operator can have, it is enough to examine the span of the system operators
of a system-environment expansion of the Hamiltonian. It provides an iff connection
between the OSR operators and the OSR algebra under generic environmental initial
conditions.
5.3 Decoherence-free subspaces
In the example from the first section of this chapter we saw that information could
be protected from an environment via a suitable encoding of the information. In this
section we present the first discovered and simplest condition under which similar
protection can be endowed to a quantum system.
Consider a system S with Hilbert space HS which evolves according to some joint
Hamiltonian H =
∑A
α=0 Sα ⊗ Bα with linearly independent environment operators
Bα. Corresponding to this evolution and given an environmental initial condition
there are a set of OSR operators Ai(t) for the evolution of the system. We say that
a system density matrix ρS is invariant under the OSR operators Ai(t) if∑
i
Ai(t)ρSA
†
i(t) = ρS. (5.11)
Clearly an invariant density matrix does not evolve even though the system and
environment may have some non-trivial coupling.
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Definition 5.3.1 (Decoherence-free subspace) A subspace S of a system’s Hilbert
space HS is called a decoherence-free subspace (DFS) with respect to a system-
environment coupling if every pure state from this subspace is invariant under the
corresponding OSR evolution for any possible environment initial condition:∑
i
Ai(t)|j〉〈j|A†i(t) = |j〉〈j|, ∀|j〉 ∈ S and ∀ρE(0). (5.12)
A decoherence-free subspace is a perfect quantum memory. The fungible nature of
quantum information tells us that quantum information encoded into a subspace
has the same fundamental value as any other representation of quantum informa-
tion. Thus while the fundamental value of the quantum information is unchanged
by encoding into a DFS, an important property of the way in which this information
interacts with its environment is changed by encoding into a DFS.
While we have defined a DFS in terms of invariant pure states, mixed states fall
nicely within the protection of a DFS as well. In particular a mixed state which has
support only over a the pure states of a DFS will be also be invariant and hence
protected from decoherence.
5.3.1 Decoherence-free subspace condition
Let us describe a necessary and sufficient condition for the existence of a DFS
given a specific system-environment coupling as in Eq. (5.1).
Theorem 5.3.1 (Decoherence-free subspace Hamiltonian criteria)[216] A subspace
S is a DFS iff the system operators Sα act proportional to identity on the subspace:
Sα|j〉 = cα|j〉 ∀|j〉 ∈ S. (5.13)
Proof: First we prove sufficiency. Suppose Sα|j〉 = cα|j〉. Due to the fundamental
algebraic theorem of decoherence, all OSR operators are elements of the complex
associative algebra generated by Sα. Thus
Ai(t)|j〉 = ci(t)|j〉, (5.14)
where ci is some complex constant which is a complex combination of the cα’s. There-
fore ∑
i
Ai(t)|j〉〈j|A†i(t) =
∑
i
|ci(t)|2|j〉〈j|. (5.15)
The normalization condition
∑
iA
†
i (t)Ai(t) = I implies
∑
i |ci(t)|2 = 1. Thus if
Sα|j〉 = cα|j〉 for all |j〉 in a subspace S, the S is a DFS. Next we prove neces-
sity. For every Ai(t) acting on a state |j〉, we can separate the resulting state into a
component which is along |j〉 and a component which is perpendicular to |j〉, |j⊥(i)〉
which depends on Ai(t):
Ai(t)|j〉 = ai(t)|j〉+ bi(t)|j⊥(i)〉. (5.16)
73
The invariant condition on |j〉, Eq. (5.11)∑
i
(ai(t)|j〉+ bi(t)|j⊥(i)〉) (〈j|a∗i (t) + 〈j⊥(i)|b∗i (t)) = |j〉〈j|, (5.17)
or ∑
i
|ai(t)|2 = 1. (5.18)
The OSR normalization condition
∑
iA
†
i(t)Ai(t) = I implies∑
i
|ai(t)|2 + |bi(t)|2 = 1. (5.19)
Thus
∑
i |bi(t)|2 = 0 which implies bi(t) = 0 for all i and t. Thus we see that
Ai(t)|j〉 = ai(t)|j〉. We can now invoke the fundamental algebraic theorem of de-
coherence. The span of the Ai(t) for generic environmental initial conditions is iden-
tical to the complex associative algebra generated by the Sα. Thus Ai(t)|j〉 = ai(t)|j〉
implies Sα|j〉 = cα|j〉.
We have seen how the condition Eq. (5.13) is an iff condition for the existence
of a DFS. Stated succinctly, a DFS is the degenerate common eigenspace of the Sα
system operators. Perhaps the most important aspect of the DFS criteria is to notice
how degeneracy is essential to the definition. A system-environment coupling which
is degenerate cannot distinguish between the degenerate states.
5.3.2 Example decoherence-free subspace
Let us examine a particularly simple example of decoherence-free subspace. Sup-
pose two qubits are coupled to a harmonic oscillator environment via the Hamiltonian
H = g (σz ⊗ I+ I⊗ σz)⊗
(
a+ a†
)
, (5.20)
where a (a†) is the destruction (creation) operator for the harmonic oscillator. The
OSR algebra is then the complex associative algebra generated by the operators I
and (σz ⊗ I+ I⊗ σz). The second of these operators has eigenstates |00〉, |01〉, |10〉,
|11〉 with eigenvalues 2, 0, 0, and −2 respectively. Thus there is a subspaces spanned
by |01〉 and |10〉 which satisfies the DFS condition Eq. (5.13). We can now directly
see how superpositions of these two basis states do not decohere
exp[−iHt] (α|01〉+ β|10〉)⊗ |ψenv〉 = (α|01〉+ β|10〉)⊗ |ψenv〉, (5.21)
because σz ⊗ I + I ⊗ σz annihilates each basis state |01〉 and |10〉. In general the
Hamiltonian operator will not annihilate the states, but will act as a constant on the
states. This implies that a global phase to the subspace will be applied. However a
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5.3.3 System Hamiltonian and the DFS
We have defined a decoherence-free subspace as a subspace for which the OSR
evolution produces no evolution of the quantum information stored in the subspace.
Clearly such a subspace would be useless for quantum computation because the in-
formation stored in the subspace does not evolve!
A system-environment Hamiltonian can be expanded asH = HS⊗I+I⊗HE+HSE
where the all of the nontrivial coupling between the system and the environment is
included in theHSE term. For time independent Hamiltonians, all of the decoherence
for general environmental initial conditions comes from the HSE coupling. Thus the
decoherence-free subspace condition should be applied to an expansion of the HSE.
The unitary evolution will then be due to HS. This evolution should preserve the
DFS. By this we mean that the evolution due to HS should not take states with
support over the subspace to states with support outside of the subspace.
Definition 5.3.2 (Subspace preserving Hamiltonian) A Hamiltonian H preserves a
subspace S if the spectral decomposition of the Hamiltonian H = ∑i hi|i〉〈i| can be
expanded such that the states |i〉 which are entirely within the subspace S or entirely
outside of the subspace S.
Notice that because the spectral decomposition is not unique when there is a degen-
eracy of the system Hamiltonian, the subspace preserving condition must be defined
in terms of if the spectral decomposition can be made such that the subspace is
preserved.
If a system Hamiltonian HS preserves a subspace and that subspace is a DFS with
respect to the system-environment coupling HSE, then the evolution of the DFS will
be entirely unitary. We will refer to a DFS which evolves unitarily by the term DFS
unless a distinction is needed and then we will refer to a unitarily evolving DFS.
Another way in which the presence of a system Hamiltonian can be dealt with
is to work in the interaction picture. In the interaction picture, the evolution of a
system due to the Hamiltonian H = H0 + V is recast into examining the evolu-
tion of ρ˜(t) = U†0(t)ρ(t)U0(t) where U0(t) = exp[−iH0t]. The evolution of ρ˜(t)
is given Schro¨dinger equation evolution under the interaction Hamiltonian V˜(t) =
U
†
0(t)VU0(t). If H0 consists only of separate system and environment evolution (i.e.
no system-environment coupling) then a state |ψ〉 which is invariant with respect to
V˜(t) will evolve unitarily. To see this simply note that if a state is invariant in the
interaction picture, then ˜ρ(t) = |ψ〉〈ψ| ⇒ ρ(t) = US0 (t)|ψ〉〈ψ|US0 (t)† where US0 (t)
represents the system evolution operator alone.
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5.3.4 Decoherence-free subspaces and quantum error correc-
tion
The theory of quantum error correction (see, for example, [120, 96, 153]) provides
a method of preserving quantum coherence by actively manipulating the quantum
information. In this theory, one can show that certain encodings of quantum infor-
mation can be arranged such certain error processes can be detected and corrected
on this encoding without destroying the coherence between the encoded quantum
information. Suppose Eα are a set of error operators which act on a given system.
These errors are usually taken from an expansion of the OSR algebra, but are not
necessarily a complete basis for the OSR algebra. These errors usually represent “the
largest” component of the OSR operators often on some short time expansion of the
OSR operators.
A necessary and sufficient condition for there to exist a subspace which can detect
and correct these errors is given by [21, 120]
〈i|E†αEβ|j〉 = Cαβδij , (5.22)
for the basis states |i〉 and |j〉 in the subspace and for all errors Eα and Eβ. The
intuition behind this criteria is that the errors should take the basis states to distin-
guishable subspaces so that these errors can be diagnosed and then corrected.
How do DF subspaces fit in with the theory of quantum error correction? If
we identify the error operators Eα with the OSR algebra, then the DF subspace
characterizing Theorem 5.3.1, implies that a DF subspace necessarily satisfies the
condition
〈i|E†αEβ|j〉 = c∗αcβδij , (5.23)
where |i〉 and |j〉 are both in the DF subspace. Since c∗αcβ is a rank one matrix, it
is possible to choose a basis for the error operators Eα such that 〈i|E˜†αEβ|j〉 = cδij .
In the theory of quantum error correcting codes, the rank of the Cαβ matrix in
Eq. (5.22) is known as the degeneracy of the code[96]. Thus we are lead to the
characterization[135, 75]
Lemma 5.3.1 A decoherence free subspace S from some OSR algebra is a fully de-
generate quantum error correcting code for all elements of the OSR algebra.
For more discussion of the relationship between quantum error correction and
decoherence-free subspaces the reader is referred to [135, 75].
5.4 Decoherence-free subsystems
In the previous section we have seen how information can be encoded into a sub-
space of the system’s Hilbert space such that the information does not decohere. For
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constructing a quantum computer, however, this condition is not the most general
condition under which quantum information can be stored in a decoherence-free man-
ner. The basic reason for this is that quantum information is stored most generally
in subsystems and not necessarily subspaces.
To define a decoherence-free subsystem, we must first define an operation which
we will call the subsystem trace operator.
Definition 5.4.1 Suppose a Hilbert space H has a general subsystem structure H =⊕p
j=1
(⊗np
i=1Hij
)
. Let |k(j)〉 denote a basis for the subspace defined by j in this ex-
pansion. |k(j)〉 is in the Hilbert space ⊗npi=1Hij and a basis over this tensor product
structure is given by |k(j)1 〉⊗ |k(j)2 〉⊗ · · · |k(j)nj 〉. We define the subsystem trace operator
over the subsystem Hij as
Trij [O] =
∑
k
(j)
i
〈k(j)i |O|k(j)i 〉. (5.24)
We say that information ρI has been encoded into a subsystem Hij when the density
matrix of the full Hilbert space ρ satisfies
Tr1j [· · ·Tr(i−1)j [Tr(i+1)j [· · ·Trnjj [ρ] · · ·]] · · ·] = ρI . (5.25)
Let us define the above operator as the ij subsystem extractor,
Υij [O] = Tr1j [· · ·Tr(i−1)j [Tr(i+1)j [· · ·Trnjj [O] · · ·]] · · ·]. (5.26)
This allows us to define what it means to be decoherence-free when information
is encoded into a subsystem.
Definition 5.4.2 (Decoherence-free subsystem (DFS)) Given a system Hilbert space
with a general subsystem decomposition H = ⊕pj=1 (⊗npi=1Hij). A subsystem Hij is
said to be a decoherence-free subsystem (DFS) with respect to a system-environment
coupling if every pure state encoded into this subsystem is invariant with respect to
this subsystem under the corresponding OSR evolution for any possible environment
initial condition. If ρφ denotes the situation where the pure state |φ〉 has been encoded
in the Hij subsystem, then this condition is equivalent to
Υij
[∑
k
Ak(t)ρφA
†
k(t)
]
= |φ〉〈φ|. (5.27)
We use the abbreviation DFS for both decoherence-free subspaces and decoherence-
free subsystems. We can see from the above definition of a decoherence-free sub-
system, decoherence-free subspaces are examples of decoherence-free subsystems. In
particular decoherence-free subspaces occur when the matrix algebra MdJ is one di-
mensional dJ = 1 and hence all of the operators act as a constant on a subspace.
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Unless we need to distinguish between the subsystem and subspace definitions, we
will refer to both as DFSs.
What is the difference between storing information in a subspace and storing
information in a subsystem? This question often leads to confusion, so let us address
this by examining an illuminating example. Consider encoding a single qubit of
information into a two qubit system. One particular way to encode a qubit into
the four dimensional Hilbert space of two qubits is to encode the information into
a subspace spanned by two orthogonal states. Thus for instance we can encode the
information of a qubit α|0〉+ β|1〉 as α|01〉+ β|10〉:
α|0〉+ β|1〉 → α|01〉+ β|10〉. (5.28)
We then say that the information has been encoded into a subspace of the two qubit
Hilbert space. Suppose we simply encode the information into the first qubit of the
two qubits. It doesn’t matter, then, what the state of the second qubit is
α|0〉+ β|1〉 → (α|0〉+ β|1〉)⊗ |φ〉. (5.29)
Notice that this map is a one-to-many mapping from the quantum information in one
qubit to a two qubit Hilbert space. For a particular mapping to a |φ〉, the mapping is
the same as the mapping from a qubit to a subspace of the two qubit Hilbert space.
5.4.1 Representation theory for the OSR algebra
“The universe is an enormous direct product of representations of sym-
metry groups.”
–Steve Weinberg (as quoted in [89])
We now present a theorem which exactly delineates where quantum information
can be stored decoherence-free in a quantum system. First we note that the OSR
algebra is a †-closed algebra. A †-closed algebra is an algebra that satisfies the
requirement that if S is the algebra, then S† is also in the algebra. For the OSR
algebra, this follows from the hermiticity of the system-environment Hamiltonian.
The theorem we want is a basic theorem from representation theory of complex
associative algebras which are †-closed (see, for example, [131])
Theorem 5.4.1 (Basic representation theorem of †-closed complex associative alge-
bras) Let A be a complex associate algebra which is †-closed acting on a Hilbert space
H and which contains the identity operator. In general A will be a reducible subalgebra
of the full algebra over H. In particular the algebra A is isomorphic to a direct sum
of full matrix algebras
A ∼=
⊕
J∈J
InJ ⊗ MdJ . (5.30)
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Here Id is the d dimensional identity algebra (which just consists of the d dimensional
identity operator) and Md is the d dimensional complex associative algebra correspond-
ing to all general linear operators on the d dimensional space.
J is a set describing the different irreducible representations and nJ is referred to as
the degeneracy of the Jth irreducible representation (irrep). This theorem implies
that there is a basis such that the operation of every operator S in a †-closed complex
associative algebra acts on the Hilbert space as
S =
⊕
J∈J
InJ ⊗ SdJ , (5.31)
where SdJ is a dJ dimensional operator and InJ is the nJ dimensional identity operator.
Because Md is the d dimensional complex associative algebra corresponding to all
general linear operators on a d dimensional space, the SdJ span the entire space of dJ
dimensional operators.
Corresponding to the decomposition in Eq. (5.31) we can construct a basis which
will simplify our notation considerably. Let |J, λ,m〉 denote the basis where J labels
the subspace of the irrep, λ labels the degenerate component of the decomposition
and m labels the component of the composition which is acted upon non-trivially by
the irrep. This basis implies that the decomposition Eq. (5.31) can be written as
S =
∑
J∈J
nJ∑
λ,λ′=1
dJ∑
m,m′=1
Sm,m′ |J, λ,m〉〈J, λ′, m′|. (5.32)
Another useful operator to define is the operator which performs the subsystem trace
over the matrix algebra component of a given irrep. Define
ΥJ [O] =
∑
m
〈J,m|O|J,m〉, (5.33)
where we implicitly use the subsystem structure for a given J , |J, λ,m〉 = |J,m〉⊗|m〉
in this sum.
The basic representation theorem of complex associative †-closed algebras de-
scribes a subsystem structure which we previously identified as a subspace tensor
product structure. Given a J ∈ J for an algebra A there is a subspace over which
the operators act. One manner in which quantum information can be encoded with
respect to the algebra A is to encode the information into the subspace for a given
J . Information encoded in this manner is acted upon non-trivially by the operators
in the algebra A. Over the subspace for a given J , there is a two-fold tensor product
structure. Information which is encoded into the subspace corresponding to a partic-
ular J can then be encoded such that it respects this tensor product structure. Thus
information in the subspace can be encoded into the degenerate degrees of freedom
corresponding to the InJ algebra or the information can be encoded into the degrees
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of freedom corresponding to the MdJ algebra. We say that information has been en-
coded into the degeneracy of the Jth irrep if that information has support only over
the degrees of freedom of the InJ algebra. Notice that because we are encoding into
a subsystem, for a given J information which is encoded into the degeneracy will be
accompanied by information encoded into the degrees of freedom of the MdJ algebra.
5.4.2 Decoherence-free subsystem condition
The basic representation theorem of complex associative algebras combined with
the fundamental algebraic theorem of decoherence together form an excellent iff de-
scription of decoherence on a quantum system. Given an OSR algebra generated by
the system operators Sα, we can decompose this algebra as in Eq. (5.31). This in
turn implies that we can represent the OSR operators as
Ai(t) =
⊕
J∈J
InJ ⊗ (AdJ )i(t), (5.34)
where (AdJ )i(t) are dJ dimensional OSR operators. The span of the (AdJ )i(t) are
the entire space of all dJ linear operators and the (AdJ )i(t) are themselves valid OSR
operators which satisfy the completeness relation
∑
i(AdJ )
†
i(t)(AdJ )i(t) = IdJ .
Theorem 5.4.2 (Decoherence-free subsystem Hamiltonian criteria) [122] A subsys-
tem is a decoherence-free subsystem iff this subsystem is encoded in the degeneracy of
single irrep J¯ from the OSR algebra A ∼= ⊕J∈J InJ ⊗ MdJ .
Proof: First, sufficiency. Suppose that the pure state |j〉 is encoded into the de-
generacy of a single irrep J¯ of the OSR algebra A ∼= ⊕J∈J InJ ⊗ MdJ . This means
that
ρ =
⊕
J∈J
{
0nJ ⊗ 0dJ ifJ 6= J¯
|j〉〈j| ⊗ ρdJ¯ ifJ = J¯
(5.35)
where ρdJ¯ is any arbitrary dJ¯ dimensional density matrix and 0d is the d dimensional
zero matrix. We will represent this state as
ρ = |j〉〈j| ⊗ ρdJ¯ , (5.36)
where the support of the density matrix is taken to be only over the J¯ irrep. The
OSR operators then act on the this states as
∑
i
Ai(t)ρA
†
i(t) =
∑
i
InJ¯ ⊗
(
AdJ¯
)
i
(t)
(
|j〉〈j| ⊗ ρdJ¯
)
InJ¯ ⊗
(
AdJ¯
)†
i
(t)
= |j〉〈j| ⊗∑
i
(
AdJ¯
)
i
(t)ρdJ¯
(
AdJ¯
)†
i
(t). (5.37)
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Thus we see that the pure state |j〉 encoded into the degeneracy of the algebra is
invariant with respect to the subsystem. Next we prove necessity. Notice that the
decoherence-free subsystem can be thought of as a decoherence-free subspace after
a certain subsystem reduction has been performed. We can thus use the necessary
component of the decoherence-free subspace condition after we trace over the appro-
priate subsystem. Suppose the information was encoded into a subsystem which does
not correspond to the degeneracy of a given irrep J in Eq. (5.34). This information
will not be acted upon proportional to identity because (i) a component of the in-
formation is encoded into the MdJ algebras, (ii) a component of the information is
encoded into different irreps labeled by J , or (iii) both (i) and (ii). In case (i), the
information will be acted upon nontrivially over the subsystem because the MdJ are
the full matrix algebra over such a space. In case (ii), the information will be acted
upon by differing algebras. This allows for differing global factors between the OSR
operators. Finally, in case (iii) the information is infected by both of these problems.
The decoherence-free subspace iff condition then implies that the information must
be encoded into the degeneracy of the a single irrep of the OSR algebra.
5.4.3 The commutant of the OSR algebra and DFSs
Given an OSR algebra A, how does one know whether there is a degeneracy over
which information can be encoded in a degenerate manner? The easiest way to exam-
ine this question is to examine the commutant of the OSR algebra. The commutant
of an algebra A is denoted by A′ and is the set of all operators which commute with
all of the elements of A. The commutant of the commutant of an algebra is itself the
algebra (A′)′ = A. If the algebra A is reducible to the form
A ∼=
⊕
J∈J
InJ ⊗ MdJ , (5.38)
as in Eq. (5.30), then the commutant of the algebra is reducible to the form
A
′ ∼=
⊕
J∈J
MnJ ⊗ IdJ . (5.39)
Thus the existence of a non-trivial commutant of the OSR algebra implies the exis-
tence of a DFS for the OSR algebra.
5.4.4 Example decoherence-free subsystem
Here we consider a simple example of a decoherence-free subsystem. This example
is not motivated physically (we will return to physically motivated examples later)
but serves as a good illustration of a decoherence-free subsystem. Consider a three
qubit system coupled to a bath via the Hamiltonian
H = σx ⊗ σx ⊗ σx ⊗Bx + σz ⊗ σz ⊗ σz ⊗Bz, (5.40)
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where Bα are linearly independent bath operators. The OSR algebra A for this
Hamiltonian is generated by the set of operators {I,σx ⊗ σx ⊗ σx,σz ⊗ σz ⊗ σz}.
Closing this algebra A we see that the OSR algebra A is spanned by the operators
{I,σx ⊗ σx ⊗ σx,σy ⊗ σy ⊗ σy,σz ⊗ σz ⊗ σz}.
A complete set of commuting observables for the three qubit system is given by
the operators Z12 = σz⊗σz⊗ I, Z23 = I⊗σz⊗σz, and Z123 = σz⊗σz⊗σz. Define
the basis labeled by the eigenvalues of these operators via |z12, z23, z123〉. Expressing
these basis states in terms of the standard computational basis we find that
|+ 1,+1,+1〉 = |000〉, |+ 1,+1,−1〉 = |111〉, |+ 1,−1,+1〉 = |110〉,
|+ 1,−1,−1〉 = |001〉, | − 1,+1,+1〉 = |011〉, | − 1,+1,−1〉 = |100〉
| − 1,−1,+1〉 = |101〉, | − 1,−1,−1〉 = |010〉. (5.41)
Next notice how the operators in the OSR algebra A only affect the z123 index:
σz ⊗ σz ⊗ σz|z12, z23, z123〉 = z123|z12, z23, z123〉
σx ⊗ σx ⊗ σx|z12, z23, z123〉 = |z12, z23,−z123〉
σy ⊗ σy ⊗ σy|z12, z23, z123〉 = −iz123|z12, z23,−z123〉, (5.42)
i.e. we could have written this such that only the z123 subsystem is affected
σα ⊗ σα ⊗ σα|z12, z23, z123〉 = |z12, z23〉 ⊗Oα|z123〉. (5.43)
Thus two qubits of information can be stored in z12 and z23 which will not decohere
under the coupling Hamiltonian Eq. (5.40). Notice how the OSR algebra can and does
affect the z123 quantum number, but this coupling does not destroy the information in
the quantum numbers z12 and z23. This is the essential component of a decoherence-
free subsystem which differs from a decoherence-free subspace. In the subspace case,
the information in an subspace does not evolve while in the subsystem case, degrees
of freedom other than those of the subsystem evolve. In terms of the OSR algebra A
we see that the algebra is reducible to the form
A ∼= I4 ⊗ M2. (5.44)
We also could have seen that information can be encoded into a DFS by examining
the commutant of the OSR algebra. The commutant of the OSR algebra is generated
by the operators {σz ⊗ σz ⊗ I, I⊗ σz ⊗ σz,σx ⊗ σx ⊗ I, I⊗ σx ⊗ σx}. The algebra
generated this set of operators is a two-fold degenerate 4 dimensional matrix algebra:
A
′ ∼= M4 ⊗ I2. (5.45)
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5.5 Master equation decoherence-free conditions
We recall that the diagonal form of the semigroup master equation (SME) is given
by
∂ρ(t)
∂t
= −i[H,ρ(t)] + 1
2
∑
α6=0
(
[Lαρ(t),L
†
α] + [Lα,ρ(t)L
†
α]
)
, (5.46)
where the Lα are the Lindblad operators. Here we present conditions for decoherence-
free evolution for the SME. We will ignore the evolution due to the system Hamilto-
nian (see Section 5.3.3), H = 0.
Theorem 5.5.1 (Decoherence-free subspace master equation criteria)[211, 137] A
subspace S of the system Hilbert spaceHS is a decoherence-free subspace when evolving
due to a semigroup master equation iff the Lindblad operators all satisfy Lα|j〉 = cα|j〉
for every |j〉 ∈ S.
Proof: Sufficiency follows via the fact that if Lα|j〉 = |j〉, then [Lα, |j〉〈j|] = 0. Thus
if the initial state is |j〉〈j|, then the decoherence term vanishes:
1
2
∑
α6=0
(
[Lα|j〉〈j|,L†α] + [Lα, |j〉〈j|L†α]
)
= 0. (5.47)
Thus ∂ρ(t)
∂t
= 0 and the state is a DFS. To show the necessity of this condition, note
that ∂ρ(t)
∂t
= 0 implies that
∑
α6=0
(
|〈j|Lα|j〉|2 − 〈j|L†αLα|j〉
)
= 0. (5.48)
If each Lα acts on the states |j〉 as Lα = aα|j〉+ bα|j⊥(α)〉, then this implies∑
α6=0
|bα|2 = 0, (5.49)
and hence each bα = 0. Thus the condition is also necessary.
For subsystems, the situation, unfortunately is not quite as easy. First let us
define the SME algebra
Definition 5.5.1 (SME algebra) Suppose one is given a semigroup master equation
with diagonal Lindblad operators Lα. The SME algebra is the complex associative
algebra generated by the Lindblad operators Lα, their adjoints L
†
α and identity I.
Having defined the SME algebra, we can present a sufficient condition for decoherence-
free evolution under the SME.
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Theorem 5.5.2 (Decoherence-free subsystem semigroup master equation criteria) A
sufficient criteria for the existence of a decoherence-free subsystem under the evolution
of a semigroup master equation is that the subsystem is acted upon as identity by the
corresponding SME algebra.
Proof: The Lindblad operators and their adjoints along with the identity act as the
reducible complex associative algebra such that we can express these operators as
Lα =
∑
J∈J
nJ∑
λ,λ′=1
dJ∑
m,m′=1
Lm,m′ |J, λ,m〉〈J, λ′, m′|. (5.50)
If we encode into the degeneracy of irrep J , then the initial density matrix of the
system will be
ρ(0) = |j〉〈j| ⊗ ρdJ , (5.51)
such that ΥJ [ρ] = |j〉〈j|. It is then easy to check that
∂ΥJ [ρ(t)]
∂t
= ΥJ
[
∂ρ(t)
∂t
]
= ΥJ
1
2
∑
α6=0
(
[Lαρ(t),L
†
α] + [Lα,ρ(t)L
†
α]
) = 0. (5.52)
Let us also give an example of why the above condition cannot be also a necessary
condition[109]. Suppose we are given a single qubit which is subjected to a semigroup
master equation with only one non-zero L1 = γσ− = γ (σx − iσy). This situation
corresponds to a single two-level system subject to spontaneous decay. Clearly there
is a stationary state of the system |0〉 which does not evolve. However, if one examine
the algebra generated by L1, L
†
1 and I, one can easily see that any linear operator over
the two-qubits can be found in this algebra. Then according to the above criteria,
there would be no states which do not evolve. But this is a contradiction to our earlier
observation. Thus the condition is sufficient but not necessarily necessary. Only in
the subspace regime does the above condition become necessary and sufficient.
Why did the condition we used in the OSR fail for the SME? The main reason
for this is that the SME represents evolution which is a semigroup (a group without
the requirement that every element have an inverse). What is needed in order to
obtain a necessary and sufficient condition is representation theory for semigroups.
We will not delve into this subject but in the finite dimensional case there should
be no difficulty applying representation theory of semigroups to the decoherence-free
problem.
5.6 Inducing decoherence-free conditions
A final topic which we would like to address is the issue of inducing or sym-
metrizing the evolution of a system such that the system-environment coupling ex-
hibits a certain symmetry which supports a decoherence-free condition. Viola and
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Lloyd[196, 197] were the first to suggest that it might be possible to use ultra-fast
system evolution to reduce decoherence in the context of quantum computation (see
also [74, 77, 199]). Viola, Lloyd, and Knill[198, 194] and independently Zanardi
[213, 212, 218] then developed the mathematical theory behind these symmetrization
schemes and demonstrated how universal quantum computation could also be per-
formed on these systems. With the seminal paper of Knill, Laflamme, and Viola[122]
which introduced the notion of decoherence-free subsystems, it was quickly realized
by Viola, Knill, and Lloyd[195] and by Zanardi[214] that there is an intimate relation-
ship between the ideas of symmetrized evolutions and decoherence-free subsystems.
It is this relationship which we will now briefly described.
Suppose that one has the ability to perform ultra-fast gates and their inverses
on a system from some the unitary representation of some finite group G. Let Gg
be represent of the element g of this group. If one applies the operation Gg, then
allows the system to evolve according to some Hamiltonian H, and finally applies the
operation G†g, the resulting operation is
G†ge
−iHtGg = e−itG
†
gHGg , (5.53)
so that the system effectively evolves according to the Hamiltonian Heff = G
†
gHGg.
Suppose that all elements of the groups are applied in this fashion to an evolution
due to some Hamiltonian H. The evolution is then approximately
G†g1e
−iH∆tGg1G
†
g2e
−iH∆tGg2 · · ·G†gpe−iH∆tGgp ≈ e−iHeff |G|∆t, (5.54)
where |G| is the order of the group G and
Heff =
1
|G|
∑
g∈G
G†gHGg. (5.55)
Define the G-symmetrizing operator
ΠG[X] =
1
|G|
∑
g∈G
G†gXGg. (5.56)
Notice that PiG[X] commutes with all of the element of G
ΠG[X]Gh =
1
|G|
∑
g∈G
G†gXGgh =
1
|G|
∑
g∈G
G
†
gh−1XGg = GhΠG[X]. (5.57)
Define CG as the complex associative algebra generated by elements of the group G.
We call this algebra the group algebra. This algebra is reducible, CG ∼= ⊕J∈J InJ ⊗
MdJ . Operators acted on by ΠG, ΠG[X] are all in the commutant CG′ of the group
algebra. This algebra is reducible to the form CG ∼= ⊕J∈J MnJ ⊗ IdJ .
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Suppose the G-symmetrizing procedure is applied to the system component of a
system-environment coupling HSB =
∑
α Sα ⊗Bα. Then if this procedure is applied
fast enough [196], the evolution of the system and environment will be governed by
the effective Hamiltonian
ΠG [HSB] =
∑
α
ΠG [Sα]⊗Bα. (5.58)
One can now apply the decoherence-free conditions to the symmetrized system oper-
ators
Sα,eff =
1
|G|
∑
g∈G
G†gSαGg. (5.59)
As we described above, the Sα,eff can be reduced because they are in the commutant
of the group algebra. More generally, if the Sα for a complete basis for the full matrix
algebra of the system’s Hilbert space, then the Sα,eff will exactly realize the entire
commutant CG′ of the group algebra CG.
Sα,eff =
⊕
J∈J
Sα,nJ ⊗ IdJ , (5.60)
where Sα,nJ are nJ dimensional operators which act on the degeneracy of the Jth
irrep.
Thus we see that there is an intimate connection between the symmetrization
procedure described above and decoherence-free condition. By symmetrizing the
evolution, a symmetry in the system-environment coupling can be induced and a
decoherence-free subspace or subsystem can be used to store protected quantum in-
formation.
5.7 A brief history of decoherence-free conditions
Decoherence-free subspaces are somewhat related to pointer bases[222, 223]. In
particular decoherence-free subspaces can be thought of as degenerate pointer ba-
sis: the kind of pointer basis which would cause fits for the measurement problem
interpretation usually attached to environment-induced pointer basis selection. Also
related are the Dicke states of optics [60]. Both of these example, however, degeneracy
was nothing more than a theoretical hindrance.
The first indication of states which are resistant to decoherence as applied to
quantum computation was the work of Palma, Suominen, and Ekert[155] as well as
the work of Chuang and Yamamoto[44, 51]. These authors made observations of
specific dephasing based DF subspaces and noted the consequences of these states for
quantum computation.
Work on concrete realizations of DF subspaces was presented in a series of papers
by Duan and Guo[67, 68, 215, 69, 70, 71, 72, 73, 76]. These authors derived different
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physical conditions under which DF subspaces could exist. Most of this work was
presented in the context of semigroup master equations and focused solely on the
theory the existence of such subspaces for specific examples.
The first work to mathematically put down the DF subspace condition were the
seminal papers of Zanardi and Rasetti[216, 210, 217]. In these papers Zanardi and
Rasetti put forth the Hamiltonian iff criteria for the existence of a DF subspace.
Zanardi and Rossi also developed proposals for physical realization of DF subspaces in
quantum dots[219, 220]. The semigroup master equation iff criteria for DF subspaces
was then derived by Zanardi[211] and by Lidar, Chuang, and Whaley[137].
Developing, at first independently from DF conditions, Viola and Lloyd presented
the notion that symmetrization could be used to avoid decoherence[196, 197, 198,
194]. Duan and Guo also examined pulsed control of decoherence[74, 77]. Zanardi
developed the general mathematical theory of such symmetrization[213]. Both Viola,
Lloyd and Knill[195] along with Zanardi[212] also presented methods for performing
computation on such symmetrized evolutions.
In an important generalization of the DF subspace notion, the work on dynamical
induced symmetrization led Knill, Laflamme, and Viola to introduce the notion of
DF subsystems[122]. DF subsystems were also derived, independently, by de Filipo.
This was the first derivation of the DF subsystem criteria. Zanardi[214, 218] and
Viola, Knill, and Laflamme[195] then discussed the dynamical generation of coherence
preserving evolutions and the general theory of DF subsystems.
5.8 Decoherence-free conditions
DF subspaces and their generalization DF subsystems offer a method for avoiding
specific symmetric decoherence mechanism. In the next few chapters we explore the
stability of DFSs and how DFSs fit in with the notion of a quantum computer before
turning to a concrete physical realization of a DFS. It should be mentioned, however,
that a recent experiment[111, 110] using ion traps has demonstrated the existence of
a DF subspace. Thus this work is not just a matter of wishful theorizing: there is
experimental evidence that the notion of DFSs will play an important role in a future
quantum computer.
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Chapter 6
Stability of Decoherence-Free
Systems
Does poking and prodding decoherence-free systems remove the free from
decoherence-free?
In this chapter we address the issue of the stability of decoherence-free systems
to additional perturbing decoherence processes. We first give a simple example of
the stability of a decoherence-free subspace. The stability of a DFS with respect to
a memory fidelity is treated within both the OSR and SME. If the strength of the
perturbation is ǫ, the decoherence-rates to all orders are shown to vary as O(ǫ2).
Finally, the issue of the dynamical stability of a DFS is addressed.
6.1 Stability example for a decoherence-free sub-
space
Suppose one has a decoherence-free subsystem corresponding to some system-
environment coupling. This coupling may be extremely strong and thus it is not
unreasonable to think that a perturbing non-decoherence-free supporting interaction
could couple with this strong evolution yielding a decoherence-free subsystem which
is highly unstable. In this chapter we will concern ourselves with understanding
the stability of such a situation. Before we proceed to the mathematically messy
calculation, however, it is useful to present the simplest example of such stability.
This analysis was first presented by Lidar, Chuang and Whaley in [137].
Consider the addition of a perturbing interaction to that of a DFS supporting
evolution in the SME:
∂ρ(t)
∂t
=
∑
α,β
aαβ
(
[Fα,ρ(t)F
†
β ] + [Fαρ(t),F
†
α]
)
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+ǫa′αβ
(
[Gα,ρ(t)F
†
β ] + [Gαρ(t),F
†
β]
)
+ǫa′′αβ
(
[Fα,ρ(t)G
†
β] + [Fαρ(t),G
†
β]
)
. (6.1)
We are interested here in the first-order decoherence rate (see Appendix A.6)
1
τ1
= Tr
[
ρ(0)
∂ρ
∂t
(0)
]
. (6.2)
If we encoded into a DF subspaces, ρ(0) = |ψ〉〈ψ|, then Fαρ(0) = ρ(0)Fα =
cαρ(0) where we have made the simplifying assumption that Fα is hermitian and is
a basis with the same algebraic structure as that of the Lindblad operators and their
adjoints (the SME algebra). This in turn implies that
Tr
[
ρ(0)
(
[Gα,ρ(0)F
†
β ] + [Gαρ(0),F
†
β]
)]
= 0, (6.3)
by using the cyclical property of the trace. This holds for the other perturbing term
as well. Thus we see that the first-order decoherence rate vanishes to order ǫ under a
ǫ strong perturbation. In the following sections we expand this result to higher orders
and work in both the OSR and the SME. Furthermore we also generalize this result
to the subsystems situation. This extends the subspace analysis originally presented
in [10].
6.2 Stability under the operator-sum representa-
tion
Consider the addition to a DFS supporting Hamiltonian of new perturbing terms
in the interaction Hamiltonian: H′SB = HSB + ǫH
′
I . The new full evolution operator
is given by
U′(t) = exp [−iH′SBt] =
∞∑
n=0
(−it)n
n!
(HSB + ǫH
′
I)
n
= U(t) +
∞∑
k=1
ǫk
∞∑
n=k
(−it)n
n!
f (k)n (HSB,H
′
I), (6.4)
where
f
(1)
1 (HSB,H
′
I) = H
′
I
f
(1)
2 (HSB,H
′
I) = HSBH
′
I +H
′
IHSB
f
(1)
3 (HSB,H
′
I) = H
2
SBH
′
I +HSBH
′
IHSB +H
′
IH
2
SB
f
(2)
2 (HSB,H
′
I) = H
′
I
2
f
(2)
3 (HSB,H
′
I) = HSBH
′
I
2
+H′IHSBH
′
I + H
′
I
2
HSB, (6.5)
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etc. Here U(t) = exp[−iHSBt] is the unperturbed evolution operator. In this chapter
we will concern ourselves with the correction due of the evolution to first order in the
perturbing parameter ǫ:
U′(t) = U(t) + ǫ
∞∑
n=1
(−it)n
n!
f (1)n (HSB,H
′
I) +O(ǫ
2). (6.6)
Corresponding to this evolution operator are the OSR operators
A′i=(µ,ν)(t) = Ai(t) + ǫ
√
pν
∞∑
n=1
(−it)n
n!
〈µ|f (1)n (HSB,H′I)|ν〉+O(ǫ2). (6.7)
Expand the unperturbed OSR operators and the perturbing terms about different
fixed basis (see Section 2.2.2) Fα and Gα:
Ai(t) =
∑
α
biα(t)Fα
√
pν
∞∑
n=1
(−it)n
n!
〈µ|f (1)n (HSB,H′I)|ν〉 =
∑
α
ciα(t)Gα, (6.8)
such that the evolution operator to first order in ǫ is
A′i(t) =
∑
α
biα(t)Fα + ǫciα(t)Gα +O(ǫ
2). (6.9)
The evolution due to this OSR is thus
ρ(t) =
∑
αβ
(
χffαβ(t)Fαρ(0)F
†
β + ǫχ
fg
αβFαρ(0)G
†
β + ǫχ
gf
αβGαρ(0)F
†
β
)
+O(ǫ2), (6.10)
where χffαβ =
∑
i biαb
∗
iβ , χ
fg
αβ =
∑
i biαc
∗
iβ,and χ
gf
αβ =
∑
i ciαb
∗
iβ. The normalization
condition is ∑
αβ
(
χffαβF
†
βFα + ǫχ
fg
αβG
†
βFα + ǫχ
gf
αβF
†
βGα
)
+O(ǫ2) = I. (6.11)
As in Section 2.2.2 we can separate out the identity components of the evolution and
normalization conditions and obtain
ρ(t)− ρ(0) = −i
[
Sff (t) + ǫSfg(t) + ǫSgf (t),ρ(0)
]
+Lff(t) [ρ(0)] + ǫLfg(t) [ρ(0)] + ǫLgf(t) [ρ(0)] +O(ǫ2), (6.12)
where
Sff (t) =
i
2
∑
α6=0
χffα0(t)Fα − χff0α(t)F†α
Sfg(t) =
i
2
∑
α6=0
χfgα0(t)Fα − χfg0α(t)G†α
Sgf (t) =
i
2
∑
α6=0
χgfα0(t)Gα − χgf0α(t)F†α, (6.13)
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and
Lff (t) [ρ(0)] = ∑
α,β 6=0
χffαβ(t)
([
Fαρ(0),F
†
β
]
+
[
Fα,ρ(0)F
†
β
])
Lfg(t) [ρ(0)] = ∑
α,β 6=0
χfgαβ(t)
([
Fαρ(0),G
†
β
]
+
[
Fα,ρ(0)G
†
β
])
Lgf (t) [ρ(0)] = ∑
α,β 6=0
χgfαβ(t)
([
Gαρ(0),F
†
β
]
+
[
Gα,ρ(0)F
†
β
])
. (6.14)
Suppose that quantum information |j〉 is encoded into the degeneracy of the Jth
irrep of the OSR algebra of the unperturbed OSR evolution: ΥJ [ρ(0)] = |j〉〈j|, or
ρ(0) = |j〉〈j| ⊗ ρdJ The pth order decoherence rate τp for this evolution is given by
(see Appendix A.6)(
1
τp
)p
= Tr
[
ΥJ [ρ(0)] ΥJ
[
ρ(p)(0)
]]
= 〈j|ΥJ
[
ρ(p)(0)
]
|j〉, (6.15)
where ρ(p)(0) is the pth time derivative of the evolved density matrix ρ(t) evaluated
at t = 0. Recall that
ΥJ [X] =
∑
m
〈J,m|X|J,m〉, (6.16)
transforms an operator X on the full Hilbert space to an operator which acts only on
the degeneracy of the Jth irrep. Now, explicitly, we can calculate that
ρ(p)(0) = −i
[
Sff(p)(0) + ǫSfg(p)(0) + ǫSgf(p)(0),ρ(0)
]
+ Lff(p)(0) [ρ(0)] + ǫLfg(p)(0) [ρ(0)] + ǫLgf(p)(0) [ρ(0)] +O(ǫ2).(6.17)
Using this expression we can evaluate the contribution of each term to pth order
decoherence rate. First we find that
〈j|ΥJ
[
−i
[
Sff(p)(0) + ǫSfg(p)(0) + ǫSgf(p)(0), |j〉〈j| ⊗ ρdJ (0)
]]
|j〉
= −i〈j|∑
m
〈J,m|
[
Sff(p)(0) + ǫSfg(p)(0) + ǫSgf(p)(0), |j〉〈j| ⊗ ρdJ (0)
]
|J,m〉|j〉
= −i〈j|∑
m
〈J,m|
(
Sff(p)(0) + ǫSfg(p)(0) + ǫSgf(p)(0)
)
InJ ⊗ ρd|J,m〉|j〉
+i〈j|∑
m
〈J,m|InJ ⊗ ρd
(
Sff(p)(0) + ǫSfg(p)(0) + ǫSgf(p)(0)
)
|J,m〉|j〉
= 0, (6.18)
where we have used the fact
ΥJ [(InJ ⊗XdJ )Y] = ΥJ [Y (InJ ⊗XdJ )] . (6.19)
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Next, because the unperturbed evolution is a DFS,
〈j|ΥJ
[
Lff(p)(t) [ρ(0)]
]
|j〉 = 0. (6.20)
To show that the final two traces vanish, we recall that basic representation theory
of complex associative algebras tells us that the expansion operators Fα can be taken
to have the same reducible structure as the OSR algebra
Fα =
⊕
K∈J
InK ⊗ (FdK )α . (6.21)
Thus we find that
ΥJ
[
Lfg
[
ρ(p)(0)
]]
= ΥJ
 ∑
α,β 6=0
χ
fg(p)
αβ (t)
(
2Fαρ(0)G
†
β −G†βFαρ(0)− ρ(0)G†βFα
)
= ΥJ
 ∑
α,β 6=0
χ
fg(p)
αβ (t)
2 ⊕
K∈J
InK ⊗ (FdK )α ρ(0)G†β −G†β
⊕
K∈J
InK ⊗ (FdK )α ρ(0)
− ρ(0)G†β
⊕
K∈J
InK ⊗ (FdK )α
 , (6.22)
and using the fact that ΥJ pulls out only the Jth irrep,
ΥJ
[
Lfg
[
ρ(p)(0)
]]
=
∑
α,β 6=0
ΥJ
[
χ
fg(p)
αβ (t)
(
2
[
|j〉〈j| ⊗
(
(FdJ )αρdJ (0)
)]
G
†
β
− G†β
[
|j〉〈j| ⊗
(
(FdJ )αρdJ (0)
)]
−
[
|j〉〈j| ⊗
(
(FdJ )αρdJ (0)
)]
G
†
β
)]
. (6.23)
Finally, using the cyclic property of ΥJ , Eq. (6.19), this implies that
〈j|ΥJ
[
Lfg
[
ρ(p)(0)
]]
|j〉 = 0. (6.24)
A similar calculation finds that
〈j|ΥJ
[
Lgf
[
ρ(p)(0)
]]
|j〉 = 0. (6.25)
Thus, we have shown that, to first order in ǫ, the decoherence rates of a DFS on
the OSR for a perturbing interaction of strength ǫ vanishes(
1
τp
)p
= 0 +O(ǫ2). (6.26)
This result implies that perturbing interactions can indeed be treated as perturbing.
A priori one can worry that a strong DFS supporting interaction could produce effects
that scale like ǫg where g is the coupling strength of the unperturbed interaction.
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The above calculation shows that one must go to order ǫ2 before such interactions
can destroy the decoherence-free nature of the DFS.
Finally we note that we have worked with a pure input state |j〉〈j|. Notice,
however, that a mixed state which evolves according to the OSR can be thought of
as a convex combination of the pure state evolutions
ρ(t) =
∑
i
Ai(t)ρ(0)A
†
i(t) =
∑
i
∑
j
Ai(t)pj|j〉〈j|A†i(t)
=
∑
j
pj
(∑
i
Ai(t)|j〉〈j|A†i(t)
)
. (6.27)
This implies that the above perturbative analysis carries over to the initial mixed
state case.
6.3 Stability under the semigroup master equation
Consider in addition to a DFS supporting SME
∂ρ(t)
∂t
= LFα,Fβ [ρ(t)]
LFα,Fβ [ρ(t)] =
1
2
∑
α,β
aαβ
([
Fαρ(t),F
†
β
]
+
[
Fα,ρ(t)F
†
β
])
, (6.28)
and additional ǫ perturbing term
∂ρ(t)
∂t
= L [ρ(t)] = LFα,Fβ [ρ(t)] + LFα,ǫGβ [ρ(t)] + LǫGα,Fβ [ρ(t)] , (6.29)
where
LFα,ǫGβ [ρ(t)] =
ǫ
2
∑
α,β
bαβ
([
Fαρ(t),G
†
β
]
+
[
Fα,ρ(t)G
†
β
])
LǫGα,Fβ [ρ(t)] =
ǫ
2
∑
α,β
cαβ
([
Gαρ(t),F
†
β
]
+
[
Gα,ρ(t)F
†
β
])
. (6.30)
The p time derivative of ρ(t) evaluated at t = 0 is then given by
ρ(p)(0) = L(p−1) [ρ(0)] , (6.31)
where
L(p−1)[X] = L[L[· · · L[X] · · ·]]︸ ︷︷ ︸
p−1 L′s
. (6.32)
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Now suppose that quantum information |j〉 is encoded into the degeneracy of the
Jth irrep of the SME algebra: ρ(0) = |j〉〈j|⊗ρdJ (0). The decoherence rates are then,
as in the previous section, given by(
1
τp
)p
= 〈j|ΥJ
[
ρ(p)(0)
]
|j〉 = 〈j|ΥJ
[
L(p−1) [ρ(0)]
]
|j〉. (6.33)
To first order in ǫ, the only nonvanishing terms in L(p−1)
[
|j〉〈j| ⊗ ρdJ (0)
]
are
L(p−1)
[
|j〉〈j| ⊗ ρdJ (0)
]
= LFα,Fβ [· · · LFα,Fβ [︸ ︷︷ ︸
p−2 LFα,Fβ ′s
(
LFα,ǫGβ + LǫGα,Fβ
)
[|j〉〈j|⊗ρdJ (0)]] · · ·],
(6.34)
because LFα,Fβ
[
|j〉〈j| ⊗ ρdJ (0)
]
= 0. We can now expand the Fα’s in terms of the
SME algebra:
Fα =
⊕
K∈J
InK ⊗ (FdJ )α. (6.35)
It is useful here to notice that
〈j|ΥJ [X] |j〉 =
∑
m
Tr [PJ,j,mXPJ,j,m] , (6.36)
where PJ,j,m = |j〉〈j| ⊗ |J,m〉〈J,m|. Because we can choose Fα to be hermitian,
PJ,j,mFα = FαPJ,j,m so that
〈j|ΥJ
[
L(p−1)
[
|j〉〈j| ⊗ ρdJ (0)
]]
|j〉 =∑
m
Tr
[
PJ,j,mL(p−1)
[
|j〉〈j| ⊗ ρdJ (0)
]
PJ,j,m
]
=
∑
m
Tr
LFα,Fβ [· · LFα,Fβ [︸ ︷︷ ︸
p−2 LFα,Fβ ′s
PJ,j,m
(
LFα,ǫGβ + LǫGα,Fβ
)
[|j〉〈j| ⊗ ρdJ (0)]PJ,j,m] · ·]
 .
(6.37)
Now ∑
m
PJ,j,mLFα,ǫGβ
[
|j〉〈j| ⊗ ρdJ (0)
]
PJ,j,m
=
∑
m
ǫ
2
∑
α,β 6=0
bαβPJ,j,m
[
2Fα
(
|j〉〈j| ⊗ ρdJ (0)
)
G
†
β −G†βFα
(
|j〉〈j| ⊗ ρdJ (0)
)
−
(
|j〉〈j| ⊗ ρdJ (0)
)
G
†
βFα
]
PJ,j,m. (6.38)
The
∑
mPJ,j,m · · ·PJ,j,m is essentially a trace operator over m and since only G†β acts
non-trivially over the decomposition, we see that we can cycle the operators such that
this term vanishes ∑
m
PJ,j,mLFα,ǫGβ
[
|j〉〈j| ⊗ ρdJ (0)
]
PJ,j,m = 0. (6.39)
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A similar conclusion holds for the LFα,ǫGβ term.
Thus we see that, as is the case for the OSR, in the SME(
1
τp
)p
= 0 +O(ǫ2). (6.40)
6.4 Dynamical stability
The results derived in the previous Section imply that DFSs are robust to small
perturbations when the DFS is operating as a quantum memory. In order to address
what happens when perturbations are made on the system as it evolves according to
some desired quantum computation, we have to first define an analog of the mixed-
state memory fidelity for an evolving system. This is
Fd(t) = Tr[ρU(t)ρ(t)], , (6.41)
where ρU(t) is the desired unitary evolution,
ρU(t) = US(t)ρ(0)U
†
S(t), with US(t) = exp [−iHSt] . (6.42)
Here HS is the system Hamiltonian. This dynamical fidelity is a good measure of
the difference between the desired evolution of the system and the actual, noisy
evolution. Thus, 0 ≤ Fd(t) ≤ 1, with Fd(t) = 1 if and only if the evolution is perfect,
i.e., ρ(t) = ρU(t). The decoherence rates for the dynamical fidelity are defined in the
same manner as for the memory fidelity:
Fd(t) =
∑
n
1
n!
(
t
τ¯n
)n
:
1
τ¯n
=
{
Tr[{ρU(t)ρ(t)}(n)]
}1/n
. (6.43)
In [10], it was shown that
(
1
τ¯1
)
= 0 for both the OSR and the SME. The interested
reader is referred to this article for more information on this result.
6.5 Stability
We assemble in Table 6.1 all of the perturbation results
The first indications of the stability of a DF subspace can be found in the numerical
simulations done by Zanardi in [211]. Lidar, Chuang, and Whaley[137] then presented
the general memory stability condition of 1
τ1
= 0 in the context of DF subspaces. The
general memory stability results to all orders in time for DF subspaces were derived by
Bacon, Lidar, and Whaley in [10]. In this chapter, we have broadened these stability
results from the arena of DF subspaces to DF subsystems.
The stability of DFSs to perturbations is a particularly nice result for using DFSs
as a stable quantum memory. It is unlikely that absolutely perfect DF conditions will
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SME OSR
General 1/τ1 6= 0 1/τ1 = 0
1/τn 6= 0, n ≥ 2 1/τn 6= 0, n ≥ 2
DFSs 1/τn = 0 1/τn = 0
memory fidelity for ǫ-perturbed DFSs 1/τn = 0 +O(ǫ
2) 1/τn = 0 +O(ǫ
2)
dynamical fidelity for ǫ-perturbed DF 1/τ¯1 = 0 1/τ¯1 = 0
subspaces 1/τ¯n 6= 0, n ≥ 2 1/τ¯n 6= 0, n ≥ 2
Table 6.1: Perturbed decoherence-rates
exist in nature and therefore it is important to understand how perturbing interactions
change the DF nature of the system. The above perturbation results indicate that
one can treat perturbing interactions on a DFS as independent of the DF condition.
This will later turn out to be an important issue when one thinks about how to use
DFSs within the context of fault-tolerant quantum error correction.
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Chapter 7
Decoherence-Free Subsystems and
the Quantum Computer
To compute or not to compute, that is the question.
In this chapter we address the issue the relationship between DFSs and quantum
computation. We begin by describing how DFSs can be used in a concatenated
manner and how this fits in with the idea of fault-tolerant quantum computation. A
particularly important aspect of DFSs necessary for their use in quantum computation
is the ability to perform universal quantum computation on the encoded information.
The special, but not unique, role of the commutant of the OSR or SME algebra for
universal quantum computation is outlined. The issue of measurement on a DFS and
leakage errors is also introduced with application to more concrete models put off
until the following chapters.
7.1 Quantum computation and decoherence-free
subspaces
In the previous two chapters we have introduced the notion of decoherence-free
subsystem and examined the stability of such DFSs to perturbing interactions. We
have seen that it is possible to perform an encoding of quantum information such
that the information is protected from a certain source of decoherence. Let us now
discuss how such decoherence-free subsystems can be put to use towards building a
quantum computer.
One of the common misconceptions about decoherence-free subsystems is that
they were intended as an ultimate solution towards building a quantum computer.
There are two main reasons why such a future is highly unlikely to unfold.
The first reason why DFSs are not the ultimate solution arises from the fact that
the symmetries necessary for maintaining a decoherence-free condition will almost
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certainly not be perfectly realized in the physical world. Encoding into a DFSs,
should be thought of in the context of eliminating a particular decoherence mecha-
nism. This decoherence mechanism may be the dominant mechanism or it may be
on equal footing with other non-DFS supporting decoherence mechanisms. This is
not to deemphasize the importance of DFSs towards building a quantum computer:
elimination of a particular decoherence mechanism should not be brushed under the
rug and dismissed.
The second reason why DFSs are not the ultimate solution to building a quantum
computer is because the concept of a decoherence-free subsystem does nothing to
address the issue of fault-tolerant quantum computation. Suppose one has, miracu-
lously, found a system whose only decoherence mechanism supports a DFS and it is
possible to encode and make suitable measurements on the DFS. In order to use such
DFSs for quantum computation, one must be able to perform operations on the DFS
which manipulate the quantum information. These operations will most likely be
faulty: it will not be possible to perfectly execute an operation on the DFS perhaps.
The condition of being decoherence-free says nothing about the faulty operation of
gates on the encoded DFS.
So, in general, the theory of DFSs must be cast within the broader quest towards
building a quantum computer. The most likely usefulness of the DF idea in quantum
computation is to work alongside the theory of fault-tolerant quantum error correc-
tion. The theory of fault-tolerant quantum computation [3, 96, 115, 124, 161, 175]
describes how faulty operations and decoherence, if the effects of both are sufficiently
weak and sufficiently non-pathological, can be used to perform quantum computation
to any desired accuracy with only a polynomial slowdown in the quantum computa-
tion. The idea of putting DFSs to work in quantum computation is the elimination of
a particular decoherence mechanism such that the threshold for fault-tolerant quan-
tum computation can be achieved. This philosophy is perhaps best summarized by
the saying “use symmetry first!” implying that symmetries in the system-environment
coupling should be used to first eliminate bothersome decoherence mechanisms before
quantum error correction is then applied to build a reliable quantum computer.
7.2 DFSs for quantum computation
To build a quantum computer, we must make a mapping to the quantum sub-
system circuit model. The most straightforward manner of achieving this goal in
the context of DFSs is to take individual DFSs as the subsystems of the quantum
subsystem circuit model. The idea is something like that depicted in Figure 7.1.
Information in physical subsystems is encoded into a DFS which may span several
physical subsystems. These encoded subsystems then will become the building blocks
of the quantum subsystem circuit model. Viewed from the lens of coding theory what
we are doing is using the DFSs as a code from which the quantum subsystems circuit
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on Subsystems
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Figure 7.1: Decoherence-free subspace and the quantum circuit model
model is constructed.
Suppose one has two OSR or SME algebras A and B which have representations
A ∼= ⊕J∈J InJ ⊗ MdJ and B ∼= ⊕K∈K InK ⊗ MdK . Now suppose that these two algebra
act on two separate subsystems of a Hilbert space H = HA ⊗ HB. The algebra on
this conjoined space then acts as A ⊗ B. Using the reducible representation of each
algebra we find that
A⊗ B ∼=
⊕
J∈J
InJ ⊗ MdJ
⊗ (⊕
K∈K
InK ⊗ MdK
)
∼=
⊕
J∈J ,K∈K
InJ ⊗ InK ⊗ MdJ ⊗ MdK
∼=
⊕
J∈J ,K∈K
(InJ ⊗ InK)⊗ MdJdK , (7.1)
where we have used the fact that the tensor product of two full matrix algebras is the
full matrix algebra on the tensor product state Md1 ⊗ Md2 ∼= Md1d2 . This result implies
that if we store build a quantum subsystem circuit out of subsystems which are each
individually DFSs, then the conjoined subsystems will still be DF. This, however, will
not always be the situation. Due to the particular symmetry involved in a DFS, it
may be possible that conjoining two DFSs produces an OSR or SME algebra which
is larger than the simple tensor product structure of the above decomposition.
Here it should be pointed out that, much like the case of the quantum subsystems
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circuit model itself, there is some arbitrariness in the how we map from a DFS to
the quantum subsystem circuit model. In the above description, and as depicted
in Figure 7.1 each encoded subsystem is in one-to-one correspondence with a set
of physical qubits. The tensor product between these sets of physical qubits then
becomes the tensor product between the encoded subsystems in the quantum circuit
model. This model, of course, is not the most general. We will, however concentrate
on this model as it appears to be the most physically relevant model.
DFS encoded subsystems will be used in the quantum subsystem circuit model
to perform fault-tolerant quantum computation. Placing quantum information into a
DFS presents extra challenges for the theory of fault-tolerant quantum computation.
Let us enumerate the ways in which a DFS fits in with the standard model of fault-
tolerant quantum computation.
1. Preparation. There should be some manner to create states with support over
a DFS with a certain fidelity of preparation. In the theory of fault-tolerant
quantum error correction there are often cases where preparation of a particular
state is desired. Specific DFS models then will require these special preparation
steps.
2. Measurement. Closely tied with the issue of preparation, it should be possi-
ble to extract information via a measurement which makes some distinction
between different encoded information. Of course it would be highly desirable
to perform any possible measurement, but much of the theory of fault-tolerant
quantum computation can be adapted to models where only minimal informa-
tion extraction is possible. We will address this issue in Section 7.4.
3. Universality. A set of interactions must be possible which act on the information
encoded in the DFS. If the DF condition is to maintained there is an important
restriction here that does not appear in normal quantum computation: the
interactions should always act within the protected subsystem. This issue is
addressed in Section 7.3.
4. Noise models. The threshold theorem for fault-tolerant quantum computation
deals with noise models of a specific form. This means that the perturbing noise
(i.e. non-decoherence-free) on DFSs should fit within these noise models. Of
non-trivial significance in this context is the problem that information which
has been encoded can leak out of the encoding. A particularly useful technique
for attacking leakage in the context of error correction is given in Section 7.5
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7.3 The commutant and universal quantum com-
putation
Using DFSs to construct a quantum subsystems circuit model one must be able
to perform computation on the encoded subsystems. In a given physical setup where
one is attempting to couple or act on single subsystems, there will be a given OSR
or SME algebra A which is relevant when the evolution on the encoded subsystem is
being acted upon. The operation which is enacted on the encoded subsystem may
be on a single encoded subsystem or between multiple subsystems, but in both cases,
there will be a relevant OSR or SME algebra A describing the DFS. In particular
because leaving a DFS may be disastrous to the encoded quantum information, we
require that the evolution of the system never cause information in the DFS to leak
out of the DFS. What are the necessary and sufficient conditions for a Hamiltonian
dynamics H to maintain the DF condition?
We recall that every algebra A has a commutant A′ which is the set of all operators
which commute with the elements of the algebra A. These operators have a dual
reducible structure (recall Section 5.4.3)
A ∼=
⊕
J∈J
InJ ⊗ MdJ
A
′ ∼=
⊕
J∈J
MnJ ⊗ IdJ . (7.2)
In particular we see that elements of the commutant act to preserve the reducible
structure of the algebra A. This leads us the following sufficient condition for a
Hamiltonian H to act only on information encoded in a particular irrep.
Lemma 7.3.1 Suppose one is given an OSR or SME algebra A ∼= ⊕J∈J InJ⊗MdJ and
information has been encoded into the degeneracy of the Kth irrep. A Hamiltonian
H which commutes with all of the elements of A will act on this encoded information
and will not take this encoded information out of the Kth irrep.
Proof: Trivial application of the idea of the commutant of the algebra A. If H
commutes with A, then it is in A′ and therefore has the decomposition described in
Eq. (7.2) which preserves the information encoded into the degeneracy.
7.3.1 Example of the commutant condition
Recall in Section 5.4.4 we found that the OSR algebra A spanned by {I,σx⊗σx⊗
σx,σy⊗σy⊗σy,σz⊗σz ⊗σz} supported a four dimensional DFS. The commutant
of the OSR algebra A is generated by the operators {σz ⊗ σz ⊗ I, I⊗ σz ⊗ σz,σx ⊗
σx ⊗ I,σx, I⊗σx ⊗σx, I}. Let us discuss how this commutant can be used to enact
interactions on the DFS.
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The DFS corresponding to A is four dimensional. We can therefore think of this
subsystem as composed of two qubits. The splitting of the space into two qubits is,
as always, arbitrary in where we place the tensor product structure. We recall that
a complete set of commuting observables for the three qubit Hilbert space of this
DFS is given by Z12 = σz ⊗ σz ⊗ I, Z23 = I ⊗ σz ⊗ σz, and Z123 = σz ⊗ σz ⊗ σz
with a corresponding basis |z12, z23, z123〉. The DFS information is encoded into the
subsystem spanned by the |z12, z23〉. We will take our two qubits to be the |z12〉⊗|z23〉
subsystem structure. We therefore see that the operation Z12 acts non-trivially on
this encoded information
Z12|+ 1, z23, z123〉 = +|+ 1, z23, z123〉
Z12| − 1, z23, z123〉 = −| − 1, z23, z123〉. (7.3)
Similarly for Z23 acts only on the z23 component of |z12, z23, z123〉. The Z12 and Z23
act as an encoded σz on each of the encoded qubits. Similarly we find that
I⊗ σx ⊗ σx|+ 1, z23, z123〉 = | − 1, z23, z123〉
I⊗ σx ⊗ σx| − 1, z23, z123〉 = |+ 1, z23, z123〉, (7.4)
such that this operator acts as an encoded σx on the |z12〉 qubit.
What should now be clear this that these operators which are in the commutant
of A act as single qubit Pauli operators on the encoded subsystems. Let us denote
the two qubits via a and b. Then the encoded operators on the these subsystems are
enacted by the encoded Pauli operators
σ(a)x = I⊗ σx ⊗ σx, σ(a)y = σz ⊗ σy ⊗ σx, σ(a)z = σz ⊗ σz ⊗ I,
σ(b)x = σx ⊗ σx ⊗ I, σ(b)y = σx ⊗ σy ⊗ σz, σ(b)z = I⊗ σz ⊗ σz. (7.5)
Thus if one wishes to perform a single qubit rotation on the qubit a, one can use a
Hamiltonian of the form
H(a) = ~n · ~σ(a) = nxI⊗ σx ⊗ σx + nyσz ⊗ σy ⊗ σx + nzσz ⊗ σz ⊗ I. (7.6)
Similarly we can construct the operators which act between qubits a and b. For
example the operator which acts as σx ⊗ σx on the encoded qubits is given by
σ(a)x σ
(b)
x = (I⊗ σx ⊗ σx) (σx ⊗ σx ⊗ I) = σx ⊗ I⊗ σx. (7.7)
This operator and all the other similar two qubit operators is, like the σ(a,b)α , in the
commutant of A.
Thus we see how examining the commutant of an algebra A can allow us to find
operators which perform interactions on the encoded subsystem.
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7.3.2 Why the commutant condition is sufficient but not nec-
essary
While Lemma 7.3.1 describes a sufficient condition for a Hamiltonian to preserve
the information encoded into a DFS subsystem, the condition is not necessary. To
see this, one recalls that information will be stored in a particular J ′ ∈ J irrep of the
algebra A ∼= ⊕J∈J InJ⊗MdJ . Information which has been encoded into the degeneracy
of a particular single J ′ irrep is unaffected by what happens in the other irreps. Ele-
ments which commute with operators in A preserve every J irrep. Information which
is encoded in a particular single degeneracy can be acted upon by operators which
are not in the commutant of A and which still preserve the DF encoded information.
Using the criteria that a Hamiltonian commute with the OSR or SME algebra,
then, is not a necessary condition for preserving information encoded into the cor-
responding DFS. We will find, however, that while the criteria is not necessary it is
often sufficient for our needs.
7.3.3 Representation theory and the commutant
A further area which often causes confusion in describing computation on a DFS
is the difference between a complex associate algebra and a Lie algebra. Suppose one
is given the ability to enact a set of Hamiltonians which generate the commutant of
the OSR or SME algebra A for a certain DFS. The ability to enact the Hermitian
generators of the commutant is not enough to guarantee that every operation on the
encoded DFS can be enacted. The reason for this is that the generators we have speci-
fied are generators in the sense of a complex associative algebra (multiplication, linear
combination) and not in the sense of a Lie algebra (Lie bracket, linear combination).
Let us given an illustrative example of this situation to clarify the problem. Sup-
pose we are given the ability to enact a three-dimensional irrep of the Lie algebra
su(2),
σ[3]x
∼=
√
2
 0 1 01 0 1
0 1 0
 , σ[3]y ∼= √2
 0 −i 0i 0 −i
0 i 0
 , σ[3]z ∼= 2
 1 0 00 0 0
0 0 −1
 . (7.8)
It is easy to check that the complex associative algebra generated by multiplication
and linear combination is the entire space of linear operators on the three-dimensional
space. However, the Lie algebra generated by these operators is just the three oper-
ators σ[3]α which do not span the space of linear operators on the three-dimensional
space. Elements like
(
σ[3]x
)2
are in the complex associative algebra generated by the
σ[3]α , but are not in the Lie algebra generated by the σ
[3]
α .
The correct way to state Lemma 7.3.1 in terms of the generators of a Lie algebra
is then
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Lemma 7.3.2 Suppose one is given an OSR or SME algebra A ∼= ⊕J∈J InJ ⊗ MdJ
and information has been encoded into the degeneracy of the Kth irrep. A set of
Hamiltonians S each of which commutes with all of the elements of A will act on this
encoded information without taking this encoded information out of the Kth irrep.
Furthermore this set of Hamiltonians S will generate a Lie algebra L which has a
reducible structure of the form
L ∼=
⊕
J∈J
LnJ ⊗ IdJ , (7.9)
where LnJ is a (perhaps further reducible) nJ dimensional Lie algebra and IdJ repre-
sents the identity action on a dJ dimensional space.
7.3.4 Existential universality on a DFS
It is important to realize that universal sets of gates always exist for any given
subsystem structure mapped onto a quantum circuit model[140, 212]. This is to say
that it is always possible to construct a given set of interactions between subsystems.
However, for a specific DFS, there are important limitations which prevent this ex-
istential result from holding any weight. In particular, the set of operators which
can be enacted on the DFS often is from a limited set of physically viable operators.
In most systems, more that two-body interactions will be very difficult to enact on
the system. Thus existentially there are always universal gate sets, but under most
conditions, these existential results are not of use.
Suppose, for example, that one has encoded on qubit of information into 5 physical
qubits in terms of the basis states |0L〉 = |00000〉 and |1L〉 = |11111〉. Clearly there is
a single qubit encoded σz between these qubits which is given by |0L〉〈0L|−|1L〉〈1L| =
|00000〉〈00000| − |11111〉〈11111|. Notice however, that this is a five-qubit interaction
which we would not expect to be easily implementable on a system. On the other
hand, one can also see that a single Pauli σz acting on a single qubit of this encoding
produces an encoded σz: σ
(1)
z |00000〉 = |00000〉 and σ(1)z |11111〉 = −|11111〉.
7.4 Measurement on DFSs for quantum computa-
tion
Suppose we are trying to extract information via a measurement which has been
encoded into the degeneracy of the J ′th irrep of some OSR or SME algebra A. Clearly
the measurement of an operator which is this OSR will not yield any information
about the information encoded into the degeneracy. This is because these opera-
tors all act as identity on the encoded information and measuring identity gives no
information about the encoded information.
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Suppose we wish the measurement operators to preserve the DFS structure of
the encoded information. In this case, the nontrivial elements of the commutant of
A provide operators which preserve the DFS structure and return information about
the encoded information.
Lemma 7.4.1 LetM be a hermitian observable which is a member of the commutant
of the OSR or SME algebra A. Information which has been encoded into a irrep of
the algebra A will remain in the irrep after a measurement of M.
The issue of measurements, however, is again far from contained within elements of
the commutant only. Just like in the unitary manipulation of DF encoded information,
there are measurements which are not in the commutant which still preserve the
encoded information.
7.5 Making leakage into noise
Finally we would like to address the issue of noise models on a DFS. In the
standard theory of error correction, one works with operators E which are called the
errors, and represent the action of major component of the OSR algebra on system
evolution.
An important form of noise on a DFS is a leakage error[135]. If we encode in-
formation into the J ′th irrep of some algebra A, then we can classify three types of
errors.
1. Errors which act on the DFS information but preserve the subsystem structure.
These errors act on the J ′th irrep in a non-trivial manner. If we are using a
given DFS for fault-tolerant error correction, these errors will be the standard
errors which the fault-tolerant error correction serves to fix.
2. Error which preserve the DFS information but act nontrivially otherwise. These
are errors like those generated by the OSR algebra A.
3. Errors which do not preserve the DFS information. These errors take informa-
tion in a subsystem and leak the information to outside of the subsystem. For
example information in the J ′th irrep may be moved to the J ′′th irrep.
If the subsystem structure of the algebra A corresponds to
InJ′ ⊗ MdJ′ 0
A ∼=
0
⊕
J 6=J ′ InJ ⊗ MdJ
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Then the errors detailed above correspond to operators with nonvanishing element in
the following locations
1 ⊗ 2 3
E ∼=
3 1,2,3
Of these errors, those in 3 are the most troublesome in the use of a DFS concatenated
within a fault-tolerant quantum error correction procedure. These “leakage” errors,
however, do not pose a fundamental problem for the theory of fault-tolerant quantum
computation[161, 96]. A particularly nice technique for deal with leakage errors is to
simply make these errors type 1/2 errors. To do this one makes a measurement which
distinguishes between states in the DFS and states outside of the DFS and then
depending on the outcome takes states outside of the DFS back into states in the
DFS. Thus it is possible to convert errors which leak out of the subsystem and make
these errors which occur on the subsystem. For a specific example of this technique
applied to a DFS/quantum error correction scheme see [135].
7.6 Decoherence-free subsystems as components
of a quantum computer
The purpose of this chapter was to address some of the issues which occur when
attempting to use DFSs in conjunction with the theory of fault-tolerant quantum
computation. There are no fundamental difficulties in such a melding of DFSs and
fault-tolerant quantum computation. Much like in the theory of fault-tolerant quan-
tum computation, however, specific application to a specific physical system which
supports a DFS poses different challenges in melding DFSs with fault-tolerance. In
the next few chapters we will have the opportunity to examine a specific physically
relevant model of a DFS and thus the results in this chapter will be directly addressed
for this physical model.
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Chapter 8
Collective Decoherence
Where not being able to distinguish subsystems is a symmetry
In this chapter we introduce an important physical model of decoherence which
supports decoherence-free evolution: collective decoherence. This model is, in some
sense, a generic model and demonstrates an important symmetry which can be re-
alized in suitable natural quantum systems. Due to the physical relevance of this
model, it will be the subject of this thesis in the following four chapters. We begin
with a non-rigorous discussion of the conditions which lead to collective decoherence.
We then turn to the example of collective dephasing and present models of this de-
coherence process in the Hamiltonian and master equation formulations. Specific
conditions for collective dephasing are derived. We then discuss collective amplitude
damping and the conditions under which such a process occurs. Finally, we catego-
rize the three different types of collective decoherence as weak collective decoherence,
strong collective decoherence, and collective amplitude damping. The DFS structure
of each of these models is then given.
8.1 Collective coupling to an environment
Consider two physical qubits which are situated in close proximity to each other.
When we think about the environment of these qubits, we are generally thinking
about the environment as the rest of the universe. Thus even when the qubits are
not in close proximity, the entity of the environment is really the same for each qubit.
However, as the qubits are brought from close proximity to large separation, the
environments with which each qubit most strongly acts separate out into two local
environments for each qubit. Physical assumptions then usually allow us to consider
each qubit as coupling strongly to a local environment and weakly or vanishingly to
the other qubits’ environment. Conversely, when the two qubits are situated close
together, the environment which each qubit interacts with is essentially the same
environment.
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In most physical situations it is impossible to put two physical qubits on top
of each other–especially without these qubits interacting with each other–but let us
imagine for the moment that this is possible. In the limit of qubits on top of each
other and not interacting, we expect each qubit to couple to the environment in an
identical manner. Now suppose we increase the physical separation between these
qubits. Clearly the identical manner in which the qubits couple to the system will
now no longer be identical. The coupling to the same environment, however, for small
enough separation, should still be the main mechanism of decoherence for these closely
spaced qubits. This is exactly analogous to the reasoning behind distant qubits having
separate local environments. We will refer to the situation where each qubit couples
in an identical manner to individual quantum subsystems as the case of collective
decoherence.
Another way to metaphorically codify the idea of collective coupling is to think
about decoherence as a spying process on the system. Decoherence is the process
through which the environment becomes entangled with the system and some of
the quantum information of the system is transferred to a joint system-environment
state. Viewed in this manner, the decoherence process is the manner in which the
environment observer the system. Now consider the case of two closely spaced qubits
which are being observed by an environment. Since the qubits are closely spaced,
the environment may not be able to distinguish between each of the qubits when the
environment observers (interacts) with the two qubits. The inability of the environ-
ment to distinguish two or more closely spaced physical qubits is exactly the case of
collective decoherence.
8.2 Collective dephasing
Consider the evolution of a system of n qubit coupled to an environment. These
qubits have a natural energy levels and the process of dephasing is the mechanism
through which the populations of these levels do not change but the coherence be-
tween the levels do change. This setup is most generally characterized by a system-
environment Hamiltonian of the form
H =
∑
i
ωiσ
(i)
z︸ ︷︷ ︸
HS
+HE +
∑
i
σ(i)z ⊗Bi︸ ︷︷ ︸
HSE
, (8.1)
where HE is some environment Hamiltonian. If these energy levels are identical then
ωi = ω. The case of collective dephasing corresponds to the situation when Bi = B
and the energy levels are identical. This then corresponds to the Hamiltonian
H = 2ωSz +HE + Sz ⊗ 2B, (8.2)
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where we have defined
Sz =
∑
i
σ(i)z . (8.3)
In the collective dephasing setup, the OSR algebra will be generated by I and Sz (and
thus consists of all higher powers of Sz.) We will discuss the DFSs generated by the
collective dephasing model in Section 8.5.
Let us introduce a less generic model of the dephasing of qubits which we can use
to make arguments about the situations under which collective decoherence in the
form of dephasing should occur. Consider a system of n identical qubitsHS = ⊗ni=1C2
coupled to a quantized field expressed as a set of harmonic oscillator modes which
are the environment HE =⊗kHK via the Hamiltonian
H =
∑
i
ω0σ
(i)
z +
∑
k
ωka
†
kak +
∑
ik
σ(i)z
(
gikak + g
∗
ika
†
k
)
, (8.4)
where ak (a
†
k) is the annihilation (creation) operator for the kth mode. The coupling
constant gik will, in general, depend on the location of the ith system. In many situ-
ations it may be possible to make approximations directly on the coupling constants
gik. The situation corresponding to collective dephasing is then when the coupling
between the system and the environment is identical for each qubit gik = gk. In this
case the Hamiltonian is given by
H = 2ω0Sz +
∑
k
ωka
†
kak + 2Sz
∑
k
(
gkak + g
∗
ka
†
k
)
. (8.5)
To give an idea of when gki = gk we recall that the spatial dependence of gki is given
by a normal mode expansion of the field. Thus gki = gk(ri) where ri is the location of
the ith qubit and gk(r) describes the spatial variation of the kth mode. The condition
of gki = gk then corresponds to gk(ri) = gk(rj) for all i and j. In other words, when
the spacing between the qubits is small enough that the normal mode k does not vary
significantly over the positions of these qubits, collective dephasing will dominate. If
the normal mode, for example, is a plane wave gki = gke
i~k·~ri and the spacing between
the qubits is much less than the wavelength of this plane wave, ~k · (~ri−~rj)≪ 1, then
ei
~k·~ri ≈ ei~k·~rj or gki ≈ gk.
8.2.1 Master equation collective dephasing
In order to obtain the collective dephasing regime, it is necessary that there be a
reason why modes which distinguish between different qubits contribute little to the
dynamics of the system-environment evolution. In order to clarify the role of this as-
sumption, we present a derivation of a semigroup master equation for this Hamiltonian
which can help clarify under what conditions this assumption is a good assumption.
This is the semigroup master equation formulation of collective dephasing[155, 69].
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The first step in the derivation of the master equation is to move into the interac-
tion picture. Define H0 = ω0
∑
i σ
(i)
z + ωk
∑
k a
†
kak and HI =
∑
ik σ
(i)
z
(
gikak + g
∗
ika
†
k
)
.
Then the interaction picture Hamiltonian is given by
H′I(t) =
∑
ik
σ(i)z
(
gikake
−iωkt + g∗kla
†
ke
iωkt
)
. (8.6)
The σ(i)z each individually commute with this Hamiltonian and thus the populations
of each qubit will be unaffected by the evolution due to this Hamiltonian. Under the
approximation, the general form of a master equation is given by
∂ρ
∂t
= −iTrE ([H′I(t),ρ⊗ ρE(0)])−
∫ t
0
TrE ([H
′
I(t), [H
′
I(τ),ρ⊗ ρE(0)]] dτ) . (8.7)
We will make the assumption that the environment is in thermal equilibrium at
temperature T (we set kB = 1, β =
1
T
). When we make this assumption we will refer
to the environment as the bath. The bath density matrix is thus given by [90]
ρE(0) =
1
Tr [exp (−βHB)] exp (−βHB) =
⊗
k
∫
d2αk
1
π 〈Nωk〉
exp
(
−|αωk |
2
〈Nωk〉
)
|αk〉〈αk|,
(8.8)
where 〈Nωk〉 is the mean occupation number for mode k,
〈Nωk〉 =
1
exp (βωk)− 1 , (8.9)
and |αk〉 is a coherent state for the kth mode.
The first term in the master equation, Eq. (8.7), is given by
− iTrE ([H′I(t),ρ⊗ ρE(0)]) = −i
∑
ik
[
σ(i)z ,ρ
] (〈
gikake
−iωkt + g∗ika
†
ke
iωkt
〉
E
)
= −i∑
ik
νik
[
σ(i)z ,ρ
]
, (8.10)
where 〈O〉E = Tr (OρE(0)) and
νik =
〈
gikake
−iωkt + g∗ika
†
ke
iωkt
〉
E
. (8.11)
This term vanishes identically for a bath in equilibrium νik = 0.
The second term in the master equation, Eq. (8.7), is given by
−
∫ t
0
TrE ([H
′
I(t), [H
′
I(τ),ρ⊗ ρE(0)]] dτ) =
∑
ijkk′
(
Γ
(1)
ijkk′
[
σ(j)z ρ,σ
(i)
z
]
+Γ
(2)
ijkk′
[
σ(i)z ,ρσ
(j)
z
])
, (8.12)
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where
Γ
(1)
ijkk′ =
∫ τ
0
〈(
gikake
iωkt + g∗ika
†
ke
−iωkt
) (
gjk′ak′e
iωk′τ + g∗jk′a
†
k′e
−iωk′τ
)〉
E
dτ
Γ
(2)
ijkk′ =
∫ t
0
〈(
gjk′ak′e
iωk′τ + g∗jk′a
†
k′e
−iωk′τ
) (
gikake
iωkt + g∗ika
†
ke
−iωkt
)〉
E
dτ.
(8.13)
Using the thermal equilibrium density matrix it is easy to calculate that
Γ
(1)
ijkk′ =
∫ t
0
δkk′
(
gikg
∗
jk (〈Nωk〉+ 1) eiωk(t−τ) + g∗ikgjk 〈Nωk〉 e−iωk(t−τ)
)
dτ
Γ
(2)
ijkk′ =
∫ t
0
δkk′
(
gjkg
∗
ik (〈Nωk〉+ 1) e−iωk(t−τ) + g∗jkgik 〈Nωk〉 eiωk(t−τ)
)
dτ.(8.14)
The evolution is therefore given by
∂ρ
∂t
=
∑
ij
Γij
([
σ(i)z ρ,σ
(j)
z
]
+
[
σ(i)z ,ρσ
(j)
z
])
(8.15)
Γij =
∑
k
∫ t
0
(
gjkg
∗
ike
−iωk(t−τ) + g∗jkgike
iωk(t−τ)
)
(2 〈Nωk〉+ 1) dτ.
This dephasing master equation shows how the coefficient matrix Γij contains infor-
mation about the correlation of decoherence between different qubits.
There are two important limits to Eq. (8.15). In the first limit, Γij = δijΓi. In
this case the master equation can be written as a sum of two Lindblad operators on
each qubit
∂ρ
∂t
=
∑
i
Γi
([
σ(i)z ρ,σ
(i)
z
]
+
[
σ(i)z ,ρσ
(i)
z
])
. (8.16)
This is the case of independent dephasing. Each qubit evolves independent of the
evolution of the other qubit. The other important limit is when Γij is constant,
Γij = Γ/4. In this case the master equation contains just one Lindblad operator
which acts on all qubits
∂ρ
∂t
=
∑
i
Γ ([Szρ,Sz] + [Sz,ρSz]) . (8.17)
This is the case of collective dephasing.
In the continuum model where the bath corresponds to some quantized field, we
can make the substitution
∑
k → Vr(2π)r
∫
drk where r is the dimension of the field. We
will examine the case of r = 1. The other dimensional cases follow similar lines of
investigation.
111
We assume the coefficients gki have a spatial relationship gki = g(k)e
ikri where ri
is the position of the ith qubit. Then if the quantized region is length L,
Γij =
L
2π
∫
dk|g(k)|2
∫ t
0
(
eik(rj−ri)−iωk(t−τ) + eik(ri−rj)+iωk(t−τ)
)
(2 〈Nωk〉+ 1) dτ
=
L
π
∫
dk
|g(k)|2
ωk
sin [k(rj − ri)− ωkt] (2 〈Nωk〉+ 1) . (8.18)
We would like to see what conditions the length scale at which the approximation
Γij = Γ occurs. Moving into the frequency domain, we find that
Γij =
L
π
∫
dω
dk
dω
|g(ω)|2
ω
sin [k(ω)(rj − ri)− ωt] (2 〈Nω〉+ 1) , (8.19)
where we have dropped the superfluous k index on ωk. Define the envelope function
f(ω) = dk
dω
|g(ω)|2
ω
(2 〈Nω〉+ 1) such that Γij = Lπ
∫
dωf(ω) sin [k(ω)(rj − ri)− ωt]. The
function f(ω) determines which ω modes contribute maximally to this integral. We
can split f(ω) into two contributions
f(ω) = fT (ω) + fV (ω)
fT (ω) = 2
dk
dω
|g(ω)|2
ω
〈Nω〉
fV (ω) =
dk
dω
|g(ω)|2
ω
. (8.20)
fT (ω) represents the thermal contribution to f(ω) while fV (ω) comes from the vacuum
fluctuation contribution to f(ω). The thermal contribution to the f(ω) has a natural
cutoff frequency given by the thermal frequency
fT (ω) = 2
dk
dω
|g(ω)|2
ω
1
eβω − 1 . (8.21)
Thus for ω ≫ T , fT (ω) is exponentially suppressed. Assuming a linear dispersion
relation dk
dω
= c, if the qubits are spaced such that |ri − rj| ≪ cT , then the integral is
not exponentially suppressed in the region where (ri − rj)k ≈ 0. Thus, if the qubits
are spaced closer than the thermal spacing lT =
c
T
, the thermal contribution to f(ω)
will contribute Γij = ΓT independent of i and j. For a given temperature, there is
a spectrum of bath modes which are occupied. The temperature then determines
the longest wavelength which has non-negligible occupation and this wavelength then
determines the spacing needed in order to achieve collective dephasing.
The vacuum contribution to f(ω) however, does not have such an exponential sup-
pression except as given by the field theory which provides a coupling constant with a
cutoff frequency g(ω) ∝ ωne ωωc . If the bath field is a phonon field, the natural cut-off
can be identified with the Debye frequency. In this case an identical argument to the
thermal case gives a characteristic vacuum spacing lV =
c
ωc
. Qubits spaced closed
that this vacuum spacing will dephase collectively due to the vacuum contribution
fV (ω).
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8.3 Collective amplitude damping
In the previous section we investigated the situation where no population transfer
occurred on the system’s qubits but the phase of the qubits state was affected. Let
us now examine the situation where population transfer does occur.
Consider the situation of n qubits coupled to a radiation field. In the interaction
picture and under the rotating wave approximation, the Hamiltonian for this system
plus environment is given by
HI(t) =
n∑
i=1
∑
~k
[
g~ke
−i~k·~ri−i(ω~k−ω0)tσ(i)+ ak + g
∗
~k
ei
~k·~ri+i(ω~k−ω0)tσ(i)− a
†
k
]
, (8.22)
where σ± = σx± iσy and ω0 is the energy spacing of each qubit. Under the assump-
tion of ~k · (~ri − ~rj)≪ 1, this Hamiltonian becomes
HI(t) =
n∑
i=1
∑
~k
[
g˜~ke
−i(ω~k−ω0)tσ+ak + g˜∗~ke
i(ω~k−ω0)tσ−a
†
k
]
, (8.23)
where g˜~k = e
i~k·r1g~k. Notice that the system operators couple collectively to the bath
HI(t) = 2
∑
~k
[
g˜~ke
−i(ω~k−ω0)tS+ak + g˜∗~ke
i(ω~k−ω0)tS−a
†
k
]
, (8.24)
where
S± =
1
2
∑
i
(σx ± iσy). (8.25)
The OSR algebra for this Hamiltonian under the assumption ~k · (~ri − ~rj) ≪ 1 is
therefore generated by I and S±. We will later return to this situation, which we will
label strong collective decoherence.
8.3.1 Master equation collective amplitude damping
Let us examine the evolution due to the pre-approximated (except the rotating-
wave approximation) Hamiltonian Eq. (8.22)[69]. Using the master equation Eq. (8.7)
and the assumption that the environment modes are all in the vacuum state, we can
easily obtain the master equation in the interaction picture as
∂ρ
∂t
= −i∑
ij
ǫij
[
σ
(j)
+ σ
(i)
− ,ρ
]
+ αij
([
σ
(i)
− ρ,σ
(j)
+
]
+
[
σ
(i)
− ,ρσ
(j)
+
])
, (8.26)
where
ǫij =
1
4
∑
~k
|g~k|2
1
ω0 − ω~k
ei
~k·(~ri−~rj)
αij =
∑
~k
π|g~k|2δ(ω0 − ω~k)ei
~k·(~ri−~rj). (8.27)
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In the continuum limit, the main contribution to these terms occur at ω~k = ω0. Thus
in order to attain a collective regime, the requirement is that
~k0 · (~ri − ~rj)≪ 1, (8.28)
where ~k0 is the wavenumber where ω~k0 = ω0. Due to the resonance condition, the
conditions for collective amplitude damping are much easier to describe than those
of collective dephasing. The main pathway for amplitude damping is exchange of ω0
energy with the bath and therefore this dominant pathway provides the condition for
collective amplitude damping.
In the collective regime, the master equation reduces to
∂ρ
∂t
= −iǫ [S+S−,ρ] + α ([S−ρ,S+] + [S−,ρS+]) , (8.29)
where S± are defined as in Eq. (8.25). Notice that the Lindblad operator S− here
does not include an equivalent S†− = S+ Lindblad operator. The case of collective
amplitude damping, then, is a case where the SME algebra may give differing DFS
structures than the actual DFS for the master equation.
In both collective dephasing and collective amplitude damping, the fundamental
requirement to enter into these regimes is that the spacing of the qubits be sufficiently
small that the important wavelengths of the interacting baths cannot distinguish the
qubits. There are other natural situations where collective decoherence will dominate.
For example if both qubits are coupled to another quantum system external to the
two qubits, the wavelength criteria need not be met, but only the fact that the two
qubits couple identically to the states of the other system is needed. The models we
have presented in Sections 8.2 and 8.3 are meant to serve as guides to finding systems
where collective decoherence is exhibited.
8.4 Collective decoherence
In the last two sections we have examined models which exhibit collective coupling
of a system to the environment. There are three relevant arenas for this collective
coupling which we will label weak collective decoherence, strong collective decoher-
ence, and collective amplitude damping. For completeness, we recall our definition of
the collective operators on n qubit,
Sα =
n∑
i=1
1
2
σ(i)α . (8.30)
where α ∈ {x, y, z,+,−}. When we need to refer to the collective operators on a
specific number of qubits, we will do this with a superscript S[n]α is the collective
operator on n qubits
S[n]α =
n∑
i=1
1
2
σ(i)α . (8.31)
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These operators form a representation of the Lie algebra su(2), meaning they satisfy
the commutation relations
[Sα,Sβ] = iǫα,β,γSγ α, β, γ ∈ {x, y, z}. (8.32)
The three cases of collective decoherence are then specified by
Definition 8.4.1 (Weak collective decoherence) When the OSR or SME algebra con-
sists of only a single
∑
α nαSα (nα ∈ R, n2x + n2y + n2z = 1) and identity we call this
decoherence mechanism weak collective decoherence. Single qubit rotations are always
possible which take this operator to the operator Sz. We will assume that this has been
done and thus weak collective decoherence for our purposes will be when the OSR or
SME algebra consists only of Sz and I.
Definition 8.4.2 (Strong collective decoherence) When the OSR or SME algebra
contains all Sα, α ∈ {x, y, z} and the identity we call this decoherence mechanism
strong collective decoherence.
Definition 8.4.3 (Collective amplitude damping) When the SME contains only the
Lindblad operator S− and a Hamiltonian term S+S−, we call this decoherence mech-
anism collective amplitude damping. Notice that collective amplitude damping when
extended to the full SME algebra is strong collective decoherence.
8.5 Weak collective decoherence DFSs
In weak collective decoherence on n qubits, the only nontrivial error operator is
Sz. This error operator thus forms an abelian algebra A with elements spanned by the
set {S0z,S1z,S2z, . . .Snz }. Due to the fact that Sz is hermitian, there is not difference
between the DFSs in the Hamiltonian/OSR treatment and the SME treatment. In
the first case (OSR) Sz will be the system operator and in the second case (SME) Sz
will be the sole Lindblad operator. Furthermore, because the algebra for the weak
collective decoherence is abelian, the DF structure will be that of DF subspaces.
This is because abelian algebras all have irreps which are one-dimensional and one-
dimensional irreps simply correspond to DF subspaces (note that the converse is does
not hold. There can be DF subspaces when the algebra is non-abelian. The algebra
will be abelian over the subspaces, but over the entire space it can be non-abelian.)
The easiest way to understand the weak collective decoherence DFS is to work
in the basis where Sα is diagonalized. This basis is just the standard computational
basis |i〉 = |i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |in〉,
Sz|i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |in〉 = 1
2
(
n∑
l=1
(−1)il
)
|i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |in〉. (8.33)
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Let H(i) denote the Hamming length of number i in binary: H(i) is the number of
1’s in the binary expression of i. Then this is just
Sz|i〉 = 1
2
(n− 2H(i)) |i〉. (8.34)
Notice that for a given Hamming distance H(i), the action of Sz on all states with this
Hamming distance H(i) is identical. The DF subspace criteria is the Sz|ψ〉 = c|ψ〉 for
each of the states |ψ〉 in the subspace. Thus in our case we see that the DF subspaces
correspond to states with equal Hamming weight.
Definition 8.5.1 (Weak collective decoherence DF subspace DFSn(H))Weak collec-
tive decoherence on n qubits supports DF subspaces labeled by the integer 0 ≤ h ≤ n,
DFSn(h). DFSn(h) is spanned by basis states in the computational basis |i〉 which
have Hamming weight H(i) equal to h.
This result follows directly from the DF subspace Hamiltonian and semigroup master
equation criteria.
The dimension of a given DFSn(h) is given by the number of ways a n bit number
can be written which has a Hamming distance h. This is given by
dim(DFSn(h)) = nh =
(
n
h
)
. (8.35)
The largest DFS for a fixed number of qubits then corresponds to the case when
h = n
2
when n is even, or h = n±1
2
when n is odd.
8.5.1 The weak DFS basis
A complete set of commuting observables for the weak collective decoherence
DFS on n qubits is given by the set of operators {S[1]z ,S[2]z ,S[3]z , . . . ,S[n]z }[109]. The
corresponding basis is then denoted by |S [1]z , S [2]z , . . . , S [n]z 〉. This basis is especially
nice because it allows a for a graphical representation of the DFSs and their basis
states. We will call this basis the weak DFS basis. In Figure 8.1, the horizontal
axis marks the number of qubits and the vertical axis measures the eigenvalue of Sz.
Each state in the basis |S [1]z , S [2]z , . . . , S [n]z 〉 corresponds to a path from the origin to
the given DFS in which only connections which act from left to right are allowed.
A simple example will help explain our notation. For n = 3, there are 4 DF
subspaces. These correspond to Hamming distances h = 0, h = 1, h = 2, and h = 3.
The basis states for these DFSs in the standard computational basis are
DFS3(0) = {|000〉 , DFS3(1) =

|001〉
|010〉
|100〉
,
DFS3(2) =

|110〉
|101〉
|011〉
, DFS3(3) = {|111〉 (8.36)
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Figure 8.1: Weak collective decoherence DFS graphical depiction
In the weak DFS basis, these states would be denoted by
|000〉 = |S [1]z =
1
2
, S [2]z = 1, S
[3]
z =
3
2
〉
|001〉 = |S [1]z =
1
2
, S [2]z = 1, S
[3]
z =
1
2
〉
|010〉 = |S [1]z =
1
2
, S [2]z = 0, S
[3]
z =
1
2
〉
|100〉 = |S [1]z = −
1
2
, S [2]z = 0, S
[3]
z =
1
2
〉
|011〉 = |S [1]z =
1
2
, S [2]z = 0, S
[3]
z = −
1
2
〉
|101〉 = |S [1]z = −
1
2
, S [2]z = 0, S
[3]
z = −
1
2
〉
|110〉 = |S [1]z = −
1
2
, S [2]z = −1, S [3]z = −
1
2
〉
|111〉 = |S [1]z = −
1
2
, S [2]z = −1, S [3]z = −
3
2
〉. (8.37)
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A qutrit of information, for example, can encoded into the DFS3(1)
|ψ〉 = α|001〉+ β|010〉+ β|100〉
= α|S [1]z =
1
2
, S [2]z = 1, S
[3]
z =
1
2
〉+ β|S [1]z =
1
2
, S [2]z = 0, S
[3]
z =
1
2
〉
+γ|S [1]z = −
1
2
, S [2]z = 0, S
[3]
z =
1
2
〉, (8.38)
and S[3]z acts on |ψ〉 as a scalar S[3]z |ψ〉 = 12 |ψ〉.
Finally in Table 8.1 we assemble the dimension of the weak collective decoherence
DFS. Notice that these numbers are just Pascal’s triangles. It is easy then to see
the connection between the number of paths in Figure 8.1 and the degeneracy in
Eq. (8.35)
h = 6 1
h = 5 1 6
h = 4 1 5 15
h = 3 1 4 10 20
h = 2 1 3 6 10 15
h = 1 1 2 3 4 5 6
h = 0 1 1 1 1 1 1
n = 1 n = 2 n = 3 n = 4 n = 5 n = 6
Table 8.1: Weak collective decoherence DFS dimensions, given by the degeneracy nh
8.6 Strong collective decoherence DFSs
Strong collective decoherence on n qubits is characterized by the action of the three
operators S[n]x , S
[n]
y , and S
[n]
z . These operators act as the Lie algebra su(2) and this will
help us to characterize the DFSs arising from these operators. In particular, the rules
of addition of angular momentum allow us to completely understand the irreps of the
S[n]α . In particular we think of the computational basis states |0〉 and |1〉 as spin-1/2
particles under the mapping |0〉 → |J = 1
2
, m = 1
2
〉 and |1〉 → |J = 1
2
, m = −1
2
〉.
The operators S[n]α do not commute with each other and thus they cannot be
simultaneously diagonalized. Following standard addition of angular momentum, we
find that the operators(
S[n]
)2
=
(
S[n]x
)2
+
(
S[n]y
)2
+
(
S[n]z
)2
and S[n]z (8.39)
do commute. These two operators do not form a complete basis for the entire Hilbert
space. Thus for given eigenvalues of these two operators we must assign a degeneracy
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index which completes the basis. By simultaneously diagonalizing these two operators
we have a basis |J, λ,m〉 which are a representation of su(2),
(
S[n]
)2 |J, λ,m〉 = J(J + 1)|J, λ,m〉
S[n]z |J, λ,m〉 = m|J, λ,m〉. (8.40)
Here, 0(1/2) ≤ J ≤ n/2 and −J ≤ m ≤ J and λ labels the degeneracy mentioned
above. In analogy with the addition of angular momentum, we will of think of the
qubits as spin-1/2 particles. J then represents the total angular momentum of the
particles and m labels the projection of the angular momentum along the z-axis. It
is important to realize that the qubit does not necessarily correspond to a spin-1/2
particle in the physical system. However, using the language of angular momentum
and addition of spin-1/2 particles will simplify our nomenclature significantly. Using
these basic observations, we can move on to study the irreps of the algebra A for
strong collective decoherence.
The algebra A generated from S[n]x , S
[n]
y , and S
[n]
z plus identity I can be decomposed
as
A ∼=
n/2⊕
J=0(1/2)
InJ ⊗ M2J+1, (8.41)
where J labels the total angular momentum of a particular irrep (and hence the 0
or 1/2 depending on whether n is even or odd, respectively), Md is the algebra of all
linear operators on a d dimensional space, and Id is the algebra consisting only of the
identity operator I. nJ is then the degeneracy of the Jth irrep and dJ = 2J + 1 is
dimension of the Jth irrep. The degeneracy of the Jth irrep is given by [142]
nJ =
(2J + 1)n!
(n/2 + J + 1)!(n/2− J)! . (8.42)
Corresponding to the decomposition Eq. (8.41) the action of the Sα’s act as
Sα =
n/2⊕
J=0(1/2)
InJ ⊗ Sα(2J + 1), (8.43)
where Sα(2J + 1) is the 2J + 1 dimensional representation of su(2). Corresponding
to this representation is a basis |J, λ,m〉 which is acted upon as Sα|J, λ,m〉 = |J, λ〉⊗
Sα(2J + 1)|m〉. Notice that this action depends on which |J〉 is acted upon, but is
independent of the degeneracy index λ.
Definition 8.6.1 (Strong collective decoherence DF subsystem DFSn(J)) Strong col-
lective decoherence on n qubits supports DFS labeled by the integer 0(1/2) ≤ J ≤ n/2,
DFSn(J). DFSn(J) in general has a subsystem structure. The states in DFSn(J) are
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all eigenstates of
(
S[n]
)2
with eigenvalue J(J + 1). The action of the collective deco-
herence operators S[n]α act as representations of su(2) on the eigenstates of S
[n]
z for a
particular total angular momentum J . Finally, the DFS is realized by the degeneracy
of the Jth irrep.
The strong collective decoherence DFS, then has information which is encoded
into the degeneracy for a particular irrep label by the total angular momentum J .
In addition of angular momentum, one takes two spin-J and spin-J ′ representations
of su(2) adds them together to form spin-K representation of su(2). For the strong
collective decoherence DFS, we perform this addition of angular momentum with
spin-1/2 particles. Thus the degeneracy for a given J is given by the different ways in
which n qubits can be added together under the laws of angular momentum addition
such that the total angular momentum is J .
It is useful to present the first few DFSn(J) states in order to gain some intuition
for what is going on here. DFS1(J) consists of only one DFS, DFS1(1/2)
DFS1(1/2) =
{
|J = 1
2
, λ = 1, m = 1
2
〉 = |0〉
|J = 1
2
, λ = 1, m = −1
2
〉 = |1〉 (8.44)
DFS2(J) now consists of two DFSs, DFS2(1) and DFS2(0),
DFS2(1) =

|J = 1, λ = 1, m = 1〉 = |00〉
|J = 1, λ = 1, m = 0〉 = 1√
2
(|01〉+ |10〉)
|J = 1, λ = 1, m = −1〉 = |11〉
DFS2(0) = {|J = 0, λ = 1, m = 1〉 = 1√
2
(|01〉 − |10〉). (8.45)
Here we see that the DFSs for n = 2 simply correspond to the singlet and triplet
spaces. Up to this point, however, there is no degeneracy (λ = 1 for all DFSs). For
n = 3 however, this changes. At n = 2 we saw that we had a singlet and a triplet.
When we add a spin-1/2 particle to these states we can produce a J = 1/2 by either
adding to the singlet or subtracting from the triplet. Thus we see that there is a
degeneracy in the DFS corresponding to J = 1/2,
DFS3(3/2) =

|J = 3
2
, λ = 1, m = 3
2
〉 = |000〉
|J = 1
2
, λ = 1, m = 1
2
〉 = 1√
3
(|001〉+ |010〉+ |100〉)
|J = 1
2
, λ = 1, m = −1
2
〉 = 1√
3
(|110〉+ |101〉+ |011〉)
|J = −3
2
, λ = 1, m = −3
2
〉 = |111〉
DFS3(1/2) =

|J = 1
2
, λ = 1, m = 1
2
〉 = 1√
2
(|010〉 − |100〉)
|J = 1
2
, λ = 1, m = −1
2
〉 = 1√
2
(|011〉 − |101〉)
|J = 1
2
, λ = 2, m = 1
2
〉 = 1√
6
(−2|001〉+ |010〉+ |100〉)
|J = 1
2
, λ = 2, m = −1
2
〉 = 1√
6
(2|110〉 − |101〉 − |011〉)
(8.46)
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The states with λ = 1 were obtained by taking a singlet and adding a single spin-1/2
and the states with λ = 2 were obtained by taking a triplet and subtracting a single
spin-1/2. Thus we see that for n = 3, we can encoded one qubit of information into
the degeneracy index λ.
8.6.1 The strong DFS basis
The DFS corresponding to different J values for a given n can be computed
using standard methods for the addition of angular momentum[98]. This can best be
illustrated by examining a full basis for the entire Hilbert space. The set of operators
{(S[1])2, (S[2])2, . . . , (S[n])2,S[n]z } (8.47)
forms a complete set of commuting observables for the Hilbert space of n qubits,
C2n[109]. Corresponding to this set of observables is a basis which we will label as
|J1, J2, . . . , Jn−1, Jn, m〉. (8.48)
This basis is acted upon by the complete set of commuting observables in Eq. (8.47)
as
(S[k])2|J1, J2, . . . , Jn−1, Jn, m〉 = Jk(Jk + 1)|J1, J2, . . . , Jn−1, Jn, m〉
S[n]z |J1, J2, . . . , Jn−1, Jn, m〉 = m|J1, J2, . . . , Jn−1, Jn, m〉. (8.49)
We call this basis the strong DFS basis. We will always assume that the J1, J2, . . . , Jn
and m are consistent with the laws of the addition of angular momentum.
One can understand this basis by thinking of the addition of angular momentum
in a piecewise fashion. We start with a spin-1/2 particle. Adding another qubit
which is just a spin-1/2 particle, we can then create a spin-1 or a spin-0 particle. If
we proceed in this manner, for k qubits we may have a spin-J particle and adding
another qubit allows for the creation of spin-J + 1/2 or spin-J − 1/2 (if J − 1/2
is positive) particles. This graphical addition of angular momentum can be easily
visualized as in Figure 8.2 below. The horizontal axis of Figure 8.2 is the number of
qubits n and the vertical axis is the total angular momentum J obtained by summing
angular momenta of n spin-1/2 particles. Each state in a DFS is represented by a
pathway from the origin always moving from left to right.
Thus we find that the degeneracy λ is labeled by the set of pathways via which one
can piecewise construct a given J dimensional representation of su(2). Symbolically
we might express this as |J, λ,m〉 = |J, λ = (J1, J2, . . . , Jn−1), m〉. When we are
talking about a particular n qubit DFS we will often use the notation |Jn, λ,m〉 to
mesh with the strong DFS basis.
Finally we include in Table 8.2 the degeneracy of the Jth irreducible representation
for n qubits. The entries of this table are obtained just as in Pascal’s triangle, except
half of the triangle is missing because negative angular momentum J is not allowed.
The entries are exactly those in Eq. (8.42).
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Figure 8.2: Strong collective decoherence DFS graphical depiction
8.7 Collective amplitude damping DF subspaces
Finally let us consider the DFSs for collective amplitude damping[70]. On n qubits,
collective amplitude damping consists of a Hamiltonian evolution S
[n]
+ S
[n]
− and a col-
lective annihilation Lindblad operator S
[n]
− . Using the |J, λ,m〉 basis from Section 8.6
the action of both of these operators can be evaluated:
S
[n]
− |Jn, λ,m〉 =
√
(Jn +m)(Jn −m+ 1)|Jn, λ,m− 1〉
S
[n]
+ S
[n]
− |Jn, λ,m〉 = (Jn +m)(Jn −m+ 1)|Jn, λ,m〉. (8.50)
As mentioned previously, if we extend these operators to form a †-closed complex
associative algebra, we obtain exactly the case of strong collective decoherence. Thus
it is clear that information encoded into the degeneracy of the strong collective de-
coherence DFS can be used to store information in the collective amplitude damping
case. However we recall that the condition we used to show the strong collective
decoherence DFS was a sufficient but not necessary condition for the existence of a
DFS.
Here, then we will examine the DF subspaces of collective amplitude damping
where we have a criteria which is both necessary and sufficient. The DF subspace
condition is that the Lindblad operators act as identity on the states in the DF
subspace. In the case of the collective amplitude damping the Lindblad operator is
only S
[n]
− . From equation Eq. (8.50), the only states for which this holds true are the
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J = 3 1
J = 5
2
1
J = 2 1 5
J = 3
2
1 4
J = 1 1 3 9
J = 1
2
1 2 5
J = 0 1 2 5
n = 1 n = 2 n = 3 n = 4 n = 5 n = 6
Table 8.2: Strong collective decoherence DFS dimensions, given by the degeneracy nJ
states |Jn, λ,m = −Jn〉. In particular we see that
S
[n]
− |Jn, λ,m = −Jn〉 = 0. (8.51)
Furthermore, the Hamiltonian term S
[n]
+ S
[n]
− preserves this subspace
S
[n]
+ S
[n]
− |Jn, λ,m = −Jn〉 = 0. (8.52)
Thus we find that
Definition 8.7.1 (Collective amplitude damping DF subspace DFSn) Collective am-
plitude damping, in addition to supporting the DF subsystem of strong collective de-
coherence, supports a DF subspace. The elements of this subspace are the states
annihilated by the S
[n]
− operator. These states have a projection of the total angular
momentum along the z-axis which is negative the total angular momentum of the
state.
Below we list the elements of the collective amplitude damping DFS for between
1 and 3 qubits
DFS1 = {|1〉
DFS2 =
{ |00〉
1√
2
(|01〉 − |10〉
DFS3 =

1√
6
(−2|001〉+ |010〉+ |100〉)
1√
2
(|011〉 − |101〉)
|000〉
(8.53)
From this list we find that we can encode a single qubit of information into two
physical qubits.
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The dimension of the collective amplitude damping DF subspace is given by
nc =
(
n
⌊n
2
⌋
)
, (8.54)
which can be found by summing the degeneracy of the appropriate strong collective
decoherence DFSs nJ .
Since we will not work with universality or quantum computing structures on the
collective amplitude damping DF subspace, we will not construct a nice basis for this
DFS.
8.8 Collective decoherence
In this chapter we have seen how collective coupling of a system to a bath can occur
under reasonably generic conditions. In latter chapters we will encounter physical
systems which explicitly realize this regime. The value of the collective decoherence
model, of course, is limited by how realistic collective coupling is as a source of
decoherence.
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Chapter 9
Universality on Collective
Decoherence Decoherence-Free
Subsystems
Is it possible to compute on collective decoherence decoherence-free subsys-
tems or are these decoherence-free subsystems useless for quantum com-
putation?
In this chapter we discuss how to use the weak and strong collective decoherence
DFSs for quantum computation. The first issue we address is understanding how
to perform universal quantum computation on the weak and strong DFS. We begin
this task by examining the nontrivial one and two qubit interactions which preserve
the relevant DFS structure. We then discuss universal control on both the strong
and weak collective decoherence DFSs. A discussion of the issue of conjoining DFSs
then allow us to claim universal unitary manipulation on the DFSs. Preparation
and measurements on the collective DFSs is then discussed. Finally fault-tolerant
quantum computation using concatenated collective DFSs is discussed.
9.1 Nontrivial one and two qubit interactions on
the collective DFSs
It is always possible to construct a set of interactions which is universal on an
encoding corresponding to a given DFSs (see Section 7.3.4.) For physical reasons,
however, we would like to limit the interactions on qubit subsystems to be either
single qubit or multiple qubit operators.
In this section we find the one and two-qubit interactions which are in the commu-
tant of the relevant algebra A for the weak and strong collective decoherence DFSs.
125
It will turn out to be sufficient for universality to examine only elements of the com-
mutant A′.
9.1.1 Weak collective decoherence DFS commutant opera-
tions
Weak collective decoherence on n qubits has an OSR or SME algebra A generated
by the operations {I,S[n]z }.
Consider the single qubit Hamiltonian acting on the kth qubit, H
(k)
1 = ~n · σ(k).
Taking the commutator of this operator with the nontrivial element of A, we find that[
S[n]z ,H
(k)
1
]
= 2i
(
nxσ
(k)
y − nyσ(k)x
)
. (9.1)
Using the trace-inner product, this implies that the only single qubit operators which
are in the commutant of A are the operators nzσ
(k)
z .
Consider next a two qubit Hamiltonian acting between the kth and lth qubit,
H
(kl)
2 =
∑3
α,β=1 hαβσ
(k)
α σ
(l)
β . Taking the commutator of this with S
[n]
z we find that
[
S[n]z ,H
(kl)
2
]
= 2i
3∑
β=1
(
h1βσ
(k)
y σ
(l)
β − h2βσ(k)x σ(l)β + hβ1σ(k)β σ(l)y − hβ2σ(k)β σ(l)x
)
. (9.2)
The first point directly relevant is the σ(k)z σ
(l)
z operator commutes with S
[n]
z . Further-
more if we collect like terms on the right hand side of the above commutator, and use
the trace inner product we find that we can make the commutator vanish by setting
h12 = −h21 and h11 = h22. Thus the two-qubit operators which are in A are all given
by
h33σ
(k)
z σ
(l)
z + h12
(
σ(k)x σ
(l)
y − σ(k)y σ(l)x
)
+ h11
(
σ(k)x σ
(l)
x + σ
(k)
y σ
(l)
y
)
. (9.3)
The most general Hamiltonian on two qubits i and j is then of the form
Tij(z1, z2, z3, z4, h) =

z1 0 0 0
0 z2 h 0
0 h∗ z3 0
0 0 0 z4
 , (9.4)
where we have expressed the operator in the standard computational basis[109].
9.1.2 Strong collective decoherence DFS commutant opera-
tions
Strong collective decoherence on n qubits has an OSR or SME algebra A generated
by {I,S[n]x ,S[n]y ,S[n]z }.
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There are no single-qubit operators in the commutant of A. To see this note that
for a single qubit operator ~n · ~σ(i), one can always construct a collective operator
~m · ~S[n] for some ~m such that ~m · ~n 6= 0 and thus
[
~n · ~σ(i), ~m · ~S[n]
]
6= 0.
For the two-qubit operators, we can immediately reduce the possible commuting
Hamiltonians to the two-qubit operators which are in the commutant for the weak
collective decoherence DFS,
H(kl)(h33, h12, h11) = h33σ
(k)
z σ
(l)
z +h12
(
σ(k)x σ
(l)
y − σ(k)y σ(l)x
)
+h11
(
σ(k)x σ
(l)
x + σ
(k)
y σ
(l)
y
)
.
(9.5)
Taking the commutator of this operator with S[n]x we find that[
S[n]x ,H
(kl)(h33, h12, h11)
]
= 2i
[
−h33
(
σ(k)y σ
(l)
z + σ
(l)
z σ
(k)
y
)
+h12
(
σ(k)x σ
(l)
z − σ(k)z σ(l)x
)
+h11
(
σ(k)z σ
(l)
y + σ
(k)
y σ
(l)
z
)
] , (9.6)
which vanishes only if h11 = h33 and h12 = 0. Thus we see that the Hamiltonian
H(kl) = h
(
σ(k)x σ
(l)
x + σ
(k)
y σ
(l)
y + σ
(k)
z σ
(l)
z
)
. (9.7)
Including a global phase I operator and scaling appropriately, this operator is the
exchange interaction between qubits i and j
Eij =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 = 12
(
I+ σ(i)x σ
(j)
x + σ
(i)
y σ
(j)
y + σ
(i)
z σ
(j)
z
)
=
1
2
(
I+ ~σ(i) · ~σ(j)
)
,
(9.8)
where we have expressed the exchange operator in a matrix form over the standard
computational basis over the two qubits i and j. The exchange operatorEij exchanges
qubits i and j: Eij|ψ〉i|φ〉j = |φ〉i|ψ〉j.
9.2 Weak collective decoherence DFS universality
In this section we discuss universal quantum computation on the weak collective
decoherence DFSs. Recalling Eq. (9.4), define the operators
TPij = Tij(1, 0, 0, 0, 0) = diagij(1, 0, 0, 0)
T
Q
ij = Tij(0, 0, 0, 1, 0) = diagij(0, 0, 0, 1)
Z¯ij = Tij(0, 0, 1, 0, 0) = diagij(0, 0, 1, 0), (9.9)
where diagij(a, b, c, d) = a|00〉〈00|+ b|01〉〈01|+ c|10〉〈10|+ d|11〉〈11| represents the a
matrix with diagonal elements in the standard computational basis. Define the set
H = {Ei,i+1,TPi,i+1,TQi,i+1, Z¯i,i+1 : i = 1, . . . , n− 1}. (9.10)
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where Ei,i+1 is the exchange interaction between the i and i+ 1th qubit. Notice that
this set H contains nearest neighbor interactions. All of the operators in this set are
in the commutant of the algebra generated by {I,S[n]z and thus preserve the DFS
structure of the weak collective decoherence DFS.
The control afforded over the weak collective decoherence DFSs with Hamiltonians
from H is described by the following theorem:
Theorem 9.2.1 [109] For any n ≥ 2 qubits undergoing weak collective decoherence,
the set of Hamiltonians H generates (in the sense of a Lie algebra) a Lie algebra which
acts independently as su(nh) on DFSn(h). If L denotes the Lie algebra generated by
H, then
L =
n⊕
h=0
su
((
n
h
))
. (9.11)
To say that the Lie algebra su(nh) acts independently on DFSn(h) means that there
are elements in the Lie algebra which act only on DFSn(h) and annihilate all other
DFSn(h
′), h′ 6= h.
Proof: See Appendix B.
Let us reflect on what this theorem implies. This theorem tells us that given
control over the Hamiltonians in H, any unitary action on an encoded weak collective
decoherence DFS can be enacted. Since these operators are in the commutant of the
weak collective decoherence algebra A, these operators are in some sense maximal:
they can not mix different DFSs and they operate as full su(nh) on the DFSs.
In Chapter 10 we will have the opportunity to calculate explicit representations
of the gates needed for the physically relevant case of an ion trap quantum computer.
9.2.1 Conjoining weak collective decoherence DFSs and uni-
versality
In order to use weak collective decoherence DFSs for universal quantum computa-
tion, there must be map from the DFSs to the quantum circuit model. In particular
the mapping from the encoded information to the subsystem structure of the quan-
tum circuit model must be made. The fact that weak collective decoherence is most
likely to occur when qubits are closely spaced puts certain constraints on the subsys-
tem structure. Suppose we use a weak collective decoherence DFS on k qubits as our
basic subsystem which encodes d qubits of information. Notice that the subsystem
structure of the physical qubits is mapped to the subsystem structure of the quantum
circuit model in the weak collective decoherence DFS case. Theorem 9.2.1 implies
that given the operators in H we can construct su(d) operations on these encoded
subsystems.
But what about when we bring the two subsystems together to implement more
complicated gates? When two encoded subsystems are thus conjoined we would like
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to maintain the DF property of these states. When we conjoin two weak collective
decoherence DFSs, these states inhabit a DFS of the combined space. If h is the Ham-
ming weight of the first subsystems DFS and h is also the Hamming weight of the
second subsystems DFS, then the conjoined system inhabits the 2h Hamming weight
DFS (more general situations where the DFSs are of differing Hamming weights fol-
low similar arguments.) Furthermore, Theorem 9.2.1 tells us that given the operators
in H we can perform operations which preserve the h Hamming weight DFS. Among
these operations are the operations which have an input output property which in-
dividually preserve each h Hamming weight DFS. Thus we can perform nontrivial
operations between the two subsystems which always maintain the combined (2h
Hamming weight) weak collective decoherence DFS.
Thus we see that Theorem 9.2.1 allows for universal quantum computation on
subsystems while maintaining the DF condition under the caveat that conjoined sub-
systems must also be DF. Since weak collective decoherence is conditioned on the
close spacing of the qubits, one would therefore expect that subsystems involving the
smallest number of qubits would be used in such a conjoining scheme.
9.3 Strong collective decoherence DFS universal-
ity
The following theorem demonstrates how the exchange interaction can be used
for quantum computation on the strong collective decoherence DFS:
Theorem 9.3.1 [109] For any n ≥ 2 qubits undergoing strong collective decoherence
let S be the set of exchange Hamiltonians Eij acting between qubits i and j. The Lie
algebra generated by S contains the ability to perform su(nJ) independently on the
degeneracy of every irrep J . If L is the Lie algebra generated by S then
L ∼=
n/2⊕
J=0(1/2)
su(nJ)⊗ IdJ , (9.12)
where IdJ represents an identity operator on the dJ dimensional irrep space. The
ability to perform each su(nJ) independently means that the Lie algebra contains
elements which act nontrivial on the Jth irrep but annihilate all states outside of this
irrep.
Proof: See Appendix C.
This theorem implies that the only interaction needed to perform computation
on the strong collective decoherence DFS is the exchange interaction. Like the weak
collective decoherence case, this result is in some sense maximal: the operations do
not mix DFSs but act fully on the DFS encoded information.
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This remarkable theorem implies that quantum computation can be performed
with only the exchange Hamiltonian between qubits. In Chapter 11 we will have the
opportunity to give explicit gate constructions in the context of a solid-state exchange
based quantum computer.
9.3.1 Conjoining strong collective decoherence DFSs for uni-
versality
Conjoining strong collective decoherence DFSs is slightly more complicated than
in the weak collective decoherence case because the DFSs are now subsystems and not
subspaces. Suppose we use a strong collective decoherence DFS on k qubits as our
basic subsystem which encodes d qubits of information. On these k qubits suppose we
encode into the subsystem with total angular momentum J . Theorem 9.3.1 implies
that the exchange Hamiltonian can be used to perform any encoded su(d) on each of
these individual subsystems.
When the two subsystems are conjoined, the resulting states inhabit many differ-
ent irreps of the conjoined system. This can be understood via the rules of addition
of angular momentum. If two J irreps are conjoined, then the resulting system
will have support over irreps on the conjoined system with total angular momentum
J ′ = 0, J ′ = 1, . . . , J ′ = 2J .
|J, λ1, m1〉 ⊗ |J, λ2, m2〉 =
2J∑
J ′=0
J ′∑
m12=−J ′
cJ ′,m12 |J ′, λ12, m12〉, (9.13)
where λ1 and λ2 label the degeneracies of the individual subsystem and λ12 denotes
the total degeneracy when the subsystems are conjoined. In particular |λ12〉 contains
the tensor product of |λ1〉 and |λ2〉. If we let Hλ12 denote the Hilbert space of this
degenerate information, then
Hλ12 ∼= (Hλ1 ⊗Hλ2)⊕Hλ′12 , (9.14)
where Hλi contains the information in the ith degeneracy and Hλ′12 denotes all of the
other degeneracies. Via Theorem 9.3.1 we can now perform any unitary manipulation
on each of the subsystems. Thus we can perform operations which act as operations
whose final result is an operation on Hλ1⊗Hλ2 . This will represent an encoded action
between the encoded subsystem.
It is important to note that while the two subsystem are conjoined, strong collec-
tive decoherence errors will affect the different DFSs indexed by J ′. This decoherence
can distinguish between the different DFSs and thus it might appear that this would
lead to problems for the conjoined information. To see that this is not a problem,
one notes that the actions which distinguish between each of the different J ′ only
act to change the manner in which the conjoining is achieved. During the course of
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an operation on two conjoined DFSs, strong collective decoherence errors act on the
|m12〉 index. When the action on each of the J ′ irreps on the Hλ1 ⊗Hλ2 components
is identical, however, the effect of these errors only serve to perhaps entangle the |m1〉
and |m2〉 degrees of freedom.
9.4 Weak collective decoherence DFS preparation
and measurement
In order to make use of a weak collective decoherence DFS for quantum compu-
tation, we must, in addition to the universal manipulations described above, be able
to prepare and measure the states in the DFS.
Here we would like to note that it is not necessary to prepare states that have
support exclusively within the DFS, i.e. that have no component outside of the DFS.
This follows from the fact that in our construction, while a computation is performed,
there is no mixing of states inside and outside of the DFS. If an initially prepared
state is “contaminated” (has support outside of the DFS we want to compute on),
then the result of the computation will have the same amount of contamination, i.e.
the initial error does not spread.
For example, suppose we can prepare the state ρ = (1−p)|ψ〉〈ψ|+p|ψ⊥〉〈ψ⊥| where
|ψ〉 is a state of a particular DFS and |ψ⊥〉 is a state outside of the DFS. Computation
on the DFS will proceed independently on the DFS and the states outside of the
DFS. Readout will then obtain the result of the computation with probability (1−p).
Repeated application can then be used to magnify this computation. Thus perfect
preparation is not a strict requirement. Preparation which is not perfect, however,
will hinder the quantum computer and thus it is desirable to be able to prepare DFS
states.
For weak collective decoherence DFSs preparation of initial pure state is rather
simple. Purse state preparation into a DFS with a Hamming weight h corresponds
to the preparation of a state with a specific number of |0〉 and |1〉 (eigenstates of the
σz). This can be easily accomplished if measurements in the σ
(i)
z basis are possible
as well as the ability to perform σ(i)x gates (to “flip” the bits).
The second crucial ingredient for computation on a DFS (in addition to prepara-
tion) is the decoding or readout of quantum information resulting from a computation.
Once again, there are many options for how this can be performed. For example, in
the weak collective decoherence case one can make a measurement which distinguishes
all of the DFSs and all of the states within this DFS by simply making a measurement
in the σz basis on every qubit. Further, all measurements with a given number of
distinct eigenvalues can be performed by first rotating the observable into one corre-
sponding to a measurement in the computational basis (which, in turn, corresponds
to a unitary operation on the DFS) and then performing the given measurement in
the σz basis, and finally rotating back. There are other situations where one would
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like to, say, make a measurement of an observable over the DFS which has only two
different eigenvalues. This type of measurement can be most easily performed by a
conjoined measurement [9]. In this scheme, one attaches another DFS to the original
DFS, forming a single larger DFS. Then, assuming universal quantum computation
over this larger DFS one can always perform operations which allow a measurement
of the first DFS by entangling it with the second DFS, and reading out (destructively
as described for the weak collective decoherence case above) the second DFS.
For example, suppose the first DFS encodes two bits of quantum information,
|k, l〉L, k, l = {0, 1}, and the second DFS encodes a single bit of quantum information
{|0〉L, |1〉L}. Then one can make a measurement of the observable σz ⊗ I on the
first DFS by performing an encoded controlled-NOT operation between the first and
the second DFS, and reading out the second DFS in the encoded σz basis. For the
weak collective decoherence case the ability to make this destructive measurement on
the ancilla (not on the code) simply corresponds to the ability to measure single σz
operations.
|DFS
U
|DFS
ancilla
destructive
DFS
measurement
|DFS
Measured 
Figure 9.1: The conjoined measurement scheme
Finally, we note that for a weak collective decoherence DFS there is a destructive
measurement which distinguishes between different DFSs (corresponding to a mea-
surement of the number of |1〉’s). One can fault-tolerantly prepare a weak collective
decoherence DFS state by repeatedly performing such a measurement to guarantee
that the state is in the proper DFS. The conjoined measurement procedures described
above for any DFS are naturally fault-tolerant in the sense that they can be repeated
and are non-destructive [95, 9]. Thus fault-tolerant preparation and decoding is avail-
able for the weak collective decoherence DFS.
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9.5 Strong collective decoherence DFS prepara-
tion and measurement
At first glance it might seem difficult to prepare pure states of a strong collective
decoherence DFS, because these states are nontrivially entangled. However, it is easy
to see that every DF subspace contains a state which is a tensor product of singlet
states:
|0D〉 =
(
1√
2
)n/2
⊗n/2j=1 (|01〉 − |10〉), (9.15)
because these states have zero total angular momentum. Thus a supply of singlet
states is sufficient to prepare DF subspace states. Further, DF subsystems always
contain a state which is a tensor product of a DF subspace and a pure state of the
form |1〉⊗· · ·⊗|1〉. This can be seen from Figure (8.2), where the lowest path leading
to a specific DFSn(J) is composed of a segment passing through a DF subspace (and
is thus of the form |0D〉), and a segment going straight up from there to DFSn(J).
The corresponding state is equivalent to adding a spin-0 (DF subspace) and a spin-J
DF subsystem (the |J,mJ = J〉 state of the latter is seen to be made up entirely
of |1〉 ⊗ · · · ⊗ |1〉). In general, addition of a spin-0 DFS and a spin-J DFS simply
corresponds to tensoring the two states. Note, however, that addition of two arbitrary
DF subsystems into a larger DFS is not nearly as simple: concatenation of two J 6= 0
DFSs does not correspond to tensoring.
Pure state preparation for a strong collective decoherence DFS can thus be as
simple as the ability to produce singlet states and |1〉 states (it is also possible to use
the |J,mJ = −J〉 = |0〉 ⊗ · · · ⊗ |0〉 or any of the other |J,mJ〉 states plus singlets).
Other, more complicated pure state preparation procedures are also conceivable, and
the decision as to which procedure to use is clearly determined by the available re-
sources to manipulate quantum states. The pure state preparation of singlets and
computational basis states has the distinct advantage that verification of these states
should be experimentally achievable. Such verification is necessary for fault-tolerant
preparation [95].
Measurements on the strong collective decoherence DFS can be performed by using
the conjoined measurement scheme detailed in the weak collective decoherence DFS
discussion in Section 9.4. In particular, by attaching a strong collective decoherence
DF subspace ancilla via such conjoining, one can construct any conjoined measurement
scenario. All that remains to be shown is how to perform a destructive measurement
on such an ancilla.
One way to perform a destructive measurement on the n = 4 strong collective
decoherence DF subspace was presented in [9] (for another see [64]). This scheme
involves measuring σ(1)z , σ
(2)
z , σ
(3)
x , σ
(4)
x on the four qubits. To see how this mea-
surement works, note that the four qubit strong DF subspace is spanned by the two
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states
|0L〉 = 1
2
(|01〉 − |10〉) (|01〉 − |10〉)
|1L〉 = 1√
12
(2|0011〉+ 2|1100〉 − |0101〉 − |1010〉 − |0110〉 − |1001〉) . (9.16)
If measurement of σ(1)z and σ
(2)
z yields |00〉 or |11〉, then one declares that the state
must be |1L〉. If however, the measurement yields, |01〉 or |10〉, then the remaining
two qubits are in the states
|0L〉 → 1√
2
(|01〉 − |10〉) = 1√
2
(| −+〉 − |+−〉)
|1L〉 → 1√
2
(|01〉+ |10〉) = 1√
2
(|++〉 − | − −〉). (9.17)
Where we have rewritten the states in the eigenstates of σx: σx|±〉 = ±|±〉. Mea-
surement of σx on the remaining qubits then destructively distinguishes between |0L〉
and |1L〉.
Further, we note that the ability to perform a conjoined measurement scenario
by conjoining an ancilla DFS composed of a single encoded-qubit, can be used to
perform any possible conjoined DFS measurement scenario. As mentioned in the weak
collective decoherence case, the conjoined measurement procedures are fault-tolerant.
Thus we have shown how to perform fault-tolerant preparation and decoding on the
strong collective decoherence DFS.
9.6 Fault-tolerant quantum computation and col-
lective decoherence DFSs
So far we have shown how to implement universal computation with local Hamilto-
nians on a collective DFS corresponding to a single block of qubits. This construction
assumes that the only errors are collective. This is a very stringent symmetry require-
ment, which obviously becomes less realistic as the number of particles n increases
significantly. It is thus necessary to be able to deal with perturbations that break
the collective-decoherence (permutation) symmetry. To deal with these perturbations
we will have to use a quantum error correcting code (QECC). This quantum error
correcting code will work on the encoded DFS information. We then say that the
DFSs are concatenated into a QECC.
One particular realization of this concatenation scheme was proposed in [135]. In
[135] DFS blocks of four particles (each block constituting a single encoded qubit) into
a QECC. The QECC in the outer layer then takes care of any single encoded-qubit
errors on each of its constituent DFS-blocks. By choosing an appropriate QECC it is
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thus possible to deal with the appropriate type of non-collective error on the encoded
DFS-qubits. More generally any dimensional collective DFS can be concatenated
into a fault-tolerant QECC scheme. In the previous sections we have shown how to
manipulate this information, how to fault-tolerantly measure the information, and
how to prepare the information.
One issue arising with concatenation which we have not yet addressed is the
ability to fault-tolerantly detect leakage errors on a DFS. Concatenation resulting
in unreliable leakage detection would be useless. However, this is not a problem
here, since detection can easily be performed when one has the ability to make some
fault-tolerant measurements on the DFS and also to perform universal manipulations
over any combination of DFS states. Both of these are valid with the DFS-QECC
concatenation, as we have summarized above. In particular, it is always possible to
measure the relevant observables for leakage by (i) attaching ancilla encoded DFS
states, (ii) performing the leakage syndrome detection routine onto the ancilla states,
and (iii) fault-tolerantly measuring this ancilla ([9, 109]).
We re-emphasize that the fault-tolerance in our proposed scheme is not solely
a result of properties of decoherence-free subsystems. Decoherence-free subsystems
must be combined with quantum error correcting codes to achieve full fault-tolerant
quantum computation.
9.7 Collective decoherence and quantum compu-
tation
In this chapter we have seen how collective decoherence DFSs can be used as a
quantum computer. Of particular importance was the discovery that one and two-
body interactions are sufficient for universal quantum computation on the encoding
corresponding to the DFS. Furthermore, realistically implementable preparation and
measurement scenarios were put forth. Thus we see that under some fairly non-
stringent conditions collective decoherence DFSs can be put to use to build a quantum
computer. This being said, the actual details of the implementations in physical
systems will have many important issues of actual execution of the tasks we have
described in this chapter. In the following two chapters we detail some of the details
of the using collective decoherence DFSs in specific physical systems.
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Chapter 10
The Weak Collective Decoherence
Ion Trap Quantum Computer
The first physical realization of a decoherence-free subspace under ambient condi-
tions (i.e. naturally occuring decoherence) was realized in a trapped ion experiment
performed by a group at NIST[111, 110] in 2001. In this chapter we discuss how to
perform universal quantum computation on the ion trap DFS of this experiment. The
ion trap DFS corresponds of [111, 110] is the weak collective decoherence DFS. In
this chapter we discuss how to perform universal quantum computation on clusters
of these two qubit DFSs within the context of an ion trap multi-qubit manipulation
scheme proposed by Sørensen and Mølmer[179, 147, 180]. This is an important con-
crete application of the concepts presented in previous sections for universal quantum
computation on a DFS.
10.1 The ion trap quantum computer
Ion traps are among the leading architectures for a future quantum computer. In
the ion trap quantum computing architecture multiple ions are confined strongly in
two directions (x and y) compared to the confinement along a third direction (z).
With few numbers of ions confined into an appropriate trap, the ions form a linear
chain. The physical qubits of an ion trap quantum computer are associated with
internal quantum numbers for each ion (usually hyperfine levels). The internal state
of the ions can be prepared using optical pumping and highly efficient readout of the
qubit state can be achieved via electron shelving[151, 166, 22].
The first proposal for an ion trap quantum computer was the proposal of Cirac
and Zoller[47]. These authors showed how to use the collective center of mass motion
of the trapped ions as a logical bus state for enacting a nontrivial quantum operation
between the internal states of two ions. Combined with single qubit gates on the
qubits and the preparation and readout mentioned above, this showed that ions traps
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could in principle realize all of the components needed for quantum computation.
In order to make this architecture scalable, some method of moving ions between
traps[205] or of coupling multiple traps together[48, 157, 192] must be added onto
this basic scheme.
Much progress has been made in the experimental demonstration of ion traps as
coherent manipulators of quantum information culminating with the recent demon-
stration of an entangled state of four ions[165]. The reader is referred to [184, 205]
for a review of some of the basics of the ion trap quantum computer.
10.2 The ion trap DFS
Among the particular achievements of ion trap quantum computing is the recent
demonstration of a DF subspace of two ions[111, 110]. In the experiment described in
[111, 110] a single ion was initially prepared in the state |ψ〉 = 1√
2
(
|0〉+ eiφ|1〉
)
. The
physical qubits |0〉 and |1〉 in this experiment corresponded to the F = 2, mF = −2
and F = 1, mF = −1 sublevels of the 2S1/2 ground state of a 9Be+ ion. A two qubit
interaction (of the form described in Section 10.3 below) was then applied to this
single qubit state and a prepared |0〉 state of a second ion. This two qubit interaction
has the effect of moving the information in the single qubit to a two qubit encoding
|0〉 ⊗ 1√
2
(
|0〉+ eiφ|1〉
)
→ 1√
2
(
|ψ−〉+ eiφ|ψ+〉
)
, (10.1)
where |ψ±〉 = 1√2 (|01〉 ± i|10〉). Note that |ψ±〉 span the same space as |01〉, |10〉. The
state then has been encoded into the weak collective decoherence DFS2(1). In the am-
bient conditions experiment, this state was then allowed exposure to the environment
and then the reverse encoding procedure was applied and the state of the qubit was
read out. A similar experiment with no encoding and decoding but with preparation
into the state |0〉⊗ 1√
2
(
|0〉+ eiφ|1〉
)
was also performed. From these two experiments,
the decoherence time without encoding was (7.9± 1.5)ns while the decoherence time
with the DFS encoding was (2.2± 0.3)ns. This, then, clearly demonstrates how DF
coding can result in protection of quantum information from decoherence. Further-
more, the decoherence rates in this experiment were severely limited by the fidelity
of the encoding, decoding, and preparation mechanisms. Thus it appears that the
limiting decoherence rate attained with the DFS encoding is mostly the result of the
heating of the trap. This heating is not seen as a fundamental obstacle to ion trap
quantum computing[205] but has so far defied identification.
We would like to address the issue of how to use the DFS encoded states for quan-
tum computing in the “quantum CCD” model of an ion trap quantum computer[110].
In the quantum CCD model a large trap with many independent microtraps is envi-
sioned. The ions in the microtraps can perform local quantum computations (using
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how it can be used to enact two different operations which we will then use to show
how to perform universal quantum computer on the ion trap DFS quantum computer.
n ions in a linear trap interacting with a laser field of frequency ω are described
by the Hamiltonian
H = H0 +V(t), (10.2)
where
H0 = νa
†a+
ω0
2
∑
i
σ(i)z
V(t) =
∑
i
Ωi
2
(
σ
(i)
+ e
iηi(a+a†)−iωt+iφ + σ(i)− e
−iηi(a+a†)+iωt−iφ
)
. (10.3)
Here ν is the frequency of the vibrational mode, a† and a are the ladder operators
for this mode, ω0 is the energy difference between the ions internal states which are
being used as qubits, and Ωi is the Rabi frequency of the ith ion. ηi is the Lamb-Dicke
parameter which represents the projection of the laser k vector along the direction
of the string ions and rms excursion of the ionic center-of-mass along this direction
and φi is the phase of the laser on the ith ion. We have replaced the position of the
ions by the ladder operators kxi = ηi(a + a
†) and assumed that the laser is close to
a sideband ω ≈ ω0 ± ν for a single vibrational mode. For simplicity, we will also
assume that ηi = η: i.e. the coupling of the recoil to vibration is the same for all ions.
The center of mass mode is one for which this assumption is valid. We assume also
that the mode has been sufficiently cooled so that we are in the Lamb-Dicke regime
η2(n + 1)≪ 1 so that eiη(a+a†) ≈ I + iη(a+ a†). For simplicity of notation, we place
the phase into a new operator s
(i)
± = σ
(i)
± e±iφ. We will further assume ions experience
identical Rabi frequencies, Ωi = Ω.
Notice that we have assumed that we can control the phase φi of the laser on each
ions. We will only need this single ion phase control for the two qubit case. In this
case the phase between the ions can be adjusted by changing the oscillation frequency
of the trap. By changing the oscillation frequency of the trap, the ion spacing can
be precisely controlled and therefore the relative phase between the two ions can be
controlled[111].
Consider two lasers acting on the string of ions and assume that these are tuned
to frequencies ω + δ and ω − δ. In the Lamb-Dicke limit in the interaction picture
with respect to H0, the interaction Hamiltonian is given by
V˜(t) = 2ΩJx(~φ) cos(δt)−
√
2ηJy(~φ) [x (cos(ν − δ)t+ cos(ν + δ)t)
+ p (sin(ν − δ)t+ sin(ν + δ)t)] , (10.4)
where x = 1√
2
(a+ a†), p = i√
2
(a† − a), and the we have defined the operators
Jx(~φ) =
1
2
∑
i
[
s
(i)
+ (φi) + s
(i)
− (φi)
]
=
1
2
∑
i
[
eiφiσ
(i)
+ + e
−iφiσ(i)−
]
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Jy(~φ) =
i
2
∑
i
[
s
(i)
+ (φi)− s(i)− (φi)
]
=
i
2
∑
i
[
eiφiσ
(i)
+ − e−iφiσ(i)−
]
. (10.5)
If the laser intensity is less than the detuning Ω ≪ δ and the detuning is close the
sidebands then the Hamiltonian becomes
V˜(t) = −
√
2ηΩ
(
cos(ν − δ)tJy(~φ)x+ sin(ν − δ)tJy(~φ)p
)
V˜(t) = f(t)Jy(~φ)x + g(t)Jy(~φ)p. (10.6)
The evolution operator for this Hamiltonian is of the form
U(t) = e−iA(t)J
2
y(
~φ)e−iF (t)Jy(
~φ)xe−iG(t)Jy(
~φ)p, (10.7)
where
F (t) =
∫ t
0
f(τ)dτ = −
√
2ηΩ
ν − δ sin(ν − δ)t
G(t) =
∫ t
0
g(τ)dτ = −
√
2ηΩ
ν − δ [1− cos(ν − δ)t]
A(t) =
∫ t
0
F (τ)g(τ)dτ = − η
2Ω2
ν − δ
[
t− 1
2(ν − δ) sin 2(ν − δ)t
]
. (10.8)
By choosing the time (ν − δ)tK = K2π the ion-mode entangling components of the
gate vanish F (tK) = 0, G(tK) = 0 and
A(tK) =
2πη2Ω2
(ν − δ)2K, (10.9)
such that the evolution is
S(~φ,K) = exp
[
−iA(tK)J2y(~φ)
]
. (10.10)
We will call the gate S(K, ~φ), K ∈ N+ Sørensen and Mølmer gates[180]. By adjusting
K, Ω and δ, the Sørensen and Mølmer gates gives us basic Hamiltonian control over
the (effective) Hamiltonian Jy(~φ).
10.4 Universal quantum computation on the ion
trap DFS quantum computer
In this section we discuss how to use the Sørensen and Mølmer gates to perform
quantum computation on the ion trap DFS quantum computer.
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10.4.1 Single qubit rotations using Sørensen and Mølmer
gates
Notice that the operation J2y(
~φ) is not in the commutant of the weak collective
decoherence OSR algebra,
[
J2y(
~φ),Sz
]
6= 0. For the single qubit gates, however,
the Sørensen and Mølmer gates can still be used to perform computation entirely
within the ion trap DFS. Note however, that during the operation of the Sørensen
and Mølmer gates, the states are entangled with the vibrational modes and are also
not within the DFS. Before and after the gates we will describe below, however, the
DFS is preserved. Thus these gates must be executed faster than the weak collective
decoherence of the system in order to not expose the system to too much weak
collective decoherence.
The single qubit gates on the ion trap DFS will be executed when 2 ions have
been maneuvered such these two ions are the only ions in a microtrap. Consider the
following two ion operators
X¯ = 2J2y
(
φ1 = −π
2
, φ2 = −π
2
)
= σ(1)x σ
(2)
x + I
Y¯ = 2J2y
(
φ1 = 0, φ2 = −π
2
)
= σ(1)y σ
(2)
x + I. (10.11)
While neither of these operators in the in the commutant of the OSR algebra form
the weak collective decoherence case, the operations do preserve the two qubit weak
collective decoherence DFS. Specifically we see that, neglecting the global phase shift
produced by the identity I,
X¯|01〉 = |10〉, X¯|10〉 = |01〉
Y¯|01〉 = i|10〉, Y¯|10〉 = −i|01〉. (10.12)
We thus see that X¯ and Y¯ act as encoded σx and σy respectively on the |01〉, |10〉
basis. These are examples of operations which are not in the commutant but which
preserve a particular DFS. Note that these operations do not preserve all of the 2 qubit
weak collective decoherence DFSs: DFS2(2) (|00〉) and DFS2(0) (|11〉) are mixed.
Using the Sørensen and Mølmer gates we can implement the two Hamiltonian
evolutions
exp
[
−iX¯t
]
and exp
[
−iY¯t
]
. (10.13)
Thus encoded rotations about σx and σy are possible using the Sørensen and Mølmer
gates. These two operations in combination then serve to generate any single qubit
rotation on the encoded states |01〉 and |10〉.
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10.4.2 A nontrivial two qubit gate utilizing Sørensen and
Mølmer gates
Having shown how to implement single qubit gates on the ion trap DFS, we
now address the question of encoded two qubit operations. For encoded two qubit
operations two two-ion DFSs are brought together into a microtrap where the four
ions are subjected to Sørensen and Mølmer gates. The conjoined qubits are now given
by the states |0101〉, |0110〉, |1001〉, and |1010〉.
Let us show that there is a particular choice of parameters for which we can
construct a Sørensen and Mølmer gate which acts non-trivially on the DFS, preserving
the conjoined DFS space, but which must take the state out of the DFS during the
course of the gate operation.
Consider the four ion operator
Y¯Y = 2J2y(φ1 = 0, φ2 = 0, φ3 = 0, φ4 = 0)
=
4∑
i=1
4∑
j=i+1
σ(i)y σ
(j)
y + 2I. (10.14)
Disregarding the irrelevant global phase producing I, we find that
exp[−itY¯Y] =
4∏
i=1
4∏
i=j+1
(
cos(t)I− i sin(t)σ(i)y σ(j)y
)
. (10.15)
Evaluating this for t = π/4, we find that
exp
[
−iπ
4
Y¯Y
]
=
ei
π
4√
2
[
I− iσ(1)y σ(2)y σ(3)y σ(4)y
]
. (10.16)
This is a nontrivial gate on the two encoded DFSs:
exp
[
−iπ
4
Y¯Y
]
|0101〉 = 1√
2
(|0101〉 − i|1010〉)
exp
[
−iπ
4
Y¯Y
]
|0110〉 = 1√
2
(|0110〉 − i|1001〉)
exp
[
−iπ
4
Y¯Y
]
|1001〉 = 1√
2
(|1001〉 − i|0110〉)
exp
[
−iπ
4
Y¯Y
]
|1010〉 = 1√
2
(|1010〉 − i|0101〉) . (10.17)
This is a nontrivial encoded two-qubit gate between the ion trap DFSs. Together
with single qubit rotations, this forms a universal set of gates.
The gate exp
[
−iπ
2
Y¯Y
]
is a Sørensen and Mølmer gate executed with A(tK) = π.
This condition is met if 4η
2Ω2
(ν−δ)2K
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by[180]
tK =
π
ηΩ
√
K. (10.18)
If K > 1 is required to satisfy the above condition, then the ion will repeatedly cycle
through being entangled with the system and the vibrational mode and will only
return fully to the DFS after the completion of the operation. The gate we described
above is exactly the gate used to create four body entanglement in [165].
10.5 Universal quantum computation on the ion
trap DFS
In the previous section we have seen how to perform gates on the ion trap DFS
which preserve the DFS. These gates, unlike our previous discussion of universal gates
on a DFS, do not preserve the DFS during the entire operation of the interaction. This
is reminiscent of the universal set of operators described by Lidar, Bacon, Kempe,
and Whaley in [133, 134]. If these gates are fast on the time-scale of the weak
collective decoherence mechanism, then these gates mesh nicely with the theory of
fault-tolerant quantum error correcting codes. The reader is referred to [133, 134] for
more information on this topic.
The example of the ion trap DFS is a good example of how encoding can be
used to reduce decoherence in a quantum computing architecture. Just having an
encoding which can help, however, is not in and of itself the only necessary component
of building a quantum computer. In this chapter we have seen that using already
developed methods for manipulating trapped ions universal control of the encoded
information can also be easily achieved.
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Chapter 11
The Exchange-Based Quantum
Computer
In this chapter we discuss a quantum computer based only on the exchange inter-
action. This is particularly relevant to solid-state proposals for quantum computation
due to the difficulty in supplementing the exchange interaction with other interactions
to make the architecture fully universal. In contrast to these original proposals, in
this chapter we discuss how to use encoded universality with the exchange interac-
tion as the basis for universal quantum computation. We begin by discussing some
of the generic properties of solid-state proposals including the difficulty of engineer-
ing single qubit manipulations on these systems. We then discuss the relevance of
geometry, parallel operations, and subsystems in an exclusively exchange-based solid
state quantum computer. An explicit proposal using the smallest possible encoding
is then proposed. Single qubit gates and a two-qubit gate are then explicitly calcu-
lated. Finally, preparation, measurement, and leakage are discussed so as the present
a complete proposal for solid state quantum computation using only the exchange
interaction.
11.1 Solid-state quantum computer proposals and
the exchange interaction
Among the plethora of experimental proposals for quantum computers there has
been widespread interest in a number of solid-state approaches[141, 106, 201]. In the
majority of these proposals, a genuine spin-1/2 particle is used as the basic qubit for
the architecture. These approaches have proposed as their basic qubit, for example,
the spin of a single electron on quantum dots[141], donor-atom nuclear spins[106],
and electron spins in heterostructures[201]. A common thread throughout all of
these spin-based solid-state architectures is their use of the exchange interaction (also
known as the Heisenberg interaction) in order to produce two qubit gates between
144
neighboring spins. In all of these proposals, control of this exchange interaction is then
supplemented by single qubit gates in order to generate a fully universal quantum
computer.
Compared to the exchange interaction, the single qubit gates in most solid-state
proposals are considerably slower, require greater device complexity and potentially
lead to an increase in the decoherence rate of the device. In the Table 11.1, we
assemble estimated exchange interactions strengths, single qubit interaction times,
and the difficulty in constructing such single qubit interactions in a few of the solid
state based quantum computers.
Table 11.1: Solid-state quantum computer estimated parameters
Proposal Exchange Single qubit Single qubit difficulties
gate gate
Donor-atom nuclear spins ≈ 100 MHz ≈ 100 kHz Slow single qubit gates.
in Silicon[106] Strong magnetic fields
at low temperature[107].
Electron spins ≈ 1 GHz ≈ 1 GHz Strong inhomogenous
on quantum dots[141] magnetic fields[141, 35].
“g-factor” engineering
[63].
Electron spins in ≈ 1 GHz ≈ 1 GHz “g-factor” engineering
Si-Ge heterostructures[201] [201, 63].
Table 11.1 illustrates that removal of the requirement of single qubit gates may
greatly benefit these solid-state proposals. Luckily, we have seen in Chapter 11 that
the exchange interaction without the single qubit gates can be used to perform en-
coded universal quantum computation. The idea, then, is to use the exchange interac-
tion alone for solid-state quantum computers via encoding the quantum information.
In principle, the proof (see Appendix C) of the universality of the exchange interac-
tion tells us that such a construction is possible. Possibility however has little say
in practicality. In this chapter we will address some of the details of such an solely-
exchange-based quantum computer. From explicit gate constructions, to description
of preparation and measurement procedures, we therefore will construct the basic
outline of how an exchange-only based solid state quantum computer would function.
11.2 Universality and practicality
To get an idea of why it is important to understand the specifics of the exchange
interaction universality for practical purposes, consider the results presented by Bacon
et al. in [9]. This was the first work to demonstrate that the exchange operation alone
could be used to perform quantum computation. In this work, the four qubit strong
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collective decoherence DF subspace was used as the basis of the subsystems for the
quantum computer. After demonstrating how the exchange interaction could be used
to perform single qubit gates on this encoding, it was shown that a controlled phase
Hamiltonian could be realized on this encoding via executing a complicated series of
commutators involving exchange interactions. In particular defining
H1 = [E26,E12 + E25] + [E15,E12 + E16]
H2 =
8∑
j=5
(E1j + E2j)
C =
1
32
[H1, [H2,H1]] . (11.1)
We then find that the operator C acts a two-qubit interaction between two four-qubit
encoded DFSs. If |0L〉 and |1L〉 denote the encoded qubits in a particular basis, then
C acts as |0L0L〉 → 0, |0L1L〉 → |0L1L〉, |1L0L〉 → 0, |1L1L〉 → 0. This operation can
be used, in conjunction with single qubit operations to perform universal quantum
computation.
In a similar manner, because the proof in Appendix C is inductively constructive
it is always possible to exhibit such complex commutator and linear combinations
which enact any operation on the strong collective decoherence DFS. Via the Kitaev-
Solovay theorem, we know that this gate set will be on equivalent footing with any
other gate set, yet, in a practical sense we have not seen how to implement this
interaction without resorting to the approximate formula Eq. (3.38).
An example of the problem we face will help explain this problem. Suppose we
were given the ability to perform the Hamiltonians H1 = σx and H2 = σy and we
wished to implement the Hamiltonian H3 = σx +σy for a time T . Using a standard
Euler angle construction we could perform a series of evolution with H1 and H2
which would result in this evolution. Suppose, however, instead of this Euler angle
construction we decided to use the Trotter approximation formula(
exp
[
−iH1T
N
]
exp
[
−iH2T
N
])N
= exp [−i(H1 +H2)T ] +O
(
1
N2
)
, (11.2)
to execute this gate. Recalling the definition of the error between two unitary opera-
tors from Section 3.6.1 we can explicitly calculate this error for our simple example.
The results of this calculation are plotted in Figure 11.1 Since the error scales line
1/N2, in order to obtain an accuracy, say, that is sufficient for the threshold for quan-
tum computation which is currently estimated at ≈ 10−6, we see that N2 must be of
order 103. Given gates with an interaction strength g, this implies that these inter-
actions must we switched on an off at a rate of g/N2 in order to obtain a reasonable
approximation. For almost all proposals, however, such rapid control of the system
will not be achievable. Without knowing about the Euler angle construction, then,
the real world functioning of the universality is unclear.
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Figure 11.1: Plot of the error in the example using the Trotter approximation
We are faced with the problem of knowing that the exchange gates are universal
but not knowing the explicit methods for explicit construction of the gates in this set.
Of course, one can always resort to the Kitaev-Solovay theorem, which is constructive,
to determine such gate sequences. For situations larger than a few qubits, however,
this is an extremely daunting task to approach by brute force.
11.3 Subsystems and geometric layout
Before we discuss universality on the solely-exchange-based quantum computer,
we must first discuss the subsystem structure of such a quantum computer. In this
chapter we will focus on the smallest encoding which supports universality using
the exchange interaction. This is the subsystems encoding of one logical qubit into
three physical qubits. In this chapter we will not be concerned with the decoherence-
free properties of these states and will instead just focus on their use in a quantum
computer. Specifically, we will focus on the encoding
|0L〉 = 1√
2
(|01〉 − |10〉) |1〉
|1L〉 = 2√
3
|001〉 − 1√
3
(|01〉+ |10〉) |0〉. (11.3)
An important component of any quantum computer is the geometric layout and
connectivity of the physical qubits. In an encoded universality construction it is
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especially important to consider the geometry of the encoded qubits. We will consider
three different geometries which will probably best represent future solid-state device
layouts. Other arrangements are, of course, possible, but these layouts should be
representative of real world constraints imposed on most solid-solid state systems.
In the first layout, which will call the one-dimensional layout, the physical qubits
are assumed to lie in linear succession. Only nearest neighbor exchange interactions
are allowed such that within an encoded qubit only two of three possible exchanger
interactions can be implemented. This model is sketched in Figure 11.2.
1 2 3 4 5 6
encoded
qubit 1
encoded
qubit 2
Figure 11.2: The one-dimensional layout
In the second layout, which we will call the triangular layout, the physical qubits
are assumed to be arranged in a linear succession of triangular encoded qubits. Each
triangle represents an encoded qubit and successive triangles are only coupled by one
exchange interaction. This model is sketched in Figure 11.3.
1
2
3 4
5
6
encoded
qubit 1
encoded
qubit 2
Figure 11.3: The triangular layout
Finally the third layout, which we call the two-dimensional layout, consists of
a square grid layout of physical qubits. The encoded qubits are then grouped into
triplets of physical qubits which can couple only with other physical qubits which are
nearest neighbors. This model is sketched in Figure 11.4.
Finally we will also have the opportunity to consider serial and parallel operation
of the device. In serial operation it is assumed that only one exchange interaction
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1 2 3
456
Figure 11.4: The two-dimensional layout
between qubits can be turned on for a single time period. In parallel operation,
multiple exchange interactions, perhaps with varying strengths, can be turned on for
a single time period. Of course, for full quantum error correction some amount of
parallel operation is necessary[2], however for early implementations of the exchange-
only solid-state proposals, this will not be an issue and considerable experimental
simplification is expected when operations are not enacted in parallel.
11.4 Single encoded qubit gates using the
exchange interaction
For single encoded qubit gates, the geometries described above motivate two dif-
ferent scenarios. In the first scenario, only the exchange interaction between qubits
1, 2 and 2, 3 can be enacted and in the other scenario, interaction between all qubits
can be enacted. We call these situations the constrained and unconstrained geome-
tries respectively. Furthermore we must also consider the case where parallel or serial
operation is allowed. Thus we have four scenarios: parallel constrained, parallel un-
constrained, serial constrained and serial unconstrained.
First, it is easy to calculate the explicit action of the exchange gates on the logical
basis defined in Eq. (11.3):
E12 =
( −1 0
0 1
)
, E23 =
(
1
2
−
√
3
2
−
√
3
2
−1
2
)
, E23 =
(
1
2
√
3
2√
3
2
−1
2
)
, (11.4)
where we have used the |0L〉, |1L〉 basis. We can also define the encoded σα matrices
in the obvious manner such that
E12 = −σz, E23 = 1
2
σz −
√
3
2
σx, E13 =
1
2
σz +
√
3
2
σx. (11.5)
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Let us deal with two of the four scenarios, the parallel unconstrained scenario and
the parallel constrained scenario. In particular we can use the fact that
σx = − 2√
3
(
E23 +
1
2
E12
)
. (11.6)
Therefore if we allow parallel operations, then in both the unconstrained and con-
strained geometries, we have the ability to enact the Hamiltonians σz (−E12) and
σx (from above). Using an Euler angle construction, we therefore have a method for
constructing every possible single qubit gate on this encoding. In particular every
single qubit gate can be constructed via a sequence like
exp[−iαE12] exp
[
−iβ
(
1
2
E12 + E23
)]
exp [−iγE12] , (11.7)
for some combination of α, β, γ. The circuit for this procedure is given in Figure 11.5
where the arrows indicate an exchange interaction between the connected qubits for
the duration specified beside the arrow.
1
2
3
α β
β
1
2
γ
Figure 11.5: Single qubit encoded Euler angle construction with parallel operations
When serial operations are required and a constrained geometry is used it is
impossible to construct certain rotations with only three applications of the exchange
gates. Notice that in this case there are two possible orders for the application of the
exchange interactions
exp[−iE12α] exp[−iE23β] exp[−iE12γ]
exp[−iE23α] exp[−iE12β] exp[−iE23γ]. (11.8)
In order to understand why it is not possible to perform all single qubit gates with
these two orders of rotations it is useful to work in the Bloch sphere description of
single qubit rotations (see Chapter 4 of [153]), i.e. mapping the SU(2) rotations onto
SO(3).
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Suppose we are given two vectors on the block sphere. If we can perform any
single qubit rotation, then we can manipulate these two vectors such that they point
in any direction consistent with the inner product between the vectors unchanged.
But now consider the first sequence in Eq. (11.8). If we start the state in |0L〉, then
the first rotation does nothing, the second rotation can reach a ring on the bloch
sphere which is not a great circle and the third rotation will finally be able to rotate
this state to everywhere on the Bloch sphere except a small cap. This is illustrated in
Figure 11.6. Similarly using the second sequence in Eq. (11.8) one can start with the
y
z
x
-E
E
12
23
unreachable capsreachable rings
E12 E12E23
E23 E23E12
Figure 11.6: Bloch sphere picture of reachable operations in serial mode
+1 eigenstate of E23 and there is an unreachable cap for this sequence of operations.
See the second sequence in Figure 11.6.
Thus if we take these two vectors (the +1 eigenstates of E12 and E23) for each
sequence there is a region which the vector cannot be rotated to. Thus there are
rotations which cannot be achieved by the sequences in Eq. (11.8).
In order to be able to implement any single qubit gate on the serial constrained
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scenario we must, in fact, use four exchange interactions. In fact, with four opera-
tions there is an equivalence between constrained exchange interactions and the three
interaction unconstrained case. One possible order for the four interactions is given
by
exp[−iαE12] exp[−iβE23] exp[−iγE12] exp[−iδE23]. (11.9)
Choosing α = −π
2
and γ = γ′ + π
2
, this becomes
E12 exp[−iβE23]E12 exp[−iγ′E12] exp[−iδE23]
= exp[−iβE13] exp[−iγ′E12] exp[−iδE23]. (11.10)
Different orderings of the four interactions allow for different three interaction order-
ings. We therefore see that the four interaction constrained model can be mapped
onto the three interaction unconstrained model.
To show that the three interaction unconstrained model is sufficient to perform
any single qubit operation one simply follows the standard argument of an Euler angle
constructions.
11.5 Explicit encoded controlled-not using a se-
quence of exchange interactions
Having shown how to explicitly construct the encoded single qubit rotations the
question now arises as to how to coupled together different encoded qubits. This is
a challenging question. The first item to note is that there is no Hamiltonian which
by itself will directly enact a coupling which preserves the two logical qubits. To see
this, examine the two angular momenta on two conjoined encoded qubits
(S1) =
3∑
α=1
(
3∑
i=1
s(i)α )
2
(S2) =
3∑
α=1
(
6∑
i=4
s(i)α )
2, (11.11)
where s(i)α =
1
2
σ(i)α . It is easy to see that no linear combination of exchanges com-
mutes with both of these operators unless the exchanges in the linear combination
act exclusively between the first three qubits or exclusively between the final three
qubits. But these are just the encoded single qubit operators. Therefore there is no
linear combination of exchange operations which preserves the original DFSs.
In Appendix E we present a gate sequence for enacting a controlled-phase be-
tween two four qubit strong collective decoherence DFSs. This sequence uses parallel
operations and was analytically derived using insights gained from using the strong
DFS basis. Working with the three qubit strong collective decoherence DFSs is not as
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amenable to such analysis because conjoining two strong collective decoherence DF
subsystems is not as straightforward as in the subspace case.
In order to deal with deriving some nontrivial gate on our encoded qubit, it is
therefore necessary to resort to numerical searches. Much of the difficulty of these
searches arises from the fact that while the four basis states |0L0L〉, |0L1L〉, |1L0L〉, and
|1L1L〉 have totals spin S = 1, the complete space with these quantum numbers for six
spins has nine states and exchanges perform rotations on this nine dimensional space.
The numerical search algorithm then must search for a series of exchanges confined
to this 9 dimensional space which performs a nontrivial gate G on the encoded qubits
and any unitary matrix on the five dimensional component of the space perpendicular
to this encoded space, i.e. U = G ⊕ A5 where A5 is any unitary matrix on the
5 dimensional perpendicular space. A numerical search for optimal gates on the
encoded states was performed in [62]. In this work search for a controlled-not gate
was performed with the aid of two invariants identified by Makhlin. Explicitly, a
controlled-not on the basis states acts as
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

|0L0L〉
|0L1L〉
|1L0L〉
|1L1L〉
. (11.12)
Figure 11.7 presents the optimal (in the sense of fewest exchange interaction gates)
serial operation solution for the one-dimensional layout. In this figure, the ti values
represent the duration of the exchange interaction as in exp[iπtiEij]. In Figure 11.7
the serial operation has been compressed where gates commute. The uncertainty of
the final digits is indicated in parenthesis and the accuracy of the gate is to 6× 10−5.
Table 11.2: Number of exchange gates in different scenarios
Gate size Operation mode Geometry Gates
single qubit serial one-dimensional, two-dimensional 4
single qubit serial triangular 3
single qubit parallel one-dimensional, two-dimensional 3
triangular
two qubit serial one-dimensional 19
two qubit parallel one-dimensional 8
two qubit parallel two-dimensional 7
In Table 11.2 we assemble a list of the different optimal (in the sense of the best
found by the search algorithm) solutions for different operation modes of described
above. One shortcoming of our construction is that it does not make use of the
subsystem nature of collective decoherence. A true controlled-not which preserves
the subsystem structure was searched for and none was found for less than 26 serial
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Figure 11.7: Encoded controlled-not
exchange interactions, although in parallel operation, sequences with 8 exchange in-
teractions where found. It would be worthwhile to obtain optimal gate sequences not
only for the three qubit subsystem example, but also to examine the four qubit sub-
space example. There are certain simplifications which seem to imply that these gate
sequences for the subspace case might be simple enough even for analytical treatment
(as in the parallel operation of Appendix E).
Together with the single qubit rotations described above the controlled-not forms
a universal gate set. The tradeoffs inherit in the exchange-only based techniques are
thus clear. For a factor of 3 in space and ≈ 10 in clock cycles universality can be
achieved using only the exchange interaction.
11.6 Preparation, measurement, and leakage
Finally let us describe preparation, measurement, and leakage detection on the
exchange-based quantum computer.
Preparation can be achieved by preparing the state |0L〉 = 1√2(|01〉−|10〉)|0〉. This
state can be prepared by turning on an exchange interaction of strength J between
the first two qubits and a moderately strong magnetic field B pointing along the z
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direction is applied such that kBT ≪ gµBB < J . With these physical parameters,
the ground state of the system is |0L〉 and a gap to the next excited state is of energy
gµBB. Thus at low temperature in comparison to this gap the encoded register will
be initialized to the |0L〉 state.
Measurement on the encoded qubit can be achieved in a variety of manners. In
particular if the singlet states of the first two qubits can be distinguished from the
triplet states of the first two qubits then the encoded qubits can be distinguished. A
method which meshes nicely with our current scheme is the a.c. capacitance scheme
proposed by Kane[106]. When two electrons occupy a common potential well, in the
absence of a magnetic field, the Pauli exclusion principle mandates that the singlet
state of the two electrons lies at a lower energy than the triplet state. Therefore an
electrometer capable of detecting the number of electrons occupying a bound state can
be used to determine whether the singlet or triplet is occupied. The a.c. capacitance
scheme of Kane is directly analogous to this procedure for the solid-state quantum
computing proposals.
Finally we can briefly address the problem of leakage in the exchange-only setup.
While encoded universality allows for an interaction which was previously not fully
universal to be used in a universal manner, one of the tradeoffs is that there is a
particular nasty type of error which can occur in which the information in leaks out
of the encoded subspace. One particularly simple manner of dealing with leakage
errors is to engineer a system such that the subspace upon which one is working on is
the ground state of the system. If this is the case, then at low enough temperature, the
leakage errors will be self-corrected by energy exchange with the environment. One
way to achieve this in our case is to apply exchange interactions with equal strength
between all three qubits and a moderate magnetic field along the z direction. In
this scenario the |0L〉 and |1L〉 states are the degenerate ground state of the system.
Further, a.c. capacitance probing of this system can be used to determine if states
have leaked outside of the subspace. Therefore leakage detection can be achieved via
this fairly straightforward methodology.
11.7 Exchange-based quantum computation
In this chapter we have seen how to achieve quantum computation using only the
exchange interaction. This allows for a considerable device simplification as well as
fundamental speed increases for certain solid-state quantum computation proposals.
An important open question is whether other quantum computing architectures would
benefit from a similar encoded universality.
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Chapter 12
Decoherence-Free Subspaces in
Multilevel Atomic Systems
Decoherence-free subspaces in single atomic systems?
In this chapter we discuss the application of the theory of decoherence-free sub-
spaces to multilevel atomic systems. It is interesting to question whether decoherence-
free conditions can exist in single atomic systems. We begin by developing a sort of
no-go theorem for DF subspaces with nondegenerate energy spectra. This leads to a
discussion of coherent population trapping and we demonstrate how coherent popu-
lation trapping can be thought of as a semi-classical DF subspace.
12.1 OSR DF subspaces in multilevel systems
Suppose we are given an atomic multilevel system with N levels labeled by the
states |i〉, 1 ≤ i ≤ N , with energies ωi, which is coupled to a free space electromagnetic
field with modes labeled by ~k and polarizations ǫ ∈ {1, 2}. The Hamiltonian for this
system is given by:
H = H0 +V
H0 =
∑
i
ωi|i〉〈i|+
∑
~k,ǫ
ωka
†
~k,ǫ
a~k,ǫ
V =
∑
~k,ǫ
N∑
i>j=1
σij
(
g~k,ǫ(i, j)a~k,ǫ + g
∗
~k,ǫ
(i, j)a†~k,ǫ
)
, (12.1)
where σij = |i〉〈j| + |j〉〈i|. In general the coefficient g~k,ǫ(i, j) will separate out into
functions of ~k, ǫ and of i, j: g~k,ǫ(i, j) = f~k,ǫgij. This decomposition implies
V =
∑
~k,ǫ
N∑
i>j=1
σij
(
gijf~k,ǫa~k,ǫ + g
∗
ijf
∗
~k,ǫ
a
†
~k,ǫ
)
. (12.2)
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The creation and annihilation operators a~k,ǫ and a
†
~k,ǫ
combined as we have done form
a single operator and therefore the OSR algebra from this interaction is generated by∑N
i>j=1 gijσij and
∑N
i>j=1 g
∗
ijσij . The DF subspace condition then becomes
N∑
i>j=1
gijσij |ψ〉 = α1|ψ〉
N∑
i>j=1
g∗ijσij|ψ〉 = α2|ψ〉, (12.3)
for |ψ〉 in a DF subspace defined by α1 and α2. In order for both of these conditions
to be met, α1 = α
∗
2 ≡ α and the condition is really one condition
N∑
i>j=1
gijσij|ψ〉 = α|ψ〉 or
n∑
i,j=1
Gij |i〉〈j|ψ〉 = α|ψ〉, (12.4)
where Gij = gij, i > j = 1 . . . n, Gii = 0, and Gij = gji, i < j = 1 . . . N . Thus the
spectrum of Gij essentially determines the states for which the DF subspace condition
is fulfilled. However, we also desire that H0 not take the state outside of the DFS.
We recall that this will be true if the diagonal form of system Hamiltonian can be
written so that it contains on states from a particular DF subspace.
The first result we will prove along these lines is that degeneracy of the system
energy spectrum is necessary for a perfect DF subspace under the condition that there
are no completely isolated levels of the multilevel system.
Lemma 12.1.1 A multilevel system with a non-degenerate energy spectrum does not
support a DF subspace (in the strict sense of not evolving) with respect to interac-
tion with an electromagnetic field if every energy level has at least one non-vanishing
transition from the state to another state (Gij 6= 0 for every fixed i for at least one
1 ≤ j ≤ N).
Proof: Suppose that such a system did support a DF subspace. The diagonalized
form of the system Hamiltonian H0 is unique H0 =
∑
i ωi|i〉〈i| because the energy
spectrum is non-degenerate by assumption. Via arguments in Section 5.3.3, the state
|i〉 must be a DF state for the supposed DF subspace in order that H0 preserve the
DF subspace. However
∑N
i,j=1Gjk|j〉〈k| acting on |i〉 does not satisfy the DF condition
because there is at least one transition from |i〉 to another state. Therefore |i〉 cannot
be DF and there can be no DF subspace for this setup.
This lemma implies that there can be no perfect DF subspace for a multilevel
atomic system unless there is a degeneracy in the energy spectrum of the multi-level
system. Furthermore it follows from the proof of this lemma that the only way a DF
subspace can exist in a multilevel atomic system is if the DF subspace has support
over degenerate states of the system.
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12.2 Coherent population trapping and DF sub-
spaces
Consider now an example from quantum optics which appears to be a DF subspace
but which violates Lemma 12.1. This is the case of coherent population trapping.
Consider a three level system |a〉, |b〉, and |c〉 with nondegenerate energies ωa, ωb and
ωc, respectively. The levels are in the so-called Λ configuration in which the lower
two levels |a〉 and |b〉 are coupled to a single higher level |c〉. The transition between
the |a〉 and |b〉 levels is assumed to be strongly forbidden. We suppose that this atom
is being driven by two lasers of frequency ν1 and ν2. See Figure 12.1.
|c
|a
|b
ν1
ν2
Figure 12.1: Coherent population trapping
The semi-classical description of this problem is given by the Hamiltonian
H = H0 +H1
H0 = ωa|a〉〈a|+ ωb|b〉〈b|+ ωc|c〉〈c|
H1 =
Ω1
2
(
e−iφ1−iν1t|c〉〈a|+ eiφ+iν1t|a〉〈c|
)
+
Ω2
2
(
e−iφ2−iν2t|c〉〈b|+ eiφ2+iν2t|b〉〈c|
)
,
(12.5)
where Ωi is the Rabi frequency associated with the laser with frequency νi. In the
interaction picture with respect to H0, this Hamiltonian becomes
V(t) =
Ω1
2
(
e−iφ1−i(ν1−ωc+ωa)t|c〉〈a|+ eiφ1+i(ν1−ωc+ωa)t|a〉〈c|
)
+
Ω2
2
(
e−iφ2−i(ν2−ωc+ωb)t|c〉〈b|+ eiφ2+i(ν2−ωc+ωb)t|b〉〈c|
)
. (12.6)
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At resonance this becomes
Vr(t) =
Ω1
2
(
e−iφ1 |c〉〈a|+ eiφ1 |a〉〈c|
)
+
Ω2
2
(
e−iφ2 |c〉〈b|+ eiφ2 |b〉〈c|
)
. (12.7)
This Hamiltonian has three eigenstates, two of which contain components along the
|c〉 state and one of which does not. The eigenstate which does not have a component
along the |c〉 state is given by the coherent population trapped state
|ψ〉 = 1√
Ω21 + Ω
2
2
(
Ω2e
−iφ2|a〉+ Ω1e−iφ1 |b〉
)
. (12.8)
This state shares some of the characteristics of a state in a DF subspace. The state
does not couple to resonant radiation field even though it is a state which is a super-
position of states which individually couple to the resonant radiation field.
Notice however that if the resonance condition is not met or the phases φi fluc-
tuate the trapped state is different than that given in Eq. (12.8). In particular, this
state is not robust to interaction with any environmental electromagnetic field mode.
However, in the semiclassical picture given above, the trapped state is indeed isolated
from the driving lasers.
12.3 DF subspaces with respect to spontaneous
emission
Despite the fact that coherent trapped states are not examples of DF subspaces,
we can still use the idea of this trapped states within the context of DF subspace for
a multilevel atomic system subject to an approximation of which processes are most
likely to cause decoherence.
Consider again the Λ configuration but now in a fully quantum treatment. In this
system, spontaneous emission from |c〉 into the |a〉 and |b〉 state is clearly possible.
This is due to a a†k|a〉〈c| or a†k|b〉〈c| term in the coupling Hamiltonian where a†k is the
creation operator for the photon mode k. Suppose ωb > ωa. Spontaneous emission
from |b〉 to |a〉 can still occur, but now it must transverse virtually through the |c〉
mode. This occurs from higher order interactions like (a†k|a〉〈c|)(ak|c〉〈b|) = a†ka|a〉〈b|
and will in most cases be much weaker that the spontaneous emission from |c〉.
If one derives a master equation for the Λ configuration, unless the interaction
is taken to high enough order, the only decohering terms when interacting with the
electromagnetic vacuum are the spontaneous emission terms. In such a treatment the
Lindblad operators for the Λ configuration are given by
L1 = |a〉〈c| and L2 = |b〉〈c|. (12.9)
With respect to these Lindblad operators it is clear that there is a DF subspace is
given by the two ground states |a〉 and |b〉 (Li annihilates both of these states).
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Figure 12.2: Multilevel spontaneous emission DF subspace
In general, multilevel atomic systems then can have DF subspaces with respect
to the spontaneous emission given by the states which do not spontaneously emit.
This observation is not very profound. Given, however, that such states exist we can
however ask the more interesting question of how one can manipulate the information
in these states. Of significance here is that the multiple states which do not sponta-
neously emit do not have strong transitions between themselves because if they did
this would be a spontaneous emission pathway.
12.4 Manipulation of information in spontaneous
emission DF subspaces
In order to understand how it might be possible to manipulate the information
stored in states which do not spontaneously emit, consider the scenario diagramed in
Figure 12.3 below.
Here four laser with frequencies νi illuminate a five level system, four states |gi〉
which do not spontaneously emit and a fifth level |e〉 which is subject to spontaneous
emission. Two of these transitions are driven on resonance and the other two are
driven at a detuning of δ as shown in Figure 12.3. The semiclassical Hamiltonian for
this system in the interaction picture is given by
V(t) =
1
2
(
Ω1e
−iδt|g1〉+ Ω2e−iδt|g2〉+ Ω3|g3〉+ Ω4|g4〉
)
〈e|
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Figure 12.3: Four level DF subspace scheme
+
1
2
|e〉
(
Ω1e
iδt|g1〉+ Ω2eiδt|g2〉+ Ω3|g3〉+ Ω4|g4〉
)
, (12.10)
where we have assumed a fixed phase for all of the incident light and Ωi are the Rabi
frequencies of the transitions. Moving into a frame rotating with |g1〉 and |g2〉, this
becomes
V˜(t) =
(
1
2
4∑
i=1
Ωi [|gi〉〈e|+ |e〉〈gi|]
)
+ δ|g1〉〈g1|+ δ|g2〉〈g1|. (12.11)
For simplicity we will assume that Ωi = Ω for all i. There are then two eigenstates
of V˜(t) which have no support on the spontaneously emitting state |e〉. These states
are
|ψ1〉 = 1√
2
(|g1〉 − |g2〉) and |ψ2〉 = 1√
2
(|g3〉 − |g4〉), (12.12)
which are eigenstates of V˜(t) with eigenvalue e and 0 respectively. Thus we could
imagine encoding a qubit of information into the states |ψ1〉 and |ψ2〉. It is then
possible to use the above transitions so that a gate which acts as σz over these two
states is achieved. Thus we see that it is possible to achieve differing phase evolutions
via the application of resonant coherent population trapping beams and detuned
coherent population trapping beams.
However, the question which now remains is how to perform other single qubit
operations other that the encoded σz? We can show, in fact, that it is not possible
to first order in time for such transitions to occur.
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To see this, we note that the operations which we wish to enact are of the form
c|ψ1〉〈ψ2|+ c∗|ψ2〉〈ψ1|+ any operator on the non−DFS states. (12.13)
The general coupling Hamiltonian of these five levels to laser fields is, assuming only
the allowed transitions,
V(t) =
4∑
i=1
∑
j
e−iφij−i(νj−ωe+ωi)t|e〉〈gi|+ eiφij+i(νj−ωe+ωi)t|gi〉〈e|, (12.14)
where j labels the laser mode of frequency νj , ωe is the energy of |e〉, ωi is the
energy of |gi〉 and φij is the phase of the jth mode on the ith level |gi〉. Examining
this Hamiltonian, it is apparent that there is no way to get an operator like that in
Eq. (12.13). In particular, no terms like |g1〉〈g3| appear in this formula.
12.5 Outlook
In this chapter we have addressed the issue of DF subspaces in multi-level atomic
systems. Interestingly we have seen that such subspaces can exist under ideal as-
sumptions only when a level is degenerate. When levels are not degenerate, it is
still possible that ground states may be decoherence-free under the assumption of a
vacuum environment. Unfortunately, there are no first or processes which preserve
the DF subspace in such multilevel-level atomic systems for the same reason that the
DF subspace exists. An interesting question is the existence of DF subsystems in
multi-level atomic systems.
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Chapter 13
Decoherence-free Subsystems for
Quantum Computation
In part II of this thesis we have had the opportunity to examine a particu-
lar method for avoiding the detrimental process of decoherence. The experimental
demonstration of a DF subspace in the ion trap quantum computing architecture[111,
110] (as well as proof-of-principle demonstrations with engineered decoherence done
by Kwiat, et al.[127]) lends credit to the notion that the notion of DFSs will be an
important of future quantum computers. Theoretical arguments for DFSs in other
physical systems (of particular note are the solid state proposals of Zanardi and
Rossi[219, 220] and the use of a decoherence-free subspaces for creating Schro¨dinger
cat states of a Bose-Einstein condensate[54]) also lend credit to the notion that
decoherence-free systems will play an important part in overcoming decoherence in
constructing a quantum computer.
An important lesson to be taken from DFSs is the notion that just because a
system has a high decoherence rate that does not mean that the system cannot
be used for robust quantum computation. Symmetries of the system-environment
coupling allow for system which might otherwise be discarded as having “too high
a decoherence rate” to be managed into a realm where quantum computation may
become possible.
DFSs are a good example of a small subsystems technique for dealing with deco-
herence. They cannot and are not the end-all solution for quantum computation for
reasons which we have detailed in the previous chapters. That being said, they can
represent a large step towards making such a solution technologically feasible.
163
Part III
Natural Fault Tolerance
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Chapter 14
The Road Ahead
How difficult is it to build a quantum computer?
The discovery that fault-tolerant quantum computation can be used to solve the
decoherence problem was among one of the greatest theoretical achievements of the
end of the twentieth century. With enough control, decoherence can be reversed!
While this discovery is heartening to the prospects of building a quantum computer,
the road towards the eventual construction of a quantum computer is far from paved
and it is certainly unknown if this pavement is made of gold or rather, as some
pessimists believe, mere asphalt.
Towards this end, there is much to be said for thinking deeper about error cor-
rection, fault-tolerance, and the ultimate use of physical systems to achieve the goal
of quantum computation. In Part III of this thesis, we make first steps towards the
idea that building a quantum computer may not be as difficult as early experiments
and theoretical understanding indicates. In particular we will eschew the notion that
quantum computers must be build from the single quantum system up in lieu of
the idea that there may be many-body quantum systems which are naturally fault-
tolerant.
One way to look at this is from the perspective of why classical computers have
achieved such success. When Turing, von Neumann and others began thinking about
constructing a physical device which carried out the theoretical concepts of computer
science, it was certainly unclear that classical computers would eventually attain
today’s amazing speeds and versatility. Having achieved so much with the modern day
silicon revolution, it is important to realize, however, that strict physical principles are
responsible for the robustness of classical computers. The discovery that decoherence
is not a fundamental roadblock towards building a quantum computer leads us to
question whether there are similar physical principles which can lead to the robustness
of a naturally fault-tolerant quantum computer.
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Chapter 15
Supercoherence
No, decoherence, you cannot forever walk uphill!
One of the physical principles which helps make classical computers robust is their
use of energetics. In particular, a classical current in a transistor is robust because
the energetics of the device directs the flow of information through the transistor.
Classical conservation of the energy helps transistors from not making errors. In
this chapter we take the first steps towards developing quantum systems which sim-
ilarly harness the power of the transfer of energy to reduce the destructive effect of
decoherence. We begin with a discussion of the relationship between (near) energy
conservation and decoherence pathways. We then introduce a simple example of a
supercoherent system using a Pauli stabilizer error detecting code. A supercoherent
system is a multi-qubit system which has a ground state in which degenerate quantum
information is encoded. The degeneracy of this ground state is broken by single qubit
error and these single qubits errors take the ground state to a state of higher energy.
At low environment temperatures, decoherence is then ineffective in destroying the co-
herence of the degenerate supercoherent information. We then discuss the difficulties
of manipulating the information in the particular Pauli stabilizer example. We then
present an example of a supercoherent qubit for which universal manipulation of the
quantum information can be obtained while still retaining supercoherence. Solid state
implementation of the supercoherent qubit is then discussed. A bath of harmonic os-
cillator coupling to a supercoherent system is then analyzed and the supercoherence
is directly demonstrated. Finally it is demonstrated the Cooper pairs are quantum
error detecting codes for resistance causing processes and the relationship of this to
supercoherence is discussed.
15.1 Energetics and decoherence
It is typical of modern physicists that they erect skyscrapers of theory upon
the slender foundations of outrageously simplified models
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–J.M. Ziman[221]
In the absence of coupling, a system and its environments have separate dynamics
governed by separate energy spectra. If a perturbing interaction between the system
and environment is then introduced, the dynamics of the system and environment is
dominated by mechanisms which conserve the energies of the unperturbed system and
environment energy spectra. This is the essence of the rotating wave approximation
in quantum optics (see, for example, [5, 169]). Thus the flow (or lack of flow) of
energy between a system and the environment is, in the perturbing regime commonly
encountered, essential to determining the effective mechanisms of decoherence. Let
us examine a simple analytical example which we can use to gain an understanding
of this principle.
Consider a system consisting of a qubit and its environment also made of a qubit.
In the absence of coupling, we suppose the Hamiltonian of the system is given by
H0 = ω0σz ⊗ I+ (ωo +∆)I⊗ σz, (15.1)
where 2ω0 is the energy of the system and 2∆ is the difference between the energy
of the system and the environment qubit. We set ∆ > −ω0 and ω0 > 0 so as to
set the positivity of the energies on a solid footing. Now suppose that a perturbing
interaction of strength g is introduced between these two qubits and is of the form
V = gσx ⊗ σx, (15.2)
where g is the interaction energy. The evolution operator for this system can be
exactly calculated and found to be
U(t) =
[
cos(Ω1t)(|01〉〈01|+ |10〉〈10|)− i sin(Ω1t)
(
∆
Ω1
(|10〉〈10| − |01〉〈01|)
+
g
Ω1
(|01〉〈10|+ |10〉〈01|)
)]
+
[
cos(Ω2t)(|00〉〈00|+ |11〉〈11|)− i sin(Ω2t)
(
2ω0 +∆
Ω2
(|00〉〈00| − |11〉〈11|)
+
g
Ω2
(|00〉〈11|+ |11〉〈00|)
)]
, (15.3)
where Ω1 =
√
∆2 + g2 and Ω2 =
√
(2ω0 +∆)2 + g2. In the limit of g ≪ ω0, ω0+∆ (the
perturbing interaction limit), the coupling between the |00〉 and |11〉 states reduces
to the unperturbed evolution[
cos(Ω2t)(|00〉〈00|+ |11〉〈11|)− i sin(Ω2t)
(
2ω0 +∆
Ω2
(|00〉〈00| − |11〉〈11|)
+
g
Ω2
(|00〉〈11|+ |11〉〈00|)
)]
→︸︷︷︸
g≪ω0,ω0+∆
e−i(2ω0+∆)t|00〉〈00|+ ei(2ω0+∆)t|11〉〈11|.
(15.4)
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Thus the evolution of the |00〉 and |11〉 subspace in the perturbing limit is nearly
identical to the unperturbed dynamics. The dynamics of the |01〉 and |10〉 subspace,
does not escape so easily and is more drastically affected by the perturbing interaction.
In the absence of perturbation, the system has energies −ω0 (|0〉) and +ω0 (|1〉) and
the environment has energies −ω0−∆ (|0〉) and ω0+∆ (|1〉). When the perturbation
is now turned on, the dynamics is dominated by the action on the |01〉, |10〉 pathways.
These are exactly the pathways which most closely conserve the original energies of
the system and environment. Furthermore the pathways which least conserve energy
and act on the |00〉 and |11〉 states contribute little dynamics different from the normal
evolution of these states. This simple example then demonstrates how decoherence is
dominated by pathways which most nearly preserve the unperturbed energies of the
system and environment.
Under the assumption of such a perturbative interaction, energetics play a key role
in determining the rate of decoherence processes. The notion that energetics plays a
key role in determining decoherence rates is often confused with the statement that
“the most damaging decoherence is that in which energy is not exchanged between
the system and the environment”. We emphasize here that the fact that the most
damaging decoherence is often of a form where no energy is exchanged between the
system and the environment is different from the fact that energetics play a key
role in determining the dynamics of decoherence. Certainly it is true that the fact
that energetics determines the decoherence pathways allows decoherence which does
not exchange energy to act, but the reason why such decoherence is typically more
destructive is not related to the fact that decoherence is dominated by nearly energy
conserving dynamics.
Having emphasized that energetics is key in determining decoherence dynamics,
it is useful to place decoherence in three different categories. Specifically, energy
conserving decoherence has three possible forms: energy is supplied from the system
to the environment (cooling), energy is supplied from the environment to the system
(heating), or no energy is exchanged at all (non-dissipative). Thus even when the
environment is a heat bath at zero temperature, cooling and especially non-dissipative
decoherence processes occur. A schematic of these process is presented in Figure 15.1.
Among the possible decoherence energetics, non-dissipative decoherence is often,
but not always, the most damaging source of decoherence. Of the possible energeti-
cally favored pathways, the easiest to eliminate is heating where energy is transferred
from the environment to the system. By cooling down the environment, heating can
often be nearly completely eliminated as a decoherence pathway. Cooling and non-
dissipative dynamics, on the other hand, cannot be eliminated by simply cooling the
environment.
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Figure 15.1: Heating, cooling, and non-dissipative decoherence dynamics
15.2 A simple Pauli stabilizer supercoherent quan-
tum bit
Having shown that energetics dominates the allowed dynamics of decoherence, we
now present an approach to reducing decoherence which relies on this observation.
Consider the smallest possible additive quantum error detecting code which de-
tects single qubit errors, the [4, 2, 2] code (see Appendix A.7 for information on this
nomenclature and stabilizer codes). The stabilizer of this code is generated by the
two Pauli operators
S1 = σx ⊗ σx ⊗ σx ⊗ σx, S2 = σz ⊗ σz ⊗ σz ⊗ σz, (15.5)
and encodes two qubits of information. The logical (informational) operators for this
code (modulo the stabilizer) are given by
X¯1 = σx ⊗ σx ⊗ I⊗ I, Z¯1 = I⊗ σz ⊗ σz ⊗ I
X¯2 = I⊗ σx ⊗ σx ⊗ I, Z¯2 = σz ⊗ σz ⊗ I⊗ I, (15.6)
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(Y¯i =
1
2i
[Z¯i, X¯i], for each code, of course). A complete set of commuting operators
for this code is thus given by (for example) S1,S2, Z¯1, Z¯2. We will denote the basis
corresponding to this complete set of commuting operators by |S1, S2, Z1, Z2〉.
Now consider the Hamiltonian
H = σx ⊗σx ⊗ I⊗ I+ I⊗ I⊗σx ⊗σx + I⊗σz ⊗σz ⊗ I+σz ⊗ I⊗ I⊗σz. (15.7)
The stabilizer of the [4, 2, 2] code commutes with this Hamiltonian. Z¯2 and X¯2 also
both commute with this Hamiltonian. This implies that the action of the Hamiltonian
acts only on the first encoded qubit. Indeed we see that this Hamiltonian can be
written in terms of this code as
H = X¯1 + X¯1S1 + Z¯1 + Z¯1S2
= X¯1(I+ S1) + Z¯1(I+ S2). (15.8)
Notice how this Hamiltonian does not depend on the second qubit. Therefore this
Hamiltonian will have a spectrum which is two-fold degenerate: this degeneracy cor-
responding to the second encoded qubit.
We recall that the codespace of the [4, 2, 2] code is labeled by the eigenvalues, S1
and S2, of the stabilizer generators, S1 and S2 respectively. For each set of eigenvalues
for the stabilizer generators the action ofH on the corresponding subspace is different.
In fact we see that
S1 = +1, S2 = +1⇒ H = 2(X¯1 + Z¯1)
S1 = +1, S2 = −1⇒ H = 2X¯1
S1 = −1, S2 = +1⇒ H = 2Z¯1
S1 = −1, S2 = −1⇒ H = 0. (15.9)
The eigenvalues of H for these four cases are thus ±2√2,±2,±2, and 0 respectively.
We therefore see that the ground state of H will be within the S1 = +1, S2 = +1
subspace of the [4, 2, 2] code and will be the −2√2 eigenvalue of H over the first
encoded qubit. But what about the second encoded qubit? Here we see that the
ground state of the code is actually two-fold degenerate: corresponding directly to
the second encoded qubit. The spectrum of this Hamiltonian is given in Figure 15.2.
The ground state of this Hamiltonian has a spectacular property with respect to
single qubit operators on this four qubit system. First recall that the code stabilized
by S1 and S2 is a single qubit error detecting code. Thus every single qubit operator
σ(i)α anticommutes with at least one of S1 and S2. This in turn implies that every
single qubit error flips the value of the eigenvalue of S1 or S2 for every basis state
|S1, S2, Z1, Z2〉.
For example, suppose we are in the state labeled by (S1 = +1, S2 = +1), with the
Hamiltonian eigenvalue of −2√2, and logical basis |02〉 for the second encoded qubit.
This state is one of the ground states of H, the other being the logical basis |12〉. The
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Figure 15.2: Spectrum of the Pauli supercoherent qubit
action of a single qubit operation will act to change the value of S1 or S2 or possibly
both. In any case, this implies that the action of the single qubit operator is to take
the system from this ground state to one of the higher energy eigenvalue states of H.
Diagrammed in Figure 15.3 is the action of σ(1)z on the energy levels of H
In fact we see that this is generically true for single qubit operators acting on a
system with this Hamiltonian. Every single qubit operator changes a value of S1 and
S2 and therefore takes the system from the ground state to a higher energy state.
We term such a Hamiltonian a supercoherent Hamiltonian and make the following
general definition:
Definition 15.2.1 (Supercoherence) A system of qubits with a system Hamiltonian
H which has a degenerate ground state and for which every single qubit operator takes
the system out states in this degenerate ground state is called a supercoherent Hamil-
tonian. In more generality, we may allow the subsystems which make up the system
to be take any desired subsystem structure. The criteria used for supercoherence is
then that every operator on an individual subsystem must take the system out of the
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Figure 15.3: Effect of σ(1)z on the Pauli supercoherent qubit
degenerate ground state. If |i〉 denotes the degenerate ground state of the Hamiltonian
H, then the condition for supercoherence is
〈j|o(k)|i〉 = 0, ∀o(k), (15.10)
for all |i〉, |j〉 in the degenerate ground state and o(k) is the single subsystem operator o
acting on the kth subsystem. Information which has been encoded into the degenerate
ground state of a supercoherent Hamiltonian is referred to as a supercoherent qubit or
supercoherent qudit, depending on the dimension of the degeneracy.
Note that the supercoherence condition Eq. (15.10) implies the ground states are
an error detecting code for the operators single qubit (subsystem) operators.
Why do we label such degenerate ground states supercoherent? The main reason
for this lies in the fact that the Hamiltonian of such a system has been constructed so
that the only single qubit operations which can destroy the coherence of the system
are interactions which heat the system. As we mentioned previously, it is often
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possible to substantially decrease such decoherence mechanisms by simply cooling
the system’s environment. We will have a chance to analytically demonstrate this
effect in Section 15.4. In general, we expect that the condition for supercoherence to
hold will occur when the temperature T (we set kB = 1) is much less than the energy
gap of from the degenerate ground state to the lowest state excited by the single qubit
operators. What kind of robustness should we expect for the supercoherent qubit? If
the individual baths have a temperature T , then we expect the decoherence rate of the
supercoherent qubit to scale at low temperatures as ≈ e−β∆, where β = (kT )−1. At
low temperatures there should thus be an exponential suppression of the decoherence.
It is helpful to compare a supercoherent qubit to a single qubit with two different
Hamiltonians.
First compare a supercoherent qubit to a single qubit with non-degenerate energy
levels H = ǫσz. Now the single qubit error |0〉〈1| is a error which takes the system
from a state of higher energy to one of lower energy. This error, then, will be involved
in a cooling type decoherence. The single qubit error |1〉〈0| takes the system from
a state of lower energy to one of higher energy. This is a heating type decoherence.
Finally the single qubit error σz does not change the energy of the system but acts to
dephase the system. Therefore this error is of the non-dissipative form. In contrast
to this single qubit example, all single qubit errors acting on a supercoherent ground
state must take the system from the ground state to a state of higher energy. Thus all
of the above error |0〉〈1|, |1〉〈0| and σz are errors on the supercoherent Hamiltonian
of the heating form.
Second it is useful to compare the supercoherent qubit to a single qubit with
a degenerate Hamiltonian. In this case all σα errors act on this qubit are of the
non-dissipative form because the two qubits have the same energy. This is in direct
contrast to the supercoherent qubit for which all errors are of the heating form.
Degeneracy alone is not enough for supercoherence.
15.2.1 Encoded operations on the Pauli supercoherent qubit
Returning now the specific Pauli stabilizer supercoherent example we began with,
we can now ask the question of how to manipulate the information encoded into the
degeneracy. Nothing is worse than a quantum memory which one cannot manipulate!
In this case, we already know how to manipulate the quantum information in the
degeneracy because this degeneracy is simply the second encoded qubit. In particular
the two-qubit operations X¯2 = I⊗σx⊗σx⊗ I and Z¯2 = σz⊗σz⊗ I⊗ I are encoded
single qubit rotations on this qubit. By turning on an off these interactions it is
therefore possible to perform computation any SU(2) rotation on the supercoherent
qubit.
The question which is immediately raised, however, is how turning on an off the
interactions affects the supercoherent property of the system. Suppose that we have
a supercoherent system with a gap from the ground state to the single qubit excited
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states of energy ∆. When we turn on X¯2 or Z¯2, we want to make sure that this gap
is still preserved and the supercoherent property that any single qubit gate will take
the supercoherent qubit to a state of higher energy is maintained.
In order for the gap to be still maintained the interaction strength must be weak
in comparison with the temperature of the bath. To see this, we note that X¯2 and
Z¯2 break the degeneracy of the system. If these interactions are of strength ǫ, then
this degeneracy is split by ǫ. The gap of size ∆ is therefore shrunk by cǫ where c is
a prefactor which may be state dependent. In order to maintain the supercoherent
condition, this shrinking must not remove the condition that the gap is large compared
to the temperature of the bath. Thus if ǫ ≪ T , the gap is maintained while the
computation is being performed.
Also notice that the manipulation of the degenerate information does not change
the fact that single qubit interactions take the ground states (which are no longer
degenerate due to the interaction) to states of higher energy. To see this is sufficient
to notice that the interactions we implement act only on the degeneracy. If, for
example, we tried to implement a σx on the codespace with X¯2X¯1 = σx⊗ I⊗σx⊗ I,
we would act not only on the degenerate supercoherent qubit, but also on the space
of the Hamiltonian H.
Having shown how to perform single qubit rotations on the information in the
supercoherent qubit, we can now ask the question of whether it is possible to per-
form universal quantum computation to perform universal quantum computation on
conjoined sets of such supercoherent qubits. The difficulty here is that any two qubit
interaction which acts between two conjoined supercoherent qubits act as single qubit
operations on each individual supercoherent systems. Therefore any two qubit inter-
action necessarily excites the information in the supercoherent ground state to an
excited energy level. Of course, we could resort to more than two qubit interac-
tions. This method, however, is highly unlikely to be practical and we will therefore
disregard this technique.
One method for overcoming this problem is, when an interaction between the en-
coded qubits is desired, another set of Hamiltonians is turned on which maintains the
ground state condition of the individual supercoherent qubits but also creates other
ground states which are degenerate with these states. Manipulation of the quantum
computation is then performed over this larger supercoherent ground state. We know
of no such method for the Pauli stabilizer supercoherent example we have just pre-
sented, however, in the next section we will present a more complicated supercoherent
system which can be used to perform universal quantum computation in a manner
similar to what we have just described.
174
15.3 Exchange-based supercoherent quantum bit
Amazingly there is a supercoherent system which is intimately related to the
strong collective decoherence DFS states which we have so thoroughly studied in
Part II of this thesis. Consider the Hamiltonian
H
[n]
0 =
∆
2
(~S[n])2, (15.11)
where we recall that S[n]α =
1
2
∑n
i=1 σ
(i)
α . This Hamiltonian has eigenvalues
∆
2
Jn(Jn+1),
with corresponding eigenstates given by the strong DFS basis |λ, Jn, mα〉.
Let us briefly recall the definitions of the strong DFS basis for completeness. Let
Hn = (C2)⊗n be a Hilbert space of n qubits, and let s(i)α be the αth Pauli spin
operator acting on the ith qubit tensored with identity on all other qubits. The
s(i)α satisfy the commutation and anticommutation rules, [s
(j)
α , s
(k)
β ] = iδjkǫαβγs
(j)
γ and
{s(j)α , s(k)β } = 12δjkδαβI + 2(1 − δjk)s(j)α s
(k)
β . We define the kth partial collective spin
operators on the n qubits, S[k]α =
∑k
i=1 s
(i)
α . The total collective spin operators acting
on all n qubits, S[n]α , form a Lie algebra L which provides a representation of the Lie
algebra su(2): [S[n]α ,S
[n]
β ] = iǫαβγS
[n]
γ . Thus L can be decomposed in a direct product
of irreducible representations (irreps) of su(2), L ≃⊕n/2J=0,1/2⊕nJk=1L2J+1, where L2J+1
is the 2J + 1 dimensional irrep of su(2) which appears with a multiplicity nJ . If we
let (Jd)α be the operators of the d dimensional irrep of su(2), then there exists a basis
for the total collective spin operators such that S[n]α =
⊕n/2
J=0,1/2 InJ ⊗ (J2J+1)α. Corre-
sponding to this decomposition of S[n]α , the Hilbert space H can be decomposed into
states |λ, Jn, m〉 classified by quantum numbers labeling the irrep, Jn, the degeneracy
index of the irrep, λ, and an additional internal degree of freedom, m. A complete set
of commuting operators consistent with this decomposition and providing explicit val-
ues for these labels is given by Bα = {(~S[1])2, (~S[2])2, . . . , (~S[n−1])2, (~S[n])2,S[n]α }[109].
Therefore a basis for the entire Hilbert space is given by |J1, J2, . . . , Jn−1, Jn, mα〉,
where (~S[k])2|J1, . . . , Jn, mα〉 = Jk(Jk + 1)|J1, . . . , Jn, mα〉 and S[n]α |J1, . . . , Jn, mα〉 =
mα|J1, . . . , Jn, mα〉. The degeneracy index λ of a particular irrep having total collec-
tive spin Jn is completely specified by the set of partial collective spin eigenvalues
Jk, k < n: λ ≡ {J1, . . . , Jn−1}. This degeneracy is simply due to the (nJ) different
possible ways of constructing a spin-Jn out of n qubits.
Thus the (possibly degenerate) ground state of the Hamiltonian in Eq. (15.11)
is given by the lowest Jn states for a particular n. For n even, these states have
Jn = 0, and for n odd they have Jn = 1/2. Furthermore, H
[n]
0 can be constructed
from two-qubit interactions alone:
H
[n]
0 =
∆
2
 n∑
i6=j=1
~s(i) ·~s(j) + 3n
4
I
 . (15.12)
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Thus we see that H
[n]
0 is nothing more than the Heisenberg coupling ~s
(i) ·~s(j) acting
with equal magnitude between every pair of qubits. The identity component of H0
produces only a trivial global phase on the system and is not relevant to our discussion.
H
[n]
0 has a highly degenerate spectrum, with energies determined by Jn. To deter-
mine the effect of single qubit operations on these states we first examine the effect
of a single qubit operation on the nth qubit, s(n)α . Since [s
(n)
α , (
~S[k])2] = 0 for k < n,
we see that s(n)α can not change the degeneracy index λ of a state |λ, Jn, mα〉. Let
On = −14I + (~S[n])2 − (~S[n−1])2 (defined for n > 1). On determines which final step
is taken in making the addition from qubit n− 1 to qubit n (see Figure 15.4). If the
final step from Jn−1 to Jn was taken by adding 1/2, then the eigenvalue of On will be
On = Jn−1 + 12 , while if it was taken by subtracting 1/2, then On = −(Jn−1 + 12). It
is convenient to replace (~S[n])2 by On in our set of commuting operators, which can
clearly be done while still maintaining a complete set of commuting operators. We
can then replace the quantum number Jn by On, to obtain the basis |λ,On, mα〉. It
is easy to verify that {On, s(n)α } = S[n]α . If we examine the effect of s[n]α on the basis
|λ,On, mα〉 (where we have defined mα as the orientation corresponding to S(n)α ), then
we find that
(O′n +On)〈λ,On, mα|s(n)α |λ′, O′n, m′α〉
= mαδλ,λ′δOn,O′nδmα,m′α. (15.13)
Thus we see that the only non-zero matrix elements occur when O′n = On or O
′
n =
−On. From this it follows that the final step in the paths of Figure 15.4 can either
flip sign (e.g., 1→ −1) or else must remain the same. Using the relation between On
and Jn above, shows that this results in the selection rules ∆Jn = ±1, 0 for s(n)α acting
on states in the |λ, Jn, mα〉 basis. Note further that if we had chosen a basis with
mβ instead of mα in Eq. (15.13) (β 6= α), we would have obtained the same selection
rule but now the mα components could be mixed by the operation of s
(n)
β . We recall
(see Appendix C) that the exchange operation Eij =
1
2
I + 2~s(i)~s(j) which exchanges
qubits i and j modifies only the degeneracy index λ of the |λ, Jn, mα〉 basis. Because
s(j)α = Ejns
(n)
α Ejn, this implies that any single qubit operator s
(i)
β can therefore give
rise to mixing of both the spin projections mα, and of the degeneracy indices λ.
These selection rules must be modified for the Jn = 0 states. On = −1 andmα = 0
for all Jn = 0 states and any transitions between these states will therefore have zero
matrix element, i.e., 〈λ, Jn = 0, mα|s(n)α |λ′, J ′n = 0, m′α〉 = 0. Thus the transitions
∆J = 0 are forbidden for Jn = 0, and s
(n)
α must take Jn = 0 states to Jn = 1 states.
Furthermore, since 〈λ, Jn = 0, 0|s(n)α |λ′, J ′n = 0, 0〉 = 0, the degeneracy index λ for
Jn = 0 states is not affected by any single qubit operation.
To summarize, we have shown that any single qubit operation s(i)α enforces the
selection rules ∆Jn = ±1, 0 with the important exception of Jn = 0 which must have
∆Jn = +1. The degenerate Jn = 0 states are therefore a quantum error detecting
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code for single qubit errors[10, 109], with the special property that they are also the
ground state of a realistically implementable Hamiltonian.
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Figure 15.4: Diagram showing formation of the |λ, Jn, m〉 states
Figure 15.4 shows that for an even number of qubits the Jn = 0 ground state of
H
[n]
0 is degenerate. For n = 4 physical qubits the ground state is two-fold degenerate
[216]. This degeneracy cannot be broken by any single qubit operator and single
qubit operations must take the Jn = 0 states to Jn = 1 states as described above.
This ground state is therefore a supercoherent qubit. If each qubit couples to its
own individual environment, we expect that the major source of decoherence for this
ground states will indeed be the processes which take the system from Jn = 0 to
Jn = 1.
15.3.1 Encoded operations on the exchange-based superco-
herent qubit
We now turn to the question which we could not solve for the Pauli stabilized
supercoherent qubits. In order to be useful for quantum computation, the superco-
herent qubits should allow for universal quantum computation. Extensive discussion
of fault-tolerant universal quantum computation on qubits encoded in decoherence-
free subsystems has been given in Chapter 9 where it was shown that computation
on these encoded states can be achieved by turning on Heisenberg couplings between
neighboring physical qubits. This means that we need to add extra Heisenberg cou-
plings to the supercoherent Hamiltonian H
[4]
0 . For a single supercoherent qubit these
additional Heisenberg couplings can be used to perform any SU(2) rotation, i.e., an
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encoded one-qubit operation. In the present scheme one would like this additional
coupling to avoid destroying the energy gap which suppresses decoherence. This can
be achieved if the strength of the additional couplings, δ, is much less than the energy
gap, i.e., δ ≪ ∆. The trade-off between the decoherence rate and the speed of the one
qubit operations can be quantified by calculating the gate fidelity F ∝ δeβ(∆−δ). F
quantifies the number of operations which can be done within a typical decoherence
time of the system. For small δ the gates are slower while for larger δ the gap is
smaller resulting in a tradeoff. F is minimized for δ0 = kT . At this minimum F is
still exponentially suppressed for lower temperatures, in particular, F |δ=δ0∝ β−1eβ∆.
Of more concern for the present scheme is how to perform computation between
two encoded supercoherent qubits, the question which perplexed us in the previous
section. In Section 11.5 we saw that using only Heisenberg couplings, a nontrivial
two encoded qubit gate cannot be done without breaking the degeneracy of the H
[4]
0
Hamiltonian on the two sets of four qubits. This can be circumvented by considering a
joint Hamiltonian of the eight qubits,H
[8]
0 . This Hamiltonian has a ground state which
is 14-fold degenerate, including the tensor product states of the degenerate ground
state of the H
[4]
0 Hamiltonian. The universality constructions previously presented
in Chapter 9 and explicitly in Appendix E can then easily be shown to never leave
the ground state of this combined system. Thus we see that we can circumvent the
problem of the previous section. When a gate between two conjoined exchange-based
supercoherent qubits is needed, additional exchange interactions must be turned on
to obtain the Hamiltonian H
[8]
0 and additional exchanges must be used to produce a
nontrivial gate between the two conjoined supercoherent qubits.
15.3.2 Implementation of the exchange supercoherent qubit
in quantum dot arrays
The technological difficulties in building a supercoherent qubit are daunting but we
believe within the reach of present experiments. In particular the supercoherent qubit
states appear perfect for solid state implementations of a quantum computer using
quantum dots[141, 64, 63]. Related encodings on 3-qubit states were recently shown
to permit universal computation with the exchange interaction alone in [62]. The
main new requirement for the supercoherent encoding, which allows the additional
exponential suppression of decoherence, is the construction of H
[4]
0 and H
[8]
0 . H
[4]
0
can be implemented by a two dimensional array with Heisenberg couplings between
all four qubits. H
[8]
0 poses a more severe challenge, since the most natural geometry
for implementing this Hamiltonian is eight qubits on a cube with couplings between
all qubits. Such structures should be possible in quantum dots by combining lateral
and vertical coupling scheme. Finally, estimates of the strength of the Heisenberg
coupling in the quantum dot implementations are expected to be on the order of
0.1 meV [141, 64, 63]. Thus we expect that at temperatures below 0.1 meV ≈ 1
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K, decoherence should be suppressed for such coupled dots by encoding into the
supercoherent states proposed here.
15.4 Harmonic baths coupled to a supercoherent
qubit
As an example of the expected supercoherence we consider a quite general model
of 4 qubits coupling to 4 independent harmonic baths for the exchange-based super-
coherent qubit. The unperturbed Hamiltonian of the system and bath is H
[4]
0 ⊗ I +
I⊗∑4i=1∑ki h¯ωkia†kiaki where a†ki is the creation operator for the ith bath mode with
energy h¯ωki. The most general linear coupling between each system qubit and its in-
dividual bath is
∑4
i=1
∑
ki
∑
α s
(i)
α ⊗ (gi,αaki + g∗i,αa†ki). According to the selection rules
described above we can write s(i)α =
∑
(m,n)∈S A
(m,n)
i,α + h.c., where A
m,n†
i,α takes states
Jn = m to Jn = n (and acts on λ and mα in some possibly nontrivial manner) and
S is the set of allowed transitions S = {(0, 1), (1, 2), (1, 1), (2, 2)}. In the interaction
picture, after making the rotating-wave approximation [169], this becomes
V(t) =
∑
i,α,ki,(m,n)∈S
g∗i,αe
−i(∆
h¯
f(m,n)−ωki )tA(m,n)i,α a
†
ki
+gi,αe
i(∆
h¯
f(m,n)−ωki )tA(m,n)†i,α aki , (15.14)
where f(m,n) = n(n + 1) − m(m + 1). Coupling to thermal environments of the
same temperature, under quite general circumstances (Markovian dynamics, smooth
spectral density of the field modes) we are led to a master equation (see for example
[169])
∂ρ
∂t
=
∑
i,α,(m,n)∈S
γ
(m,n)
i,α L(m,n)i,α [ρ] + γ(n,m)i,α L(n,m)i,α [ρ], (15.15)
with L(m,n)i,α [ρ] = ([A(m,n)i,α ρ,A(m,n)†i,α ] + [A(m,n)i,α , ρA(m,n)†i,α ]). The only operators which
act directly on the supercoherent qubit are A
(0,1)
i,α . The relative decoherence rates
satisfy γ
(0,1)
i,α ∝ n(T ) where n(T ) is the thermal average Bose occupation number
n(T ) = [exp(β∆)− 1]−1. Thus we see, as predicted that the supercoherent qubit
decoheres at a rate which decreases exponentially as kT decreases below ∆.
15.5 Cooper pairs as error detecting codes and su-
percoherence
Finally let us mention an interesting connection between our supercoherent con-
structions and Cooper pairs in superconductivity. In the standard derivation of super-
conductivity as initially put forth by Bardeen, Cooper, and Schrieffer [11] electrons
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with energies near the Fermi energy of a metal interact via the exchange of a phonon
producing an attractive effective potential between the electrons. The Hamiltonian
which describes the system is well described by [11]
H =
∑
k
E(k)c†k,↑ck,↑ −
∑
k,k′
Vkk′c
†
k′,↓c
†
−k′,↓c−k,↑ck,↑, (15.16)
where ck,s is the single electron annihilation operator for an electron with wavenum-
ber k and spin s, E(k) is the energy of an electron with wavenumber k, and Vkk′
represents the attractive coupling. The ground state of the superconductor to a good
approximation (in the thermodynamic limit) is [11]∏
k
(αk + βkc
†
k,↑c
†
−k,↓)|0〉, (15.17)
where αk and βk are real coefficients and |0〉 is the vacuum state. The ground state is
composed of Cooper pairs of electrons with opposite momentum |k, ↑〉| − k, ↓〉. If we
work in the frame of reference which is drifting with the superconducting current, then
the types of effects which normally establish resistivity in a conductor are those that
change the momentum of a single electron (via scattering from impurities, phonons,
etc). We will now show that Cooper pairs are a form of quantum error detecting code
for these single electron scattering processes.
We recall that the open system evolution of a system which is initially decoupled
from its environment is described in the operator-sum representation[126] as ρ(t) =∑
iAi(t)ρ(0)A
†
i(t) where
∑
iA
†
i(t)Ai(t) = I. Quantum error correction and detection
begin by expanding Ai(t) in terms of a suitable basis Ea of possibly non-unitary
“error” operators. A sufficient condition for the detection of such processes on a code
with states |i〉 representing the encoded quantum information is given by [120]
〈j|Ea|i〉 = caδij. (15.18)
Consider now a single Cooper pair with different wavenumbers k and k′: |k, ↑,−k, ↓〉
and |k′, ↑,−k′, ↓〉. Any error operator E which acts on only one of the electrons and
changes the momentum of the electron, the operators which would normally cause
resistance, can easily be seen to satisfy 〈k, ↑,−k, ↓ |E|k′, ↑,−k′, ↓〉 = 0 because of the
orthogonality of states on the electron which is not operated on. Further because E
changes the momentum of the single electron,
〈l, ↑,−l, ↓ |E|l, ↑,−l, ↓〉 = 0, (15.19)
for both l = k and l = k′. We therefore see that Cooper pairs satisfy Eq. (15.18) for
all resistance causing interactions. Cooper pairs, then, are quantum error detecting
codes for resistance cause scattering. If we could store quantum information in the
wavenumber of a Cooper pair then we could use these Cooper pairs as a supercoher-
ent system. We note here that the fact that Cooper pairs are single electron error
detecting codes which exhibit supercoherence does not however explain the zero elec-
trical resistance of superconductors. It is interesting to note, however, the connections
between Cooper pairs and supercoherence.
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15.6 Supercoherence and the importance of ener-
getics
In this chapter we have introduced the notion of supercoherence. When the in-
teraction between a system and its environment is perturbing (which is the case in
most systems of interest) decoherence follows pathways which preserve the unper-
turbed system and environment energies. This allows us to construct a method for
avoiding decoherence by engineering the system Hamiltonian such that all single qubit
decoherence processes are processes which heat the system. Thus by cooling the envi-
ronment decoherence in a supercoherent system can be minimized. We have therefore
harnessed the power of energetics to help strengthen the resistance of quantum infor-
mation to decoherence. This represents a small step towards constructing a system
which has resistance to decoherence built into the natural evolution of the system.
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Chapter 16
A Supercoherent Spin Ladder with
Error Correcting Properties
To be an Error and to be Cast out is part of God’s Design
– William Blake
In this chapter we study a spin ladder which has both supercoherent and error
correcting properties. We begin by presenting a stabilizer encoding which maps this
model into clusters of Ising models with transverse fields. We then explicitly calculate
the spectrum of this model and show that there is a unique two-fold degenerate
ground state for this spin ladder. It is then shown that this ground state detects
single bit flips and corrects multiple phase errors. The ground state is therefore
supercoherent with the added benefit of being quantum error correcting. We then
discuss the role of encoded operations on this state and conclude with some discussion
of the shortcomings of this spin ladder for quantum computation.
16.1 Description of the spin ladder
Suppose we are given a spin ladder of 2n qubits. We label these qubits via the
indices (i, j) where 1 ≤ i ≤ n and j ∈ {1, 2} with the operatorO acting on the (i, j)th
qubit tensored with identity on all other qubits as O(i,j). Define the two operators
HZ =
n∑
i=1
σ(i,1)z σ
(i,2)
z
HX =
n−1∑
i=1
σ(i,1)x σ
(i+1,1)
x + σ
(i,2)
x σ
(i+1,2)
x . (16.1)
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The spin ladder we consider is the sum of these two Hamiltonians with equal negative
strengths
Hn = −ω0(HZ +HX), (16.2)
where ω0 > 0. This spin ladder is sketched in Figure 16.1
X X
X X
Z
Z
(i,2) (i+1,2)(i-1,2) (i+2,2)
(i,1) (i+1,1)(i-1,1) (i+2,1)
Figure 16.1: A supercoherent spin ladder.
Let us begin by understanding the intuition behind why this spin ladder system
may have interesting supercoherent properties. The ground state of this spin ladder
system will attempt to minimize the energy of the total Hamiltonian. Any given
qubit is acted upon by an interaction which acts as σx ⊗ σx or σz ⊗ σz where the
first qubit is the qubit of concern and the other qubit is one of the qubits neighbors.
We call such couplings between the qubits bonds. If we individually diagonalize the
interactions corresponding to the bonds, single qubit interactions σα act to change
the eigenvalue of each of these operators. In particular, because we are dealing with
Pauli operators, the eigenvalue will flip sign and therefore increase in energy. The real
ground state, of the system, of course cannot be analyzed in such a manner because
all of the bond operators do not commute. However, it is not unreasonable that
the ground state will maintain some of this intuition, that single qubit interactions
increase the energy and indeed we will see that our intuition does pay off and this is
exactly what happens. Such spin ladders are known as frustrated spin ladders[187]
due to the competition of the different bonds in establishing a ground state.
16.1.1 Stabilizer encoding
There are two transformations which make exact calculation of the spectrum of
this spin ladder possible. The first of these is a Pauli stabilizer encoding (see Ap-
pendix A.7). Instead of the Pauli basis σ(i,j)α , consider instead the following set of
Pauli operators
X
(i)
1 = σ
(i,1)
x σ
(i,2)
x , Z
(i)
1 = σ
(i,1)
z ,
X
(i)
2 = σ
(i,2)
x , Z
(i)
2 = σ
(i,1)
z σ
(i,2)
z . (16.3)
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In particular, there is an encoding of information such that X1,Z1 act as correspond-
ing Pauli operators on the first qubit and X2,Z2 act as corresponding Pauli operators
on the second qubit. In fact this encoding is simply the controlled-not basis change
on the qubits from adjacent qubits connected by the rungs of the ladder
|00〉 → |00〉, |01〉 → |01〉, |10〉 → |11〉, |11〉 → |10〉. (16.4)
Under this basis, we find that the spin ladder Hamiltonian becomes
H = −ω0
(
n∑
i=1
Z
(i)
2 +
n−1∑
i=1
X
(i)
1 X
(i)
2 X
(i+1)
1 X
(i+1)
2 +X
(i)
2 X
(i+1)
2
)
= −ω0
(
n∑
i=1
Z
(i)
2 +
n−1∑
i=1
X
(i)
2 X
(i+1)
2
(
I+X
(i)
1 X
(i+1)
1
))
. (16.5)
At this point it is useful to introduce a basis corresponding to the operators
Eq. (16.3). A complete set of commuting operators corresponding to this basis is
given by the operator Z
(i)
2 and X
(i)
1 . We label this basis by the ±1 eigenvalues of these
operators as |z(1)2 , z(2)2 , . . . , z(n)2 , x(1)1 , x(2)2 , . . . , x(n)2 〉. We will sometimes abbreviate this
as |~z2, ~x1〉 under the obvious correspondence.
Under this basis(
I+X
(i)
1 X
(i+1)
1
)
|~z2, ~x1〉 =
(
1 + x
(i)
1 x
(i+1)
1
)
|~z2, ~x1〉. (16.6)
Now 1 + x
(i)
1 x
(i+1)
1 is either 0 if the signs of x
(i)
1 and x
(i+1)
1 differ or 2 if the signs of
x
(i)
1 and x
(i+1)
1 are identical. This identification allows us to see that the spin ladder
Hamiltonian Eq. (16.5) acts as a different Hamiltonian depending only the value of
~x1. In particular we see that
H = −ω0
⊕
x
(1)
1 ,...,x
(n)
1 ={−1,+1}
n∑
i=1
(
Z
(i)
2 + 2ci(~x1)X
(i)
2 X
(i+1)
2
)
⊗ |~x1〉〈~x1|, (16.7)
where
ci(~x1) =
1
2
(
1 + x
(i)
1 x
(i+1)
1
)
. (16.8)
Notice ci(~x) is a list over i of either +1 or 0. We therefore see that the spin ladder
Hamiltonian has been brought to a block diagonal form where each of the blocks
corresponds to a given ~x1. Given a particular block with a ~x1 the values of the n− 1
ci(~x1) then specify the exact form of the Hamiltonian in this block.
We will now focus on these block diagonal Hamiltonians for a fixed ~x1. We see
that a Hamiltonian for a particular ci(~x1) corresponds to multiple Ising chains in a
transverse field. Define the Ising chain with a transverse field Hamiltonian as
H
j,k
I = −ω0
k−1∑
i=j
2X
(i)
2 X
(i+1)
2 +
k∑
i=j
Z
(i)
2
 . (16.9)
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and the transverse field only Hamiltonian as
H
j,k
T = −ω0
k∑
i=j
Z
(i)
2 . (16.10)
The Hamiltonian over the ~z2 qubits for a fixed ~x1 is given by a sum of such chains
with transverse fields and transverse fields only:
H(ci(~x1)) = H
i1,i2
I +H
i3,i4
I + · · ·+Hi2k−1,i2kI +Hj1,j2T +Hj3,j4T + · · ·+Hj2l−1,i2lI . (16.11)
Since each of the H
ij ,ij+1
I H
ij ,ij+1
T act on different |x(i)2 〉 qubits they can each be indi-
vidually diagonalized and the total energy added up. For the systems with simply a
transverse field this is trivially achieved. The eigenstates are simply the single qubit
configurations of the qubits pointing with or anti to the transverse field. Luckily, also,
we can analyze the Ising chains with a transverse field and find analytical expressions
for the energy and eigenstates of these chains up to a small correction.
16.1.2 The one dimensional Ising chain in a transverse mag-
netic field
We need to consider an Ising chain of length k in a transverse field of the form
HI = −
k∑
i=1
Zi − 2
k−1∑
i=1
XiXi+1, (16.12)
where we have relabeled our qubit operators in an obvious notion for simplicity in
this calculation. We follow the calculation in [40]. Define the raising and lowering
operations
S±i =
1
2
[Xi ± iYi] , (16.13)
such that
HI =
k∑
i=1
(I− 2S+i S−i )− 2
k−1∑
i=1
[
S+i + S
−
i
] [
S+i+1 + S
−
i+1
]
= kI− 2
(
k∑
i=1
S+i S
−
i +
k−1∑
i=1
[
S+i + S
−
i
] [
S+i+1 + S
−
i+1
])
. (16.14)
Henceforth, we will drop the identity constant kI and recover such constant terms at
the end of our calculation (they will turn out to be important!).
Next we can use the Jordan-Wigner transformation to take this model, which is
that of hard-core bosons, from spin operators to fermions. In particular if we define
ci =
i−1∏
j=1
(−Zj)S−i , c†i =
i−1∏
j=1
(−Zj)S+i , (16.15)
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then we see that the operators ci, c
†
i are fermionic operators satisfying
{ci, cj} = 0, {ci, c†j} = δij . (16.16)
Expressing our model in terms of the fermionic operators we find
HI = −2
(
k∑
i=1
c
†
ici +
k∑
i=1
[
c
†
i − ci
] [
c
†
i+1 + ci+1
])
+C, (16.17)
where addition is done modulo k and C is a correction
C = +2(c†1 + c1)(c
†
k − ck). (16.18)
We will ignore the correction term C for now and return to the effect of this term
later. Notice also that this correction term only appears when k > 2.
To diagonalize this Hamiltonian it is useful to work first with fermions in momen-
tum space
cq =
1√
k
k∑
j=1
cj exp (iqj)
c†q =
1√
k
k∑
j=1
c
†
j exp (−iqj) , (16.19)
where q = 2πm
k
with m = −k
2
, . . . , k
2
for k even and m = −k−1
2
, . . . , k−1
2
for k odd.
Check that these still obey the fermion rules:
{cq, cq′} = {c†q, c†q′} = 0 (16.20)
{cq, c†q′} =
1
k
k∑
a,b=1
{ca, c†b} exp(i(qa− q′b)) =
1
k
k∑
a=1
exp(ia(q − q′)) = δq,q′.
We can compute that
c†qcq =
1
k
k∑
a,b=1
c†acb exp(iq(b− a)). (16.21)
So that
∑
q
c†qcq =
k∑
a=1
c†aca,
2
∑
q
cos(q)c†qcq =
∑
q
(exp(iq) + exp(−iq))
k∑
a,b=1
c†acb exp(iq(b− a))
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=
k−1∑
a=1
(
c†aca+1 − cac†a+1
)
∑
q
exp(−iq)c†qc†−q =
1
k
∑
q
k∑
a,b=1
c†ac
†
b exp(iq(b− a− 1)) =
k−1∑
a=1
c†ac
†
a+1
∑
q
exp(iq)cqc−q =
1
k
∑
q
k∑
a,b=1
cacb exp(iq(a− b+ 1) = −
k−1∑
a=1
caca+1.(16.22)
Thus we find that
HI = −2
(∑
q
(1 + 2 cos(q))c†qcq −
∑
q
(exp(−iq)c†qc†−q + exp(iq)cqc−q)
)
(16.23)
= −2
∑
q>0
(1 + 2 cos(q))(c†qcq + c
†
−qc−q) + 2i
∑
q>0
sin(q)
(
c†qc
†
−q + cqc−q)
) .
To diagonalize this Hamiltonian we apply a Bogoliubov transformation
ηq = uqcq + ivqc
†
−q, η−q = uqc−q − ivqc†q
η†q = uqc
†
q − ivqc−q, η†−q = uqc†−q + ivqcq, (16.24)
where q > 0 everywhere and uq, vq are both real. We require that the ηq,η
†
q are
fermionic operators:
{ηq′,ηq} = 0, {η†q′,ηq} = δq′,q ⇒ u2q + v2q = 1. (16.25)
Thus we parameterize uq and vq via uq = sin(θq), vq = cos(θq). The inverse transfor-
mation to the Bogoliubov fermions is given by
cq = uqηq − ivqη†−q, c−q = uqη−q + ivqη†q
c†q = uqη
†
q + ivqη−q, c
†
−q = uqη
†
−q − ivqηq. (16.26)
Which can be used to rewrite the Hamiltonian in terms of the Bogoliubov fermions:
HI = −2
∑
q>0
(1 + 2 cos(q))
(
(uqη
†
q + ivqη−q)(uqηq − ivqη†−q)
+(uqη
†
−q − ivqηq)(uqη−q + ivqη†q))
)
+
∑
q>0
2i sin(q)
(
(uqη
†
q + ivqη−q)(uqη
†
−q − ivqηq)
+(uqηq − ivqη†−q)(uqη−q + ivqη†q))
))
(16.27)
= −2
∑
q>0
[
(1 + 2 cos(q))(u2q − v2q )− 4 sin(q)uqvq
]
(η†qηq + η
†
−qη−q)
+
∑
q>0
[
4i(1 + 2 cos(q))uqvq + 4i sin(q)(u
2
q − v2q )
]
(η†qη
†
−q + ηqη−q)
 ,
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up to a constant vacuum energy. We can make the off-diagonal terms vanish if
(1 + 2 cos(q))uqvq + sin(q)(u
2
q − v2q ) = 0→ tan(2θq) = −
2 sin(q)
(1 + 2 cos(q))
. (16.28)
Thus
HI = −2
∑
q>0
[(1 + 2 cos(q))− 2 sin(2θq) sin(q)] (η†qηq + η†−qη−q), (16.29)
or
HI = 2
∑
q
√
5 + 4 cos(q)η†qηq. (16.30)
We can recover the constant vacuum energy by noting that the original Hamiltonian
was traceless and the trace should be preserved under the canonical transformations
we have performed. Since Tr [HI ] = 2k
∑
q
√
5 + 4 cos q we find that
HI = 2
∑
q
√
5 + 4 cos(q)
(
η†qηq −
1
2
)
. (16.31)
The vacuum (ground) state of this system has no Bogoliubov fermions occupying any
sites. Note that there is a gap between this state and excited states. Further note
that the energy of this vacuum state is really dependent on k:
Eg(k) = −
∑
q
√
5 + 4 cos(q) = −
k
2 (
k−1
2 )∑
m=− k
2 (− k−12 )
√
5 + 4 cos
(
2πm
k
)
. (16.32)
We note that Eg(k) < −k because each term in the sum is greater than unity. Thus
if we compare a Ising chain in a transverse field to one which is simply in a transverse
field the Ising chain in the transverse field always has a lower energy ground state.
Further we note that Eg(k) > Eg(j) if k > j.
Let us return to the correction term C in Eq. (16.17). When we express this term
in momentum space we find that
C =
2
k
∑
q,q′
(
eiqc†q + e
−iqc†q
) (
eikq
′
c
†
q′ − e−ikq
′
cq′
)
. (16.33)
The first observation is that for large k, this term becomes a small correction to the
energy derived above. Furthermore, each given term has an eigenvalue λ which has
a value between − 2
k
≤ λ ≤ 2
k
. This implies that the correction to our expression
Eq. (16.31) will be bound from above by 4
k
. Thus we have found that
HI = 2
∑
q
√
5 + 4 cos(q)
(
η†qηq −
1
2
)
+Ωk, where Tr|Ωk| < 4
k
. (16.34)
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16.2 Clusters, clusters, everywhere
Having nearly exactly calculated the spectra of the Ising with transverse field
Hamiltonian of length k we understand the spectrum of the total spin ladder Hamil-
tonian. For each subspace corresponding to a specification of ci(~x1) we can construct
the binary string ~c(~x1) = (c1(~x1), c2(~x1), . . . , cn−1(~x1)) labeling the structure of the
Hamiltonian on the ~x1 specified subspace. Each such string can further be specified
by the values where the elements take the value +1 and, in particular, we wish to
simply label such a subspace by the structure of such +1 clusters. A +1 cluster from
the ith to the j qubit will be denoted by (i, j). Thus every string will correspond to
some cluster structure ĉ(~x1) = (i1, i2)(i3, i4) . . . (i2r−1, i2r) where r is the number of +1
clusters in a string. Thus, for example ~c = (+1,+1,−1,−1,+1,−1,+1,+1,−1) ⇒
ĉ = (1, 2)(5, 5)(7, 8) which has 3 +1 clusters, two of length 2 and one of length 1. For
each cluster labeling the spectrum of the Hamiltonian H has a structure related only
to the number and size of the clusters. In particular if two subspaces have identical
cluster structure (number of cluster of a given length is identical) then they have an
identical spectrum (with different eigenstates however). This is because, for a given
cluster of length l, the Hamiltonian takes on the structure of an Ising chain with
a transverse magnetic field which we have analyzed above. Let us label the cluster
structure by [m2, . . . , mn−1] where mi is the number of clusters of length i. Clearly∑n−1
i=2 mii ≤ n − 1. Let Eg(k) label the ground state energy of a cluster of length k
physical qubits which corresponds to a cluster of k in the bit string ~c. In particular
from the previous section we know that
Eg(k) = −ω0
k
2 (
k−1
2 )∑
m=− k
2 (− k−12 )
√
5 + 4 cos
(
2πm
k
)
+ Ωk, where Tr|Ωk| < 4
k
. (16.35)
For elements which are not members acted upon by a cluster, only the HT Hamil-
tonian contributes to the spectrum of these sights. For a given cluster structure
[m2, m3, . . . , mn−1] the vacuum state of the Hamiltonian has an energy
E([m2, m3, . . . , mn−1]) =
n−1∑
i=2
miEg(i)− ω0(n−
n−1∑
i=2
mii)). (16.36)
It is easy to then verify that the global ground state corresponds to the subspace
where [m2 = 0, m3 = 0, . . . , mn−2 = 0, mn−1 = 1], i.e. the full cluster situation.
Further we note that the for every cluster configuration ~c(~x1) corresponds to two
different ~x1 configurations and thus all of the levels of our Hamiltonian are two-fold
degenerate. To see this note that ~c(~x1) is unchanged if the value of every element
in ~x1 flip signs. Every element of the spin ladder Hamiltonian, therefore, is two-fold
degenerate. The ground state of the system then corresponds to the Hamiltonian over
the subspace defined by ~x1 = (+1,+1, · · · ,+1) and also by ~x1 = (−1,−1, · · · ,−1).
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16.3 Quantum error correcting properties
Let us now examine the error detecting and correcting properties of the spin
ladders ground state. We will examine the error properties of information encoded
into the degeneracy of the ground state of the Hamiltonian.
Instead of using the basis |~z2, ~x1〉 it is convenient to work with the basis |~z2,~c, x(1)1 〉
where ~c(~x1) = (c1(~x1), c2(~x1), . . . , cn−1(~x1)) where we recall that ci(~x1) = 12(1 +
x
(i)
1 x
(i+1)
1 ). The ground state is therefore labeled by |~z2 = g〉 ⊗ |1, 1, . . . , 1〉 ⊗ |x(1)1 〉
where |~z2 = g〉 is the ground state of the full cluster Hamiltonian, |1, 1, . . . , 1〉 repre-
sents c1 = 1, c2 = 1, . . . , cn−1 = 1 and x
(1)
1 now labels the degeneracy of this ground
state.
The first thing to notice is that any operator which acts as identity on the degen-
eracy is a detectable error. In other words
〈~z2 = g,~c = (1, 1, . . . , 1), x(1)1 |E|~z2 = g,~c = (1, 1, . . . , 1), y(1)1 〉 (16.37)
= 〈~z2 = g,~c = (1, 1, . . . , 1)|E|~z2 = g,~c = (1, 1, . . . , 1)〉〈x(1)1 |y(1)1 〉 = cδx(1)1 ,y(1)1 ,
where c is the matrix element 〈g,~c = (1, 1, . . . , 1)|E|g,~c = (1, 1, . . . , 1)〉.
We will now show that
〈~z2 = g,~c = (1, 1, . . . , 1), x(1)1 |Eα|~z2 = g,~c = (1, 1, . . . , 1), y(1)1 〉 = Cαδij , (16.38)
where Eα is any product of a single σ
(i,j)
x operator and up to n − 1 σ(i,1)z or σ(i,2)z
operators.
First note that any product of up to n− 1 σ(i,1)z or σ(i,2)z operators is a product of
up to n − 1 Z(i)1 operators and n − 1 Z(i)2 operators. Let us examine the case where
Eα contains a σ
(i,j)
x operator and then we will examine the case where σ
(i,j)
x does not
appear in Eα. A single σ
(i,j)
x is either X
(i)
2 or X
(i)
2 X
(i)
1 . Under the Jordan-Wigner
transformation, X
(i)
2 is a sum of a product of an odd number of Bogoliubov fermions.
Furthermore any product of Z
(i)
2 ’s is given by a sum of an even number of Bogoliubov
fermions. Multiplying together a single X
(i)
2 and any number of Z
(i)
2 operators, we
thus create an operator with a sum over an odd number of Bogoliubov fermions. It
is an elementary result of fermion operators, then, that an error E constructed from
X
(i)
2 and any number of Z
(i)
2 has a vanishing matrix element over the ground state
〈~z2 = g,~c = (1, 1, . . . , 1), x(1)1 |E|~z2 = g,~c = (1, 1, . . . , 1), y(1)1 〉 = 0. (16.39)
Furthermore, multiplying such an error E any product of Z
(i)
1 and X
(i)
1 operators does
not change this result because these operators act on a different tensor product sub-
system. We therefore see that any error which contains a single σ(i,j)x any combination
of σ(i,j)z ’s satisfies the error detection criteria, Eq. (16.38).
Next let us examine the case where σ(i,j)x does not appear in the error Eα, but the
product of n − 1 σ(i,j)z operators do appear in error Eα. Every such error will be a
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product of up to n − 1 Z(i)1 operators and n − 1 Z(i)2 operators. n − 1 Z(i)1 operators
acting on the ground state |~z2 = g,~c = (1, 1, . . . , 1), x1〉 changes at lest one value of
~c. Therefore if E is the product of n− 1 Z(i)1 operators and operators Z(i)2 ,
~z2 = g,~c = (1, 1, . . . , 1), x
(1)
1 |E|~z2 = g,~c = (1, 1, . . . , 1), y(1)1 〉 = 0. (16.40)
as long as E contains at least one Z
(i)
1 . If, on the other hand E contains only Z
(i)
2 ,
then
~z2 = g,~c = (1, 1, . . . , 1), x
(1)
1 |E|~z2 = g,~c = (1, 1, . . . , 1), y(1)1 〉 = Eδx(1)1 ,y(1)1 . (16.41)
because Z
(i)
2 acts only on the first tensor product of the ground state. E is some
constant independent of x
(1)
1 and y
(1)
1 .
We have therefore shown that the ground state of the spin ladder is an error
detecting code for any product of a single σ(i,j)x and n − 1 products of σ(i,j)z . This
result is equivalent to saying that the code is an error detecting code for single σ(i,j)x
operators and is an error correcting code for
⌊
n−1
2
⌋
σ(i,j)z operators.
16.4 Supercoherent properties of the spin ladder
ground state
We have now shown that the ground state of the spin ladder is an error detecting
code for single σ(i,j)z errors and error detecting for
⌊
n−1
2
⌋
σ(i,j)z errors. In order for this
to qualify as a supercoherent spin ladder, there must be a gap between the ground
state energy and higher energy levels. We know that this is true because we have
found that a unique ground state. However, it is useful to qualify the size of this gap.
As we calculated in Section 16.2 the ground state of the spin ladder occupies
a specific subspace assignment of ~c. Specifically the ground state corresponded to
~c = (+1,+1, . . . ,+1) which is the “full cluster” subspace. There are two types of
excitations which can occur on this ground state. The first type of excitation is where
operators maintain this subspace. These operators will act as Bogoliubov excitations
on the ground state. Recall that the Hamiltonian for this full cluster is given by
HI = 2ω0
n
2 (
n−1
2 )∑
m=−n
2 (−n−12 )
√
5 + 4 cos
(
2πm
n
)(
η†qηq −
1
2
)
+Ωk, where Tr|Ωk| < 4
n
.
(16.42)
Now
√
5 + 4 cos
(
2πm
n
)
varies from 1 to 3. Thus there is always an energy gap in
between the vacuum of this subspace and any Bogoliubov excitations of this vacuum.
The size of such a gap is 2ω0. Note that this is true for any Bogoliubov excitations
in any of the subspaces corresponding to a particular ~c.
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The second type of excitation which can occur is from the ground state to a state
with a different ~c. This type of excitation has a gap which is the difference in the
vacuum energies of the ground state and the new state. The smallest such gap occurs
when only one element of ~c is flipped. This will then divide the system into two
clusters. One of length l and the other of length n− l. The energy of the vacuum for
this configuration is given by
Eg(l) = −ω0
l
2(
l−1
2 )∑
m=− l
2(− l−12 )
√
5 + 4 cos
(
2πm
l
)
− ω0
n−l
2 (
n−l−1
2 )∑
m=−n−l
2 (−n−l−12 )
√
5 + 4 cos
(
2πm
n− l
)
,
(16.43)
if the element of ~c which was flipped was not c1 or cn−1. If the element which was
flipped was at the end, then there is a single qubit which just feels a transverse field.
The difference between the ground state vacuum and all of the other vacuums can
easily be estimated to be approximately ω0. Figure 16.2 shows this gap for n even.
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Figure 16.2: The energy gap in units of ω0 between clusters of length l and n− l for
the n even spin ladder.
We have therefore seen that the ground state of the spin ladder is separated from
192
all excitations by ≈ ω0. Thus, for the excitations which are error detecting all of
these errors take the state up in energy.
An interesting property of this spin ladder was the fact that not only was the
ground state error detecting for the σ(i,j)x errors, the spin ladder is also error cor-
recting for a limited number of σ(i,j)z errors. When such Pauli phase error will be
suppressed at low temperatures as in the supercoherent case, but it is also possible
to now correct these errors. To see how this is done, we note that a σ(i,j)z error
takes the ground state causes only an excitation which changes the subspace labeled
by ~c. Therefore correcting these error corresponds to making a measurement of the
operators corresponding to ~c. These are the operators
e(i) = σ(i,1)x σ
(i,2)
x σ
(i+1,1)
x σ
(i+1,2)
x . (16.44)
Measurement of these observable diagnoses the flipped ~c elements and this can be
used to flip these elements back and hence correct to the error.
We have thus seen that the spin ladder we have constructed has some amazing
properties. The ground state of the spin ladder is doubly degenerate and separated
from all other states by an energy of ≈ ω0. All single σ(i,j)x error act to take the state
from its ground state to a state of higher energy and at low temperatures these errors
should be suppressed. Similarly multiple σ(i,j)z errors do not break the degeneracy of
this ground state. Furthermore if
⌊
n−1
2
⌋
of these σ(i,j)z errors occur, measurements
can be performed such that all of these errors can be corrected. Thus this spin
ladder is a hybrid with both supercoherent and error correcting properties. Since
σz errors are generally more damaging to the coherence of a system, the remarkable
error correcting property should make this spin chain extremely useful for protecting
quantum information.
16.5 Encoded operations
Having shown that the ground state of the spin ladder supports a supercoherent
qubit with the extra property that it can error correct certain errors we now ask the
question of what are the encoded operations on this degeneracy.
In fact, we could have begun our discussion of this spin ladder by examining the
degeneracy of the spin ladder. The operators
Z¯ =
n∏
i=1
σ(i,1)z X¯ = σ
(1,1)
x σ
(1,2)
x (16.45)
commute with the spin-ladder Hamiltonian H. Since each of these operators square
to identity we know that these operators generate 2-dimensional representations of
the Pauli group on one qubit. In other words they act like 2 dimensional single qubit
operations. Since these operators commute with H we therefore know that these
operators act on the two-fold degeneracy of H.
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A further important point is necessary here. Every state in H is two-fold degen-
erate. Not only the Z¯ and X¯ given above commute with this Hamiltonian, but also∏n
i=1 σ
(i,j)
z for j = 1, 2 and σ
(i,1)
x σ
(2,1)
x for i = 1, . . . , n. All of these operators enact an
encoded σz or σx on the degeneracy, however, each may enact a different represen-
tation of these operators on the different levels of H. For any given level, however,
the action of all of these operators is identical. Therefore one can enact an encoded
σz via either the operator
∏n
i=1 σ
(i,1)
z or the operator
∏n
i=1 σ
(i,2)
z . The action of this
operator on the ground state is identical.
Unfortunately, while we could easily implement X¯ as a Hamiltonian on the code,
the operator Z¯ is not so easily to implement as a Hamiltonian on this code (see
[133, 134] for possible methods). Thus, like our earlier Pauli stabilizer code example,
we are left we a very good quantum memory without the ability to manipulate the
information.
Another interesting problem with this spin chain is that while
⌊
n−1
2
⌋
σ(i,j)z errors
can be corrected, it is possible for the environment to enact and error which cannot
be corrected by using only ω0 energy. We will not delve into the derivation of this
result now as this point will be taken up in Chapter 18 where we discuss natural
fault-tolerant quantum computation.
16.6 The supercoherent spin ladder
In this chapter we studied an interesting spin ladder. This spin ladder has a
supercoherent ground state, and this ground state also has additional error correcting
properties. This is an important first step towards incorporating more than just the
error detection properties of supercoherence but also error correction. Unfortunately
this spin ladder’s information is not useful for quantum computation because encoded
actions cannot be enacted on the ground state. Further it is unfortunate that only
phase errors can be corrected. Bit flip errors are only detectable and robustness to
these errors must come from the low temperature of the environment. In the next
chapter we will see how it is possible to encode a full single qubit quantum error
correcting code into the degenerate ground state of a system.
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Chapter 17
A Naturally Quantum Error
Correcting Ground State
To err is human; to forget, divine
–J. H. Goldfuss
In this chapter we demonstrate a spin lattice system whose ground state is a
single qubit quantum error correcting code. This is the first example of a fully quan-
tum error correcting ground state constructed with only two-qubit interaction in the
Hamiltonian. The spectrum of the Hamiltonian is presented using a simplified Sta-
bilizer encoding and it is shown that the ground state of this system is indeed a
quantum error correcting code for single qubit errors. We discuss the natural error
correcting properties of this spin lattice ground state and encoded operations on this
code. Finally we discuss how adiabatic passage can be used to prepare the ground
state of the spin lattice.
17.1 The three-by-three quantum error correcting
ground state
Consider a three-by-three square lattice with qubits on the vertices of the lattice
(nine qubits total). We label the elements by the row and column indices (i, j)
respectively and an operator O which acts on this qubit tensored with identity on all
other qubits is O(i,j). The Hamiltonian we are interested is given by H
G = σ(1,1)x σ
(1,2)
x + σ
(1,2)
x σ
(1,3)
x + σ
(2,1)
x σ
(2,2)
x + σ
(2,2)
x σ
(2,3)
x + σ
(3,1)
x σ
(3,2)
x + σ
(3,2)
x σ
(3,3)
x
+ σ(1,1)z σ
(2,1)
z + σ
(2,1)
z σ
(3,1)
z + σ
(1,2)
z σ
(2,2)
z + σ
(2,2)
z σ
(3,2)
z + σ
(1,3)
z σ
(2,3)
z + σ
(2,3)
z σ
(3,3)
z
H = −ω0G. (17.1)
This spin-lattice system is sketched in Figure 17.1.
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Figure 17.1: The spin-lattice with a quantum error correcting ground state
17.1.1 Stabilizer encoding
Once again, in order to understand this Hamiltonian it is useful to work in a
different basis. Particularly useful in this case is a Pauli stabilized quantum error
correction code (see Appendix A.7). In particular consider the stabilizer code with
stabilizer elements generated by the operators
S1 = σ
(1,1)
z σ
(1,2)
z σ
(1,3)
z σ
(2,1)
z σ
(2,2)
z σ
(2,3)
z ,
S2 = σ
(2,1)
z σ
(2,2)
z σ
(2,3)
z σ
(3,1)
z σ
(3,2)
z σ
(3,3)
z ,
S3 = σ
(1,1)
x σ
(2,1)
x σ
(3,1)
x σ
(1,2)
x σ
(2,2)
x σ
(3,2)
x ,
S4 = σ
(1,2)
x σ
(2,2)
x σ
(3,2)
x σ
(1,3)
x σ
(2,3)
x σ
(3,3)
x , (17.2)
and corresponding to this code are the five logical operators
X¯1 = σ
(1,1)
x σ
(1,2)
x , Z¯1 = σ
(1,1)
z σ
(2,1)
z
X¯2 = σ
(1,2)
x σ
(1,3)
x , Z¯2 = σ
(1,3)
z σ
(2,3)
z
X¯3 = σ
(3,1)
x σ
(3,2)
x , Z¯3 = σ
(2,1)
z σ
(3,1)
z
X¯4 = σ
(3,2)
x σ
(3,3)
x , Z¯4 = σ
(2,3)
z σ
(3,3)
z
X¯5 = σ
(1,1)
x σ
(1,2)
x σ
(1,3)
x , Z¯5 = σ
(1,1)
z σ
(2,1)
z σ
(3,1)
z . (17.3)
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Using this code, we can express that Hamiltonian as
H = −ω0
(
X¯1 + X¯2 + X¯3 + X¯4 + X¯1X¯3S3 + X¯2X¯4S4
+Z¯1 + Z¯2 + Z¯3 + Z¯4 + Z¯1Z¯2S1 + Z¯3Z¯4S2
)
. (17.4)
Notice, as in the original supercoherent Pauli example, the fifth encoded qubit does
not appear in this Hamiltonian. This will be degenerate codespace we will use to
store the quantum information.
Unfortunately, even after the reduction to four encoded qubits, we have not found
the exact eigenvalues and eigenstates of this Hamiltonian. Instead we resort to the
mathematical package Mathematica to calculate the spectrum.
17.2 The spin-lattice spectrum
Corresponding to the eigenvalues of S1, S2, S3, and S4, Eq. (17.4) has a specific
form. Moreover, S1, S2, S3, and S4 can be simultaneously diagonalized. We label
each of the subspaces defined by these operators via their eigenvalues S1, S2, S3, S4.
For an assignment of S1, S2, S3, S4, the four qubit Hamiltonian in Eq. (17.4) The
spectrum of the four qubit Hamiltonian Eq. (17.4) was calculated using the program
Mathematica. These energies are assembled in Table 17.1.
We see from Table 17.1 that the ground state of H over the four encoded qubits
is unique and inhabits the S1 = +1, S2 = +1, S3 = +1, S4 = +1 subspace. As
mentioned above, the fifth encoded qubit is not involved in H and therefore all of the
states in Table 17.1 will be two-fold degenerate corresponding to this encoded qubit.
In order to label the states of the spin-lattice we use the basis |S1, S2, S3, S4, j, z5〉
where Si are the ±1 eigenvalues of Si, j labels the energy levels sorted from j = 0
the lowest energy to j = 15 the highest energy (and picking some arbitrary ordering
and basis for the degenerate states), and z5 is the ±1 eigenvalue of Z5.
17.3 Ground state error correcting properties
The two-fold degenerate ground state of the spin-lattice system is given by the
state |+ 1,+1,+1,+1, 0, z5〉. We will now show that this state is an error correcting
code for all single qubit errors. The condition that the ground state is an error
correcting code for all single qubit errors is given by
〈+1,+1,+1,+1, 0, z5|σ(i,j)α σ(j,l)β |+ 1,+1,+1,+1, 0, z′5〉 = Cα,β,i,j,k,lδz5,z′5, (17.5)
where α, β = {0, 1, 2, 3}. Notice we allow the identity operators in this expression.
Every operator of the form σ(i,j)α σ
(i,j)
β where α 6= β anticommutes with at least
one element of the stabilizer generators Si. This implies that
〈+1,+1,+1,+1, 0, z5|σ(i,j)α σ(k,l)β |+ 1,+1,+1,+1, 0, z′5〉 = 0 α 6= β. (17.6)
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Table 17.1: Energy levels of the spin-lattice
S1 S2 S3 S4 Sorted energies in units of ω0 (degeneracy) rounded to 10
−2
+1 +1 +1 +1 −7.79,−4.69,−3.46(2),−2,−0.94,−0.79, 0(2), 2(2), 2.58,
3.46(2), 3.62, 4(2)
+1 +1 +1 −1 −7.27,−4.75,−3.69,−3.09,−2,−1.20,−0.85,−0.23, 1.19,
+1 +1 −1 +1 1.31, 2(3), 4.13, 4.75, 5.69
+1 −1 +1 +1
−1 +1 +1 +1
+1 +1 −1 −1 −6.85,−4,−3.46,−3.23,−2(2),−1.62, 0(2), 1.62, 2(2), 3.23,
−1 −1 +1 +1 3.46, 4, 6.85
+1 −1 +1 −1 −6.46,−5.18,−3.46(2),−1.52,−1.09, 0(4), 1.09, 1.52, 3.46(2),
+1 −1 −1 +1 5.18, 6.46
−1 +1 +1 −1
−1 +1 −1 +1
+1 −1 −1 −1 −5.69,−4.75,−4.13,−2(3),−1.32,−1.19, 0.23, 0.85, 1.19, 2,
−1 +1 −1 −1 3.09, 3.69, 4.75, 7.27
−1 −1 +1 −1
−1 −1 −1 +1
−1 −1 −1 −1 −4(2),−3.63,−3.46(2),−2.58,−2, 0(2), 0.79, 0.94, 2, 3.46(2),
4.69, 7.79
This follows from the standard reasoning about stabilizer codes. If the error element
anticommutes with one of the stabilizer elements, the action of this error is to flip the
value of the corresponding Si eigenvalue. Therefore the matrix element vanishes.
Thus we need only concern ourselves with the σ(i,j)α σ
(k,l)
α elements. The identity
case, α = 0 is trivially filled. Some of these elements anticommute with a generator
of the stabilizer Si and therefore, via the argument of the previous paragraph satisfy
Eq .(17.5). It is easy to check that all of the elements which do not anticommute with
a generator of the stabilizer Si can be written as a product of the first four encoded
qubit operators and the stabilizer elements
σ(i,j)α σ
(j,l)
α = pX
c1
1 X
c2
2 X
c3
3 X
c4
4 Z
d1
1 Z
d2
2 Z
d3
3 Z
d4
4 S
s1
1 S
s2
2 S
s3
3 S
s4
4 , (17.7)
where p = ±1 or p = ±i and ci, di, si ∈ {0, 1}. Therefore this operator only acts on
the first four encoded qubits and not the encoded qubit. Therefore we see that for
these elements
〈+1,+1,+1,+1, 0, z5|σ(i,j)α σ(k,l)α |+ 1,+1,+1,+1, 0, z′5〉 = Eα,i,j,k,lδz5,z′5 . (17.8)
where Eα,i,j,k,l does not depend on z5 or z
′
5 and therefore satisfies the error correcting
requirement.
We have thus seen that the ground state of the spin-lattice system is a error
correcting code for single qubit errors.
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How does one perform the error correction procedure for this ground state? One
manner is as follows. There are two kinds of errors. The first type of error takes the
state from the Si = +1, ∀i subspace to another Si labeled subspace. By measuring the
stabilizer elements, these errors can be detected and corrected. The second type of
error preserves Si = 1, ∀i subspace but acts as an excitation on the four qubit encoded
Hamiltonian. One way to determine if there error has occurred is to measure the
Hamiltonian itself H. If the value is not that of the ground state, then appropriate
manipulations can be applied to restore the system to the ground state. This method
of error correction is, however, appears very difficult to implement on the ground
state. However, in the next section we shall argue that the system will apply much
of the error correction procedure through the naturally evolution of the system plus
environment.
17.4 Natural error correction
Inspection of Table 17.1 shows that the ground state is separated from states
reached by an error ≈ 0.52ω0. All single qubit errors, as in supercoherence, take
the system from the global ground state to a state of higher energy. There is an
important consequence, however, of the fact that the ground state of the spin-lattice
is a quantum error correcting code.
Consider supercoherence first. Suppose a single qubit error occurs on the super-
coherent ground state. The state will then be excited to higher energy levels. Since
the supercoherent ground state is only error detecting, it is in general impossible to
restore the system to the ground state without destroying the quantum information
stored into the degeneracy of the supercoherent system. In supercoherence then, a
single qubit error will occur and any relaxation of the system back to the ground state
will occur in such a way that the degeneracy is acted upon nontrivially. Once an error
has happened on the supercoherent ground state, the supercoherent information is in
trouble of being decohered.
Now consider the spin lattice we have described above. As in the supercoherent
case if a single qubit error occurs on the ground state of the spin-lattice the state
will be excited to higher energy levels. Now, however, because the ground state is
error correcting there is the possibility of restoring the information to the ground
state without decohering the information stored in the degeneracy. In fact, one of
the relaxation pathways open to a system which decoheres back to the ground state
will be exactly the error correction procedure necessary to restore the system to the
ground state without destroying the degeneracy of the system. The fact that one
of the open system evolution pathways open to the system is the error correcting
procedure follows directly from the Hermiticity of the Hamiltonian. It is important
to note that in our spin-lattice case the relaxation back to the ground state is not
always error correcting. It is possible for the state to take a relaxation pathway which
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goes through other energy levels and thus destroys the degeneracy of the ground state.
This corresponds to a two qubit error which our single qubit error correcting code is
not designed to correct. However, the Hermiticity of the Hamiltonian implies that the
relaxation pathway which fixed the error is open an thus evolution of the spin-lattice
has a non-negligible component along the error correction pathways.
Error Relaxation
Destruction
of coherence
encode in the
degeneracy
Figure 17.2: Supercoherence evolution pathways
Error Relaxation
Destruction
of coherence
encode in the
degeneracy
Preservation
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encode in the
degeneracy
Figure 17.3: Quantum error correcting ground state evolution pathways
In Figures 17.2 and 17.3 we show a schematic of the difference between superco-
herence and the quantum error correcting spin-lattice.
The ability of a system to self-correct decoherence processes is an interesting
property of our spin-lattice system. In fact, our spin-lattice system is the first example
of such automatic or natural error correction which uses only two-body interactions
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between qubits. There are two precedents for such automatic error correction, one by
Barnes and Warren[14] and the other from Kitaev and coworkers[112, 114, 34, 85].
Barnes and Warren[14] present a scheme where errors are automatically corrected.
These authors present an NMR implementation whose ground state is an error cor-
recting code. We note, however, that this implementation only corrects limited types
of errors. In particular their system does not correct single qubit phase errors. In fact,
as we will discuss in Chapter 18, the system presented by Barnes and Warren is not
any more special than a two-dimensional Ising system. In contrast to the proposal
of Barnes and Warren, the spin lattice we present can correct all single qubit errors.
On the other hand, our system has the shortcoming that correction does not always
succeed.
The second precedent for our spin lattice is the work of Kitaev and coworkers[112,
114, 34, 161, 154, 85]. In this work, codes are constructed which have a ground
state which is quantum error correcting. However, in these systems the interactions
needed in order to make this system naturally error correcting require either interac-
tions between greater than three subsystems or require two-body interactions between
subsystems with greater than 60 levels for each subsystem! The benefit of our spin-
lattice system should be obvious in this respect as it removes this many-body or
many-level restriction.
17.5 Encoded operations
The encoded operation on the degeneracy are easy to find. The encoded σx and
σz are simply the X¯5 and Z¯5 operators. As in the spin ladder system, we see that
there is a difficulty in implementing the operators on this spin lattice. We shall not
delve into method for fixing this problem here. Needless to say, it is possible to
construct lattices which are error correct but for which can also be manipulated.
However, let us note two interesting properties of the encoded operators. Suppose
we wanted to perform the gate σx on the degeneracy. This corresponds to the operator
X¯5 = σ
(1,1)
x σ
(1,2)
x σ
(1,3)
x (or such an operator times a stabilizer element. One way in
which this gate can be enacted is by performing single qubit rotations on each of
the listed qubits. Suppose that one of these single qubit rotations was over rotated.
Such an over rotation now becomes an error on the ground state. But this error will
be correctable (either naturally or by our error correction procedure). This then is
a form of fault-tolerance. The gate we use to implement the rotation can be faulty
and we still will obtain the correct operation. We will have a chance to considerably
extend this notion in Chapter 18.
Second we note that systems much like the spin-lattice we have constructed here
can most easily be constructed from the encoded operations backwards. In particular,
the encoded operations will be the operations which are errors on the system. Thus
given encoded Pauli operators, constructing operations which are products of the
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remaining Pauli operators guarantees the error correcting properties of the ground
state. This is a powerful tool for constructing such codes: work with the operators on
the code first!
17.6 Preparation via adiabatic passage
An interesting question which arises in the context of using the information the
ground state of the spin lattice is the question how to prepare the information. A
method for doing this can be achieved using the adiabatic theorem. Suppose, for
instance that we could completely turn off the σ(i,j)x operators in H and then slowly
turn these operators back on. In particular consider the ability to enact the time
dependent Hamiltonian
H(t) = − t
T
ω0
(
σ(1,1)x σ
(1,2)
x + σ
(1,2)
x σ
(1,3)
x + σ
(2,1)
x σ
(2,2)
x + σ
(2,2)
x σ
(2,3)
x + σ
(3,1)
x σ
(3,2)
x
+σ(3,2)x σ
(3,3)
x
)
− ω0
(
σ(1,1)z σ
(2,1)
z + σ
(2,1)
z σ
(3,1)
z + σ
(1,2)
z σ
(2,2)
z + σ
(2,2)
z σ
(3,2)
z
+σ(1,3)z σ
(2,3)
z + σ
(2,3)
z σ
(3,3)
z
)
, (17.9)
where T is constant with units of time.
The adiabatic theorem[146] states that a system which is in an eigenstate of a
time dependent Hamiltonian will remain the instantaneous eigenstate of the system
if variation of this Hamiltonian is slow enough and the energies of the Hamiltonian do
not cross. In Figure 17.4 we see that the ground state does not cross any other state.
Thus for sufficiently long T , if we can prepare the state into the ground state of H(0)
we can then guarantee that we end up in the ground of the spin lattice Hamiltonian
H(T ). Furthermore, the degeneracy of the system will remain intact throughout this
evolution. But preparation into the ground state of H(0) with a given degeneracy is
easy. In particular the state where every qubit is |0〉 is such a ground state. How
slow do we have to ramp up the field? From the adiabatic theorem[146] we find that
we require T > 1
ω0
. Thus there is an easy method for preparing the state via the
adiabatic theorem.
17.7 Natural quantum error correction
In this chapter we have presented the first example of a ground state which is a
full single qubit quantum error correcting code. This ground state has the intriguing
property that all single qubit error excite the system to an energy level of higher
energy and there is a non-vanishing probability that the system will then decay back
to the ground state in such a way as the correct the error. Clearly the next step along
these lines is to demonstrate how one can obtain perfect automatic error correction
where each single error is always corrected unless the system is excited to a higher
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Figure 17.4: Energy levels in units of ω0 as a function of the x component (x = t/T )
of the spin lattice Hamiltonian
energy. Furthermore the issue of how to robustly perform operations on the spin
lattice ground state was not satisfactorily addressed. In the next chapter we will have
the chance to address these issues from the context of a more distanced perspective.
203
Chapter 18
Towards Naturally Fault-tolerant
Systems
What passes for optimism is most often the effect of an intellectual error
–Raymond Aron, The Opium of the Intellectuals[6]
Before the discovery of quantum error correction and fault-tolerant quantum com-
putation, there was much reason to be pessimistic[190, 129] about the future tech-
nological prospects of the construction of a quantum computer. Having discovered
quantum error correction followed by the penning of the threshold theorem for indefi-
nite fault-tolerant quantum computation, the prospects for building a quantum com-
puter has brightened considerably. The influence of the discovery of quantum error
correction, however, has not had much of an impact on the experimental proposals for
quantum computation. True, many proposals now mention the explicit requirement
that parallel operations are necessary for fault-tolerant quantum computation[2], but
the notions of fault-tolerance are mostly viewed as an eventual goal of a given physical
proposal. Calculate your error rate, demonstrate you have universal control, and you
have a quantum computer! To proceed in this manner calls on the argument of tech-
nological inevitability, but is it not possible that there are systems which are naturally
fault-tolerant for quantum computation just as such system exist for classical com-
puters? In this chapter we lay out the schematics for such a naturally fault-tolerant
quantum system built not from the single qubit up but from large numbers of qubits
whose collective properties are used for quantum information manipulation.
18.1 The classical stability of information
Why is it that classical computers are, to date, so overly robust to interaction
with their environment? In fact, it is a mistake to say that all classical computers
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are robust to interactions with their environment. One need only take a standard
household personal computer out into the hard radiation of space to see that classical
computers are only robust in certain environments. Further it is also obvious that the
actual physical implementation of the classical computer is essential to the robustness
of the classical computer: building a classical computer out of billiard balls is possible,
but then substantial error correction is needed to make the system robust to small
deviations in the trajectories of the billiard balls. So we should really ask, why
are today’s silicon-based computers with magnetic recording devices so robust to
sufficiently non-harsh environments?
We will begin by examining the question of what make the robust long-term
storage of classical information possible.
18.1.1 Classical memory, security in numbers, and the lesson
of dimensionality
Today’s classical memory devices come in two forms, read-only and read-write
memories. In a read-only memory, information is imprinted once and can be read
out but not changed without substantial technical prowess. We will focus on the
read-write memories where classical information can both be imprinted and easily
manipulated. In particular we will focus on the use of magnetic media which is the
media used for storage in most hard drives.
Information on a hard drive is stored in spatially distinct grains of a ferromagnetic
substance. The grains of the ferromagnetic substance consist of complete magnetic
domains and are magnetized in one of two possible directions which are the logical
0 and 1 of the classical information. This information is read and written using a
device known as a read-write head. This head can read the information by sensing the
direction of the magnetized domains and writes information by applying a magnetic
field magnetizes the domain.
The question of the stability of such a memory is therefore a question of the
stability of the magnetization of a ferromagnetic substance. The properties of a
ferromagnetic substance are dominated by an exchange energy between the electron
spins of the substance
H = −J~si ·~sj . (18.1)
In addition to this energy, most materials have a magnetocrystalline energy (or
anisotropy energy) in which different directions of magnetization have a preferential
(lower) energy. The exchange energy, however, dominates the ferromagnetic proper-
ties of the substance. The exchange energy is minimized when all of the spins are
completely aligned. This is the origin of domains in magnetization of a ferromagnetic
material: the electrons would rather align with each other. The magnetocrystalline
energy is essential in determining which directions within the solid are preferred.
Let us now show how such ferromagnetic substances can be understood to be a
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classical automatic error correcting code. In order to see this, consider the simplified
model of a ferromagnet given by the Ising model[103]. In this Ising model, spins on
a lattice are assumed to point in one of two directions si = ±1 and the energy of
system is given by nearest neighbor interactions of the form
E = −J ∑
<ij>
sisj +B
∑
i
si, (18.2)
where J is the energy of the nearest neighbor bonds < ij > and B is an applied field.
In the absence of an applied field B = 0, the ground state of this system is a two-fold
degenerate with all of the spins parallel. In the presence of a magnetic field, the
ground state is one of the two configuration with all of the spins parallel determined
by sign of the applied field B. Let us ignore B for now but we will return to nonzero
B later.
The degenerate ground state of the Ising model with no magnetic field can be
considered an encoding of classical information. Let us define logical 0 as the case
where si = +1 for all lattice sites i and logical 1 as the case where si = −1 for all
lattice sites i. An important consideration enters into the stability of this encoded
information: the dimensionality of the lattice of spins. For now we will assume that
this dimension is greater than or equal to two. At T = 0 (i.e. completely isolated
from any environment), the ground states will just stay where they are. But as the
temperature is turned up T > 0, it is possible for the environment to excite the spins
in the system and destroy the information encoded into this degeneracy. What is it
that protects the information encoded into this degeneracy from such errors?
Define the spontaneous magnetization as the expectation value of all of the lattice
spins m = 1
N
∑
i〈si〉 where N is the number of spins in the lattice. For the two-
dimensional Ising system on a square lattice, for example, it is possible to exactly
solve for the spontaneous magnetization[159] which is given by
m(T ) = ±
[
1− (1− tanh
2(βJ))4
16 tanh4(βJ)
]1/8
T < Tc
= 0 T > Tc, (18.3)
where β = 1
T
. At low enough temperatures, T ≪ Tc, the spontaneous magnetization
of the system persists. Even though there the environment can heat the system, the
information stored in the total magnetization is unaffected by these fluctuations. In
ferromagnetic materials, the temperature Tc is the Currie temperature of the material:
usually on the order of a thousand Kelvin. So the mystery has become why does this
magnetization persist at non-zero temperature.
Consider taking a two-dimensional Ising model with all of the spins parallel and
flipping a single one of the spins. This will result in a change of energy of the system
by 2Jr where r is the number of neighbors to which the spin is attached. This is the
lowest energy excitation which can occur on the system without flipping N − 1 out
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of N spins. The second of these options, flipping N − 1 out of N spins requires an
extraordinary amount of energy which just is not available. Suppose after we flip the
single spin, we flip another spin. The energy of this new configuration must now be
even higher than the system with just one spin flipped. To see this, first note that if
the next spin flipped is not a neighbor of the first spin flipped, then there is certainly
an increase in energy. If the second spin is a neighbor of the first spin, because the
dimension of the spin lattice is greater than one the total number of violated Ising
energies must increase. See Figure 18.1.
Energy=-24J Energy=-16J Energy=-12J
Broken bonds
Figure 18.1: Ising model in two dimensions showing the energy proportional to domain
perimeter effect
We can now see how the Ising model in greater than two dimensions can be viewed
as an automatic error correcting code. The codewords are the majority labeled states
with all of the spins aligned in parallel. Each bit flip error that occurs on the system,
until over N/2 spins have been flipped, causes an increase in the energy of the system.
Therefore the tendency of the system is to self correct the errors which have occurred.
There is security in numbers here and one sees the most trivial error correcting code,
the majority code, at work. When one performs thermodynamical calculations of
the magnetization of this system, the unlikelyhood of spin flips which flip between
the 0 and 1 states is reflected in the persistence of spontaneous magnetization. At
low enough temperature, this magnetization thus persists. Long rang off diagonal
order[144] is therefore an indication of the ability of the system to self-correct errors
on the system. We also see how an applied field can change the state of affairs. If
the applied field is strong enough, then it can overcome the Ising bonds and flip the
information encoded into the degeneracy of the ground state. Note also that even
the states which have up to N/2 qubits flip still maintain the information about the
classical information. It is only when the sign of the total magnetization flips sign
does the classical information get destroyed.
Of central importance in the argument for the stability of the information in the
degeneracy of the Ising model was the dimension of the system. When a spin is flipped
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in the two dimensional Ising model from the ground state, the energy of the system is
proportional to the number of bonds with nearest neighbors broken. More generally
domains of flipped spins have an energy greater than the ground state energy which is
proportional to the area of the perimeter of the domain. In d dimensions, the energy
of a domain is proportional to the d − 1 dimensional surface area of a domain. For
one dimension, we therefore see that this energy is a constant. This implies that it
is possible to exchange a minimal amount of energy between the environment and
the system while destroying the information stored in the degeneracy. Consider the
one dimensional Ising model. One can flip a single spin which requires only the bond
energy 2J , and then proceed to flip neighboring spins without expending any energy.
Thus it is possible to use only 2J energy in destroying the degeneracy of the ground
state. This is shown in Figure 18.2. The condensed matter theorist would say, “there
is no long range order at nonzero temperature for the one dimensional Ising model”
which we see is equivalent to the statement that the system will not automatically
correct its own errors. We will return to this question when we consider quantum
models, but we note here that all of the examples we have demonstrated in Part
III of this thesis are analogous to the one dimensional Ising case in that errors (now
quantum) can occur which only exert a minimal amount of energy in order to decohere
the degenerate quantum information.
Energy = -7J
Energy = -5J
Energy = -5J
Energy = -5J
Energy = -7J
Figure 18.2: One dimension Ising model showing how the degeneracy can be adversely
changed by flipping spins with only a minimal amount of work
We have thus seen that classical information stored in a magnetic media is robust
due to a robust automatic error correcting code. This information is robust because
errors which occur to the information are robustly fixed. Further the information
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can be written on by the application of a field which breaks the degeneracy of the
information and further changed the energetics of the system which allowed for the
degeneracy to be protected.
18.1.2 Classical gates
Next we ask the question of what makes the classical manipulation of information
so robust to error. Classical computation occurs on the manipulation of current in an
integrated circuit and the important manipulation of the current is that of a simple
switch. The prototype of such manipulation is the transistor. Consider, for example
a standard bipolar junction transistor. In such a transistor, a small voltage bias
between the emitter and the base can lead to a large change in the current running
from (for a npn transistor) the collector to the emitter.
There are two lessons to be learned from the manipulation of information by a
transistor. The first lesson comes from the use of current to represent information. It
is important to realize that current represents a majority voting correcting code in a
method similar to that encountered in magnetic medium above. Surely current can
run the wrong way in a circuit, but only at the expense of energy conservation. If
insufficient energy is provided by an environment, then the majority of electrons will
flow in the correct direction. The second lesson taken from the transistor is that a
small change in one information carrier can make a large change in the information of
another information carrier. In particular this change must be digital in the sense that
the system is robust to small variations in the controlling mechanism. The transistor
either does or does not allow current flow between the collector and emitter. This
is a very important property of a fault-tolerant system: applying the gate and not
applying the gate are two macroscopically separate actions.
Classical gates therefore rely on a form of natural error correction by majority
manipulation of the information as well as a completely digital manipulation of the
information.
18.2 Natural quantum error correction
Having briskly described the reasons why classical computers are so robust we
now seek to extend these notions to quantum systems. The lesson of quantum error
correction is that quantum information is a bit more complicated, but very similar to
classical information. Quantum error correction works because it deals not just with
the bit flips of classical error correction but also because it deals with phase errors.
It would not be surprising then to find that, just as there are natural classical error
correcting codes, there may be natural quantum error correcting codes.
For simplicity we will assume a collection of qubits which we desire to be natu-
rally endowned with error correction. Obvious generalizations are possible to other
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subsystems and we shall leave these generalization implicit.
A natural quantum error correcting code is a collection of N qubits and a system
Hamiltonian H(N) which satisfies
1. The ground state of the Hamiltonian H(N) is degenerate.
2. The ground state of the Hamiltonian H(N) is a quantum error correcting code
for l = O(N) qubit errors.
3. Let Ei denote the energy of the lowest level reachable by i single qubit errors
on the ground state. For i less than the number of correctable errors, Ei < Ei+1
and
∑l
i=1Ei = O(N).
Item 1 and 2 insure that information can be encoded into the ground state and
is a quantum error correcting code. Item 3 insures that each error must supply
energy from the environment to the system and that the total energy needed to
induce an error on the ground state is an extensive variable. This last requirement
is extremely important for natural error correction as it requires that the amount of
energy needed to break the degeneracy is a macroscopic amount of energy in the sense
that it depends on the size of the system. Finally we note that due to the Hermiticity
of the system-environment Hamiltonian, error pathways are always accompanied by
correction pathways. The basic idea is there that of the automatic error correction
of Barnes and Warren[14] where errors are automatically fixed as they move up in
energy. We must stress again, however, that the example of Barnes andWarren is only
a classical error correcting code (just because a system is quantum this does not make
the dynamics uniquely quantum). Here we would like to fully extend the notion to
quantum error correction. Furthermore we would also like to stress the requirement
that breaking the degeneracy of the system require a macroscopic expenditure of
energy. This requirement protects the quantum information from all but the most
energetic environmental fluctuations.
One of the best ways to examine an error correcting code is to examine the encoded
operations which manipulate the code. Encoded operations must consist of operators
which act on greater than the number of qubits which the error correcting code can
correct. This requirement implies that all encoded operators must be of size O(N)
on a natural error correcting code. By examining the smallest encoded operations on
the code it is possible to determine whether the code can satisfy the natural quantum
error correcting criteria.
Consider, for example, an extension of the Pauli supercoherent example of Chap-
ter 15 and the quantum error correcting ground state of Chapter 17. Given a l × l
square lattice with sites (i, j) acted upon by the Hamiltonian
H = −ω0
l−1∑
i=1
l∑
j=1
σ(i,j)x σ
(i+1,j)
x
l∑
i=1
l−1∑
j=1
σ(i,j)z σ
(i,j+1)
z
 . (18.4)
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This Hamiltonian has a degenerate ground state for the following reason. The smallest
Pauli operators which commute withH are the column σx operators: Xj =
∏l
i=1 σ
(i,j)
x
and the row σz operators: Zi =
∏l
j=1 σ
(i,j)
z . Take any two of these operators. Since
they square to identity and form a group isomorphic to the single qubit Pauli group,
these operators act as 2(l
2)−1 2-dimensional irreps of the Pauli group. Therefore
the Hamiltonian H must have a degenerate ground state which is at least two-fold
degenerate. The degeneracy of this ground state may, in fact, be more than this
two-fold degeneracy. But notice that we have shown that there are operations on the
degenerate ground state which involve l single qubit operators on a system with l2
qubits. This system, then, does not satisfy the requirement that the system is an
error correcting code for O(N)
It is perhaps best, then, when constructing a naturally quantum error correcting
code to start from the operators which manipulate the information and work back-
wards. Further we note that naturally quantum error correcting codes do in fact
exist[160]. However, the known constructions involve four dimensional spatial config-
urations as well as unreasonably complicated many-body or many-level interactions.
The challenge of natural quantum error correction is to achieve a naturally error
correcting code without these unphysical assumptions.
Finally we would like to note some physical properties of a natural quantum error
correcting code. The quantum error correcting code condition implies that for a
naturally quantum error correcting code
〈j|∑
i
σ(i)α |k〉 = Cαδij , (18.5)
where |j〉 and |k〉 are the ground state codewords and the sum is over all lattice sites.
If, for example, each qubit is a spin, this would imply that the codewords all have
the same net magnetization. It is therefore impossible to measure the information
encoded into the degeneracy by simply measuring the bulk magnetization of such a
naturally error correcting code. The question of the readout of information will be
addressed in the next section where we discuss fault-tolerant quantum computation.
18.3 Natural fault-tolerant quantum computation
The notion of natural quantum error correction is not enough for quantum compu-
tation. Natural quantum error correcting codes will protect the quantum information,
but this says nothing about preparing the information, manipulating the information,
and reading out the information in a robust manner.
In classical information manipulation, we saw that there were two requirements
for fault-tolerance: the digital nature of manipulations as well as the self correcting
energetics like standard quantum error correction.
Suppose we are given a natural quantum error correcting code and wish to perform
a manipulation of the information stored in the code. This will be achieved by turning
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on some Hamiltonian which manipulates the information. Due to the natural error
correcting criteria specified above the only operators which can affect the degeneracy
of the code states are those which involve qubit operators which are of size O(n).
This gate will enact and operation on O(n) qubits. A set of gates G is said to be a
fault-tolerant gate set if
1. Every gate can be implemented in a manner that faulty gates correspond to
errors which can be corrected by the natural quantum error correcting code.
2. Any two gates are separated from each other by O(N) qubit operators.
When item 1 is fulfilled, faulty gate creation corresponds to errors which can and will
be naturally corrected by the code. This is the requirement of energetics: a macro-
scopic expenditure of energy enacts the operation and fluctuations in this enacting
cannot destroy the quantum information unless these fluctuations convey a macro-
scopic amount of energy to the system. The second requirement is the requirement
of the digital nature of the gate set. It must not be possible for different encoded
actions to be enacted which are close together in the space of errors.
Consider, as an example, a code on N qubits in which an encoded action is
performed by enacting the G operator which consists of aG(i) on every qubit
∏
iG
(i).
Now suppose that these operators G(i) are created using a Hamiltonian H
(i)
G : G
(i) =
exp
[
−iH(i)G T
]
where T is a fixed constant. Now suppose that an over rotation in
the enacting of this gate occurs. Instead of G(i) on each qubit, the gates enacted are
exp
[
−iH(i)G (T +∆T )
]
. For small ∆T this can be expressed as G(i)
[
I− iH(i)G ∆T
]
.
The full evolution if each gate is overrotated by ∆T is given by
∏
i
G(i)
[
I− iH(i)G ∆T
]
= G
I− i∑
i
H
(i)
G ∆T −∆T 2
∑
ij
H
(i)
G H
(j)
G + · · ·
 . (18.6)
The major corrections to the evolution are therefore single, two, etc. qubit errors. If
the error correcting code can naturally correct O(N) errors, then the only evolution
which escapes detection is a correction ∆TO(N) which is exponentially small. Thus
microscopically faulty errors will not be able to destroy the quantum information.
Two issues remain to be addressed for a naturally fault-tolerant quantum com-
puter. The first is preparation and the second is measurement. An important re-
alization for a natural quantum error correcting code is that preparation does not
mean perfect preparation of the degenerate ground state, but instead means perfect
preparation of the degenerate ground state plus a minimal amount of errors occur-
ring on to this ground state. The important point of fault-tolerant preparation is that
preparation should prepare a state which may have errors but none of these errors
are macroscopic errors which act nontrivially on the degeneracy. One method which
appears to be extremely useful for preparation and measurement of information in
a naturally fault-tolerant code is the use adiabatic continuity. In order to prepare
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a state, the degeneracy of the ground state should be macroscopically broken. This
then will correspond to a macroscopic breaking of the degeneracy of the ground state.
By adiabatically changing the system Hamiltonian it should be possible to move from
a state were this degeneracy is broken to the state where this degeneracy is not broken
while maintaining a robust error correcting criteria. Finally reversing this process adi-
abatically the degeneracy can again be restored and a measurement of a macroscopic
variable can be used to read out the quantum information.
18.4 The road ahead
We can’t solve problems by using the same kind of thinking we used when
we created them.
–Albert Einstein
In this chapter we have sketched out a road map for the possibility of natural
quantum computing systems. There is much work to be done! Besides the obvious
physical consequences of natural fault-tolerant quantum computation, the uniformity
of such natural fault-tolerant system can serve as a good test bed for a rigorous proof of
the quantum computing threshold. There are also interesting connections between the
idea of natural fault-tolerant quantum computation and non-abelian gauge fields[114,
154]. Of particular interest are theories of high-temperature superconductivity[170,
171, 172] and nonabelian effects in the fractional quantum Hall effect[85, 150] which
support discrete gauge groups.
The path towards building a quantum computer will by no means be an easy
journey. Certainly the technological revolution of modern classical computers was
an amazingly complex and difficult revolution. However, it is unclear that all of
the present experimental proposals for a quantum computer, which build the quan-
tum computer from the qubit up, will be the ultimate manner in which a quantum
computer will be built. In part III of this thesis we have given simple examples of
systems which begin to exhibit many of the conditions necessary for natural fault-
tolerant quantum computation. The natural assumption that a quantum computer
must be an entirely different type of device than a classical computer is, we believe,
a fallacy born of the mystery attributed to quantum theory.
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Chapter 19
Conclusion
We will either find a way or make one.
–Hannibal
In the beginning there was Alan Turing, poking away at the foundations of com-
puter science, dreaming that machines could perform amazing feats of calculation.
Among Turing’s other interests were the foundations of quantum mechanics[102]1.
Today we stand in the middle of a computer revolution far outstripping anything
possibly imagined by Turing. There is a hint, however, that Alan’s other inter-
est, the quantum theory of nature may hold even more revolutionary computational
power than his basic insights into classical computer science. In this thesis we have,
hopefully, provided helpful steps towards the construction of a quantum computer.
Someday, we may even dream, we may even be as lucky as Alan Turing: the pokings
of this thesis may turn into the revolutionary technologies of tomorrow.
1Alan Turing in fact rediscovered the Zeno paradox in quantum mechanics[102].
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Appendix A
The quantum information language
One strength of studying quantum information is that it provides a language for
understanding generic informational properties of quantum systems. In this section
we introduce some of the basic language and machinery which we use freely in this
thesis.
A.1 Basic quantum computation notion
In classical information the basic unit of information is a bit which is conven-
tionally described by the two possible states 0 and 1. In quantum information the
most basic unit of information is the qubit[168]. The state of a qubit inhabits a
two dimensional Hilbert space C2. Whereas the classical bit has just two possible
states 0 and 1, the state of qubit is a unit vector in C2: |ψ〉 = α|0〉 + β|1〉 where
α, β ∈ C, |α|2 + |β|2 = 1, and we have picked some convenient orthogonal basis
|0〉, |1〉 for this state. More precisely, because the global phase of a quantum state
has no physical relevance, the state of a qubit is identified with a ray in the Hilbert
space |ψ〉 = eiθ
(
cos(ω)|0〉+ sin(ω)eiφ|1〉
)
, ∀θ ∈ R.
In quantum computation, a particular basis |0〉, |1〉 for a qubit is usually singled
out as the computational basis. In physical systems, this basis is usually determined by
some physically motivated definition (i.e. the eigenstates of the system Hamiltonian).
Given the fixed basis |0〉, |1〉 we can define the Pauli matrices
σ0 = I =
[
1 0
0 1
]
, σ1 = σx =
[
0 1
1 0
]
,
σ2 = σy =
[
0 −i
i 0
]
, σ3 = σz =
[
1 0
0 −1
]
. (A.1)
These matrices for a basis for linear operators on the qubit. Real combinations of
these matrices are a basis for Hermitian operators on a qubit. It is also convenient
to define the Pauli spin matrices sα =
1
2
σα.
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More generally the state of a single qubit is described by a density matrix ρ
which has a particularly useful parametrization as a vector in the “Bloch” sphere:
ρ = 1
2
I+ ~n · ~σ where ~σ = (σ1,σ2,σ3).
A.2 Entangled and separable
Suppose one is given a bipartite Hilbert space H = HA ⊗HB. A density matrix,
ρ on this Hilbert space is defined as separable if it can be written as
ρ =
∑
i
pi|ψi〉〈ψi| ⊗ |φi〉〈φi|, (A.2)
where 0 < pi ≤ 1, ∑i pi = 1, |ψi〉 ∈ HA, and |φi〉 ∈ HB. A density matrix which
cannot be written in this form is called entangled.
A.3 Fixed basis formalism
Suppose one is given a d dimensional Hilbert space H. It is convenient when
examining linear operators on this space to work with a fixed basis. The space of
linear operators on H is spanned by a fixed basis of hermitian traceless operators Fα
with α = 1 . . . 2d2 − 1 and a scaled identity operator F0 = 1√dI. These operators can
always be chosen to be trace orthogonal:
Tr
[
F†αFβ
]
= δαβ. (A.3)
Linear combinations of the Fα’s over C span all operators on H while linear combi-
nations of the Fα’s over R span all Hermitian operators.
A.4 Positive operator valued measurements
The most general notion of a measurement on a quantum system is given by the
concept of a positive operator valued measurement (POVM). A POVM is specified
by a set of positive operators Eα. where α labels the measurement outcome, which
satisfy
∑
αEα = I. The result of a POVM on the quantum state ρ is the result α
with probability pα = Tr [ρEα].
A.5 Distance measures on density matrices
The trace distance between two density matrices is defined as
D (ρ,σ) =
1
2
Tr|ρ− σ|, (A.4)
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where |A| =
√
A†A. Suppose that one was attempting to perform a measurement
which distinguished the two density matrices ρ and σ. Performing a POVM with
elements {Mα} one obtain result α on the density matrices ρ and σ with probabilities
pα = Tr[Mαρ] and qα = Tr[Mασ] respectively. A basic theorem of distance measures
on density matrices (see, for example [88]) tells us that
D (ρ,σ) = max
{Mα}
1
2
∑
α
|pα − qα|, (A.5)
where the maximization is taken over all possible POVMs. Density matrices which are
close in trace distance are therefore hard to distinguish by a maximally distinguishing
measurement.
A.6 Decoherence rates under the trace inner prod-
uct
The trace inner product 〈A,B〉 = Tr[A†B] is an easy to use metric for examining
how a density matrix strays from its initial state. If we have a state ρ(0) at t = 0,
we define the mixed-state memory fidelity of this state at time t later as
Fm(t) = Tr[ρ(0)ρ(t)]. (A.6)
While this fidelity has no intrinsic relation to, say, how distinguishable ρ(t) has be-
come from ρ(0), the Taylor expansion of the memory fidelity can give us a good idea
about the rate of change of the density matrix from its initial state. Performing this
Taylor series expansion,
Fm(t) =
∞∑
n=0
1
n!
(
t
τn
)n
, (A.7)
where we have defined the decoherence rates [65, 66]
1
τn
=
{
Tr
[
ρ(0)ρ(n)(0)
]} 1
n , (A.8)
where ρ(n)(0) = ∂
nρ(t)
∂tn
∣∣∣
t=0
.
A.7 The Pauli group and Pauli stabilizer codes
The Pauli group P on n qubits is the group made up of all possible tensor products
of the Pauli operators σα, (α ∈ {0, 1, 2, 3}) together with possible global phase factors
{±1,±i}. Elements of the Pauli group either commute or anticommute with each
other.
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An abelian subgroup of the Pauli group is call a Pauli stabilizer group S. An
example of a Pauli stabilizer group consists of the elements σx⊗σx⊗σx, σy⊗σx⊗σy,
−σz ⊗ I ⊗ σz, and I. Every Pauli stabilizer group S can be generated by a set of
generating elements which are independent in the sense that none can be generated
from the others. If a Pauli stabilizer group has k generators, then there are 2k elements
in the stabilizer (i.e. the order of the Pauli stabilizer group is 2k). Since the Pauli
stabilizer groups are abelian, they can be simultaneously diagonalized.
A Pauli stabilizer code is the subspace which has a +1 eigenvalue for all of the
elements of the stabilizer S|i〉 = |i〉. We then say that such a state is stabilized by the
element. In particular the +1 common eigenspace of the stabilzer elements defines a
2n−k dimensional subspace which is called the stabilizer code space.
Elements of the Pauli group which anticommute with an element of the stabilizer
group act to take codewords from the stabilizer code space to the space perpendicular
to the stabilizer code space.
The set of all Pauli group members which commute with a Pauli stabilizer group
S is called the centralizer of the group C(S). Properties of the Pauli group imply that
the stabilizer is also the normalizer of the group N(S) which is defined as the set of
operators which fix S under conjugation. The operators which are in the normalizer
but not the stabilizer of S are the logical operators on the stabilizer These operators
preserve the stabilizer code but act nontrivially on the 2n−k dimensional stabilizer
space. In fact these operators act like a n− k qubit Pauli group.
A stabilizer code can detect all errors which anticommute with at least one sta-
bilizer elements. The number of elements upon which a Pauli group element act
nontrivially is called the weight of the Pauli group element. The standard nomencla-
ture for a code is given by [n, k, d] where n is the number of qubits for the code, k is
the number of encoded qubits, and d is the distance of the code. The smallest weight
of the Pauli group which does not anticommute with any stabilizer element is called
the distance of the code. A code with can correct l single qubit errors must have a
distance of at least 2l + 1.
The reader is referred to [95] for more detailed information on stabilizer codes.
Some of the elements of the normalizer of the single qubit Pauli group are often
denoted as follows
H =
1√
2
(
1 1
1 −1
)
, P =
(
1 0
0 i
)
,
Q =
1√
2
(
1 i
−i −1
)
, T =
1√
2
(
1 −i
1 i
)
. (A.9)
All of these gates map σα operators to themselves under conjugation by one of these
elements.
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Appendix B
Proof of universality on the weak
collective decoherence DFS
Let DFSn(K) denote the decoherence-free subsystem on n physical qubits with
Hamming weight h = n−K
2
. We show here that
H = {Ei,i+1,TPi,i+1,TQi,i+1, Z¯i,i+1 : i = 1, . . . , n− 1}, (B.1)
is a universal generating set of Hamiltonian for any of the DFSs occurring in a system
of n physical qubits. It is convenient to work directly with the Hamiltonians, and
to show that H gives rise to the Lie-algebra su(dK) on each DFSn(K) (via scalar
multiplication, addition, and Lie-commutator; i.e. the allowed composition operations
for a Lie algebra). Exponentiation then gives the group SU(dK) on the DFS. We will
proceed by induction on n, the number of physical qubits, building the DFS-states
of n qubits out of DFS-states for n − 1 qubits. A graphical representation of this
construction is useful (and will also generalize to the strong case presented in the
following section C): see Figure (B.1) at the end of this Appendix.
We have seen that in the weak collective decoherence case the DFS states are
simply bitstrings of n qubits in either |0〉 or |1〉. The different n-qubit DFSs are
labeled by their eigenvalue
λK = (number of 0
′s− number of 1′s) ≡ Kn. (B.2)
To obtain a DFS-state of n qubits out of a DFS-state of n−1 qubits corresponding to
Kn−1 we can either add the nth qubit as |0〉 (Kn = Kn−1+1) or as |1〉 (Kn = Kn−1−1).
Each DFS-state can be built sequentially from the first qubit onward by adding
successively |0〉 or |1〉, and is uniquely defined by a sequenceK1, . . . , Kn of eigenvalues.
In the graphical representation of Fig. (B.1) the horizontal axis marks n, the number
of qubits up to which the state is already built, and the vertical axis shows Kn, the
difference (number of 0’s - number of 1’s) up to the nth qubit. Adding a |0〉 at the
n+1th step will correspond to a line pointing upwards, adding a |1〉 to a line pointing
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down. Each DFS-state of nqubits having eigenvalue λK = Kn, is thus in one-to-one
correspondence with a path on the lattice from the origin to (n,Kn).
Consider the first non-trivial case, n = 2, which gives rise to one DFS-qubit:
DFS2(0). This corresponds to the two states |0L〉 = |01〉 [path 2 in Fig. (B.1)] and
|1L〉 = |10〉 (path 3) with K2 = 0. The remaining Hilbert space is spanned by the
one-dimensional DFS2(2) |00〉 (path 1) corresponding to K2 = 2, and DFS2(−2) |11〉
(path 4) corresponding to K2 = −2. The exchange E12 flips |0L〉 and |1L〉 (path 2 and
3), and leaves the other two paths unchanged. The interaction A12 = diag(0, 0, 1, 0)
induces a phase on |1L〉 = |10〉 (path 3). Their commutator forms an encoded σy
acting entirely within the DFS2(0) subspace. Its commutator with E12 in turn forms
an encoded σz with the same property. Together they form the (encoded) Lie algebra
su(2) acting entirely within this DFS. The Lie algebra is completed by forming the
commutator between these Y¯ and Z¯ operations. To summarize:
Y¯12 = i[A¯,E12] =

0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0
 (B.3)
Z¯12 ≡ i[E12, Y¯12]
X¯12 ≡ i[Y¯12, Z¯12]. (B.4)
We call the property of acting entirely within the specified DFS independence, mean-
ing that the corresponding Hamiltonian has zero entries in the rows and columns
corresponding to the other DFSs [DFS2(2)=|00〉 and DFS2(−2)=|11〉 in this case].
When the Hamiltonian is exponentiated, the corresponding gate will act as identity
on all DFSs except DFS2(0).
To summarize these considerations, the Lie-algebra formed by H20 = {X¯, Z¯} is
su(2), and generates SU(2) on DFS2(0) by exponentiation. In addition, this is an
independent SU(2), namely, these operations act as identity on the other DFSs: when
written as matrices over the basis of DFS-states, their generators in H20 have zeroes
in the rows and columns corresponding to all other DFSs.
In the following we show how this construction generalizes to n > 2 qubits, by
proving the following theorem:
Theorem B.0.1 For any n ≥ 2 qubits undergoing weak collective decoherence, there
exist sets of Hamiltonians HnKn [obtained from H of Eq. (B.1) via scalar multiplication,
addition, and Lie-commutator] acting as su(dKn) on the DFS corresponding to the
eigenvalue Kn. Furthermore each set acts independently on this DFS only (i.e., with
zeroes in the matrix representation corresponding to their action on the other DFSs).
Before proving this theorem, we first explain in detail the steps taken in order to
go from the n = 2 to the n = 3 case, so as to make the general induction procedure
more transparent.
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The structure of the DFSs for n = 2 and 3 qubits is:
DFS2(2) = {|00〉}, DFS2(0) =
{
|01〉
|10〉 , DFS2(−2) = {|11〉}
DFS3(3) = {|000〉}, DFS3(1) =

|001〉
|010〉
|100〉
, DFS3(−1) =

|011〉
|101〉
|110〉
DFS3(−3) = {|111〉}. (B.5)
DFS3(3) is obtained by appending a |0〉 to DFS2(2). Similarly DFS3(−3) is obtained
by appending a |1〉 to DFS2(−2). Graphically, this corresponds to moving along the
only allowed pathway from DFS2(2) [DFS2(−2)] to DFS3(3) [DFS3(−3)], as shown
in Fig. (B.1). The lowest and highest λK for n qubits will always be made up of the
single pathway connecting the lowest and highest λK for n− 1 qubits. The structure
of DFS3(±1) is only slightly more complicated. DFS3(1) is made up of one state,
|001〉, which comes from appending a |1〉 (moving down) to DFS2(2). We call |001〉 a
“Top-state” in DFS3(1). The two other states, |010〉 and |100〉, come from appending
|0〉 (moving up) to DFS2(0). Similarly, we call |010〉 and |100〉 “Bottom-states” in
DFS3(1). DFS3(−1) is constructed in an analogous manner (Fig. B.1).
We showed above that it is possible to perform independent su(2) operations
on DFS2(0). DFS2(±2) are also both acted upon independently, but because they
are one-dimensional subspaces, independence implies that su(2) operations annihi-
late them. Since the states {|010〉, |100〉} ∈ DFS3(1) and the states {|011〉, |101〉} ∈
DFS3(−1) both have {|01〉, |10〉} ∈ DFS2(0) as their first two qubits, one immediate
consequence of the independent action on DFS2(0) is that one can simultaneously per-
form su(2) operations on the corresponding daughter subspaces created by expanding
DFS2(0) into DFS3(±1). The first step in the general inductive proof is to eliminate
this simultaneous action, and to act independently on each of these subspaces (the
“independence step”). To see how this is achieved, it is convenient to represent the
operators acting on the 8-dimensional Hilbert space of 3 qubits in the basis of the 4
DFSs:
000 001 010 100 011 101 110 111
M3
M1
M−1
M−3
The simultaneous action on DFS3(±1) can now be visualized in terms of both
M±1 being non-zero. Let us show how to obtain an action where, say, just M1 is
237
non-zero. This can be achieved by applying the commutator of two operators with
the property that their intersection has non-vanishing action just on M1. This is true
for the TP23 and X¯12 Hamiltonians: T
P
23 annihilates every state except those that are
|00〉 over qubits 2 and 3, namely |100〉 ∈ DFS3(1) and |000〉 ∈DFS3(3). This implies
that the only non-zero blocks in its matrix are
M3(T
P
23) = 1, M1(T
P
23) =
 0 00 0
1
 . (B.6)
On the other hand, X¯12 is non-zero only on those states that are |01〉 or |10〉 on qubits
1 and 2. Therefore it will be non-zero on all 3-qubit states that have |01〉 or |10〉 as
“parents”. This means that in its matrix representation M±3 = 0 and
M1(X¯12) =
 0 0 1
1 0
 , M−1(X¯12) =
 0 11 0
0
 . (B.7)
Clearly, taking the product of TP23 and X¯12 leaves non-zero just the lower 2× 2 block
of M1, and this is the crucial point: it shows that an independent action on DFS3(1)
can be obtained by forming their commutator. Specifically, since the lower 2×2 block
of M1(T
P
23) is just
1
2
(I− σz):
i[TP23, X¯12] = Y¯{|100〉,|010〉}, (B.8)
i.e., this commutator acts as an encoded σy inside the {|100〉, |010〉} subspace of
DFS3(1). Similarly, Z¯{|100〉,|010〉} = i2 [Y¯{|100〉,|010〉}, X¯12]. Together the two operators
{Y¯{|100〉,|010〉}, Z¯{|100〉,|010〉}} generate su(2) acting independently on the {|100〉, |010〉}
subspace of DFS3(1), which we achieved by subtracting out the action on DFS3(−1).
In an analogous manner, an independent su(2) can be enacted on the {|011〉, |101〉}
subspace of DFS3(−1) by using the Hamiltonians acting on DFS2(0) in conjunction
with TQ23 to subtract out the su(2) action on DFS3(1).
1 Thus we can obtain inde-
pendent action for each of the daughters of DFS2(0), i.e., separate actions on the
subspace spanned by {|010〉, |100〉} and {|011〉, |101〉}.
Having established independent action on the two subspaces of DFS3(1) and
DFS3(−1) arising from DFS2(0), we need only show that we can obtain the full action
1Since TQ
23
annihilates every state except those that are |11〉 over qubits 2 and 3, namely |011〉 ∈
DFS3(−1) and |111〉 ∈DFS3(−3), the only non-zero blocks in its matrix are
M
−3(T
Q
23
) = 1, M
−1(T
Q
23
) =
 1 0 0
0 0
 .
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on DFS3(1) and DFS3(−1). For DFS3(1) we need to mix the subspace {|010〉, |100〉}
over which we can already perform independent su(2), with the |001〉 state. To do
so, note that the effect of the exchange operation E23 is to flip |001〉 and |010〉, and
leave |100〉 invariant. Thus the matrix representation of E23 is
M1(E23) =
 0 11 0
1
 . (B.9)
Unfortunately, E23 has a simultaneous action on DFS3(−1). This, however, is not
a problem, since we have already constructed an independent su(2) on DFS3(1) ele-
ments. Thus we can eliminate the simultaneous action by simply forming commuta-
tors with these su(2) elements. The Lie algebra generated by these commutators will
act independently on all of DFS3(1). In fact we claim this Lie algebra to be all of
su(3) (see Appendix D for a general proof). In other words, the Lie algebra spanned
by the su(2) elements {σx, σy, σz} acting on the subspace {|100〉, |010〉}, together with
the exchange operation E23, generate all of su(3) independently on DFS(1). A similar
argument holds for DFS3(−1). This construction illustrates the induction step: we
have shown that it is possible to perform independent su(dK) actions on all four of the
DFS3(K) (K = ±3,±1), given that we can perform independent action on the three
DFS2(K) (K = ±1, 0). In Fig. (B.2) we have further illustrated these considerations
by depicting the action of exchange on two of the 4-qubit DFSs. Let us now proceed
to the general proof.
Proof— By induction.
The case n = 2 already treated above will serve to initialize the induction. Assume
now that the theorem is true for n− 1 qubits and let us show that it is then true for
n qubits as well.
First note that each DFSn(K) is constructed either from the DFSn−1(K − 1) (to
its lower left) by adding a |0〉 for the nth qubit, or from DFSn−1(K + 1) (to its upper
left) by adding a |1〉: the states in DFSn(K) correspond to all paths ending in (n,K)
that either come from below (B) or from the top (T). See Fig. (B.3).
If we apply a certain gate U = exp(iHt) to DFSn−1(K + 1), then this operation
will induce the sameU on DFSn(K), by acting on all paths (states) entering DFSn(K)
from above. At the same time U is induced on DFSn(K + 2) by acting on all paths
entering this DFS from below. So, U affects two DFSs simultaneously. In other
words, the set of valid Hamiltonians Hn−1K+1 [acting on n − 1 qubits and generating
su(dK+1)] on DFSn−1(K +1), that we are given by the induction hypothesis, induces
a simultaneous action of su(dK+1) on DFSn(K) (on the paths coming from above
only) and DFSn(K+2) (on the paths coming from below only). Additionally, it does
not affect any other n-qubit DFS, since we assumed that the action on DFSn−1(K+1)
was independent, and the only n-qubit DFSs built from DFSn−1(K+1) are DFSn(K)
and DFSn(K + 2). These considerations are depicted schematically in Fig. (B.3).
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We now show how to annihilate, for a given non-trivial (i.e., dimension > 1)
DFSn(K), the unwanted simultaneous action on other DFSs (the “independence
step”). We then proceed to obtain the entire su(dK), by using the su(dK±1) on
DFSn−1(K ± 1) that are given by the induction hypothesis (the “mixing step”).
Independence
Let us call all the tK paths converging on DFSn(K) from above “Top-states”, or
T-states for short, and the bK paths converging from below “Bottom- (or B) states”
(recall that there is a 1-to-1 correspondence between paths and states). The total
number of paths converging on a given DFS is exactly its dimension, so dK = tK+bK .
By using the induction hypothesis on DFSn−1(K+1) we can obtain su(tK) (generated
by Hn−1K+1) on the T-states of DFSn(K), which will simultaneously affect the B-states
in the higher lying DFSn(K +2) as su(bK+2) (note that tK = bK+2). The set H
n−1
K+1 is
non-empty only if n−3 ≥ K+1 ≥ −(n−3) [because the “highest” and “lowest” DFS
are always one-dimensional and su(1) = 0]. If this holds then DFSn(K + 2) “above”
DFSn(K) is non-trivial (dimension > 1), and there are paths in DFSn(K) ending in
|11〉 (“down, down”). This is exactly the situation in which we can use TQn−1,n to wipe
out the unwanted action on DFSn(K + 2): recall that T
Q
n−1,n annihilates all states
except those ending in |11〉, and therefore affects non-trivially only these special T-
states in each DFS. Since the operations in Hn−1K+1 affect only B-states on DFSn(K +
2), TQn−1,n commutes with H
n−1
K+1 on DFSn(K + 2). Therefore the commutator of
T
Q
n−1,n with elements in H
n−1
K+1 annihilates all states not in DFSn(K).
2 To show that
commuting TQn−1,n with H
n−1
K+1 generates su(tK) on the T-states of DFSn(K) we need
the following lemma, which shows how to form su(d) from an overlapping su(d− 1)
and su(2):
Enlarging Lemma— Let H be a Hilbert space of dimension d and let |i〉 ∈ H.
Assume we are given a set of Hamiltonians H1 that generates su(d − 1) on the sub-
space of H that does not contain |i〉 and another set H2 that generates su(2) on the
subspace of H spanned by {|i〉, |j〉}, where |j〉 is another state in H . Then [H1,H2]
(all commutators) generates su(d) on H under closure as a Lie-algebra (i.e., via scalar
multiplication, addition and Lie-commutator).
Proof— See Appendix D
Now consider two states |i〉, |j〉 ∈DFSn(K) such that |i〉 ends in |11〉 and |j〉 is
a T-state, but does not end in |11〉. Then we can generate su(2) on the subspace
spanned by {|i〉, |j〉} as follows: (i) We use the exchange interaction X¯ij = |i′〉〈j′| +
|j′〉〈i′| [a prime indicates the bitstring with the last bit (a 1 in this case) dropped]
in su(tK) ∈ Hn−1K+1 to generate a simultaneous action on DFSn(K) and DFSn(K + 2).
2The argument thus far closely parallels the discussion above showing how to generate an inde-
pendent su(2) on the {|011〉, |101〉} subspace of DFS3(−1), starting from the su(2) on DFS2(0) and
T
Q
23
.
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This interaction is represented by a 2 × 2 σx-matrix in the subspace spanned by
{|i〉, |j〉}. (ii) TQn−1,n is represented by the 2× 2 matrix diag(1, 0) = 12 (I+ σz) in the
same subspace, and commutes with X¯ij on DFSn(K + 2) (since X¯ij affects only B-
states in DFSn(K+2), and T
Q
n−1,n is non-zero only on states ending in |11〉). Thus we
can use it to create an independent action on DFSn(K) alone: Y¯ij = i[T
Q
n−1,n, X¯ij],
Z¯ij =
i
2
[Y¯ij , X¯ij].
Together {Y¯ij, Z¯ij} generate su(2) independently on {|i〉, |j〉} ∈ DFSn(K). Since
these operators vanish everywhere except on DFSn(K), their commutators with ele-
ments in Hn−1K+1 [acting as su(tK)] will annihilate all other DFSs. Therefore, using the
Enlarging Lemma, in this way all operations in su(tK) acting on DFSn(K) only can
be generated.
So far we have shown how to obtain an independent su(tK) on the T-states of
DFSn(K) using H
n−1
K+1 (for K ≤ n − 4). To obtain an independent su(bK) on the
B-states of DFSn(K) we use Hamiltonians in H
n−1
K−1 (acting on DFSn−1(K − 1) – the
DFS from below). This will generate a simultaneous su(bK) in DFSn(K) and su(tK−2)
in DFSn(K − 2). To eliminate the unwanted action on DFSn(K − 2) we apply the
previous arguments almost identically, except that now we use TPn−1,n to wipe out the
action on all states except those ending in |00〉. We thus get an independent su(bK)
on DFSn(K). Together, the “above” and “below” constructions respectively provide
independent su(tK) and su(bK) on DFSn(K). Finally, note that we did not really
need both TPij and T
Q
ij, since once we established independent action on the T-states,
we could have just subtracted out this action when considering the B-states. Also,
the specific choice of TP,Qij was rather arbitrary (though convenient): in fact almost
any other diagonal interaction would do just as well.
Mixing
In order to induce operations between the two sets of paths (from “above” and
from “below”) that make up DFSn(K) consider the effect of En−1,n. This gate does
not affect any paths that “ascend” two steps to (n,K) (corresponding to bitstrings
ending in |00〉) and paths that “descend” two steps (ending in |11〉), but it flips the
paths that pass from (n− 2, K) via (n− 1, K +1) with the paths from (n− 2, K) via
(n− 1, K − 1) [see Fig. (B.3)]. It does this for all DFSs simultaneously.
In order to get a full su(dK) on DFSn(K) we need to “mix” su(tK) (on the T-
states) and su(bK) (on the B-states) which we already have. We show how to obtain
an independent su(2) between a T-state and a B-state. By the Enlarging Lemma this
generates su(dK).
Since n ≥ 3 DFSn(K) contains states terminating in |00〉 and/or |11〉. Let us
assume, without loss of generality, that states terminating in |00〉 are present, and
let |i〉 be such a state (B-state). Let |j〉 be a B-state not terminating in |00〉, and let
|k〉 = En−1,n|j〉 (|k〉 is a T-state). Let Z¯ij = |i〉〈i| − |j〉〈j| ∈ su(bK), and recall that
we have independent su(bK). Then as is easily checked, i[En−1,n, Z¯ij ] ≡ Y¯jk yields σy
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between |j〉 and |k〉 only.3 In addition, Z¯jk ≡ i2 [En−1,n, Y¯jk] gives σz between |j〉 and
|k〉, thus completing a generating set for su(2) on the B-state |j〉 and the T-state |k〉,
that affects these two states only and annihilates all other states. This completes the
proof.
To summarize, we have shown constructively that it is possible to generate the
entire Lie algebra su(dK) on a given weak collective-decoherence DFSn(K) of dimen-
sion dK , from the elementary composition of the operations of scalar multiplication,
addition, Lie-commutators (conjugation by unitaries was not necessary in the weak
collective decoherence case). Moreover, this su(dK) can be generated independently
on each DFS, implying that universal quantum computation can be performed inside
each DFSn(K). Naturally, one would like to do this on the largest DFS. Since given
the number of qubits n the dimensions of the DFSs are dK =
(
n
K
)
, the largest DFS
is the decoherence-free subspace K = 0. In principle it is possible, by virtue of the
independence result, to universally quantum compute in parallel on all DFSs.
3Since En−1,n = |i〉〈i|+ |k〉〈j|+ |j〉〈k|+ O, where O is some action on an orthogonal subspace.
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Figure B.1: Graphical representation for visualizing the weak collective decoherence
universality proof
The horizontal axis marks the number of qubits. The vertical axis shows (number of
0’s - number of 1’s) in each state (Kn). Each state in the standard basis thus corre-
sponds to a path from the origin which follows the indicated arrows. The dimension
of a DFS corresponds to the multiple pathways through which one can arrive at the
same Jn. The DFSs are labeled by their values of n and Kn, as DFSn(Kn). The
insert shows the matrix structure of operators acting on DFS5(3), in terms of Top
(T) and Bottom (B) states (see text for definition of these). Note that there is only
one T-state entering DFS5(3), whence the action of exchange is represented by a 1×1
block.
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Figure B.2: Graphical representation of the action of exchange on DFS states for
weak collective decoherence
Exchange acts to simultaneously flip different paths to a given DFSn(Kn). Axes and
labels are as defined in Figure 1. Eij denotes the exchange of the i-th and j-th qubits.
The matrices displayed at right are the representations of E34 on DFS4(0) (lower) and
DFS4(2) (upper).
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Figure B.3: Detailed structure of the pathways connecting adjacent DFSs in the weak
collective decoherence case
The action of the different su Lie algebras is indicated by the superposed heavy
arrows. DFSn(K) denotes the DFS arising from n qubits and having eigenvalue K.
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Appendix C
Proof of universality on the strong
collective decoherence DFS
What is now proved was once only imagined
–William Blake
We begin by examining the action of the exchange interaction on the three and
four qubit strong collective decoherence DFS.
C.1 Quantum Computation on the n = 3 and n = 4
qubit strong collective decoherence DFS
We begin our discussion of universal quantum computation on strong collective
decoherence DFSs by examining the simplest strong collective decoherence DFS which
supports encoding of quantum information: the n = 3 decoherence-free subsystem.
We label these states by |J, λ, µ〉. Recall that the J = 3/2 irrep is not degenerate and
the J = 1/2 irrep has degeneracy 2. The J = 3/2 states can be written as |3
2
, 0, µ〉,
with µ = m = ±3/2,±1/2. Since the action of exchange does not depend on µ (recall
that it affects paths, i.e., the λ component only) it suffices to consider the action on
the representative µ = 3/2 only: |111〉. Let us then explicitly calculate the action of
exchanging the first two physical qubits on this state and the four J = 1/2 states.
Using Eq. (8.46):
E12|3
2
, 0,
3
2
〉 = E12|111〉 = |3
2
, 0,
3
2
〉
E12|1
2
, 0, 0〉 = E12 1√
2
(|010〉 − |100〉) = 1√
2
(|100〉 − |010〉) = −|1
2
, 0, 0〉
E12|1
2
, 0, 1〉 = E12 1√
2
(|011〉 − |101〉) = 1√
2
(|101〉 − |011〉) = −|1
2
, 0, 1〉
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E12|1
2
, 1, 0〉 = E12 1√
6
(−2|001〉+ |010〉+ |100〉) = |1
2
, 1, 0〉
E12|1
2
, 1, 1〉 = E12 1√
6
(2|110〉 − |101〉 − |011〉) = |1
2
, 1, 1〉. (C.1)
Focusing just on the J = 1/2 states, the exchange action on |λ〉 ⊗ |µ〉 can thus be
written as:
E12 = −σz ⊗ I. (C.2)
Since the action of the Sα operators on the J = 1/2 states is In1/2 ⊗ gl(2), this
explicit form for E12 confirms that is has the expected structure of operators in the
commutant of the algebra spanned by the Sα. It can also be seen that quantum
information should be encoded in the |λ〉 component.
Using similar algebra it is straightforward to verify that the effect of the three
possible exchanges on the n = 3 DFS states are given by:
E12 =
 1 0 00 −1 0
0 0 1
 E23 =

1 0 0
0 1
2
−
√
3
2
0 −
√
3
2
−1
2
 E13 =

1 0 0
0 1
2
√
3
2
0
√
3
2
−1
2
 , (C.3)
where the rows and columns of these matrices are labeled by the basis elements
{|J = 3/2, λ = 0〉, |J = 1/2, λ = 0〉, |J = 1/2, λ = 1〉}. As expected from general
properties of the commutant, the exchange operators do not mix the different J irreps.
Now,
1
3
(E12 + E13 + E23) =
 1 0 00 0 0
0 0 0

1
2
(−E12 + E13 + E23) =
 0 0 00 1 0
0 0 −1

1√
3
(E13 − E23) =
 0 0 00 0 1
0 1 0
 , (C.4)
showing that the last two linear combinations of exchanges look like the Pauli σz and
σx on DFS3(1/2). Using a standard Euler angle construction it is thus possible to
perform any SU(2) gate on this DFS. Moreover, it is possible to act independently on
DFS3(3/2) and DFS3(1/2). In other words, we can perform U(1) on DFS3(3/2) alone,
and SU(2) on DFS3(1/2) alone. Note, however, that at this point we cannot yet claim
universal quantum computation on a register composed of clusters of DFS3(J)’s (J
constant) because we have not shown how to couple such clusters.
For n = 4 the Hilbert space splits up into one J = 2-irrep [DFS4(2)], three J = 1-
irreps [DFS4(1)], and two J = 0-irreps [DFS4(0)] – see Table (8.2). Direct calculation
247
of the effect of exchange on these DFSs shows that we can independently perform
su(1) (i.e. zero), su(3), and su(2). In particular, we find that[9]:
X =
1√
3
(E23 −E13) Y = i
2
√
3
[E23 − E13,E34] Z = i
2
[Y,X] = −E12 (C.5)
act as the corresponding su(2) Pauli operators on DFS4(0) only. Further, the following
operators act independently on the J = 1-irreps (rows and columns are labeled by
λ = 0, 1, 2. The action occurs simultaneously on all three µ components corresponding
to a given λ):
Y13 =
3i
2
√
2
[E12,E34] =
 0 0 −i0 0 0
i 0 0
 , X13 = i
2
[E12,Y13] =
 0 0 10 0 0
1 0 0
 ,
Z13 =
i
2
[Y13,X13] =
 1 0 00 0 0
0 0 −1
 , Y23 = 2i√
3
[E23,Z13] =
 0 0 00 0 −i
0 i 0
 .
(C.6)
These operators clearly generate su(3), and hence we have an independent SU(3)
action on DFS4(1).
C.2 Universal Quantum Computation on the n ≥ 5
qubit strong collective decoherence DFSs
We are now ready to prove our central result: that using only the two-body ex-
change Hamiltonians every unitary operation can be performed on a strong collective
decoherence DFS. More specifically:
Theorem C.2.1 For any n ≥ 2 qubits undergoing strong collective decoherence, there
exist sets of Hamiltonians HnJ obtained from exchange interactions only via scalar mul-
tiplication, addition, Lie-commutator and unitary conjugation, acting as su(dJ) on
the DFS corresponding to the eigenvalue J . Furthermore each set acts independently
on this DFS only (i.e., with zeroes in the matrix representation corresponding to their
action on the other DFSs).
In preparation for the proof of this result let us note several useful facts:
(i) The exchange operators do not change the value of m, because they are in the
commutant of A = {Sα}. Therefore in order to evaluate the action of the exchange
operators on the different DFSn(J) (n given) it is convenient to fixm, and in particular
to work in the basis given by the maximal m value (m = J). Expressions for these
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“maximal” states in terms of |J1, J2, . . . , Jn−2;m〉 and the single qubit states of the
last two qubits are given in Appendix D.
(ii) Every (S[k])2 can be written as a sum of exchange operators and the identity
operation. This follows from noting that the exchange operator can be expanded as
Eij =
1
2
(
I+ σixσ
j
x + σ
i
yσ
j
y + σ
i
zσ
j
z
)
, (C.7)
so that:
(S[k])2 = k
(
1− k
4
)
I+
1
2
k∑
i6=j=1
Eij. (C.8)
Thus (S[k])2 is a Hamiltonian which is at our disposal.
We are now ready to present our proof by induction. Recall the DFS dimension-
ality formula for nJ , Eq. (8.42). We assume that it is possible to perform su(nJ)
on each of the different DFSn−1(J) independently using only exchange operators and
the identity Hamiltonian. Our construction above proves that this is true for 3 and
4 qubits. The assumption that the actions we can perform can be performed inde-
pendently translates into the ability to construct Hamiltonians which annihilate all
of the DFSs except a desired one on which they act as su(nJ).
As in the weak collective decoherence case a specific DFSn(J) of dimension nJ
splits into states which are constructed by the subtraction of angular momentum from
DFSn−1(J+1/2) (T-states), or by the addition of angular momentum to DFSn−1(J−
1/2) (B-states) [see Fig. (C.2)]. Performing su(nJ+1/2) on DFSn−1(J + 1/2) will
simultaneously act on DFSn(J) and DFSn(J + 1). In other words, su(nJ+1/2) on
DFSn−1(J + 1/2) acts on both the B-states of DFSn(J + 1) and on the T-states of
DFSn(J). We split the proof into three steps. In the first step we obtain an su(2) set
of operators which acts only on DFSn(J) and mixes particular B- and T-states. In
the second step we expand the set of operators which mix B- and T-states to cover all
possible su(2) algebras between any two B- and T-states. Finally, in the third step
we apply a Mixing Lemma which shows that we can obtain the full su(nJ) (i.e., also
mix B-states and mix T-states).
T- and B-Mixing
There are two simple instances where there is no need to show independent action
in our proof: (i) The (upper) J = n/2 -irrep is always 1-dimensional, so the action on
it is always trivial (i.e., the Hamiltonian vanishes and hence the action is independent
by definition); (ii) For odd n the “lowest” DFSn(1/2) is acted upon independently
by the su(n0) from DFSn−1(0) [i.e., su(n0) cannot act “downward”]. In order to
facilitate our construction we extend the notion of T and B-states one step further in
the construction of the DFS. TB-states are those states which are constructed from
T-states on (n − 1)-qubits and from the B-states on n-qubit states [see Fig. (C.2)].
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Similarly we can define the BT, TT, and BB-states:
|TT〉 ≡ |J1, . . . , Jn−3, Jn + 1, Jn + 1
2
, Jn;m = Jn〉 = ց ց (C.9)
|BT〉 ≡ |J1, . . . , Jn−3, Jn, Jn + 1
2
, Jn;m = Jn〉 =րց
|TB〉 ≡ |J1, . . . , Jn−3, Jn, Jn − 1
2
, Jn;m = Jn〉 =ցր
|BB〉 ≡ |J1, . . . , Jn−3, Jn − 1, Jn − 1
2
, Jn;m = Jn〉 = րր . (C.10)
Every DFSn(J) can be broken down into a direct sum of TT, BT, TB, and BB-states;
e.g., as seen in Fig. (C.1), in DFS6(1) there are 1 TT, 3 TB, 3 BT and 2 BB states.
Note that for J = n/2 − 1 there are no TT-states, for J = 0 there are no BB and
BT-states, for J = 1/2 there are no BB-states, and otherwise there are as many TB
as there are BT states,
At this point it is useful to explicitly give the action of exchange on the last two
qubits of a strong collective decoherence DFS. Using Eq. (D.8) we find (assuming the
existence of the given states, i.e., n large enough and J not too large) the represen-
tation
En,n−1 =

1 0 0 0
0 − cos(θJ+1) sin(θJ+1) 0
0 sin(θJ+1) cos(θJ+1) 0
0 0 0 1

TT
BT
TB
BB
(C.11)
where tan(θJ ) = 2
√
J(J + 1). Thus exchange acts to transform the BT and TB states
entering a given DFS into linear combinations of one another, while leaving invariant
the BB and TT states.
Let us now consider the action of su(nJ−1/2) from DFSn−1(J−1/2) [see Fig. (C.2)].
It acts on DFSn(J − 1) and DFSn(J) simultaneously. However, since the T-states of
DFSn(J − 1) and the B-states of DFSn(J) share the same set of quantum numbers
{J1, ..., Jn−1}, the action of the su(nJ−1/2) operators is identical on these two sets of
states.
We first deal with the case where the number of BT-states of DFSn(J) is greater
than 1. As can be inferred from Fig. (C.1), this condition corresponds to J < n/2−1
and n > 4. We will separately deal with the J = n/2−1 case at the end of the proof.
Let |a〉 and |b〉 be any two orthogonal BT-states of DFSn(J) (i.e., states differing
only by the paths on the first n − 2 qubits). Corresponding to these are {|a′〉, |b′〉}:
a pair of orthogonal BT-states of DFSn(J). One of the elements in su(nJ−1/2) is the
traceless operator C = |a〉〈a| − |b〉〈b|, which we have at our disposal by the induction
hypothesis. Consider i[En,n−1,C]: since En,n−1 acts as identity on BB states, even
though C has an action on DFSn(J − 1) the commutator acting on the BB states of
DFSn(J − 1) vanishes. The action of i[En,n−1,C] on the BT and TB states can be
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calculated by observing, using Eq. (C.11), that the matrix representations of C and
En,n−1 are, in the ordered {|a′〉, |b′〉, |a〉, |b〉} basis:
C = diag(0, 0, 1,−1) = 1
2
(I⊗ σz − σz ⊗ σz)
En,n−1 =

− cos(θJ) 0 sin(θJ) 0
0 − cos(θJ) 0 sin(θJ)
sin(θJ) 0 cos(θJ ) 0
0 sin(θJ) 0 cos(θJ )

= − cos(θJ )σz ⊗ I+ sin(θJ )σx ⊗ I. (C.12)
This yields:
i[En,n−1,C] = − sin(θJ)σy ⊗ σz = i sin(θJ) (−|a〉〈a′|+ |a′〉〈a|+ |b〉〈b′| − |b′〉〈b|) .
(C.13)
Now let |c〉 be a TT-state of DFSn(J). Such a state always exists unless J = n/2−1,
which is covered at the end of the proof. Then there is an operatorD = |a′〉〈a′|−|c〉〈c|
in su(nJ+1/2).
1 It follows that:
Xaa′ ≡ 1
sin(θJ)
i[i[En,n−1,C],D] = |a〉〈a′|+ |a′〉〈a|, (C.14)
acts like an encoded σx on |a〉 and |a′〉 and annihilates all other states. Further, one
can implement the commutator
Yaa′ = i[Xaa′ ,D] = i (|a〉〈a′| − |a′〉〈a|) , (C.15)
which acts like an encoded σy on |a〉 and |a′〉. Finally, one can construct Zaa′ =
i[Xaa′ ,Yaa′ ] = |a〉〈a| − |a′〉〈a′|. Thus we have shown that for J < n/2 − 1 we can
validly (using only exchange Hamiltonians) perform su(2) operations between |a〉, a
specific B-state and |a′〉, its corresponding T-state, on DFSn(J) only.
Extending the su(2)’s
We now show that by using the operation of conjugation by a unitary we can
construct su(2) between any two B and T-states. To see this recall Eq. (5.53), which
allows one to take a Hamiltonian H and turn it via conjugation by a unitary gate
into the new Hamiltonian Heff = UHU
†. By the induction hypothesis we have at our
disposal every SU gate which acts on the T-states of DFSn(J) [and simultaneously
acts on the B-states of DFSn(J+1)] and also every SU gate which acts on the B-states
of DFSn(J) [and simultaneously acts on the T-states of DFSn(J−1)]. Above we have
shown how to construct X, Y, and Z operators between specific T- and B-states:
1We need to subtract |c〉〈c| in order to obtain a traceless operator.
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|a′〉 and |a〉. Let |i′〉 and |i〉 be some other T- and B-states of DFSn(J), respectively.
Then we have at our disposal the gate Pi′i = |a′〉〈i′| + |i′〉〈a′| + |a〉〈i| + |i〉〈a| + O
where O is an operator which acts on a DFS other than DFSn(J) (included to make
Pi′i an SU operator). It is simple to verify that
Xi′i = Pi′iXaa′P
†
i′i = |i′〉〈i|+ |i〉〈i′|, (C.16)
which acts as an encoded σx between |i′〉 and |i〉. Note that because Xaa′ only acts
on DFSn(J), Xi′i will also only act on the same DFS. Similarly one can construct
Yi′i = Pi′iYaa′P
†
i′i and Zi′i = Pi′iZaa′P
†
i′i which act, respectively, as encoded σy and
σz on |i′〉 and |i〉. Thus we have shown that one can implement every su(2) between
any two T- and B-states in DFSn(J). Each of these su(2) operations is performed
independently on DFSn(J).
Mixing T- and B-States
Next we use a Lemma proved in Appendix D:
Mixing Lemma: Given is a Hilbert space H = H1 ⊕ H2 where dimHj = nj .
Let {|i1〉} and {|i2〉} be orthonormal bases for H1 and H2 respectively. If one can
implement the operators Xi1i2 = |i1〉〈i2| + |i2〉〈i1|, Yi1i2 = i|i1〉〈i2| − i|i2〉〈i1|, and
Zi1i2 = |i1〉〈i1| − |i2〉〈i2|, then one can implement su(n1 + n2) on H.
Above we have explicitly shown that we can obtain every Xi1i2 , Yi1i2 , and Zi1i2
acting independently on DFSn(J). Thus direct application of the Mixing Lemma tells
us that we can perform su(nJ) independently on this DFS.
Special case of J = n/2− 1: We have neglected DFSn(n/2− 1) because it did not
contain two different BT-states (nor a TT) state. The dimension of this DFS is n−1.
We now show how to perform su(n − 1) on this DFS using the fact that we have
already established su(nJ=n/2−2) on DFSn(n/2−2). First, note that by the induction
hypothesis we can perform su(nJ=n/2−3/2) independently on DFSn−1(n/2− 3/2). As
above, this action simultaneously affects DFSn(n/2−1) and DFSn(n/2−2). However,
since we can perform su(nJ=n/2−2) on DFSn(n/2− 2), we can subtract out the action
of su(nJ=n/2−3/2) on DFSn(n/2− 2). Thus we can obtain su(nJ=n/2−3/2) on all of the
B-states of DFSn(n/2−1). But the exchange operator En,n−1 acts to mix the B-states
with the single T-state of DFSn(n/2 − 1). Thus we can construct an su(2) algebra
between that single-T state and a single B-state in a manner directly analogous to
the above proof for J < n/2− 1. Finally, by the Enlarging Lemma it follows that we
can obtain su(n− 1) on DFSn(n/2− 1).
This concludes the proof that the exchange interaction is independently universal
on each of the different strong-collective-decoherence DFSs.
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Figure C.1: Graphical representation of DFS states for strong collective decoherence
The horizontal axis is the number of qubits, n, just as in Figure 1 for weak collective
decoherence. The vertical axis is now the total angular momentum J obtained by
summing angular momenta of n spin 1/2 particles representing the n qubit, rather
than just the z-component of this. The DFSs are denoted by DFSn(J) as before.
Each state in the DFS is represented by a pathway from the origin along the arrows
as indicated. The insert shows the matrix structure of operators acting on DFS6(1),
given in terms of TT, TB, BT, and BB-states.
253
Figure C.2: Scheme for visualizing the inductive proof of universal computation using
only the exchange Hamiltonian
TB- and BT-states of DFSn(J) are indicated. su(nJ−1/2) acts on DFSn(J − 1) and
on DFSn(J) via DFSn−1(J − 1/2). See text in Section C.2 for details.
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Appendix D
Lemmas and results for the
collective universality proofs
Here we collect some lemmas and results which are used in the universality proofs
for collective decoherence DFSs.
D.1 Maximal-mJ States of the Strong Collective
Decoherence DFS
We show how to recursively express the n-particle total spin-J states in terms of
(n−1)-particle states. Let us focus on DFSn(J) and in particular on the maximal-mJ
state in it:
|ψ〉 = |J1, . . . , Jn−1, J ;mJ = J〉. (D.1)
In general (J 6= 0, n/2) there are two kinds of states: bottom (|ψ〉B) and top (|ψ〉T)
ones. The angular momentum addition rule that must be satisfied for adding a single
spin-1
2
particle is that
mJn−1 ±
1
2
= mJ .
The B-state comes from adding a particle to the maximalmJ state in DFSn−1(J−1/2),
which is:
|B〉 = |J1, . . . , Jn−2, J−1
2
;mJn−1 = J −
1
2
〉. (D.2)
There is only one way to go from |B〉 to |ψ〉B, namely to add 1/2 to mJn−1 = J − 12
in order to obtain mJ = J . Thus
|ψ〉B = |B〉|1
2
,
1
2
〉, (D.3)
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where |1
2
, 1
2
〉 is the single-particle spin-up state. The situation is different for the
T-state, which is constructed by adding a particle to
|T±〉 = |J1, . . . , Jn−2, J + 1
2
;mJn−1 = J ±
1
2
〉. (D.4)
These two possibilities give:
|ψ〉T = α|T+〉|1
2
,−1
2
〉+ β|T−〉|1
2
,
1
2
〉. (D.5)
To find the coefficients α and β, we use the collective raising operator S+ = Sx +
iSy, where we recall that s
(k)
α =
1
2
∑k
i=1 σ
i
α. Since |ψ〉 is a maximal-mJ state it is
annihilated by s+ ≡ S(n)α . Similarly, |T+〉 is annihilated by S(n−1)+ . Therefore, since
S+ = S
(n−1)
+ +
1
2
σn+:
S+|T+〉|1
2
,−1
2
〉 = |T+〉|1
2
,
1
2
〉
S+|T−〉|1
2
,
1
2
〉 = √2J + 1|T+〉|1
2
,
1
2
〉,
where in the second line we used the elementary raising operator formula J+|j,m〉 =
[j(j + 1)−m(m+ 1)]1/2 |j,m+1〉 with j = J + 1
2
and m = J − 1
2
. Application of S+
to Eq. (D.5) thus yields:
α +
√
2J + 1β = 0. (D.6)
Hence, up to an arbitrary phase choice, we find that
α = −
√
2J + 1
2J + 2
β =
1√
2J + 2
. (D.7)
The special cases of J = 0, n/2 differ only in that the corresponding DFSs support just
T- and B-states, respectively. The calculation of the coefficients, therefore, remains
the same.
In a similar manner one can carry the calculation one particle deeper. Doing this
we find for the maximal-mJ states (provided they exist):
|TT〉 ≡ |J1, . . . , Jn−3, J + 1, J + 1
2
, J ;mJ = J〉
=
√
2J + 1
2J + 3
|J1, . . . , Jn−3, J + 1;mJn−2 = J + 1〉|
1
2
,−1
2
〉|1
2
,−1
2
〉
−
√
2J + 1
(2J + 2)(2J + 3)
|J1, . . . , Jn−3, J + 1;mJn−2 = J〉
×
(
|1
2
,
1
2
〉|1
2
,−1
2
〉+ |1
2
,−1
2
〉|1
2
,
1
2
〉
)
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+
√
2
(2J + 2)(2J + 3)
|J1, . . . , Jn−3, J + 1;mJn−2 = J − 1〉
×|1
2
,
1
2
〉|1
2
,
1
2
〉
|BT〉 ≡ |J1, . . . , Jn−3, J, J + 1
2
, J ;mJ = J〉
= −
√
2J + 1
2J + 2
|J1, . . . , Jn−3, J ;mJn−2 = J〉|
1
2
,
1
2
〉|1
2
,−1
2
〉
+
1√
(2J + 2)(2J + 1)
|J1, . . . , Jn−3, J ;mJn−2 = J〉|
1
2
,−1
2
〉|1
2
,
1
2
〉
+
√
2J
(2J + 1)(2J + 2)
|J1, . . . , Jn−3, J ;mJn−2 = J − 1〉|
1
2
,
1
2
〉|1
2
,
1
2
〉
|TB〉 ≡ |J1, . . . , Jn−3, J, J − 1
2
, J ;mJ = J〉
= −
√
2J
2J + 1
|J1, . . . , Jn−3, J ;mJn−2 = J〉|
1
2
,−1
2
〉|1
2
,
1
2
〉
+
1√
2J + 1
|J1, . . . , Jn−3, J ;mJn−2 = J − 1〉|
1
2
,
1
2
〉|1
2
,
1
2
〉
|BB〉 ≡ |J1, . . . , Jn−3, J − 1, J − 1
2
, J ;mJ = J〉
= |J1, . . . , Jn−3, J − 1;mJn−2 = J − 1〉|
1
2
,
1
2
〉|1
2
,
1
2
〉. (D.8)
Caution must be exercised in using these expressions near the boundary of Table (8.2),
where some of the states may not exist.
D.2 Enlarging Lemma
Let H be a Hilbert space of dimension d and let |i〉 ∈ H. Assume we are given a
set of Hamiltonians H1 that generates su(d− 1) on the subspace of H that does not
contain |i〉, and another set H2 that generates su(2) on the subspace of H spanned by
{|i〉, |j〉}, where |j〉 is another state in H. Then [H1,H2] (all commutators) generates
su(d) on H under closure as a Lie-algebra.
Proof: We explicitly construct the Lie-algebra su(d) with the given Hamiltonians.
Let H˜ ⊂ H be the d − 1 dimensional subspace H1 acts on. Let us show that we can
generate su(2) between |k〉 ∈ H˜ and |i〉.
Let Xij ≡ |i〉〈j|+ |j〉〈i| ∈ H2 and Xjk ≡ |j〉〈k|+ |k〉〈j| ∈ H1. Then
Yik ≡ i[Xjk,Xij] = −i|i〉〈k| + i|k〉〈i| (D.9)
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acts as σy on the states |i〉, |k〉. Similarly
Xik ≡ i[Yij ,Xjk] = |i〉〈k|+ |k〉〈i| (D.10)
yields σx on the space spanned by |i〉, |k〉. These two operations generate su(2) on
|i〉, |k〉 for all |k〉 in the subspace of H that does not contain |i〉. The Mixing Lemma
gives the desired result together with the observation that there we only use elements
in [H1,H2].
D.3 Mixing Lemma
Consider the division of an n dimensional Hilbert space H into a direct sum of
two subspaces H1 ⊕ H2 of dimensions n1 and n2 respectively. Suppose that |in〉 is
an orthonormal basis for Hn. Then the Lie algebras generated by Xi1,i2 = |i1〉〈i2| +
|i2〉〈i1|, Yi1,i2 = i|i1〉〈i2| − i|i2〉〈i1|, and Zi1,i2 = |i1〉〈i1| − |i2〉〈i2| generate su(n).
Proof: We explicitly construct the elements of su(n). Consider i[Xi1,i2,Yj1,j2].
Clearly, if i1 6= i2 6= j1 6= j2 this equals zero and if i1 = j1 and i2 = j2 then this
commutator is −Zi1,i2. If, however, i1 = j1 and i2 6= j2 this becomes
i[Xi1,i2,Yi1,j2] = −|i2〉〈j2| − |j2〉〈i2|. (D.11)
Similarly:
i[Xi1,i2,Yj1,i2 ] = |i1〉〈j1|+ |j1〉〈i1|. (D.12)
Thus every |ik〉〈jl|+ |jl〉〈ik| is in the Lie algebra. Similarly, i[Xi1,i2,Xj1,j2] yields
i[Xi1,i2 ,Xi1,j2] = i|i2〉〈j2| − i|j2〉〈i2|
i[Xi1,i2 ,Xj1,i2] = i|i1〉〈j1| − i|j1〉〈i1|. (D.13)
Thus every i|ik〉〈jl| − i|jl〉〈ik| is in the Lie algebra. Taking the commutator of these
with the |ik〉〈jl| + |jl〉〈ik| operators finally yields every |ik〉〈jl| − |jl〉〈ik|. Since su(n)
can be decomposed into a sum of overlapping su(2)’s[36], the Lie algebra is the entire
su(n), as claimed.
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Appendix E
Controlled-phase on the four qubit
strong collective decoherence DFS
In this Appendix we provide an analytically derived gate sequence for performing
a controlled-phase between the two four qubit strong collective decoherence DFSs.
This sequence of operations was derived with the guidance of two insights. The first
insight comes from Eq. (D.8). This equation describes how nearest neighbor exchange
interactions act nontrivially to mix only BT and TB pathways. The second insight
comes that executing
(
S[k]
)2
can be executed as a sum of exchanges on the first k
qubit and this can be used to subtract out the diagonal element of Eq. (D.8) on the
TB and BT pathways. This allows us to construct evolutions which flip between the
different basis states of the strong DFS basis (recall Section 8.6.1).
In Figure E we present the evolution of two conjoined four qubit strong collective
decoherence DFSs under that action of the following operators
U1 = exp
[
iπ√
3
(
E45 +
1
2
(E12 + E13 + E14 + E23 + E24 + E34)
)]
U2 = exp
[
iπ
4
√
2
(
−3E56 − 2
3
(E68 + E68 + E78)
)]
U3 = exp
[
iπ
4
√
2
(
−3E34 − 2
3
(E12 + E13 + E32)
)]
U4 = exp
[
iπ√
3
(
E23 +
1
2
E12
)]
U5 = exp
[
iπ√
3
(
E67 +
1
2
E78
)]
,
and also the slightly more mysterious
UA = exp
[
− i
2
cos−1
(
−1
3
)
E45
]
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UB = exp
[
−iπ
2
(E12 + E13 + E14 + E23 + E24 + E34)
]
U6 = UAUBU
†
AU
†
BUAUBU
†
AU
†
B. (E.1)
In Figure E we demonstrate the result of these gates on the original DFS states. This
figure is accurate up to single qubit phases (i.e. phases which can be generated by
single qubit rotations). The first five Ui acts imply to manipulate the encoded basis
states to new strong DFS basis states. The final U6 was discovered by noting that
after the basis states have been transferred to the indicated strong DFS basis states,
E45 acts to mix two of these basis states with other strong DFS basis states and
E12 + E13 + E14 + E23 + E24 + E34 acts as a phase on these strong basis states.
In order to limit the total number of gates, one can further note that U2 and U3
can be executed at the same time as can U4 and U5 because these gates operate on
completely separate qubits. Thus in Figure E we present the layout for this quantum
circuit and from this diagram it becomes obvious that U4 is not needed in the gate
array.
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U1 U3
U2 U4
U5 U6
U4
U5
 
U3
U2
U1
U1 U3
U2
U5 U6
U5 U3
U2
U1
1
2
3
4
5
6
7
8
1
2
3
4
5
6
7
8
qubit 1
qubit 2
qubit 1
qubit 2
Figure E.1: Encoded controlled-phase gate sequence
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U1
|00 |01 |10 |11
U2
U3
U4
U5
U6
U5
U4
U3
U2
U
1
-1
-1
-1
-1
-1
|00 |01 |10 |11
Figure E.2: Controlled-phase diagram demonstrating the usefulness of the strong col-
lective decoherence basis
