Abstract. To solve one-dimensional linear weakly singular integral equations on bounded intervals, with input functions which may be smooth or not, we propose to introduce first a simple smoothing change of variable, and then to apply classical numerical methods such as product-integration and collocation based on global polynomial approximations. The advantage of this approach is that the order of the methods can be arbitrarily high and that the associated linear systems one has to solve are very well-conditioned.
Introduction
In this paper we consider classical Fredholm integral equations of the second kind u(y) − with weakly singular kernels k(x, y); the right-hand side f can be smooth or have irregularities. In particular we examine the case of displacement kernels of the form k(|x − y|), with k(t) ≡ k α (t) := t α , α > −1 or k(t)≡k 0 (t) := log(t), (1.2) and, more in general, kernels which may be decomposed as k(x, y) = h 1 (x − y) log |x − y| + h 2 (x − y)|x − y| α + h 3 (x − y), (1.3) with h i smooth and α > −1.
For this type of equations the behaviour of their solutions in [−1, 1] is known; see, for instance, [6] , [17] , [19] , [20] , [25] . When the input function f is smooth, let us say f ∈ C r+1 [−1, 1], the solution u(x) has only endpoint mild singularities, that is, u ∈ C r (−1, 1). For example, in the case of (1.1) with k(x, y) = log |x − y| the solution u(x) admits an expansion containing a finite number of terms of the form (see [19] ) (1 ± x) i log j (1 ± x), i,j = 1, 2, ..., r, i ≥ j, (1.4) Table 1 . Estimated condition numbers.
q = 3.1 q = 3.6 q = 4.1 q = 4.6 4 3.6E+00 4.4E+00 4.9E+00 5.3E+00 4.6E+12 8 4.0E+00 5.0E+00 5.7E+00 6.4E+00 5.2E+31 16 4.6E+00 5.3E+00 5.9E+00 7.0E+04 2.4E+65 32 4.8E+00 5.3E+00 2.7E+04 3.1E+12 64 5.0E+00 5.4E+00 1.5E+09 2.6E+19 plus a function of class C r [−1, 1]. If f or one of its first derivatives has, for example, simple jumps at a finite number of points in (−1, 1) and is smooth elsewhere, by applying Richter's theory (see [19] ), one derives that u(x) may be expressed as a linear combination of f and a finite number of terms which are mildly singular, as those in (1.4), either at ±1 or at the jump points of f, plus an unknown smooth function.
The knowledge of the behaviour of the solution of (1.1) is crucial if one wants to tune the chosen numerical approach in order to obtain an optimal rate of convergence. Indeed, classical numerical methods such as product-integration, collocation and Galerkin are all constructed on properly graded meshes with piecewise polynomial approximation of the solution. The needed grading parameter for the mesh is related to the behaviour of the solution (see [5] , [21] , [26] ). For example, in the case of (1.1) with k(x, y) = log |x − y| and f smooth, by using a product-integration method based on piecewise polynomials of degree d, with break-points
where q > 1 characterizes the degree of non-uniformity of the mesh, we can reach an optimal order of convergence O(h d+1 ), where h = max l |x l+1 − x l |. Also collocation and Galerkin methods require the same mesh grading to reach the optimal rate of convergence. It is common belief that these methods are the most efficient numerical approaches for the solution of (1.1); by taking the local polynomial degree d arbitrarily large, we can obtain an order of convergence as high as we like. In practice, using computer arithmetic, this last statement does not appear to be true. Indeed, as the local degree d increases, the concentration of knots near the singular points of u is so high that the final linear system one has to solve becomes rapidly ill-conditioned. Moreover, also their implementation becomes more expensive. In Table 1 we report some values of the (linear system) condition number estimated by a routine from the ABACI Library [27] , when the product-integration method described above, with local nodes chosen coinciding with the zeros of the (d + 1)-degree Legendre polynomial (see [21] ), was applied to (1.1) with kernel k 0 (t) and f(y) = y.
Notice that the total number of interpolation points in (−1, 1) at which it is required that the approximants satisfy equation (1.1) (that is, the order of the linear system we have to solve) is n = N (d + 1). These condition numbers, particularly the large ones, appear a little pessimistic; however their growing behaviour has been confirmed by the numerical results we have obtained; see, for instance, Table  6 .
In the case of the corresponding collocation and Galerkin methods, the condition numbers of the final linear systems appear to have a similar behaviour. Those of the Galerkin method are actually a little larger (see Table 7 ).
For these reasons, in spite of the theoretical results, one should not choose d greater than, let us say for example, 4. Graded meshes theoretically allow an arbitrarily high order of convergence, but in practice also generate increasingly ill-conditioned linear systems. Thus in practice the superiority of methods using graded mesh over others, such as those we shall mention next, is severely limited from the point of view of the order of convergence.
Although in some cases numerical methods based on global polynomial approximations have been proposed (see [13] , [14] ), in general they have not been considered competitive for the solution of (1.1) because of their fixed (and generally low) rate of convergence. For example, in the case of (1.1) with smooth right-hand side, the product-integration method with n-point product quadrature rule based on the zeros of Legendre polynomials gives the following bounds:
< α < 0, where u n denotes the interpolant defined by the method. However, the linear systems generated by these methods have shown to be very well-conditioned. This is due to the fact that the zeros of Legendre, and more generally those of Jacobi, polynomials have a mildly non-uniform distribution in (−1, 1): the distance between two consecutive ones is of order O(n −2 ) near the endpoints ±1, and O(n −1 ) in the middle of the interval of integration.
In the next sections we will show that if in (1.1) we preliminarly introduce a very simple nonlinear (smoothing) transformation, we can obtain a new equation whose solution can be as smooth as we like. The subsequent application of a method based on global polynomial approximation will then give an arbitrarily high order of convergence. The nonlinear trasformation of the independent variable will simultaneously absorb all irregularities of u(x) and all those of f (y). It will however introduce a perturbation in the kernel of (1.1), but the new equation will not raise any difficulties for the implementation of the associated numerical method.
In Section 2, we define the above transformation, examine the new form that it will give to (1.1), and derive an expansion for the solution of the transformed equation. In Sections 3 and 4, we consider a product-integration and a collocation method, respectively, prove their stability and derive convergence estimates. Finally, in Section 5, we present several numerical results, showing the efficiency of the new approach.
The smoothing transformation
For simplicity we first consider a particular case of kernel (1.3), containing only the logarithmic singularity, namely an equation of the form
with displacement kernels h i (x, y) = h i (x − y) smooth (for simplicity, in the following we will always assume h i (t) ∈ C ∞ ([−2, 2])), and an inhomogeneous term f which may have finite jumps or singularities, eventually in one of its derivatives, at a finite number of points of (−1, 1). We shall denote these by −1 < y 1 < y 2 < ... < y M < 1, and assume that f is smooth (for simplicity C ∞ ) everywhere in [−1, 1], except at the y k 's (k = 1, ..., M ) where its singularities satisfy the conditions
in a neighbourhood of y k . It is well-known that integral equations of type (2.1) in general have solutions u(x) which show (endpoint) singular behaviour in their derivatives even when f (y) is smooth. When f is not smooth, u(x) contains in addition new singularities, which are generated by those of f and satisfy (2.2). Indeed, by applying for example Richter's theory (but see also [6] ) to the simpler case h 1 (x, y) ≡ 1, M = 1, y 1 = 0, and assuming f a piecewise C ∞ function with a simple jump at y 1 = 0, we obtain the following expansion for u(x):
where a ij , b ij and c ij are constants, and u 0 ∈ C r [−1, 1] with r arbitrarily large. If f has more than one interior jump, then in the expansion of u(x) we have the corresponding (x−y k ) i log j |x−y k | singular terms. Analogous results have also been obtained for the well-known E 1 (σ|x − y|) kernel of the linear transport equation, which admits the following decomposition of type (1.3):
where k 1 and k 2 are entire functions (see [14] ).
From Richter's theory we can also claim that if the singularities of f satisfy condition (2.2), so do those of u. This result suggested to us that, by introducing a simple nonlinear change of variable, we can always regularize both u(x) and f(y), hence transform (2.1) into a corresponding weakly singular integral equation with smooth right-hand side and solution. Once we have carried out the smoothing step, we can apply classical methods based on global approximation and obtain high order rates of convergence.
The idea of smoothing the solution by introducing a suitable nonlinear mapping is not new. It has been proposed for example in [3] , [4] , [8] and [18] , and more recently in [15] . However, in these papers the transformation has been considered to solve particular problems where previous methods were not so successful. Here we propose a general technique which may have a wider applicability. Our work has been strongly inspired by the excellent results obtained in [15] .
Taking into account expansion (2.3), we choose a nonlinear transformation x = γ(t), where γ(t) is a sufficiently smooth monotone function mapping [−1, 1] onto [−1, 1], having y 0 = −1, y 1 , ..., y M , y M+1 = 1, as fixed points, i.e. y k = γ(y k ), and whose leading derivatives vanish at {y k }. The simplest, and most efficient from the computational point of view, among those satisfying the above properties is the piecewise Hermite interpolation polynomial H M (t) associated with the partition −1 ≡ y 0 < y 1 < y 2 < ... 
The integers α k , k = 0, ..., M + 1, are chosen accordingly to the smoothing effect that γ(t) ought to produce at the points y k , k = 0, ..., M + 1. Notice that the smoothness of γ(t) itself does not depend on the choice of α 0 and α M+1 .
The construction and evaluation of H M (t) and H M (t) is not as trivial as it might appear at first, particularly if we want to have an automatic program where the {α k } may be arbitrarily chosen. A numerically stable and efficient procedure is the following one.
Since we know a priori that in [y k , y k+1 ]
where c k is a suitable constant, we can use this expression to derive the following representation for H M (t):
By imposing the conditions H M (y k+1 ) = y k+1 , k = 0, ..., M , we determine the coefficients c k as
Using (2.6), H M (t) can be evaluated exactly (up to machine accuracy), without any loss of precision, by using an N -point Gauss-Legendre quadrature rule, with
We have also used a piecewise rational transformation based on a rational function used in [3] ; however, it has the drawback of introducing complex conjugate poles near the interval of integration, which make more difficult the calculation of the integrals required by the numerical method, chosen to solve the assigned integral equation. In any case this transformation did not give results as accurate as those, we have obtained by using our γ(t) = H M (t).
Thus, introducing in (2.1) the change of variables x = γ(t) and y = γ(s), we have
On multiplying through by γ (s), and introducing the new unknown function
we finally obtain the equation
where we have seth i (t, s) = h i (γ(t), γ(s)) and g(s) = f(γ(s))γ (s). In the following, equation (2.8) will also be considered in the operator form
From the computational point of view, it is more convenient to set
and hence rewrite (2.8) as follows: 9) or, equivalently, as
since otherwise we would not be able to handle numerically our operator with the log |γ(t) − γ(s)| kernel.
In the following, by C l,µ we will denote the space of functions whose l-derivatives satisfy a Hölder condition with exponent µ, 0 < µ ≤ 1, in their domain of definition (see [9] ). We will also consider the space C µ := C 0,µ . Notice that essentially the nonlinear change of variables has generated in (2.9) a perturbation kernel of the form (2.10) where the factor δ 0 (t, s) has only fixed-point singularities at t = s = y k ; therefore (2.10) can be made arbitrarily smooth because it contains the factor γ (s). Its degree of smoothness depends upon the choice of the parameters α k , k = 0, ..., M + 1, in (2.4). For example, the conditions
, ε being a positive arbitrarily small number, and thath 3 (t, s)γ (s), g(s) and ϕ(s) belong to C l,1 . The price we have to pay for introducing a transformation γ(t) with the above properties is that once we have computed ϕ(t), we cannot recover directly from (2.7) the original solution u(x) at the points {y k }, but eventually we need to use some interpolation process; but we think that this drawback is very minor.
The behaviour of the new unknown function ϕ(t) can be derived from the corresponding behaviour of u(x) that we have described in the first part of this section. For example, in the case of (2.3), recalling (2.5) and (2.7), we obtain for ϕ(t) an expansion containing the inhomogeneous term g, singular terms of the form
plus a smooth function.
Next, we consider an equation of type (2.1) with an algebraic kernel, that is,
with α > −1 not an integer, and where h i (x, y) and f(y) satisfy the same assumptions as those in (2.1). Also in this case we can apply Richter's theory. In particular, in the simpler case h 2 (x, y) ≡ 1, with f or one of its derivatives having a simple jump at y k , for the solution u(x) we obtain an expansion of type (2.3) containing singular terms of the form (see [19] )
For rational α, the exponents i(1 + α) will become integers at regular intervals; in such a case the corresponding terms must be replaced by
where p denotes the p-th time an integer exponent occurs. The introduction of our smoothing transformation leads to the following new form of (2.12):
or, equivalently,
In this case we prefer to set
and rewrite (2.14) as follows: 15) or, equivalently, as
Notice that because of the γ (s) factor we can makē
as smooth as we like. For example, the conditions
In the case of (2.12), taking into account the expansion of the corresponding solution u (see (2.13)), for the solution ϕ(t) of (2.15) we obtain an expansion containing g, singular terms of the form
plus a smooth function. As for (2.13), if [i(1 + α) + j + 1]α k becomes an integer we must add a corresponding log p |t − y k | factor. Before being allowed to take (2.9) or (2.15) as reference equation to which to apply a numerical method, we have to check that the nonlinear transformation has not spoiled it of the uniqueness property that the solution of the corrispondent original equation has. The proof of the following lemma is very similar to that of an analogous result proved in [15] .
Lemma 1. If the equation (2.1) ((2.12)) with
Proof. For brevity, we shall prove the lemma only referring to the equation (2.1), since the same proof holds also for equation (2.12) . We notice first that the operator
1) if and only if the associated homogeneous equation has no nontrivial solutions in L
2 (−1, 1). If for a contradiction we assume that the homogeneous version of (2.8) has a nontrivial solution ϕ ∈ L 2 (−1, 1), then from (2.7) it follows that
satisfies (2.1) with f ≡ 0 and is not identically zero. Moreover, we have
hence by applying the Hölder inequality with indices 2 p and
for all p > 1 sufficiently close to 1. But this contradicts our assumption that the original homogeneous equation has no nontrivial solutions u ∈ L p (−1, 1), for any p > 1.
The product-integration method
In the case of equation (2.9), to define our product-integration method or Nyström type method, we replace the operators K
respectively.
Rule (3.1) is an n-point product rule of interpolatory type, obtained by replacinḡ h 1 (t, s)ϕ(t) by its Lagrange interpolation polynomial (in the t-variable) associated with the Gauss Legendre nodes {t ni }. Its coefficients {w ni (s)} are given by the expression (see, for instance, [13] )
where {λ ni } are the n-point Gauss-Legendre weights, p j (t) is the j-th degree orthogonal Legendre polynomial (normalized by the h j given above), and the quantities {µ j (s)} are given by the recurrence relationship (see [13] )
Rule (3.2) is simply the n-point Gauss-Legendre formula applied to the integral K γ 2 ϕ(s).
In the case of equation (2.15), we replace K
respectively, where
with (see [13] 
Replacing the operator
in (2.9) or (2.15) by the above quadrature scheme, the product-integration method is characterized by collocating the approximate equation
at the points s = t nj , j = 1, ..., n, and solving the resulting linear system
for the unknowns {ϕ n (t nj )}. The product-integration approximant ϕ n (s) is then defined for all values of s ∈ [−1, 1] by the expression
where
To derive a convergence estimate for the approximant (3.7) we need to examine the uniform behaviour of the Gauss-Legendre remainder term
and of the error
with k defined as in (12)m generated by the product quadrature rules (3.1) and (3.4). For brevity, we have denoted by {w ni (s)} the weights of the latter rules. In particular, recalling the expressions of K γ 1 ϕ and K γ 2 ϕ, we need to know these behaviours when
2 , for some 0 < µ ≤ 1, and z(t) is of the type (1 ± t) i log j (1 ± t) with the integers i ≥ j ≥ 1 (see (1.4)), or of the type (1 ± t) δ , with δ > 0 real, not an integer (see (2.13)).
To this aim, we recall the following well-known result (see, for instance, [9] ):
which holds for every h(t, s) ∈ C l,µ [−1, 1] 2 , p n,n (t, s) being a best uniform algebraic approximating polynomial of degree n separately in t and in s.
Moreover, we reassemble in the next lemma some of the results obtained in [2] and [13] , which are necessary to prove our main subsequent results.
Lemma 2.
Let k 0 and k α be defined as in (1.2) . For all integers n there exist algebraic polynomials q 1 n (t) and q 2 n (t) of degree n, with q i n ∞ ≤ C, 4 such that the estimates
with the integers i ≥ j ≥ 1, and
with δ > 0 real not integer, hold for |s| ≤ 1, where c is a constant independent of s and n, and ε denotes a positive real number as small as we like.
In the next lemma, we will describe the behaviours of the remainders (3.8) and (3.9), also generalizing some corresponding results in [13] . 
2 and δ a positive real, not integer, then
(3.13)
In the estimates above ε > 0 can be chosen arbitrarily small.
Proof. When X = G, the first assertion of the lemma is a straightforward consequence of (3.10); when X = I, (3.11) follows from (3.10) and the fact that, under the assumptions on k, the weights {w ni (s)} satisfy the relation (see [23] , [24] )
uniformly with respect to s.
The function v in (3.12) and (3.13) is expressed by a product of a smooth function h(t, s), depending on two variables, and a function z(t) which is at least continuous and depends only on one variable. Thus, we can write |h(t, s)z(t) − p r,r (t, s)q r (t)| ≤ |h(t, s) (z(t) − q r (t))| + |q r (t) (h(t, s) − p r,r (t, s))| , where q r is the polynomial defined by Lemma 2 and p r,r is that of (3.10), both of degree r = n 2 − 1. From h ∞ ≤ c and q r ∞ ≤ c (see Lemma 2), we have
Since R X n (v; s) = 0 whenever v is a polynomial of degree n − 1, we can write
where P n (f ; t) denotes the Lagrange polynomial interpolating f at the zeros of the n-th degree Legendre polynomial. By virtue of (3.15), we have
Using Lemma 2 and (3.10), we can bound the integral J 1 .
Next for J 2 we have h(., s) − p r,r (., s) ); t)| dt =:
The integral J
, with 1 ≤ p < 4 (see [16] ), we have
since we have assumed that k = k 0 or k = k α with α > − . Combining the inequalities (3.16)-(3.19) with the assumptions of the lemma, we get the assertions (3.12) and (3.13) immediately.
Remark 1.
Incidentally, we notice that the introduction of a smoothing change of variable like our γ(t), defined in (2.4), can be a useful tool also when one has to compute a single integral
with f (x) smooth everywhere in [−1, 1], except at a finite number of abscissas −1 ≡ y 0 < y 1 < y 2 < ... < y M < y M+1 ≡ 1 whose collocation is known a priori. In particular, when the behaviour of such irregularities is of the type (i) (x − y k ) i log j |x − y k | with i ≥ j ≥ 1, or (ii) |x − y k | δ , with δ > 0 real, not an integer, 5 by writing
and applying, for example, an n-point Gauss-Legendre rule to each integral over (y k , y k+1 ), we can obtain a rate of convergence O(n −(i+1)α k −1+ε ) for each term of the type (i) and O(n −(δ+1)α k −1+ε ) for each of the type (ii).
In the next theorem, we prove the stability for our integration-product method and give an error estimate. Moreover, given any integer l, if the parameters α k , k = 0, ..., M + 1, in (2.4) satisfy the conditions α k ≥ l + 2 in the case of (2.8 ) 
Theorem 1. Assume that the hypothesis of Lemma 1 and the assumptions on the
in the case of (2.14 ), 6 for the approximate solution ϕ n defined by (3.7) the following estimate holds:
where µ = 1 − ε (ε > 0 arbitrarily small) for (2.8 ) and µ = l 1+α (1 + α) − l for (2.14 ).
Proof. The properties of our equations (2.8 ) and (2.14 ) allow us to apply the theory developed in [22] , hence claim that for all integers n sufficiently large, the operator I − K γ n is invertible in C[−1, 1] and (3.20) holds uniformly respect to n. Standard arguments (see, for instance, [1] ) then give the error bound
Taking into account the expressions of K γ 1 and K γ 2 defined in (2.9 ) and (2.15 ) and the expansion of ϕ, if the parameters α k , k = 0, ..., M + 1 satisfy the conditions of the theorem, we can bound both terms on the right-hand side of (3.22) by O(n −(l+µ) ).
Remark 2.
The restriction α > − 3 4 is due to the fact that we have applied the results obtained by Sloan in [22] ; there, the above condition on the kernel k α , together with another one, is sufficient to prove the stability of a product-integration method with polynomials and zeros of Jacobi polynomials. However, we have tested the method also for some values of α less than or equal to − 3 4 and have not found any phenomenon of numerical instability. Also in Lemma 3, we have assumed the same restriction on α, because it is sufficient to guarantee the relation (3.14). In both cases, the assumption on α represents a sufficient, but not necessary, condition. Therefore, supported by our numerical results, we think that Theorem 1 holds for every α > −1. Moreover, the conditions α k ≥ l + 2 and α k ≥ 1 + l 1+α , k = 0, ..., M + 1, guarantee that the functions δ 0 (t, s) γ (s) and δ α (t, s) γ (s) (see (2.9), (2.15)) respectively, belong to the space
In particular, the above conditions for k = 0, M +1 are necessary to assure the desired smoothness at the points s = t = ±1. Nevertheless, in practice, as we shall see in the numerical examples of Section 5, α 0 and α M+1 can be chosen smaller. More precisely, recalling the endpoint superconvergence phenomenon proved in [2] , we conjecture that for the above quadrature errors an estimate similar to (3.12) holds even when
if M > 0, where α k = l + 2 or α k = 1 + l 1+α , k = 1, ..., M, respectively. Remark 3. We have not explicitly considered equation (1.1) with the more general kernel (1.3) merely to simplify the description. Indeed, Lemma 1 and the proof of stability in Theorem 1 remain true also in the case of a more general kernel of form 6 In effect, one chooses α k = l + 2 in the first case and α k = 1 + l 1+α in the second case, for every k ∈ {0, ..., M + 1}; see, however, Remark 2.
(1.3). However, to select the correct values of the parameters {α k } and hence derive optimal error estimates, one needs to know the proper expansion of the solution u(x) of (1.1); in the general case this expansion is cumbersome to obtain.
The collocation method
In the sequel, by P n we will denote the Lagrange interpolation projector associated with the zeros of the n-th degree Legendre polynomial p n (x). The collocation method we consider is given by the equation
where Π n−1 is the set of all polynomials of degree less than or equal to n − 1.
We shall examine our method in the space L 2 (−1, 1); in particular, there we will prove its stability and derive a convergence estimate. Some preliminary results are needed, however.
Lemma 4. Let v ∈ L
2 (−1, 1) and define
for some ε > 0, and
By the assumptions on h and α, and Schwarz's inequality, we immediately obtain the bound
To bound I 2 we need to consider the three cases k = k 0 , k = k α with − 1 2 < α < 0, and k = k α with α ≥ 0, separately.
In the first case (k = k 0 ), we set
and
We have
where the integral is defined in the Cauchy principal value sense; hence
By applying Schwarz's inequality, we obtain
Since the operator G is bounded on L 2 (−1, 1) (see, for instance, [12] (4.3) and (4.4) it follows that g ∈ C λ , with λ = min µ, 1 2 , and that (4.2) holds. Now, we turn to the case k = k α with − 1 2 < α < 0. Using the well-known inequality
which holds for any positive numbers a and b, and 0 ≤ γ ≤ 1, we have
the last estimate being a consequence of the uniform boundedness of the function
By taking 0 < ε < 1 2 + α and applying Schwarz's inequality to the last bound for |I 2 |, we obtain
From (4.3) and (4.5) the assertion of the lemma follows in the case k = k α with − 1 2 < α < 0. Finally, in the case that k = k α and α ≥ 0, it is sufficient to set for α > 0
with ν = min{µ, α} (for α = 0 this setting is superfluous, since k = 1), and notice that
Remark 4. The restriction α > − 1 2 is due to the fact that we are examining our equation in the space L 2 (−1, 1). Of course we would be interested in considering the whole range α > −1, but this would necessarily mean that we should work in a different space, which till now we have not been able to find.
Lemma 5 (see Theorem 3.1 in [11]). Let
with a constant c independent of n.
With the above two lemmas we are able to prove the stability of our collocation method, hence derive an L 2 -convergence estimate. . Let the equation (I − K γ )ϕ = g be defined as in (2.8 ) or (2.14 ) . Then, for all sufficiently large integers n the 1) and
Theorem 2. Assume that the hypothesis of Lemma 1 and the assumptions on the
Moreover, given any integer l, if the parameters α k , k = 0, ..., M + 1, in (2.4) satisfy the conditions α k ≥ l + 2 in the case of (2.8 ) 
in the case of (2.14 ) , for the approximate solution ϕ n defined by (4.1) the following estimate holds:
where µ = 1 − ε (ε > 0 arbitrarily small) for (2.8 ) 
Proof. Lemma 4 ensures that the operator K γ : L 2 → C ε is bounded for some ε > 0. Moreover, it is well-known that the space C ε is compactly embedded in C ε , for any 0 < ε ≤ ε. Thus K γ : L 2 → C ε is certainly compact. From Lemma 5, we also have that (I − P n )v L 2 converges to zero as n → ∞ whenever v ∈ C ε . Therefore standard theory (see, for example, [1] ) allows us to claim that (I − P n )K γ L 2 → 0 as n → ∞, hence that (4.6) holds for all sufficiently large n, provided that the operator I − K γ is invertible in L 2 (−1, 1). Once we know that (4.6) holds, then the derivation of the following error estimate is fairly straightforward (see [1] 
If the parameters α k , k = 0, ..., M + 1, satisfy the conditions of the theorem, we have that ϕ ∈ C l,µ [−1, 1], with µ depending on the degree of singularity of the kernel function considered. Therefore, the bound (4.7) follows from Lemma 5.
Remark 5.
Following the same machinery used in [10] , we can obtain from (4.7) a uniform error estimate. Indeed, given any polynomial q n (x) of degree n − 1, if we expand it in series of Legendre orthonormal polynomials {p n (x)} we obtain
Then, proceeding exactly as in [10] , we obtain first the inequalities
∆ being any closed subset of (−1, 1), and then, for our solution ϕ n , the error estimates
where ε > 0 can be chosen arbitrarily small. Finally, we point out that a comment like Remark 3 holds also for the collocation method.
Numerical examples
To test the efficiency of our numerical approaches, we have applied the methods defined in Sections 3 and 4, to equations of the type (2.1) and (2.12) with input functions f (y) = y, |y|, sgn(y) Tables 2, 3 and 4, we give a few of the absolute errors we have obtained when our equations of the type (2.9) were solved by the product-integration method described in Section 3. In Table 5 , we report the relative errors of the solution u of the original equation (2.1), obtained using the same values of α k used in Table  4 . To compute all these errors, we have taken as reference value the approximation we obtained with n = 256 points. In the following, the symbol CN will denote the estimated condition number.
By examining the values of Tables 2 and 3 , we immediately notice a drawback of our smoothing technique. Although in theory by taking the α k 's sufficiently large we can obtain an arbitrarily high rate of convergence, in practice larger values of the α k 's also mean increasing flatness of γ(t) around the y k 's. This implies, particularly for low values of n, that higher values of the α k 's do not necessarily mean higher accuracy. Nevertheless the final linear systems one has to solve are perfectly Table 2 . Values of |ϕ 256 (s) − ϕ n (s)| obtained by the productintegration method applied to (2.9) when f (y) = y. Table 5 . Values of |u 256 (y) − u n (y)|/|u 256 (y)| obtained by the product-integration method (α 0 ≡ α 2 = 3, α 1 = 7) applied to (2.9) when f (y) = sgn(y). conditioned, and the accuracy given by our product-integration method is much higher than that of corresponding product-integration and Galerkin methods, constructed on graded meshes (see Tables 6, 7 and 8). These latter two methods have been applied by subdividing the interval of integration into N parts, with grading exponent q (see [21] , [26] ), and using d + 1 interpolation points in each subinterval. These nodes are the Gauss-Legendre ones. Notice that the order of the final linear system is N (d + 1). As regards their implementation, we have to remark that for little values of d (for example, d = 1, 2, 3) the integrals, which are the coefficients of the final linear system, can be evaluated analytically; for greater values of d, Table 6 . Minimum and maximum value of |u 128 (y) − u N (y)| with y ∈ {0.1, 0.2, ..., 0.9} obtained by the product-integration method on graded meshes applied to (2.1) with f (y) = y. Tables 6 and 7 , we report the minimum and the maximum absolute errors generated by the approximant u N (y), taking as reference value the corresponding approximant u 128 (y), obtained with N = 128 and d = 3.
By examining the rates of convergence shown in Tables 2, 3 and 4 we notice that they appear superior to those proved in Theorem 1. A possible explanation could be the following one.
Since for each chosen value of n we collocate the integral equation at the n distinct points {t nj }, the zeros of the Legendre polynomial of degree n, and the fixed-point singularities of δ 0 (t, s) in our cases never coincide with one of the above zeros, the function δ 0 (t, t nj ) is actually analytic with respect to the t-variable.
For completeness, we have tested also the particular case for which the singularity t = s = 0 of δ 0 (t, s) when f(y) = |y| coincides with one of the zeros of the Legendre polynomials. For this, we have chosen odd values of n. This has not made the numerical results worse. Therefore, it seems that the presence of the δ 0 (t, s) does not have any effect on the quadrature error, and that this latter could be estimated on the ground of the asymptotic expansion of ϕ, using the bounds of Lemma 3. If this is true, we have that the expected accuracy improvement should be of order O(n −4α0+ε ) when f(y) = y, O(n −4α0+ε + n −2α1+1+ε ) when f(y) = |y| and O(n −4α0+ε + n −α1+1+ε ) when f(y) = sgn(y). Taking into account these orders of convergence, it appears that the parameters {α k } can be chosen smaller than those suggested in Theorem 1 or Remark 2. We can obtain O(n −l−1+ε ), by choos-
with α 1 = l+2 2 when f (y) = |y|, or α 1 = l + 2 when f(y) = sgn(y). To check, for example, the validity of Table 7 . Minimum and maximum value of |u 128 (y) − u N (y)| with y ∈ {0.1, 0.2, ..., 0.9} obtained by the Galerkin method on graded meshes applied to (2.1) with f (y) = y. Table 8 . Minimum and maximum value of |u 128 (y) − u n (y)| with y ∈ {0.1, 0.2, ..., 0.9} obtained by the product-integration method (α 0 ≡ α 1 = 2) applied to (2.9) when f (y) = y. n = 4 n = 8 n = 16 n = 32 n = 64 min 5.3E−03 1.5E−05 1.2E−09 6.0E−12 5.5E−14 max 8.5E−02 2.3E−04 4.6E−08 1.5E−10 4.5E−13 CN 2.2E+00 2.2E+00 2.5E+00 2.8E+00 3.0E+00 the latter bound, we have once more applied our product-integration to equation (2.9), but this time choosing α 0 = α 2 = 3 and α 1 = 13. In Table 9 , we give some of the corresponding absolute errors we have obtained, while in Table 10 , we report the relative errors corresponding to the original solution u.
By comparing Table 9 with Table 4 , we notice indeed an improvement of the accuracy which was not predicted by Theorem 1.
We have extensively tested also the collocation method described in Section 4.
Product-integration appears superior from all points of view. In Table 11 we give a sample of the results we have obtained (compare them with the corresponding values in Table 2 ).
Results very similar to those reported in the tables and concerning equation (2.1) were obtained also for equations of the type (2.12), with h 2 and h 3 assuming the same values defined at the beginning of Section 5. In Tables 12 and 13 , we give the results of two of our experiments.
All computations have been performed on a PC computer using 16-digit double precision arithmetic. Table 9 . Values of |ϕ 256 (s) − ϕ n (s)| obtained by the productintegration method (α 0 ≡ α 2 = 3, α 1 = 13) applied to (2.9) when f (y) = sgn(y). 5.7E+00 6.3E+00 5.1E+00 5.9E+00 5.9E+00 6.0E+00 Table 10 . Values of |u 256 (y) − u n (y)|/|u 256 (y)| obtained by the product-integration method (α 0 ≡ α 2 = 3, α 1 = 13) applied to (2.9) when f (y) = sgn(y). .8E−12 1.8E−14 0.6 2.115382947820011E+00 7.8E−01 6.3E−02 9.3E−04 2.0E−07 8.4E−12 1.8E−14 0.7 2.144773614089209E+00 8.8E−01 7.3E−02 1.3E−03 2.5E−06 8.7E−12 2.8E−14 0.8 2.129502891667054E+00 1.0E+00 7.6E−02 3.5E−03 1.7E−08 1.0E−11 1.0E−14 0.9 2.060852898381479E+00 1.2E+00 7.5E−02 3.4E−03 2.4E−06 1.3E−11 1.4E−14 CN 5.7E+00 6.3E+00 5.1E+00 5.9E+00 5.9E+00 6.0E+00 Table 11 . Values of |ϕ 128 (s) − ϕ n (s)| obtained by the collocation method (α 0 ≡ α 1 = 3) applied to (2.9) when f (y) = y. Table 12 . Values of |ϕ 256 (s) − ϕ n (s)| obtained by the productintegration method (α0≡α2=4, α1=9) applied to (2.14) when α = −0.25 and f (y) = |y|. 1.5E+00 1.9E+00 2.0E+00 2.1E+00 2.1E+00 2.1E+00 Table 13 . Values of |ϕ 256 (s) − ϕ n (s)| obtained by the productintegration method (α 0 ≡ α 2 = 4, α 1 = 9) applied to (2.14) when α = −0.5 and f(y) = |y|. sϕ 256 (s) n = 4 n = 8 n = 16 n = 32 n = 64 n = 128 0. 
