We will prove bi-interpretability of the arithmetic N = N, +, ·, 0 and the weak second order theory of N with the free monoid MX of finite rank. This bi-interpretability implies that finitely generated submonoids of MX are definable. In contrast to this, proper subgroups of a free group are not definable (except cyclic subgroups when the language contains constants) [4] . Also primitive elements, and, therefore, free bases are not definable in a free group of rank greater than 2 [4], but they are easily definable in the free monoid. There is no quantifier elimination in the theory of MX to any boolean combination of formulas from Πn or Σn.
this situation is described in terms of bi-interpretability, see Section 3). This bi-interpretability has interesting applications. For example, Theorem 4 states that for any k ∈ N, there is a formula ψ(x, x 1 , ...x k ) such that ψ(g, g 1 , ...g k ) holds in M X if and only if g belongs to the submonoid generated by g 1 , ..., g k . In other words, finitely generated submonoids of M X are definable. In contrast to this, it was proved in [4] and in [6] that proper subgroups of a free group are not definable (except cyclic subgroups when the language contains constants). This was a solution of an old problem posed by Malcev. Primitive elements, and, therefore, free bases are not definable in a free group of rank greater than 2 [4] , but they are easily definable in the free monoid. This implies that the free monoid is homogeneous (two tuples realize the same types if and only if they are automorphically equivalent). There is no quantifier elimination in the theory of M X to any boolean combination of formulas from Π n or Σ n . In contrast to this, the theory of a free group has quantifier elimination to boolean combinations of ∀∃-formulas [3] , [9] .
1 Interpretation of N in M X Arithmetic, N = N, +, ·, 0, 1 , can be interpreted with parameter x 1 as the centralizer of x 1 in M X . That is, the interpretation of N in M X is the set C(x 1 ) = {x n 1 | n ∈ N} and is defined by the formula θ(y, x 1 ) : x 1 y = yx 1 . The following theorem will be used in later sections to show that N is bi-interpretable with M X and to study first order properties of M X .
We first show we can interpret N in M X with parameters.
Lemma 2. N is interpretable in M X with parameters x 1 , x 2 ∈ X.
Proof. We have shown that the interpretation C(x 1 ) of N is definable in M X with parameter x 1 . Next, we show that the operations + and · and the constants 0 and 1 are intepretable. To interpret addition in M X , we interpret the addition relation {(m, n, k) | m + n = k} as the set of triples of the form (x
) which can be defined by the formula φ(x, y, z): xy = z. Thus, we interpret the constant 0 in N as the empty word e in M X , and it is easy to see e is an identity element of the addition operation defined by φ.
To interpret multiplication of N in M X , we show that set {(x
)} is definable. Quine showed [7] that arithmetic is interpretable in the structure of concatenation, C =< C, ⌢>, where C is the set of all finite strings in a finite alphabet and ⌢ is the concatenation operation. Since C and the free semigroup are equivalent structures, we use Quine's method to interpret multiplication in
The word w is completely determined by the following conditions:
Now the following formula, which we will denote as T rans(x, y), defines the set of pairs of the form (x 
Now we interpret the same structure N = N, +, ·, 0, 1 in M X without parameters. Lemma 3 implies that there is an isomorphism µ ab between N a and N b for any two irreducible elements a, b. One can glue all the elements a n for a fixed n ∈ N and a running over irreducible elements, into one equivalence class and thus identify all the structures N a into one structure isomorphic to N = N, +, ·, 0, 1 . The resulting structure is 0-interpretable in M X uniformly in X.
2 Interpretation of S(N, N) in M X Let B be an algebraic structure. The three-sorted structure S(B, N), termed the list superstructure over B, is defined as
where N = N ; +, ·, 0, 1 is the standard arithmetic, S(B) is the set of all finite sequences (tuples) of elements of B, l : S(B) → N is the length function, i.e., l(s) is the lenght n of a sequence s = (s 1 , ..., s n ) ∈ S(B) and t(x, y, z) is a predicate on S(B) × N × B such that t(s, i, a) holds in S(B, N) if and only if s = (s 1 , ..., s n ) ∈ S(B), i ∈ N, 1 ≤ i ≤ n, and a = s i ∈ B. This structure has the same expressive power as the weak second order logic of B.
The following result is known, and it is based on two facts: the first one is that there are effective codings of the set of all tuples of natural numbers such that the natural operations over the tuples are computable on their codes; and the second one is that all computably enumerable predicates over natural numbers are 0-definable in N (see [1] , [8] ). We have shown in the previous section that N is interpretable in M X . Thus, by transitivity of interpretability, we have that S(N, N) is intepretable in M X .
In this section we will construct a direct intepretation of S(N, N) in M X , which we will use in section 4.
Proof. Recall that the set C(x 1 ) = {x n 1 | n ∈ N} is interpretable in M X with parameter x 1 and similarly C(x 2 ) is interpretable with parameter x 2 .
To interpret S(N, N) in M X , we first interpret a tuple t = (t 1 , ...t m ) in S(N ) with m ≥ 1 as a word
Note that any such word w t is completely determined by t and the following conditions:
Conditions (1) through (3) are definable in L {x1,x2} , so there is a formula w(x) defining the set of words w t for t ∈ S(N ).
Next, we interpret the relations ∈, t(s, i, a), length(s, n). The set of triples (w,
, where a is the i t h component of the tuple given by w, can be defined by the following position formula, which says roughly that
is a subword of w:
The set of pairs (x a 1 , w) where a is a component of the tuple encoded in w, can be defined by the formula In(x, y) : ∃z t(y, z, x). Finally, the length relation can be defined by the formula l(x, y) :
Next we interpret the concatenation operation in M X . Suppose we have words w 1 and w 2 corresponding to the tuples (t 1 , ...t m ) and (p 1 , ...p n ) respectively. Let w 
(recursion) If w
All of these properties are definable with parameters w 1 , w 2 , and with the formulas defining the interpretations of the length and position functions. Thus, there is a formula φ(x, y, z) such that M X |= φ(w 1 , w 2 , w ′ 2 ) when w 1 , w 2 , w ′ 2 are as above. Now let t 3 be the concatenation of the tuples t 1 and t 2 . Let the corresponding words be w 1 , w 2 , w 3 respectively. Then the formula Concat(x, y, z):
, then any element of T can be uniquely associated to a monomial in M X . So, M X can be interpreted in S(N, N) as the set T . It is easy to see T is definable since the conditions 1 ≤ t i ≤ m and m ∈ N can be written in the language of S(N, N). Multiplication in M X can be interpreted as concatenation. So, M X is 0-interpretable in S(N, N).
4 Bi-interpretability of M X and S(N, N) Definition 1. Two algebraic structures A and B are said to be bi-interpretable if they satisfy the following conditions:
• B is interpretable in A as B * , A is interpretable in B as A * , which by transitivity implies that A is interpretable in A as A * * and B in B as B * * .
• There is an isomorphism A → A * * which is definable in A and an isomorphism B → B * * definable in B.
In this section we will prove the following theorem: Proof. Let T up 1 (x) be the formula ∀i t(x, i, 1) and T up 2 (x) be the formula ∀i t(x, i, 2) defining the sets of tuples containing only 1's or 2's, respectively. 
All of these conditions are definable in S(N, N) with parameters (1), (2) ∈ S(N). So, there is a formula ψ(x, y, (1), (2)) such that ψ(t, t m , (1), (2)) holds in S(N, N) whenever t and t m are as above.
To show that the isomorphism φ : M X → M X * * is definable, note that this map is the composition of the map sending x i1 · · · x im → (i 1 , ...i m ) and the map
. We will show that this isomorphism is definable with parameters in X. Recall that the set X is definable in M X by the formula θ(x) : ∀y∀z x = yz =⇒ y = ∅ ∨ z = ∅ which says x does not have any divisors.
We first define a relation R = {(x 1 , x 1 ), (x 2 , x 2 1 ), ..., (x n , x n 1 )} that pairs up the index of an element in X with its interpretation. In the language L X , this relation is certainly definable.
We will call elements (x i , x i 1 ) pairs. Next, given a number m ∈ N, we define an element a m ∈ M {x1,x2} by
Proof. The monomials a m are completely determined by m and the following conditions:
The conditions are definable in M X in the language L {x1,x2} , so the relation B is definable in M X with parameters x 1 and x 2 .
. . x im is definable in M X with parameters in X.
Proof. Recall that for a word w
we have defined a length relation and the position relation t (s, i, a) . Thus, for w M let a = a m , where m is the length of w M , and define a word w as follows:
The word w is completely determined by w M and the following conditions:
, where x i1 is the pair of the first component of w M .
2. (recursion) For any j ∈ N, 0 < j < m, and for any
, where v 5 does not begin with a, and x ij+1 is the pair of the (j + 1)
, whereā ∈ C(a) and v 6 does not end with a.
Conditions (1)- (3) are definable with parameters in X. Thus, there is a formula θ 0 (x, z, X) such that θ 0 (w M , w, X) holds in M X whenever w M , w are as we defined them. Then the formula θ 1 (x, y, X) :
) defines a pair (w M , M ) with parameters in X.
Lemma 9. The basis and rank of M X is definable.
Proof. Let X = {x 1 , ..., x n }. To define the rank of of M X , we first define the following:
1. We can define the set X by the formula θ(x) : ∀y 1 , y 2 x = y 1 y 2 =⇒ y 1 = 1 ∨ y 2 = 1 since the elements of X are precisely the irreducible elements of M X .
2. We say that X has exactly n elements with the formula ∃x 1 , ...,
3. We can say that any word in M X is a product of elements of X with the formula ∀u∃v
The conjunction of the formulas 1-3 defines the rank n of M X and X as a basis.
Theorem 3 is proved now.
Definability of a submonoid
Consider now the submonoid of M X generated by the elements g 1 , ...g k , that is  g 1 , . ..g k . For any k ∈ N, there is a formula ψ(x, x 1 , ...x k ) such that ψ(g, g 1 , . ..g k ) holds in M X if and only if g ∈< g 1 , ..., g k >.
Theorem 4.
We will use the fact that the structures N and S(N, N) are bi-interpretable with M X .
A Diophantine equation is an equation of the form p(x 1 , . . . , x k ) = 0, where
is said to be Diophantine if there is a polynomial p(x 1 , ..., x n , y 1 , ...y k ) such that for any (a 1 , ..., a k ) ∈ N k the equation p(x 1 ..., x n , a 1 , ..., a k ) = 0 has a solution in Z if and only if (a 1 , ..., a k ) ∈ K.
A set K ∈ Z is recursive if there is a recursive function f : K → {0, 1} such that n ∈ K if and only if f (n) = 1. A set K is recursively enumerable if it is the range of a total recursive function. Matisyasevich [5] proved that any recursively enumerable set is Diophantine.
In particular, he proved the following:
where P is a polynomial with integer coefficients.
Proof. Consider now W = g 1 , ..., g k and recall that each g i = x i1 · · · x im has an interpretation in S(N, N) as the tuple t i = (i 1 , ..., i m ), and this tuple in turn is interpreted as a code n i ∈ N. The set of words in g 1 , ..., g k can be recursively enumerated. Therefore the set of all tuples (g 1 , . . . , g k , g) such that g ∈ g 1 , ..., g k is also recursively enumerable. Therefore the set W k = {(n 1 , ..., n k , s)} of k + 1-tuples of codes of (g 1 , . . . , g k , g) in N is also recursively enumerable. By Matisyasevich's theorem in [5] , we have that the set W k is Diophantine. So, there is a polynomial P (x 1 , ..., x n , n 1 , ..., n k , s) with integer coefficients such that P = 0 has a solution in Z if and only if (n 1 , ..., n k , s) ∈ W k . Thus, the formula φ(y 1 , ..., y k , z) : ∃x 1 , ..., x n P (x 1 , ..., x n , y 1 , ..., y k , z) = 0 defines W k in Z. Since N is definable in Z, there is some formula φ ′ (y 1 , ..., y k , z) which defines
To show that the set
.., g k } is definable in M X , we use the result in Lemma 1.
The formula φ ′ (y 1 , ..., y k , z) defines the set W k = {(n 1 , ..., n k , s)} ∈ N k+1 where for each 1 ≤ i ≤ k, n i is the code of an element g i ∈ M X and s is the code of an element g ∈ g 1 , ..., g k . Since N is 0-interpretable in M X , Lemma by 1 there is a formula φ * (x 1 , ..., x k , z) in M X such that for any n 1 , ..., n k , s ∈ N, N |= φ ′ (n 1 , ..., n k , s) if and only if M X |= φ * (n images of n 1 , ..., n k , s in M X . By Lemma 8 the set of tuples {(n * 1 , ..., n * k , s * , g 1 , ..., g k , g)} is definable in M X by some formula θ(n * 1 , ..., n * k , s * , g 1 , ..., g k , g). Let
Then N |= φ ′ (n 1 , ..., n k , s) if and only if M X |= ψ(g 1 , ..., g k , g) if and only if g ∈ g 1 , ..., g k , so we have our result.
Homogeneity
A model is homogeneous if two tuples realize the same types if and only if they are automorphically equivalent. 
Quantifier elimination
In this section we study quantifier elimination.
Let L be a first-order language. Recall that a formula φ in L is in a prenex normal form if φ = Q 1 y 1 Q 2 y 2 . . . Q s y s φ 0 (x 1 , . . . , x m ) where Q i are quantifiers (∀ or ∃), and φ 0 is a quantifier-free formula in L. It is known that every formula in L is equivalent to a formula in the prenex normal form. A formula φ = Q 1 y 1 Q 2 y 2 . . . Q s y s φ 0 (x 1 , . . . , x m ) in the prenex normal form is called Σ n formula if the sequence of quantifiers Q 1 Q 2 . . . Q s begins with the existential quantifier ∃ and alternates n − 1 times between series of existential and universal quantifiers. Similarly, a formula φ above is Π n formula if the sequence of quantifiers Q 1 Q 2 . . . Q s begins with the universal quantifier ∀ and alternates n − 1 times between series of existential and universal quantifiers.
For a structure S of the language L denote by Σ n (S) the set of all subsets of S m , m ∈ N, definable in S by Σ n formulas φ(x 1 , . . . , x m ), m ∈ N. Replacing in the definition above Σ n by Π n one gets the set Π n (S). Let Σ 0 (S) = Π 0 (S) be the set of all subsets definable in S by quantifier-free formulas. Clearly,
The sets Σ n (S) and Π n (S) form the so-called arithmetical hierarchy oven S denoted by H(S). It is easy to see that if Σ n (S) = Σ n+1 (S) (or Π n (S) = Π n+1 (S)) for some n ∈ N then Σ m (S) = Σ m+1 (S) and Π m (S) = Π m+1 (S) for every natural m ≥ n. We say that the hierarchy H(S) collapses if Σ n (S) = Σ n+1 (S) for some n ∈ N, otherwise it is called proper. Theorem 6. Let S be a structure in the language L that is bi-interpretable with N. Then for any n ∈ N there is a formula φ n in L such that the formula φ n is not equivalent in S to any boolean combination of formulas from Π n or Σ n (with constants from S).
Proof. Suppose, to the contrary, that for some n ∈ N any formula φ(x) in the language L is equivalent in S to some boolean combination φ ′ (x) of formulas from Π n or Σ n with constants from S. Take an arbitrary first-order formula ψ(z) of the language of N. Since S is bi-interpretable in N the formula ψ(z) can be rewritten into a formula φ(x) of the language L such that for any valuesā ofz, N |= ψ(ā) ⇐⇒ S |= φ(b), whereā →b when N is interpreted in S. By our assumption there is a formula φ ′ (x), which is a boolean combination of formulas from Π n or Σ n perhaps with constants from S such that φ(x) is equivalent to φ ′ (x) in S. Since S is bi-interpretable in N there is a number m which depends only on the bi-interpretation such that φ ′ (x) can be rewritten into a formula ψ ′ (z), which is a boolean combination of formulas from Π n+m or Σ n+m in the language of N such that N |= ψ ′ (ā) ⇐⇒ S |= φ ′ (b). It follows that ψ(z) is equivalent to ψ ′ (z) in N, i.e., every formula ψ of the language of N is equivalent in N to some formula ψ ′ which is a boolean combination of formulas from Π n+m in the language of N. However, this is false since the arithmetical hierarchy in N is proper. It follows that our assumption is false, so the theorem holds.
By [2] , Lemma 3, S(N, N) is interpretable in N. This is based on two facts: the first one is that there are effective enumerations (codings) of the set of all tuples of natural numbers such that the natural operations over the tuples are computable on their codes; and the second one is that all computably enumerable predicates over natural numbers are 0-definable in N (see, for example, [1, 8] ). N is also interpretable in S (N, N) , as the second sort, and the isomorphism S(N, N) → S (N, N) ⋄⋄ is definable. Since M X is bi-interpretable with S(N, N) by Theorem 3, M X is bi-interpretable with N. Corollary 1. The hierarchy H(M X ) is proper.
