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1 Introduction
The intermediate value theorem (IVT for short) for a continuous function over
the field of real numbers is a well-known, long ago established result of Mathe-
matical Analysis.
It is also well-known that it does not hold over a non-Archimedean ordered
field K, even if it is maximal ordered and complete (see [3]). However Bourbaki
(see [2]) shows that IVT holds true for any polynomial over a maximal ordered
non-Archimedean field. As for power series, in [3] and [4] it is proved that IVT
holds true over a complete maximal ordered non-Archimedean field.
When K is a field equipped with a valuation v : K → G ∪ {∞}, G being an
ordered group, IVT can be considered but it makes sense if we give it a different
meaning.
On the field of real numbers, as well as on a non-Archimedean ordered field,
IVT for a set F of functions (polynomials, power series, . . .) states that, given
any f ∈ F and any closed interval [a, b] ⊂ K, if f(a)f(b) < 0, then there is
c ∈]a, b[ such that f(c) = 0.
On a valued field K condition f(a)f(b) < 0 makes no sense, so we replace
it by condition v(f(a)) > 0, v(f(b)) < 0 (or conversely); as for condition c ∈
]a, b[⊂ K, we will see that v(c) ∈ [v(a), v(b)] ⊂ G (closed interval) is the right
replacement. We want to point out that there are cases that force v(c) to
coincide with one endpoint (and the endpoints might coincide).
The aim of the present paper is the investigation of an analogue of IVT for
polynomials and power series over a valued field (see [5], [7]), where analogue
1
means that the above conditions are fulfilled. It is worth observing that, over a
non-Archimedean ordered field, the set of those c that satisfy IVT for a given
polynomial or power series has finite cardinality (one in most cases), while in
general on a valued field such set has infinite cardinality.
The main effort of this paper consists of a proof of IVT for polynomials. The
result holds true for polynomials under the following two assumptions:
(i) the valuation group is divisible,
(ii) the residue field of the valuation is an infinite set.
(1)
Actually, we prove more than IVT for polynomials over the valued field K;
in fact we consider polynomials f(X) defined over any overfield L ⊇ K with
a valuation extending the valuation of K (with the same ordered group) and
investigate the function x → f(x), x ∈ K, f(x) being allowed to lie outside of
K.
It is easy to see that, from IVT, under our assumptions, the following ex-
tended statement can be obtained:
if v(f(b)) < α < v(f(a)) (or conversely), then there is c ∈ K such that
v(f(c)) = α and v(c) lies between v(a), v(b), not excluding the endpoints.
We also show that our two assumptions (divisibility and infinite cardinality
of the residue field) cannot be avoided.
The extension to power series (that requires the above extended statement)
can be obtained (over a complete valued field) by using the property that IVT
passes from a uniformly converging sequence of functions to its limit.
Alternatively the result can be attained by using Hensel’s Lemma for the
ring of restricted power series over the valuation ring of v, with the same tech-
nique used in [11]. Hensel’s Lemma, by decomposing a series as a product of a
polynomial and a series that reduces to 1 in the residue field, gives further side
results on the valuation behaviour of power series (Theorem 4.6) .
We wish to point out that neither K nor the overfield L are assumed to
be complete, or henselian or algebraically closed when IVT for polynomials is
proved. When dealing with power series our techniques require an embedding
of K into a complete henselian extension (that is always existing under our
hypotheses).
We also wish to notice that, in the case of p-adic valuations over a complete
algebraically closed field, IVT, as stated in this paper for polynomials and power
series, is also proved in [9, section 2.5, p. 317], where well-established techniques
of p-adic analysis are used.
In the present paper we use quite different techniques, both for polynomials
and for power series and obtain results including fields that are not algebraically
closed. Moreover, despite the countability assumption on the valuation topology,
our results hold true for a wide class of valuations far away from the p-adic one,
for instance in the case of a non-Archimedean ordered group of values whose
topology is countable.
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2 The Intermediate Value Theorem for polyno-
mials
2.1 General facts
K is a field equipped with a non-trivial valuation, i.e. an onto map v : K →
G ∪ {∞}, where G is an ordered group, satisfying some additional properties
(see [1], [2], [7], [8]). The valuation gives rise to the valuation ring (A,M), where
a ∈ A if and only if v(a) ≥ 0, while m ∈M if and only if v(m) > 0. It gives also
rise to a topology τ . Hence K becomes a topological field and A, equipped with
the restricted topology, is easily seen to be a Hausdorff topological ring (see [5],
p. 45). Such a topology is also easily seen to be linear. The completion Kˆ of K
is a valued field and v can be uniquely extended to Kˆ ([7]).
If K¯ is an algebraic closure of K, then v can be extended, usually in many
ways, to a valuation v¯ of K¯ whose group is the divisible group G′ generated by
G ([7]). The extension is unique if and only if K is henselian ([7]). We observe
that, if G is divisible, then G = G′.
If L ⊃ K is any overfield, then v can be extended (not uniquely in general) to
a valuation vL of the field L with ordered group G
′ containing G as a subgroup
(see [7], p.45, Theorem 5); we will focus our attention on the case G = G′. It is
known that, if G is divisible, a valuation vL with G
′ = G always exists.
In what follows we consider an extension L ⊃ K, equipped with a fixed
extension vL of v, and, for the sake of simplicity, since there is no ambiguity, we
use the symbol v also for vL. In particular we use v for a fixed extension of v to
the algebraic closure K¯. Observe that, if f(x) is any function defined on L and
taking its values in L, then it is well-defined fK : K→ L, restriction of f(x) to
K.
NOTATION. Once for all the symbol ]{x, y}[ (respectively [{x, y}], ]{x, y}], [{x, y}[)
denotes the interval ] inf{x, y}, sup{x, y}[⊂ G (and analogously with the other
intervals).
Definition 2.1. Let K be a valued subfield of the valued field L with the same
valuation group G as L and let f : K→ L be a function. Then we say that IVT
holds for f if, whenever v(f(a)) > 0, v(f(b)) < 0, with a, b ∈ K, there is c ∈ K
such that v(f(c)) = 0 and v(c) ∈ [{v(a), v(b)}].
We say that IVT holds true for polynomials (power series) if it holds true
for every polynomial f(X) ∈ L[X ] (power series S(X) ∈ L[[X ]]).
Before any investigation on IVT, we want to show that it cannot hold true
for every continuous function.
Example 2.2. Let K be any valued field and choose a non-empty subset U
such that both U and K \ U are open (for instance U can be chosen to be the
maximal ideal M). Let us then choose k ∈ K such that v(k) = α > 0.
Then define the following function K→ K:
f(x) = k, ∀x ∈ U
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f(x) = k−1, ∀x /∈ U .
Obviously f is continuous and IVT fails to hold true on every interval with
non-empty intersection both with U and with K \ U .
2.2 The behaviour of v(f(x))
The following propositions show that, when f(X) ∈ L[X ] is a polynomial and x
varies in K ⊂ L, v(f(x)) is a function of v(x) outside of a finite subset of G and
that such a function can be extended to a continuous function on the whole of
G.
The piecewise linearity of the function v(x) 7→ v(f(x)) is an elementary fact;
nevertheless we include it below because it is a key result in order to establish
our intermediate value theorem.
Proposition 2.3. Let f(X) ∈ L[X ] be a polynomial, with (not necessarily
distinct) roots zi, i = 1, · · ·, n in L¯. Assume that v(z1) = h1 ≤ v(z2) = h2 ≤
· · · ≤ v(zn−m) = hn−m < ∞, v(zn−m+j) = hn−m+j = ∞, j = 1 = 1...m.
Then, for x ∈ K×, φf : v(x)→ v(f(x)) is a stepwise linear and non-decreasing
function defined on the set V = G \ {h1, · · ·, hn−m}.
Proof. As zn−m+1 = ... = zn = 0, we can write:
f(X) = qxm(x− z1)...(x− zn−m) with q ∈ L.
Let λ = v(q). Then it holds:
1. v(f(x)) = λ+ nv(x) if v(x) < h1,
2. v(f(x)) = λ+h1+ . . .+hi+(n− i)v(x) if hi < v(x) < hi+1, i ≤ n−m−1,
3. v(f(x)) = λ+ h1 + . . .+ hn−m +mv(x) if v(x) > hn−m.
Therefore it is obvious that φf is linear and non-decreasing in each set ] −
∞, h1[, ]hi, hi+1[, i ≤ n − m − 1, ]hn−m,+∞[. Let us now assume that hi <
v(x) < hi+1 and hi+1 < v(y) < hi+2, i + 1 ≤ n −m. Then v(f(x)) satisfies 2,
while v(f(y)) = λ+ h1 + . . .+ hi+1 + (n− i− 1)v(y); it follows that v(f(x)) <
λ + h1 + . . . + hi+1 + (n − i − 1)v(x) < λ + h1 + · · ·hi+1 + (n − i − 1)v(y) =
v(f(y)). Monotonicity obviously holds when v(x), v(y) belong to non-contiguous
intervals.
If either v(x) < h1 or v(y) > hn−m, the above arguments work and give the
proof.
Proposition 2.4. With the notation of Proposition 2.3, let zi, · · ·, zi+r−1 be all
the roots whose valuation is hi (for some i ≤ n −m). Let x ∈ K be such that
v(x) = hi. Then it holds:
v(f(x)) ≥ λ+ h1 + · · ·+ hi−1 + (n− i + 1)hi.
Moreover, if A
M
is an infinite field, then there is x ∈ K such that v(f(x)) reaches
the minimum value λ+ h1 + · · ·+ hi−1 + (n− i+ 1)hi.
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Proof. The first claim follows from the inequalities ∀j, v(x − zj) ≥ v(x) =
hi, i ≤ j ≤ i+r−1; in fact v(f(x)) ≥ λ+h1+···+hi−1+rv(x)+(n−r−i+1)hi =
h1 + · · ·hi−1 + (n− i+ 1)hi.
To prove the second claim choose z ∈ K such that v(z) = hi and set: x =
uz, zj = ujz for j = i, · · ·, i+ r − 1, where u, uj are all invertible elements in L.
Then
v(x − zj) = v(z) + v(u− uj) = hi + v(u− uj) ≥ hi
and the equality is reached if we choose u such that u¯ 6= u¯j, j = i, · · ·, i+ r − 1
in A
M
( A
M
is required to be an infinite set).
Remark 2.5. (i) As a consequence of the above proposition, φf can be extended
to a continuous function on the whole of G by choosing the minimum value
v(f(x)) = λ + h1 + · · · + hi−1 + (n − i + 1)hi whenever v(x) = hi. The
extended function will also be called φf . Let us point out the obvious relation
φf (x) ≤ v(f(x)).
(ii) The points v(x) where the relation (v(x), v(f(x))) is multi-valued are exactly
the values v(zi), where zi is a zero of f(x) different from the zero element of K.
Lemma 2.6. The notation being as in Propositions 2.3 and 2.4, let h be such
that hi = · · · = hi+r−1 = h.
Assume that there are a w0 ∈ K such that v(w0) = h and an element δ >
φf (h), δ ∈ G with the following property: v(f(w0)) = δ. Then, if
A
M
is infinite
and G is divisible, ∀γ ∈ G,φf (h) ≤ γ < δ, there is an element w ∈ K such that
v(w) = h and v(f(w)) = γ.
If moreover K is algebraically closed, then, for every γ ≥ 0, there is an
element w ∈ K such that v(w) = h, v(f(w)) = γ.
Proof. It is enough to prove the claim under the hypothesis
v(z1) = · · · = v(zn) = h. (∗)
Indeed let us consider the polynomial
g(X) = q(X − zi)(X − zi+1) · · · (X − zi+r−1),
satisfying condition (∗). For every x with v(x) = h, we have:
v(f(x)) = mh+ v(q) + v(g(x)) +
∑
j<i
hj + (n− i+ r − 1)h = v(g(x)) + η,
where η does not depend on x ∈ {t : v(t) = h}. Analogously,
φf (x) = φg(x) + η,
whenever v(x) = h .
Hence v(f(w0)) = δ > φf (h) is equivalent to v(g(w0)) = δ − η > φg(h) and
φf (w) = α is equivalent to φg(w) = α − η. As a consequence, it is enough to
prove the statement for g(X), with δ and α replaced respectively by δ−η, α−η.
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So, we add condition (∗) to the hypothesis and set
λ = v(q), µ = φf (h) = λ+ nh.
Now we notice that it suffices to prove the theorem when f(X) is monic and
h = 0. In fact, suppose the claim true in this case. Given f(X), δ, γ as above,
define e(X) = (qwn0 )
−1f(w0X), δ
′ = δ−µ, γ′ = γ−µ. Then e(X) is monic with
unitary roots ui = w
−1
0 zi , v(g(1)) = δ
′ and γ′ > 0, so that by the theorem
there exists z ∈ K such that v(z) = 0 and v(e(z)) = γ′. Then put w = w0z.
Therefore we assume q = 1, h = 0 and, as a consequence, µ = 0.
Step 1. If γ = 0, thanks to Proposition 2.4 it is enough to select any w ∈ K
such that w¯ 6= u¯i ∈
A
M
, ∀i (the residue field has infinitely many elements). In
this case we do not need the hypothesis on the existence of δ and w0.
Step 2. If γ > 0, set: m0 = 0,mi = v(w0 − ui), ∀i, where 0 = m0 ≤ m1 ≤
m2 ≤ · · · ≤ mn.
Since γ < δ = m1 + · · ·+mn the following cases can occur.
Case 1. There is an integer s, 0 ≤ s ≤ n− 1 such that
m0+ · · ·+ms+(n− s)ms < γ < m0+ · · ·+ms+(n− s)ms+1, ms 6= ms+1.
(Observe that ms = ms+1 implies that the two sums coincide and the con-
dition cannot be satisfied).
In this event choose any x ∈ K such that (n− s)v(x) = γ −m1 − · · · −ms;
since it holds ms < v(x) < ms+1, such an element x gives rise to w = w0 + x
with the required property.
We observe that the open intervals ]m0 + · · ·+ms + (n− s)ms,m0 + · · ·+
ms + (n − s)ms+1[ cover the whole ]m0,m0 + · · · +mn[ with the exception of
the intermediate endpoints, as a consequence of the following equalities:
m0 + · · ·+ms+1 + (n− s− 1)ms+1 = m0 + · · ·+ms + (n− s)ms+1.
Case 2. (∃s, s < n,ms 6= ms+1) m0 + · · ·+ms + (n− s)ms = γ.
Let us assume that ms = ms−1 = · · · = ms−r > ms−r−1,
In this event it is enough to produce an element x ∈ K with the properties
v(x) = ms, v(x+ w0) = 0, v(x+ (w0 − ui)) = ms, i = s− r, · · ·, s
and choose w = x+ w0.
In fact we have: f(w) =
∏n
j=1(x+ w0 − uj) and, as a consequence
v(f(w)) =
∑n
j=1 v(x+(w0−uj)) = m1+ ...+ms−r−1+(n−s−r−1)ms = γ
The element x ∈ K can be obtained as follows.
Choose any y ∈ K, such that v(y) = ms and set (w0 − uj) = −ytj, j =
s − r, ..., s, tj ∈ K¯, v(tj) = 0. Then take t ∈ K, v(t) = 0, such that t¯ 6=
t¯j , j = s − r, ..., s, as elements of
A
M
and set x = ty. Then: v(x) = v(y) =
ms, v(x+w0 − uj) = v(y) + v(t− tj) = v(y) = ms and v(x+w0) = v(w0) = 0.
Finally, let us suppose that K is algebraically closed. The proof when γ = 0
is the same as in Step 1, so we assume γ > 0. We want to find an element w such
that v(f(w)) = γ ≥ 0, i.e. v((w − u1) · · · (w − un)) = γ > 0. Select y ∈ K such
that γ = v(y), so that v((w−u1) · · · (w−un)) = v(y). So, it is enough to choose
an element w satisfying a relation of the form w(wn−1+ bn−2w
n−2+ · · ·+ b1) =
uy−(−1)nu1 · · ·un, where, b1, · · ·bn−2 are elements with non-negative valuations
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and u is any invertible. Since v(uy − (−1)nu1 · · · un) = 0, also v(w) = 0, for
every w solution of the equation in the algebraically closed field K, which proofs
our claim.
Remark 2.7. Observe that the case γ = 0 requires the only hypothesis that
the residue field be an infinite set.
Let us point out that this condition is obviously fufilled if A
M
has character-
istic 0. It is also fulfilled when K is any algebraically closed field, because in
this event the residue field is still algebraically closed.
In fact, ifK is algebraically closed, let P¯ (X) be any monic polynomial over A
M
with degree m ≥ 2. Then there is a monic polynomial P (X) ∈ A[X ] such that
P¯ (X) is its image modM . SinceK is algebraically closed, P (X) = (X−x)Q(X),
where x ∈ A, since x is integral over the integrally closed ring A. Therefore
P¯ (x¯) = 0, so that P¯ (X) has a root in A
M
, i.e. the residue field is algebraically
closed.
We can summarize the above results concerning the behaviour of v(x) 7→
v(f(x)) in the following:
Theorem 2.8. Let K be a valued field satisfying conditions (1) and extend the
valuation v to any valuation of K. Let f(X) ∈ K[X ] be a polynomial. Set
T = {x ∈ K | f(x) = 0}. Then
a) φf : v(x) 7→ v(f(x)) is a stepwise linear and non-decreasing function
defined on the set V = G \ v(T ).
b) Let α ∈ G. Then the set {v(f(x)) | x ∈ K and v(x) = α} is a left-bounded
and left-closed interval in G.
c) The map φf can be extended to a continuous function on the whole of G
by choosing for α ∈ G
φf (α) = min{v(f(x)) | x ∈ K and v(x) = α}.
We are now ready to state and prove the intermediate value theorem for
polynomials.
Theorem 2.9 (Polynomial intermediate value theorem). Let f(X) ∈ L[X ] be
any polynomial such that v(f(a)) > v(f(b)) for some a, b ∈ K, where v(a), v(b)
are not necessarily distinct. Then for every α ∈ G such that v(f(a)) > α >
v(f(b)) there is c ∈ K such that:
1. v(f(c)) = α,
2. v(c) ∈ [{v(a), v(b)}].
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Proof. We can suppose that f(X) is monic.
Since φf (v(b)) ≤ v(f(b)), we have φf (v(b)) < α. We consider the following
cases.
Case 1. α ≤ φf (v(a)). Since φf is non-decreasing and φf (v(b)) < α ≤
φf (v(a)), we have necessarily v(b) ≤ v(a). As φf is stepwise linear and continous
on [{v(a), v(b)}] = [v(b), v(a)], there is an element η ∈ [v(b), v(a)] such that
φf (η) = α. Indeed, choose a sub-interval [v(b
′), v(a′)] ⊂ [v(b), v(a)] such that φf
is linear on it, say φf (v(x)) = A+Bv(x), B 6= 0, and φf (v(b
′)) ≤ α ≤ φf (v(a
′)).
Then η = α−A
B
works, So, every c such that v(c) = η is a solution.
Case 2. φf (v(a)) < α. This implies φf (v(a)) < v(f(a)); hence v(a) coincides
with the valuation of some roots of f(X), so that we can conclude by using
Lemma 2.6.
Observe that in this case v(c) = v(a).
Remark 2.10. Notice that the proof of Theorem 2.9 (together with the pre-
liminary results) actually shows that the elements c satisfying conditions 1 and
2 are infinitely many.
The following proposition shows that our two conditions on K are necessary.
Proposition 2.11. Let K be a valued field such that IVT holds true for every
polynomial P (X) ∈ L[X ]. Then conditions (1) are fulfilled.
Proof. (i) Assume that A
M
is a finite field of order q. Let {z1, · · ·, zq} be a set of
representatives of the elements in A
M
, and set:
P (X) = (X − z1)(X − z2)...(X − zq).
Let x be in K; then
a) if v(x) < 0, then v(P (x)) = qv(x) < 0,
b) if v(x) > 0, then v(P (x) = 0,
c) if v(x) = 0, then v(P (x)) > 0.
Properties a) and b) being obvious, let us consider an element x such that
v(x) = 0; since x ∈ A we have: x¯ = z¯i for exactly one element zi. Therefore
v(x−zi) > 0 and v(x−zj) = 0 whenever j 6= i, so that v(P (x)) =
∑
j v(x−zj) >
0.
Let us now choose any interval [a, x] such that v(a) < 0, v(x) = 0. Then
v(P (a)) < 0, v(P (x)) > 0 and v(a) ≤ v(c) ≤ v(x) implies v(P (c)) 6= 0, so that
IVT does not hold true.
(ii) Assume that there are a ∈ K, h ∈ G,n ∈ N, n ≥ 1 with the following
property: v(a) = h and there is no x ∈ G such that nx = h. By replacing, if
necessary, a with a−1, we can assume that h > 0.
Set: P (X) = Xn. Let us choose a ∈ K such that nv(a) > h (this is obviously
possible in every ordered group). Notice that v(P (a−1)) = −nv(a) < 0 < h <
v(P (a)) = nv(a). Assume now that IVT holds true for P (X); this imples that
there is c ∈ K such that nv(c) = h. This is a contradiction.
8
3 Power series
We fix once for all a field K equipped with a valuation v with divisible group
G, having (A,M) as its valuation ring with infinite residue field. We also fix
an overfield L ⊃ K, equipped with a valuation extending v and whose group is
G; we will call v also this valuation, since there is no ambiguity. Let τ be the
topology induced by v on the field L.
Since we study countable converging sequences, we are forced to assume that
τ has a countable basis for the set of neighbourhoods of 0, because otherwise
the only converging series are the polynomials.
We also assume from now on that L is complete.
The valuation ring (AL,ML) is separated and complete with respect to τ .
It is worth observing that the sets {x ∈ AL, v(x) > α} are, for every α ∈ G,
ideals of AL, so that τ is a linear topology on AL; moreover ML is easily seen
to be a closed ideal. We will call τ also the restriction of τ to K.
Such a restriction needs not be complete, but is still a separated linear
topology.
Despite the countability restriction, our results hold true for a wide class of
valued fields, far away from every p-adic field, as it is shown in the following
remark and example.
We recall that the rank of a valuation is the length of a maximal chain of
non-trivial convex subgroups of the valuation group G (see [5], section 2.1, p.
26); it coincides with the Krull dimension of the valuation ring (see [5], Lemma
2.3.1). It is well-known that rank 1 and real are equivalent (see [5], Proposition
2.1.1)
We also recall (see [7], p. 66) that τ has a countable basis if and only if
either the rank of G is finite or the zero ideal is a countable intersection of
prime ideals.
Remark 3.1. Let G be a non-trivial abelian ordered group containing a proper
maximal convex subgroup (in particular this holds true when G has finite rank).
Then there is x ∈ G such that limn→∞ nx = ∞, i.e. ∀g ∈ G, ∃n ∈ N such that
nx > g.
Indeed, let H be a proper convex maximal subgroup and let x be in G \H .
and y in G. Since the convex subgroup generated by H and x is G itself, it
holds: ∃h ∈ H, ∃n ∈ N such that y < h+ nx < x+ nx = (n+ 1)x.
We observe that, if K is a valued field whose group satisfies the above con-
ditions, then K is forced to contain at least one topologically nilpotent element.
The following example shows that a countable basis can exist even when K
contains no topologically nilpotent element.
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Example 3.2. Step 1. Let A1 = Q[ǫ1], where ǫ1 is transcendental over Q.
Then K1 = Q(ǫ1) is the quotient field of A.
We set: v¯(
∑n
i=0 aiǫ
i
1) = min {i|ai 6= 0}.
Such a function v¯ can be obviously extended to a valuation v : K1 → Z.
Step 2. Let An = Q[ǫ1, · · ·, ǫn], where ǫ1, · · ·, ǫn are algebraically independent
over Q. Let K = Q(ǫ1, · · ·, ǫn) be the quotient field of A and let us order
lexicographically the group Zn and put: v¯(ǫi) = (0, · · ·, 1i, · · ·, 0), i = 1, · ·
·, n, v¯(a) = 0, a ∈ Q.
We set:
v¯n(ai1···inǫ
i1
1 · · · ǫ
in
n ) = (i1, · · ·, in) if ai1···in 6= 0,
v(
∑
(i1···in)
ai1···inǫ
i1
1 · · · ǫ
in
n ) = min {(i1, · · ·, in), ai1···in 6= 0}.
Such a function, as above, can be extended to a valuation vn : K→ Z
n.
Step 3. Set: A = ∪An,K = ∪Kn, G = Z
N (with lexicographic order) and
define v : K → G as the function such that v|(Kn) = vn, ∀n ∈ Z. Then set:
v(0) =∞. It is clear that v is a valuation whose group is G.
Step 4. v can be extended (in at least one way) to the algebraic closure K¯
and the corresponding group is the smallest divisible group G¯ containing G, i.e.
G¯ can be identified with QN.
We notice that G¯ is a non-Archimedean countable ordered group. Therefore
the topology of K, as well as the topology of its completion ˆ¯K as a valued field,
is countable.
It is worth observing that this topology has a countable basis for the neigh-
bourhoods of 0. Moreover K has no topologically nilpotent element.
A series
∑
an, ai ∈ L converges if and only if lim an = 0. The only if
implication is true in general because, an =
∑n
0 ai −
∑n−1
0 ai. As for the if
implication, it is enough to point out that v(
∑M
N ai) ≥min {v(aN ), ···, v(aM )} ≥
γ, ∀N ≫ 0.
If S(X) =
∑
anX
n ∈ L[[X ]] and x ∈ L, then S(x) =
∑
anx
n, if existing, is
an element of L. In particular, if x ∈ K and S(x) is converging, then S(x) ∈ L.
Lemma 3.3. If a power series S(X) =
∑
anX
n ∈ L[[X ]] converges at x, then
it converges at every y such that v(x) ≤ v(y) and such a convergence is uniform.
Proof. Assume that there is x ∈ L such that S(X) is convergent at x to S(x) ∈
L. Then it holds : lim anx
n = 0, i.e., given α ∈ G, there is N such that
∀n > N, v(anx
n) = v(an) + nv(x) > α. If v(x) ≤ v(y), then v(any
n) =
v(an) + nv(y) > α, so that S(X) is also convergent at y.
As for uniform convergence, let γ ∈ G be any element, then there is N
such that, ∀M > N, v(
∑M
N aix
i) ≥ γ. As a consequence, for every y such that
v(y) ≥ v(x)
v(
M∑
N
aiy
i) ≥ min
N≤i≤M
(v(ai) + iv(y)) ≥ min
N≤i≤M
(v(ai) + iv(x)) ≥ γ.
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Theorem 3.4. Let (fn(X) : D = Dα,β → L, N ∈ N) be a sequence of func-
tions, where Dα,β = {x ∈ K, α ≤ v(x) ≤ β}. Let us assume that the sequence
converges uniformly on D to a function f(X) : D → L.
If each fn(X) satisfies IVT on D, then the same is true for f(X).
Proof. First of all we notice that if limn→∞ hn = h 6= 0, hn, h ∈ K, then there is
N ∈ N such that v(h) = v(hn), ∀n ≥ N . Indeed choose δ ∈ G, δ > v(h). Then
there is N ∈ N such that v(h− hn) > δ, ∀n ≥ N . It follows that v(h) = v(hn).
Let us choose a, b ∈ D and assume that v(f(a)) < γ < v(f(b)) ≤ ∞.
If v(f(b)) < ∞, we choose δ > v(f(b)) and observe that, by the hypothesis
on the uniform convergence of the sequence, there exists n(δ) such that
n > n(δ) =⇒ v(fn(x)) − v(f(x)) > δ, ∀x ∈ Da,b.
Now, let us fix any N > n(δ). We have:
v(fN (a)) = v(f(a)), v(fN (b)) = v(f(b));
moreover, by the I.V.T. condition on fN (x), there exists cN ∈ Da,b such that
fN(cN ) = γ.
As v(fN (cN )− f(cN )) > δ > γ , we get v(f(cN )) = γ.
Analogously, if v(f(b)) =∞, there exists n(γ) such that
n > n(γ) =⇒ v(fn(x)− f(x)) > γ, ∀x ∈ Da,b.
Moreover ∃m such that
n > m =⇒ v(fn(b)) > γ > v(fn(a)).
As in the previous case, IVT, applied to any N > max {n(γ),m}, implies
that there exists cN ∈ Da,b such that v(fN (cN )) = γ and, as a consequence,
v(f(cN )) = γ.
So, in both cases, for every sufficiently large N , we have at least one element
cN satisfying IVT on Da,b.
From Lemma 3.3 and Theorem 3.4 we deduce IVT in K for every power
series belonging to L[[X ]].
Theorem 3.5. Let S(X) =
∑
bnX
n ∈ L[[X ]] be a power series and let a, b ∈ K
such that v(a) ≤ v(b). We assume that S(X) is convergent at a and that S(a) 6=
S(b). If α ∈ [{v(S(a)), v(S(b))}], then there is c ∈ K such that v(S(c)) = α and
moreover v(c) belongs to [v(a), v(b)].
Remark 3.6. If S(X) takes values in an overfield K′ of K, whose valuation
extends the valuation of K, still satisfying conditions (1) but not necessarily
complete, we can replace K′ by its completion L and apply Theorem 3.5 ,
choosing γ in K′ ⊂ L. So Theorem 3.5 is true also when L is not complete.
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4 Hensel’s Lemma and applications
4.1 IVT for power series
In this section we give an alternative proof of Theorem 3.5 based on Hensel’s
Lemma.
We recall (see [6, §3]) the following
Definition 4.1. S(X) =
∑
anX
n ∈ A[[X ]] is restricted if limn→∞ an = 0. The
ring of restricted power series is denoted by A{X}.
A restricted power series is called regular if at least one of its coefficients is
a unit.
S(X) =
∑
anX
n ∈ A[[X ]] is restricted if and only if it is convergent every-
where on A; in this event the convergence is uniform (Lemma 3.3 with x = 1).
In what follows we will use a strong version of Hensel’s Lemma which holds
true for restricted power series. We start with the following
Definition 4.2. A local ring (A,M) is called henselian if the following property
holds:
Let P (X) ∈ A[X ] be a polynomial such that its canonical image P¯ (X)
into the quotient ring A
M
[X ] is the product Q¯(X)T¯ (X) of a monic polynomial
Q¯(X) and another polynomial T¯ (X), the two factors being coprime. Then
P (X) = Q(X)T (X), where Q(X) is a monic polynomial that lifts Q¯(X) and
T (X) is a polynomial that lifts T¯ (X). Moreover P (X), Q(X) are uniquely
determined and coprime.
Hensel’s Lemma states that a local ring (A,M) that is complete with respect
to the M -topology is henselian (Nagata).
It is worth to point out that, if (A,M) is a valuation ring, the valuation
topology differs from the M -adic topology unless the rank is 1. In general
the completion with respect to the valuation topology does not satisfy Hensel’s
Lemma (see [5], p. 50). However, every valued field which is ”stage complete”
is simultaneously complete and henselian (see [7] p. 74 ex. 6 and p. 198 Th.
4). Moreover every K admits a “stage complete ”extension (see [7, p. 88, Th.
1, p. 112, Cor. 2 ]).
In this section we assume that L ⊃ K has a topology with a countable
basis and that it is henselian and complete (such properties can be attained by
considering the ”stage completion” of K).
Hensel’s Lemma can also be given for restricted power series.
Lemma 4.3. (Hensel’s Lemma for restricted power series) Let A be a complete
separated ring with respect to a linear topology, M a closed ideal. Assume that
Hensel’s Lemma for polynomials holds true in A. Let S(X) be a restricted
power series such that its canonical image S¯(X) into the topological quotient ring
A
M
{X} is the product P¯ (X)T¯ (X) of a monic polynomial P¯ (X) and a restricted
series T¯ (X), the two factors being coprime. Then S(X) = P (X)T (X), where
P (X) is a monic polynomial that lifts P¯ (X) and T (X) is a restricted series that
lifts T¯ (X). Moreover P (X), T (X) are uniquely determined and coprime.
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Proof. With topologically nilpotent elements ofM , it is [1], §4, p. 84, The´ore`me
1. Without topologically nilpotent elements it is [11], Teorema 5.
Corollary 4.4. Let L be henselian and complete. Let S(X) =
∑∞
n=0 anX
n be
a restricted power series over A such that the partial sum SN (X) is a monic
polynomial for some N and moreover aN+h ∈ M, ∀h ≥ 1. Then S(X) =
P (X)B(X), where P (X) is a monic polynomial such that P (X) = SN (X) mod
M and B(X) ∈ 1 +M{X} is a restricted power series.
Proof. This is essentially [10, The´ore`me 10]. In fact the proof of this theorem
makes only use of Hensel’s Lemma for restricted power series, applied to the
decomposition (mod M): S¯(X) = S¯N (X) · 1¯. Salmon’s proof works with topo-
logically nilpotent elements, but by using [11], Teorema 5, this condition can be
avoided.
Let nowK be any valued field satisfying conditions (i) and (ii) of Proposition
2.11 and let L be any complete henselian extension of K, having the same value
group as K. Then Hensel’s Lemma (Lemma 4.3) holds true for any restricted
power series S(X) ∈ AL{X}.
In what follows we will need, starting with a point a ∈ L, a 6= 0, to define
a trasformation of a power series converging at a into a restricted regular one.
Therefore we introduce the following
Construction.
Let S(X) ∈ L[X ] be a series converging at a ∈ L, a 6= 0. We define
Sa(X) = haS(aX) ∈ AL{X} (2)
where ha 6= 0 is such that Sa(X) is a monic polynomial, i.e. Sa(X) is a regular
restricted series.
Since S(aX) converges at X = 1, the coefficients whose valuation is less than
or equal to a fixed value form a finite set. Then the element ha can be chosen
observing that h−1a must be any coefficient of S(aX) having lowest valuation.
By Corollary 4.4
Sa(X) = Pa(X)Ba(X)
where Pa(X) is a polynomial and Ba(X) ∈ AL{X} is such that Ba(X) = 1.
If x ∈ AL then Sa(x) converges and v(Sa(x)) = v(Pa(x)). Therefore if
v(a′) ≥ v(a)
v(S(a′)) = v(h−1a Sa
(
a′
a
)
) = v(Pa
(
a′
a
)
)− v(ha). (3)
We are now ready for an
Alternative proof of Theorem 3.5
We use the above construction, consider Sa(X) and observe that our theorem
is proved if we show that ∃c′ = c
a
∈ K, 0 ≤ v(c′) ≤ v( b
a
) such that v(ha) + α =
13
v(Sa(c
′)). Now, by Hensel’s Lemma Sa(X) = Pa(X)Ba(X), where v(Ba(x)) =
0, ∀x ∈ AL. This implies that IVT for the power series is equivalent to IVT for
the polynomial Pa(X), which has been proved in section 2 (Theorem 2.9).
4.2 The behaviour of v(x) 7→ v(S(x)) for power series
Let K be a valued field satisfying conditions (1) with a countable basis. In
this section, we extend Theorem 2.8 to the power series case (see Theorem 4.6
below).
Let L be a complete henselian extension of K, with the same value group G.
Let S(X) ∈ L[[X ]] be a series. Let K′ be any valued extension of L with value
group G′ ⊇ G; for any α ∈ G′ define:
• Cα,K′ = {x ∈ K
′ | v(x) = α}
• DS,K′ = {x ∈ K
′ | S(X) converges at x}
• ZS,K′ = {x ∈ DS,K′ | S(x) = 0}
Proposition 4.5. Suppose that K′ satisfies the following condition:
if x ∈ DS,K′ , then there exists a ∈ DS,L such that v(a) ≤ v(x). (4)
Then every element in ZS,K′ is algebraic over L.
Proof. Let x ∈ ZS,K′ and let a ∈ L as in condition (4). We can apply the
construction (2) and write
S(aX) =
1
ha
Pa(X)Ba(X)
where ha ∈ L, Pa(X) is a polynomial in L[X ] and Ba(X) ∈ AL{X} is such that
Ba(X) = 1. Put y =
x
a
∈ AK′ . Since S(ay) = 0 then Pa(y) = 0 so that y (and
therefore x) is algebraic over L.
Notice that condition 4 is obviously satisfied when G′ = G.
Theorem 4.6. The notation being as above,
a) Let α ∈ G. If S converges on Cα,K and there exist a, b ∈ Cα,K such that
v(S(a)) 6= v(S(b)) then there exists c ∈ L such that v(c) = α and S(c) = 0.
Moreover for every γ ∈ G lying between v(S(a)) and v(S(b)) there is an
element c′ ∈ Cα,K such that v(S(c
′)) = γ.
b) Suppose that S is not the zero series and define the set
HS = {α ∈ G | ∃x ∈ L such that S(x) = 0, v(x) = α}.
For every α ∈ HS the set
{x ∈ ZS,L |v(x) ≥ α}
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is a finite set.
As a consequence the set
{β ∈ HS | β > α}
is a finite set.
c) φS,K : v(x) 7→ v(S(x)) is a stepwise linear and non-decreasing function
defined on the set V = v(DS,K) \HS .
d) Let α ∈ v(DS,K). Then the set {v(S(x)) | x ∈ Cα,K} is a left-bounded and
left-closed interval in G.
e) The map φS,K can be extended to a continuous function on the whole of
v(DS,K) by choosing for α ∈ v(DS,K)
φS,K(α) = min{v(S(x)) | x ∈ Cα,K}.
Proof. (a) By formula 3 we have v(Pa(
b
a
)) 6= v(Pa(1)) so that there exists c
′ ∈ C0
such that Pa(c
′) = 0; put c = c′a; then c ∈ Cα and S(c) = 0. The second
assertion is a consequence of Theorem 3.5.
(b) Let α ∈ HS ; let a ∈ L such that v(a) = α and S(a) = 0. Let b ∈ L such that
S(b) = 0 and v(b) = β ≥ α. Then b
a
∈ A
L
must be a zero of the polynomial
Pa(X) in construction (2) and there are only finitely many such zeros.
(c)-(d)-(e) Let β ∈ v(DS,K) and put DS,K,β = DS,K ∩ {x ∈ K | v(x) ≥ β}.
Since β is arbitrary, it suffices to show that the claims hold if we replace DS,K
by DS,K,β. Let b ∈ K be such that v(b) = β; if v(a) ≥ β, formula (3) shows
that v(S(a)) is simply a translation of v(Pb(
a
b
)) and the result follows from the
polynomial case (Theorem 2.8).
Remark 4.7. Just as happens in Remark3.6, S(X) can take its values in any
overfield K′ of K, whose valuation extends the valuation of K, which is still
satisfying conditions (1) and in this situation the field L of Theorem 4.6 is any
overfield of K′, that is at the same time henselian and complete.
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