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Abstract
We first represent the pressure in terms of the velocity in R3+. Using this representation we prove that a
solution to the Navier–Stokes equations is in L∞(R3+×(0,∞)) under the critical assumption that u ∈ Lr,r
′
loc ,
3
r + 2r ′  1 with r  3, while for r = 3 the smallness is required. In [H.J. Choe, Boundary regularity of weak
solutions of the Navier–Stokes equations, J. Differential Equations 149 (2) (1998) 211–247], a boundary
L∞ estimate for the solution is derived if the pressure on the boundary is bounded. In our work, we remove
the boundedness assumption of the pressure. Here, our estimate is local. Indeed, employing Moser type
iteration and the reverse Hölder inequality, we find an integral estimate for L∞-norm of u.
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In the Navier–Stokes problem, the pressure is most troublesome to find a regularity estimate.
To avoid the indirect introduction of the pressure in the formulation, the suitable weak solution
is introduced by Scheffer [18,19] and Caffarelli, Kohn and Nirenberg [3]. For instance, in the
definition of a suitable weak solution of the Navier–Stokes equations of [3] on an open set D =
Ω × (0, T ) ⊂ R3 × R, the condition on the pressure p is that p ∈ L5/4(D). When Ω = R3,
the pressure satisfies p ∈ L5/3(D) by Calderon–Zygmund estimate with the parabolic Sobolev
embedding. In [3], they assumed p ∈ L5/4(D) because that is the best Lq estimate known for the
initial boundary value problem in the case that the domain Ω is bounded. But, with more careful
study in the context of semigroup, Sohr and von Wahl [21] showed p ∈ L5/3(D) for a bounded
or exterior domain Ω , too. Based on this estimate, Lin [14] found a blow up argument of the
proof of the partial regularity in [3] which shortened the original proof of Caffarelli, Kohn and
Nirenberg.
In view of partial regularity, there still remain several issues near boundary and again the
difficulty lies on the pressure estimate. In this work, we represent the pressure by the velocity
in the half-space R3+. As a matter of fact, it is well known that ‖p‖Lq(R3)  ‖u‖2L2q (R3) for
1 < q < ∞. Our representation also implies that ‖p‖Lq(R3+)  ‖u‖2L2q (R3+) for 1 < q < ∞. As an
application of the representation, we show the boundary regularity of weak solutions in R3+ ×
(0, T ) under Prodi–Ohyama–Serrin–Ladyzhenskaya conditions near boundary.
In this paper we study the incompressible Navier–Stokes equations with viscosity ν
∂tui − νui + (u · ∇)ui + ∂xip = fi, ∇ · u = 0 (1.1)
in D =R3+ × (0,∞) with the initial data, and the slip boundary condition (BC)
u(x,0) = u0(x) ∈ L2
(
R
3+
)
for x ∈R3+, (1.2)
∂3u1(x, t) = ∂3u2(x, t) = u3(x, t) = 0 for x3 = 0, t ∈ (0,∞), (1.3)
u(x)→ 0 as |x| → ∞, (1.4)
where Ω = R3+ is the half-space {x = (x1, x2, x3) ∈ R3: x3 > 0}. We let the initial data u0
satisfy ∇ · u0 = 0 in Ω and (1.3)–(1.4) in a weak sense. We assume that any weak solution
u ∈ L2(0,∞;H 1(Ω))∩L∞(0,∞;L2(Ω)) satisfies
∫
u · φt − ∇u · ∇φ − (u · ∇)u · φ + p∇ · φ − f · φ dz = 0
for all φ ∈ C∞0 (D). This problem corresponds to the free surface problem for the Navier–Stokes
equations, for details refer to Maremonti [15], Itoh and Tani [10]. As matter of fact, the existence
of the weak or strong solutions is studied by many authors, for example [10,15], and Solonnikov
and Šcˇadilov [22]. The existence of weak solutions with the non-slip boundary condition (u = 0
on ∂Ω) was proved by Leray [13] and Hopf [9], and the existence of suitably weak solutions
was proved in [3]. Here, our definition of a weak solution coincides with a similar version of the
definition of the suitably weak solution of [3]. Since the viscosity can be treated by scaling, we
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and ∇ · f = 0.
It is well known that for a smooth domain Ω which is bounded or unbounded, if the
viscosity is large or data are small, then the weak solution with the non-slip BC lies in
L∞(0,∞ : H 1(Ω)) ∩ L2(0,∞ : H 2(Ω)). Also if the solution is bounded, then it lies in
L∞(0,∞ : H 1(Ω)) ∩ L2(0,∞ : H 2(Ω)). We know that boundedness of u implies higher reg-
ularity of u in the interior and hence we can bound various higher norms in terms of L∞-norm
of u. From Sobolev’s embedding theorem we know that the solution space of weak solution
L2(0,∞;H 1(Ω)) ∩ L∞(0,∞;L2(Ω)) lies in L
10
3
loc(D). But we do not know yet how to bound
L∞-norm of u in terms of L 103 -norm of u. On the other hand as far as interior is concerned, it was
proved by Prodi [17], Ohyama [16], Serrin [20] and Ladyzhenskaya [12] that any weak solution
u of (1.1) on a cylinder B × (a, b) satisfying
b∫
a
(∫
B
|u|r dx
) r′
r
dt < ∞ with 3
r
+ 2
r ′
< 1, r > 3,
is necessarily L∞ function on any compact subsets of the cylinder. Observe that when r = r ′ = 5,
then u is in L5 and 5 is the critical number for the homogeneous Lebesgue spaces. The limiting
case 3/r + 2/r ′ = 1, r > 3 for the initial value problem was proved by Fabes, Jones and Riviere
[6] and their method seems not applicable to local problems. Also Struwe [23] improved Serrin’s
method and proved the boundedness of weak solutions in the interior for the critical case, that
is, 3
r
+ 2
r ′ = 1, r > 3. Quite recently, Escauriaza, Seregin and Sverak [5] showed that u ∈ L3,∞
implies u is regular. Takahashi [24] found some criterion for L∞ regularity near boundary for
the weak solution satisfying u ∈ Lr,r ′ , 3
r
+ 2
r ′  1. He imposed some integrability conditions on
the velocity gradient and pressure in the domain D, that is,
∇u,p ∈ Lr0,r ′0 for all 1 < r0, r ′0 < ∞ with
3
r0
+ 2
r ′0
= 3.
Recently, Kang [11] showed that for Ω = R3+, a weak solution u is Hölder continuous up to
boundary when u belongs locally to Lr,r ′ at a boundary point where 3
r
+ 2
r ′ = 1, r > 3.
The second author [4] have shown that the L∞ boundary regularity of u with non-slip BC
up to boundary for the limiting case that u ∈ Lr,r ′(D), 3
r
+ 2
r ′  1 with r > 3 or u ∈ L3,∞ with‖u‖L3,∞  ε0 for some small ε0 under the assumption that the boundary data of the pressure
is bounded. For the proof, it is shown that u ∈ L5, if u ∈ Lr,r ′(D), 3
r
+ 2
r ′  1 with r > 3 or
u ∈ L3,∞ with ‖u‖L3,∞  ε0 for some small ε0. Employing Moser type iteration, it is shown
that ‖u‖∞ can be bounded by ‖u‖p for all p > 5. Then from the reverse Hölder inequality
‖u‖5+σ for some σ can be bounded by ‖u‖5. Combining these two estimates, ‖u‖∞ is bounded
in terms of ‖u‖5. In the same paper it is also shown that the weak solution is as regular as the
boundary data of the pressure. It is also proved that if the tangential derivatives of the pressure
is bounded, the velocity u is C1,α continuous as a function of space variables. This is achieved
from a comparison of the weak solution and caloric function and the fact that caloric functions
satisfy Campanato type integral inequality. This method has been well established in the regu-
larity theory of parabolic systems and elliptic systems (see [7,8]). Then, the C1,α regularity will
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argument the weak solution u will be as regular as the boundary data of the pressure.
This paper consists of three parts. The first part, which is our main result, is about pressure
representation. We represent the pressure in terms of the velocity in R3+, which implies that
‖p‖Lq(R3+)  ‖u‖2L2q (R3+) for 1 < q < ∞ likewise in R
3
. The second is about boundary regular-
ity, which is an application of our pressure representation. We provide a simple proof of L∞
boundedness of u up to boundary for the case that u ∈ Lr,r ′ , 3
r
+ 2
r ′  1 with r  3 without
any restriction on the boundary data of the pressure. In case r = 3, we need the smallness of u.
Finally, we provide the existence and the definition of the suitable weak solutions in Appendix A.
Using the representation, we also showed the only self similar solution in R3+ × (0, T ) is zero
in our another paper [1].
Set x = (x1, x2, x3) and z = (x, t). We define BR(x0) = {x: |x − x0| < R}, B+R (x0) =
{x ∈ BR(x0): x3 > 0}, QR(x0, t0) = BR(x0) × (t0 − R2, t0) and Q+R(x0, t0) = {(x, t) ∈
QR(x0, t0): x3 > 0}. If there is no confusion in the local estimates, we assume z0 = (0,0)
and drop z0 in various expressions. We denote Lm(Q), 1  m < ∞ the space of Lebesgue
measurable functions with mth power absolutely integrable. This is the Banach space with
the norm ‖f ‖Lm(Q) = (
∫
Q
|f |m dz) 1m . When m = ∞, L∞(Q) is the space of essentially
bounded functions with the norm ‖f ‖L∞(Q) = ess supQ |f |. Define that Lr,r ′(Q) is the space
of Lebesgue measurable functions f satisfying ‖f ‖
Lr,r
′
(Q)
= (∫ T0 [∫BR |f |r dx] r
′
r dt)
1
r′ < ∞,
where Q = BR × (0, T ). The Sobolev space Wk,m(Q) is the space of functions in Lm(Q) with
derivatives of order less than or equal to k in Lm(Q) (k an integer). This is a Banach space with
the norm ‖f ‖Wk,m(Q) = (
∑
|j |k ‖∇j f ‖mLm(Q))
1
m
. In particular when m= 2, Wk,2(Q) = Hk(Q)
is Hilbert space. We define −
∫
Q
f dz = 1|Q|
∫
Q
f dz. We denote c a constant depending only on
exterior data.
In Section 2 we provide the pressure representation, which is of interest itself. In Section 3,
we estimate the pressure in term of the velocity. In Section 4 we prove the L∞ estimate of the
velocity, and finally, in Appendix A we provide the existence of suitable weak solutions as in [3].
2. Pressure representation
Consider the Navier–Stokes equations (1.1)–(1.4) in Ω × (0, T ) = R3+ × (0, T ) for given
number T > 0, and u(x,0) = u0(x) = (u0,1(x), u0,2(x), u0,3(x)) satisfying (1.3)–(1.4), where
div u0 = 0 in Ω and u0 ∈ L2(Ω). The condition (1.3) is called the slip boundary condition.
We now provide our representation of the pressure in terms of the velocity.
Theorem 2.1. Suppose u,p are a measurable function and a distribution, respectively, satisfying
(1.1)–(1.4) in the sense of distributions. Then p has the following representation; for almost all
time t ∈ (0, T )
p(x, t)= −δij
3
(
u∗i u∗j
)
(x, t)+ 3
4π
∫
R3
(
∂2
∂yi∂yj
1
|x − y|
)(
u∗i u∗j
)
(y, t) dy (2.1)
in the sense of distributions, where δij is the Kronecker delta function. Here, u∗(y) = u(y) for
y3 > 0, and
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for y3 < 0, and y∗ = (y1, y2,−y3).
Proof. Let Ω¯ = R¯3+ = R3+ ∪ {x3 = 0}. We consider the even-even-odd extension as usual, for
example [15]. Without loss of generality, assume u0 ∈ C10(R¯3+) and u ∈ L2(0, T ;C10(R¯3+)) con-
sidering the existence space L2(0, T ;H 10 (R¯3+)).
Set g(x, t)= −[(u · ∇)u](x, t) for x3  0. Define g∗ = (g∗1 , g∗2 , g∗3) by
g∗1(x, t) =
{
g1(x, t), if x3  0,
g1(x∗, t), if x3 < 0,
g∗2(x, t) =
{
g2(x, t), if x3  0,
g2(x∗, t), if x3 < 0,
g∗3(x, t) =
{
g3(x, t), if x3  0,
−g3(x∗, t), if x3 < 0.
We also consider f∗ as the even-even-odd extension. Since u3 = 0 on x3 = 0, ∂1u3 = ∂2u3 = 0
on x3 = 0, therefore, we have g3 = 0 there.
By noting ∂3u0,1 = ∂3u0,2 = u0,3 = 0 and f3 = 0 on x3 = 0, it follows that u∗0 ∈ C1(R3), and
g∗ ∈ C(R3).
Observe that for j = 1,2,3, g∗j (x, t) = −[(u∗ · ∇)u∗j ](x, t) for x3 < 0. (Compare g∗j = [(u∗ ·
∇)u∗j ](x, t) for the non-slip boundary condition case in [4].) Hence, g∗(x, t) = −div(u⊗u)(x, t)
for x3 > 0, and g∗(x, t) = −div(u∗ ⊗ u∗)(x, t) for all x3 < 0. Since ∂3u1 = ∂3u2 = u3 = 0 on
x3 = 0, it follows that
g∗(x, t) = −div(u∗ ⊗ u∗)(x, t)
in the sense of distributions.
Now we construct (v, q) a solution of the Stokes system in R3
div v = 0,
vt − νv + ∇q = g∗ + f∗ in R3 × (0, T )
with initial data v(x,0)= u∗0(x) and infinity condition v(x, t)→ 0 as |x| → ∞.
Then, q satisfies the Laplace equation q(x, t) = div g∗(x, t) in R3 × (0, T ). We try to find q
integrable. By integral representation, q is expressed by
q(x, t)= − 3
4π
∫
R3
1
|x − y|∂jg
∗
j (y, t) dy
= −δij
3
(
u∗i u∗j
)
(x, t)+ 3
4π
∫
R3
∂i∂j
1
|x − y|
(
u∗i u∗j
)
(y, t) dy,
where δij is the Kronecker delta function.
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v1(x, t) − v1(x∗, t), W2(x, t) = v2(x, t) − v2(x∗, t), and W3(x, t) = v3(x, t) + v3(x∗, t), and
Q(x, t) = q(x, t)− q(x∗, t). Then W and Q satisfies
div W = 0,
Wt − νW + ∇Q= 0 in R3 × (0, T )
and W(x,0) = 0, W(x, t) → 0 as |x| → ∞. By the uniqueness of the Stokes solution,
we conclude that W ≡ 0. Therefore, v1(x, t) = v1(x∗, t), v2(x, t) = v2(x∗, t) and v3(x, t) =
−v3(x∗, t). From the above identity, we deduce that (∂3v1)(x1, x2,0, t) = (∂3v2)(x1, x2,0, t) =
v3(x1, x2,0, t)= 0.
Now, it remains only to show v ≡ u and p = q+c0 for x3 > 0. Let U = u−v, P = p−q . Then
U(x,0) = 0 for x3 > 0, and (∂3U1)(x1, x2,0, t) = (∂3U2)(x1, x2,0, t) = U3(x1, x2,0, t) = 0 and
U(x, t) → 0 as |x| → ∞. Moreover, U and P satisfies
div U = 0,
Ut − νU + ∇P = 0 in R3+ × (0, T ).
From the uniqueness of Stokes solution (refer to [15]), we again conclude that U ≡ 0 in x3 > 0.
This again implies that P ≡ const and that p = q + c0 for a constant c0.
If p ∈ Lr(R3+), then the constant c0 is zero, so that we have ‖p‖Lr  c‖u‖2L2r for 1 < r < ∞
for a constant c depending only on r . 
Here, we remark that on the whole space R3, there exist a weak solution for the Navier–Stokes
equations with an even-even-odd initial data u0 with respect to the plain x3 = 0.
We also expand p by the even extension p∗ = p(x1, x2,−x3) when x3 < 0 to R3. Then,
(u∗,p∗) satisfies the Navier–Stokes equations in R3 with initial velocity u∗0.
3. Preliminary estimates for the pressure
As an application of our pressure representation, we try to show boundary regularity. For our
analysis we obtain the local estimate of the pressure in terms of the velocity. For local estimates
the suitable weak solution for non-slip BC is introduced in [3]. We also adopt the similar concept
and its existence is given in Appendix A.
Definition 3.1. The pair (u,p) is a suitable weak solution of the Navier–Stokes system (1.1) on
an open set D ⊂R3 ×R with force f if the following conditions are satisfied:
(1) u, p, f are measurable functions on D,
(2) f ∈ Lq(D) for some q > 5/2, and ∇ · f = 0,
(3) p ∈ L5/3(D),
(4) for some constants E0,E1 < ∞,∫
Dt
|u|2 dx E0, Dt = D ∩
(
R
3 × t)
for almost every t such that Dt = 0, and
∫∫ |∇u|2 dx dt E1,D
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(6) for each real-valued φ ∈ C∞0 (D) with φ  0, the following inequality is valid:
2
∫ ∫
|∇u|2φ 
∫ [|u|2(φt +φ)+ (|u|2 + 2p)u · ∇φ + 2(u · f )φ].
Lemma 3.2. Let 12 < ρ < s  1 and φ a standard cut-off function such that
0 φ  1, φ = 0 on ∂pQs, φ ≡ 1 in Qρ,
|∇φ| c
s − ρ , |φt |
c
(s − ρ)2
for some positive constant c, where ∂pQs is the usual parabolic boundary of Qs . Let k > 0 be
an integer.
Then, we have that for all k  1 and for all m ∈ (r, 3r3−r ), where 1 r < 3,
(∫
|p|m|φ|mk dz
)1/m
 c‖φ‖C2
(∥∥uφ k−22 ∥∥2
L2m +
∥∥pφk−2∥∥
Lr
)
.
Proof. From Theorem 2.1 we know pressure p = c0 + p∗|x3>0, where p∗ satisfies
−p∗ = ∂i∂ju∗i u∗j in R3 × (0, T )
in the sense of distributions. Since (p∗φk) = φkp∗ + 2∇p∗ · ∇φk + p∗φk , we have
φkp∗(x, t) = − 1
4π
∫
R3
1
|x − y|y
(
φkp∗(y, t)
)
dy
= − 1
4π
∫
R3
1
|x − y|
(
φkp∗ + 2∇p∗ · ∇φk + p∗φk)dy.
Integrating by parts, we obtain that
= − 1
4π
∫ 1
|x − y|φ
kp∗ + k
2π
∫
xi − yi
|x − y|3 p
∗φk−1∂yi φ +
1
4π
∫ 1
|x − y|p
∗φk dy.
Integrating by parts on the first term, we obtain
−
∫
R3
1
|x − y|φ
kp∗
=
∫ (
∂yi ∂yj
1
|x − y|
)
φkVij (y) dy − 2
∫
xi − yi
|x − y|3 φ
k−1∂jφVij (y) dy
+ k(k − 1)
∫
φk−2
∂yi φ∂yj φVij (y, t) dy + k
∫
φk−1
(∂yi ∂yj φ)Vij (y, t) dy,|x − y| |x − y|
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φkp∗(x, t) = − 1
4π
∫
∂2
∂yi∂yj
1
|x − y|φ
kVij (y) dy + k2π
∫
R3
xi − yi
|x − y|3 φ
k−1∂jφVij (y) dy
− k(k − 1)
4π
∫
R3
φk−2
|x − y|∂yi φ∂yj φVij (y, t) dy
− k
4π
∫
φk−1
|x − y| (∂yi ∂yj φ)Vij (y, t) dy +
k
2π
∫
xi − yi
|x − y|3 φ
k−1∂iφp∗(y) dy
− k(k − 1)
4π
∫
φk−2
|x − y| (∂yi φ)
2p∗(y) dy − k
4π
∫
R3
φk−1
|x − y| (φ)p
∗(y, t) dy
= p1(x, t)+ p2(x, t)+ p3(x, t)+ p4(x, t)+ p5(x, t)+ p6(x, t)+ p7(x, t).
Then, by the Calderon–Zygmund theorem and potential estimates, we have that for m> 1
‖p1‖Lm + ‖p2‖Lm + ‖p3‖Lm + ‖p4‖Lm  c
∥∥uφ k−22 ∥∥2
L2m.
Applying Young’s convolution theorem to p5,p6,p7, we obtain that
‖p5‖Lm(R3×(0,T )) + ‖p6‖Lm(R3×(0,T )) + ‖p7‖Lm(R3×(0,T ))
 c‖φ‖C2
∥∥∥∥ 1|x − y| +
1
|x − y|2
∥∥∥∥
Lq(supp(φ))
∥∥p∗φk−2∥∥
Lr(supp(φ)),
where 1 + 1/m = 1/q + 1/r . Note that ‖1/|x − y| + 1/|x − y|2‖Lq < ∞ for all q ∈ (1,3/2).
Therefore, we have that for all m ∈ (r, 3r3−r ), where 1 r < 3,
(∫
|p|m|φ|mk dz
)1/m
 c‖φ‖C2
(∥∥uφ k−22 ∥∥2
L2m +
∥∥pφk−2∥∥
Lr
)
.  (3.1)
For r = 5/3, then for m ∈ (5/3,15/4), in particular for m = 5/2
(∫
|p|5/2|φ|5k/2 dz
)2/5
 c
(∥∥uφ k−22 ∥∥2
L5 +
∥∥pφk−2∥∥
L5/3
)
 c
∥∥uφ k−22 ∥∥2
L5 + c (3.2)
since ‖p‖L5/3  ‖u‖2L10/3  c.
For m ∈ (r, 3r3−r ) when 1 r  5/3,
(∫
|p|m|φ|mk dz
)1/m
 c‖φ‖C2
(∥∥uφ k−22 ∥∥2
L2m +
∥∥pφk−2∥∥
Lr
)
 c
∥∥uφ k−22 ∥∥2
L2m + cρ5−3r‖p‖ 5  c
∥∥uφ k−22 ∥∥2
L2m + c.L 3 (supp(φ))
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(∫
|p|m|φ|mk dz
)1/m
 c
∥∥uφ k−22 ∥∥2
L2m + c.
Since 15/4 > 3, iterating (3.1) once and using Hölder’s inequality, we obtain that for m 15/4,
(∫
|p|m|φ|mk dz
)1/m
 c‖u‖2
L2m(supp(φ)) + c
for some large c.
Lemma 3.3. For all m> 1,
(∫
|p|m|φ|mk dz
)1/m
 c‖u‖2
L2m(supp(φ)) + c
for some large c.
4. L∞ estimate of velocity
Employing Moser type iteration used in [4] and [2], we have a weak type estimate of sup |u|.
We consider a suitable weak solution to (1.1).
Since inhomogeneous Lebesgue space is hard to handle, we show u lies in the homogeneous
Lebesgue space L5. This will greatly simplify our iterations. As a matter of fact, from Sobolev’s
inequality and Hölder’s inequality we have
∫
|v|5η5 dx dt 
∫ (∫
|vη|9 dx
)1/3(∫
|vη|3 dx
)2/3
dt
 c
∫ (∫ ∣∣∇|vη|3/2∣∣2 dx
)(∫
|vη|3 dx
)2/3
dt
 c sup
t
‖vη‖2
L3
∫ ∣∣∇|vη|3/2∣∣2 dx dt
 c
(
sup
t
‖vη‖3
L3 +
∫ ∣∣∇|vη|3/2∣∣2 dx dt
) 5
3
,
where η is a smooth cut-off function with compact support. Thus, if
sup
t
∫
|vη|3 dx +
∫
Q
∣∣∇|vη|3/2∣∣2 dx dt  c,
then we have v ∈ L5,5(Q).loc
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‖u‖L3,∞(Q+1 )  ε0 for some small ε0, then u ∈ L
5(Q+1
2
).
Since for our local estimate we use a suitable weak solution (u,p), we should consider the
approximate solution (uN,pN) (A.2) to (1.1). Then by the lower semicontinuity, we obtain our
lemma. For our convenience, we simplify the notation by u = uN and p = pN . Let U ≡ Ψ(u)
for short, and consider
∂tui −ui + (U · ∇)ui + ∂xi p = fi in Ω × (0,∞). (4.1)
Proof of Lemma 4.1. Let 12 < ρ < s  1 and η a standard cut-off function such that
0 η 1, η = 0 on ∂pQs, η ≡ 1 in Qρ,
|∇η| c
s − ρ , |ηt |
c
(s − ρ)2
for some positive constant c, where ∂pQs is the usual parabolic boundary of Qs . Let k > 0 be an
integer which will be determined later.
We apply |u|uiηk as a test function to (4.1). With the help of the slip boundary condition (1.3)
and the unit outer normal vector n = (0,0,−1) we obtain
B = 1
3
sup
t
∫
B+s
|u|3ηk dx + 2
∫
Q+s
|u||∇u|2ηk dz
 k
3
∫
Q+s
|u|3|ηt |ηk−1 dz+ c
∫
Q+s
|u|2|∇u|ηk−1|∇η|dz
+ c
∫
Q+s
|U ||u|3ηk−1|∇η|dz+ c
∫
Q+s
|p||u||∇u|ηk dz
+ c
∫
Q+s
|p||u|2ηk−1|∇η|dz+ c
∫
Q+s
|f||u|2ηk dz+ c. (4.2)
Once B is bounded, then u ∈ L5,5 follows immediately from Hölder’s and Sobolev’s inequalities.
By Hölder’s, Young’s and Sobolev’s inequalities, we have that
∫
|U ||u|3ηk−1|∇η|dz
 ‖∇η‖∞
(∫
|U | 103 dz
) 3
10
(∫
|u| 307 η 10(k−1)7 dz
) 7
10
 ‖∇η‖∞
(∫
|u| 103 dz
) 3
10
(∫
|u| 307 η 10(k−1)7 dz
) 7
10
.
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∫
|u| 307 η 10(k−1)7 dz
=
∫
|u|α|u| 307 −αη 10(k−1)7 dz

∫ (∫
|u|r
) α
r
(∫
|u|( 307 −α) rr−α η 10(k−1)7 rr−α dx
) r−α
r
dt

{∫ (∫
|u|r
) r′
r
} α
r′
{∫ (∫
|u|( 307 −α) rr−α η 10(k−1)7 rr−α dx
) r−α
r
r′
r′−α
dt
} r′−α
r′
.
Notice that for β = 92 − 30−7α14 rr−α , where 0 < α < min{r, r ′, 307 , 97 rr−3 },
∫ (∫
|u|( 307 −α) rr−α η 10(k−1)7 rr−α dx
) r−α
r
r′
r′−α
dt
=
∫ (∫
|u|βη βk3 |u|( 307 −α) rr−α −βη 10(k−1)7 rr−α − βk3 dx
) r−α
r
r′
r′−α
dt

∫ (∫
|u|3ηk
) r−α
r
r′
r′−α
β
3
(∫
|u|9η( 10(k−1)7 rr−α − βk3 ) 33−β dx
) r−α
r
r′
r′−α
3−β
3
dt
 sup
(∫
|u|3ηk
) r−α
r
r′
r′−α
β
3
(∫
|u|9η3k dx
) r−α
r
r′
r′−α
3−β
3
dt
for k  307α . Hence, since
r−α
r
(
β
3 + (3 − β))  1 and 0 < r−αr r
′
r ′−α (3 − β) < 1 for 97  α <
min{r, r ′, 307 , 97 rr−3 },
{∫ (∫
|u|( 307 −α) rr−α η 10(k−1)7 rr−α dx
) r−α
r
r′
r′−α
dt
} r′−α
r′
 sup
(∫
|u|3ηk dx
) r−α
r
β
3
{∫ (∫ ∣∣∇(|u| 32 η k2 )∣∣2 dx
) r−α
r
r′
r′−α (3−β)
dt
} r′−α
r′
 s
5
7 +α rr
′−2r−3r′
rr′ sup
(∫
|u|3ηk dx
) r−α
r
β
3
(∫ ∣∣∇(|u| 32 η k2 )∣∣2 dz
) r−α
r
(3−β)
.
Therefore, we have
∫
|U ||u|3ηk−1|∇η|dz cs 12 + 7α10 rr
′−2r−3r′
rr′ ‖∇η‖∞‖u‖
7α
10
Lr,r
′B
7
10 .
So that we have
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∫
|U ||u|3ηk−1|∇η|dz c + εB
since u ∈ Lr,r ′loc . In a similar way, we also have
∫
|u|4ηk−1|∇η|dz c + εB.
Notice that
∫
|f ||u|2ηk dz
∫
|f |2ηk dz+
∫
|u|4ηk dz (4.3)
if f ∈ Lr,r ′loc . We also have
∫
|u|2|∇u|ηk−1|∇η|dz c + ε
∫
|u||∇u|2ηk dz. (4.4)
Notice that
∫
|p||u||∇u|ηk dz
∫
|p|2|u|ηk dz+ ε
∫
|u||∇u|2ηk dz (4.5)
and
∫
|p||u|2ηk dz c +
∫
|p|2|u|ηk dz.
Hence, from (4.2)–(4.5) and (3.2), we have
B  c +
∫
|p|2|u|ηk dz = c +
∫
|p|2η 4(k+1)5 uη k−45 dz
 c +
(∫
|u|5ηk−4 dz
) 1
5
(∫
|p| 52 ηk+1 dz
) 4
5
 c +
∫
|u|5ηk−4 dz.
Since ‖u‖
Lr,r
′ < ∞, we have, for 0 < α < min{r, r ′,5},
∫
|u|5ηk−4 dz =
∫
|u|α|u|5−αηk−4 dz

∫ (∫
|u|r dx
) α
r
(∫
|u| (5−α)rr−α η (k−4)rr−α
) r−α
r
dt
 ‖u‖α
Lr,r
′
{∫ (∫
|u| (5−α)rr−α η (k−4)rr−α
) r−α
r
r′
r′−α
dt
} r′−α
r′
.
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2 < α <
2r
r − 3 when r  5, 2 < α <
4r
9 − r when 3 < r < 5, (4.6)
we have
∫ (∫
|u| (5−α)rr−α η (k−4)rr−α
) r−α
r
r′
r′−α
dt
=
∫ (∫
|u| 4r+αr−9α2(r−α) η (4r+αr−9α)k6(r−α) |u| 6r+9α−3αr2(r−α) η 2kr+9αk−24r−αrk6(r−α)
) r−α
r
r′
r′−α
dt

∫ (∫
|u|3ηk
) 4r+αr−9α
6r
r′
r′−α
(∫
|u|9η 2kr+9αk−24r−αrk2r+3α−αr
) 2r+3α−αr
6r
r′
r′−α
dt

∫ (∫
|u|3ηk
) 4r+αr−9α
6r
r′
r′−α
(∫
|u|9η3k
) 2r+3α−αr
6r
r′
r′−α
dt,
where k  12
α−2 . So, for such α satisfying (4.6),
{∫ (∫
|u| (5−α)rr−α η (k−4)rr−α
) r−α
r
r′
r′−α
dt
} r′−α
r′
 sup
(∫
|u|3ηk
) 4r+αr−9α
6r
{∫ (∫ ∣∣∇(|u| 32 η k2 )∣∣2
) 2r+3α−αr
2r
r′
r′−α
dt
} r′−α
r′
 s
α(rr′−2r−3r′)
r(r′−α) sup
(∫
|u|3ηk
) 4r+αr−9α
6r
{∫ ∣∣∇(|u| 32 η k2 )∣∣2 dz
} 2r+3α−αr
2r
 s
α(rr′−2r−3r′)
r(r′−α) B
5−α
3
since 3
r
+ 2
r ′  1,
2r+3α−αr
2r
r ′
r ′−α  1. In the above, Young’s inequality is applied for
4r + αr − 9α
2r(5 − α) +
3(2r + 3α − αr)
2r(5 − α) = 1.
Hence, we have
∫
|u|5ηk−4 dz s α(rr
′−2r−3r′)
r(r′−α) ‖u‖α
Lr,r
′B
5−α
3
 c + εB
since 5−α3 < 1.
Finally, we conclude B  c, which completes the proof. For the case r = 3 we need the
smallness, and we can do similarly. 
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sup
Q+1
2
|u| c
( ∫
Q+1
|u|5+σ dz
) 1
σ + c
for some constant c depending only on σ .
It is proved in [4] using the Moser type iteration. We give the proof for reader’s convenience.
Proof of Lemma 4.2. Let 12 < ρ < r  1 and η a standard cut-off function such that
0 η 1, η = 0 on ∂pQr, η ≡ 1 on Qρ,
|∇η| c
r − ρ , |ηt |
c
(r − ρ)2
for some positive constant c. Let T ∈ (−r2,0) and α > 1 be given. We let χ[−r2,T ](t) be the
characteristic function such that χ[−r2,T ](t) = 1 if t ∈ [−r2, T ] and χ[−r2,T ](t) = 0 otherwise.
We take |u|αuiη2χ[−r2,T ] as a test function to (4.1) and get
1
α + 2
∫
B+r
|u|α+2η2(x, T ) dx +
∫
Q+r
|u|α|∇u|2η2 dz+ α
4
∫
Q+r
|u|α−2η2∣∣∇|u|2∣∣2 dz
= 2
α + 2
∫
Q+r
|u|α+2ηηt dz+ 2
α + 2
∫
Q+r
|u|α+2η(U · ∇)η dz
−
∫
Q+r
|u|αη∇|u|2 · ∇η dz+ 2
∫
Q+r
pη|u|α(u · ∇)η dz
+ α
2
∫
Q+r
pη2|u|α−2(u · ∇)|u|2 dz+
∫
Q+r
f · u|u|αη2 dz.
Since T is arbitrary, we get
1
α + 2 supt
∫
B+r
|u|α+2η2(x, t) dx +
∫
Q+r
|u|α|∇u|2η2 dz+ α
4
∫
Q+r
|u|α−2∣∣∇|u|2∣∣2η2 dz
 2
α + 2
∫
Q+
|u|α+2η|ηt |dz+ 2
α + 2
∫
Q+
|U ||u|α+2η|∇η|dzr r
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α
∫
Q+r
|u|α+2|∇η|2 dz+ 2
∫
Q+r
|p||u|α+1|∇η|η dz
+ 4α
∫
Q+r
|p|2|u|αη2 dz+
∫
Q+r
|f ||u|α+1η2 dz.
Now the two terms involving the pressure can be estimated by
∫
Q+r
|p|2|u|αη2 dz
∫
Q+r
|u|α+4 dz+
∫
Q+r
|pη| α+42 dz
and
∫
Q+r
|u|α+1|pη||∇η|dz c
∫
Q+r
|u|α+2|∇η|2 dz+ c
∫
Q+r
|u|α|pη|2 dz
 c
∫
Q+r
|u|α+2|∇η|2 dz+ c
∫
Q+r
|u|α+4 dz+ c
∫
Q+r
|pη| α+42 dz
for some c. With these estimates we obtain that
1
α + 2 sup
∫
B+r
|u|α+2η2(x, t) dx +
∫
Q+r
|u|α|∇u|2η2 dx
 4
α + 2‖ηt‖∞
∫
Q+r
|u|α+2 dz+ 4
α + 2‖∇η‖∞
∫
Q+r
|U ||u|α+2 dz
+ 16
α
‖∇η‖2∞
∫
Q+r
|u|α+2 dz+ cα
∫
Q+r
|u|α+4 dz
+ c(α + 1)
∫
Q+r
|pη| (α+4)2 dz+ c(α)+ c
∫
Q+r
|f |α+2 dz
for some c. It follows from Hölder inequality, Sobolev inequality and the previous estimate that
∫
Q+ρ
|u| 53 (α+2) dz
∫
Q+r
|u| 53 (α+2)η 103 dz =
∫
Q+r
(|u|α+2η2) 23 (|u|α+2η2)dz

t0∫
2
( ∫
+
|u|α+2η2 dx
) 2
3
( ∫
+
|u|3(α+2)η6 dx
) 1
3
dtt0−r Br Br
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(
sup
t
∫
B+r
|u|α+2η2 dx
) 2
3
t0∫
t0−r2
( ∫
B+r
(|u| α+22 η)6 dx
) 2
6
dt
 c
(
sup
t
∫
B+r
|u|α+2η2 dx
) 2
3
∫
Q+ρ
∣∣∇|u| α+22 η∣∣2 dz
 (c1α + c2)c3
(
1
(r − ρ)2
∫
Q+r
|u|α+4 + 1dz+
∫
Q+r
|pη| (α+4)2 dz
)1+ 23
.
Using the estimate in Lemma 3.3, we obtain
∫
Q+ρ
|u| 53 (α+2) dz
(
c
(r − ρ)2
∫
Q+r
|u|α+4 dz
) 5
3 + c (4.7)
for some c. Now we set α0 = 1 + σ and define a sequence {αi}∞i=0 by a recurrence relation
αi+1 + 4 = 53 (αi + 2).
Then, αi = 1 + ( 53 )iσ . We also define sequences {Ri}∞i=0 and {Φi}∞i=0 by
Ri = 12
(
1 + 1
2i
)
and Φi = −
∫
QRi
|u|αi+4 dz.
Choose α = αi , r = Ri and ρ = Ri+1 in (4.7) and hence we have that
Φi+1  ci+1Φ
5
3
i + ci+1 (4.8)
for some large constant c. Iterating (4.8) we obtain
Φi  ciΦ
5
3
i−1 + ci  ci
(
ci−1Φ
5
3
i−2 + ci−1
) 5
3 + ci
 2 53 ci+(i−1) 53 Φ(
5
3 )
2
i−2 + 2
5
3 c(i−1)
5
3 + ci
 2 53 ci+(i−1) 53
(
ci−2Φ
5
3
i−3 + ci−2
)( 53 )2 + 2 53 c(i−1) 53 + ci
 2 53 +( 53 )2ci+(i−1) 53 +(i−2)( 53 )2Φ(
5
3 )
3
i−3 + 2(
5
3 )
2
c(i−2)(
5
3 )
2 + 2 53 c(i−1) 53 + ci
 · · ·
 2 53 +( 53 )
2+···+( 53 )
i−1
ci+(i−1)
5
3 +···+( 53 )i−1Φ(
5
3 )
i
0 + i2
5
3 +( 53 )
2+···+( 53 )
i−1
ci+
5
3 (i−1)+···+( 53 )
i−1
.
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lim
i→∞
αi + 4
( 53 )
i
= σ.
Hence sending i → ∞ we have
sup
Q+1
2
|u| c
( ∫
Q+1
|u|5+σ dz
) 1
σ + c
and the proof is completed. 
Now we consider the critical case. Applying the reverse Hölder inequality, we find an L∞
bound of u in terms of L5-norm of u.
Lemma 4.3. Suppose (u,p) is a suitable weak solution and
∫
Q+1
|u|5 dz < ∞. Then there exists
a constant c such that
(
−
∫
Q+1
2
|u|5+σ dz
) 1
5+σ
 c
(
−
∫
D1
|u|5 dz
) 1
5 + c
for some σ ∈ (0,1). Here, −∫
D1
f dz = 1|D1|
∫
D1
f dz means the average.
Proof. We fix ε0 > 0 which is decided later. We take R ∈ (0, 12 ) so small that
∫
Q+R
|u|5 dz < ε0.
This is possible since we are assuming
∫
Q+1
|u|5 dz < ∞. We also take η a standard cut-off
function such that
0 η 1, η = 0 on ∂pQ2R, η ≡ 1 on QR.
Let T ∈ (−4R2,0). We take |u|uiη2χ[−4R2,T ] as a test function to (1.1) and get
sup
t
∫
B+R
|u|3(x, t) dx +
∫
B+R
|u||∇u|2 dz
 c
∫
Q+2R
|u|5 dz+ c
R2
∫
Q+2R
|u|3 dz+ c
∫
Q+2R
|p| 52 dz+ cR4
∫
Q+2R
|f |3 dz.
By Hölder inequality, Sobolev inequality and Lemma 3.2 we obtain
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Q+R
|u|5 dz
(
sup
t
∫
B+R
|u|3(x, t)η2 dx +
∫
Q+R
|u||∇u|2η2 dz
) 5
3
 c
( ∫
Q+4R
|u|5 dz
) 5
3 + c
(
1
R2
∫
Q+4R
|u|3 dz
) 5
3 + cR4
∫
Q+2R
|f |3 dz
for some c. Taking average in Q+R , we have
−
∫
Q+R
|u|5 dz c
( ∫
Q+4R
|u|5 dz
) 2
3
(
−
∫
Q+4R
|u|5 dz
)
+ c
(
−
∫
Q+4R
|u|3 dz
) 5
3 + cR4 −
∫
Q+2R
|f |3 dz
 cε 23
(
−
∫
Q+4R
|u|5 dz
)
+ c
(
−
∫
Q+4R
|u|3 dz
) 5
3 + cR4 −
∫
Q+2R
|f |3 dz
for some c. Since u ∈ Lr,r ′ , for any given ε0 there is R0 such that
‖u‖
Lr,r
′
(Q4R∩D)  ε0
for all R  R0. Now we choose ε0 > 0 so that cε0  1. With obvious modifications we have
the same estimates in the interior. This is the right condition for the reverse Hölder inequality of
Gehring which was extended by Giaquinta. Indeed with Proposition 1.1 in Chapter V of [7] we
prove lemma. 
Theorem 4.4. Suppose (u,p) is a suitable weak solution. There exists a positive constant σ such
that if u ∈ Lr,r ′(Q+1 ) for some (r, r ′) satisfying 3r + 2r ′  1 with r > 3, or u ∈ L3,∞(Q+1 ) with‖u‖L3,∞(Q+1 )  ε0 for some small ε0, then
sup
Q+1
8
|u| c
( ∫
Q+1
|u|3 dz
) 5+σ
3σ + c
for some positive constant c depending on ε0.
Proof. We define a sequence{Ri}∞i=0 by
Ri =
(
1 − 2−i−1)R0, i = 0,1,2, . . . .
As in Lemma 4.3, we obtain
( ∫
Q+R
|u|5 dz
) 1
5
 cε
2
15
0
( ∫
Q+R
|u|5 dz
) 1
5 + ci
( ∫
Q+R
|u|3 dz
) 1
3 + ci .
i i+1 i+1
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2
15
0 . Hence defining
Φi =
( ∫
Q+Ri
|u|5 dz
) 1
5
and Ψi =
( ∫
Q+Ri
|u|5 dz
) 1
3
,
we obtain a recurrence relation
Φi  c0Φi+1 + ciΨi+1 + ci . (4.9)
Iterating (4.9) we obtain
Φ0  ck0Φk + 25
k∑
j=0
c
j
0c
j (Ψj+1 + 1).
Consequently, if we choose R0 so that c0c  1, then we
( ∫
Q+1
2 R0
|u|5 dz
) 1
5
 c
( ∫
Q+R0
|u|3 dz
) 1
3 + c. (4.10)
Therefore, we obtain
sup
Q+1
8 R0
|u| c
( ∫
Q+1
4 R0
|u|5+σ dz
) 1
σ + c by Lemma 4.2
 c
( ∫
Q+1
2 R0
|u|5 dz
) 5+σ
5σ + c by Lemma 4.3
 c
( ∫
Q+R0
|u|3 dz
) 5+σ
3σ + c by (4.10).
The proof is completed. 
Appendix A
We briefly sketch the existence of a suitable weak solution of the initial boundary value prob-
lem (1.1) with slip boundary condition as in [3].
Here, we review some notations in [15] and in [22]. D(R3+) is the set of functions ϕ(x) =
(ϕ1(x),ϕ2(x),ϕ3(x)) on R
3+ with ϕi ∈ C∞(R3+), i = 1,2,3, and ∇ · ϕ(x) = 0. Hˆ (R3+) is the0
2760 H.-O. Bae et al. / J. Differential Equations 244 (2008) 2741–2763set of functions ϕ ∈ C∞(R3+) such that ϕ3(x)|x3=0 = 0 and lim|x|→∞ |ϕ(x)| = 0. Jp(R3+) ≡
completion of D(R3+) in Lp(R3+); H(R3+)≡ completion of Hˆ (R3+) in the norm
‖∇ϕ‖ ≡
( ∫
R
3+
∇ϕ(x) : ∇ϕ(x)dx
)1/2
.
In [22], the Helmholtz decomposition is shown,
Lp
(
R
3+
)= Jp(R3+)⊕Gp(R3+),
where
Gp
(
R
3+
)≡ {ψ(x) such that ψ(x)= ∇h(x) and h(x) ∈ Lploc(R3+)}.
Let J (R3+) be the set of solenoidal vectors in H(R3+). Consider a linear functional on H(R3+)
such that
f ∈ H (R3+)→ 〈p,divf 〉 ≡
∫
R
3+
p(x)divf (x)dx for some p ∈ L2(R3+).
In [22], it is shown that there exists an operator Aˆ such that g(x) = Aˆ(p(x)) and 〈p,divf 〉 =
〈g,f 〉, and that Aˆ is bounded, and the inverse operator exists and is also bounded. Denote by
R(Aˆ) the range of Aˆ, then R(Aˆ) is closed and
H
(
R
3+
)= J (R3+)⊕R(Aˆ).
The set J (R3+) has a dense subset D0(R3+), which is the set of continuous functions with compact
support on R3+ such that ∇ · ϕ(x) = 0, ϕ(x) · n|x3=0 = 0 and ∇ϕ(x) ∈ L2(R3+).
For fixed T > 0, we consider a suitable weak solution u ≡ (u1, u2, u3) to Navier–Stokes
equations:
{
∂tu −u + (u · ∇)u + ∇p = f,
∇ · u = 0 (A.1)
in Q = Ω× (0, T ) with the initial condition u(x,0) = u0(x) ∈ L2 satisfying ∇ ·u0 = 0 in a weak
sense. For the existence we follow the steps in [3].
For fixed N > 0, we set δ = T/N . Then we find a sequences (uN,pN) such that
uN ∈ C
(
0, T ;J 2(R3+))∩L2(0, T ;J (R3+)),
∂tuN +Ψδ(uN) · ∇uN −uN + ∇pN = f,
∇ · uN = 0, uN(0) = u0. (A.2)
Here, the retarded mollifier Ψδ is defined by
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∞∫
−∞
∫
R3
ψ
(
y
δ
,
τ
δ
)
v∗(x−y, t−τ) dy dt,
where ψ(x, t) ∈ C∞ satisfies
ψ  0 and
∫ ∫
ψ dx dt = 1,
suppψ ⊂ {(x, t): |x|2 < t, 1 < t < 2}.
The values of Ψδ(v) at time t clearly depend only on the values of v at times τ ∈ (t − 2δ, t − δ).
For v ∈ L∞(0, T ;J 2(R3+))∩L2(0, T ;J (R3+)), it is clear that
∇ ·Ψδ(v) = 0,
sup
0tT
∫
Ω
∣∣Ψδ(v)∣∣2(x, t) dx  C ess sup
0<t<T
∫
Ω
|v|2 dx,
∫
Ω
∣∣∇Ψδ(v)∣∣2 dx  C
∫
Ω
|∇v|2 dx.
For v ∈ Ls(Ω), it is also clear that
∫
Ω
∣∣Ψδ(v)∣∣s dx  C
∫
Ω
|v|s dx.
By applying the result in [15] on each time interval (mδ, (m + 1)δ), 0  m  N − 1, there
exist a unique global solution (uN,pN) for u0 ∈D(R3+) such that
uN ∈ L2
(
(0, T );J 2(R3+)∩W 2,2(R3+)),
∂tuN ∈ L2
(
(0, T );J 2(R3+)),
uN ∈ C
([0, T );J 2(R3+)∩ J (R3+)),
∇pN ∈ L2
(
(0, T );L2(R3+)) for all T > 0.
Using our pressure representation and the property of uN , we also obtain pN ∈ L5/3(QT ). And
there exist their limits u,p such that
uN → u
⎧⎪⎨
⎪⎩
strongly in L2(QT ),
weakly in L2(0, T ;J (R3+)),
weak-star in L∞(0, T ;J 2(R3+)),
pN → p weakly in L5/3(ΩT ).
The limit (u,p) is a suitable weak solution of the Navier–Stokes equations (A.1).
2762 H.-O. Bae et al. / J. Differential Equations 244 (2008) 2741–2763The remaining part of the proof are similar to that of [3]. As a matter of fact, in [3] it is
remarked the followings;
The main difficulty lies in obtained bounds for the pressure. When Ω =R3 this may be done
directly, using the expression for ∇p which one obtains from the equations. When Ω = R3,
however, the situation is more complicated.
However, as we notice that the solutions of our problem become the Navier–Stokes solutions in
the whole space R3. Therefore, the estimates of p are obtained similarly, and we may follow the
construction as in [3].
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