Abstract The middle pulse repetition frequency (MPRF) and high pulse repetition frequency (HPRF) modes are widely adopted in airborne pulse Doppler (PD) radar systems, which results in the problem that the range measurement of targets is ambiguous. The existing data processing based range ambiguity resolving methods work well on the condition that the signal-to-noise ratio (SNR) is high enough. In this paper, a multiple model particle filter (MMPF) based track-beforedetect (TBD) method is proposed to address the problem of target detection and tracking with range ambiguous radar in low-SNR environment. By introducing a discrete variable that denotes whether a target is present or not and the discrete pulse interval number (PIN) as components of the target state vector, and modeling the incremental variable of the PIN as a three-state Markov chain, the proposed algorithm converts the problem of range ambiguity resolving into a hybrid state filtering problem. At last, the hybrid filtering problem is implemented by a MMPF-based TBD method in the Bayesian framework. Simulation results demonstrate that the proposed Bayesian approach can estimate target state as well as the PIN simultaneously, and succeeds in detecting and tracking weak targets with the range ambiguous radar. Simulation results also show that the performance of the proposed method is superior to that of the multiple hypothesis (MH) method in low-SNR environment.
Introduction
An airborne pulse Doppler (PD) radar system usually works in the middle pulse repetition frequency (MPRF) mode or the high pulse repetition frequency (HPRF) mode, which brings in new problems as range ambiguity. 1 To detect and track targets effectively, range ambiguity resolving before target tracking is required. At present, there have been lots of data processing based research on target tracking with range ambiguity and some effective methods have been proposed, such as the Chinese remainder theorem, 2,3 the permutation and combi-nation method, 4 multiple hypotheses (MH), 5 and so on. Furthermore, the authors have also proposed the hybrid filter and particle filter (PF) based methods in Refs. 6, 7 respectively. Those methods mentioned above solve range ambiguity by using accumulation of measurements from multiple scans, and adapt to the situation that the target signal-to-noise ratio (SNR) is high. However, when the target SNR is low, measurements can be accumulated effectively on the condition that the true range of the target has been identified, which means that the correct accumulation of measurements and range ambiguity resolving mutually are the premises and foundation. Therefore, target tracking with range ambiguous radar in low-SNR environment has to solve measurements accumulation and range ambiguity simultaneously, and is an intractable problem to be solved.
The track-before-detect (TBD) has recently emerged as a promising approach to target tracking in low-SNR environment. [8] [9] [10] Compared with traditional target tracking methods, the TBD takes raw non-threshold measurement data (e.g., reflected power) and realizes weak target tracking through an accumulation of measurements from multiple scans. Due to making full use of more potentially useful information contained in the raw measurements, the TBD will lead to a better performance when detecting and tracking weak targets.
At present, typical TBD methods mainly include dynamic programming, 10, 11 Hough transforming, 12 maximum likelihood techniques, 13 and so on. These methods, while effective, are batch methods which generally require discretization of the state space and are very computationally intensive. 14 As an alternative, Ristic, Boers and Rutten et al. proposed a recursive Bayesian TBD, implemented using PF techniques. [14] [15] [16] The main idea with PF is to represent the required posterior density function by a set of random samples with associated weights and to compute estimates based on these samples and weights, which offers advantages in computational complexity and flexibility in the target and noise models. Consequently, the PF algorithm is quite suitable for nonlinear and non-Gaussian estimation problems, and has drawn much attention in recent years. [17] [18] [19] [20] [21] [22] As results, this paper proposes a multiple model PF (MMPF) based TBD approach to address the problem of weak target tracking with range ambiguous radar in low-SNR environment. A general solution to range ambiguity resolving is multiple hypotheses with ambiguous measurement. This method, while feasible, is computationally intractable for that it needs to assign a filter for each possible measurement. This paper makes full use of the PF that each particle represents a possible target state, and avoids the problem by updating the target state with the ambiguous measurement directly. In this paper, the incremental variable of the pulse interval number (PIN) is treated as a discrete variable which characters the models of dynamic equation. Furthermore, the values of the incremental variable are modeled as a three-state Markov chain, which might switch among different models randomly. As results, the problem of range ambiguity resolving and target tracking is converted to a hybrid state filtering problem.
The rest of this paper is organized as follows. Section 2 formulates the problem of range ambiguity. Section 3 presents the system setup for hybrid filter. Section 4 derivates the recursive solution in the Bayesian framework. Section 5 gives the MMPF-based TBD implementation of the proposed algorithm. Section 6 presents a tracking example with simulation results to demonstrate the effectiveness of the proposed method. This is followed by conclusions in Section 7.
Problem formulation
Assume that R max is the maximum range of interest, and {F i |i = 1, 2, . . ., L} is the set of HPRFs used for range ambiguity resolving. Without loss of generality, the i th PRF F i is taken to formulate the problem of PRF radar range ambiguity. The maximum unambiguous range R u,i corresponding to F i is given by
where C is the speed of light. As illustrated in Fig. 1 , let r i,k (i = 1, 2, . . ., L) denote the ambiguous range measurement at time k. Then, all possible ranges are generated by
with
. . . ; LÞ ð 3Þ denoting the maximum unambiguous number. The function Floor(x) means to get the nearest integer less than or equal to x. The value j 2 {0, 1, . . ., P i } is defined as the pulse interval number (PIN) corresponding to PRF F i so that r j i;k reflects the true range of the target at time k. Fig. 1 demonstrates that the true range of the target must be one of the ranges represented by Eq. (2); however, it is impossible to tell directly which one is true. Therefore, it is necessary to provide an integrated approach to the joint estimates of the target state and the PIN.
System setup
In this section, a hybrid state model is formulated in polar coordinates and has ambiguity in the range measurements. It is assumed that a radar is located at the origin of the coordinate system and responsible for detection of a single target with constant velocity.
Since the target states such as radial range and velocity are continuous, while the value of the PIN and its incremental variable DPIN are discrete, it is natural to pose the problem of simultaneous range ambiguity resolving and target tracking as a hybrid estimation problem. Fig. 2 shows the general block diagram of the hybrid system scheme.
The dynamic model and the measurement model that will be used in the TBD are described as follows. 
Dynamic model
The target state
T contains the target radial range r k and the radial velocity v k , The state propagation from time k to k + 1 is given by
and
respectively denoting the transition matrix and the distribution matrix of process noise, where T is the sampling interval, and v s,k is a zero-mean white process noise characterized as
. ., L) denote the incremental variable of PIN i,k , where PIN i,k is the PIN corresponding to the i th PRF at time k. It is assumed that the increase or decrease of the target range cannot exceed the maximum unambiguous range in one sampling interval. 7 Letting m i,k = 1, 2, 3 respectively denote that PIN i,k moves backward to the previous pulse interval, the target maintains the current pulse interval, and the target moves forward to the next pulse interval, the state model of PIN i,k can be reasonably simplified as
and DPIN i,k can be obtained as follows:
Take the PIN as an element of the state vector, i.e.,
The extended dynamic equation is given by 
with G s,k and v s,k known as Eqs. (6) and (7), respectively, and
. ., L) takes one discrete value out of S = {1, 2, 3} at a random time step, it can be modeled by a three-state Markov chain 23 with
denoting the model transition probability that m i,k switches from p at time k À 1 to q at time k. In summary, the transitional probability matrix is given by
which is assumed to be known, and the initial model probabilities denoted as u i,1 = P{m i,0 = 1}, u i,2 = P{m i,0 = 2}, and u i,3 = P{m i,0 = 3} satisfying u i,1 + u i,2 + u i,3 = 1 are also assumed to be known.In addition, the target can appear and disappear from the surveillance region spontaneously at time k. Letting E k = 0 denote the event that a target is not present and E k = 1 denote the opposite, the target presence variable E k is modeled by a two-state Markov chain. Furthermore, the transitional probabilities of target ''birth'' and ''death'', defined as
are known, and then the probabilities of staying alive and remaining absent are given by 1 À P d and 1 À P b , respectively. In summary, the transitional probability matrix is given by The initial target existence probability, denoted as l e = P(E 0 = 1), is also assumed to be known.
Measurement model
The measurements are in the form of reflected power. The 15 where
with N r , N d , and N b respectively denoting the number of range, Doppler, and bearing cells. According to whether a target is present or not, the complex amplitude data z ijl A;k is given by z ijl
is the complex amplitude of the target, A k is the average return amplitude, and A k h ijl A ðx k ; R u;k Þ is the reflection form that is defined for every range-Doppler-bearing cell by
with r app,k , d k , and b k respectively denoting the apparent target range, Doppler, and bearing measurements at time k. R, D, and B are constants related to the sizes of range, Doppler, and bearing cells. L r , L d , and L b represent constants of losses. The noise w ijl k is the measurement noise in the resolution cell (i, j, l), which is assumed to be independent from cell to cell and from frame to frame and is defined by
where w I,k and w Q,k are independent and zero-mean while Gaussian with the variance r 2 w .
Comments
This paper focuses on range ambiguity resolving in low-SNR environment. For simplicity, a radial range and radial velocity filtering model is set up. In this model, the bearing information is not concerned. If the bearing measurement is available, the corresponding linear dynamic equation can also be set up with a state vector that is made up of target poison and velocity states. Therefore, the simplified model does not affect the generalization of the proposed method.
Recursive solution in the Bayesian framework
For describing convenience, introduce the hybrid state vector
T that now has four dimensions. The problem of the TBD for range ambiguous radar can now be formulated in the framework of recursive Bayesian estimation as follows.
Given the joint posterior PDF of hybrid target state and target existence at time k À 1, denoted as p(y kÀ1 , E kÀ1 |Z kÀ1 ), and given the latest available measurement z k , the goal is to construct the joint posterior PDF at time k, i.e., p(y k , E k |Z k ). The posterior probability of target existence at time k
is then computed as the marginal of p(y k , E k = 1|Z k ). The problem is conceptually one of hybrid estimation. The formal recursive Bayesian solution can be presented as a two-step procedure, consisting of prediction and update. If E k = 0, the target state is not defined. For E k = 1, the prediction step can be expressed as:
where
The transitional density p(y k |y kÀ1 , E k = 1, E kÀ1 = 1) that is featured in Eq. (27) is defined by the target dynamic model in Eq. (11) . The probability density function (pdf) p b (y k ) in Eq. (28) denotes the initial target density on its appearance. This density, in the Bayesian framework, is assumed to be known.
Conceptually, the update equation in the Bayesian framework is given by
where the prediction density p(y k , E k = 1|Z kÀ1 ) is given by Eq. (26) and p(z k |y k , E k ) is the likelihood function. For the measurement model described in Section 3.2, the likelihood function can be expressed as follows:
where p n ðz ijl k Þ is the pdf of the background noise in cell (i, j, l), while p t ðz ijl k jy k Þ is the likelihood of the target signal plus the noise in (i, j, l) given target state y k . We are able to assume independence of cell measurements in Eq. (30) because the measurement noise w ijl k in Eq. (24) is independent from cell. The two probability density functions p n ðz ijl k Þ and p t ðz ijl k jy k Þ can be further expressed as
respectively denoting the average power of target and the power contribution of a target in every range-Doppler-bearing cell, respectively. Since a target will affect only the surrounding cells, 14 the expression for p(z k |y k , E k = 1) can be approximated as follows:
where C i (r k ), C j (d k ), and C l (b k ) are the sets of subscripts i, j, and l, respectively, corresponding to the cells affected by the target.
MMPFA based TBD implementation
In this section, the recursive Bayesian solution of the hybrid systems described in the previous section will be implemented with the MMPF, which can directly approximate the densities required by Eqs. (11) and (30).
To reduce the computational load of the proposed method, the likelihood ratio is introduced, which is defined as
where h ijl P is defined in Eq. (36). The importance weights are now given by
ð39Þ
. ., i 0 + p}, where i 0 is the nearest integer value of the particle state vector component r k = x k [1] and p is a design parameter. A similar procedure is used for the selections of C j (d k ) and C l (b k ). Given the particle set fy
where N is the number of particles, the procedure of the proposed algorithm for one cycle is described in Table 1 .
The estimate of the posterior probability of target existence defined in Eq. (25) is used for the TBD performing target detection. As results, the target existence probabilityP k at time k is computed as 
END FOR
Resampling ½fy
which satisfies 0 6P k 6 1. IfP k exceeds a given threshold c, target presence is declared, and the estimated target statex k and the estimated PIN and PÎN c;k are respectively given bŷ
and PÎN c;k ¼ Round
where the function Round(x) means to get the integer nearest to x. The proposed method in Table 1 is initialized by drawing samples E n 1 (n = 1, 2, . . ., N) from the initial target existence probability l e . For "n 2 {1, 2, . . ., N} such that E n 1 ¼ 1, the particle state vector is initialized by respectively drawing samples x n 1 and m n i;1 from the initial proposed density q b (AE|z k ) and the initial model probabilities. For those particles such that E n 1 ¼ 0, the state vector has no definition.
Simulations

Scenario
In this section, a tracking example is presented to demonstrate the effectiveness of the MMPF TBD proposed for range ambiguous radar.
In the scenario, initially there is no target present, and then a target appears after 5 s at a position of 87. Assume that the radar can work with the modes of single-PRF and multiple-PRFs alternately. A sequence of 50 frames of measurements has been generated with the process noise q s,k = 5 m/s 2 . For describing convenience, the repetition pulse interval (RPI) is used instead of the PRF. Setting that the radar works with single-PRF mode and the corresponding RPI is 37 ls, Fig. 3 shows the true ranges of target and ambiguous ranges that are generated by simulation for the purpose of illustration. It should be noticed that the measurements are in the form of reflected power, and the ambiguous ranges cannot be obtained directly by the radar in practice.
Supposing that the covariance of noise is r 2 w and the average power of target is P, the SNR for the target is defined by 15 SNR ¼ 10 lg P 2r 2 w dB ð43Þ Fig. 4 gives four image frames of the measurement sequence (frame numbers 2, 8, 30 and 48) according to the described experimental scenario when SNR = 3 dB. Cell intensity is shown in a gray linear scale, with white color indicating the highest intensity. It can be seen from the figure that it is impossible to detect the existence and confirm the location of the target directly by visual inspection.
Initially, the particles are uniformly distributed in the state space, in the area between [50, 100] km and [1, 0.35] km/s. The remaining parameters of the MMPF are selected as follows: the transitional probabilities P b = P d = 0.05; the initial target existence probability l e = 0.5; p = 2; the initial model probabilities u i,1 = u i,2 = u i,3 = 1/3(i = 1, 2, . . ., L) and the model transition matrix 
The choice of the model transition matrix implies that the increase or decrease of the radial range of target during one sampling interval cannot exceed the unambiguous range.
Effectiveness verification
In order to validate the effectiveness of the proposed method, simulations are made. The parameters of simulations are listed in Table 2 . 5 shows the estimated existence probability of target at each time step. Asterisks at the bottom of the figure denote the presence of a target. It can be seen from the figure that if the threshold that determines whether a target is presence or not is set at 0.6, the proposed method can establish target presence or absence immediately. Furthermore, the existence probability keeps near 0 when the target is absent, climbs rapidly near 1 when the target appears, and drops rapidly when the target disappears, which demonstrate that the detection performance of the proposed method is quite stable. Fig. 6 shows the comparison between the true range of target and the estimate state. It can be seen from the figure that the proposed method can deal with range ambiguity and target tracking successfully. Table 3 gives the root mean squared errors (RMSEs) of the radial range and the radial velocity estimates.
It can be concluded from the simulation results that:
(1) The position (radial range and radial velocity) error drops to the level of 0.0662 · 0.0074 (about half of the size of the resolving cell R · D = 0.1110 · 0.0133) 1 s after the target presenting, and is much smaller than the size of the resolving cell when the filtering comes to stabilization, which demonstrate that the proposed method has a very good convergence. (2) Only one PRF is adopted by the radar in the simulation, which means that the proposed method can overcome the limitation of the Chinese remainder theorem that the number of range cells corresponding to pulse repetition frequencies must be coprime.
Simulation with different target SNRs
Assuming that N = 10,000, and the radar works with the mode of 2 PRFs alternately, Fig. 7(a) -(c) respectively show the comparisons of estimated target existence probabilities, Fig. 8 Estimates of the PINs.
RMSEs of radial range and radial velocity estimates when the SNR varies from À1 dB to 3 dB. It can be seen from Fig. 7 that, except that there are several seconds delay for the detections of target appearance and disappearance, the proposed method can detect and track a target with low SNR effectively.
Simulation with different numbers of PRFs
Setting N = 10,000 and SNR = 3 dB, and letting Mode 1, Mode 2, and Mode 3 respectively denote the cases that the radar works with the modes of single-PRF, 2 PRFs alternately, and 3 PRFs alternately, the influence of the number of PRFs on the performance of the proposed algorithm is investigated. Fig. 8(a)-(c) respectively present the comparisons between the estimated PINs and the true PINs. It can be seen from the figures that the estimated PINs can exactly reflect the true PINs despite the mode adopted by the radar. Therefore, the proposed method performs well in ambiguity resolving. Fig. 9 (a)-(c) respectively show the comparisons of estimated target existence probabilities, RMSEs of radial range and radial velocity estimates when the radar works with these three modes.
(1) The detection performance of the single-PRF mode may be affected by the PIN jumping, while the multiple-PRF modes can overcome this problem. (2) The tracking performances of the multiple-PRF modes have no obvious improvement than that of the single-PRF mode, which may be caused by the alternate changing of PRFs.
Simulation with different numbers of particles
Assuming that SNR = 3 dB and the radar works with the mode of 2 PRFs alternately, Fig. 10 (a) and (b) respectively give the RMSEs of radial range and radial velocity estimates when the number of particles N varies from 1000 to 10,000. Fig. 10 shows that the performance of the proposed method is improved as the increase of the particles number. The more particles are used in the filter, the better convergence performance is presented. Table 4 gives the average computational time cost per step. It should be noticed that the simulations are carried out on a computer with quad 2.66 GHz Intel Coreä 2 processors and 3 GB RAM.
It can be seen from Table 4 that the average computational time cost per step almost increases linearly with the number of particles. Furthermore, the average computational time cost per step is far smaller than the sampling interval T = 1 s, which demonstrates that the proposed method can meet the real-time requirements of the dynamic system.
Simulation with different model transition matrices
Assuming that N = 10000, SNR = 3 dB, and the radar works with the mode of 2 PRFs alternately, Fig. 11 
It can be seen from P m,1 and P m,2 that P m,1 emphasizes on diagonal dominating, while P m,2 is apt to taking values equally. Simulation results demonstrate that the choice of the model transition matrix has little effect on the performance of the proposed method.
Comparison with the MH-based method
To analyze the quality of the proposed algorithm, comparisons with the MH method proposed in Ref. 5 are made. Fig. 12 (a) and (b) respectively show the RMSEs of radial range and radial velocity estimates obtained with the MH-based method and the MMPF-based method for different target SNRs.
It can be seen from Fig. 12 that, when the SNR is high, the MH-based method and the proposed method both perform well in target tracking. However, when the SNR is low, the RMSE of the MH-based method presents the trend of divergence, which means that the MH-based method is not suitable for target tracking in low-SNR environment. 
Conclusions
This paper has introduced a recursive MMPF-based TBD algorithm addressing weak target detection and tracking with range ambiguous radar in low-SNR environment. By extending the target state vector with the discrete PIN and modeling the dynamic equation with the discrete incremental variable of the PIN, the problem of ambiguity resolving is converted into a hybrid state estimation problem. The proposed method can overcome the limitation of the Chinese remainder theorem and solve range ambiguity and target tracking simultaneously. Furthermore, the proposed method can estimate the target state as well as the PIN corresponding to the PRF at certain time step when the target is present. The effectiveness of the proposed method in range ambiguity resolving and weak target tracking is verified by simulations with different parameters and the comparison with the MH-based range ambiguity resolving method. Future works will involve detection and tracking maneuvering weak targets with range ambiguous radar.
