In this paper a workflow to reconstruct complicated parts of the human body is presented. This approach focuses on the surface measurement of an human shoulder acquired through a synchronized multi image acquisition system. This surface measurement at certain steps of the video sequence will serve as a key frame to fit soft objects related to an articulated skeleton to it and therefore constraint the tracking procedure in the inbetween frames. The approach shows a workflow for a 3D reconstruction of an human shoulder starting with the camera set up and image acquisition, camera calibration and orientation, surface measurements and ending in a 3D reconstruction of the scene at a certain frame. The process is described and tested with images acquired from a commercial rendering software package. This work is embedded in the REBOMO+ project * , which is a joint project with the Computer Graphic Lab of the EPFL Lausanne.
INTRODUCTION
In this paper a photogrammetric surface measurement method is presented. Photogrammetric techniques 5, 6, 7, 9, 10, 17 offer accurate surface measurement by the simultaneous acquisition of images from different directions. The method is chosen mainly out of three aspects 7 : the accuracy of the achieved measurements, the time required to acquire data, and the hardware costs. If a human body part is measured, the effective accuracy depends strongly on the required acquisition time. An human body part always moves unconsciously (e.g. breathing, muscle contractions). Therefore, only a short acquisition time can assure the accuracy potential of the used system. Moreover, the simultaneous acquisition of the images allows the measurement of moving surfaces and even the recording of dynamic events in the meaning of surface tracking. Keeping a realization of the method in mind, the cost of hardware is limited to the cameras, lenses and if needed frame grabbers. The arrangement of the cameras, a thorough calibration of the camera system and an accurate establishment of image correspondences are required to achieve a sufficient 3D reconstruction.
SYSTEM OVERVIEW
The general stages of the presented body reconstruction pipeline are: (1) camera setup and image acquisition, (2) camera calibration and orientation, and (3) surface measurements (Fig. 1) . The imagesequence character of video cameras do allow to design calibration strategies, which are more appropriate to the calibration of multicamera systems than conventional selfcalibrating techniques (2.2). The imagesequence of the camera is used to gain a point cloud through a moving reference field consisting of five signalized spheres in a specified arrangement. The fixed signalized spheres on the moving testfield can be easily detected and allocated (2.2.1). The test field is moved around the shoulder and the object coordinates are describing a hull (Fig. 5 ) in the volume of interest. After the selfcalibrating bundle adjustment is done, the object coordinates are used as initial values for the surface measurements (2.3). These 3D coordinates are the link between the calibration procedure and the surface matching algorithm. 
Camera Set Up and Image Acquisition
Following aspects are considered for setting up a multiple synchronized camera system for shoulder surface measurements:
(1) The five points of the reference field should be well distributed in the acquired images. This is of immense importance at the initial frames to gain the approximative exterior orientation of the initial cameras (2.2.2) and in the selfcalibrating free bundle adjustment (2.2.3).
(2) The pixel sizes of the coded targets ( Fig. 5 ) are in a specified range (2.2.1).
(3) The cameras are not positioned in a collinear setup. This arrangement would avoid the intersection of the epipolar lines for the surface matching (2.3.2).
(4) For the surface matching a triplet is used. It is the minimum number of cameras, which must be used by the matching algorithm (2.3.2).
There has to be a balance between all four mentioned aspects. The surface matching is influenced by the baseline and the arrangement of the cameras. On the one hand a certain length of the base line and convergence is of immense importance for a sufficient intersection angle, on the other hand the images should be close to each other to find corresponding points. For this simulation the nine cameras are split in three blocks. The positions of the cameras per block are fixed in a triangular setup and the focal length is chosen to be 14 [mm] . The triangular arrangement of the cameras in Fig. 2 is suboptimal for the intersection of the epipolar lines, but allows to find corresponding points in all three cameras. With this assumptions the camera system has a compact size of about 1. The image acquisition step includes the rendering of the images. The images are generated with the commercial modeling, rendering and animation software package Maya Unlimited 6.0 from Alias Wavefront . The software enables to set up a virtual scene and render it with an high quality. The rendering can be done with the software, hardware, mental ray and vector renderers of Maya. The hardware rendering also enables the creator to have high quality realtime previews. The images are rendered with a pixel size of 10µm and a resolution of 660x660 [pixel] . The avatar for this scene was constructed from a VRML97 22 prototype of the humanoid animation working group 12 . Through the hierachical structure of the nodes in the scene description language VRML97, the avatar can be adapted to the required dimensions. Predefined models can be found on the homepage of the Center for Human Modeling & Simulation at the University of Pennsylvania
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. From the huge amount of existing models the Hiro Humanoid Model Series is chosen, because it fulfills the need for this simulation in the sense of simplicity and flexibility the best. 
Multi Image Sequence Based Camera Calibration and Orientation
In this section a method for calibration and orientation of a synchronized multi image acquisition system is described. The term multi image refers to multiple images acquired from different positions in space describing the same scene and multiimage sequence is associated with multi images acquired during the time interval. The camera calibration and orientation is based on stationary cameras and moving targets. It uses the image sequence acquisition nature to get multiview correspondences of the image coordinates. At the beginning a short overview of existing methods is given.
In the simplest version, one single easily detectable marker has to be tracked through image sequences of multiple pre calibrated cameras 21 . A laser pointer is waved through the volume of interest (Fig.4(a) ). This avoids the necessity of homologous feature identification for the establishment of multiview correspondences. The singlemarker does not allow for the determination of the interior orientation. If a reference bar with known length is waved through the object space ( Fig.(4(b) ), the full camera orientation and calibration can be achieved 15 . The problem of feature identification and establishment of multiview correspondences can be reduced to the tracking of two targets. The datum is defined as a free network with arbitrary origin and rotation; the scale is defined by the length of the reference bar. Another way of fixing a datum and therefore getting approximations for the exterior orientation is a method used by the company emotion3D 8 . The initial images of the sequence (called axes sequence in Fig. 4(c) ) are used to take a snapshot of a reference frame. This reference frame sets the origin of the coordinate system of the working volume. The second phase of acquisition (defined as wand sequence in Fig. 4(c) ) captures the movement of a wand that is systematically swept across the working volume. In this second phase the optical model of the cameras and their orientation in space are estimated. In this paper the technique of camera calibration and orientation is based on a moving reference field through the image sequence of simulated multiple synchronized cameras (Fig. 5) . The signalized spheres of the reference field are fixed on an asymmetric cross where one axis is coded by a signalized white strip. The reference field is moved as close as possible around the body part of interest and the object points defining a hull around it. With this calibration approach the reference field is exactly situated where it should be; namely close to the location where the measurements take place. The main reasons for choosing this referencefield are the detecting of image points with geometrically conditions of the reference field (2.1.1), achieving approximations for the exterior orientation from the initial cameras (2.1.2), making use of different focal lengths available, and strengthen the bundle adjustment with two distances in every frame (2.1.3).
Point Detection and Point Correspondences
For the purpose of point detection the imagesequence is converted to binary images. Thresholding is done and morphological operations are used to increase the quality of the extracted points. The explained operations are necessary for the following labeling of the connected components in the binary image. For the labeled regions a set of properties is measured. The important values of this measurement are the area and the center of each labeled region. Out of the information of exterior boundary tracing a simple estimate of the object's perimeter can be computed. Together with the information of the area of the feature a roundness metric is calculated. The shape factor 2 is gained through the equation p 2 /(4πa), where p is the perimeter and a the area of the connected pixels. This shape factor is one for a circle and greater than one for any other object. With this approach the objects are classified into exactly two categories. Out of the geometrically relation between the different features an efficient classification can take place. If there are at least three circles and one line detected, the algorithm will move on. The pixels of the perspective projected cylinder (line) are used to define a regression line. If the distances of the three circles to the regression line are beyond a given threshold, this features are used. From the regression line a search in both directions is done. Now the three circles are ordered in center, close from center, and far from center. If there are in maximum two features remaining, they are allocated in relation to the distance to the center object. The center of each classified round object is gained through a centroid operator. The center of mass is calculated as a weighted average of the pixel coordinates in a patch. The centroid operator also delivers the size of the detected feature. If the pixel size is greater than a certain threshold (>10 pixel), the pixel coordinates are improved through least squares matching. A diagram about the relation between the pixel size and the preferred method can be found in Ref. 14. For every single image the extracting operator tries to find at least the line and three round objects close to the line and save them together with the frame number.
The storage of the frame number with the extracted round objects is the needed additional information to find correspondences at each frame. Therefore no matching or tracking between images of the same frame or images in consecutive ones is needed. The features are only related to the objects through geometrically constraints. This enables the system to find correspondence points in very different images of the same frame.
Exterior orientation parameters
A linear approach for the recovering of the exterior orientation parameters in a planar object space is used. The method is based on homogeneous coordinate representation and matrix factorization. The homogeneous coordinate representation offers a direct matrix correspondence between the parameters of the 2D projective transformation and the collinearity model. It is cooperative strategy between the 2D projective transformation and a linear version of the collinearity model. The 2D projective transformation supplies the orientation parameters, which serve as an input in the linear version of the collinearity equation to determine the camera position. A detailed description of the used method can be found in Ref. 20 . This method of linear recovery of the exterior orientation is used in the initial frames and at least two cameras have to face the reference frame. During the reference field is moved through the object space the preorientated cameras are delivering the 3D coordinates through forward intersection. After the reference field appears in other camera views 3D direct linear transformation 1 is applied to get the calibrationapproximations of the remaining cameras.
Bundle Adjustment
The point correspondences, the approximations of the interior and exterior orientations and the coordinates of the 3D points in the object coordinate system are needed for the selfcalibrating bundle adjustment. In the free bundle adjustment all approximative object coordinates are used to define the datum. In this case the trace of the covariance matrix will be minimized. In every frame two lengths between the signalized spheres are introduced as additional observations to strengthen the network. The bundle adjustment is processed in 40 frames with nine camera stations, 200 object points and 80 distances. Gaussian noise is added to the image coordinates to make the simulation more realistic. This yields to an uncertainty of 0.5 pixel in the image coordinates, which is a pessimistic assumption for measuring signalized points. The simulation shows the influence of the regular point distribution. Because of the regular horizontal moving of the reference frame (Fig. 5) , all additional parameters could not be solved. The value of the principal point in vertical direction had to be fixed. The camera constant, the principal point in x, the differential scale factor in x, the shear factor and the parameters of radial and decentric distortion are not significant. The average theoretical standard deviations of the object coordinates are σX = 0.27 [mm], σY = 0.15 [mm] and σZ = 0.27 [mm].
Surface Measurements and 3D Reconstruction 2.3.1 MultiImage Cross Correlation
The gained 3D coordinates in object space serve as an input for fitting a primitive to it. In the case of the shoulder or upper human body a cylinder is fitted. Another way getting a denser point cloud is interpolating a mesh and defining a uniform grid on it. The interpolated mesh should be robust in the sense of oscillation, because afterward the angle between the normal and the direction vectors to the projection centers of the cameras are used. Matlab 16 uses a method which is documented in Ref. 19 to avoid this behavior. With the help of the angles between the normal vector and the direction vectors to the projection centers in every point on the initial mesh the cameras are chosen (Fig. 6(a) ). Due to the complicated shape of a shoulder and the limited amount of cameras (keeping a practical aspect in mind), the three best ones are selected. Best in this case means that the three cameras with the smallest angle between the normal vector of the initial mesh and the direction vector to the projection center are used. Through this method the cameras are categorized in one template image and two search images. The conventional image cross correlation starts with cutting a patch out of the template image and moving it in the search images to find the minimum change of gray values. The search space can be limited to the epipolar line and a range defined by the parallaxes between the cameras. The method used in this paper is based in object space. The points on the initial mesh are moved along the ray of the "template camera's" direction vector. If the point is moved in that direction, the search patches will be constrained to the epipolar line. This method seems to be similar to the image based one, but the normalized cross correlation information of both searches can be combined through simple addition along the epipolar line 23 . This method is getting more powerful, if more search images are involved through more cameras or through the usages of consecutive images in a video sequence. In practical approaches silhouette information can be used to improve the result. The silhouette is extracted in the region of interest with a method based on foreground segmentation and graphical cut. The algorithm is described in Ref. 13 . The backprojected 3D points out of the normalized multi image cross correlation are tested with a standard point in polygon test, if they are situated in the silhouette extracted area.
(a) (b) Figure 6 . From bundle adjustment's object coordinates to the approximations for the matching. After fitting a cylinder to the object coordinates (a) (regular grid with direction vectors pointing to the three used cameras) and navigating these points via multiimage crosscorrelation closer to the shoulder, the initial mesh serves as approximation (b) for multiphoto matching (initial mesh for first three cameras (Fig 2(a) /(b) -the first three cameras from the left border of the images).
MultiPhoto Matching
The approximations shown in Fig 5. are refined through multiphoto geometrically constrained matching. As geometrically constraint the forward intersection is introduced. The approximations, which are gained through multi image cross correlation (2.3.1), are backprojected to the selected three images. The template patch of the images is fixed and through every adjustment loop the search patches are affine transformed and moved along the epipolar line. The algorithm enables to combine the surface measurements with the 3D reconstruction and is described in detail in Ref. 4 . Every object point, which is gained through matching, can be seen as single process to be computed. For this purpose the processing jobs can be easily distributed in our linux network and the processing time is decreased (factor t ime/(used network processor)).
