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Abstract 
This paper provides an overview of a novel approach 
towards direct interaction with large display systems 
using natural hand pointing. Determining two points in 
3D space and extracting the line of pointing is one of the 
key processes in our proposed human-computer 
interaction system. To avoid restraints imposed by input 
devices, our system uses monocular computer vision and 
a face detection algorithm. An estimation method for 
determining the depth of the user’s fingertip is also 
proposed. A proof-of-concept prototype was implemented 
to demonstrate the feasibility of our ideas
.. 
Keywords: Monocular computer vision, face detection, 
large displays. 
1  Introduction 
Large displays have become less expensive in the last few 
years, as have the performance of graphics processors; 
computer users can now afford and demand more screen 
real estate. It has been shown that large displays provide a 
higher productivity gain as well as user satisfaction 
(Czerwinski et al., 2003). Large-scale display systems 
spanning an entire wall are widely used in many modern 
information technology facilities, especially for non-
interactive purposes such as presentations, information 
visualizations and 3D immersive environments. For 
interactive purposes, the standard input devices such as a 
keyboard, a computer mouse, a joystick, and data gloves 
are dominantly used.  
Since its mainstream introduction with the Apple 
Macintosh in the mid-1980s, the mouse-operated desktop 
graphical user interface (GUI) has become the interface 
of choice for personal computers (PCs). This interface 
was designed to support the tasks common to computers 
at that time, namely word processing, spreadsheets, 
drawing, project planning, and other “productivity tasks.” 
These tasks are typically performed with a user sitting in 
a chair at a desk. The desk provides a surface for the 
operation of the mouse as well as placement of the 
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monitor, typically a high-resolution display less than two 
feet from the user. The mouse has gone through 
numerous cycles in ergonomic improvement, from the 
earliest brick-like units with mechanical rollers to the 
sculpted optical wireless mice prevalent today. Various 
studies (Shneiderman, 1987, Douglas & Mithal, 1994, 
Preece, 1994, MacKenzie & Jusoh, 2001, Mithal & 
Douglas, 1996) have shown this to be a simple to use and 
efficient input device. 
However, there are a number of reasons why these 
devices are less than optimal for large displays. From the 
outset, in 1968, Douglas Engelbart developed the mouse 
to provide a way for users to interact with personal 
computers (Engelbart & English, 1968). It was not 
anticipated to be used in a large display environment. As 
a result, the mouse only performs moderately well when 
scaled to large screens. 
The computer mouse is an intermediary pointing 
device that provides a mean for human to interact with 
the computer. It is a tool for mapping hand movements 
into on-screen cursor movement to manipulated on-screen 
objects. However, as it only provides an indirect mapping 
from an input space (usually a horizontal table used by 
the mouse) to a different output space (usually a monitor), 
its drawback includes reduced freedom and efficiency. 
One approach that is currently being used to reduce 
these challenges is by using our own hand as the input 
device, thereby throwing away the intermediary device 
that has restricted our mobility and freedom. This is an 
interesting concept because the pointing gesture is 
natural, intuitive, and easy to use and understand. Indeed, 
children can use body postures and gestures such as 
reaching and pointing by about 9 months (Lock, 1980). 
The act of pointing using the index finger to point at 
something is defined as the “deictic gesture”(Wahlster, 
1991). 
Our project will build on previous work and take 
another step further towards this ultimate goal. In this 
paper we present a new method for interacting with large 
displays using natural hand pointing and monocular 
computer vision. Previous approaches and the state-of-
the-art techniques in this area will be presented in the 
next section followed by a brief overview of our proposed 
interactive system. We will then explain the conceptual 
design of our system, how it improves from previous 
solutions, and the kinds of problems it solves. Then we 
will describe in detail our method and implementation 
details for extracting the line of pointing from the head 
and hand position from the user.    2
2  Related Work 
Perhaps the most direct form of interaction is being able 
to point at something with your hand without any 
restrictions. Systems with such a user interface have the 
advantages of having no physically touchable surfaces 
and are thereby highly suitable for hygienically 
demanding environment such as factories or public 
spaces. Depending on the system set-up, they usually 
allow users to interact with the display wherever they are 
standing. 
The Hand Pointing System (Takenaka, 1998) 
developed by Takenaka Corporation uses two cameras 
attached to the ceiling to recognise the three-dimensional 
position of a user’s finger. A mouse click is mimicked by 
using a forward and backward movement of the finger.  
The Free-Hand Pointing (Hung et al., 1998) is a 
similar system that also uses a stereo camera to track the 
user’s finger, by first detecting and segmenting the finger 
with a global search. The fingertip and finger orientation 
is then determined in a local search. Apart from the 
“finger-orientation mode” where the line from finger to 
display is determined from the finger orientation, they 
have also introduced the “eye-to-fingertip mode” where 
the line from finger to display is determined from the eye 
(either left or right eye) to fingertip. They found that the 
latter approach is more susceptible to noise because of the 
higher resolution given by the larger distance between 
eye and fingertip. However, users need to raise their hand 
high enough so that it is between the eye and the display. 
The PointAt System (Colombo et al., 2003) which 
allows users to walk around freely in a room within a 
museum, while pointing to specific parts of a painting 
with their hand. Two cameras are set-up to detect the 
presence of a person by using modified background 
subtraction algorithm as well as skin colour detection. 
The tip of the pointing hand and the head centroid is then 
extracted. By using visual geometry and stereo 
triangulation, a pointing line is then deduced. This 
method can also be applied to more than two cameras, 
and does not require manual calibration. Dwell clicking is 
used in this implementation.  
Similar to Colombo, Nickel and Stiefelhagen (Nickel 
& Stiefelhagen, 2003) also used a set of stereo cameras to 
track the user’s hand and head to estimate the pointing 
direction in 3D. Pointing gesture is recognised by using a 
three-phase model: Begin (hand moves from arbitrary 
position towards pointing position), Hold (hand remains 
motionless while pointing) and End (hand moves away 
from pointing position). They found that adding head 
orientation detection increases their gesture detection and 
precision rate. Comparing three approaches to estimate 
pointing direction, they found that the hand-head line 
method was the most reliable in estimating the pointing 
direction (90%). The others were forearm direction and 
head orientation.  
There are a number of problems associated with using 
two cameras (Takatsuka et al., 2003). One is the reduced 
acquisition speed, as there is a need to process two 
images entirely to locate the same point. A single camera 
reduces the need to analyse and match multiple video 
streams which in turn makes it much easier and simpler to 
allow real-time computation. It might also be more 
suitable in some situations such as when designing for 
personal use at the home or in the office, or when the 
budget needs to be kept at a minimum. Compared with 
monocular techniques, it is easier to find the exact 
location of a certain object in the scene using stereoscopic 
view, and this is the reason why the use of stereo cameras 
are so popular among gesture based computer vision 
researchers. However, only a few literatures have been 
found using monocular vision to allow the use of remote 
hand pointing gesture whilst being non-intrusive.  
The contribution of this paper is to provide an 
approach to determining the two points in the 3D space 
using a single webcam. 
3  Conceptual Design 
Our goal is to design a natural interactive system for large 
screens that improves on previous solutions. To provide 
natural interaction, the system must allow users to point 
at the display directly using their bare hand. The idea is to 
place a web-camera above the screen and have it pointing 
downwards so that it can sense the location of the user. 
To determine the user’s pointing direction, imagine a ray 
which originates from the user’s eye through the user’s 
pointing finger and intersects the display screen. The 
resulting position on the display would be the user’s 
intended target. An on-screen cursor would be shown at 
the same location that the user is pointing (figure 1).  
 
 
To determine the pointing direction, image processing 
must be performed to track the hand and fingertips. We 
use a widely accepted fundamental mathematical 
principle that we can draw exactly one straight line 
through two different points, and in our case, two points 
in 3D space.  
We have therefore designed a system that is simple, 
direct, natural and easy to use. Hand gesture is non-
intrusive as the hand is the input device, and users do not 
need to hold any specialised devices, nor do they need to 
wear any special gear, or touch any surfaces. By using 
user 
Figure 1: Overview of our interactive system. A 
webcam tracks the user’s eye and fingertip. A line is 
extracted from these two points and extended to the 
display area where the on-screen cursor is calculated. 
large display 
webcam 
on-screen cursor  fingertip 
eye   3
computer vision they are not tied down to any particular 
location – therefore, they are free to move around and 
still be able to point at the screen easily (unconstrained 
and untethered). We have only required users to use the 
pointing gesture because it is the simplest and easiest 
gesture to perform.  
We have also decided to use a consumer web camera 
instead of other specialised equipment since it is cheap 
and widely available. Now-a-days, most computer users 
have one web-camera at home, but having two or more is 
less likely. With only one camera input, we only need to 
analyse one video stream rather than multiple streams. In 
addition, computation is reduced as there is no longer a 
need for matching multiple streams (e.g. stereo matching 
in a two camera setup). This in turn makes it much easier 
and simpler to allow real-time computation. Furthermore, 
a single camera is more suitable in some situations such 
as when the system is designed for personal use at the 
home or in the office, or when the budget needs to be 
kept at a minimum.  
The main challenges here is, therefore, to find 
methods and techniques that achieve the same goal as 
multiple camera set-ups - estimating the user’s intention - 
determining the pointing direction. The rest of this paper 
will address this problem in order to deduce the resultant 
point on the large screen.  
Our aim is to produce a method for finding the head 
and fingertip point and the resultant point using existing 
methods that is as simple and as quick as possible. Also 
we would like to use hardware that is as low-cost as 
possible. It should be noted that cameras will become 
cheaper and better with time and new algorithms will be 
more efficient as well. The next section discusses the 
estimation process used to demonstrate the feasibility of 
our design. 
4  The Geometry Estimation Process 
To estimate the pointing direction and the final resulting 
point, we divide the process into three-steps: head 
estimation, fingertip estimation, and resultant direction 
estimation. 
4.1  Head Estimation 
The first point that we need to estimate is the eye 
position.  
We define this point as the mid-point between the two 
eyes of the user e (mid-eye). To capture this point, we use 
a face detection algorithm on each frame we receive from 
the web camera. However, this only gives us the x and y 
coordinates in terms of the web camera. For the approach 
to work we need to know the two points in 3D space, we 
therefore need to determine the third dimension – the 
distance between the camera and the eye ce. As can be 
seen in figure 2, ce is vital in determining the position of 
e. 
 
Over the years various approaches have been used to 
determine depth in computer vision. Most of the previous 
work as seen in section 2 has been in dealing with stereo 
camera in which depth can be determined by stereo 
matching. Of the ones that only requires a single camera 
(monocular vision), a study has shown that it is possible 
to detected depth by comparing two frames taken from a 
moving vehicle (Murphey et al., 2000). However, in our 
situation, our camera will not be allowed to move. In 
another work, (Cantoni et al., 2001) a texture analysis 
approach was used as well as a histogram inspection 
approach to determine depth. However, both approaches 
can only “determine whether a point within an image is 
nearer of farther than another with respect to the 
observer” (Cantoni et al., 2001). We require an 
approximation that can estimate the distance the user’s 
face with respect to the camera, not against each other.  
As presented from an earlier work [citation removed], 
one approach in determining the depth would be to 
estimate it from the width of the face. For example, if we 
know that the face is 17cm wide, when the user move 
forward, their face size, in terms of the number of pixels 
capture by the webcam would increase. When they move 
backward, the face size would decrease. With this 
approach, we need to either (1) assume that all users have 
similar face size, or (2) introduce a calibration phase at 
the beginning to measure (manually or automatically) the 
actual human face size. Since we will only be building a 
proof-of-concept prototype, we will assume that users 
will have similar face size to begin with. 
Now that we have determined the mid eye point e 
with respect to the camera c,  the next step will be to 
detect the second point – the fingertip. 
4.2  Fingertip estimation 
The fingertip point f can also be determined by computer 
vision. As noted earlier, there are numerous literatures on 
hand detection and gesture recognition. Again, this only 
gives us results in 2D space. With the 3
rd dimension, it 
would be very difficult to use the width of the hand to 
estimate the distance since users can turn their hand in 
different ways when pointing and we adopted a different 
Figure 2: The first step is to calculate the 
distance between camera and eye (ce)
c 
p
c – web camera center  
e – mid eye 
f – fingertip  
p – resultant point on display 
ce – distance between c and e 
cf – distance between c and f 
f 
e 
cf 
ce 
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strategy. Our approach is to model the arm movement as 
a sphere around the shoulder of the pointing arm. The 
shoulder would then become the centre of the sphere with 
the arm’s length being the radius. With this approach we 
need to make two assumptions: (1) the user always has a 
fully stretched arm. (It is also possible to assume that the 
user has a half stretched arm. That is, keeping the upper 
arm close to the body and only stretching out the forearm. 
The joint between the upper arm and the forearm will 
effectively become the centre of the sphere. But for 
simplicity, the fully stretched arm is used); (2) the user 
uses their right hand for pointing (for simplicity). Figure 
3 illustrates this idea. 
 
This is a reasonable model since most pointing will be 
done in front of the user. Only a small portion of the 
circumference will be used, and therefore the extreme 
cases where an arm goes across and behind the body will 
not need to be accounted for. 
We can approximate the position of the shoulder by 
approximating from the distance of the face from the 
camera. We will assume that the shoulder is a 
proportional distance below the face a proportional 
distance to the right of the face, as well as having the 
same depth. We can then determine the sphere’s location. 
Having also known the direction of cf from fingertip 
detection of the webcam, we can then determine the 
intersection between the line cf and the sphere. When 
calculating the intersection, two values will be returned, 
and the one closest to the camera will be used, the other 
discarded. 
4.3  Resultant direction estimation 
Having known the two points, mid-eye and fingertip, it is 
straight forward to calculate the resultant direction. The 
resultant point would then be projected on to the display. 
5  Implementation  
To demonstrate the proposed conceptual design using our 
estimation methods, a proof-of-concept prototype was 
implemented. We used Visual C++ and an open source 
computer vision library – OpenCV – started by Intel 
Research’s Visual Interactivity Group and now available 
on sourceforge.net (OpenCV). It provides image 
processing, recognition, measurement, and geometric 
image processing functions which is needed for our 
implementation. We also used a webcam – Logitech 
QuickCam Pro 4000 – running at a resolution of 
320x240.  
 
5.1  Environment setup 
For simplicity, we have assumed that the webcam is at 
the origin of the world coordinate, and the z-axis follows 
the webcam’s view. Z-axis is therefore at the centre of the 
webcam extending outwards towards the user. Figure 4 
illustrates this. 
 
 
 
 
The three steps are explained below. 
 
5.2  Mid-eye position 
This step involves working out the distance between 
web camera and the user. Using the Haar Face Detection 
algorithm (a cascade of boosted classifiers working with 
haar-like features) proposed by Viola (Viola & Jones, 
2001) and improved by Lienhart (Lienhart & Maydt, 
imgW 
imgH 
Figure 5: An illustration of the webcam’s view 
(0,0,0) 
Figure 4: Origin of world coordinate at the 
centre of webcam’s image plane 
webcam’s image plane 
 
(0,0,0) 
z 
Figure 3: A fully stretched arm is modelled by 
a sphere, with the right shoulder as the centre. 
c 
p
f 
e 
cf 
ce 
large display  r 
c – web camera center  
e – mid eye 
f – fingertip 
p – resultant point on display 
r – radius of circle   5
2002), we were able to detect the human face in real-time. 
It should be noted that different algorithms and 
techniques could have been used for face detection to the 
same effect. The width of the user’s head is used to 
approximate the distance of the user from the webcam. 
For the purpose of prototyping, a head width of 17 cm 
(measured from a user’s head) was assumed. The face 
detections occur at every frame and the user’s distance is 
re-estimated every time. 
5.2.1  Angle per pixel 
The output of the face detection algorithm is given in 
pixels (the number of pixels that encloses the face in the 
horizontal direction) which vary as the users move 
forward or backward. To determine the depth from this 
pixel count, a width-to-distance ratio is needed. i.e. we 
need to know at what distance a 17cm object occupy 100 
pixels. To calculate this ratio, we used a calibration 
checkerboard pattern as shown in Figure 6. 
 
 
 
Figure 6: Checkerboard pattern for determining width-to-
distance ratio. Each square measured 3cm by 3cm. 
 
The checkerboard pattern is placed at varies distances and 
the number of pixels a square occupies is recorded. The 
number of squares that can completely fill the field-of-
view can be computed (320 pixels horizontally and 240 
pixels vertically). We now have a ratio for width-to-
distance. Height-to-distance can be similarly determined. 
With this information, we can also calculate the angle per 
pixel.  
 
angleX = tan
-1(ratioH/2) *2 / imgW;  (1) 
 
where 
angleX is the angle per pixel in the horizontal 
direction 
ratioH is the height-to-distance (horizontal) ratio 
imgW is the width of the camera’s image 
With the angle per pixel known, we can determine the 
exact location of the object we are interested in, how 
wide the object is, or how far two objects are away from 
each other.  
Having estimated the distance, we can then determine 
the exact location of the mid-eye position. It is easy to 
work out the displacement between the mid-eye position 
and the origin.  
 
meye_cm  
= dist_cm * tan(angleX* (meyeX – imgW/2) ); 
     ( 2 )  
 
where  
meyeX_cm is the x coordinate of the mid-eye position 
in the world coordinate in centimetre 
dist_cm is the distance in centimetre the head is from 
the webcam 
angleX is the angle per pixel in the horizontal 
direction 
meyeX is the mid-eye position in terms of pixel 
number within the camera’s image. 
imgW is the width of the camera’s image (320 pixels) 
 
 
5.3  Fingertip position 
One way of determining the fingertip position is to 
estimate it from the user’s position – their face. Since we 
know the exact location of the head, we can estimate their 
fingertip position using simple approximations and 
constraints. As noted earlier, we have adopted a method 
of shooting a ray through the camera’s view’s fingertip 
position out into the world and intersect it with an 
approximation of a sphere whose centre is at the user’s 
right shoulder to find its location in 3D space. In order to 
find the depth of the fingertip, we first need to determine 
the angular displace of the fingertip from the mid-eye 
position. 
 
5.3.1  Angular displacement 
The number of pixels between mid-eye and fingertip 
(both vertically and horizontally) determines the angular 
differences (angleDiff). 
 
 
 
angleDiffY = angleY * abs(meyeY - fingerY);     (3) 
 
where  
angleDiffY is the angular difference in the vertical 
direction 
angleY is the angle per pixel in the vertical direction 
meyeY is the mid-eye position in terms of the number 
of pixels inside the camera’s view 
Figure 7: An illustration of the vertical 
angular displacement between the eye and 
fingertip (only the Y displacement is shown) 
fingertip depth 
(unknown) 
angleDiff  webcam 
meye 
finger   6
fingerY is the fingertip position in terms of the 
number of pixels inside the webcam’s view 
 
5.3.2  Imaginary Point 
With the current information, it is difficult to work out 
the exact depth of the fingertip directly; only the direction 
from webcam to fingertip is known. However, we can 
assume an imaginary point P on the fingertip direction 
and at the same distance as the mid-eye position (figure 
8). 
 
 
The actual displacement of P from the mid-eye 
position can be calculated using the Sine Rule. 
 
x = d * sin(angleDiffY) / sin((180-angleDiffY)/2);  (4) 
 
where 
x is the actual displacement of P from mid-eye 
d is the depth (previously calculated) from webcam to 
mid-eye 
angleDiffY is the angular difference in the vertical 
direction 
 
We can then work out the equation of the line from 
webcam to P. 
 
5.3.3  Line Equation 
We can now estimate the line equation between 
webcam and imaginary point, assuming that the web-
camera is at the origin of the world coordinate: 
 
(x1,y1,z1) denotes camera's position  
(x2,y2,z2) denotes imaginary point which will have the 
same depth (z coordinate) as the mid-eye position 
 
(x-x1)/(x2-x1) = (z-z1)/(z2-z1)   (5.1) 
(y-y1)/(y2-y1) = (z-z1)/(z2-z1)  (5.2) 
 
from (5.1) we get: 
x = zd1+d2+x1 where     (5.3) 
d1 = (x2-x1)/(z2-z1) and  
d2 = -z1(x2-x1)/(z2-z1); 
       
from (5.2) we get:  
y = zd3+d4+y1 where     (5.4) 
d3 = (y2-y1)/(z2-z1) and  
d4 = -z1(y2-y1)/(z2-z1); 
 
We used both x and y in terms of z as (z2-z1) is 
assumed to be always non-zero and is less likely to result 
in a divide-by-zero error, since it is assumed that the 
fingertip is always in front of the camera (z2 will always 
be larger than z1). 
 
5.3.4  Intersection with sphere 
To estimate the fingertip position, we need to determine 
the intersection between line produced in the previous 
section and the sphere. 
 
The Sphere equation 
(x-x0)
2 + (y-y0)
 2 + (z-z0)
 2 = r
2 (5.5) 
 
Substituting x and y with (5.3) and (5.4) respectively into 
(5.5), we get: 
 
(zd1+d5)
 2 + (zd3+d6)
 2 + (z-z0)
 2 = r
2   (5.6) 
where   d5 = d2+x1-x0 
d6 = d4+y-y0 
 
Rearranging will give us: 
   az
2 + bz + c = 0    (5.7) 
  where a = d1
2+d3
2+1; 
    b = 2d1d5 + 2d3d6 – 2z0; 
    c = d5
2+d6
2+z0
2-r
2; 
 
We can thus solve for z using the quadratic equation. 
Two solutions will be produced. The one with z value 
less than that of the mid-eye position will be used, as it 
represents a location between the camera and the user. 
The new line equation for webcam to fingertip is 
therefore: 
  
(xf-x1)/(x2-x1) = (zf-z1)/(z2-z1) 
  xf = (zf-z1)(x2-x1)/(z2-z1)+x1   (5.8) 
  
(yf-y1)/(y2-y1) = (zf-z1)/(z2-z1) 
  yf = (zf-z1)(y2-y1)/(z2-z1)+y1   (5.9) 
 
We now have fingertip point (xf,yf,zf) 
 
5.4  Resultant point 
For simplicity, we assume that a web camera is placed 
directly in front of the user and is at the centre of the 
display surface, facing perpendicularly outwards. 
Remembering that we have two points already, one from 
mid-eye position estimation (xe, ye, ze), the other from 
fingertip estimation (xf, yf, zf). 
 
final_x = (-zf(xe-xf)/(ze-zf))+xf; 
final_y = (-zf(ye-yf)/(ze-zf))+yf; 
final_z = 0; 
 
5.5  Limitations and Results 
At the current stage, face tracking has been implemented 
and the estimation of mid-eye position is successful. 
Experimental results reveal that the best operational 
distance for the face detection algorithm is when the face 
is between 90cm to 150cm away from the camera 
Figure 8: P indicates the location of the 
imaginary point; x indicates the actual 
displacement of P from mid-eye; d indicates 
distance of mid-eye from webcam  
d 
 
angleDiffY  webcam 
 
P 
x   7
[citation removed]. The mean accuracy within this range 
is above 90%. Results for head rotation tolerance suggest 
that our system is robust enough to accept small head 
rotations in each direction (maximum head rotation is 
around 30 degrees), but is most vulnerable to head tilting 
(10 degrees).  
However, fingertip detection turned out to be much 
more difficult than originally thought. This is due to the 
fact that as the webcam is positioned directly in front of 
the user and our detection is based on skin color, the 
system cannot reliably distinguish the two regions – the 
head or the hand. We have thus decided to simply use a 
small coloured object or paper and have the user hold on 
to it to make the fingertip detection easier. As this is only 
a prototype, this inconvenience is sufficient for the 
purpose of demonstrating our idea. It should be noted that 
different techniques could have been used for face and 
fingertip tracking to the same effect. The detections are 
done at every frame and the distances are re-estimated 
every time. This prototype is currently work-in-progress. 
At this stage, the arm length is assumed to be 
constant. To allow a different user to use the system, this 
length must be measured and adjusted manually.  
Both the head and the fingertip have to be within the 
field of view of the camera. The amount of movement 
users can make is also limited, in terms of how far left or 
right they can move (physically) as well as where their 
fingertip can move. They are also limited to within 1.8 
meters of the camera. 
Results from determining height-to-distance and 
width-to-distance (using a checkerboard pattern) can be 
summarised in figure 9. 
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Figure 9: Graph of Field-Of-View (both horizontal and 
vertical) vs Distance  
 
As can be seen, both ratios do not vary too highly with 
distance. The width-to-distance ratio is estimated to be 
0.597 ± 0.008, while height-to-distance ratio is 0.797 ± 
0.006. 
With respect to the resultant point estimation, initial 
result shows that the proposed method for estimating the 
resultant point works but with limitations. Figure 10a 
shows a view of the image taken from the web-camera 
with a face detected and mid-eye position estimated. A 
colour object held by the user is also tracked. The 
estimated user position is illustrated in figure 10b 
diagrammatically from a top view. Independent of this 
diagram is a pink circle which represent the resultant on-
screen position. It moves intuitively as the user move 
from right to left and forward and back. However, the 
output is not robust enough, mainly due to unsmooth data 
points, and lost of tracking occasionally. A more detailed 
evaluation of the accuracy of the system is required. 
   
             (a)             (b) 
Figure 10: (a) a screen-shot of the implemented system. 
The blue rectangle shows the face detection. The green 
circle with a small dot in the middle represents the mid-
eye position, while the green crosshair represent detected 
coloured object. (b) a top view of the estimated position 
of the user (head is represented by a circle). The inverted 
“V” extended from the user’s head indicate the user’s 
view of the large display. The black “V” indicates 
webcam’s field of view. The horizontal black line at the 
bottom represents the display. The pink dot represents the 
resultant point on the display (independent of the 
diagram). 
6  Conclusion 
We have presented an overview and conceptual design of 
our interactive system designed for large screen 
interaction using natural hand pointing. We have also 
described in detail the process of recovering two points in 
3D space from a 2D image, and then deducing a resultant 
point on the display. Using monocular computer vision 
with an inexpensive webcam, we were able to implement 
the proposed method successfully in OpenCV. While 
implementing our prototype, we have come across design 
issues that may require further investigations. It might be 
possible to induce additional constraints such as 
positioning the camera so that it is high enough, making 
sure the face and the fingertip area do not crossover, and 
thereby reducing the need for additional props. 
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