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Resumen
El proceso del método de Lagrangiano Aumentado genera una sucesión de itera-
ciones {xk} donde xk es la solución aproximada de un subproblema que involucra una
función Lagrangiana Aumentada. El estudio de la convergencia global de este método
depende fuertemente de la información utilizada para resolver el subproblema.
Cuando se usa información de las primeras derivadas para resolver el subproble-
ma, bajo condiciones de calidad apropiadas, se puede demostrar la convergencia a
puntos que satisfacen las condiciones de Karush-Kuhn-Tucker (puntos KKT). Cuan-
do se utiliza información tanto de las primeras como de las segundas derivadas, se
demuestra la convergencia, bajo condiciones de calidad adecuadas, a puntos KKT
que verifican además una condición de optimalidad de segundo orden. El estudio de
condiciones de calidad y condiciones de calidad secuenciales han crecido de manera
notoria en los últimos tiempos. La condición más débil que encontamos en la lite-
ratura, considerando el método de Lagrangiano Aumentado, involucra la función de
penalidad cuadrática. El propósito de este trabajo es estudiar la convergencia global
del algoritmo de Lagrangiano Aumentado que considera funciones de penalidad no
cuadráticas. Analizamos la convergencia del algoritmo propuesto a puntos que sa-
tisfacen las condiciones KKT y, también, la condición de optimalidad necesaria de
segundo orden débil. El esquema de generación de las funciones de penalidad La-
grangianas incluye, por ejemplo, la función de penalidad exponencial y la barrera
logarítmica sin utilizar hipótesis de convexidad. Para la función de penalidad expo-
nencial, la acotación del parámetro de penalidad es probada utilizando condiciones
clásicas.

Introducción
Los problemas generales de optimización no lineal son de la forma
Minimizar f(x)
sujeto a hi(x) = 0, i = 1, . . . ,m
gj(x) ≤ 0, j = 1, . . . , p
(0.0.1)
donde las funciones f : Rn → R, h : Rn → Rm, g : Rn → Rp son dos veces continua-
mente diferenciables en Rn.
La función f se denomina función objetivo y el conjunto Ω = {x ∈ Rn : hi(x) =
0, gj(x) ≤ 0, i = 1, . . . ,m; j = 1, . . . , p} se llama conjunto factible. Denotaremos
A(x∗) = {j = 1, . . . , p : gj(x∗) = 0} al conjunto de índices de las restricciones de
desigualdad activas en x∗.
Una solución global del problema (0.0.1) es un punto x∗ ∈ Ω tal que f(x∗) 6 f(x)
para todo x ∈ Ω. Sin embargo, encontrar soluciones globales es en muchos casos muy
difícil y hasta a veces imposible. La mayoría de los algoritmos populares se conforman
con encontrar candidatos a minimizadores, puntos que satisfacen las condiciones de
Karush-Kuhn-Tucker. Un punto estacionario x∗ ∈ Ω es un punto Karush-Kuhn-
Tucker (KKT) para el problema (0.0.1) si existen vectores λ∗ ∈ Rm, µ∗ ∈ Rp, µ∗j > 0
para j = 1, . . . , p tales que
∇f(x∗) +
m∑
i=1
λ∗i∇hi(x∗) +
p∑
j=1
µ∗j∇gj(x∗) = 0
y
µ∗j = 0 si gj(x
∗) < 0,
donde λ∗i , la i−ésima componente del vector λ∗, y µ∗j , la j−ésima componente del
vector µ∗, son conocidos como los multiplicadores de Lagrange, [14, 17, 40, 43].
En este trabajo, resolveremos el problema original (0.0.1) usando una técnica
popular en optimización con restricciones: el método Lagrangiano Aumentado. El
enfoque de Lagrangiano Aumentado ha sido ampliamente estudiado y utilizado en
las últimas décadas, (ver el libro recientemente publicado [47] y las referencias que
hay en él).
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La idea básica de un método de Lagrangiano Aumentado para resolver el problema
(0.0.1) consiste en generar una sucesión de iteraciones externas. En cada iteración
externa de estos métodos se considera un problema para el cual existe en la literatura
una variedad importante de algoritmos eficientes que pueden ser utilizados. En cada
iteración, fijado un parámetro de penalidad ρ > 0 y estimados de los multiplicadores
de Lagrange λ ∈ Rm, µ ∈ Rp, µj > 0 para j = 1, . . . , p una función Lagrangiana
Aumentada es minimizada de manera aproximada. Se pueden penalizar todas las
restricciones o bien sólo algunas de ellas dejando las restantes en un conjunto factible,
como se hizo en [2].
Una vez que la solución aproximada es encontrada, se definen nuevos parámetros
y una nueva iteración comienza.
En la implementación práctica, la función Lagrangiana Aumentada más clási-
ca y ampliamente utilizada para resolver el subproblema es la de Powell-Hestenes-
Rockafellar (PHR) [30, 53, 55, 57], basada en la función de penalidad cuadrática:
LPHR(x, λ, µ, ρ) = f(x) +
m∑
i=1
λihi(x) +
m∑
i=1
ρ
2
(hi(x))
2 +
p∑
j=1
1
2ρ
(ma´x{0, µj + ρgj(x)}2 − µ2j).
En la literatura se pueden encontrar muchos algoritmos eficientes basados en la
función PHR para resolver distintos tipos de problemas. Por ejemplo los algoritmos
definidos en [1, 2, 16, 17, 18, 19, 23, 24, 25] para resolver problemas regulares no
lineales; en [26] se utiliza esta función para resolver problemas libres de derivadas, en
[34, 36, 41, 42] para problemas matemáticos con restricciones de complementariedad
y [20, 21] para problemas de optimización global.
Aunque, por su forma simple, la función de penalidad cuadrática mantiene su
atractivo cuando se presentan restricciones de desigualdad, existen ventajas en el uso
de funciones de penalidad no cuadráticas. Por este motivo, en el presente trabajo
queremos enfatizar el uso de funciones de penalidad no cuadráticas para penalizar
las restricciones de desigualdad.
De esta manera, dados x ∈ Rn, ρ ∈ R, ρ > 0, µ ∈ Rp, µj > 0 para j = 1, . . . , p, en
este trabajo consideraremos la función Lagrangiana Aumentada general de la forma
L(x, λ, µ, ρ) = f(x) +
m∑
i=1
λihi(x) +
m∑
i=1
ρ
2
(hi(x))
2 +
p∑
j=1
P (gj(x), µj, ρ), (0.0.2)
donde P es una función no cuadrática que penaliza las restricciones de desigualdad.
Creemos que en ciertas situaciones, dependiendo del problema que tiene que re-
solverse, las funciones de penalidad no cuadráticas pueden ser más adecuadas pa-
ra fines de minimización. Este tipo de funciones se han considerado previamente,
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en el contexto de la penalidad externa y los métodos Lagrangiano Aumentado, en
[12, 15, 16, 18, 27, 28, 60]. En el presente trabajo, para penalizar las restricciones
de igualdad consideramos la función de penalidad cuadrática, mientras que para
penalizar las restricciones de desigualdad consideramos funciones de penalidad La-
grangianas no cuadráticas definidas en el Capítulo 1.
En [18] los autores implementan 65 clases de métodos de Lagrangiano Aumenta-
do para problemas de optimización no lineal con restricciones de desigualdad en el
mismo marco con respecto a los criterios de parada, la precisión, la resolución del
subproblema y otros parámetros algorítmicos. Analizando los resultados obtenidos,
los autores concluyen la superioridad del uso de la función de penalidad cuadrática
sobre las no cuadráticas. Sin embargo, consideramos que otros factores deben ser
tenidos en cuenta. Por ejemplo, aunque la superioridad del uso de la función de pe-
nalidad cuadrática parece sugerir que la discontinuidad de las segundas derivadas
de la función Lagrangiana Aumentada no es un inconveniente grave, esta conclusión
depende en gran medida del algoritmo interno utilizado para resolver el subproblema.
En nuestra opinión, esta es una razón suficientemente importante para estudiar el
enfoque Lagrangiano Aumentado considerando otra función de penalidad. Funciones
de penalidad no cuadráticas han sido ampliamente estudiadas durante las últimas
décadas, véase por ejemplo el libro [16], y los trabajos [22, 27, 35, 60, 61]. Otra
motivación importante para considerar funciones de penalidad no cuadráticas es el
desarrollo de un método Lagrangiano Aumentado con convergencia a puntos que ve-
rifican las condiciones de optimalidad de segundo orden. En este caso, es deseable
tener una función Lagrangiana Aumentada dos veces diferenciable. Por lo tanto, tal
como se menciona en [60].
En primera instancia, fuertemente basados en los comentarios anteriores conside-
ramos la aplicación del método de Lagrangiano Aumentado utilizando la función de
penalidad exponencial. Esta función se introdujo en el contexto de la programación
convexa, [38, 39].
El método Lagrangiano Aumentado definido en esta tesis sigue la idea introducida
en [1, 2] con la diferencia en la función de penalidad utilizada. Esto significa que
los subproblemas se resuelven en una forma aproximada, las estimaciones de los
multiplicadores se proyectan en una caja fija con el fin de generar una sucesión
acotada y la medida usada para aumentar los parámetros de penalidad se actualiza
a partir de la utilizada con la función cuadrática adaptada a este caso.
En la práctica, hallar soluciones globales para un problema de optimización no
lineal de la forma (0.0.1) es, en muchas oportunidades, muy difícil y en algunos
casos imposible. El método de Lagrangiano Aumentado propone encontrar candi-
datos a minimizadores: puntos estacionarios (puntos que satisfacen las condiciones
de Karush-Kuhn-Tucker). Pero no todos los minimizadores satisfacen las condiciones
KKT. Para esto es necesario que el punto satisfaga alguna condición de calidad de las
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restricciones. Desde el punto de vista práctico testear la optimalidad es muy difícil;
en la implementación del algoritmo debemos decidir en cada iteración si se termina
con la ejecución del algoritmo o no. Usualmente, esto está basado en la verificación
de alguna condición necesaria de optimalidad. Teniendo en cuenta que el método
de Lagrangiano Aumentado es iterativo estudiamos condiciones secuenciales de op-
timalidad bajo las cuales podemos asegurar la convergencia del algoritmo. Además,
establecimos un nuevo criterio de parada del algoritmo bajo el cual se puede obtener
la convergencia de segundo orden.
En este contexto, en el Capítulo 2, hemos sido capaces de obtener la conver-
gencia global a los puntos estacionarios de primer orden utilizando la función de
penalidad exponencial bajo una condición de calidad débil y sin hipótesis de con-
vexidad [28]. Hemos demostrado que un punto límite que satisface la condición de
calidad del Generador Positivo Constante (CPG) [8] cumple con las condiciones de
Karush-Kuhn-Tucker. Posteriormente, demostramos este mismo resultado utilizando
la Propiedad del Cono Continuo (CCP), definida recientemente en [9].
En [8] los autores muestran que CPG puede reemplazar otras condiciones de
calidad de las restricciones más estrictas que aseguran la convergencia global de
muchos algoritmos de optimización. Muestran resultados específicos para algoritmos
de Lagrangianos Aumentados usando la función de penalidad cuadrática definida
en [1, 2], programación cuadrática secuencial (SQP), métodos de puntos interiores y
restauración inexacta. Por lo tanto, la convergencia global bajo la condición de calidad
CPG de un algoritmo Lagrangiano Aumentado basado en la función exponencial es
un resultado novedoso en el campo de optimización. Este resultado muestra que,
teóricamente hablando, las funciones de penalidad cuadrática y exponencial tienen
propiedades de convergencia similares.
Cuando se utiliza información de las primeras derivadas para resolver el subpro-
blema, bajo condiciones de calidad apropiadas, se puede demostrar la convergencia
a puntos estacionarios de primer orden. La condición de calidad que consideraremos
en este trabajo para establecer la convergencia global de primer orden es la propie-
dad del cono continuo (CCP) [9]. En [9] los autores prueban que CCP es más débil
que la condición Generador Positivo Constante (CPG) [8] y que está naturalmente
asociada con la condición de Karush-Kuhn-Tucker Aproximada (AKKT) definida en
el Capítulo 2. Esto hace a la condición de calidad CCP adecuada para el análisis
de convergencia de algoritmos de optimizaión con resticciones prácticos que generan
sucesiones AKKT; por ejemplo, el algoritmo de Lagrangiano Aumentado que utiliza
la función de penalidad cuadrática [2, 47].
Está bien establecido en la literatura que cuando el parámetro de penalidad es muy
grande, los subproblemas pueden ser muy difíciles de resolver de manera eficiente.
Por esta razón, es importante establecer condiciones adecuadas para garantizar que
la sucesión de parámetros de penalidad no necesita aumentar indefinidamente para
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encontrar una solución. Este análisis de convergencia local depende, en gran parte,
de la medida definida para controlar el parámetro de penalidad.
En este trabajo la medida utilizada para aumentar el parámetro de penalidad
proviene de la medida utilizada en el caso cuadrático [1, 2] adaptado en primera
instancia al caso exponencial y luego al caso no cuadrático general. De esta manera,
basándonos en las ideas propuestas en [2, 27], podremos obtener la acotación de la
sucesión de parámetros de penalidad en el caso del algoritmo Lagrangiano Aumentado
Exponencial utilizando la independencia lineal de los gradientes de las restricciones
activas, el Hessiano de la función Lagrangiana definido positivo en el subespacio
ortogonal a los gradientes de las restricciones de desigualdad activas y la condición
de complementariedad estricta.
Cuando la sucesión generada por el algoritmo converge a un punto KKT, que ade-
más satisface una condición de optimalidad de Segundo Orden, el subproblema puede
ser resuelto con información tanto de primer como de segundo orden. Recientemente,
la condición de optimalidad de Segundo Orden AKKT2 para problemas de optimiza-
ción fue definida en [6]. Observamos que la definición de AKKT2 está directamente
relacionada con el uso del método de penalidad externa que considera la función de
penalidad cuadrática para penalizar las restricciones de desigualdad. Con el fin de ser
más generales y permitir el uso de las funciones de la penalidad no cuadráticas hemos
reescrito la definición de AKKT2 de una manera diferente. La condición de calidad
apropiada para probar la convergencia de segundo orden es la condición del Cono
Continuo de Segundo Orden (CCP2) definida en [6]. En [6] los autores prueban que
CCP2 es más débil que Mangasarian-Formovitz + Rango Constante Débil definido
en [4] y la condición de Calidad Rango Constante Relajado (RCRCQ) definida en
[49].
Este trabajo esta organizado de la siguiente manera. En el Capítulo 1 describi-
remos las funciones Lagrangianas Aumentadas no cuadráticas consideradas en este
trabajo e introduciremos un algoritmo de Lagrangiano Aumentado. En el Capítulo 2
presentamos condiciones de optimalidad secuenciales de primer y segundo orden para
problemas generales y las condiciones de calidad adaptadas para demostrar conver-
gencia global. Basándonos en [6], presentaremos una reformulación de la condición
de optimalidad secuencial de segundo orden AKKT2 [6], la cual es más apropiada
cuando se consideran funciones de penalidad no cuadráticas. En el Capítulo 3 presen-
taremos los resultados de la convergencia global para el caso particular de la función
de penalidad exponencial, mostraremos que, para esta función de penalidad, la suce-
sión de parámetros de penalidad no crece indefinidamente y daremos tres ejemplos
ilustrativos. Finalmente, en el Capítulo 4 estableceremos la convergencia global a
puntos estacionarios de primer orden y probaremos la convergencia global a puntos
estacionarios de segundo orden del método de Lagrangiano Aumentado utilizando
funciones de penalidad no cuadráticas. . Por último, en el Capítulo 5 daremos las
conclusiones.
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Notación.
Denotamos
R+ = {t ∈ R |t > 0}.
R++ = {t ∈ R |t > 0}.
N = {0, 1, 2, . . .}.
I la matriz identidad de n× n.
Tr la matriz identidad de r × r.
‖ · ‖ la norma arbitraria de un vector.
vi es la i−ésima componente del vector v.
Denotamos v > 0 si vi > 0 para toda componente de vi de v.
Si F : Rn → Rm, F = (f1, . . . , fm), denotamos ∇F (x) = (∇f1(x), . . . ,∇fm(x)) ∈
Rn×m.
Si K = {k0, k1, k2, . . .} ⊂ N (kj+1 > kj∀j), denotamos l´ım
k∈K
xk = l´ım
j→∞
xkj .
Si J es un subconjunto de {1, . . . , n}, BJ la matriz formada tomando las columnas
de B para los índices de J . Análogamente, yJ es el vector formado tomando las
coordenadas de y para los índices en J .
Para todo y ∈ Rn, y+ = (ma´x{0, y1}, . . . ,ma´x{0, yn}).
A  B si dTAd > dTBd ∀d ∈ Rn. Si B es la matriz nula, A es semidefinida
positiva.
Sym(n) al espacio de las matrices reales y simétricas de dimensión n.
B(x, ε) es la bola de centro x y radio ε.


Capítulo 1
Los métodos de Penalidad Externa y
de Lagrangiano Aumentado
La idea básica de los métodos de penalidad es eliminar algunas o todas las res-
tricciones y agregar a la función objetivo un término de penalidad que tiene un costo
alto para los puntos que no son factibles, de esta manera se obtiene una solución del
problema original como límite de soluciones de subproblemas sin restricciones más
fáciles de resolver. Asociados con estos métodos hay un parámetro de penalidad que
determina la severidad de la penalidad y como consecuencia, el alcance para el cual
el subproblema sin restricciones aproxima al problema original. Como el parámetro
de penalidad toma valores cada vez mayores, la aproximación resulta cada vez más
precisa.
Consideramos el problema general de programación no lineal con restricciones de
igualdad y desigualdad de la forma
Minimizar f(x)
sujeto a hi(x) = 0, i = 1, . . . ,m
gj(x) ≤ 0, j = 1, . . . , p
(1.0.1)
donde las funciones f : Rn → R, h : Rn → Rm y g : Rn → Rp son funciones dos veces
continuamente diferenciables. La clásica función de Lagrange, definida de la forma
l(x, λ, µ) = f(x) +
m∑
i=1
λihi(x) +
p∑
j=1
µjgj(x),
juega un papel importante al momento de describir las condiciones de optimalidad y
definir algoritmos que busquen soluciones para el problema (1.0.1).
Para problemas de programación convexa, l(x, λk, µk) no suele ser convexa, ni
siquiera para los multiplicadores λk y µk asociados al subproblema cercanos a λ∗
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y µ∗ y para xk en un entorno de x∗, donde (x∗, λ∗, µ∗) es un punto Karush-Kuhn-
Tucker para el problema (1.0.1). Para resolver este problema, en 1969 Hestenes [33]
y Powell [53] introdujeron el método de Lagrangiano Aumentado para problemas
con restricciones de igualdad. Mas tarde, entre 1973 y 1974, Rockafellar [55, 56, 58]
desarrolló el método para problemas con restricciones de desigualdad.
Para problemas de programación convexa, Polyak y Teboulle, en un artículo pu-
blicado en 1997, [52], propusieron una clase de funciones de Lagrange para problemas
considerando sólo restricciones de desigualdad de la forma:
Fk(x, µ) = f(x) +
1
k
p∑
j=1
µjϕ(kgj(x)) (1.0.2)
tomando a k > 0 como el parámetro de penalidad y ϕ es una función dos veces
continuamente diferenciable.
Auslender, Cominetti y Haddou en 1997, [13], y Ben-Tal y Zibulevsky en 1997,
[15], estudiaron otras funciones Lagrangianas no lineales y obtuvieron resultados
interesantes de convergencia para problemas convexos. Para problemas no convexos,
una clase de funciones Lagrangianas no lineales para problemas con restricciones de
desigualdad fue introducido por Mangasarian en 1975 [45]; en 1982, Bertsekas en su
libro [16] propone la función de penalidad exponencial de la forma:
ϕ(kgj(x)) = e
kgj(x) − 1, (1.0.3)
para x ∈ Ω.
Considerando Ωk = {x|1−kgj(x) > 0, j = 1, . . . , p} y k > 0 como el parámetro de
penalidad, Polyak en 1992 dió dos funciones de barrera modificadas [50], la función
de Frisch modificada:
ϕ(kgj(x)) =
{ −ln(−kgj(x) + 1) si x ∈ IntΩk
+∞ si x /∈ IntΩk,
y la función de Carroll modificada:
ϕ(kgj(x)) =
{ −1 + (−kgj(x) + 1)−1 si x ∈ IntΩk
+∞ si x /∈ IntΩk.
Más tarde, en 2001, Polyak [51] definió la función Log-Sigmoid:
ϕ(kgj(x)) = −
[
2ln(2)− 2ln(1 + ekgj(x))] .
Además, bajo condiciones necesarias de optimalidad de segundo orden, Jean-
Pierre Dussault [27] (2004) analizó el comportamiento asintótico de Lagrangianos no
lineales de forma (1.0.2) y obtuvo resultados interesantes de convergencia.
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1.1. El método de penalidad externa
Sea C ⊂ Rn un conjunto cerrado y f : C → R, h : Rn → Rm, g : Rn → Rp
funciones continuas. Consideramos el siguiente problema de programación no lineal:
Minimizar f(x)
sujeto a h(x) = 0, g(x) ≤ 0, x ∈ C. (1.1.1)
Sea {ρk}k∈N, ρk > 0, una sucesión de parámetros de penalidad tales que
l´ım
k→∞
ρk = +∞.
Para cada k ∈ N definimos
Fk(x) = f(x) +
ρk
2
‖h(x)‖2 +
p∑
j=1
1
ρk
ϕ(ρkgj(x)) (1.1.2)
siendo ϕ una función continua que penaliza las restricciones de desigualdad. De esta
manera, la función que penaliza las restricciones de igualdad es la cuadrática y otras
funciones pueden ser consideradas para penalizar las restricciones de desigualdad.
El método de penalidad externa asociado con la sucesión {ρk} se define de la
siguiente manera:
Para cada k ∈ N, se calcula xk como la solución del subproblema
Minimizar Fk(x)
sujeto a x ∈ C. (1.1.3)
Observar que en la descripción del método no exite un criterio de parada a diferen-
cia del método de Lagrangiano Aumentado que describiremos en la próxima sección.
Por otro lado, las implementaciones prácticas deben estar asociadas a criterios de
parada como veremos más adelante.
En las siguientes secciones incluimos los resultados que se pueden demostrar sobre
la convergencia del método de penalidad externa utilizando la función de penalidad
cuadrática y exponencial.
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1.1.1. Convergencia utilizando la función de penalidad cua-
drática
En esta subsección analizamos la convergencia del método de penalidad externa
utilizando la función
ϕ1(ρkgj(x)) =
1
2
(ma´x{0, ρkgj(x)})2.
En este caso se tiene
Fk(x) = f(x) +
ρk
2
‖h(x)‖2 +
p∑
j=1
1
2ρk
(ma´x {0, ρkgj(x)})2.
Teorema 1.1.4. [16] Supongamos que el problema (1.1.1) tiene por lo menos un
punto factible. Supongamos también que la sucesión {xk} generada por el método
de penalidad externa utilizando la función de penalidad cuadrática está bien definida
para todo k ∈ N y que admite un punto límite x∗. Entonces, x∗ es un minimizador
global del problema (1.1.1).
Demostración. Sea K ⊂ N un subconjunto infinito tal que
l´ım
k∈K
xk = x∗.
Mostraremos primero que el punto límite x∗ es factible, es decir, que x∗ ∈ C,
h(x∗) = 0 y g(x∗) ≤ 0.
Como xk → x∗, xk ∈ C para todo k y C es cerrado tenemos que x∗ ∈ C.
Recordemos que denotamos g(x)+ = (ma´x{0, g1(x)}, . . . ,ma´x{0, gp(x)}).
Supongamos que x∗ no es un punto factible, entonces
‖h(x∗)‖2 + ‖g(x∗)+‖2 > 0.
Luego, por continuidad de h y g como ‖h(xk)‖2 + ‖g(xk)+‖2 > 0 para k suficiente-
mente grande se tiene que
l´ım
k∈K
Fk(x
k) = l´ım
k∈K
(
f(xk) +
ρk
2
[‖h(xk)‖2 + ‖g(xk)+‖2]) = +∞,
pues ρk →∞.
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Sea z un punto factible de (1.1.1). Luego,
Fk(z) = f(z) +
ρk
2
[‖h(z)‖2 + ‖g(z)+‖2] = f(z) ∀k ∈ N,
y, para k ∈ K suficientemente grande, tenemos que
f(xk) +
ρk
2
[‖h(xk)‖2 + ‖g(xk)+‖2] > f(z) + ρk
2
[‖h(z)‖2 + ‖g(z)+‖2] .
Esto es una contradicción, ya que el punto xk fue definido como un minimizador
global del subproblema (1.1.3).
Por lo tanto, x∗ es un punto factible.
Probaremos ahora que x∗ es un minimizador global de (1.1.1).
Sea y un punto factible arbitrario de (1.1.1). Por la definición del método,
f(xk) +
ρk
2
[‖h(xk)‖2 + ‖g(xk)+‖2] ≤ f(y) + ρk
2
[‖h(y)‖2 + ‖g(y)+‖2] = f(y)
para todo k ∈ K.
Luego,
f(xk) ≤ f(y) ∀k ∈ K.
Tomando límite con k ∈ K en esta última desigualdad, obtenemos que f(x∗) ≤
f(y). Como y es un punto factible arbitrario, tenemos que x∗ es un minimizador
global de (1.1.1) como queríamos probar.
1.1.2. Convergencia utilizando la función de penalidad expo-
nencial
Una desventaja del método de penalidad cuadrática es que, cuando se consideran
restricciones de desigualdad, la función a minimizar en cada iteración puede no ser
dos veces continuamente diferenciable, a pesar de que tanto la función objetivo como
las restricciones lo sean. Esto puede generar problemas al momento de resolver el
subproblema. Esto nos motiva a estudiar otras funciones de penalidad, como por
ejemplo la función de penalidad exponencial que consideramos a continuación:
ϕ2(ρkgj(x)) = e
ρkgj(x) − 1.
Por la definición del método,
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Fk(x) = f(x) +
ρk
2
‖h(x)‖2 +
p∑
j=1
1
ρk
(eρkgj(x) − 1).
Teorema 1.1.5. Supongamos que el problema (1.1.1) tiene por lo menos un punto
factible. Supongamos también que la sucesión {xk} generada por el método de pena-
lidad externa utilizando la función de penalidad exponencial está bien definida para
todo k ∈ N y que admite un punto límite x∗. Entonces, x∗ es un minimizador global
del problema (1.1.1).
Demostración. Sea K ⊂ N un subconjunto infinito tal que l´ım
k∈K
xk = x∗.
Mostraremos primero que x∗ es factible, es decir, x∗ ∈ C, h(x∗) = 0 y g(x∗) ≤ 0.
Como xk → x∗, xk ∈ C para todo k y C es cerrado, tenemos que x∗ ∈ C.
Supongamos que x∗ no es un punto factible. Entonces, existe i ∈ {1, ...,m} tal que
hi(x
∗) 6= 0 o existe j ∈ {1, ..., p} tal que gj(x∗) > 0. Luego, para k suficientemente
grande
l´ım inf
k∈K
ρk
2
‖h(xk)‖2 +
∑
j:gj(x∗)>0
eρkgj(x
k) − 1
ρk
+
∑
j:gj(x∗)≤0
eρkgj(x
k) − 1
ρk
 > 0 (1.1.6)
pues, si hi(x∗) 6= 0,
l´ım inf
k∈K
ρk
2
‖h(xk)‖2 = +∞;
sino
l´ım inf
k∈K
∑
j:gj(x∗)>0
eρkgj(x
k) − 1
ρk
= +∞
y
l´ım inf
k∈K
∑
j:gj(x∗)≤0
eρkgj(x
k) − 1
ρk
> l´ım inf
k∈K
∑
j:gj(x∗)>0
− log(2)
ρk
= 0.
Esto implica que
l´ım inf
k∈K
Fk(x
k) = l´ım inf
k∈K
(
f(xk) +
ρk
2
‖h(xk)‖2 +
p∑
j=1
eρkgj(x
k) − 1
ρk
)
= +∞. (1.1.7)
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Sea z un punto factible de (1.1.1). Luego, como hi(z) = 0 ∀i = 1 . . . ,m y gj(z) ≤ 0
∀j = 1, . . . , p,
f(z) +
ρk
2
‖h(z)‖2 +
p∑
j=1
eρkgj(z) − 1
ρk
≤ f(z) ∀k ∈ N
y, para k suficientemente grande, por (1.1.7) tenemos que
f(xk) +
ρk
2
‖h(xk)‖2 +
p∑
j=1
eρkgj(x
k) − 1
ρk
> f(z) > f(z) + ρk
2
‖h(z)‖2 +
p∑
j=1
eρkgj(z) − 1
ρk
.
Esto no puede suceder, pues xk fue definido como un minimizador global del
subproblema. Por lo tanto, x∗ es un punto factible.
Probaremos ahora que x∗ es un minimizador global de (1.1.1).
Sea y un punto factible arbitrario de (1.1.1). Por la definición del método,
f(xk) +
ρk
2
‖h(xk)‖2 +
p∑
j=1
eρkgj(x
k) − 1
ρk
≤ f(y) + ρk
2
‖h(y)‖2 +
p∑
j=1
eρkgj(y) − 1
ρk
≤ f(y)
para todo k ∈ K.
Luego,
f(xk) +
ρk
2
‖h(xk)‖+
p∑
j=1
eρkgj(x
k) − 1
ρk
≤ f(y) ∀k ∈ K.
Tomando límite con k ∈ K en esta última desigualdad, y por (1.1.6) tenemos que
f(x∗) ≤ f(y).
Como y es un punto factible arbitrario, tenemos que x∗ es un minimizador global de
(1.1.1) como queriamos probar.
1.2. El método de Lagrangiano Aumentado
Consideremos el problema:
Minimizar − x6
sujeto a x2 ≤ 0.
Claramente, x∗ = 0 es un minimizador global de este problema.
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Si consideramos la función de penalidad cuadrática ϕ1 tenemos que la función a
minimizar en cada subproblema es
F 1k (x) = −x6 +
1
2ρk
(ma´x{0, ρkx2})2.
Notemos que, como se observa en el gráfico de la izquierda de la Figura 1.1, F 1k (x)
no tiene un mínimo global ya que el ı´nfx F 1k (x) = −∞. Por lo tanto, los subproblemas
generados por el método de penalidad externa utilizando la función de penalidad
cuadrática no tienen solución.
Si consideramos la función de penalidad exponencial ϕ2 tenemos que
F 2k (x) = −x6 +
1
ρk
(
eρkx
2 − 1
)
.
Como se puede observar en el gráfico de la derecha de la Figura 1.1,
l´ım
x→∞
F 2k (x) = l´ım
x→∞
x6
(
−1 + e
ρkx
2
ρkx6
− 1
ρkx6
)
= l´ım
x→−∞
x6
(
−1 + e
ρkx
2
ρkx6
− 1
ρkx6
)
= +∞.
Esto nos dice que la función está acotada inferiormente y el subproblema tiene solu-
ción.
Este ejemplo simple muestra la importancia de considerar el estudio de los méto-
dos de Lagrangiano Aumentado utilizando otras funciones de penalidad no cuadrá-
ticas.
La idea básica de un método de Lagrangiano Aumentado consiste en una suce-
sión de iteraciones externas. En cada iteración externa de estos métodos se resuelve
un subproblema de optimización sin restricciones o uno con restricciones para el cual
existe en la literatura una variedad importante de algoritmos eficientes que pueden ser
usados. El algoritmo de Lagrangiano Aumentado más famoso está basado en la fun-
ción de penalidad cuadrática conocida como función de Powell-Hestenes-Rockafellar
(PHR) [30, 53, 55, 57]:
LPHR(x, λ, µ, ρ) = f(x) +
m∑
i=1
λihi(x) +
m∑
i=1
ρ
2
(hi(x))
2 +
p∑
j=1
1
2ρ
(
ma´x{0, µj + ρgj(x)}2 − µ2j
)
donde los escalares λi, µj son estimados de los multiplicadores de Lagrange y ρ es
el parámetro de penalidad. En la definición de LPHR se pueden penalizar todas las
restricciones o bien solo algunas de ellas dejando las restantes en un conjunto factible
Ω, como se hizo en [2].
Como mencionamos anteriormente, una de las desventajas del método de Lagran-
giano Aumentado utilizando esta función es que, cuando es aplicado a problemas con
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(a) Penalidad Externa Cuadrática (b) Penalidad Externa Exponencial
Figura 1.1: Gráfica de las funciones generadas por el Método de Penalidad Externa.
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restricciones de desigualdad, la función Lagrangiana Aumentada PPHR puede no ser
dos veces continuamente diferenciable, a pesar de serlo la función objetivo y las
restricciones. Como resultado, esto podría traer serias dificultades al momento de re-
solver el subproblema. Esto nos motiva a estudiar diferentes funciones Lagrangianas
Aumentadas dos veces continuamente diferenciables para penalizar las restricciones
de desigualdad. Por otro lado, la velocidad de convergencia puede ser más rápida o
más lenta dependiendo de la función de penalidad elegida.
Consideraremos una función Lagrangiana aumentada de la forma
L(x, λ, µ, ρ) = f(x) +
m∑
i=1
λihi(x) +
m∑
i=1
ρ
2
(hi(x))
2 +
p∑
j=1
P (gj(x), µj, ρ)
donde P : R× R++ × R++ → R es la función de penalidad para las restricciones de
desigualdad de la forma:
P1(y, µ, ρ) =
µ
ρ
ϕ(ρy)
P2(y, µ, ρ) =
1
ρ
ϕ(ρµy)
P3(y, µ, ρ) =
µ2
ρ
ϕ(ρy
µ
)
donde ϕ : R→ R es una función a valores reales que cumple las siguientes condiciones:
C1: ϕ es dos veces continuamente diferenciable.
C2: ϕ′(t) 6= 1 cuando t < 0.
C3: l´ım
t→−∞
ϕ′(t) = 0.
C4: l´ım
t→−∞
tϕ′′(t) = 0.
Las funciones de penalidad Lagrangianas Pi, para i = 1, 2, 3, fueron previamente
consideradas en [18]. Podemos observar que, obviamente, la función de penalidad cua-
drática no cumple estas condiciones. Algunas funciones que si las cumplen son la fun-
ción exponencial (1.0.3), la barrera logarítmica y las funciones θ4, . . . , θ9, θ11, θ12, θ13,
θ17, θ18 consideradas en [18].
Algunas de estas condiciones han sido utilizadas anteriormente en la literatura,
por ejemplo en [12, 15, 16, 37]. En todos los casos, se pide que las funciones de
penalidad sean estrictamente convexas, sin embargo, para nuestro objetivo no es
necesaria la hipótesis de convexidad. Por ejemplo, consideremos la siguiente función
partida, exponencial-cuadrática
ϕ(t) =
{
e−t
2 − 1 si t 6 2
−1 + 1
e4
− 1
e4
(t− 2) + 1
e4
(t− 2)2 si t > 2.
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Esta función no es estrictamente convexa y sin embargo cumple las condiciones
antes mencionados.
Otros ejemplos que pueden ser considerados son:
La función de penalidad exponencial (1.0.3). Esta función, por su rápido creci-
miento, puede causar problemas cuando el algoritmo comienza desde un punto
inicial no factible. Por este motivo, Martínez en [46] propone considerar la fun-
ción partida
ϕ(t) =
{
et − 1 si t ≤ β
eβ − 1 + eβ(t− β) + eβ(t− β)2/2 si t > β
donde β es un número real estrictamente positivo.
La función logarítmica considerada en [18]:
ϕ(t) = log(1 + et).
La función barrera-logarítmica modificada
ϕ(t) =
{ −log(−t)− 1 si t 6 −1
2
e
1
2 (1
2
t2 + 1
2
t+ 5
8
) si t > −1
2
.
La función logarítmica-exponencial
ϕ(t) =
{ −log(1− t)− 1 si t 6 1
2
e2t−1 + log(2)− 1 si t > 1
2
.
Denotaremos Ω¯ al conjunto que está formado por restricciones fáciles de manipu-
lar, es decir, para las cuales existen algoritmos eficientes para resolver el subproblema.
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El algoritmo Lagrangiano Aumentado utilizando funciones de penalidad no cua-
dráticas es el siguiente:
Algoritmo 1. Sea x0 ∈ Rn un punto inicial arbitrario. Los parámetros iniciales
para la ejecución del algoritmo son los siguientes:
τ ∈ [0, 1), γ > 1
−∞ < λ¯mı´ni < λ¯ma´xi <∞, ∀i = 1, ...,m
0 < µ¯mı´nj < µ¯
ma´x
j <∞, ∀j = 1, . . . , p
ρ0 ∈ R++
λ¯1i ∈ [λ¯mı´ni , λ¯ma´xi ] ∀i = 1, ...,m
µ¯0j , µ¯
1
j ∈ [µ¯mı´nj , µ¯ma´xj ],∀j = 1, . . . , p
σ0j =
µ¯1j − µ¯0j
ρ0
Iniciación k ← 1.
Paso 1. Resolver el subproblema
Calcular (de ser posible) xk ∈ Ω¯ como una solución aproximada del subproblema
Minimizar L(x, λ¯k, µ¯k, ρk) sujeto a x ∈ Ω¯. (1.2.1)
Si no es posible, parar la ejecución del algoritmo.
Paso 2. Estimar los nuevos multiplicadores y definir una nueva medida de infac-
tibilidad y complementariedad.
Para i = 1, . . . ,m calcular
λk+1i = λ¯
k
i + ρkhi(x
k) (1.2.2)
λ¯k+1i = ma´x{mı´n{λk+1i , λ¯ma´xi }, λ¯mı´ni } (1.2.3)
Para j = 1, . . . , p calcular
µk+1j =
∂P
∂y
(gj(x
k), µ¯kj , ρk) (1.2.4)
µ¯k+1j = ma´x{mı´n{µk+1j , µ¯ma´xj }, µ¯mı´nj } (1.2.5)
σkj =
µk+1j − µ¯kj
ρk
(1.2.6)
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Paso 3. Adaptar el parámetro de penalidad.
Si k = 1 o
ma´x{‖h(xk)‖∞, ‖σk‖∞} ≤ τ ma´x{‖h(xk−1)‖∞, ‖σk−1‖∞} (1.2.7)
elegir
ρk+1 > ρk (1.2.8)
Sino, definir
ρk+1 = γρk (1.2.9)
Paso 4. Comenzar una nueva iteración. Definir k ← k + 1 e ir al paso 1.
Observemos que en el Paso 1 del Algoritmo 1 no se establece ninguna condición
explícita para la solución aproximada xk.
En el Capítulo 2 estableceremos condiciones secuenciales de optimalidad de primer
y segundo orden apropiadas, las cuales deben se satisfechas por xk en cada iteración
del Algoritmo. Estas condiciones secuenciales establecerán los criterios de parada
para probar la convergencia a puntos estacionarios de primer y segundo orden del
problema (1.0.1).
Observaciones:
1. Las fórmulas (1.2.2) y (1.2.4) son las usuales para adaptar los estimados de los
multiplicadores. Observar que provienen de que la igualdad
∇xL(xk, λk, µk, ρk) = ∇xl(xk, λk+1, µk+1)
se debe satisfacer para todo k. Además, el multiplicador inicial satisface µ0 > 0
y por lo tanto µk+1 > 0 para todo k. Además, (1.2.4) está definida de manera
multiplicativa, en contraste con la penalidad cuadrática que es aditiva:
µk+1j = ma´x{0, µ¯kj + ρkgj(xk)}, (1.2.10)
ver [1, 2, 17, 19, 25].
2. Los estimados de los multiplicadores definidos en (1.2.3) y (1.2.5) fueron intro-
ducidos en [2] y son muy utilizados en el contexto de Lagrangiano Aumentado
para garantizar que los estimados de los multiplicadores sean acotados. Obser-
var que estas son las proyecciones de λk+1 sobre [λ¯mı´n, λ¯ma´x] y de µk+1 sobre
[µ¯mı´n, µ¯ma´x]. Al proyectar los multiplicadores λk+1, µk+1 se genera una sucesión
{(λ¯k+1, µ¯k+1)} de estimados de los multiplicadores de Lagrange que es acotada.
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3. La fórmula (1.2.6) mide el progreso en términos de infactibilidad y comple-
mentariedad. La hemos adaptado a partir de la medida usada en el caso del
método de Lagrangiano Aumentado cuadrático definido en [1, 2] para el caso
no cuadrático [28].
Para el caso cuadrático la fórmula que se tiene es:
σkj = ma´x
{
gj(x
k),− µ¯
k
j
ρk
}
.
Para obtenerlo, se reemplaza la restricción de desigualdad gj(x) ≤ 0 por la
restricción de igualdad utilizando variables de holgura gj(x)+z2j = 0 y se calcula
zj optimizando la función Lagrangiano Aumentado cuadrática obteniendo
zj =
√
ma´x
{
0,−µj
ρ
− gj(x)
}
.
Luego, se define σkj = gj(xk) + z2j = ma´x
{
gj(x
k),− µ¯kj
ρk
}
.
Por otro lado, esta fórmula corresponde a la fórmula (1.2.6) usada en la defi-
nición (1.2.10). Por lo tanto, consideramos que (1.2.6) es la medida apropiada
para el caso del método de Lagrangiano Aumentado no cuadrático.
En [18], donde los autores comparan 65 métodos de Lagrangiano Aumentado,
se considera otra actualización. El parámetro de penalidad no es aumentado
cuando ∀j = 1, . . . , p
ma´x{0, gj(xk)} ≤ τ ma´x{0, gj(xk−1)} y |gj(xk)µkj | ≤ τ |gj(xk−1)µk−1j |.
Sin embargo, con esta medida, [18] no incluye un análisis de convergencia local.
4. Las condiciones (1.2.8) y (1.2.9) fueron consideradas previamente en [19, 47].
La manera en que se decide si el parámetro de penalidad es adaptado o no, es
general ya que considera la posibilidad de aumentar el parámetro de penalidad,
incluso cuando el progreso es bueno, es decir, cuando la ecuación (1.2.7) se
satisface.
Capítulo 2
Condiciones de optimalidad para
problemas generales
Como mencionamos en la Introducción, desde el punto de vista práctico hallar
soluciones globales es en muchas oportunidades muy difícil y hasta a veces imposible.
La mayoría de los algoritmos populares de optimización se conforman con encontrar
candidatos a minimizadores: puntos estacionarios (puntos que satisfacen las condicio-
nes KKT) del problema general de optimización. Si bien los puntos estacionarios son
candidatos a minimizadores, no todos los minimizadores satisfacen las condiciones
KKT. Por ejemplo, las condiciones KKT no se satisfacen en la solución del proble-
ma Minimizar x, sujeto a x2 = 0, pero la condición KKT Aproximada se satisface.
Para que un minimizador cumpla las condiciones KKT es necesario que el punto
satisfaga alguna condición de calidad de las restricciones. Luego, una condición de
calidad (CQ) es una propiedad sobre los puntos factibles del problema, que cuando es
verificada por un minimizador local, garantiza que las condiciones KKT se cumplen.
Por lo tanto, dada una condición de calidad de primer orden, decimos que un
punto factible verifica una condición de optimalidad puntual de primer orden si este
punto verifica la condición KKT o no verifica la condición de calidad.
Consideremos el problema
Minimizar f(x)
sujeto a hi(x) = 0, i = 1, . . . ,m
gj(x) 6 0, j = 1, . . . , p
(2.0.1)
y denotemos Ω = {x ∈ Rn : hi(x) = 0, gj(x) 6 0, i = 1, . . . ,m; j = 1, . . . , p} al
conjunto factible.
Decimos que un punto factible x∗ es un punto Karush-Kuhn-Tucker (KKT) para
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el problema (2.0.1) si existen multiplicadores λ∗ ∈ Rm, µ∗ ∈ Rp+ tales que
∇f(x∗) +
m∑
i=1
λ∗i∇hi(x∗) +
p∑
j=1
µ∗j∇gj(x∗) = 0
y
µ∗j = 0 si gj(x
∗) < 0. (2.0.2)
La condición (2.0.2) es la condición de complementariedad, y decimos que se
satisface de manera estricta si
µ∗j > 0 cuando gj(x
∗) = 0.
Las condiciones de optimalidad secuenciales para optimización con restricciones
son necesariamente satisfechas por los minimizadores locales, independientemente de
las condiciones de calidad.
Condiciones de optimalidad secuenciales han sido previamente estudiadas en [5,
9, 30, 31, 48] para problemas de optimización no lineal.
La mayoría de los métodos numéricos son iterativos, en particular el método de
Lagrangiano Aumentado que se estudia en esta tesis. Por lo tanto, en su implemen-
tación debemos decidir en cada iteración si se para la ejecución del algoritmo o no.
Usualmente, esto está basado en la verificación de alguna condición, estas condiciones
son las condiciones necesarias de optimalidad. A diferencia de las condiciones KKT,
el objetivo de estas condiciones no es hacer una lista de candidatos a minimizadores
locales, sino justificar los criterios de parada, los tipos de convergencia y la robustez
de los algoritmos prácticos.
En este capítulo estableceremos condiciones de optimalidad de primer y segundo
orden bajo las cuales podemos probar la convergencia del algoritmo de Lagrangiano
Aumentado, definido en el Capítulo 1, a puntos estacionarios de primer y segundo
orden. Para ello utilizaremos el método de penalidad externa y algunos resultados
asociados a él.
2.1. Condiciones necesarias de optimalidad de pri-
mer orden
A continuación definimos una de las condiciones de optimalidad más utilizada: la
condición de Karush-Kuhn-Tucker Aproximada (AKKT) definida en [47].
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Definición 2.1.1. [9, 47] Supongamos que h(x∗) = 0 y g(x∗) 6 0. Decimos que x∗
satisface la condición de Karush-Kuhn-Tucker Aproximada (AKKT) con respecto al
problema (2.0.1) si existen sucesiones {xk} ⊆ Rn, {λk} ⊆ Rm y {µk} ⊆ Rp+ tales que
l´ım
k→∞
xk = x∗,
l´ım
k→∞
∥∥∥∥∥∇f(xk) +
m∑
i=1
λki∇hi(xk) +
p∑
j=1
µkj∇gj(xk)
∥∥∥∥∥ = 0 (2.1.2)
y
l´ım
k→∞
mı´n{µkj ,−gj(xk)} = 0 para todo j = 1, . . . , p. (2.1.3)
Diremos que {xk} es la sucesión AKKT.
Normalmente, los teoremas que respaldan las condiciones de optimalidad son de la
forma: "Si un minimizador local satisface una condición de calidad, entonces satisface
la condición KKT". Sin embargo, la mayoría de los métodos numéricos populares no
verifican que se satisfagan las condiciones de optimalidad, aunque las condiciones
KKT (aproximadas) siempre se prueban.
Una propiedad importante de las condiciones de optimalidad secuenciales es que
proveen herramientas teóricas adecuadas para justificar el criterio de parada para
soluciones de problemas de optimización no lineales.
El siguiente teorema prueba que la condición AKKT es una condición de opti-
malidad secuencial genuina en el siguiente sentido: si x∗ es un minimizador local del
problema (2.0.1) luego x∗ satisface la condición AKKT.
Teorema 2.1.4. [47] Supongamos que x∗ es un minimizador local del problema
(2.0.1). Entonces, existen sucesiones {xk} ⊆ Rn, {λk} ⊆ Rm y {µk} ⊆ Rp+ tales
que l´ım
k→∞
xk = x∗,
l´ım
k→∞
∥∥∥∥∥∇f(xk) +
m∑
i=1
λki∇hi(xk) +
p∑
j=1
µkj∇gj(xk)
∥∥∥∥∥ = 0 (2.1.5)
y
l´ım
k→∞
mı´n{µkj ,−gj(xk)} = 0 para todo j = 1, . . . , p. (2.1.6)
Demostración. Por hipótesis, existe ε > 0 tal que x∗ es un minimizador global de
Minimizar f(x) sujeto a x ∈ Ω ∩B(x∗, ε). (2.1.7)
Entonces x∗ es el único minimizador global de
Minimizar f(x) + ‖x− x∗‖22
sujeto a x ∈ Ω ∩B(x∗, ε). (2.1.8)
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Para todo k ∈ N, consideramos el problema
Minimizar f(x) + k [‖h(x)‖22 + ‖g(x)+‖22] + ‖x− x∗‖22
sujeto a ‖x− x∗‖ 6 ε. (2.1.9)
Como B(x∗, ε) es cerrado y acotado, el Teorema de Bolzano-Weierstras nos asegura
que el problema admite una solución xk ∈ B(x∗, ε).
Como ‖xk − x∗‖ 6 ε para todo k ∈ N y B(x∗, ε) es compacto, existen K ⊂ N y
z∗ ∈ B(x∗, ε) tales que l´ım
k∈K
xk = z∗. Por la definición de xk, tenemos que
f(xk) + k
[‖h(xk)‖22 + ‖g(xk)+‖22]+ ‖xk − x∗‖22
6 f(x∗) + k
[‖h(x∗)‖22 + ‖g(x∗)+‖22]+ ‖x∗ − x∗‖22.
Por lo tanto, como x∗ ∈ Ω,
f(xk) + k[‖h(xk)‖22 + ‖g(xk)+‖22] + ‖xk − x∗‖22 6 f(x∗) (2.1.10)
para todo k ∈ K. Dividiendo por k a ambos lados de la desigualdad, usando la
continuidad de las funciones y tomando límite para k ∈ K obtenemos que
[‖h(z∗)‖22 + ‖g(z∗)+‖22 = 0.
Luego, z∗ ∈ Ω.
Por (2.1.10) tenemos que para todo k ∈ K
f(xk) + ‖xk − x∗‖22 6 f(x∗).
Tomando límite para k ∈ K en ambos lados de la desigualdad obtenemos que
f(z∗) + ‖z∗ − x∗‖22 6 f(x∗).
Pero, como x∗ es el único minimizador global de (2.1.8) y ‖z∗ − x∗‖ < ε, tenemos
que z∗ = x∗. Por lo tanto,
l´ım
k∈K
xk = x∗. (2.1.11)
Luego, calculando el gradiente de la función objetivo del problema (2.1.9) y eva-
luando en xk se tiene que
∇f(xk) +
m∑
i=1
[
2khi(x
k)
]∇hi(xk) + ∑
j:gj(xk)>0
[
2kgj(x
k)
]∇gj(xk) + 2(xk − x∗) = 0,
(2.1.12)
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pues xk es minimizador de (2.1.9).
Definimos λki = 2khi(xk), µkj = 2kgj(xk)+. Luego de (2.1.11) y (2.1.12) se tiene
que
l´ım
k∈K
∥∥∥∥∥∇f(xk) +
m∑
i=1
λki∇hi(xk) +
p∑
j=1
µkj∇gj(xk)
∥∥∥∥∥ = 0,
donde µkj = 0 si gj(xk) < 0. Por lo tanto, para k suficientemente grande, mı´n{−gj(xk), µkj} =
0 para todo j = 1, . . . , p y k ∈ K. Esto completa la demostración.
Este teorema muestra que AKKT es una condición necesaria de optimalidad inde-
pendientemente de las condiciones de calidad. A pesar de esto, con el fin de verificar
que AKKT implica KKT, se deben considerar condiciones de calidad. En [9] los
autores definen la condición de calidad más débil para la cual esta implicación es
válida:
Dado x∗ ∈ Rn tal que h(x∗) = 0, g(x∗) 6 0, consideramos el cono convexo cerrado
definido como:
K(x∗) =
{ m∑
i=1
λi∇hi(x∗) +
∑
j∈A(x∗)
µj∇gj(x∗) : λi ∈ R, µj ∈ R+
}
.
Dada una multifunción F : Rs ⇒ Rd, el límite exterior de F (z) cuando z → z∗ es
denotado por
l´ım sup
z→z∗
F (z) = {w∗ ∈ Rd : ∃ (zk, wk)→ (z∗, w∗) con wk ∈ F (zk)}.
Luego, la multifunción F se dice que es semicontinua exterior en z∗ si
l´ım sup
z→z∗
F (z) ⊂ F (z∗).
Definición 2.1.13. [9] Dado x∗ ∈ Rn tal que h(x∗) = 0, g(x∗) 6 0. Decimos que
x∗ satisface la Propiedad del Cono Continuo (CCP) si la multifunción x⇒ K(x) es
semicontinua exterior en x∗, esto es
l´ım sup
x→x∗
K(x) ⊂ K(x∗).
La condición de calidad más popular es la independencia lineal de los gradientes
de las restricciones activas (LICQ) ya que es fácilmente verificable. La condición de
calidad de Mangasarian-Fromovitz (MFCQ)[44], que establece que los gradientes de
las restricciones activas son positivamente linealmente independientes en el punto
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factible considerado, es obviamente más débil que LICQ [17]. Qi y Wei [54] introdu-
jeron la condición de Dependencia Lineal Positiva Constante (CPLD), que dice que si
algunos gradientes de las restricciones activas son positivamente linealmente depen-
dientes en un punto, entonces los mismos gradientes son linealmente dependientes
en un entorno del punto. Andreani, Martínez, y Schuverdt en [11] demostraron que
CPLD implica quasinormalidad. CPLD, además es más débil que MFCQ y necesa-
riamente se satisface si las restricciones del problema son lineales (una propiedad
que no es compartida por MFCQ). En [8] se definió la condición Generador Positivo
Constante (CPG) que es más débil que CPLD. En [9] los autores prueban que la
condición CPG es estrictamente más fuerte que la propiedad CCP.
El siguiente teorema muestra que CCP es la condición más débil sobre las restric-
ciones bajo la cual se puede probar que AKKT implica KKT.
Teorema 2.1.14. [9] La condición CCP es la condición más débil bajo la cual se
puede probar que AKKT implica KKT, independientemente de la función objetivo.
Demostración. Probaremos primero que, si se satisface la condición CCP, la condi-
ción secuencial AKKT implica la condición KKT independientemente de la función
objetivo. Sea f una función objetivo tal que la condición secuencial AKKT se satis-
face en x∗. Luego existen sucesiones {xk} ⊆ Rn, {λk} ⊆ Rm y {µk} ⊆ Rp+ tales que
l´ım
k→∞
xk = x∗,
µkj = 0 para j /∈ A(x∗), para k suficientemente grande
y
ζk = ∇f(xk) +
m∑
i=1
λki∇hi(xk) +
∑
j∈A(x∗)
µkj∇gj(xk)→ 0. (2.1.15)
Definimos ωk =
m∑
i=1
λki∇hi(xk) +
∑
j∈A(x∗)
µkj∇gj(xk), luego
ωk ∈ K(xk) y ωk = ζk −∇f(xk). (2.1.16)
Tomando límite en (2.1.15) cuando k tiende a infinito y usando la continuidad
del gradiente de f y que ζk → 0 se tiene que
−∇f(x∗) = l´ımωk ∈ l´ım sup
k→∞
K(xk) ⊂ l´ım sup
x→x∗
K(x) ⊂ K(x∗), (2.1.17)
donde la última inclusión viene de la propiedad del cono continuo. Por lo tanto,
−∇f(x∗) ∈ K(x∗),
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lo que es equivalente a decir que x∗ satisface la condición KKT.
Ahora probaremos que si AKKT implica KKT para cualquier función objetivo,
entonces se satisface la condición CCP. Sea ω∗ ∈ l´ım supx→x∗ K(x), por la definición
de límite exterior, existen sucesiones {xk}, {ωk} tales que xk → x∗, ωk → ω∗ y ωk ∈
K(xk). Consideramos en particular la función f(x) = −〈ω∗, x〉 para todo x ∈ Rn.
Luego la condición AKKT se satisface en x∗ para esta función con {xk} como sucesión
AKKT ya que ∇f(xk) + ωk = −ω∗ + ωk → 0. Entonces, por hipótesis, x∗ satisface
la condición KKT, esto es, −∇f(x∗) = ω∗ ∈ K(x∗).
2.2. Condiciones necesarias de optimalidad de se-
gundo orden
Las condiciones necesarias de optimalidad pueden ser de primer orden o de se-
gundo orden. Sabemos que cuando un minimizador local de un problema general no
lineal verifica una condición de calidad de primer orden, este punto verifica la condi-
ción KKT. Cuando, además, un minimizador local verifica una condición de calidad
de segundo orden, es posible probar que el Hessiano de la función de Lagrange es
semidefinido positivo (PSD) en el subespacio tangente [10]:
Decimos que x∗ verifica la Condición Necesaria de Optimalidad Débil (WSONC)
cuando x∗ es factible para el problema (2.0.1) y existen multiplicadores de Lagrange
λ∗ ∈ Rm, µ∗ ∈ Rp+ tales que
µ∗j = 0 para j /∈ A(x∗),
∇f(x∗) +
m∑
i=1
λ∗i∇hi(x∗) +
p∑
j=1
µ∗j∇gj(x∗) = 0
y
∇2f(x∗) +
m∑
i=1
λ∗i∇2hi(x∗) +
p∑
j=1
µ∗j∇2gj(x∗)  0 en T (x∗)
donde T (x∗) = {d ∈ Rn : ∇hi(x∗)Td = 0, i = 1, . . . ,m;∇gj(x∗)Td = 0 para j ∈
A(x∗)}.
Queremos establecer condiciones bajo las cuales se verifique la convergencia a
puntos que satisfagan la condición necesaria de optimalidad de segundo orden débil.
En [6] los autores introducen por primera vez una condición necesaria de optima-
lidad secuencial llamada AKKT2 (Definición 2.2.1). Además, demostraron que esta
condición es una condición de optimalidad necesaria genuina.
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Sea l(x, λ, µ) la función de Lagrange asociada al problema de optimización (2.0.1):
l(x, λ, µ) = f(x) +
m∑
i=1
λihi(x) +
p∑
j=1
µjgj(x).
Definición 2.2.1. [6] Supongamos que h(x∗) = 0 y g(x∗) 6 0. Decimos que el punto
x∗ satisface la condición estacionaria de segundo orden aproximada (AKKT2) con
respecto al problema (2.0.1) si existen sucesiones {xk} ⊆ Rn, {λk} ⊆ Rm, {ηk} ⊆ Rm,
{µk} ⊆ Rp+, {θk} ⊆ Rp+ y {δk} ⊆ R+ tales que l´ım
k→∞
xk = x∗, l´ım
k→∞
δk = 0,
µkj = 0 para j /∈ A(x∗), (2.2.2)
θkj = 0 para j /∈ A(x∗), (2.2.3)
l´ım
k→∞
∇xl(xk, λk, µk) = l´ım
k→∞
∇f(xk) +
m∑
i=1
λki∇hi(xk) +
∑
j∈A(x∗)
µkj∇gj(xk) = 0 (2.2.4)
y, para k ∈ N suficientemente grande,
∇2xxl(xk, λk, µk) +
m∑
i=1
ηki∇hi(xk)∇hi(xk)T +
∑
j∈A(x∗)
θkj∇gj(xk)∇gj(xk)T  −δkI
(2.2.5)
en Rn.
La expresión (2.2.5) dice que la matriz del lado izquierdo debe ser semidefinida
positiva en el límite.
El siguiente teorema, demostrado en [6], prueba que AKKT2 es una condición
necesaria de optimalidad secuencial: si x∗ es un minimizador local del problema (2.0.1)
entonces x∗ satisface la condición AKKT2.
Lema 2.2.6. [7, 10] Sean f¯ : Rn → R, g¯j : Rn → R para j ∈ {1, . . . , p} funciones
con derivadas continuas de segundo orden en un entorno del punto x∗. Definimos
F¯ (x) := f¯(x) +
1
2
p∑
j=1
ma´x{0, g¯j(x)}2
para todo x en un entorno de x∗. Supongamos que x∗ es un minimizador local de F¯ .
Entonces la matriz simétrica definida por
H(x) := ∇2f¯(x) +
p∑
j=1
ma´x{0, g¯j(x)}∇2g¯j(x) +
∑
j:gj(x)>0
∇g¯j(x)∇g¯j(x)T
es semidefinida positiva en x∗.
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Demostración. Definimos para todo x ∈ Rn,
Γ(x) = f¯(x) +
1
2
∑
j:g¯j(x)>0
g¯j(x)
2.
Claramente, Γ(x∗) = F¯ (x∗) y ∇Γ(x∗) = ∇F¯ (x∗). Mas aún, Γ tiene segundas deriva-
das continuas y ∇2Γ(x∗) = H(x∗).
Supongamos, por contradicción, que H(x∗) no es semidefinida positiva. Luego, x∗
no es un minimizador local de Γ. Entonces, para todo ε > 0 existe x ∈ Rn tal que
‖x− x∗‖ 6 ε y
Γ(x) < Γ(x∗) = F¯ (x∗).
Pero, por continuidad de g¯, en un entorno de x∗ se tiene que Γ(x) > F¯ (x). Entonces,
x∗ no es un minimizador local de F¯ , contradiciendo la hipótesis del lema. Por lo
tanto, H(x∗) es semidefinida positiva como queríamos probar.
Teorema 2.2.7. [6] Si x∗ es un minimizador local de (2.0.1), entonces x∗ satisface
la condición AKKT2.
Demostración. Como x∗ es un minimizador local de (2.0.1) existe ε > 0 tal que
f(x∗) 6 f(x) para todo x ∈ Ω ∩B(x∗, ε).
Luego, x∗ es la única solución del problema:
Minimizar f(x) +
1
4
‖x− x∗‖4 sujeto a x ∈ Ω ∩B(x∗, ε). (2.2.8)
Sea {ρk} una sucesión de escalares positivos tal que ρk → +∞. Consideremos
el método de penalidad externa utilizando la función cuadrática para el problema
(2.2.8). Cada subproblema es de la forma
Minimizar f(x) +
1
4
‖x− x∗‖4 + ρk
2
[
m∑
i=1
hi(x)
2 +
p∑
j=1
gj(x)
2
+
]
sujeto a x ∈ B(x∗, ε).
(2.2.9)
Sea xk la solución global del subproblema (2.2.9) que está bien definido ya que
B(x∗, ε) es compacto y las funciones son continuas. Más aún, por el Teorema 1.1.4,
la sucesión {xk} converge a x∗ y xk ∈ IntB(x∗, ε) para k suficientemente grande.
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Luego, el gradiente de la función objetivo de (2.2.9) en xk debe ser cero para k
suficientemente grande:
∇f(xk) + ρk
m∑
i=1
hi(x
k)∇hi(xk) + ρk
p∑
j=1
gj(x
k)+∇gj(xk) + ‖xk − x∗‖2(x∗ − xk) = 0.
(2.2.10)
Por el Lema 2.2.6 con f¯(x) = f(x)+
ρk
2
m∑
i=1
hi(x)
2 +
1
4
‖x−x∗‖4, g¯j(x) = √ρkgj(x)
para j ∈ {1, . . . , p} y x∗ = xk, podemos decir que
∇2f(xk) + ρk
m∑
i=1
hi(x
k)∇2hi(xk) + ρk
p∑
j=1
gj(x
k)+∇2gj(xk)
+ρk
m∑
i=1
∇hi(xk)∇hi(xk)T + ρk
∑
j:gj(xk)>0
∇gj(xk)+∇gj(xk)T
+2(xk − x∗)(xk − x∗)T‖xk − x∗‖2  0.
(2.2.11)
Definimos
λki := ρkhi(x
k),
ηki := ρk para i ∈ {1, . . . ,m},
µkj := ρk ma´x{0, gj(xk)} para j ∈ {1, . . . , p},
θkj =
{
ρk si gj(xk) > 0
0 sino.
Finalmente definimos δk := 3‖xk − x∗‖2. Claramente δk → 0 cuando k tiende a
infinito, µkj = 0 para j /∈ A(x∗) y θkj = 0 para j /∈ A(x∗). Ahora, eligiéndolos de esta
manera, por (2.2.10) y (2.2.11), tenemos que la condición AKKT2 se satisface.
Es interesante observar que el hecho de que en la Definición 2.2.1 las sucesio-
nes {θk} y {δk} sean necesariamente no negativas proviene del uso del método de
penalidad externa utilizando la función de penalidad cuadrática. Si consideramos la
posibilidad de usar una función de penalidad no cuadrática en el método de penali-
dad externa, esto no es necesariamente así. La Definición 2.2.1 puede reescribirse de
la siguiente manera:
Definición 2.2.12. Supongamos que h(x∗) = 0 y g(x∗) 6 0. Decimos que el punto x∗
satisface la condición estacionaria de segundo orden aproximada relajada (rAKKT2)
con respecto al problema (2.0.1) si existen sucesiones {xk} ⊆ Rn, {λk} ⊆ Rm, {ηk} ⊆
Rm, {µk} ⊆ Rp+, {θk} ⊆ Rp, {δk} ⊆ R tales que l´ım
k→∞
xk = x∗, l´ım
k→∞
δk = 0,
µkj = 0 para j /∈ A(x∗), θkj = 0 para j /∈ A(x∗), (2.2.13)
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l´ım
k→∞
∇xl(xk, λk, µk) = l´ım
k→∞
∇f(xk)+
m∑
i=1
λki∇hi(xk)+
∑
j∈A(x∗)
µkj∇gj(xk) = 0 (2.2.14)
y, para k ∈ N suficientemente grande,
∇2xxl(xk, λk, µk) +
m∑
i=1
ηki∇hi(xk)∇hi(xk)T +
∑
j∈A(x∗)
θkj∇gj(xk)∇gj(xk)T  −δkI
(2.2.15)
en Rn.
Teorema 2.2.16. Si x∗ es un minimizador local de (2.0.1), entonces x∗ satisface la
condición rAKKT2.
Demostración. Como x∗ es un minimizador local de (2.0.1) existe ε > 0 tal que
f(x∗) 6 f(x) para todo x ∈ Ω ∩B(x∗, ε).
Luego, x∗ es la única solución de
Minimizar f(x) +
1
4
‖x− x∗‖4 sujeto a x ∈ Ω ∩B(x∗, ε). (2.2.17)
Sea {ρk} una sucesión de escalares positivos tal que ρk → +∞.
Para el problema (2.2.17) consideremos el método de penalidad externa utili-
zando una función no cuadrática par las restricciones de desigualdad, por ejemplo,
P (gj(x), ρ) =
1
ρ
ϕ(ρgj(x)), donde ϕ cumple las condiciones definidas en el Capítulo 1.
Minimizar f(x) +
1
4
‖x− x∗‖4 + ρk
2
[
m∑
i=1
hi(x)
2 +
p∑
j=1
1
ρk
ϕ(ρkgj(x))
]
sujeto a x ∈ B(x∗, ε).
(2.2.18)
Sea xk la solución global del subproblema (2.2.18) que está bien definido ya que
B(x∗, ε) es compacto y la función objetivo es continua. Más aún, la sucesión {xk}
converge a x∗ y xk ∈ IntB(x∗, ε) para k suficientemente grande. Luego, el gradiente
de la función objetivo de (2.2.18) en xk debe ser cero para k suficientemente grande:
∇f(xk) + ρk
m∑
i=1
hi(x
k)∇hi(xk) +
p∑
j=1
ϕ′(ρkgj(xk))∇gj(xk) + ‖xk − x∗‖2(x∗− xk) = 0.
(2.2.19)
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A partir de que ϕ tiene segundas derivadas continuas podemos afirmar que
∇2f(xk) + ρk
m∑
i=1
hi(x
k)∇2hi(xk) + ρk
p∑
j=1
ϕ′(ρkgj(xk))∇2gj(xk)
+ρk
m∑
i=1
∇hi(xk)∇hi(xk)T +
∑
j:gj(xk)>0
ρkϕ
′′(ρkgj(xk))∇gj(xk)∇gj(xk)T
+2(xk − x∗)(xk − x∗)T‖xk − x∗‖2  0.
(2.2.20)
Definimos
λki := ρkhi(x
k),
ηki := ρk para i ∈ {1, . . . ,m},
µkj := ϕ
′(ρkgj(xk))} para j ∈ {1, . . . , p},
θkj = ρkϕ
′′(ρkgj(xk)).
Finalmente definimos δk := 3‖xk − x∗‖2. Claramente δk → 0 cuando k tiende a
infinito, µkj → 0 para j /∈ A(x∗) y θkj → 0 para j /∈ A(x∗).
Ahora, podemos considerar µkj = 0 y θkj = 0 para j /∈ A(x∗) y la desigualdad
(2.2.20) se mantiene para k suficientemente grande. Eligiéndolos de esta manera, por
(2.2.18) y (2.2.20), tenemos que la condición rAKKT2 se satisface.
La diferencia entre AKKT2 y rAKKT2 es que las sucesiones {θk} ⊆ Rp y {δk} ⊆ R
no son necesariamente no negativas en rAKKT2, pues por las características de ϕ,
θkj = ρkϕ
′′(ρkgj(xk)), no es un escalar necesariamente no negativo.
En la siguiente proposición mostraremos que las Definiciones 2.2.1 y 2.2.12 son
equivalentes.
Proposición 2.2.21. Un punto factible x∗ satisface la condición estacionaria de se-
gundo orden aproximada (AKKT2) con respecto al problema (2.0.1) si y solo si satis-
face la condición estacionaria de segundo orden aproximada reformulada (rAKKT2).
Demostración. Probaremos que rAKKT2 implica AKKT2. La recíproca es inmedia-
ta.
Supongamos que x∗ satisface la condición rAKKT2 con respecto al problema
(2.0.1). Entonces, existen sucesiones {xk} ⊆ Rn, {λk} ⊆ Rm, {ηk} ⊆ Rm, {µk} ⊆ Rp+,
{θ˜k} ⊆ Rp, {δ˜k} ⊆ R tales que l´ım
k→∞
xk = x∗, l´ım
k→∞
δ˜k = 0,
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µkj = 0 para j /∈ A(x∗), θkj = 0 para j /∈ A(x∗),
l´ım
k→∞
∇xl(xk, λk, µk) = l´ım
k→∞
∇f(xk) +
m∑
i=1
λki∇hi(xk) +
∑
j∈A(x∗)
µkj∇gj(xk) = 0
y
∇2xxl(xk, λk, µk) +
m∑
i=1
ηki∇hi(xk)∇hi(xk)T +
∑
j∈A(x∗)
θ˜kj∇gj(xk)∇gj(xk)T  −δ˜kI
en Rn, para k ∈ N suficientemente grande. Supongamos que la sucesión {θ˜k} 6⊂ Rp+
para algún subconjunto infinito K ⊂ N, es decir, que existe j ∈ A(x∗) tal que θ˜kj < 0,
para todo k ∈ K.
Consideramos los conjuntos de índices Ik = {j ∈ A(x∗) : θ˜kj ≥ 0, k ∈ K} y
Jk = {j ∈ A(x∗) : θ˜kj < 0, k ∈ K}. Como los posibles conjuntos Ik, Jk son finitos,
existe K1 ⊂ K tal que, para todo k ∈ K1, Ik = I ⊂ A(x∗), Jk = J ⊂ A(x∗). Luego,
para k ∈ K1 suficientemente grande, por (2.2.15)
dT∇2xxl(xk, λk, µk)d+
m∑
i=1
ηki ‖∇hi(xk)Td‖2 +
∑
j∈I
θ˜kj ‖∇gj(xk)Td‖2
≥ − δ˜k‖d‖2 −
∑
j∈J
θ˜kj ‖∇gj(xk)Td‖2, ∀d ∈ Rn.
Como θ˜kj < 0 para todo j ∈ J tenemos que
dT∇2xxl(xk, λk, µk)d+
m∑
i=1
ηki ‖∇hi(xk)Td‖2 +
∑
j∈I
θ˜kj ‖∇gj(xk)Td‖2 ≥ −δ˜k‖d‖2.
Luego, podemos definir
θkj =
{
θ˜kj si j ∈ I
0 si j ∈ J,
y obtenemos que {θk} ⊂ Rp+.
Si δ˜k 6 0 para todo k ∈ K1 consideramos δk = 0 y por lo tanto las sucesiones
{xk}k∈K1 ⊆ Rn, {λk}k∈K1 ⊆ Rm, {ηk}k∈K1 ⊆ Rm, {µk}k∈K1 ⊆ Rp+, {θk}k∈K1 ⊆ Rp+,
{δk}k∈K1 ⊆ R+ verifican la condición AKKT2.
Si no, existe K2 ⊂ K1 tal que δ˜k ≥ 0 para todo k ∈ K2. Luego consideramos las
mismas sucesiones en el conjunto de índices K2 y se verifica la condición AKKT2
como queríamos probar.
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Definiremos, para cada x, y ∈ Rn el siguiente cono [6]:
CW (x, y) := {d ∈ Rn : ∇hi(x)Td = 0 para i = 1, . . . ,m;
∇gj(x)Td = 0 para j ∈ A(y)} .
Observar que el cono tangente en WSONC es T (x∗) = CW (x∗, x∗).
En [6] los autores también presentan una nueva condición de calidad de segundo
orden inmediatamente asociada a la condición secuencial de segundo orden AKKT2:
la propiedad del Cono Continuo de segundo orden CCP2.
Dado x∗ tal que h(x∗) = 0 y g(x∗) 6 0, para cada x ∈ Rn definimos el siguiente
cono:
KW2 (x) :=
⋃
(λ, µ) ∈ Rm × Rp+
µj = 0, j /∈ A(x∗)

 m∑
i=1
λi∇hi(x) +
∑
j∈A(x∗)
µj∇gj(x), H
 :
H 
m∑
i=1
λi∇2hi(x) +
∑
j∈A(x∗)
µj∇2gj(x) en CW (x, x∗)

.
Definición 2.2.22. [6] Supongamos que h(x∗) = 0 y g(x∗) 6 0. Decimos que x∗
satisface la propiedad del cono continuo de segundo orden (CCP2) si
l´ım sup
x→x∗
KW2 (x) ⊂ KW2 (x∗). (2.2.23)
Esto es, la multifunción x ∈ Rn ⇒ KW2 (x) ⊆ Rn × Sym(n) es semicontinua exterior
en x∗.
Como se menciona en [6], KW2 (x) es un subconjunto del cono convexo de Rn ×
Sym(n) y por lo tanto permite escribir la condición de optimalidad necesaria de
segundo orden débil (WSONC) de la siguiente forma compacta
(−∇f(x∗),−∇2f(x∗)) ∈ KW2 (x∗).
Para mostrar que CCP2 es la condición de calidad segundo orden más débil que
garantiza que AKKT2 implica WSONC, se ultiliza el siguiente lema:
Lema 2.2.24. [16] Sea P una matriz simétrica de dimensión n× n y Q una matriz
simétrica y semidefinida positiva de dimensión n × n. Supongamos que xTPx > 0
∀x 6= 0 satisfaciendo xTQx = 0. Luego, existe un escalar c tal que
P + cQ > 0.
Demostración. Por el absurdo. Supongamos que para todo entero k, existe un vector
xk con ‖xk‖ = 1 tal que
(xk)TPxk + k(xk)TQxk 6 0. (2.2.25)
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La sucesión {xk} tiene una subsucesión {xk}k∈K que converge a un vector x∗ con
‖x∗‖ = 1. Tomando límite superior en (2.2.25), tenemos que
(x∗)TPx∗ + l´ım sup
k∈K
(k(xk)TQxk) 6 0. (2.2.26)
Como (xk)TQxk ≥ 0, (2.2.26) implica que {(xk)TQxk}k converge a cero y entonces
(x∗)TQx∗ = 0. Por hipótesis teníamos que (x∗)TPx∗ > 0 y eso contradice (2.2.26).
Teorema 2.2.27. [6] Supongamos que h(x∗) = 0 y g(x∗) 6 0. Las siguientes condi-
ciones son equivalentes:
1. CCP2 se cumple en x∗ ;
2. Para toda función objetivo f : Rn → R del problema (2.0.1) tal que AKKT2 se
cumple en x∗, la condición WSONC se satisface en x∗.
Demostración. Primero supongamos que se satisface CCP2 en x∗ y que existe una
función f de manera que se satisface la condición AKKT2 en x∗. Por la definición
de AKKT2, existen sucesiones {xk} ⊆ Rn, {λk} ⊆ Rm, {ηk} ⊆ Rm, {µk} ⊆ Rp+,
{θk} ⊆ Rp+, {δk} ⊆ R+ tales que µkj = 0 para j /∈ A(x∗), θkj = 0 para j /∈ A(x∗),
l´ım
k→∞
xk = x∗, l´ım
k→∞
δk = 0 y
1. εk := ∇f(xk) +
m∑
i=1
λki∇hi(xk) +
∑
j∈A(x∗)
µkj∇gj(xk)→ 0
2. ∇2xxl(xk, λk, µk)+
m∑
i=1
ηki∇hi(xk)∇hi(xk)T +
∑
j∈A(x∗)
θkj∇gj(xk)∇gj(xk)T  −δkI.
De 1. y 2. podemos ver que
(−∇f(xk) + εk,−∇2f(xk)− δkI) ∈ KW2 (xk).
Usando la continuidad de ∇f y ∇2f y la semicontinuidad exterior en x∗ obtenemos
que
(−∇f(x∗),−∇2f(x∗)) ∈ KW2 (x∗)
y en consecuencia WSONC se cumple.
Probaremos ahora la otra implicación. Sea (w,W ) un elemento de l´ım supKW2 (x)
cuando x → x∗. Veamos que (w,W ) ∈ KW2 (x∗). Por definición de límite exterior
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existen sucesiones {xk}, {λki }, {µkj} con µkj = 0 para j /∈ A(x∗) y {Hk} ⊂ Sym(n)
tales que xk → x∗, m∑
i=1
λki∇hi(xk) +
∑
j∈A(x∗)
µkj∇gj(xk), Hk
→ (w,W )
y
Hk 
m∑
i=1
λki∇2hi(xk) +
∑
j∈A(x∗)
µkj∇2gj(xk) en CW (xk, x∗).
Definimos f(x) := −〈w, x− x∗〉 − 1
2
W (x− x∗, x− x∗). Mostraremos que AKKT2
se cumple en x∗ con f(x) como función objetivo. Claramente, tenemos que ∇f(x) =
−w −W (x− x∗) y ∇2f(x) = −W .
Para probar (2.2.14) hay que probar que l´ım
k→∞
∇xl(xk, λk, µk) = 0, pero esto es
trivial ya que
l´ım
k→∞
 m∑
i=1
λki∇hi(xk) +
∑
j∈A(x∗)
µkj∇gj(xk)− w
− l´ım
k→∞
W (xk − x∗) = 0.
Para probar (2.2.5) usaremos el Lema 2.2.24 con
P k :=
m∑
i=1
λki∇2hi(xk) +
∑
j∈A(x∗)
µkj∇2gj(xk)−Hk +
1
k
I (2.2.28)
y Q la matriz formada por las columnas de la matriz[∇hi(xk), i ∈ {1, . . . ,m};∇gj(xk), j ∈ A(x∗)] .
Por el Lema 2.2.24 existen sucesiones positivas {θk} y {ηk} tales que
Sk := P k +
m∑
i=1
ηk∇hi(xk)∇hi(xk)T +
∑
j∈A(x∗)
θkj∇gj(xk)∇gj(xk)T  0. (2.2.29)
Elegimos θkj = 0 para j /∈ A(xk). Usando (2.2.28), (2.2.29) y que ∇2f(x) = −W
tenemos que
∇2l(xk, λk, µk) +
m∑
i=1
ηki∇hi(xk)∇hi(xk)T +
∑
j∈A(x∗)
θkj∇gj(xk)∇gj(xk)T =
−W +Hk + Sk − 1
k
I.
(2.2.30)
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Buscaremos ahora una cota superior para esta matriz. Por el principio de Rayleigh
tenemos que
−W +Hk  −|λ1(W −Hk)|I,
donde λ1(W −Hk) denota el menor autovalor de (W −Hk). Por (2.2.29), Sk  0 y
por lo tanto tenemos que
−W +Hk + Sk − 1
k
I  −|λ1(W −Hk)|I + Sk − 1kI −|λ1(W −Hk)|I − 1kI = −δkI,
(2.2.31)
donde δk = |λ1(W −Hk)|+ 1k . Como Hk → W cuando k tiende a infinito, δk tiende a
cero. Por (2.2.31) y (2.2.30) vemos que la condición (2.2.5) se satisface, y por lo tanto
x∗ es un punto AKKT2. Luego, por hipótesis, WSONC se cumple y por (2.2.23) se
tiene que
(w,W ) = (−∇f(x∗),−∇2f(x∗)) ∈ KW2 (x∗)
como queríamos probar.
En [6] los autores prueban que CCP2 es una condición de calidad más débil que
la condición MFCQ+WCR [4] y que RCRCQ [49].
En relación con las definiciones de AKKT2 y rAKKT2 podemos observar que
La desiguladad (2.2.5) se debe cumplir en todo Rn,
La desigualdad (2.2.5) incluye las matrices de rango uno: ∇hi(xk)∇hi(xk)T y
∇gj(xk)∇gj(xk)T .
Como la condición de optimalidad necesaria de segundo orden (WSONC) esta-
blece que el Hessiano de la función de Lagrange debe ser semidefinido positivo en
el subespacio tangente, creemos que es interesante estudiar condiciones secuenciales
de segundo orden considerando la desigualdad (2.2.5) en el subespacio tangente o en
una aproximación del subespacio tangente. En ese contexto, en la siguiente definición
sugerimos una nueva condición de optimalidad de segundo orden.
Definición 2.2.32. Supongamos que h(x∗) = 0 y g(x∗) 6 0. Decimos que un pun-
to x∗ satisface la nueva condición aproximada estacionaria de segundo orden en un
tangente aproximado (AKKT2AT) con respecto al problema (2.0.1) si existen su-
cesiones {xk} ⊆ Rn, {λk} ⊆ Rm, {µk} ⊆ Rp+, {δk} ⊆ R+ y {εk} ⊆ R+ tales que
l´ım
k→∞
xk = x∗, l´ım
k→∞
δk = 0, l´ım
k→∞
εk = 0,
µkj = 0 para j /∈ A(x∗),
l´ım
k→∞
∇xl(xk, λk, µk) = l´ım
k→∞
∇f(xk) + m∑
i=1
λki∇hi(xk)
∑
j∈A(x∗)
µkj∇gj(xk)
 = 0
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y, para k ∈ N suficientemente grande,
∇2xxl(xk, λk, µk)  −δkI en Ck (2.2.33)
donde Ck es el cono definido por
Ck = {d ∈ Rn : ‖d‖ = 1, |∇hi(xk)Td| 6 εk, i = 1, . . . ,m;
|∇gj(xk)Td| 6 εk, j : gj(x∗) = 0}.
En la siguiente proposición probaremos que la nueva condición secuencial de op-
timalidad es AKKT2AT es más débil que rAKKT2. Como consecuencia, podemos
concluir que es una condición genuina.
Proposición 2.2.34. Si un punto factible x∗ satisface la condición estacionaria
aproximada de segundo orden (rAKKT2) con respecto al problema (2.0.1) entonces
x∗ satisface la condición estacionaria aproximada de segundo orden en un tangente
aproximado (AKKT2AT).
Demostración. Supongamos que x∗ satisface la condición rAKKT2 con respecto al
problema (2.0.1). Entonces, existen sucesiones {xk} ⊆ Rn, {λk} ⊆ Rm, {ηk} ⊆ Rm,
{µk} ⊆ Rp+, {θ˜k} ⊆ Rp, {δ˜k} ⊆ R tales que l´ım
k→∞
xk = x∗, l´ım
k→∞
δ˜k = 0,
µkj = 0 para j /∈ A(x∗), θ˜kj = 0 para j /∈ A(x∗),
l´ım
k→∞
∇xl(xk, λk, µk) = l´ım
k→∞
∇f(xk) + m∑
i=1
λki∇hi(xk) +
∑
j∈A(x∗)
µkj∇gj(xk)
 = 0
y, para k ∈ N suficientemente grande,
∇2xxl(xk, λk, µk) +
m∑
i=1
ηki∇hi(xk)∇hi(xk)T +
∑
j∈A(x∗)
θ˜kj∇gj(xk)∇gj(xk)T  −δ˜kI.
Luego, para todo d ∈ Ck
−δ˜k 6 dT∇2xxl(xk, λk, µk)d+
m∑
i=1
ηki |∇hi(xk)Td|2 +
∑
j∈A(x∗)
θ˜kj |∇gj(xk)Td|2
6 dT∇2xxl(xk, λk, µk)d+ ‖ηk‖
m∑
i=1
|∇hi(xk)Td|2 + ‖θ˜k‖
∑
j∈A(x∗)
|∇gj(xk)Td|2
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6 dT∇2xxl(xk, λk, µk)d+ ma´x{‖ηk‖, ‖θ˜k‖}
 m∑
i=1
|∇hi(xk)Td|2 +
∑
j∈A(x∗)
|∇gj(xk)Td|2
 .
Si ma´x{‖ηk‖, ‖θ˜k‖} es acotada, consideramos εk tal que l´ım
k→∞
εk = 0 y definimos
δk = δ˜k + (m+ p) ma´x{‖ηk‖, ‖θ˜k‖}ε2k
.
Luego, para todo d ∈ Ck y para k suficientemente grande
−δk 6 dT∇2xxl(xk, λk, µk)d.
Si no, l´ım
k→∞
ma´x{‖ηk‖, ‖θ˜k‖} = +∞. En este caso, consideramos
εk =
1
ma´x{‖ηk‖, ‖θ˜k‖} y δk = δ˜k + εk(m+ p).
En consecuencia, las sucesiones {xk} ⊆ Rn, {λk} ⊆ Rm, {µk} ⊆ Rp+, {εk} ⊆ R+,
{δk} ⊆ R+ verifican la condición AKKT2AT como queríamos probar.

Capítulo 3
Método de Lagrangiano Aumentado
utilizando la función de penalidad
exponencial
En este Capítulo consideremos el problema de programación no lineal con restric-
ciones de desigualdad
Minimizar f(x)
sujeto a gj(x) 6 0, j = 1, . . . , p
(3.0.1)
donde las funciones f : Rn → R, y g : Rn → Rp son funciones dos veces continuamente
diferenciables.
Comenzaremos estudiando la función de penalidad exponencial, que cumple las
condiciones C1-C4 definidas en la sección 1.2 del Capítulo 1. De esta manera la
función Lagrangiana Aumentada tendrá la siguiente expresión:
L(x, µ, ρ) = f(x) +
p∑
j=1
µj
ρ
(eρgj(x) − 1), (3.0.2)
para x ∈ Rn, ρ > 0 y µj > 0.
3.1. Convergencia global
En el teorema en el que demostraremos la convergencia del Algoritmo 1, definido
en la sección 1.2 del Capítulo 1, cuando se utiliza la función de penalidad exponencial,
también demostraremos que si la condición de calidad de Mangasarian-Fromovitz se
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satisface, el conjunto de multiplicadores de Lagrange es acotado. Para eso necesitamos
las siguientes definiciones:
Definición 3.1.1. Sean A = {a1, . . . , am}, B = {b1, . . . , bp} dos conjuntos finitos de
vectores en Rn. Decimos que A ∪ B es positivo linealmente dependiente (PLD) si
existen escalares α ∈ Rm, β ∈ Rp tal que β > 0, (α, β) 6= 0 y
m∑
i=1
αiai +
p∑
j=1
βjbj = 0.
En caso contrario, se dice que A ∪B es positivo linealmente independiente (PLI).
Definición 3.1.2. [44] Decimos que un punto factible x∗ satisface la condición de
calidad de Mangasarian-Fromovitz (MFCQ) si los gradientes
{∇hj(x∗)}j∈{1,...,m} ∪ {∇gj(x∗)}j∈A(x∗)
son PLI.
Cuando se considera la función de penalidad cuadrática, se puede demostrar que
µ∗j = 0 cuando j /∈ A(x∗).
Si se consideran funciones de penalidad no cuadráticas, esto no es necesariamente
así. Sin embargo, demostraremos que la sucesión de multiplicadores µkj tiende a cero,
cuando k tiende a infinito.
Observar que para la función de penalidad exponencial se tiene que el estimado
del multiplicador de Lagrange, (1.2.4), asociado a la restricción gj(x) 6 0 es
µk+1j = µ¯
k
j e
ρkgj(x
k).
Lema 3.1.3. Sea {xk} una sucesión generada por el Algoritmo 1, definido en la
sección 1.2 del Capítulo 1. Supongamos que x∗ es un punto límite factible de {xk} y
que K ⊂ N es tal que l´ım
k∈K
xk = x∗. Luego,
l´ım
k∈K
µk+1j = 0 ∀j /∈ A(x∗).
Demostración. Para cada j /∈ A(x∗), consideramos dos casos:
Si {ρk} es acotada, por el Paso 3 del Algoritmo 1,
l´ım
k∈K
σkj = l´ım
k∈K
µ¯kj
(
eρkgj(x
k) − 1
ρk
)
= 0.
Como gj(x∗) < 0, l´ım
k∈K
eρkgj(x
k) − 1
ρk
6= 0 y esto implica que l´ım
k∈K
µ¯kj = 0 y como,
para este caso, µk+1j = µ¯kj eρkgj(x
k) se cumple que l´ım
k∈K
µk+1j = 0.
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Si {ρk} no es acotada, como gj(x∗) < 0, tenemos que l´ım
k∈K
eρkgj(x
k) = 0, y como
{µ¯kj}k∈K es acotada, obtenemos que
l´ım
k∈K
µk+1j = l´ım
k∈K
µ¯keρkgj(x
k) = 0.
Por lo tanto, el lema esta probado.
Veamos ahora el teorema de la convergencia global. Para demostrar este resultado
en el trabajo [28] utilizamos la condición de calidad de Generador Positivo Constante
[8], pero en [9] se demostró que la condición CCP es más débil y por tal motivo el
teorema de convergencia global lo probaremos con esta última condición.
En el Paso 1 del Algoritmo 1, consideramos como criterio de parada la condición
inexacta de primer orden
∥∥∇xL(xk, µ¯k, ρk)∥∥ ≤ εk, (3.1.4)
µkj = 0 cuando gj(x
k) < −εk, j = 1, . . . , p, (3.1.5)
para todo k ∈ N y para εk → 0.
Teorema 3.1.6. Sea {xk} una sucesión generada por el Algoritmo 1 definido en la
sección 1.2 del Capítulo 1, donde cada xk verifica las condiciones (3.1.4)-(3.1.5). Sea
x∗ un punto límite de la sucesión {xk} que satisface la Propiedad del Cono Continuo
(CCP) para el problema (3.0.1). Luego, x∗ es un punto Karush-Kuhn-Tucker del
problema (3.0.1).
Más aún, si x∗ satisface la condición de calidad de Mangasarian-Fromovitz y
{xk}k∈K es una subsucesión que converge a x∗, el conjunto
{‖µk+1‖}k∈K es acotado. (3.1.7)
Demostración. Para todo k ∈ N, por (1.2.1), (1.2.4) y (3.1.4) existe δk ∈ Rn tal que
‖δk‖ 6 εk y
∇f(xk) +
p∑
j=1
µk+1j ∇gj(xk) = δk.
Sea K1 ⊂ N tal que l´ım
k∈K1
xk = x∗. Luego,
∇f(xk) +
∑
j∈A(x∗)
µk+1j ∇gj(xk) = δk −
∑
j /∈A(x∗)
µk+1j ∇gj(xk). (3.1.8)
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Además, por el Lema 3.1.3, tenemos que
ζk = ∇f(xk) +
∑
j∈A(x∗)
µk+1j ∇gj(xk)→ 0.
Definiendo ωk =
∑
j∈A(x∗)
µk+1j ∇gj(xk) vemos que
ωk ∈ K(xk) y ωk = δk −∇f(xk)−
∑
j /∈A(x∗)
µk+1j ∇gj(xk). (3.1.9)
Tomando límite para k ∈ K en esta ecuación cuando k tiende a infinito, usando
la continuidad de f y que δk → 0, tenemos que
−∇f(x∗) = l´ım
k∈K1
ωk ∈ l´ım sup
k→∞
K(xk) ⊂ l´ım sup
x→x∗
K(x) ⊂ K(x∗).
La última inclusión viene de aplicar la propiedad del Cono Continuo.
Por lo tanto,
−∇f(x∗) ∈ K(x∗),
lo que es equivalente a decir que x∗ es un punto KKT.
Para probar la segunda parte, supongamos que la sucesión {µk+1}k∈K no es aco-
tada. Definimos, para todo k ∈ K,
Mk = ma´x{µk+1j , j ∈ A(x∗)}.
Por lo tanto, l´ım
k∈K
Mk = +∞. Luego podemos dividir (3.1.8) por Mk y se tiene
∇f(xk)
Mk
+
∑
j∈A(x∗)
µk+1j
Mk
∇gj(xk) = δk
Mk
−
∑
j /∈A(x∗)
µk+1j
Mk
∇gj(xk).
Definimos µ˜k = µk+1/Mk. La sucesión {µ˜k}k∈K es acotada. Resulta que tiene
alguna subsucesión convergente y, por como elegimosMk, no puede ser nula. Tomando
límite para esta subsucesión, se tiene que∑
j∈A(x∗)
µ˜∗j∇gj(x∗) = 0
y por lo tanto que x∗ no satisface la condición de calidad de Mangasarian-Fromovitz.
Absurdo, luego {µk+1} es acotada.
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3.2. Acotación del parámetro de penalidad utilizan-
do la función de penalidad exponencial
Es conocido que los métodos de Lagrangiano Aumentado, a diferencia de los
métodos de penalidad, intentan localizar el valor óptimo del problema manteniendo la
sucesión {ρk} acotada para evitar el mal condicionamiento en el límite. Debido a esto,
en esta sección, estudiaremos condiciones bajo las cuales la sucesión de parámetros
de penalidad en el Algoritmo 1 de Lagrangiano Aumentado es acotada.
Cuando se consideran restricciones de desigualdad las hipótesis usuales para de-
mostrar la convergencia son: la condición suficiente de optimalidad de segundo orden
(el Hessiano de la función de Lagrange definido positivo en el subespacio ortogonal
de los gradientes de las restriciones activas) y la independencia lineal de las restric-
ciones activas junto con la condición de complementariedad estricta. Estas son las
condiciones usadas en [2] para probar que el parámetro de penalidad es acotado en
el método de Lagrangiano Aumentado cuadrático ALGENCAN y en [27] para ana-
lizar el comportamiento asintótico cuando se consideran funciones de penalidad no
cuadráticas.
Similares, pero ligeramente más restrictivas, son las condiciones consideradas en
[25] para obtener la acotación del parámetro de penalidad para LANCELOT. Recien-
temente, en [19], los autores demostraron que el parárametro de penalidad permanece
acotado para un método de Lagrangiano Aumentado cuadrático bajo las siguientes
hipótesis: en lugar de la independencia lineal de las restricciones activas asumen que
se satisface la condición de calidad de Mangasarian-Fromovitz y que el vector de
multiplicadores de Lagrange es único y, además, utiliza una condición suficiente de
optimalidad de segundo orden que no involucra a la condición de complementariedad
estricta. Es importante mencionar que en [19] la medida usada para actualizar el
parámetro de penalidad es diferente de la usada en [1, 2, 18, 25].
En [19] los autores aumentan el parámetro de penalidad usando la medida
σ(x, µ) =
wwww ∇lx(x, µ, ρ)mı´n{−g(x), µ}
wwww (3.2.1)
y la cota es obtenida usando la teoría de la cota del error local [29, 32].
Para demostrar la acotación del parámetro de penalidad utilizaremos las siguien-
tes hipótesis:
Hipótesis 1. La sucesión {xk} es generada por el Algoritmo 1 y l´ım
k→∞
xk = x∗.
Además, las funciones f y g admiten segundas derivadas continuas en un entorno de
x∗.
Supongamos que el conjunto de índices de las restricciones activas en x∗ esA(x∗) =
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{1, . . . , q} y J = {q + 1, . . . , p}.
Hipótesis 2. Los gradientes ∇g1(x∗), . . . ,∇gq(x∗) son linealmente independien-
tes.
Hipótesis 3. La siguiente condición suficiente de segundo orden para minimiza-
dores locales se satisface en (x∗, µ∗). Para todo z ∈ T (x∗), z 6= 0,
zT∇2xxl(x∗, µ∗)z > 0, (3.2.2)
donde T (x∗) es el subespacio tangente:
T (x∗) = {z ∈ Rn : ∇gj(x∗)T z = 0, j tal que gj(x∗) = 0}. (3.2.3)
También asumimos que la condición de complementariedad estricta se cumple:
µ∗j > 0 para todo j = 1, . . . , q.
Hipótesis 4. Para todo j = 1, . . . , p, µ∗j ∈ [0, µ¯ma´xj ).
El siguiente lema asegura que, si x∗ es un punto que verifica las condiciones de
Karush-Kuhn-Tucker y además que verifica la Hipótesis 3, entonces el punto x∗ es
un minimizador local de la función Lagrangiana Aumentada exponencial L(x, µ∗, ρ)
para todo ρ ayor o igual que una constante ρ¯. Este resultado fue probado para el caso
cuadrático. Ver, por ejemplo, [2, 17].
Lema 3.2.4. Supongamos que x∗ es un punto que satisface las condiciones de Karush
-Kuhn-Tucker para el problema (3.0.1) y que la Hipótesis 3 se cumple. Luego, existe
ρ¯ > 0 tal que, para ρ > ρ¯,
zT∇2xxL(x∗, µ∗, ρ)z > 0
para todo z ∈ T (x∗), z 6= 0.
Demostración. Por la definición de L(x, µ, ρ) y las hipótesis tenemos que
∇2xxL(x∗, µ∗, ρ) = ∇2xxl(x∗, µ∗) + ρ
∑
j∈A(x∗)
µ∗j∇gj(x∗)∇gj(x∗)T .
Definimos P = ∇2xxl(x∗, µ∗) y Q =
∑
j∈A(x∗)
µ∗j∇gj(x∗)∇gj(x∗)T . Luego, para todo
z 6= 0, z ∈ T (x∗), zTQz =
∑
j∈A(x∗)
µ∗j‖∇gj(x∗)T z‖2 = 0 y, utilizando la Hipótesis 3,
se tiene que zTPz > 0. Por lo tanto, usando el Lema 2.2.24 obtenemos el resultado
deseado.
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En lo que sigue daremos algunos resultados necesarios para proporcionar estima-
ciones de una solución aproximada de Minimizar L(x, µ, ρ) a x∗ y la estimación del
multiplicador de Lagrange correspondiente a µ∗. El análisis sigue las ideas de [2, 27].
Lema 3.2.5. Supongamos que se satisfacen las Hipótesis 2 y 3. Consideremos ρ¯ > 0
como en el Lema 3.2.4. Luego, para todo r ∈ [0, 1
ρ¯
], la matriz
H =
 ∇2xxl(x∗, µ∗) [∇g(x∗)]A(x∗) [∇g(x∗)]J[∇g(x∗)]TA(x∗) [− rµ∗ ]A(x∗)Iq 0
0 0 Ip−q

de dimensión (m+ p)× (m+ p) es no singular.
Demostración. Consideremos primero el caso en que r = 0. Si H es singular existe
un vector x¯ = (y, z) ∈ Rn+p, (y, z) 6= 0 tal que Hx¯ = 0. Entonces se tiene el sistema
de ecuaciones
∇2xxl(x∗, µ∗)y +
p∑
j=1
∇gj(x∗)zj = 0 (3.2.6)
∇gj(x∗)Ty = 0 j = 1, . . . , q (3.2.7)
zj = 0 j = q + 1, . . . , p (3.2.8)
y premultiplicando por yT en (3.2.6) y usando (3.2.7) y (3.2.8) obtenemos que
yT∇2xxl(x∗, µ∗)y = 0.
Como y ∈ T (x∗), por la Hipótesis 3 se tiene que y = 0. Finalmente, por (3.2.8) y
la Hipótesis 2, z = 0 y obtenemos una contradicción. Por lo tanto, H es no singular
cuando r = 0.
Ahora analicemos el caso en que r ∈ (0, 1
ρ¯
]. Supongamos que existe un vector
x¯ = (y, z) ∈ Rn+p, (y, z) 6= 0 tal que Hx¯ = 0. Luego,
∇2xxl(x∗, µ∗)y +
p∑
j=1
∇gj(x∗)zj = 0 (3.2.9)
∇gj(x∗)Ty − r
µ∗j
zj = 0 j = 1, . . . , q (3.2.10)
zj = 0 j = q + 1, . . . , p. (3.2.11)
Para j = 1, . . . , q, usando (3.2.10) tenemos que
zj =
µ∗j∇gj(x∗)Ty
r
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y reemplazando en (3.2.9) y usando (3.2.11):
∇2xxl(x∗, µ∗)y +
q∑
j=1
µ∗j∇gj(x∗)∇gj(x∗)Ty
r
= 0.
Luego,
yT∇2xxl(x∗, µ∗)y +
q∑
j=1
µ∗j
r
||∇gj(x∗)Ty||2 = 0.
En consecuencia, yT∇2xxL(x∗, µ∗, 1r )y = 0 para todo r = 1ρ tal que ρ > ρ¯, y usando el
lema previo, y = 0. Por lo tanto, por la definición de z, se tiene que z = 0 obteniendo
una contradicción.
Teorema de la Función Implícita. [17] Sea F : Rn+m → Rm una función de
x ∈ Rn e y ∈ Rm tal que:
1. F (x¯, y¯) = 0.
2. F es continua, y existe ∇yF (x, y) continua en un conjunto abierto que contiene
a (x¯, y¯).
Luego, exiten conjuntos abiertos Sx¯ ⊂ Rn y Sy¯ ⊂ Rm conteniendo a x¯ y y¯, respecti-
vamente, y una función continua φ : Sx¯ → Sy¯ tal que y¯ = φ(x¯) y F (x, φ(x)) = 0 para
todo x ∈ Sx¯. La función φ es única en el sentido que si x ∈ Sx¯, y ∈ Sy¯ y f(x, y) = 0,
luego, y = φ(x). Más aún, si para algún p > 0, F es p veces coninuamente diferen-
ciable, lo mismo es válido para φ y tenemos que
∇φ(x) = −∇xF (x, φ(x))(∇yF (x, φ(x)))−1, ∀x ∈ Sx¯.
Teorema de Valor Medio. Dada F : U → R diferenciable en un abierto U ⊂ Rn,
si el segmento de recta [a, a + v] está contenido en U, entonces existe θ ∈ (0, 1) tal
que
F (a+ v)− F (a) = ∂F
∂v
(a+ θv) = 〈∇F (a+ θv), v〉
=
n∑
i=1
∂F
∂xi
(a+ θv)αi
donde v = (α1, . . . , αn).
Lema 3.2.12. Supongamos que se satisfacen las Hipótesis 1-3. Luego, existen fun-
ciones diferenciables x(µ, r, α); y(µ, r, α) tales que para r > 0:
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1. Las funciones son soluciones del siguiente sistema
∇f(x) +
p∑
j=1
yj∇gj(x) = α
gj(x)− rln
(
yj
µj
)
= 0, i = 1, . . . , q
yj − µje
gj(x)
r = 0, i = q + 1, . . . , p.
2. Para r, ‖α‖ y ‖µ− µ∗‖ suficientemente chicos, se tienen las siguientes cotas:
a) ‖x(µ, r, α)− x∗‖ 6M ma´x{r‖µ− µ∗‖, ‖α‖};
b) ‖y(µ, r, α)− µ∗‖ 6M ma´x{r‖µ− µ∗‖, ‖α‖}.
Demostración. Para ρ > 0 consideremos el siguiente sistema de ecuaciones en las
variables (x, y, µ, ρ, α) ∈ Rn+p+p+1+n:
∇f(x) +
p∑
j=1
yj∇gj(x)− α = 0
gj(x)− 1ρ ln
(
yj
µj
)
= 0 j = 1, . . . , q
yj − µjeρgj(x) = 0 j = q + 1, . . . , p.
Definiendo la variable r = 1
ρ
obtenemos el sistema
Θ(x, y, µ, r, α) =

∇f(x) +
p∑
j=1
yj∇gj(x)− α
g1(x)− rln
(
y1
µ1
)
...
gq(x)− rln
(
yq
µq
)
yq+1 − µq+1e
gq+1(x)
r
...
yp − µpe
gp(x)
r

= 0.
Por la Hipótesis 2, para r ∈ (0, 1
ρ¯
] tenemos que Θ(x∗, µ∗, µ∗, r, 0) = 0. Más aún, la
matriz Jacobiana de Θ con respecto a (x, y) evaluada en (x∗, µ∗, µ∗, r, 0) es la matriz
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H =
 ∇2xxl(x∗, µ∗) [∇g(x∗)]A(x∗) [∇g(x∗)]J[∇g(x∗)]TA(x∗) [− rµ∗ ]A(x∗)Iq 0
0 0 Ip−q
 .
Por el Lema 3.2.5, esta matriz es no singular para r ∈ [0, 1
ρ¯
]. Utilizando la
continuidad, se tiene que la norma de la matriz inversa es acotada uniformemen-
te en un entorno de (x∗, µ∗, µ∗, r, 0). Usando el Teorema de la Función Implícita,
podemos asegurar que existen un entorno Vr de (µ∗, r, 0) y funciones diferenciables
x(µ, r, α), y(µ, r, α) tales que para todo (µ, r, α) ∈ Vr, r ∈ (0, 1ρ¯ ] :
∇f(x(µ, r, α)) +
p∑
j=1
∇gj(x(µ, r, α))yj(µ, r, α)− α = 0
gj(x(µ, r, α))− rln
(
yj(µ, r, α)
µj
)
= 0 j ∈ A(x∗)
yj(µ, r, α)− µje
gj(x(µ,r,α))
r = 0 j ∈ J.
(3.2.13)
Por el Teorema de Valor Medio existe c ∈ Rm+2 tal que
y(µ, r, α)− µ∗ = ∇y(c)(µ− µ∗, r, α) = ∇µy(c)(µ− µ∗) +∇ry(c)r +∇αy(c)α.
y obtenemos que
‖y(µ, r, α)− µ∗‖ 6 ‖∇µy(c)‖‖µ− µ∗‖+ ‖∇ry(c)‖r + ‖∇αy(c)‖‖α‖. (3.2.14)
Calculando las primeras derivadas de Θ(x(µ, r, α), y(µ, r, α), µ, r, α) = 0 con res-
pecto a (µ, r, α) tenemos que existe una constante C tal que
‖∇αy(c)‖ 6 C‖∇αΘ‖,
‖∇ry(c)‖ 6 C‖∇rΘ‖,
‖∇µy(c)‖ 6 C‖∇µΘ‖.
Buscaremos cotas para ‖∇µΘ‖, ‖∇rΘ‖ y ‖∇αΘ‖.
(i) ∇αΘ(x, y, µ, r, α) = (−I 0 0), luego, ‖∇αΘ‖ = 1.
(ii) ∇µΘ(x, y, µ, r, α) =
(
0
[
r
µ
]
A(x∗)
[
−e g(x)r
]
J
)
. Entonces,
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si j ∈ J , para r > 0 suficientemente chico,∣∣∣∣−e gj(x)r ∣∣∣∣ 6 m1r;
si j ∈ A(x∗), tenemos que µ∗j > 0 y para todo µj en un entorno de µ∗j ,∣∣∣∣ rµj
∣∣∣∣ 6 m2r.
Por lo tanto, ‖∇µΘ‖ 6 mr.
(iii) ∇rΘ(x, y, µ, r, α) =
(
0
[
−ln( y
µ
)
]
A(x∗)
[
µe
g(x)
r
r2
]
J
)
,
si j ∈ J se tiene que µj 6= 0 ya que asumimos que se satisface la condición
de complementariedad estricta. Luego, para r > 0 suficientemente chico,∣∣∣∣∣µje
gj(x)
r gj(x)
r2
∣∣∣∣∣ 6 m3µj.
si j ∈ A(x∗), ∣∣∣∣ −ln( yjµj
)∣∣∣∣ 6 m4|yj − µj|.
Por lo tanto,
‖∇rΘ‖ 6 m˜ma´x
{
ma´x
j∈A(x∗)
{|yj(µ, r, α)− µj|},ma´x
j∈J
{µj}
}
6 m˜ (‖y − µ‖+ ‖µ− µ∗‖) .
Reemplazando las cotas obtenidas en (i)-(iii) en (3.2.14) podemos asegurar que
existe M˜ > 0 tal que
‖y(µ, r, α)− µ∗‖ 6 M˜ (r‖µ− µ∗‖+ r‖y(µ, r, α)− µ‖+ ‖α‖)
6 M˜(2r‖µ− µ∗‖+ r‖y(µ, r, α)− µ∗‖+ ‖α‖)
y, eligiendo r suficientemente chico tal que 1− rM˜ > 0, obtenemos que
‖y(µ, r, α)− µ∗‖ 6 M˜
1− rM˜ (‖α‖+ 2r‖µ− µ
∗‖).
Luego, existe un entorno N de (µ∗, r, 0) tal que, para todo (µ, r, α) ∈ N ,
‖y(µ, r, α)− µ∗‖ 6M ma´x {r‖µ− µ∗‖, ‖α‖}
como queríamos probar.
Usando las mismas ideas es posible probar 2(b).
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Proposición 3.2.15. Supongamos que las Hipótesis 1 y 2 se cumplen.
1. Luego, l´ım
k→∞
µk+1 = µ∗.
2. Si, además, suponemos que la Hipótesis 4 también se satisface, entonces µk =
µ¯k para k suficientemente grande.
Demostración. 1. Como x∗ es un punto Karush-Kuhn-Tucker, tenemos que
∇f(x∗) +∇gA(x∗)µ∗A = 0,
donde ∇gA(x∗) = [∇g(x∗)]A(x∗).
Por la Hipótesis 2, la matriz ∇gA(x∗) tiene rango completo. Luego, obtenemos
que
µ∗A = (∇gA(x∗)T∇gA(x∗))−1(−∇gA(x∗)T∇f(x∗)). (3.2.16)
Usando el criterio de parada del Algoritmo 1 tenemos que
∇f(xk) +∇gA(xk)µk+1A = δk −
∑
j /∈A(x∗)
µk+1j ∇gj(xk).
Usando la Hipótesis 2, consideramos k suficientemente grande de manera que el
conjunto de gradientes {∇gj(xk)}j∈A(x∗) sea linealmente independiente. Luego, como
hicimos antes, tenemos que
µk+1A = (∇gA(xk)T∇gA(xk))−1
[∇gA(xk)T ] δk −∑j /∈A(x∗) µk+1j ∇gj(xk) [−∇gA(xk)T∇f(xk)] .
Tomando límite en la última igualdad y usando que δk → 0 y la Proposición 3.1.3
obtenemos que
l´ım
k→∞
µk+1A = (∇gA(x∗)T∇gA(x∗))−1(−∇gA(x∗)T∇f(x∗)). (3.2.17)
Comparando con (3.2.16) y (3.2.17) tenemos que l´ım
k→∞
µk+1A = µ
∗
A.
Si j /∈ A(x∗), por la Proposición 3.1.3, podemos concluir que
l´ım
k→∞
µk+1j = 0 = µ
∗
j
como queríamos probar.
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2. Sea ε = 1
2
mı´n{µ∗, µ¯ma´x − µ∗}, que por la Hipótesis 4, ε > 0. Por el item 1,
tenemos que µk+1 → µ∗, y por lo tanto existe k1 tal que ∀k > k1
‖µk+1 − µ∗‖∞ 6 ε
Luego, como |µk+1j − µ∗j | 6 ε, ∀j = 1, . . . , p, por la definición de ε tenemos que
µk+1j ∈ [0, µ¯ma´xj ].
Como µ¯k+1 es la proyección de µk+1 en el intervalo [0, µ¯ma´x], implica que µ¯k+1 = µk+1
para todo k suficientemente grande.
Corolario 3.2.18. Supongamos que se satisfacen las Hipótesis 1-3 y además que
l´ım
k→∞
ρk = +∞. Definimos αk ∈ Rn tal que ‖αk‖ 6 εk. Entonces, existe M > 0 tal
que, para todo k ∈ N,
‖xk − x∗‖ 6M ma´x
{‖µ¯k − µ∗‖
ρk
, εk
}
.
Y, si además µk+1 = µ¯keρkg(xk),
‖µk+1 − µ∗‖ 6M ma´x
{‖µ¯k − µ∗‖
ρk
, εk
}
. (3.2.19)
Demostración. Consideremos k0 ∈ N tal que ρk > ρ¯ para todo k > k0 y para ρ¯
definido en el Lema 3.2.4.
Como la sucesión {µ¯k} es acotada y ‖αk‖ → 0 existe k1 > k0 tal que ‖αk‖ y
1
ρk
‖µ¯k − µ∗‖ son suficientemente chicos para todo k > k1.
Por el Lema 3.2.12, definimos (xk, yk) = (x(µ¯k, 1
ρk
, αk), y(µ¯
k, 1
ρk
, αk)). Luego,
∇f(xk) +
p∑
j=1
ykj∇gj(xk) = αk
y usando que ‖αk‖ 6 εk se tiene que
‖xk − x∗‖ 6M ma´x
{‖µ¯k − µ∗‖
ρk
, εk
}
.
Si yk = y(µ¯k, 1
ρk
, αk), por el item 1 del Lema 3.2.12 tenemos que
yk = µ¯keρkg(x
k) = µk+1
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y
‖µk+1 − µ∗‖ 6M ma´x
{‖µ¯k − µ∗‖
ρk
, εk
}
como queríamos probar.
Teorema 3.2.20. Sea {xk} la sucesión generada por el Algoritmo 1 definido en la
sección 1.2 del Capítulo 1, donde cada xk verifica las condiciones (3.1.4)-(3.1.5).
Supongamos que se satisfacen las Hipótesis 1-4 y que, además, existe una sucesión
ηk → 0 tal que para todo k ∈ N
εk 6 ηk‖σk‖. (3.2.21)
Entonces, la sucesión de parámetros de penalidad {ρk} es acotada.
Demostración. Supongamos, por contradicción, que l´ım
k→∞
ρk = +∞.
Consideremos k1 > k0 suficientemente grande tal que, por el item 2 de la Propo-
sición 3.2.15, µ¯k = µk for all k > k1.
Por la definición de σk y usando el Corolario 3.2.18, para todo k > k1
‖σk‖ =
∥∥∥∥µk+1 − µ¯kρk
∥∥∥∥ 6 ∥∥∥∥µk+1 − µ∗ρk
∥∥∥∥+ ∥∥∥∥µ∗ − µ¯kρk
∥∥∥∥
6 M
ρk
ma´x
{‖µ¯k − µ∗‖
ρk
, εk
}
+
‖µ¯k − µ∗‖
ρk
.
Consideramos dos posibilidades:
1. Si ma´x
{
‖µ¯k−µ∗‖
ρk
, εk
}
= ‖µ¯
k−µ∗‖
ρk
entonces
‖σk‖ 6 M
ρk
‖µ¯k − µ∗‖
ρk
+
‖µ¯k − µ∗‖
ρk
=
(
M
ρk
+ 1
) ‖µ¯k − µ∗‖
ρk
. (3.2.22)
2. Si ma´x
{
‖µ¯k−µ∗‖
ρk
, εk
}
= εk entonces
‖σk‖ 6 M
ρk
εk +
‖µ¯k − µ∗‖
ρk
6 M
ρk
ηk‖σk‖+ ‖µ¯
k − µ∗‖
ρk
,
luego
‖σk‖ − M
ρk
ηk‖σk‖ 6 ‖µ¯
k − µ∗‖
ρk
,
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y por lo tanto,
ρk −Mηk
ρk
‖σk‖ 6 ‖µ¯
k − µ∗‖
ρk
.
Luego, para k suficientemente grande tal que ρk −Mηk > 0, tenemos que
‖σk‖ 6 ρk
ρk −Mηk
‖µ¯k − µ∗‖
ρk
. (3.2.23)
Entonces, para k suficientemente grande tal que ρk − Mηk > 0, de (3.2.22) y
(3.2.23) obtenemos que
‖σk‖ 6 ‖µ¯
k − µ∗‖
ρk
ma´x
{
M
ρk
+ 1,
ρk
ρk −Mηk
}
. (3.2.24)
Por otro lado, usando (3.2.19) y (3.2.21) se tiene que
‖µk − µ∗‖ 6M
(‖µ¯k−1 − µ∗‖
ρk−1
+ ηk−1‖σk−1‖
)
.
Luego,
‖µ¯k−1 − µ∗‖
ρk−1
> ‖µ¯
k − µ∗‖
M
− ηk−1‖σk−1‖. (3.2.25)
Por la definición de σk−1, y usando (3.2.25) se tiene que
‖σk−1‖ = ‖µ
k − µ¯k−1‖
ρk−1
> ‖µ¯
k−1 − µ∗‖
ρk−1
− ‖µ¯
k − µ∗‖
ρk−1
> ‖µ¯
k − µ∗‖
M
− ηk−1‖σk−1‖ − ‖µ¯
k − µ∗‖
ρk−1
.
Por lo tanto,
(1 + ηk−1)‖σk−1‖ > ‖µ¯k − µ∗‖
[
1
M
− 1
ρk−1
]
> 1
2M
‖µ¯k − µ∗‖
y tenemos que
‖µ¯k − µ∗‖ 6 2M(1 + ηk−1)‖σk−1‖.
Entonces, por (3.2.24)
‖σk‖ 6 2M(1 + ηk−1)
ρk
ma´x
{
M
ρk
+ 1,
ρk
ρk −Mηk
}
‖σk−1‖.
58Método de Lagrangiano Aumentado utilizando la función de penalidad exponencial
Como ρk → +∞ y ηk → 0, existe k2 tal que
2M(1 + ηk−1)
ρk
ma´x
{
M
ρk
+ 1,
ρk
ρk −Mηk
}
< τ
para todo k > k2, y esto muestra que
‖σk‖ 6 τ‖σk−1‖,∀k > k2.
En consecuencia, ρk+1 = ρk para todo k > k2. Por lo tanto, probamos que {ρk} es
acotada.
3.3. Ejemplos ilustrativos
El objetivo de esta sección es ilustrar el comportamiento del método de Lagran-
giano Aumentado Exponencial con tres problemas chicos. La idea principal es mostrar
que existen problemas espécificos donde la función de penalidad exponencial puede
ser más útil que la función de penalidad cuadrática para encontrar minimizadores
locales o globales.
Consideramos el algoritmo ALGENCAN del software TANGO en www.ime.usp.br/
egbirgin/tango/. ALGENCAN es un código de Fortran para resolver problemas de
programación no lineal, desarrollado en el Departamento de Matemática Aplicada
de la Universidad de Campinas y el Departamento de Ciencias de la Computación
de la Universidad de São Paulo, Brasil. El algoritmo general es del tipo Lagrangiano
Aumentado usando, esencialmente, el método definido en [2] y en [47], donde se usa
la función de penalidad cuadrática.
Hemos realizado modificaciones en algunas subrutinas de ALGENCAN con el
objetivo de considerar la función de penalidad exponencial y sus derivadas en lugar
de la función cuadrática.
Otras modificaciones fueron:
1. El estimado de los multiplicadores es calculado considerando la fórmula (1.2.4)
adaptado para la función de penalidad exponencial:
µk+1j = µ¯
k
j e
ρkgj(x
k).
2. El parámetro que mide el progreso en término de la infactibilidad y la comple-
mentariedad definido en (1.2.6):
σkj =
µk+1j − µ¯kj
ρk
.
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Como hemos mencionado previamente, esta medida para el caso cuadrático es
σkj = ma´x
{
gj(x
k),− µ¯
k
j
ρk
}
;
y en los experimentos de [19] la medida considerada fue
σkj = ma´x{gj(xk),−µ¯kj},
diferente a la utilizada para obtener los resultados de convergencia citados en [19].
Como definimos en el Paso 3 del Algoritmo 1, el parámetro de penalidad para las
restricciones de desigualdad es adaptado de acuerdo al siguiente criterio: Si ‖σk‖ 6
τ‖σk−1‖ definir ρk+1 > ρk, sino definir ρk+1 = γρk, donde τ < 1, γ > 1.
No cambiamos los parámetros de ALGENCAN con respecto al máximo número
de iteraciones tanto internas como externas, el criterio de parada, precisión de sub-
problemas ni de otros parámetros definidos para resolver el subproblema. También
se utilizaron los mismos parámetros iniciales µ0, ρ0, τ ,γ y µ¯ma´x. Llamaremos ALExp
a la versión de AlGENCAN modificada para el caso exponencial.
Ejemplo 1. Para x ∈ R2 consideramos el siguiente problema cuadrático indefinido:
Minimizar x21 − x22 s. a. ‖x‖2 6 1.
Usando el punto inicial (0,5; 0), ALGENCAN converge al punto silla interior (0, 0)
en una iteración mientras que ALExp converge al minimizador global (0,−1) en dos
iteraciones.
Ejemplo 2. Para x ∈ R2 consideramos el siguiente problema (Problema 19 de
[59]):
Minimizar x41 − 14x21 + 24x1 − x22
s. a. −x1 + x2 − 8 6 0
x2 − x21 − 2x1 + 2 6 0
−8 6 x1 6 10
0 6 x2 6 11.
Usando el punto inicial (0, 1), ALGENCAN converge al punto silla (2, 0) con el valor
funcional f = 8,00 en dos iteraciones mientras que ALExp converge al minimizador
local (2,702; 10,702) con valor funcional f = −98,597 en 10 iteraciones.
Observamos que un comportamiento similar se obtiene considerando diferentes
puntos iniciales, por ejemplo: (0, a) con a = 2, 3, . . . , 7.
También consideramos el siguiente ejemplo con el objetivo de mostrar la necesidad
de considerar información de segundo orden para obtener minimizadores locales en
lugar de puntos silla.
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Ejemplo 3. Para x ∈ R2 consideramos el siguiente problema (Problema 1 de [59],
ejemplo 2 de [3]):
Minimizar −x1 − x2
s. a. x1x2 6 4
0 6 x1 6 6
0 6 x2 6 4.
Para este problema observamos que, usando el punto inicial factible (2, 2), ambos
métodos llegan a un punto silla.
Capítulo 4
Convergencia global
Consideraremos ahora el problema general de programación no lineal de la forma
Minimizar f(x) sujeto a cI(x) 6 0, x ∈ Ω (4.0.1)
donde las funciones f : Rn → R, cI : Rn → Rl son dos veces continuamente diferen-
ciables en Rn y el conjunto factible Ω es de la forma general
Ω = {x ∈ Rn : h(x) = 0, g(x) 6 0}
donde las funciones h : Rn → Rm, g : Rn → Rp son dos veces continuamente dife-
renciables en Rn. El conjunto factible Ω esta definido de modo que las restricciones
pueden ser más fáciles de manipular, por ejemplo, restricciones de cota o lineales.
Dado x∗ un punto factible del problema (4.0.1), definimos el conjunto factible
como: AcI (x∗) = {j ∈ {1, . . . , l} : [cI(x∗)]j = 0} y A(x∗) = {j ∈ {1, . . . , p} : gj(x∗) =
0}.
En este capítulo penalizaremos, usando funciones de penalidad no cuadráticas,
las restricciones de desigualdad cI(x) 6 0, manteniendo el conjunto factible Ω en el
subproblema.
De esta manera, el Algoritmo de Lagrangiano Aumentado utilizando las funcio-
nes de penalidad no cuadráticas generales P1, P2, P3 definidas en la sección 1.2 del
Capítulo 1 es el siguiente:
Algoritmo 2. Sea x0 ∈ Rn un punto inicial arbitrario. Los parámetros de pena-
lidad para la ejecución del Algoritmo son los siguientes:
τ ∈ [0, 1), γ > 1,
0 < µ¯mnj < µ¯
ma´x
j <∞, ∀ j = 1, . . . , l
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ρ0 ∈ R++
µ¯0j , µ¯
1
j ∈ [µ¯mı´nj µ¯ma´xj ], ∀ j = 1, . . . , l
σ0j =
µ¯1j − µ¯0j
ρ0
, ∀j = 1, . . . , l
Inicio k ← 1.
Paso 1. Resolver el subproblema.
Calcular (de ser posible) xk ∈ Ω como la solución aproximada del subproblema
Minimizar L(x, µ¯k, ρk) sujeto a x ∈ Ω. (4.0.2)
Si no es posible, para la ejecución del Algoritmo.
Paso 2. Estimar nuevos multiplicadores y definir una nueva medida de infactibi-
lidad y complementariedad.
Para j = 1, . . . , l calcular
µk+1j =
∂P
∂y
([cI(x
k)]j, µ¯
k
j , ρk) (4.0.3)
µ¯k+1j = ma´x{mı´n{µk+1j , µ¯ma´xj }, µ¯mı´nj } (4.0.4)
σkj =
µk+1j − µ¯kj
ρk
(4.0.5)
Paso 3. Adaptar el parámetro de penalidad.
Si k = 1 o
‖σk‖∞ 6 τ‖σk−1‖∞ (4.0.6)
elegir
ρk+1 > ρk. (4.0.7)
Sino, definir
ρk+1 = γρk. (4.0.8)
Paso 4. Comenzar una nueva iteración. Definir k ← k + 1 e ir al Paso 1.
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4.1. Convergencia global de primer orden para el
problema general
En esta sección asumiremos que la solución xk del subproblema (4.0.2) generada
por el Algoritmo 2 satisface, aproximadamente, la condición de optimalidad de primer
orden en el siguiente sentido: Dada una sucesión de parámetros de tolerancia {εk} ⊂
R+ tal que l´ım
k→∞
εk = 0, suponemos que {xk} es la sucesión generada por el Algoritmo
2 para el cual existen vectores vk ∈ Rm, uk ∈ Rp satisfaciendo∥∥∥∥∥∇xL(xk, µ¯k, ρk) +
m∑
i=1
vki∇hi(xk) +
p∑
j=1
ukj∇gj(xk)
∥∥∥∥∥ ≤ εk, (4.1.1)
‖h(xk)‖ 6 εk, (4.1.2)
ukj > 0 y gj(xk) 6 εk para todo j = 1, . . . , p, (4.1.3)
ukj = 0 cuando gj(x
k) < −εk, para todo j = 1, . . . , p, (4.1.4)
para cada k ∈ N.
Supongamos también que la función real ϕ, definida en la Sección 1.2 del Capítulo
1, es diferenciable y verifica las condiciones C2 y C3.
Las condiciones (4.1.1)-(4.1.4) fueron previamente definidas en [2] como crite-
rio de parada de primer orden. Estas condiciones miden el grado de factibilidad y
optimalidad de la solución aproximada del subproblema (4.0.2).
Si bien en el libro recientemente publicado, [47], se pide que la solución aproximada
xk debe satisfacer (4.1.1) y que además debe existir uk tal que uk > 0 y
‖h(xk)‖ 6 εk, ‖mı´n{uk,−g(xk)}‖ 6 εk, (4.1.5)
nosotros en el siguiente lema probaremos que las condiciones (4.1.2)-(4.1.4) implican
la condición (4.1.5) mostrando así que (4.1.1)-(4.1.4) son condiciones secuenciales
aproximadas mas débiles que las condiciones propuestas en [47].
Lema 4.1.6. Sea {xk} la sucesión generada por el Algoritmo 2 y supongamos que
{xk} converge a x∗. Luego, si x∗ es un punto factible, para cada j = 1, . . . , l se tiene
que
l´ım
k→∞
mı´n{µk+1j ,−[cI(xk)]j} = 0; (4.1.7)
y, para cada j = 1, . . . , p se tiene que
l´ım
k→∞
mı´n{ukj ,−gj(xk)} = 0. (4.1.8)
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Demostración. Probaremos primero la condición (4.1.7). Sea j ∈ AcI (x∗). Como
mı´n{µk+1j ,−[cI(xk)]j} 6 −[cI(xk)]j y l´ım
k→∞
−[cI(xk)]j = 0 tenemos que la condición
(4.1.7) se satisface.
Consideremos ahora el conjunto de índices de las restricciones inactivas, j /∈
AcI (x
∗). Para cada función de penalidad P1, P2 y P3, tenemos que
µk+1j = µ¯
k
jϕ
′ (ρk[cI(xk)]j) para P1(y, µ, ρ) = µρϕ(ρy),
µk+1j = µ¯
k
jϕ
′ (ρkµ¯kj [cI(xk)]j) para P2(y, µ, ρ) = 1ρϕ(ρµy),
µk+1j = µ¯
k
jϕ
′
(
ρk[cI(x
k)]j
µ¯kj
)
para P3(y, µ, ρ) = µ
2
ρ
ϕ(ρy
µ
).
Para este caso probaremos que l´ım
k→∞
µk+1j = 0 y para hacer esto contemplaremos
dos situaciones:
(a) La sucesión de parámetros de penalidad {ρk} es acotada;
(b) La sucesión de parámetros de penalidad {ρk} no es acotada.
Para el caso (a) mostraremos que l´ım
k→∞
µ¯kj = 0. Por el Paso 3 del Algoritmo 2,
tenemos que l´ım
k→∞
σkj = 0. Luego, reemplazando (4.0.3) en (4.0.5) para cada función
de penalidad Pi se tiene que
σkj =
µ¯kj
ρk
(
ϕ′(ρk[cI(xk)]j)− 1
)
,
σkj =
µ¯kj
ρk
(
ϕ′(ρkµ¯kj [cI(x
k)]j)− 1
)
,
σkj =
µ¯kj
ρk
(
ϕ′
(
ρk[cI(x
k)]j
µ¯kj
)
− 1
)
respectivamente.
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Como ϕ verifica la condición C2, es decir, ϕ′(t) 6= 1 para todo t < 0, se tiene que
l´ım
t→∞
µ¯kj = 0 y por la definición de µ
k+1
j , se tiene que l´ım
k→∞
µk+1j = 0.
Para el caso (b) analizaremos cada caso por separado.
P1: En este caso tenemos que µk+1j = µ¯kjϕ′
(
ρk[cI(x
k)]j
)
. Como [cI(x∗)]j < 0, se
tiene que l´ım
k→∞
ρk[cI(x
k)]j = −∞. Y como además {µ¯kj}k∈N es una sucesión
acotada y se satisface la condición C3, l´ım
t→−∞
ϕ′(t) = 0, podemos concluir que
l´ım
k∈K
µk+1j = 0.
P2: Para esta función tenemos dos casos:
Si l´ım
k→∞
ρkµ¯
k
j [cI(x
k)]j = −∞, entonces utilizando la condición C3 se tiene
que l´ım
k→∞
µk+1 = 0.
Sino, como la sucesión {µ¯k}k es acotada, l´ım
k→∞
µ¯k = 0. Y por lo tanto
l´ım
k→∞
µk+1 = 0.
P3: Para este caso, l´ım
k→∞
ρk[cI(x
k)]j
µ¯kj
= −∞. Y como estamos suponiendo que C3 se
satisface, se tiene que l´ım
k→∞
µk+1j = 0.
Finalmente, probaremos que la condición (4.1.8) se cumple para cada función Pi.
Si j ∈ A(x∗), para k suficientemente grande |gj(xk)| 6 εk. Luego,
−gj(xk) 6 εk y mı´n{ukj ,−gj(xk)} ≤ −gj(xk) 6 εk.
Si j /∈ A(x∗) entonces gj(xk) < −εk para k suficientemente grande y usando
(4.1.4) tenemos que ukj = 0. Luego,
mı´n{ukj ,−gj(xk)} = 0 6 εk.
Y por lo tanto, (4.1.8) se cumple.
Como consecuencia de este lema se puede observar que, independientemente de
la función de penalidad Pi que se utilice, los estimados de los multiplicadores de
Lagrange correspondientes a las restricciones de desigualdad inactivas son nulos en
el límite,
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En el siguiente teorema probaremos que cuando el Algoritmo 2 admite un punto
factible, este punto satisface la condición de optimalidad secuencial de primer orden
AKKT de la Definición 2.1.1 asociada al problema original (4.0.1), es decir, que
existen sucesiones {xk} ⊆ Rn, {µk} ⊆ Rl+, {uk} ⊆ Rp+ y {vk} ⊆ Rm tales que
l´ım
k→∞
xk = x∗,
l´ım
k→∞
∥∥∥∥∥∇f(xk) +
l∑
j=1
µk+1j ∇[cI(xk)]j +
m∑
i=1
vki∇hi(xk) +
p∑
j=1
ukj∇gj(xk)
∥∥∥∥∥ = 0, (4.1.9)
l´ım
k→∞
mı´n{µk+1j ,−[cI(xk)]j} = 0, (4.1.10)
y, para cada j = 1, . . . , p,
l´ım
k→∞
mı´n{ukj ,−gj(xk)} = 0. (4.1.11)
Teorema 4.1.12. Supongamos que la sucesión {xk} es generada por el Algoritmo 2
satisfaciendo, en el Paso 1, la condición inexacta de primer orden∥∥∥∥∥∇xL(xk, µ¯k, ρk) +
m∑
i=1
vki∇hi(xk) +
p∑
j=1
ukj∇gj(xk)
∥∥∥∥∥ ≤ εk, (4.1.13)
‖h(xk)‖ 6 εk, (4.1.14)
ukj > 0 y gj(xk) 6 εk para todo j = 1, . . . , p, (4.1.15)
ukj = 0 cuando gj(x
k) < −εk, j = 1, . . . , p, (4.1.16)
para todo k ∈ N, donde l´ımk→∞ εk = 0. Supongamos que K ⊂ N es tal que l´ım
k∈K
xk = x∗
y que x∗ es factible. Más aún, si la sucesión {εk} es tal que l´ım
k∈K
εk = 0. Entonces x∗
satisface la condición AKKT de la Definición 2.1.1 con respecto al problema (4.0.1).
Demostración. Para todo k ∈ R, por (4.0.3) y (4.1.13) tenemos que∥∥∥∥∥∇f(xk) +
l∑
j=1
µk+1j ∇[cI(xk)]j +
m∑
i=1
vki∇hi(xk) +
p∑
j=1
ukj∇gj(xk)
∥∥∥∥∥ ≤ εk.
Como {εk} ⊆ R+ es una sucesión tal que l´ım
k∈K
εk = 0 tenemos que existen sucesio-
nes {µk+1}k∈K ⊆ Rl+, {vk}k∈K ⊆ Rm y {uk}k∈K ⊆ Rp+ tales que
l´ım
k∈K
∥∥∥∥∥∇f(xk) +
l∑
j=1
µk+1j ∇[cI(xk)]j +
m∑
i=1
vki∇hi(xk) +
p∑
j=1
ukj∇gj(xk)
∥∥∥∥∥ = 0
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y (4.1.9) se cumple.
Por el Lema 4.1.6 tenemos que las ecuaciones (4.1.10) y (4.1.11) se satisfacen para
las restricciones de desigualdad cI(x) 6 0 y g(x) 6 0.
Por lo tanto x∗ satisface la condición KKT Aproximada con respecto al problema
(4.0.1) como queríamos probar.
De los Teoremas 2.1.14 y 4.1.12 podemos concluir el siguiente resultado:
Teorema 4.1.17. Supongamos que la sucesión {xk} es generada por el Algoritmo 2
satisfaciendo, en el Paso 1, la condición de primer orden inexacta∥∥∥∥∥∇xL(xk, µ¯k, ρk) +
m∑
i=1
vki∇hi(xk) +
p∑
j=1
ukj∇gj(xk)
∥∥∥∥∥ ≤ εk,
‖h(xk)‖ 6 εk,
ukj > 0 y gj(xk) 6 εk para todo j = 1, . . . , p,
gj(x
k) < −εk luego ukj = 0, j = 1, . . . , p,
para todo k ∈ N. Supongamos que K ⊂ N es tal que l´ım
k∈K
xk = x∗, x∗ es factible y
satisface la condición CCP. Entonces x∗ es un punto KKT del problema (4.0.1).
4.2. Convergencia de segundo orden
En esta sección estudiaremos la convergencia del Algoritmo 2 a puntos estaciona-
rios de segundo orden. Para ello, estamos interesados en encontrar condiciones para la
solución aproximada del subproblema (4.0.2) bajo las cuales el Algoritmo 2 es capaz
de encontrar puntos que satisfagan las condiciones de optimalidad necesarias tanto
de primer, como de segundo orden del problema (4.0.1). Estos son puntos factibles
para las cuales existen multiplicadores µ∗ ∈ Rl+, v∗ ∈ Rm y u∗ ∈ Rp+ satisfaciendo las
condiciones KKT:
∇f(x∗) +
l∑
j=1
µ∗j∇[cI(x∗)]j +
m∑
i=1
v∗i∇hi(x∗) +
p∑
j=1
u∗j∇gj(x∗) = 0, (4.2.1)
µ∗j [cI(x
∗)]j = 0, j = 1, . . . , l,
u∗jgj(x
∗) = 0, j = 1, . . . , p
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y la condición necesaria débil de segundo orden (WSONC):
∇2f(x∗) +
l∑
j=1
µ∗j∇2[cI(x∗)]j +
m∑
i=1
v∗i∇2hi(x∗) +
p∑
j=1
u∗j∇2gj(x∗)  0 en T1(x∗)
donde el cono T1(x∗) es el subespacio tangente de las restricciones de desigualdad
activas asociadas al problema general (4.0.1):
T1(x
∗) = {d ∈ Rn| ∇hi(x∗)Td = 0 para i = 1, . . . ,m;
∇[cI(x∗)]Tj d = 0 para j tal que j ∈ AcI (x∗);
∇gj(x∗)Td = 0 para j tal que j ∈ A(x∗)}.
Para obtener este tipo de puntos y siguiendo la idea de [6] podemos suponer que
la solución xk del subproblema (4.0.2) satisface, aproximadamente, una condición
de optimalidad secuencial de segundo orden. Observar que, para cada k ∈ N, la
función de Lagrange del subproblema (4.0.2) es una combinación de L(x, µ¯k, ρk) y las
funciones en Ω¯. Dada {εk} ⊆ R+ una sucesión de parámetros de tolerancia tal que
l´ım
k→∞
εk = 0, suponemos que {xk} es la sucesión generada por el Algoritmo 2 para la
cual existen vectores vk ∈ Rm, uk ∈ Rp satisfaciendo la condición secuencial de primer
orden (4.1.1)-(4.1.4) y, además, existen vectores ηk ∈ Rm, θk ∈ Rp satisfaciendo
∇2xxL(xk, µ¯k, ρk) +
m∑
i=1
vki∇2hi(xk) +
p∑
j=1
ukj∇2gj(xk)+ (4.2.2)
+
m∑
i=1
ηki∇hi(xk)∇hi(xk)T +
p∑
j=1
θkj∇gj(xk)∇gj(xk)T  −εkI en Rn
y
si gj(xk) < −εk entonces θkj = 0, j = 1, . . . , p, (4.2.3)
para cada k ∈ N.
Observar que si x∗ es un punto límite factible de la sucesión {xk} que verifica
(4.2.2)-(4.2.3) entonces
θkj = 0 para j /∈ A(x∗).
En esta sección asumimos que la función real ϕ verifica las condiciones C1-C4
definidas en la Sección 1.2 del Capítulo 1.
El siguiente lema es necesario para probar el resultado de convergencia de segundo
orden.
Lema 4.2.4. Sea {xk} una sucesión generada por el Algoritmo 2 y supongamos que
{xk} converge a x∗. Entonces, si x∗ es factible, para todo j /∈ AcI (x∗)
l´ım
k→∞
∂2P
∂y2
([cI(x
k)]j, ρk, µ¯
k
j ) = 0. (4.2.5)
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Demostración. Para cada función de penalidad Pi tenemos que
∂2P1
∂y2
([cI(x
k)]j, µ¯
k
j , ρk) = µ¯
k
jρkϕ
′′(ρk[cI(xk)]j), para P1(y, µ, ρ) = µρϕ(ρy)
∂2P2
∂y2
([cI(x
k)]j, µ¯
k
j , ρk) = (µ¯
k
j )
2ρkϕ
′′(ρkµ¯kj [cI(x
k)]j), para P2(y, µ, ρ) = 1ρϕ(ρµy)
∂2P3
∂y2
([cI(x
k)]j, µ¯
k
j , ρk) = ρkϕ
′′
(
ρk[cI(x
k)]j
µ¯kj
)
, para P3(y, µ, ρ) = µ
2
ρ
ϕ(ρy
µ
).
Contemplaremos dos situaciones:
(a) {ρk} es una sucesión acotada;
(b) {ρk} no es acotada.
Para el caso (a), como ya probamos en el Lema 4.1.6, podemos establecer que
l´ım
k→∞
µ¯kj = 0 y esto implica que (4.2.5) se satisface.
En el caso (b), consideraremos cada función Pi:
P1: A partir de que j /∈ AcI (x∗), para k suficientemente grande, se tiene que cI(xk) <
0, luego
µ¯kjρkϕ
′′(ρk[cI(xk)]j) =
µ¯kj
[cI(xk)]j
ρk[cI(x
k)]jϕ
′′(ρk[cI(xk)]j).
Como la sucesión {µ¯k} es acotada, y ρk[cI(xk)]j → −∞, utilizando la condición
C4, se tiene que la condición (4.2.5) se satisface.
P2: Para las funciones de penalidad del tipo P2, analizaremos dos casos:
Si l´ım
k→∞
ρkµ¯
k
j [cI(x
k)]j = −∞, entonces utilizando la condición C4 se tiene inme-
diatamente que l´ım
k→∞
∂2P
∂y2
([cI(x
k)]j, ρk, µ¯
k
j ) = 0.
Sino, la sucesión l´ım
k→∞
µ¯k = 0. Por lo tanto,
l´ım
k→∞
∂2P
∂y2
([cI(x
k)]j, ρk, µ¯
k
j ) = (µ¯
k
j )
2ρkϕ
′′(ρkµ¯kj [cI(x
k)]j) = 0.
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P3: Como j /∈ AcI (x∗), para k suficientemente grade, se tiene que [cI(xk)]j < 0, luego
ρkϕ
′′
(
ρk[cI(x
k)]j
µ¯kj
)
=
µ¯kj
[cI(xk)]j
ρk[cI(x
k)]j
µ¯kj
ϕ′′
(
ρk[cI(x
k)]j
µ¯kj
)
.
Como sabemos que la sucesión {µ¯k} es acotada, se tiene que ρkµ¯kj [cI(xk)]j →
−∞. Utilizando la condición C4, se tiene que la condición (4.2.5) se satisface.
De esta manera hemos demostrado que la condición (4.2.5) se satisface para cada
función Pi.
En el siguiente teorema probaremos que cuando el Algoritmo 2 admite un punto
factible, este punto satisface la condición de optimalidad secuencial de segundo orden
rAKKT2 asociada a todas las restricciones del problema original (4.0.1).
Teorema 4.2.6. Supongamos que la sucesión {xk} es generada por el Algoritmo 2
satisfaciendo, en el Paso 1, la condición inexacta de primer orden (4.1.1)-(4.1.4) y
la condición inexacta de segundo orden (4.2.2)-(4.2.3) para todo k ∈ N. Supongamos
que K ⊂ N es tal que l´ım
k∈K
xk = x∗ y x∗ es factible. Más aún, supongamos que la
sucesión {εk} es tal que l´ım
k∈K
εk = 0. Entonces, x∗ satisface la condición rAKKT2 con
respecto al problema (4.0.1).
Demostración. Para todo k ∈ N, por (4.0.3), (4.1.1) y (4.2.2) tenemos que∥∥∥∥∥∇f(xk) +
l∑
j=1
µk+1j ∇[cI(xk)]j +
m∑
i=1
vki∇hi(xk) +
p∑
j=1
ukj∇gj(xk)
∥∥∥∥∥ ≤ εk,
y
∇2xxL(xk, µ¯k, ρk) +
m∑
i=1
vki∇2hi(xk) +
p∑
j=1
ukj∇2gj(xk)+ (4.2.7)
+
m∑
i=1
ηki∇hi(xk)∇hi(xk)T +
p∑
j=1
θkj∇gj(xk)∇gj(xk)T  −εkI en Rn
Como {εk} ⊆ R+ es tal que l´ım
k∈K
εk = 0, existen sucesiones
{µk+1}k∈K ⊆ Rl+, {vk}k∈K ⊆ Rm y {uk}k∈K ⊆ Rp+ tales que
l´ım
k∈K
∥∥∥∥∥∇f(xk) +
l∑
j=1
µk+1j ∇[cI(xk)]j +
m∑
i=1
vki∇hi(xk) +
p∑
j=1
ukj∇gj(xk)
∥∥∥∥∥ = 0,
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y, por (4.2.7)
∇2f(xk) +
l∑
j=1
µk+1j ∇2[cI(xk)]j +
m∑
i=1
vki∇2hi(xk) +
p∑
j=1
ukj∇2gj(xk)+
l∑
j=1
∂2P
∂y2
([cI(x
k)]j, µ¯
k
j , ρk)∇[cI(xk)]j∇[cI(xk)]Tj +
m∑
i=1
ηki∇hi(xk)∇hi(xk)T +
p∑
j=1
θkj∇gj(xk)∇gj(xk)T  −εkI en Rn.
Consideremos d ∈ Rn y
δk = εk +
∑
j /∈AcI (x∗)
∂2P
∂y2
([cI(x
k)]j, µ¯
k
j , ρk)‖∇[cI(xk)]Tj ‖2 +
∑
j /∈A(x∗)
θkj ‖∇gj(xk)‖2.
Luego, obtenemos que
dT
(
∇2f(xk) +
l∑
j=1
µk+1j ∇2[cI(xk)]j +
m∑
i=1
vki∇2hi(xk) +
p∑
j=1
ukj∇2gj(xk)
)
d+
∑
j∈AcI (x∗)
∂2P
∂y2
([cI(x
k)]j, µ¯
k
j , ρk)‖∇[cI(xk)]Tj d‖2+
m∑
i=1
ηki ‖∇hi(xk)Td‖2 +
∑
j∈A(x∗)
θkj ‖∇gj(xk)dT‖ > −δk‖d‖2.
Como vale (4.2.3) tenemos que, para k suficientemente grande,
θkj = 0 para j /∈ A(x∗).
Luego, por la hipótesis acerca de εk y el Lema 4.2.4 se tiene que
l´ım
k∈K
δk = 0.
Por lo tanto, considerando la familia de sucesiones {vk} ⊆ Rm, {ηk} ⊆ Rm {µ˜k} ⊆
Rl+p+ , {θ˜k} ⊆ Rl+p, {δk} ⊆ R+ de la Definición 2.2.12 (con respecto al problema
(4.0.1)) definidas de la siguiente manera:
µ˜kj =

µk+1j para j ∈ AcI (x∗)
0 para j /∈ AcI (x∗)
ukj para j ∈ A(x∗)
0 para j /∈ A(x∗)
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θ˜kj =

∂2P
∂y2
([cI(x
k)]j, µ¯
k
j , ρk) para j ∈ AcI (x∗)
0 para j /∈ AcI (x∗)
θkj para j ∈ A(x∗)
0 para j /∈ A(x∗)
obtenemos que x∗ satisface la condición rAKKT2 con respecto al problema original
como queríamos probar.
De los Teoremas 2.2.27 y 4.2.6 tenemos la siguiente conclusión.
Teorema 4.2.8. Supongamos que la sucesión {xk} generada por el Algoritmo 2 sa-
tisface, en el Paso 1, la condición inexacta de primer orden (4.1.1)-(4.1.4) y la con-
dición inexacta de segundo orden (4.2.2)-(4.2.3) para todo k ∈ N. Supongamos que
K ⊂ N es tal que l´ım
k∈K
xk = x∗, que x∗ es factible y satisface la condición CCP2.
Luego, la condición WSONC se cumple en x∗ para el problema original (4.0.1).
Capítulo 5
Conclusiones
En primera instancia, propusimos un algoritmo de Lagrangiano Aumentado ba-
sado en la función de penalidad exponencial para problemas de optimización con
restricciones de desigualdad. Una característica potencial de este algoritmo es que
posee convergencia global a puntos estacionarios de primer orden bajo las condiciones
de calidad Generador Positivo Constante (CPG) y la Propiedad del Cono Continuo
(CCP). Probamos que el algoritmo propuesto garantiza que el parámetro de penali-
dad es acotado cuando se satisface la condición de calidad de Independencia Lineal
(LICQ), la complementariedad estricta y la condición de optimalidad suficiente de
segundo orden.
Observando que la mayor ventaja de la función de penalidad exponencial es que
tiene segundas derivadas continuas, a diferencia de la conocida función de penalidad
cuadrática, concluimos que tomar información de segundo orden podría ser importan-
te para definir un algoritmo con convergencia a puntos que verifican las condiciones
de optimalidad necesarias de segundo orden. Este nuevo marco podría aplicarse para
resolver problemas en los que los algoritmos de primer orden no convergen a minimi-
zadores locales.
Con este argumento, en este trabajo hemos extendido el análisis de convergencia
de un método Lagrangiano Aumentado Inexacto al caso en que se consideran las fun-
ciones de penalidad no cuadráticas, incluyendo la función de penalidad exponencial.
Hemos demostrado que, como ocurre en el caso cuadrático, la convergencia a pun-
tos estacionarios de primer orden se puede obtener usando la condición de calidad
débil CCP. También hemos demostrado que la condición de calidad CCP2 puede ser
utilizada para demostrar la convergencia global a puntos que satisfacen la condición
de optimalidad necesaria de segundo orden débil WSONC. Finalmente, hemos esta-
blecido un nuevo criterio de parada del algoritmo bajo el cual se puede obtener la
convergencia global. La nueva condición utiliza un subespacio tangente aproximado
apropiado para resolver el subproblema en una forma inexacta.
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