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resumo Cada vez mais, as empresas necessitam de tomar deciso˜es que otimizem
os desperd´ıcios existentes, como por exemplo, ajudar na diminuic¸a˜o dos
custos associados a stock.
Assim a modelac¸a˜o de se´ries temporais e os me´todos de previsa˜o consti-
tuem uma ferramenta fundamental para auxiliar na tomada de deciso˜es
na gesta˜o de stocks em empresas.
Neste relato´rio de esta´gio, o principal objetivo consiste em fazer pre-
visa˜o de quantidades de stocks existentes para os pro´ximos 3 meses,
considerando treˆs perfis de alum´ınio da empresa Extrusal, sediada em
Aveiro. Para se efetuar a previsa˜o faz-se a modelac¸a˜o considerando os
modelos ARIMA e usando a correspondente metodologia Box e Jenkins
e os modelos com Amortecimento Exponencial.
Tendo em vista a obtenc¸a˜o de intervalos de previsa˜o, a metodologia
de Box e Jenkins exige que os res´ıduos tenham uma distribuic¸a˜o nor-
mal. Uma vez que este pressuposto nem sempre acontece nas series
observadas e por outro lado para se incorporar a variabilidade devida
a` estimac¸a˜o dos paraˆmetros, desenvolve-se e aplica-se, ainda em alter-
nativa, a metodologia bootstrap de reamostragem.
Os modelos sa˜o escolhidos tendo como base os crite´rios AIC e BIC e
as respetivas previso˜es sa˜o avaliadas em termos dos Erros Quadra´ticos
Me´dios correspondentes.

abstract Increasingly, companies need to take decisions that optimize the exis-
ting waste, such as help in the decrease of the costs associated with
stocks.
Thereby time series modeling and forecast methods are essential tool
to support the decision making in the companies stock management.
In this thesis, the mail goal is to predict the amount of existing stocks
for the next three months, considering the aluminum profiles currently
available in Extrusal, based in Aveiro. To make the forecasts, the
modeling procedure is made taking into account the ARIMA processes
and using the corresponding Box-Jenkins methodology and models with
Exponential Smoothing.
In order to obtain forecasts intervals, Box-Jenkins methodology requires
that residuals has a normal distribution. As this assumption doesn´t
always happen in the observed time series and also to incorporate the
variability due to parameters estimation , it is developed an applied, in
alternative, the bootstrap resampling methodology.
The models are chosen based on the AIC and BIC criteria and the
respective point forecasts are evaluated in terms of the corresponding
Mean Square Errors.
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Cap´ıtulo 1
Introduc¸a˜o
Atualmente, as empresas preocupam-se cada vez mais em planear e controlar a
produc¸a˜o de forma a obter um menor custo e uma maior produtividade. Para isso,
necessitam de tomar deciso˜es que permitam minimizar todos os desperd´ıcios existen-
tes. Os me´todos de previsa˜o sa˜o uma ferramenta importante que auxilia no processo
de tomada de decisa˜o. Por exemplo, calcular a previsa˜o de vendas dos produtos para
per´ıodos futuros ajuda a decidir qual a quantidade de mate´ria-prima a encomendar, o
tempo necessa´rio de trabalho das ma´quinas, a alocac¸a˜o de funciona´rios, a diminuic¸a˜o
dos custos de stock e, ale´m disso, evita o na˜o cumprimento de contratos previamente
confirmados com os clientes. No entanto, muitas empresas apresentam uma certa “de-
sacreditac¸a˜o”relativamente ao processo de previsa˜o devido a questo˜es pol´ıticas e sociais
que as envolvem e que muitas vezes fazem com que a previsa˜o falhe. Contudo, e´ impor-
tante ter em conta que as previso˜es apenas indicam possibilidades dos valores futuros, e
que teˆm por base a ana´lise do comportamento de dados passados. Neste sentido, a pre-
visa˜o na˜o deve ser feita analisando os dados isoladamente, mas sim na sua globalidade,
considerando o contexto.
Em 1995, Hillier e Lieberman[18], classificaram os me´todos de previsa˜o em dois
grupos: os qualitativos e os quantitativos. Os me´todos qualitativos baseiam-se em
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especulac¸o˜es ou intuic¸a˜o de funciona´rios da empresa que trabalham nela ha´ algum
tempo, e que conseguem estabelecer paralelismos com outras situac¸o˜es semelhantes
ja´ vivenciadas. Os me´todos quantitativos baseiam-se na ana´lise do comportamento de
dados passados com vista a` previsa˜o dos futuros. Neste relato´rio, apenas sa˜o abordados
os me´todos quantitativos.
Segundo Morettin e Toloi[28] e Makridakis et.al.[26], o Me´todo de Decomposic¸a˜o
Cla´ssica foi um dos primeiros me´todos utilizados na ana´lise de se´ries temporais. Este
me´todo quantitativo considera que qualquer se´rie temporal pode ser decomposta em
quatro componentes na˜o observa´veis: tendeˆncia, sazonalidade, variac¸a˜o c´ıclica e com-
ponente aleato´ria ou residual. Ale´m disso, considera que uma se´rie temporal pode ser
escrita como uma soma ou multiplicac¸a˜o das suas componentes. Quando com o au-
mento ou diminuic¸a˜o do n´ıvel da tendeˆncia, vem associado a um aumento ou a uma
diminuic¸a˜o da amplitude dos movimentos perio´dicos, o modelo aconselha´vel e´ o multi-
plicativo. Por outro lado, se a amplitude dos movimentos perio´dicos permanece esta´vel
em torno da tendeˆncia, o modelo mais aconselha´vel e´ o aditivo. Este me´todo foi bas-
tante usado ate´ o in´ıcio dos anos 60, contudo, hoje e´ considerado obsoleto e tendo sido
praticamente abandonado.
A partir dos anos 60 houve um grande desenvolvimento dos me´todos classificados
como automa´ticos e que ainda hoje sa˜o bastante usados. Segundo Pereira[35] e Morettin
e Toloi[29], os Me´todos Automa´ticos sa˜o aqueles me´todos que podem ser diretamente
programados no computador, podendo requerer uma intervenc¸a˜o humana mı´nima. Na
literatura, os me´todos classificados como automa´ticos sa˜o, por exemplo, os Me´todos
de Me´dias Mo´veis, o Me´todo de Amortecimento Harmo´nico de Harrison, o Me´todo de
Amortecimento Exponencial de Brown, o Me´todo de Holt-Winters. De entre estes sera´
abordado neste relato´rio, o Me´todo de Amortecimento Exponencial.
Nos anos 70, Box e Jenkins[6], apresentaram uma metodologia completamente dife-
rente das existentes, e que colmatava o problema da na˜o estacionaridade. O Me´todo de
Box e Jenkins baseia-se na ideia de que as se´ries na˜o estaciona´rias podem tornar-se esta-
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ciona´rias atrave´s de operac¸o˜es de diferenciac¸a˜o. Ale´m disso, este considera treˆs grandes
etapas: a identificac¸a˜o do modelo estaciona´rio ARMA, a estimac¸a˜o dos paraˆmetros e
a avaliac¸a˜o do diagno´stico, so´ depois e´ que se parte para a previsa˜o.
Na maioria dos trabalhos publicados, a previsa˜o e´ feita com o pressuposto da nor-
malidade dos res´ıduos. Mas este pressuposto nem sempre e´ verificado, como mostra
Bartkiewicz[4], e portanto nem sempre se conseguem obter facilmente os intervalos de
confianc¸a para valores preditos. Uma das alternativas encontradas na literatura para
a obtenc¸a˜o de intervalos de confianc¸a e´ a utilizac¸a˜o de metodologias de reamostragem,
em particular o bootstrap, uma vez que este procedimento na˜o requer o pressuposto
de normalidade da distribuic¸a˜o dos res´ıduos, Fan e Yao[11].
O me´todo de bootstrap, proposto em 1979 por Efron[9], comec¸ou a ser utilizado no
aˆmbito das se´ries temporais a partir de 1984, nomeadamente na construc¸a˜o de intervalos
de confianc¸a para paraˆmetros de modelos, na realizac¸a˜o de testes de hipo´teses, na
correc¸a˜o do enviesamento de estimadores, na construc¸a˜o de intervalos de confianc¸a
para previsa˜o, entre outras utilidades. A maior parte dos trabalhos publicados, onde
se utiliza o bootstrap para a construc¸a˜o de intervalos de confianc¸a para a previsa˜o, sa˜o
baseados nos modelos ARMA. Em 1990, Thombs e Schucany[43] propo˜em um me´todo
de bootstrap para a construc¸a˜o de intervalos de previsa˜o em modelos autoregressivos,
efetuando o bootstrap, utilizando a forma backward do processo e fixando-se os u´ltimos
p valores da se´rie, sendo p a ordem do maior coeficiente autorregressivo. Em 2004,
Pascual et al.[33] publicaram um artigo onde constru´ıam intervalos de confianc¸a de
previsa˜o para modelos ARIMA, mas sem utilizar a sua forma backward.
Neste relato´rio de esta´gio sa˜o utilizados dois me´todos de previsa˜o, o Me´todo de
Amortecimento Exponencial e o Me´todo de Box e Jenkins utilizando o bootstrap para
construir intervalos de previsa˜o. Estes me´todos sera˜o usados para prever o faturado
em quilogramas de certos perfis de alumı´nio. O problema em causa, surgiu no aˆmbito
do esta´gio curricular decorrido na empresa Extrusal.
A Extrusal e´ uma empresa de extrusa˜o e tratamento de perfis de alumı´nio que
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surgiu no mercado portugueˆs em 1972, em Aveiro. Como qualquer outra empresa,
pretende minimizar todos os desperd´ıcios existentes na extrusa˜o do alumı´nio, bem
como otimizar todo o processo de produc¸a˜o dos seus perfis. Para isso, necessita de
obter uma metodologia que possa prever o que vai ser vendido.
O objetivo deste relato´rio e´ realizar uma ana´lise do faturado de alguns produtos de
caixilharia e obter a previsa˜o de futuros per´ıodos de sete meses, por forma a saber a
quantidade a produzir de cada um desses perfis de alumı´nio, de modo a que todos os
pedidos dos per´ıodos seguintes sejam satisfeitos.
Este relato´rio encontra-se organizada em 7 cap´ıtulos, no cap´ıtulo um faz-se uma
introduc¸a˜o, no segundo, terceiro e quarto cap´ıtulo faz-se uma contextualizac¸a˜o teo´rica
dos conceitos usados. Nomeadamente, no cap´ıtulo 2 aborda-se modelos para se´ries
estaciona´rias e se´ries na˜o estaciona´rias, bem como as transformac¸o˜es necessa´rias para
estacionarizar a se´rie. No cap´ıtulo 3 apresenta-se todas etapas da metodologia de
Box e Jenkins para a obtenc¸a˜o de intervalos de previsa˜o, bem como a alternativa
de intervalos de previsa˜o bootstrap para modelos ARIMA, quando o modelo falha
o pressuposto da normalidade dos res´ıduos. No quarto cap´ıtulo, apresentam-se os
Me´todos de Alisamento Exponencial e os Modelos de Espac¸o de Estados. No cap´ıtulo
5, apresenta-se a aplicac¸a˜o dos me´todos abordados nos cap´ıtulos anteriores, em treˆs
perfis de alumı´nio de uma empresa, bem como a ana´lise dos resultados obtidos. O
cap´ıtulo 6 consiste num resumo comentado das concluso˜es e no final do relato´rio inclui-
se o Apeˆndice A - com todos os programas usados para a obtenc¸a˜o dos resultados e um
Apeˆndice B - com tabelas que conteˆm as equac¸o˜es de todos os modelos de Alisamento
Exponencial e de Espac¸o de Estados.
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Cap´ıtulo 2
Se´ries Temporais e Processos
Estoca´sticos
Uma se´rie temporal e´ um conjunto de observac¸o˜es Xt, estando cada uma associada
a um instante particular t. Esse instante em que e´ obtida cada uma das observac¸o˜es e´
registado e usado na ana´lise e modelac¸a˜o da se´rie.
As se´ries temporais teˆm variadas aplicac¸o˜es, por exemplo, na agronomia ( em pro-
duc¸o˜es e a´reas cultivadas anuais), na economia (taxas de juro, prec¸os de venda de um
produto,. . . . . . ), na engenharia (intensidade do som num determinado local), na medi-
cina (eletrocardiograma), na meteorologia (pluviosidade anual num determinado local)
e nas cieˆncias sociais (taxa de mortalidade).
As se´ries temporais podem ser classificadas em relac¸a˜o ao conjunto de instantes
de tempo em que estas sa˜o observadas, como discretas ou cont´ınuas. Ao longo desta
dissertac¸a˜o ira˜o apenas ser consideradas se´ries temporais discretas.
A ana´lise de se´ries temporais baseia-se na decomposic¸a˜o de quatro tipos ba´sicos de
variac¸o˜es: tendeˆncia, sazonalidade, movimentos oscilato´rios e ru´ıdo.
A tendeˆncia e´ caracterizada como sendo um movimento regular e cont´ınuo ao longo
do tempo, refletindo um movimento ascendente ou descendente. Os movimentos sazo-
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nais sa˜o oscilac¸o˜es que ocorrem com certa regularidade, num curto per´ıodo de tempo.
Os movimentos oscilato´rios ou variac¸o˜es c´ıclicas, associam-se a fazes alternadas de ex-
pansa˜o e depressa˜o, mas na˜o apresentam qualquer tipo de periodicidade. Ja´ o ru´ıdo
ou componente aleato´ria engloba na˜o so´ os movimentos espora´dicos ocasionais, como
todos os movimentos da se´rie que na˜o foram poss´ıveis identificar, uma vez que na˜o
obedecem a nenhuma lei comportamental capaz de ser descrita.
Os modelos determin´ısticos (modelos que predizem o futuro com exatida˜o), na˜o sa˜o
adequados para descrever feno´menos dinaˆmicos, observados no mundo real. Assim, o
objetivo da teoria dos processos estoca´sticos e´ o estudo de mecanismos dinaˆmicos que
proporcionem meios de ana´lise de uma sequeˆncia de observac¸o˜es definidas em instantes
de tempo.
2.1 Processos Estoca´sticos Estaciona´rios
Definic¸a˜o 2.1.1 (Processo estoca´stico). Um processo estoca´stico e´ um conjunto de
varia´veis aleato´rias {Xt : t ∈ T} classificada mediante um paraˆmetro t que varia num
intervalo de tempo T.
Assim para cada t, Xt e´ uma varia´vel aleato´ria com func¸a˜o de distribuic¸a˜o
F (x) = P (Xt ≤ x), x ∈ <.
Uma se´rie temporal e´ uma realizac¸a˜o de um processo estoca´stico, ou seja, uma
se´rie temporal x1, x2, ..., xt pode ser considerada como uma realizac¸a˜o amostral de uma
populac¸a˜o infinita constitu´ıda por uma infinidade de outros poss´ıveis resultados para
o conjunto {Xt : t ∈ T}.
Um processo estoca´stico pode ser considerado estaciona´rio, se todas as caracter´ıs-
ticas do comportamento do processo na˜o sa˜o alteradas ao longo do tempo, ou seja a
origem temporal na˜o e´ importante. Se as caracter´ısticas do processo forem alteradas ao
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longo do tempo, significa que o processo e´ na˜o estaciona´rio. Ale´m disso, um processo
estaciona´rio pode ser considerado estritamente estaciona´rio ou fracamente estaciona´rio.
Definic¸a˜o 2.1.2 (Processo estoca´stico estritamente estaciona´rio). Um processo {Xt :
t ∈ T} diz-se estritamente estaciona´rio se a distribuic¸a˜o conjunta de Xt1 , Xt2 , ..., Xtn
for a mesma de Xt1+k, Xt2+k, ..., Xtn+k qualquer que seja k, ou seja,
F (x1, . . . , xn; t1, . . . , tn) = F (x1, . . . , xn; t1 + k, . . . , tn + k)
para (x1, . . . , xn) ∈ <n e para quaisquer t1, . . . , tn + k de T .
Em particular, se um processo e´ estritamente estaciona´rio enta˜o as distribuic¸o˜es
unidimensionais sa˜o invariantes ao longo do tempo, pelo que a me´dia µ(t) e´ constante
e igual a µ e a variaˆncia v(t) = σ2, para todo t ∈ T .
Definic¸a˜o 2.1.3 (Processo estoca´stico fracamente estaciona´rio ou estaciona´rio de se-
gunda ordem). Um processo estoca´stico {Xt : t ∈ T} diz-se fracamente estaciona´rio
sse
E [Xt] = E [Xt+k] = µ, para k ∈ Z
V [Xt] = V [Xt+k] = σ
2, para ∀ ∈ T, k ∈ Z
Cov (Xt, Xt+k) = Cov (Xt+m, Xt+m+k) = γ(k), para k, m ∈ Z, t ∈ T
Como se observa, um processo e´ estaciona´rio de segunda ordem ou fracamente es-
taciona´rio se todos os momentos ate´ a` segunda ordem (me´dia e variaˆncia) permanecem
inalterados ao longo do tempo e se a covariaˆncia depende apenas do desfasamento.
Uma vez que a estacionaridade estrita e´ muito forte apenas se exige a estacionari-
dade de segunda ordem, pelo que, usualmente utiliza-se o termo estacionaridade para
referir esta u´ltima situac¸a˜o.
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2.2 Func¸o˜es Autocovariaˆncia e Autocorrelac¸a˜o e Fun-
c¸a˜o Autocorrelac¸a˜o Parcial em processos esta-
ciona´rios
Definic¸a˜o 2.2.1 (Func¸a˜o de Autocovariaˆncia). Seja {Xt : t ∈ Z} uma se´rie estacio-
na´ria de valor me´dio E [Xt] = µ e variaˆncia V [Xt] = σ
2, a func¸a˜o de autocovariaˆncia
e´ definida por:
γ(k) = cov(Xt, Xt+k) = E [(Xt − µ) (Xt+k − µ)].
Para cada valor de k, a func¸a˜o autocovariaˆncia mede a intensidade com que pares de
valores do processo, separados por um intervalo de tempo de amplitude k, se relacionam.
A func¸a˜o de autocovariaˆncia tem as seguintes propriedades:
(i) γ(0) = σ2;
(ii) |γ(k)| ≤ γ(0);
(iii) γ(k) = γ(−k).
A func¸a˜o de autocorrelac¸a˜o (FAC) do processo e´ definido por:
ρ(k) = corr(Xt, Xt+k) =
γ(k)
γ(0)
.
Para cada valor de k a func¸a˜o de autocorrelac¸a˜o mede a correlac¸a˜o entre os pares
de valores do processo, separados por um intervalo de tempo amplitude k e possui as
mesmas propriedades da func¸a˜o de autocovariaˆncia, exceto que ρ(0) = 1. Excetuando
casos especiais, a` medida que k aumenta, γ(k) e ρ(k) diminuem. Naturalmente e´ de se
esperar que a capacidade de memo´ria do processo seja limitada, portanto a capacidade
de retenc¸a˜o no instante t+ k, do que se passou no instante t, e´ diminuta.
O conceito de autocorrelac¸a˜o pode ser generalizada. Quando se tem interesse estu-
dar a correlac¸a˜o entre duas observac¸o˜es da se´rie, Xt e Xt+k, eliminando a dependeˆncia
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dos termos interme´dios, Xt+1, Xt+2, ..., Xt+k−1, obte´m-se a func¸a˜o denominada por au-
tocorrelac¸a˜o parcial (FACP).
O conjunto das autocorrelac¸o˜es parciais de desfasamento k e´ dada por {φkk, k =
1, 2, ...}, onde φkk = |ρ
∗
k|
|ρk| e ρ
∗
k e´ a matriz de autocorrelac¸a˜o substituindo a u´ltima coluna
pelo vetor de autocorrelac¸o˜es [ρ1ρ2...ρk]
T .
2.3 Modelos Lineares para Se´ries Temporais Esta-
ciona´rias
Anteriormente, introduziram-se os conceitos de func¸a˜o de autocorrelac¸a˜o e auto-
correlac¸a˜o parcial, que permitem obter as relac¸o˜es existentes na se´rie temporal entre
observac¸o˜es desfasadas.
Em 1927, com o objetivo de analisar se´ries temporais, Yule[46] supoˆs que cada
observac¸a˜o pode ser considerada como sendo gerada por uma sequeˆncia de choques
aleato´rios e independentes entre si, εt, t ∈ T . Cada um deles segue uma distribuic¸a˜o
normal com me´dia zero e variaˆncia constante σ2ε . Esta sequeˆncia de choques com estas
caracter´ısticas e´ designada por processo de ru´ıdo branco, denotado por RB. Assim, este
processo na˜o e´ mais do que uma combinac¸a˜o linear de choques aleato´rios, formando o
modelo linear do tipo Me´dia Mo´vel , cuja formulac¸a˜o e´
Xt = εt + ψ1εt−1 + ψ2εt−2 + ...
onde ψ1, ψ2, . . . sa˜o constantes reais.
Outra forma de representar o modelo e´ usar o operador atraso B que, quando
aplicado a uma se´rie temporal, da´ origem a` mesma se´rie temporal, retardada um pe-
r´ıodo, isto e´,
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BXt = Xt−1
ou mais geralmente
BkXt = Xt−k.
Os processos cuja observac¸a˜o no instante t e´ uma combinac¸a˜o linear do que se
observa nos instantes anteriores, acrescida de um choque aleato´rio causado por um
ru´ıdo branco, εt, sa˜o designados por processos Autoregressivos, cuja a forma e´
Xt = ϕ1Xt−1 + ϕ2Xt−2 + ...+ εt.
Muitas vezes, os modelos anteriores sa˜o combinados, formando os modelos Auto-
regressivos de Me´dias Mo´veis (ARMA). Para processos na˜o estaciona´rios, tem-
se os modelos Autoregressivos Integrados de Me´dias Mo´veis (ARIMA), en-
quanto que para dados que apresentem sazonalidade se tem o modelo Autoregressivo
Sazonal Integrado de Me´dia Mo´vel (SARIMA) que se apresenta no cap´ıtulo
seguinte.
2.3.1 Modelo Autoregressivo AR(p)
Definic¸a˜o 2.3.1 (Processo autoregressivo). Um processo Xt e´ um processo autoregres-
sivo de ordem p, AR(p) que pode ser escrito na forma
Xt = φ1Xt−1 + φ2Xt−2 + ...+ φpXt−p + εt (2.1)
onde φ1, φ2, ..., φp sa˜o constantes na˜o nulos e εt representa o ru´ıdo branco.
O processo AR(p) anteriormente definido tem valor me´dio µ = 0. Se a me´dia µ de
Xt na˜o for nula, substitui-se Xt por Xt − µ e tem-se
Xt = δ + φ1Xt−1 + ...+ φpXt−p + εt (2.2)
onde δ = µ(1− φ1 − ...− φp).
Usando o operador atraso, a equac¸a˜o 2.1 anterior pode ser escrita
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φp(B)Xt = εt
onde φp(B) = 1− φ1B − φ2B2 − ...− φpBp e´ designado por polino´mio autoregressivo.
Diz-se que um processo e´ invert´ıvel se possuir a representac¸a˜o autoregressiva, isto
e´,
εt =
∞∑
i=0
φiXt−i, φ0 = 1. (2.3)
Portanto, o modelo autoregressivo como seria de se esperar, e´ sempre invert´ıvel.
Condic¸o˜es de estacionaridade
O processo autoregressivo pode ser escrito na forma
φp(B)Xt = εt ⇔ Xt = φp(B)−1εt ⇔ Xt = Ψ(B)εt
onde φp(B) = 1−φ1B−φ2B2− ...−φpBp e´ o polino´mio autoregressivo. Considerando
G−1i , i = 1, 2, ..., p, as ra´ızes de φp(B) = 0 enta˜o φp(B) = (1−G1B)(1−G2B)...(1−GpB)
e expandindo em frac¸o˜es parciais, tem-se o seguinte modelo Ar(p)
Xt = Ψ(B)εt = φp(B)
−1εt =
∑p
i=1
ki
1−Gibεt.
Para que Xt esteja definido e´ necessa´rio que Ψ(B) = φp(B)
−1 convirja, por isso
deve-se ter necessariamente |G−1i | > 1, i = 1, 2, ..., p, o que e´ equivalente a dizer que as
ra´ızes do polino´mio autoregressivo devem estar fora do c´ırculo unita´rio.
Consequentemente para que o processo Ar(p) seja estaciona´rio, as ra´ızes do poli-
no´mio φp(B) = 1 − φ1B − φ2B2 − ... − φpBp teˆm tambe´m de estar fora do c´ırculo
unita´rio.
Func¸a˜o de autocovariaˆncia e autocorrelac¸a˜o
Para se obter a func¸a˜o de autocovariaˆncia, pode-se multiplicar a equac¸a˜o (2.1) por
Xt−k e calcular-se as esperanc¸as, isto e´,
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XtXt−k = φ1Xt−1Xt−k + ...+ φpXt−pXt−k + εtXt−k,
E [XtXt−k] = φ1E [Xt−1Xt−k] + ...+ φpE [Xt−pXt−k] + 0,
γk = φ1γk−1 + ...+ φpγk−p, k = 1, 2, ... .
Dividindo esta ultima expressa˜o por γ0 = σ
2, obte´m-se a seguinte expressa˜o para a
func¸a˜o de autocorrelac¸a˜o,
ρk = φ1ρk−1 + ...+ φpρk−p, k = 1, 2, ... .
Fazendo k = 1, 2, ..., p e considerando ρ0 = 1, obte´m-se as seguintes equac¸o˜es de
Yule-Walker
ρ1 = φ1 + φ2ρ2 + ...+ φpρp−1
ρ2 = φ1ρ1 + φ2 + ...+ φpρp−2 (2.4)
...
ρp = φ1ρp−1 + φ2ρp−2 + ...+ φp
Matricialmente, pode-se expressar as equac¸o˜es de Yule-Walker por
1 ρ1 · · · ρp−1
ρ1 1 · · · ρp−2
...
...
. . .
...
ρp−1 ρp−2 · · · 1
 ·

φ1
φ2
...
φp
 =

ρ1
ρ2
...
ρp
.
A FAC nos processos autoregressivos apresenta um decaimento gradual, isto e´,
converge para zero exponencialmente.
Func¸a˜o de autocorrelac¸a˜o parcial
Tendo em conta que a func¸a˜o de autocorrelac¸a˜o parcial e´ dada por
φkk =
|ρ∗k|
|ρk| para k = 1, 2, . . . . (2.5)
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Num processo autoregressivo, a func¸a˜o de autocorrelac¸a˜o parcial e´ diferente de
zero e dada por (2.5) para k = 1, 2, . . . , p − 1, para k = p tem-se φkk = φk e para
k = p+1, p+2, . . . a func¸a˜o toma o valor zero, uma vez que na˜o existem os coeficientes
φp+1, φp+2, . . .. Enta˜o, a func¸a˜o de autocorrelac¸a˜o parcial num processo autoregressivo
apresenta uma queda brusca para k ≥ p+ 1, isto e´,
φkk
 6= 0 para k = 1, 2, . . . , p= 0 para k = p+ 1, p+ 2, . . ..
2.3.2 Modelo Me´dia Mo´vel MA(q)
Definic¸a˜o 2.3.2 (Processo de Me´dias Moveis). Um processo Xt e´ um processo de
me´dias mo´veis de ordem q, MA(q) se satisfaz a equac¸a˜o
Xt = εt − θ1εt−1 − θ2εt−2 − ...− θqεt−p (2.6)
onde θ1, θ2, ..., θq sa˜o constantes na˜o nulos.
Usando o operador atraso, a equac¸a˜o (2.6) pode ser escrita na forma
Xt = θq(B)εt
onde θq(B) = 1− θ1B − θ2B2 − ...− θqBq representa o polino´mio de me´dias mo´veis de
ordem q.
Condic¸o˜es de invertibilidade
Um processo e´ invert´ıvel se se conseguir escrever na forma (2.3). Considerando
que Xt = θq(B)εt ⇔ θ−1q (B)Xt = εt e pi(B) = θ−1q (B) tem-se εt = pi(B)Xt. Enta˜o
a condic¸a˜o de invertibilidade do processo e´ que pi(B) convirja. Como pi(B) = θ−1q (B)
enta˜o necessariamente as ra´ızes da equac¸a˜o caracter´ıstica θq(B) = 1 − θ1B − θ2B2 −
...− θqBq = 0 devem estar todas fora do c´ırculo unita´rio.
Note-se que as duas formas equivalentes de apresentac¸a˜o do modelo linear geral,
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pi(B)Xt = εt e Xt = Ψ(B)εt
onde
Ψ(B) = pi−1(B)
refletem a dualidade existente entre esses modelos lineares, Fisher[12]. Pode perceber-se
a dualidade entre a estacionaridade e a invertibilidade dos processos, caracterizadas em
func¸a˜o da convergeˆncia das se´ries Ψ(B) e pi(B), respetivamente. Assim, pode concluir-
se que a estacionaridade funciona para os processos autoregressivos, assim como a
invertibilidade funciona para os processos de me´dias mo´veis. Portanto, um processo de
me´dia mo´veis e´ sempre estaciona´rio e e´ invert´ıvel se as ra´ızes do polino´mio de me´dias
mo´veis estiverem fora do c´ırculo unita´rio.
Func¸a˜o de autocovariaˆncia e autocorrelac¸a˜o
Considere-se o modelo definido em (2.6), onde E[Xt] = 0, a variaˆncia e´ dada por
γ0 = σ
2 = (1 + θ21 + ...+ θ
2
q)σ
2
ε e a func¸a˜o de autocovariaˆncia dada por
γk = σ
2
ε(−θk + θk+1θ1 + ...+ θqθq−k), 0 < k ≤ q e γk = 0, k > q.
Para a func¸a˜o de autocorrelac¸a˜o tem-se
ρk =

−θk + θk+1θ1 + ...+ θqθq−k
1 + θ21 + ...+ θ
2
q
para 0 < k ≤ q
0 para k > q
.
Como se pode ver, a FAC dos processos MA(q), apresenta uma queda brusca para
k ≥ q + 1.
Func¸a˜o de autocorrelac¸a˜o parcial
A func¸a˜o de autocorrelac¸a˜o apresenta uma expressa˜o geral complicada, no entanto,
verifica-se que esta e´ majorada pela soma de duas exponenciais amortecidas, quando
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as ra´ızes do polino´mio de me´dias mo´veis sa˜o reais e por uma sinusoide amortecida
quando essas ra´ızes sa˜o complexas. Assim, em qualquer dos dois casos, a func¸a˜o de
correlac¸a˜o parcial tende gradualmente para zero, Murteira et al.[30]. Em suma, a FAC
dos processos AR(p) que decai gradualmente para zero, comporta-se como a FACP dos
processos MA(q), por outro lado a FACP dos processos AR(p) comporta-se da mesma
forma que a FAC dos processos MA(q), decaindo bruscamente para zero.
2.3.3 Modelo Autoregressivo de Me´dia Mo´vel ARMA(p,q)
Seja Xt um processo estoca´stico estaciona´rio que apresenta carater´ısticas que na˜o
permitem a sua caracterizac¸a˜o atrave´s de um processo puramente autoregressivo ou
puramente de me´dia mo´vel mas que exibe uma estrutura que resulte da combinac¸a˜o
de ambas. Enta˜o esse processo e´ considerado um modelo misto, obtido pela agregac¸a˜o
desses dois processos sendo designado por modelo ARMA(p,q). Este modelo, desde
que parcimonioso (com poucos paraˆmetros) tem elevada potencialidade.
Definic¸a˜o 2.3.3 (Processo Autoregressivo de Me´dias Mo´veis). Um processo Xt e´ um
processo autoregressivo de me´dias mo´veis de ordens p e q, ARMA(p,q) se satisfaz a
equac¸a˜o
Xt − φ1Xt−1 − ...− φpXt−p = εt − θ1εt−1 − ...− θqεt−q. (2.7)
A equac¸a˜o (2.7) pode ser reescrita da seguinte forma
φp(B)Xt = θq(B)εt
onde φp(B) = 1 − φ1B − φ2B2 − ... − φpBp representa o polino´mio autoregressivo de
ordem p e θq(B) = 1−θ1B−θ2B2− ...−θqBq representa o polino´mio de me´dias mo´veis
de ordem q.
Condic¸o˜es de invertibilidade e estacionaridade
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Os termos do processo de me´dia mo´vel da equac¸a˜o (2.7) na˜o impo˜em nenhuma
restric¸a˜o para a estacionaridade do processo ARMA(p,q), sendo esta estabelecida pelas
parcelas do processo autoregressivo. Ja´ a condic¸a˜o de invertibilidade e´ exigida pelas
parcelas do processo de me´dias mo´veis. Portanto, para o processo ser estaciona´rio, as
ra´ızes de φp(B) = 0 devem estar fora do c´ırculo unita´rio. Ale´m disso, para o processo
ser invert´ıvel, as ra´ızes de θq(B) = 0 devem tambe´m estar fora do c´ırculo unita´rio.
Func¸a˜o de autocovariaˆncia, autocorrelac¸a˜o e autocorrelac¸a˜o parcial
Para se obter a func¸a˜o de autocovariaˆncia, multiplica-se a equac¸a˜o (2.7) por Xt−k
e tomam-se as esperanc¸as, originando
γk = φ1γk−1 + ...+ φpγk−p, k ≥ q + 1.
Dividindo esta ultima expressa˜o por γ0 = σ
2, obte´m-se a seguinte expressa˜o para a
func¸a˜o de autocorrelac¸a˜o
ρk = φ1ρk−1 + ...+ φpρk − p, k ≥ q + 1.
E´ de notar que a FAC dos processos ARMA(p,q) a partir de k=q+1 decai gradual-
mente para zero, comportando-se da mesma forma que os processos autoregressivos. A
FACP tambe´m apresenta um decaimento gradual para zero, uma vez que e´ majorado
por uma soma de exponenciais e/ou sinusoidais amortecidas, comportando-se assim de
um modo muito semelhante a` FACP dos processos de me´dias mo´veis
Na tabela 2.1 apresenta-se as propriedades dos va´rios tipos de processos estoca´sticos
estaciona´rios lineares, podendo ser notadas as relac¸o˜es existentes entre os modelos,
AR(p), MA(q) e ARMA(p,q).
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AR(p) MA(q) ARMA(p,q)
Representac¸a˜o
em termos φp(B)Xt = εt [θq(B)]
−1Xt = εt [θq(B)]
−1 φp(B)Xt = εt
dos valores an- Se´rie finita em Xt Se´rie infinita em Xt Se´rie infinita em Xt
teriores de Xt
Representac¸a˜o
em termos Xt = [φp(B)]
−1 εt Xt = θq(B)εt Xt = [φp(B)]
−1 θq(B)εt
dos valores an- Se´rie infinita em εt Se´rie finita em εt Se´rie infinita em εt
teriores de εt
Condic¸o˜es de Ra´ızes de φp(B) = 0 Sempre Ra´ızes de φp(B) = 0
estacionaridade fora do c´ırculo estaciona´rio fora do c´ırculo
unita´rio unita´rio
Condic¸o˜es de Sempre Ra´ızes de θq(B) = 0 Ra´ızes de θq(B) = 0
invertibilidade invert´ıveis fora do c´ırculo fora do c´ırculo
unita´rio unita´rio
Func¸a˜o de Decaimento expo- Decaimento brusco Decaimento expo-
Autocorrelac¸a˜o nencial e sinusoi- para zero a partir nencial e sinusoi-
(FAC) dal para zero de k = q + 1 dal para zero
Func¸a˜o de Decaimento brusco Decaimento expo- Decaimento expo-
Autocorrelac¸a˜o para zero a partir nencial e sinusoi- nencial e sinusoi-
Parcial(FAC) de k = p+ 1 dal para zero dal para zero
Tabela 2.1: Comparac¸a˜o dos diferentes tipos de processos ARMA(p,q), adaptado de
Murteira et al.[30]
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2.4 Modelos Lineares para Se´ries Temporais na˜o
Estaciona´rias
Os modelos apresentados ate´ ao momento sa˜o adequados para se´ries estaciona´rias,
contudo na pra´tica as se´ries sa˜o na˜o estaciona´rias, como e´ o caso particular das se´ries
econo´micas, sendo essa falta de estacionaridade causada sobretudo pela me´dia e/ou
variaˆncia. Para tornar a se´rie estaciona´ria recorre-se a transformac¸o˜es que estabilizem
a me´dia e/ou variaˆncia.
2.4.1 Transformac¸o˜es de Se´ries na˜o estaciona´rias em Se´ries
Estaciona´rias
Na˜o estacionaridade em me´dia
Seja Xt uma se´rie temporal na˜o estaciona´ria em me´dia. Para torna´-la estaciona´ria
devem considerar-se diferenc¸as, tantas vezes quantas forem necessa´rias para estabilizar
a me´dia. Considere-se enta˜o, ∇ o operador diferenc¸a em que
∇Xt = Xt −Xt−1 = (1−B)Xt
∇2Xt = ∇ (∇Xt) = (1−B)2Xt = (1− 2B +B2)Xt = Xt − 2Xt−1 +Xt−2
...
∇dXt = (1−B)dXt, com d ≥ 0.
Normalmente, d toma os valores de 1 ou 2 que correspondem a dois casos comuns
de na˜o estacionaridade.
• Quando e´ necessa´rio fazer apenas uma diferenc¸a para tornar a se´rie estaciona´ria,
significa que se esta´ perante uma se´rie na˜o estaciona´ria quanto ao n´ıvel. A primeira
diferenc¸a elimina uma tendeˆncia linear.
• Quando e´ necessa´rio tomar duas diferenc¸as, significa que se esta´ perante uma
se´rie na˜o estaciona´ria quanto a` inclinac¸a˜o. Estas se´ries oscilam numa direc¸a˜o durante
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algum tempo e depois mudam para outra direc¸a˜o, Bezerra[5]. A segunda diferenc¸a
pode eliminar uma tendeˆncia quadra´tica.
Por vezes, ale´m de se verificar tendeˆncia, tambe´m se observa um comportamento
sazonal, portanto, e´ importante ter-se em conta o operador de diferenc¸a sazonal, ∇S,
dado por
∇SXt = Xt −Xt−S = (1−BS)Xt
∇2SXt = ∇S (∇SXt) = (1−BS)2Xt = (1− 2BS +B2S)Xt = Xt − 2Xt−S +Xt−2S
...
∇DSXt = (1−BS)DXt, com D ≥ 0, a ordem da diferenciac¸a˜o sazonal.
Na˜o estacionaridade em variaˆncia
Muitas vezes observa-se um comportamento na˜o linear nas observac¸o˜es, nesses ca-
sos podem ser u´teis fazer transformac¸o˜es dos dados para estabilizar a variaˆncia. As
transformac¸o˜es mais habituais sa˜o, lnXt,
1
Xt
,
√
Xt ou
1√
Xt
. Estas transformac¸o˜es sa˜o
designadas por transformac¸o˜es Box-Cox.
Quando a na˜o estacionaridade e´ devida simultaneamente a` me´dia e a` variaˆncia,
deve-se estabilizar em primeiro lugar a variaˆncia e so´ depois a me´dia.
2.4.2 Modelos Integrados Mistos Na˜o Sazonais e Sazonais
Como foi referido anteriormente, muitos processos na˜o estaciona´rios podem converter-
se em estaciona´rios. A classe dos modelos ARIMA e´ a classe das se´ries temporais na˜o
estaciona´rias lineares, tais que a sua na˜o estacionaridade e´ do tipo homoge´neo, isto e´,
se´ries que podem ser transformadas em se´ries estaciona´rias por aplicac¸a˜o do operador
diferenc¸a. No entanto, ha´ uma generalizac¸a˜o deste modelo que permite modelar se´ries
com componente sazonal, como e´ o caso do modelo SARIMA.
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Modelo ARIMA (p,d,q)
Definic¸a˜o 2.4.1 (Processo Integrado misto Autoregressivo e Me´dias Mo´veis). Um pro-
cesso Xt e´ um processo integrado misto autoregressiva de me´dias mo´veis de ordens p,
d e q, com p, d, q ∈ N , e escreve-se {Xt : t ∈ Z} ∼ARIMA(p,d,q), se possuir represen-
tac¸a˜o da forma,
φp(B)(1−B)dXt = α + θq(B)εt, t ∈ Z (2.8)
com α real, {εt : t ∈ Z} ∼ RB(0, σ2ε), para algum σ2ε ∈ [0,∞[ onde φp(B) = 1 −
φ1B − φ2B2 − ...− φpBp e θq(B) = 1− θ1B − θ2B2 − ...− θqBq sa˜o respetivamente os
polino´mios autoregressivos estaciona´rio e me´dias mo´veis invert´ıvel sem ra´ızes no c´ırculo
unita´rio e sem ra´ızes comuns, Pires[36].
Portanto, Xt e´ um processo na˜o estaciona´rio que depois de diferenciado d vezes se
transforma num processo estaciona´rio e invert´ıvel ARMA(p,q). Tambe´m se pode dizer
que Xt e´ um processo na˜o estaciona´rio ARMA (p+d,q) da forma,
ξp+d(B)Xt = α + θq(B)εt
onde ξp+d(B) = φp(B)(1−B)d e´ um polino´mio autorregressivo de ordem p+d, Murteira
et al.[30].
Como se viu anteriormente, a exigeˆncia para que um processo ARMA (p,q) seja
estaciona´rio esta´ descrita pela parte autoregressiva do modelo e portanto as ra´ızes de
φp(B) = 0 devem estar fora do c´ırculo unita´rio. Se houver ra´ızes desse polino´mio que
caiam dentro ou na fronteira do c´ırculo unita´rio, o processo passa a ter um comporta-
mento na˜o estaciona´rio.
Assim, uma se´rie na˜o estaciona´ria homoge´nea de ordem d, possui d ra´ızes da equac¸a˜o
φp(B) = 0 sobre a fronteira do c´ırculo unita´rio e as restantes fora dele. Ja´ o polino´mio
de me´dias mo´vel invertido, θq(B), tem todas as suas ra´ızes fora do c´ırculo unita´rio.
Note-se que:
• Se d=0, o modelo ARIMA (p,0,q) representa o processo estaciona´rio ARMA(p,q),
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definido por (2.2).
• Se d 6= 0, enta˜o a se´rie estaciona´ria obtida apo´s se terem efetuado d diferenc¸as,
pode ser descrita unicamente por um processo auto-regressivo, AR(p) e enta˜o o mo-
delo ARIMA(p,d,0) torna-se num modelo Auto-Regressivo Integrado de ordem (p,d),
tambe´m denotado por ARI (p,d). Esta se´rie pode tambe´m ser descrita unicamente por
um processo de me´dia mo´vel, MA(q), e neste caso o modelo ARIMA(0,d,q) torna-se
num modelo Integrado Me´dia Mo´vel de ordem (d,q), tambe´m denotado por IMA (d,q),
Fisher[12].
Processos SARIMA(p,d,q)x(P,D,Q)s
A maior parte das se´ries temporais presentes na Economia, apresentam um compor-
tamento perio´dico de curto prazo (de um ano normalmente, mas pode ser trimestral,
mensal,...) que se designa por sazonalidade.
Se´ries sazonais sa˜o se´ries que apresentam variac¸o˜es similares entre dois espac¸os
de tempo, mostrando assim elevada correlac¸a˜o entre as observac¸o˜es distanciadas pelo
per´ıodo de sazonalidade ale´m da existeˆncia de correlac¸a˜o entre observac¸o˜es pro´ximas.
Nelas, o padra˜o de sazonalidade tem comprimento constante. De forma a eliminar essa
correlac¸a˜o existente entre os valores sazonais periodicamente desfasados, Box e Jenkins
sugeriram a aplicac¸a˜o de um modelo ARIMA sazonal que permite modelar se´ries com
componente sazonal, que se designa por modelo SARIMA(P,D,Q)S
Podem-se combinar os operadores sazonal e na˜o sazonal resultando num modelo
integrado autoregressivo de me´dias mo´veis sazonal multiplicativo, como seguidamente
se define.
Definic¸a˜o 2.4.2 (Processo Multiplicativo Integrado Sazonal Autoregressivo de Me´dias
Mo´veis). Seja Xt um processo integrado multiplicativo estritamente sazonal de per´ıodo
S, e escreve-se {Xt : t ∈ Z} ∼ SARIMA(p,d,q)(P,D,Q)S, se Xt possui uma represen-
tac¸a˜o da forma
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ΦP (B
S)φp(B)(1−BS)D(1−B)dXt = ΘQ(BS)θq(B)εt, t ∈ Z
com {εt : t ∈ Z} ∼ RB(0, σ2ε), para algum σ2ε ∈ [0,∞[ e com os polino´mios
φp(B) = 1− φ1B − φ2B2 − ...− φpBp e θq(B) = 1− θ1B − θ2B2 − ...− θqBq
ΦP (B
S) = 1− Φ1BS − Φ2B2S − ...− ΦPBPS e
ΘQ(B
S) = 1−Θ1BS −Θ2B2S − ...−ΘQBQS
sem ra´ızes no c´ırculo unita´rio e sem ra´ızes comuns, Pires[36].
Este tipo de modelo na˜o e´ fa´cil de usar devido ao nu´mero de paraˆmetros que e´
necessa´rio identificar e estimar. Felizmente, os valores d, D, p, P, q e Q raramente
ultrapassam o valor 2.
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Cap´ıtulo 3
Modelac¸a˜o ARIMA - Me´todo de
Box e Jenkins
Para modelar se´ries na˜o estaciona´rias, Box e Jenkins[6] propuseram uma metodologia
baseada em 3 etapas que formam um ciclo iterativo. A primeira etapa e´ designada por
Identificac¸a˜o, e´ nela que se identifica o modelo, isto e´, que se procede a` estacionarizac¸a˜o
da se´rie, determinam-se p, d e q e seleciona-se o modelo, no caso sazonal determina-se
(p,d,q)x(P,D,Q)s.
A segunda etapa e´ designada por Estimac¸a˜o. E´ nesta etapa que se estimam os
paraˆmetros do modelo. Na terceira etapa, que se designa por Verificac¸a˜o ou Avaliac¸a˜o
do diagno´stico, e´ verificado a qualidade do modelo, isto e´, a adequac¸a˜o do modelo a
n´ıvel estat´ıstico e de ajustamento aos dados observados. Se esta avaliac¸a˜o na˜o for sa-
tisfato´ria, volta-se a efetuar as etapas anteriores, caso contra´rio, procede-se a` Previsa˜o.
Na Figura3.1 apresenta-se um esquema que ilustra todo este processo.
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Figura 3.1: Etapas da metodologia apresentada por Box e Jenkins.
3.1 Identificac¸a˜o
Nesta etapa pretende-se escolher um modelo ARMA, ARIMA ou SARIMA que des-
creva a sucessa˜o cronolo´gica. Primeiramente deve estacionarizar-se a se´rie, isto e´, trans-
formar a se´rie na˜o estacionaria numa serie estaciona´ria, caso ela ainda na˜o o seja. Assim
obte´m-se o valor de d, e de D,S, respetivamente, no caso das se´ries apresentarem sazo-
nalidade. O segundo passo, e´ identificar os restantes valores atrave´s da representac¸a˜o
das FAC e FACP.
3.1.1 Estacionarizac¸a˜o da se´rie (d, D e S)
Primeiramente, e´ necessa´rio perceber se a se´rie e´ ou na˜o estaciona´ria e para isso
devem-se representar graficamente os dados e obterem-se a FAC e a FACP estimada.
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Nos modelos na˜o estaciona´rios as func¸o˜es de autocorrelac¸a˜o na˜o tendem para zero, ou
tendem de forma muito lenta. Se se verificar falta de estacionaridade em relac¸a˜o a`
me´dia e a` variaˆncia, apo´s se estabilizar a variaˆncia com as transformac¸o˜es Box-Cox e se
verificar a na˜o estacionaridade da me´dia, deve-se tomar d diferenc¸as necessa´rias para
que a se´rie se torne estaciona´ria, ∇d = (1−B)d. Normalmente d ≤ 2 e´ suficiente para
se alcanc¸ar esse objetivo.
Caso a se´rie apresente movimentos perio´dicos, deve aplicar-se o operador diferenc¸a
sazonal de per´ıodo S de ordem D, isto e´, ∇DS = (1 − BS)D afim de os eliminar. Em
geral D = 1.
3.1.2 Identificac¸a˜o pelas FAC e FACP (p,P,q,Q)
Uma vez calculado d, D e S e´ necessa´rio obter os valores de p, q, P e Q. Como
primeiramente se estacionarizou a se´rie, a nova se´rie obtida e´ estaciona´ria e portanto o
pro´ximo passo e´ identificar o processo estaciona´rio na nova se´rie.
Como vimos anteriormente, existem treˆs grandes classes de processos estaciona´rios,
AR, MA e ARMA, que teˆm caracter´ısticas bem distintas em termos da FAC e da FACP.
E´ com base nessas caracter´ısticas, Tabela 3.1, que se determinam os valores de p, q, P
e Q.
Assim, as ordens P e Q devem ser identificadas a partir da ana´lise da FAC e FACP
emp´ıricas da se´rie nas ordens mu´ltiplas de S, “lags”, S, 2S, 3S,. . ., enquanto que as
ordens p e q devem ser identificadas a partir da ana´lise da FAC e FACP nas ordens
1,2,3,. . ., S-1.
3.2 Estimac¸a˜o dos paraˆmetros
Apo´s se identificar o modelo que melhor representa a se´rie observada, e´ necessa´rio es-
timar os paraˆmetros desconhecidos. Considere-se {Xt, t ∈ Z} ∼ ARMA(p, q) dado pela
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Processo FAC(ρk) FACP(φkk)
AR(p) Decaimento exponencial ou = 0, k > p
sinusoidal amortecido para zero
MA(q) = 0, k > p Decaimento exponencial ou
sinusoidal amortecido para zero
Decaimento exponencial ou Decaimento exponencial ou
ARMA(p,q) sinusoidal amortecido para sinusoidal amortecido para
zero a partir da ordem q+1 zero a partir da ordem p+1
Tabela 3.1: Principais caracter´ısticas das FAC e FACP dos processos estaciona´rios na˜o
sazonais lineares.
equac¸a˜o (2.7) estaciona´rio e considere-se, sem perda de generalidade, que µ = 0. Nesta
etapa deve obter-se, para este caso, p estimativas dos paraˆmetros, (φ1, φ2, . . . , φp), q
estimativas dos paraˆmetros (θ1, θ2, . . . , θq) e a estimativa para a variaˆncia do ru´ıdo, σ
2
ε .
3.2.1 Me´todo dos Momentos
Uma das te´cnicas usadas na estimac¸a˜o de paraˆmetros e´ o Me´todo dos Momentos, que
consiste em igualar os momentos amostrais aos momentos teo´ricos, resolver as equac¸o˜es
resultantes e obter as estimativas dos paraˆmetros.
No modelo autoregressivo AR(p), as relac¸o˜es entre os paraˆmetros φ1, φ2, . . . e φp e
os va´rios momentos sa˜o dadas pelas equac¸o˜es de Yule-Walker (2.4). Para se obterem
estimativas usando o me´todo dos momentos basta substituir, nas relac¸o˜es de Yule-
Walker, as autocorrelac¸o˜es teo´ricas ρk pelas estimadas ρ̂k, isto e´,
ρ̂1 = φ1 + φ2ρ̂1 + . . .+ φpρ̂p−1
ρ̂2 = φ1ρ̂1 + φ2 + . . .+ φpρ̂p−2 (3.1)
...
ρ̂p = φ1ρ̂p−1 + φ2ρ̂p−2 + . . .+ φp.
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Assim, basta resolver as equac¸o˜es (3.1) em ordem a ρ̂1, ρ̂2,..., ρ̂p e obte´m-se os
chamados estimadores de Yule-Walker, φ̂1, φ̂2,..., φ̂p.
Para os modelos de Me´dias Mo´veis, MA(q) e modelos mistos ARMA(p,q), o Me´todo
dos Momentos na˜o e´ ta˜o fa´cil de ser utilizado e muitas vezes nem se conseguem obter
as estimativas. Ale´m disso, prova-se que conduz normalmente a estimadores na˜o efici-
entes, sendo por isso utilizado principalmente para a obtenc¸a˜o de estimativas iniciais
de me´todos iterativos de estimac¸a˜o mais eficientes.
3.2.2 Estimativas de Ma´xima Verosimilhanc¸a e de Mı´nimos
Quadrados
O Me´todo dos Momentos na˜o e´ satisfato´rio para modelos com termos de me´dias
mo´veis, necessitando-se por isso de outros me´todos. Uma alternativa e´ o me´todo de
ma´xima verosimilhanc¸a, que vai ser aplicado se os res´ıduos, εt ∼ RBN(0, σ2ε), t ∈ Z.
• Modelos AR(p)
Para modelos autorregressivos, como εt, t ∈ Z e´ uma sucessa˜o de varia´veis aleato´rias
i.i.d. com distribuic¸a˜o N(0, σ2ε) pode concluir-se que {Xt, t ∈ Z} e´ um processo Gaus-
siano e portanto pode provar-se por Priestley[38] que o logaritmo da verosimilhanc¸a e´
dado por
L(φ1, . . . , φp) = −n
2
lnσ2ε +
1
2
ln|Vp| − S
∗(φ1, . . . , φp)
2σ2ε
onde n e´ o nu´mero de observac¸o˜es consideradas, Vp a matriz de covariaˆncias deX1, X2, . . . , Xn
e
S∗(φ1, . . . , φp) = Σ
p
i=1Σ
p
j=1υijXiXj + Σ
N
t=p+1(Xt − φ1Xt−1 − . . .− φpXt−p)2,
com υij elemento gene´rico de Vp, Murteira et al.[30].
Para se obterem os estimadores de ma´xima verosimilhanc¸a e´ necessa´rio maximizar
a func¸a˜o anterior, tendo por isso necessidade de resolver um sistema na˜o linear de
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equac¸o˜es.
Em geral, e´ complicado obter estimativas de ma´xima verosimilhanc¸a exatas e por-
tanto consideram-se outros me´todos que deem estimativas pro´ximas destas, como e´ o
caso do me´todo de ma´xima verosimilhanc¸a condicional.
No me´todo de ma´xima verosimilhanc¸a condicional, e´ necessa´rio que os valores inici-
ais da se´rie em estudo e da se´rie de ru´ıdo branco associada sejam conhecidos e portanto
considera-se o logaritmo da func¸a˜o de verosimilhanc¸a dado por
L(φ1, . . . , φp) ≈ constante− S(φ1, . . . , φp)
2σ2ε
onde
S(φ1, . . . , φp) = Σ
N
t=p+1(Xt − φ1Xt−1 − . . .− φpXt−p)2. (3.2)
Sendo assim, para maximizar a func¸a˜o de log-verosimilhanc¸a, basta minimizar a equa-
c¸a˜o (3.2).
Observe-se que os estimadores que se obteˆm minimizando a equac¸a˜o(3.2), isto e´,
os estimadores de ma´xima verosimilhanc¸a condicionais, sa˜o os estimadores de mı´nimos
quadrados e para n elevado, sa˜o os estimadores de Yule-Walker.
O estimador de ma´xima verosimilhanc¸a condicional de σ2ε e´ dado por
σ̂2ε =
S(φ̂1, . . . , φ̂p)
n− 2p .
• Modelos MA(q)
Para os modelos de me´dias mo´veis, MA(q), o me´todo dos momentos na˜o conduz a
estimadores eficientes, por outro lado, o me´todo de ma´xima verosimilhanc¸a conduz-nos
a equac¸o˜es na˜o lineares de dif´ıcil resoluc¸a˜o.
Considere-se enta˜o o me´todo de ma´xima verosimilhanc¸a condicional, fixam-se os
valores iniciais ε0 = ε−1 = ε−2 = . . . = ε−(q−1) = 0 e consideram-se as transformac¸o˜es
Xt = εt
X2 = ε2 − θ1ε1
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· · ·
Xq = εq − θ1εq−1 − . . .− θq−1ε1
Xt = εt − θ1εt−1 − . . .− θqεt−q, q < t ≤ N .
Enta˜o a func¸a˜o log-verosimilhanc¸a assume a forma
L(θ1, . . . , θq) = constante− Σ
N
t=1ε
2
t
2σ2ε
.
Para se obter os estimadores de ma´xima verosimilhanc¸a condicionais, que coinci-
dem tambe´m com os estimadores de mı´nimos quadrados condicionais, necessita-se de
maximizar a func¸a˜o anterior e portanto minimizar
S(θ1, . . . , θq) = Σ
N
t=1ε
2
t .
O estimador de ma´xima verosimilhanc¸a condicional de σ2ε e´ dado por
σ̂2ε =
1
N
S(θ̂1, . . . , θ̂q).
No entanto, em alternativa, e´ prefer´ıvel considerar como estimador de ma´xima verosi-
milhanc¸a condicional de σ2ε
σ̂2ε =
1
N − qS(θ̂1, . . . , θ̂q).
• Modelos ARMA (p,q)
Para os modelos mistos, ARMA(p,q), aplica-se o mesmo racioc´ınio efetuado ante-
riormente. Para se obterem os estimadores φ̂1, φ̂2, . . . , φ̂p, θ̂1, θ̂2, . . . , θ̂q, minimiza-se
S(φ1, . . . , φp, θ1, . . . , θq) = Σ
N
t=p+1ε
2
t ,
conduzindo a que o estimador de σ2ε assuma a forma
σ̂2ε =
1
N − 2p− qS(φ̂1, . . . , φ̂p, θ̂1, . . . , θ̂q).
Normalmente nesta fase, e´ imprescind´ıvel o uso adequado de uma package informa´-
tica que auxilie na obtenc¸a˜o destas estimativas.
29
• Propriedades assinto´ticas dos estimadores
Representando por β = (φ1, . . . , φp, θ1, . . . , θq) = (β1, . . . , βp+q), Brockwell e Da-
vis[5] provaram que,
β̂i ∼ N
(
βi,
υ2ii(β)
n
)
onde β̂i representa o estimador de ma´xima verosimilhanc¸a de βi e υ
2
ii(β) e´ o i-e´simo
elemento da diagonal principal da matriz V (β).
3.3 Avaliac¸a˜o do Diagno´stico do Modelo
Apo´s a identificac¸a˜o do modelo e a estimac¸a˜o dos paraˆmetros, e´ importante verificar
a adequac¸a˜o do modelo que se obteve no ajustamento dos dados observados. Caso se
verifique inadequado, devem perceber-se as causas dessa inadequac¸a˜o e com base nelas
voltar a` fase de identificac¸a˜o de novos modelos.
A avaliac¸a˜o do diagno´stico do modelo baseia-se na Avaliac¸a˜o da qualidade estat´ıstica
e na Avaliac¸a˜o da qualidade de ajustamento.
3.3.1 Avaliac¸a˜o da qualidade estat´ıstica
Esta avaliac¸a˜o tem em conta, essencialmente, os seguintes aspetos:
1- Significaˆncia estat´ıstica do modelo
2- Estacionaridade e invertibilidade do modelo
3- Estabilidade do modelo estimado
1- Significaˆncia estat´ıstica do modelo
Na pra´tica, sabe-se que modelos parcimoniosos, levam a melhores previso˜es, por-
tanto e´ importante eliminar os paraˆmetros que na˜o se possam considerar significativa-
mente diferentes de zero.
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Com o intuito de eliminar do modelo ARMA(p,q), os paraˆmetros βi que se consi-
deram desnecessa´rios, testa-se
H0 : βi=0 vs H1 : βi 6=0.
Usando como estat´ıstica de teste
Ti =
β̂i
υii(β̂)/
√
n
∼ tn−p−q
onde tn−p−q representa a distribuic¸a˜o t-Student com n − p − q graus de liberdade, ao
n´ıvel de significaˆncia α rejeita-se a hipo´tese nula para |Ti| > t
n−p−q,
α
2
onde t
n−p−q,
α
2
representa o quantil de probabilidade 1− α
2
da distribuic¸a˜o tn−p−q.
2- Estacionaridade e invertibilidade do modelo
De uma forma geral, numa se´rie estaciona´ria o respetivo cronograma revela uma
tendeˆncia grosseiramente horizontal, com uma variabilidade constante, na˜o tendo pa-
dro˜es a longo prazo. Por outro lado, atrave´s da ana´lise do gra´fico da FAC, existe um
decaimento para zero relativamente depressa e o valor de ρ̂(1) (autocorrelac¸a˜o amostral
de desfasamento 1) na˜o devera´ ser elevado.
Como anteriormente se viu para que um modelo ARMA(p,q) seja estaciona´rio e
invert´ıvel as ra´ızes dos polino´mios autorregressivos e de me´dias mo´veis devera˜o de
estar fora do c´ırculo unita´rio. Sobre este problema da existeˆncia de ra´ızes unita´rias
pode-se obter mais informac¸a˜o em Harvey[16].
Os testes aumentados de Dickey-Fuller (ADF - Augmented Dickey-Fuller) sa˜o de-
signados por Testes de Ra´ızes Unita´rias e sa˜o muito u´teis para determinar a ordem das
diferenc¸as que precisam de ser consideradas. No caso geral, a hipo´tese nula e´ que os
dados na˜o sa˜o estaciona´rios e na˜o sa˜o sazonais.
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• Teste de Dickey-Fuller: caso de AR(1)
Dado o modelo
yt = φyt−1 + εt εt ∼ RB
(
0, σ2ε
)
. (3.3)
Rejeitar o teste
H0 : φ = 1 vs H1 : φ < 1
significa que se aceita a hipo´tese de estacionaridade.
O modelo (3.3) pode ser reformulado como
yt − yt−1 = φyt−1 − yt−1 + εt ⇔
⇔ ∆yt = (φ− 1)yt−1 + εt
⇔ ∆yt = δyt−1 + εt, δ = φ− 1.
Tem-se equivalentemente
H0 : δ = 0 vs H1 : δ < 0
com estat´ıstica de teste
T =
φ̂− 1
sφ̂
=
δ̂
sδ̂
∼ tn−1 −→ N(0, 1)
Facilmente se generaliza o teste para modelos AR(p).
• Teste Ampliado de Dickey-Fuller (ADF):
O teste Ampliado de Dickey e Fuller[8] e´ o mais aconselhado pois na construc¸a˜o
tem em conta o nu´mero de desfasamentos.
Este teste pode ser facilmente usado no R atrave´s da package tseries e do comando
adf.test().
A rejeic¸a˜o da hipo´tese nula e´ um indicador de que a se´rie precisa de ser diferenciada.
Outro teste usado nesta dissertac¸a˜o e´ o teste KPSS.
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• Teste KPSS
Este teste criado por Denis Kwiatkowski, Peter Phillips, Peter Schimidt e Yongcheol
Shin e´ considerado na literatura mais robusto que o teste anterior. Tem por finalidade
testar a estacionaridade de uma se´rie temporal e considera para hipo´teses do teste:
H0: Se´rie estaciona´ria vs H1: Se´rie apresenta ra´ızes unita´rias
A estat´ıstica de teste considerada e´
T =
∑N
t=1
S2t
N2σ̂2ε
onde St =
∑t
i=1 εt, t = 1, 2, . . . , N.
Kwiatkowski et al.[24] mostra que a estat´ıstica de teste T tem uma distribuic¸a˜o
que converge assintoticamente para um Movimento Browniano, cujos valores cr´ıticos
esta˜o tabelados. Note-se que as hipo´tese nula deste teste e´ igual ha´ hipo´tese alternativa
do teste ADF.
O teste KPSS pode ser facilmente usado informaticamente atrave´s da package tseries
e do comando kpss.test().
3- Estabilidade do modelo estimado
Para se verificar a estabilidade do modelo estimado, deve analisar-se a estimativa
da matriz de correlac¸o˜es entre os estimadores dos paraˆmetros. Se dois estimadores
estiverem fortemente correlacionados, isto e´, a correlac¸a˜o em valor absoluto for superior
a 0.7, significa uma ma´ qualidade dos mesmos e como tal devem procurar-se modelos
alternativos.
3.3.2 Avaliac¸a˜o da qualidade de ajustamento
A avaliac¸a˜o da qualidade de ajustamento de um modelo e´ feita atrave´s da ana´lise
das estimativas dos erros εt, que num modelo ARMA(p,q) sa˜o estimados por
ε̂t = θ̂
−1(B)φ̂(B)Xt, t = 1, . . . , n
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onde θ̂(B) e φ̂(B) representam os polino´mios de me´dia mo´vel e autorregressivo, respe-
tivamente, com os paraˆmetros estimados.
Se o modelo se ajustar bem, a se´rie dos res´ıduos padronizados {ε̂t/ŝ2ε, t ∈ Z}, deve
ser uma sequeˆncia de varia´veis aleato´rias na˜o correlacionadas com o valor me´dio zero e
variaˆncia unita´ria (Ru´ıdo Branco). Por outro lado, sera˜o independentes se a distribui-
c¸a˜o tambe´m for normal. Esta condic¸a˜o e´ importante para se verificarem as expresso˜es
anteriormente obtidas para estimadores de ma´xima verosimilhanc¸a e correspondentes
propriedades assinto´ticas assim como para a obtenc¸a˜o de intervalos de previsa˜o. Por-
tanto, nesta fase e´ crucial verificar se se pode admitir
1- εt ∼ N(0, σ2ε), t ∈ Z;
2- {εt : t ∈ Z} se´rie de ru´ıdo branco atrave´s da ana´lise dos res´ıduos
estimados.
1- A se´rie {εt : t ∈ Z} tem distribuic¸a˜o normal
Esta ana´lise pode ser feita a partir do cronograma da se´rie das estimativas dos
res´ıduos padronizados {ε̂t/s2ε̂} e do Q-Q plot, permitindo visualizar os desvios da nor-
malidade. Ale´m desta ana´lise pode-se verificar se a distribuic¸a˜o de probabilidade em
questa˜o pode ser aproximada pela distribuic¸a˜o Normal, atrave´s de testes de norma-
lidade tais como, teste de Shapiro-Wilk e de Kolmogorov-Smirnov (sendo nos nossos
exemplos mais indicado o u´ltimo devido ao tamanho da amostra de que dispomos).
2- A se´rie {εt : t ∈ Z} e´ um ru´ıdo branco
Atrave´s da propriedade assinto´tica da distribuic¸a˜o FAC amostral, conclui-se que as
autocorrelac¸o˜es amostrais do processo de ru´ıdo branco sa˜o aproximadamente indepen-
dentes e normalmente distribu´ıdas, com valor me´dio nulo e variaˆncia 1/n. Enta˜o a
estrutura de correlac¸a˜o pode ser verificada pela representac¸a˜o gra´fica de ρ̂ε(k) vs k e
analisando se esta˜o no intervalo de limites ±1, 96/√n.
Adicionalmente, para se verificar se estamos na presenc¸a de um ru´ıdo branco e´
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necessa´rio estudar o comportamento da FAC e FACP e verificar-se se ρk(ε̂) = φkk(ε̂) =
0, ∀k 6= 0.
A avaliac¸a˜o desde comportamento nos res´ıduos pode ser feita com base em alguns
testes, designados por testes de Portmanteau, tais como, o Teste de Box-Pierce e o
Teste de Ljung-Box.
Teste de Box-Pierce
Este teste aplicado a` se´rie dos res´ıduos estimados, testa a nulidade de m valores
iniciais da FAC dos res´ıduos, e portanto considera-se a seguinte hipo´tese nula,
H0 : ρ1(ε̂) = ρ2(ε̂) = . . . = ρm(ε̂) = 0.
A estat´ıstica de teste considerada e´
Q = n
∑m
k=1 ρ
2
k(ε̂) ∼ χ2m−p−q.
Para valores elevados desta estat´ıstica, rejeita-se a hipo´tese nula e portanto o modelo
estimado na˜o sera´ apropriado, uma vez que o processo dos res´ıduos na˜o e´ RB. Hyndman
et al.[21] sugere m=10 para dados na˜o sazonais e m=25 para dados sazonais.
Teste de Ljung-Box.
Ljung e Box [25], propuseram uma pequena alterac¸a˜o no teste Box-Pierce. As
hipo´teses do teste sa˜o iguais ao teste anterior e a estat´ıstica de teste e´
Q = n(n+ 2)
∑m
k=1
1
n−kρ
2
k(ε̂) ∼ χ2m−p−q.
Este teste e´ mais aconselha´vel para pequenas amostras uma vez que a convergeˆncia
da distribuic¸a˜o do X2 para a estat´ıstica de teste e´ mais ra´pida que a anterior.
3.4 Crite´rios de Selec¸a˜o de Modelos
Muitas vezes na fase de identificac¸a˜o na˜o se consegue identificar um u´nico modelo, ou
ter a certeza absoluta que so´ aquele modelo e´ que descreve a se´rie em estudo. Portanto
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ha´ necessidade de se considerar, na maior parte das se´ries temporais, va´rios modelos.
Deste modo, pode haver mais do que um modelo que descreva de forma satisfato´ria as
observac¸o˜es em estudo e portanto e´ necessa´rio escolher-se o “melhor” modelo.
Para fazer-se essa escolha os crite´rios mais habituais sa˜o:
AIC: crite´rio de informac¸a˜o de Akaike;
BIC: crite´rio bayesiano de informac¸a˜o de Akaike.
Com estes crite´rios pretende-se obter o melhor modelo que satisfac¸a dois fatores
deseja´veis: verosimilhanc¸a elevada e reduzido nu´mero de paraˆmetros.
Em 1973, Akaike[1] sugere que a precisa˜o possa ser medida por
lnf(x|α̂)−m,
onde α̂ e´ estimativa de ma´xima verosimilhanc¸a de α = (α1, . . . , αm) e f(x|α) a func¸a˜o
de verosimilhanc¸a.
Considerando m o nu´mero de paraˆmetros estimados ajustados a uma sucessa˜o cro-
nolo´gica, o AIC e´ dado por
AIC = −2ln (f(x|α̂)) + 2m, (3.4)
procurando-se o modelo com menor valor de AIC(m), Pires[36].
Note-se que modelos com maior nu´mero de paraˆmetros teˆm normalmente verosi-
milhanc¸a mais elevada. No entanto, pretende-se encontrar um modelo simples (menor
nu´mero de paraˆmetros), pelo que os modelos com elevado nu´mero de paraˆmetros devem
ser penalizados, da´ı aparecer 2m na expressa˜o (4.1), Murteira et al.[30].
Em 1978, Schwartz[40] sugeriu a extensa˜o bayesiana do crite´rio AIC, denominada
por BIC, definindo para um modelo com m paraˆmetros e n observac¸o˜es, a seguinte
expressa˜o
BIC = −2ln (f(x|α̂)) +mln(n).
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Uma vez que o termo relativo a` dimensa˜o do modelo e´ superior no crite´rio BIC do
que no AIC quando a amostra e´ grande ou moderada, implica que este crite´rio penaliza
mais fortemente os modelos complexos.
3.5 Me´todo de Previsa˜o em Modelos ARIMA
O principal objetivo do estudo de se´ries temporais e´ a previsa˜o de futuras observac¸o˜es.
Nesta secc¸a˜o apresenta-se o me´todo de previsa˜o pontual apresentado por Box e Jenkins.
Considere-se a se´rie X t = {Xt, Xt−1, Xt−2, . . .}. Com base nesta sucessa˜o cronolo´-
gica, deseja-se prever o valor no momento t+m, isto e´, Xt+m, em que t e´ a origem da
previsa˜o e m o horizonte de previsa˜o. Denote-se por Xt(m) o preditor de Xt+m, em que
Xt(m) e´ uma func¸a˜o dos valores observados da sucessa˜o obtida atrave´s da minimizac¸a˜o
do erro quadra´tico me´dio, dado por
E
[
(Xt+m −Xt(m))2
]
.
Teorema 3.5.1. Seja Xt+m, Xt, Xt−1, Xt−2, . . . um conjunto de varia´veis aleato´rias e
f(·) uma func¸a˜o tal que,
E
[
(Xt+m − f(Xt, Xt−1, . . .))2
]
(3.5)
existe. Enta˜o o valor mı´nimo de (3.5) de entre todas as func¸o˜es f(·) e´ dado por,
f(Xt, Xt−1, . . .) = E [Xt+m|Xt, Xt−1, Xt−2, . . .].
Usando o resultado anterior, tem-se que o melhor preditor de Xt+m em termos do
erro quadra´tico me´dio e´ dado por
Xt(m) = E [Xt+m|Xt, Xt−1, Xt−2, . . .]
e o correspondente erro de previsa˜o a m passos e´ dado por
et(m) = Xt+m −Xt(m) = Xt+m − E [Xt+m|X t].
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3.5.1 Previsa˜o em modelos Estaciona´rios
Seja {Xt : t ∈ Z} um processo estaciona´rio ARMA(p,q) na representac¸a˜o de me´dias
mo´veis
Xt = ψ(B)εt =
∑∞
j=0 ψjεt−j
com ψ0 = 1.
Para este caso, tem-se como preditor de Xt+m
Xt(m) = E [Xt+m|X t] = E
[∑∞
j=0 ψjεt+m−j|X t
]
=
∑∞
j=0 ψjE [εt+m−j] .
Como
E [εt+k|X t] =
 0 se k > 0εt+k se k ≤ 0
pois quando k > 0, εt+k e´ independente de X t e quando k≤ 0, εt+k e´ uma func¸a˜o de
X t, assim, o preditor e´ dado por
Xt(m) =
∑∞
j=m ψjεt+m−j.
O erro de previsa˜o a m passos e´ dado por
et(m) =
∑m−1
j=0 ψjεt+m−j
com
E [et(m)] = 0 e V [et(m)] = σ
2
ε
∑m−1
j=0 ψ
2
j .
3.5.2 Previsa˜o em Modelos Na˜o Estaciona´rios
Seja {Xt : t ∈ Z} um processo ARIMA(p,d,q) que pode ser escrito como um ARMA(p+d,q)
na˜o estaciona´rio cuja expressa˜o e´ da forma
Xt = ψ
∗
1Xt−1 + . . .+ ψ
∗
p+dXt−p−d + εt − θ1εt−1 − . . .− θqεt−q.
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Enta˜o para ∀m ≥ 1, tem-se
Xt+m = ψ
∗
1Xt+m−1 + . . .+ ψ
∗
p+dXt+m−p−d + εt+m − θ1εt+m−1 − . . .− θqεt+m−q
e portanto o preditor de Xt+m e´ dado por
Xt(m) = ψ
∗
1E [Xt+m−1] + . . .+ ψ
∗
p+dE [Xt+m−p−d] +
E [εt+m]− θ1E [εt+m−1]− . . .− θqE [εt+m−q]
em que
E [εt+k|X t] =
 0 se k > 0εt+k se k ≤ 0 e E [Xt+k|X t] =
 Xt(k) se k > 0Xt+k se k ≤ 0.
O processo de previsa˜o para se´ries sazonais, por exemplo para um SARIMA(p,d,q)(P,D,Q)S,
e´ semelhante ao processo desenvolvido anteriormente para um ARIMA(p,d,q). O pri-
meiro procedimento e´ desenvolver o modelo de forma a obter a expressa˜o em ordem
a` varia´vel Xt, depois e´ necessa´rio obter o valor para a varia´vel no per´ıodo t+m. Por
u´ltimo aplica-se a esperanc¸a condicionada a` expressa˜o de Xt+m e obte´m-se a previsa˜o
a m passos para o modelo sazonal.
3.5.3 Previsa˜o de Se´ries Transformadas
Como se viu na secc¸a˜o 3.1, muitas vezes as sucesso˜es cronolo´gicas apresentam uma
grande variabilidade, ou seja, na˜o apresentam estacionaridade em relac¸a˜o a` variaˆncia e
portanto Box e Jenkins[6], indicam a necessidade de se efetuar algumas transformac¸o˜es
do tipo Yt = f(Xt), sendo Xt a se´rie original e Yt a se´rie dos dados transformados.
Quando estas transformac¸o˜es sa˜o efetuadas, e´ a se´rie dos dados transformados que
deve ser modelada e consequentemente prevista, pelo que e´ necessa´rio obter a previsa˜o
de Xt(m) em func¸a˜o de Yt(m). Esta tarefa pode na˜o ser ta˜o simples assim pois, mesmo
que ”f” admita inversa a previsa˜o de Xt(m) pode na˜o ser simplesmente
Xt(m) = f
−1(Yt(m)),
39
como e´ o caso da transformac¸a˜o logaritmo, em que se considera Yt = ln(Xt).
Neste caso, a previsa˜o de Xt(m) na˜o e´ dada por e
Yt(m) uma vez que as previso˜es
constru´ıdas desta forma na˜o minimizam o correspondente erro quadra´tico me´dio. Em
1973, Nelson[31] admite que se os εt dos dados logaritmizados teˆm uma distribuic¸a˜o
Normal Yt tambe´m tem a mesma distribuic¸a˜o e portanto Xt tem uma distribuic¸a˜o Log-
Normal que possui propriedades que lhe permitiu concluir que a previsa˜o dos dados
originais a m passos, esta´ relacionada com os dados logaritmizados da seguinte forma,
Xt(m) = e
Yt(m)+
1
2
V [et(m)]. (3.6)
No entanto, estudo feito nesta dissertac¸a˜o, quando se faz a previsa˜o para a sucessa˜o
original a partir da previsa˜o obtida usando a sucessa˜o logaritmizada, na˜o se usa a
equac¸a˜o (3.6), que teoricamente e´ a que minimiza o EQM. Na pra´tica faz-se apenas
Xt(m) = e
Yt(m) pois obteˆm-se valores de EQM muito menores do que usando a equac¸a˜o
(3.6).
Para outras transformac¸o˜es pode ver-se em Pankratz e Dudley[32] como a previsa˜o
dos dados originais se relaciona com a previsa˜o usando os dados transformados.
3.5.4 Crite´rios de comparac¸a˜o da qualidade de previsa˜o
Evidentemente que a qualidade das previso˜es pontuais esta´ relacionada com os erros
de previsa˜o, que devem ser na˜o correlacionados e que devera˜o ter valor me´dio nulo para
que as previso˜es na˜o sejam enviesadas. No entanto, muitas vezes existem du´vidas na
escolha do modelo que melhor modela a se´rie temporal ou ate´ efetuam-se diferentes
me´todos de previsa˜o para a mesma se´rie temporal.
Assim, e´ importante haver alguma forma de comparar os diferentes me´todos de
previsa˜o e selecionar o modelo que melhor preveˆ, que na˜o e´ necessariamente o que
melhor modela. Para isso considera-se algumas medidas que avaliam a precisa˜o das
previso˜es m passos a` frente, tais como
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• Erro quadra´tico me´dio:
EQM = 1
N−k
∑N−1
t=k et(m)
2 t = k, 2, . . . , N − 1, k ≥ 1.
• Erro absoluto me´dio:
EAM = 1
N−k
∑N−1
t=k |et(m)| t = k, 2, . . . , N − 1, k ≥ 1.
• Erro percentual absoluto me´dio:
EPAM = 1
N−k
∑N−1
t=k | et(m)Xt | · 100 t = k, 2, . . . , N − 1, k ≥ 1.
O EQM e EAM dependem da escala, enquanto que o EPAM tem a vantagem de ser
descrita independente da escala considerada, mas apresenta alguma sensibilidade se os
valores da se´rie forem muito elevados.
A avaliac¸a˜o da precisa˜o das previso˜es devera´ ser baseada numa amostra de teste,
correspondendo a aproximadamente a 20% das observac¸o˜es dispon´ıveis.
3.6 Intervalos de Previsa˜o
Os intervalos de previsa˜o podem ser obtidos usando a metodologia descrita empre-
gada por Box e Jenkins para intervalos de previsa˜o em modelos ARIMA. No entanto,
este procedimento exige que a se´rie dos res´ıduos, {εt : t ∈ Z}, tenha distribuic¸a˜o nor-
mal, o que muitas vezes na˜o acontece. Ale´m disso, os intervalos sa˜o altamente afetados
pela variabilidade amostral dos coeficientes estimados, levando a intervalos de confianc¸a
com cobertura muito baixa.
Assim, em alternativa, apresenta-se o Me´todo de Bootstrap para construir intervalos
de previsa˜o. Este me´todo na˜o parame´trico na˜o necessita de assumir uma distribuic¸a˜o
particular para os erros e, ale´m disso, tem em conta a variabilidade presente na esti-
mac¸a˜o dos paraˆmetros.
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3.6.1 Intervalo de Previsa˜o Assinto´tico
Na secc¸a˜o 3.3.2 viu-se que a se´rie {εt : t ∈ Z} ∼ RBN(0, σ2ε). Enta˜o pode afirmar-se
que toda a distribuic¸a˜o dos erros de previsa˜o e consequentemente, as futuras observac¸o˜es
Xt+h tera˜o tambe´m distribuic¸a˜o normal. Assim, pode-se concluir que et(m) = Xt+m −
Xt(m) tem distribuic¸a˜o Normal e portanto
Xt+m−Xt(m)√
V [et(m)]
∼ N(0, 1).
Fixando um determinado n´ıvel de confianc¸a 1− α, com 0 < α < 1, obte´m-se
P
(
−zα
2
< Xt+m−Xt(m)√
V [et(m)]
< zα
2
)
= 1− α
de outro modo
P
(
Xt(m)− zα
2
√
V [et(m)] < Xt+m < Xt(m) + zα
2
√
V [et(m)]
)
= 1− α.
Assim, obte´m-se que o I.C a (1− α)× 100% para a previsa˜o do valor futuro Xt+m
e´ dado por
I.C =
]
Xt(m)− zα
2
√
V [et(m)];Xt(m) + zα
2
√
V [et(m)]
[
.
3.6.2 Intervalos de Previsa˜o Bootstrap para Modelos ARIMA
O me´todo de Bootstrap, proposto por Efron[9], e´ uma te´cnica de reamostragem
bastante utilizada em diferentes situac¸o˜es estat´ısticas. A base deste me´todo de Bo-
otstrap e´ a obtenc¸a˜o de um “novo” conjunto de dados por reamostragem do conjunto
de dados original. Pode afirmar-se que e´ um me´todo de reamostragem computacional-
mente intensivo e que auxilia em situac¸o˜es que falham certos pressupostos exigidos ou
sa˜o analiticamente dif´ıceis de examinar. Nesta relato´rio, iremos aplicar o me´todo de
Bootstrap para determinar intervalos de previsa˜o para modelos ARIMA.
Os intervalos de previsa˜o constru´ıdos na secc¸a˜o anterior dependem da suposic¸a˜o de
normalidade dos res´ıduos e na˜o teˆm em considerac¸a˜o a incerteza associada a` estimac¸a˜o
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dos paraˆmetros. Como o bootstrap e´ um procedimento na˜o parame´trico, os intervalos
de previsa˜o obtidos usando este me´todo ja´ incorporam a variabilidade existente na
estimac¸a˜o dos paraˆmetros e na˜o assume qualquer distribuic¸a˜o particular para os erros.
O intervalo de confianc¸a bootstrap mais usado e´ o obtido pelo me´todo percent´ılico,
mas tambe´m ha´ outros procedimentos melhorados, como o bootstrap-t, descrito em
Efron e Tibshirani[10]. Thombs e Schucany[43] e Pascual et al.[33], realizam o boots-
trap nos res´ıduos do modelo autorregressivo ajustado e o intervalo percent´ılico. Em
2003, Kim[23] utiliza a mesma ideia, mas com um bootstrap com correc¸a˜o de v´ıcio nos
coeficientes do modelo ajustado.
Entre 1990 e 1998, Masarotto[27] e Grigoletto[14] constru´ıram intervalos assinto´ti-
cos que na˜o utilizam a distribuic¸a˜o gaussiana, estimando a func¸a˜o de distribuic¸a˜o da
previsa˜o a partir das replicas de bootstrap dos res´ıduos do modelo estimado.
Nesta relato´rio, o procedimento adotado e´ o bootstrap na˜o parame´trico, obtido
pela reamonstragem dos res´ıduos do modelo ajustado. Seguiu-se o procedimento de
Thombs e Schucany[43] e Pascual et al.[33], que introduziram um me´todo de bootstrap
baseado na estimac¸a˜o da func¸a˜o de distribuic¸a˜o de XT+k condicionada a`s observac¸o˜es
dispon´ıveis, XT , incorporando a variabilidade devida a` estimac¸a˜o dos paraˆmetros.
Para incorporarem nos intervalos de previsa˜o a incerteza decorrente da estimac¸a˜o
dos paraˆmetros, geram re´plicas de bootstrap x∗T = {x∗1, . . . , x∗T} que “imitam”a estru-
tura da se´rie original. Uma vez que a previsa˜o e´ condicionada a`s ultimas p observac¸o˜es
da se´rie, todas as re´plicas de bootstrap das futuras observac¸o˜es XT+k sa˜o geradas fi-
xando os u´ltimos p valores da se´rie. No entanto, os paraˆmetros estimados neste processo
na˜o fixam nenhuma observac¸a˜o na amostra.
No modelo ARIMA(p,d,q), depois de se estimarem os paraˆmetros d, φi e θj com
i = 1, . . . , p e j = 1, . . . , q, conseguem-se obter os res´ıduos atrave´s da expressa˜o
ε̂t = θ̂
−1 (B) φ̂ (B) (1−B)d̂Xt.
Estes res´ıduos teˆm de ser na˜o correlacionados para que o modelo esteja corretamente
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estimado e para que F̂ε, func¸a˜o de distribuic¸a˜o emp´ırica dos res´ıduos, seja uma boa
estimativa para Fε.
Depois de se centrarem os res´ıduos, ε̂∗t , aplica-se a te´cnica de bootstrap na˜o para-
me´trico, que consiste em reamostrar esses res´ıduos com reposic¸a˜o e construir uma se´rie
de bootstrap X∗t atrave´s da expressa˜o recursiva
X∗t = φ̂
−1 (B) (1−B)−̂d θ̂ (B) ε̂∗t .
Uma vez estimados os paraˆmetros desta se´rie de boostrap por φ̂∗ =
(
φ̂∗0, φ̂
∗
1, . . . , φ̂
∗
p
)
e θ̂∗ =
(
θ̂∗1, . . . , θ̂
∗
q
)
, estamos prontos para efetuar a previsa˜o bootstrap k passos a`
frente. Como nesta dissertac¸a˜o apenas se aborda este me´todo considerando o modelo
ARIMA(p,1,q), considera-se por simplicidade de escrita da expressa˜o recursiva, que
d=1, e obte´m-se a seguinte expressa˜o para a previsa˜o
X∗T+k = φ̂
∗
0 +
(
1 + φ̂∗1
)
X∗T+k−1 +
(
φ̂∗2 − φ̂∗1
)
X∗T+k−2 + . . .+
(
φ̂∗p − φ̂∗p−1
)
X∗T+k−p −
φ̂∗pX
∗
T+k−p−1 + ε̂
∗
T+k − θ̂∗1 ε̂∗T+k−1 − . . .− θ̂∗q ε̂∗T+k−q.
Assim, com esta expressa˜o, determina-se o valor predito X∗T+k, considerando as
u´ltimas p observac¸o˜es da se´rie original e gerando ε̂∗T+k atrave´s da func¸a˜o de distribuic¸a˜o
F̂ε.
Na pra´tica, o procedimento consiste em repetir o processo de reamostragem, com re-
posic¸a˜o, B vezes e ordenar o conjunto de valores gerados
{
X
∗(1)
T+k, . . . , X
∗(B)
T+k
}
. Procedendo-
se como sugeriram Efron e Tibshirani[10], os limites do intervalo de previsa˜o sa˜o de-
finidos como os quantis da func¸a˜o de distribuic¸a˜o bootstrap de X∗T+k e portanto sa˜o
dados por [
X
∗(1−α)/2
T+k ;X
∗(1+α)/2
T+k
]
onde X
∗(1−α)/2
T+k e X
∗(1+α)/2
T+k sa˜o os percentis 100 × (1 − α)/2 e 100 × (1 + α)/2 de{
X
∗(1)
T+k, . . . , X
∗(B)
T+k
}
.
Para se perceber melhor esta metodologia, especifica-se todo este procedimento para
o modelo ARIMA(2,1,1), usado no cap´ıtulo 5 (Caso de Estudo), para prever o faturado
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do perfil B 555, cujos res´ıduos na˜o esta˜o correlacionados, mas na˜o teˆm distribuic¸a˜o
normal.
1ºPasso: Calcular os res´ıduos ε̂t, a partir de
ε̂t = Xt − φ̂0 − (1 + φ̂1)Xt−1 − (φ̂2 − φ̂1)Xt−2 + φ̂2Xt−3 + θ̂1εt−1
sendo depois importante centra´-los e obter a se´rie ε̂∗t .
2ºPasso: Reamostrar esses res´ıduos com reposic¸a˜o, de modo a que a se´rie bootstrap
X∗t possa ser constru´ıda como
X∗t = φ̂0 + (1 + φ̂1)X
∗
t−1 + (φ̂2 − φ̂1)X∗t−2 − φ̂2X∗t−3 + ε̂∗t − θ̂1ε̂∗t−1.
Com esta nova se´rie (X∗1 , X
∗
2 , . . . , X
∗
T ), obte´m-se novas estimativas
(
φ̂∗0, φ̂
∗
1, φ̂
∗
2, θ̂
∗
1
)
.
3ºPasso: Usando a expressa˜o
X∗T+k = φ̂
∗
0 + (1 + φ̂
∗
1)X
∗
T+k−1 + (φ̂
∗
2 − φ̂∗1)X∗T+k−2 − φ̂∗2X∗T+k−3 + ε̂∗T+k − θ̂∗1 ε̂∗T+k−1,
determina-se o valor predito X∗T+k, considerando as u´ltimas p observac¸o˜es da se´rie
original e gerando ε̂∗T+k a partir da func¸a˜o de distribuic¸a˜o F̂ε, func¸a˜o de distribuic¸a˜o
dos res´ıduos ε̂∗t .
4ºPasso: Repete-se o segundo e o terceiro passo B=1000 vezes e obte´m-se os
valores bootstrap das previso˜es, X̂
∗(1)
T+k, . . . , X̂
∗(B)
T+k .
5ºPasso: Ordena-se a amostra obtida e determinam-se os quantis da func¸a˜o de
distribuic¸a˜o bootstrap de X̂∗T+k e atrave´s da me´dia aritme´tica da amostra obte´m-se a
previsa˜o pontual.
Efetuando estes passos obteˆm-se previso˜es bootstrap, para a se´rie logaritmizada do
faturado do perfil B555. Mais a` frente, sa˜o apresentados todos os resultados obtidos,
(secc¸a˜o 5.4).
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Cap´ıtulo 4
Modelos de Decomposic¸a˜o
-Me´todos de Alisamento
Exponencial
No modelo de Previsa˜o de Box e Jenkins, e´ necessa´rio que o modelo satisfac¸a de-
terminados pressupostos quer a n´ıvel da qualidade estat´ıstica quer da qualidade de
ajustamento, referidas na Secc¸a˜o 3.3. Caso estas na˜o se verifiquem, tem de se voltar a
efetuar todo o processo identificado na Figura 3.1, de forma a se encontrar outro mo-
delo que respeite todas essas condic¸o˜es. No entanto, todo este procedimento e´ bastante
demorado e muitas das vezes torna-se ate´ mesmo complicado obter um novo modelo
que respeite essas condic¸o˜es.
Adicionalmente, quando o objetivo do problema e´ sobretudo fazer previso˜es e na˜o
modelar o conjunto das observac¸o˜es, tera˜o de se procurar modelos mais adequados
para este efeito e que na˜o estejam dependentes das condic¸o˜es de estacionaridade e da
gaussianidade dos res´ıduos.
Assim, torna-se imperioso considerar outros modelos/ me´todos de previsa˜o menos
exigentes em termos de pressupostos e que sejam simples e ra´pidos computacional-
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mente. Por isso, apresenta-se neste cap´ıtulo um novo me´todo de previsa˜o, os me´todos
de Alisamento Exponencial.
Os me´todos de Alisamento Exponencial consideram que existe uma diminuic¸a˜o ex-
ponencial do peso dos dados a` medida que estes se va˜o tornando mais antigos e ale´m
disso decompo˜e a se´rie em componentes, tais como a tendeˆncia e a sazonalidade. Exis-
tem me´todos diferentes que devem ser aplicadas a modelos diferentes, como o me´todo
de Alisamento Exponencial Simples, o me´todo de Holt e o me´todo de Holt-Winters com
sazonalidade aditiva ou multiplicativa, os quais sera˜o abordados no presente cap´ıtulo.
4.1 Classificac¸a˜o dos Me´todos de Alisamento Expo-
nencial
Segundo Hyndman e Athanasopoulos[19], Pitacas[37], Murteira et al.[30], os me´todos
de Alisamento Exponencial, designados por ETS (ExponenTial Smoothing), assumem
que uma sucessa˜o cronolo´gica se estrutura em componentes como a tendeˆncia, a sa-
zonalidade e o ru´ıdo branco. Representa-se por Tt a tendeˆncia da se´rie ao longo do
per´ıodo de tempo t, e por St a sazonalidade da se´rie ao longo desse per´ıodo.
Estes modelos podem ser do tipo aditivo, isto e´, as componentes simplesmente
somam-se e na˜o sa˜o interdependentes, formalizando-se pela expressa˜o
Xt = Tt + St + εt,
e do tipo multiplicativo, em que as componentes se multiplicam e existe interdepen-
deˆncia
Xt = Tt × St × εt.
A escolha entre modelos aditivos e multiplicativos, esta´ relacionada com a natureza
da tendeˆncia mas sobretudo com a sazonalidade. Quando a sucessa˜o cronolo´gica apre-
senta oscilac¸o˜es perio´dicas esta´veis em termos da amplitude, pode-se dizer que se esta´
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perante uma se´rie com sazonalidade aditiva. No entanto, quando a amplitude dessas
oscilac¸o˜es perio´dicas aumenta ou diminui ao longo do tempo, esta´-se perante uma se´rie
com sazonalidade multiplicativa.
Segundo Hyndman e Athanasopoulos[19], a tendeˆncia caracteriza-se por uma com-
binac¸a˜o da varia´vel n´ıvel com uma varia´vel crescimento, representadas respetivamente
por l e b. Estas podem combinar-se dando origem a seis tipos de situac¸o˜es, denominadas
por:
Sem Tendeˆncia: Tt = l.
Tendeˆncia Aditiva: Tt = l + b× t.
Tendeˆncia Aditiva Amortecida: Tt = l + (α + α
2 + . . .+ αt)b.
Tendeˆncia Multiplicativa: Tt = lb
t.
Tendeˆncia Multiplicativa Amortecida: Tt = lb
(α+α2+...+αt), com 0 < α < 1 o
paraˆmetro de amortecimento.
O primeiro e o segundo tipo de tendeˆncia referidos, sa˜o tambe´m conhecidos na
literatura por Tendeˆncia localmente constante e por Tendeˆncia globalmente linear,
respetivamente (Murteira et al.[30]). A primeira usa-se para modelar sucesso˜es crono-
lo´gicas cujos valores andam em torno de um n´ıvel fixo, l. O segundo usa-se quando
ha´ evideˆncia de um crescimento ou decrescimento do n´ıvel proporcionalmente ao longo
do tempo, verificando-se uma representac¸a˜o linear. Quando o crescimento ou decresci-
mento do n´ıvel na˜o e´ constante ao longo do tempo, a tendeˆncia e´ representada de outra
forma que na˜o a linear, podendo ser representada de uma forma exponencial. As su-
cesso˜es cronolo´gicas que apresentam este tipo de representac¸a˜o, dizem-se que possuem
uma Tendeˆncia multiplicativa. Na Figura 4.1 sa˜o apresentadas va´rias representac¸o˜es
de sucesso˜es cronolo´gicas que descrevem estes tipos de comportamentos.
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Figura 4.1: Sucesso˜es cronolo´gicas que contemplam os diferentes tipos de tendeˆncia e
de sazonalidade.
A tendeˆncia amortecida e´ apropriada para se´ries temporais que apresentam uma
dada tendeˆncia num espac¸o de tempo, mas que com o aumento do horizonte temporal
vai sendo suavizada, isto e´, amortecida tal como o nome indica.
Conjugando os tipos de tendeˆncia com o tipo de sazonalidade e ignorando a com-
ponente ru´ıdo branco, obteˆm-se quinze me´todos de alisamento exponencial poss´ıveis,
representados na Tabela 5.1.
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Tipo de Tipo de Sazonalidade
Tendeˆncia N(nenhum) A (Aditivo) M (Multiplicativo)
N(Nenhum) N,N N,A N,M
A(Aditivo) A,N A,A A,M
Ad(Aditivo amortecido) Ad,N Ad,A Ad,M
M (Multiplicativo) M,N M,A M,M
Md(Multiplicativo amortecido) Md,N Md,A Md,M
Tabela 4.1: Modelos obtidos atrave´s da conjugac¸a˜o dos diferentes tipos de tendeˆncia e
de sazonalidade- Me´todos de Alisamento Exponencial.
Este tipo de classificac¸a˜o foi proposta inicialmente por Pegels[34], mais tarde Gard-
ner[13] incluiu os me´todos com tendeˆncia aditiva amortecida e Taylor[42] incluiu os
me´todos com tendeˆncia multiplicativa.
De todos esses me´todos, os mais usados na previsa˜o e mais conhecidos na literatura
sa˜o os me´todos vulgarmente designados por: me´todo Alisamento Exponencial Simples
(AES) que corresponde na Tabela 4.1 ao (N,N), ou seja, modelo sem tendeˆncia e sem
sazonalidade; me´todo linear de Holt que corresponde ao (A,N) e me´todo de Holt-
Winters aditivo e multiplicativo que correspondem respetivamente a (A,A) e a (A,M).
Na presente dissertac¸a˜o sera˜o apenas abordados estes me´todos (secc¸o˜es 4.2, 4.3 e 4.4).
No entanto, na Tabela A.1 do Apeˆndice B apresentam-se as equac¸o˜es, escritas na forma
de componentes, de todos os modelos de alisamento exponencial.
4.2 Alisamento Exponencial Simples (N,N)
O me´todo mais simples e´ designado por me´todo de Alisamento Exponencial Simples
(AES). Este me´todo e´ usado para previsa˜o de sucesso˜es cronolo´gicas que na˜o apresen-
tam sazonalidade nem tendeˆncia, pelo que este e´ dado somente pelo n´ıvel.
Designe-se por Xt(1) a previsa˜o a um passo, isto e´, a previsa˜o para o instante t+1,
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Xt o valor real observado no instante t e Xt−1(1) a previsa˜o obtida do instante t. O
me´todo de Alisamento Exponencial Simples admite a previsa˜o do instante anterior e
ajusta-o usando o erro de previsa˜o, ou seja, para se obter a nova previsa˜o, considera-
se a previsa˜o anterior adicionada com o ajustamento do erro associada a` previsa˜o,
representando-se por
Xt(1) = Xt−1(1) + α (Xt −Xt−1(1)) (4.1)
onde (Xt −Xt−1(1)) representa o erro de previsa˜o ocorrido no instante t e α o paraˆme-
tro de alisamento limitado pelos valores 0 e 1. Como se pode observar, para valores de
α pro´ximos de 0 o ajustamento do erro e´ muito pequeno e ale´m disso o peso dado a`s ul-
timas observac¸o˜es tambe´m e´ quase nulo, tornando a previsa˜o mais insens´ıvel a qualquer
alterac¸a˜o dra´stica do meio envolvente. Se por outro lado o valor de α for pro´ximo de
1, os pesos decrescem rapidamente dando-se importaˆncia apenas a`s observac¸o˜es mais
recentes. Na pra´tica o valor de α e´ obtido utilizando meios informa´ticos que tem por
base a minimizac¸a˜o do EQM relativo a`s observac¸o˜es dispon´ıveis.
A equac¸a˜o (4.1) pode ser escrita de uma forma mais usual
Xt(1) = αXt + (1− α)Xt−1(1).
Se nesta igualdade for substitu´ıdo recursivamente o valor de Xt−1(1) obte´m-se
Xt(1) = αXt + α(1− α)Xt−1 + α(1− α)2Xt−2 + . . .+ α(1− α)t−1X1 + α(1− α)tX̂0
onde X̂0 representa uma estimativa inicial, obtida a partir da me´dia de um certo con-
junto inicial de observac¸o˜es.
Observe-se que a previsa˜o e´ uma me´dia ponderada das observac¸o˜es passadas, com
pesos exponencialmente decrescentes com a durac¸a˜o da informac¸a˜o e portanto a partir
de um certo per´ıodo, o peso atribu´ıdo a essas observac¸o˜es e´ muito pequeno. Assim,
uma vantagem deste me´todo e´ o facto de na˜o ser necessa´rio armazenar os valores de
observac¸o˜es muito antigas.
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Uma outra representac¸a˜o alternativa para a previsa˜o AES e´ a forma de componente.
Nesta representac¸a˜o na˜o temos a componente tendeˆncia, representada por bt nem a
componente sazonal, representada por st, existindo apenas a componente n´ıvel da se´rie
lt.
As representac¸o˜es em forma de componente dos me´todos de Alisamento Exponencial
incluem uma equac¸a˜o da previsa˜o e uma equac¸a˜o do alisamento para cada uma das
componentes existentes no modelo.
A representac¸a˜o na forma de componente do me´todo de AES e´ definida por
Nı´vel : lt = αXt + (1− α)lt−1
Previsa˜o: Xt(1) = lt
para t = 1, 2, . . . , T . Para iniciar o processo admite-se l0 = x1.
Anteriormente apresentou-se a equac¸a˜o de previsa˜o para um passo a` frente. Como o
me´todo de Alisamento Exponencial Simples e´ adequado para se´ries temporais que na˜o
teˆm tendeˆncia nem componente sazonal, a func¸a˜o de previsa˜o e´ constante para longos
horizontes temporais, ou seja, Xt(m) = Xt(1) = lt para m = 2, 3, . . ..
4.3 Me´todo Linear de Holt (A,N)
Em 1957, Holt[17] estendeu o me´todo de Alisamento Exponencial Simples para dados
com tendeˆncia linear, criando o me´todo Linear de Holt ou simplesmente designado por
me´todo de Holt, que envolve na previsa˜o duas equac¸o˜es, sendo uma referente ao n´ıvel lt
e outra referente a` tendeˆncia bt, com paraˆmetros de alisamento α e β, respetivamente,
obtidos atrave´s da minimizac¸a˜o do EQM.
Nı´vel : lt = αXt + (1− α) (lt−1 + bt−1)
Tendeˆncia : bt = β (lt − lt−1) + (1− β)bt−1
Previsa˜o: Xt(m) = lt + btm
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para t = 1, 2, . . . , T , lt representa a estimativa do n´ıvel no instante t, bt a estimativa da
tendeˆncia de uma se´rie no instante t e 0 ≤ α, β ≤ 1. Os valores iniciais sa˜o dados por
l0 = x1 e b0 = x2 − x1
A func¸a˜o de previsa˜o m passos a` frente e´ dada pelo u´ltima estimativa do n´ıvel mais
m vezes o u´ltimo valor da estimativa da tendeˆncia. Da´ı as previso˜es serem uma func¸a˜o
linear.
4.4 Me´todo de Holt-Winters
Holt[17] e Winters[45], estenderam o me´todo de Holt para se´ries temporais que ale´m
de apresentarem tendeˆncia, apresentam tambe´m sazonalidade, originando o Me´todo de
Holt-Winter. Assim, este me´todo envolve na previsa˜o treˆs equac¸o˜es de alisamento, uma
referente ao n´ıvel lt, outra a` tendeˆncia bt e outra a` sazonalidade st. Consequentemente,
o me´todo envolve treˆs constantes de alisamento α, β e γ nas respetivas equac¸o˜es de
alisamento.
Este me´todo apresenta duas variantes que diferem na natureza da componente sa-
zonal, havendo assim o Me´todo aditivo de Holt-Winter e o Me´todo multiplicativo de
Holt-Winter.
4.4.1 Me´todo Multiplicativo de Holt-Winter (A,M)
Este me´todo e´ usado quando as variac¸o˜es sazonais variam proporcionalmente com o
n´ıvel da se´rie temporal e baseia-se nas seguintes expresso˜es para estimar a previsa˜o:
Nı´vel : lt = α
Xt
st−p
+ (1− α) (lt−1 + bt−1) (4.2)
Tendeˆncia : bt = β (lt − lt−1) + (1− β)bt−1 (4.3)
Sazonalidade: st = γ
Xt
lt
+ (1− γ)st−p (4.4)
Previsa˜o: Xt(m) = (lt + btm) st−p+m+p (4.5)
54
onde p representa o per´ıodo de sazonalidade, isto e´ o nu´mero de meses ou trimestres
num ano. Por exemplo, para dados trimestrais p=4, para dados mensais, p=12 e
m+p = b(m − 1)modpc + 1. Os valores iniciais sa˜o dados por l0 =
1
p
(x1 + . . . + xp),
b0 =
1
p
(
xp+1 − x1
p
+ . . .+
xp+p − xp
p
)
e s0 = xp/l0, s−1 = xp−1/l0, . . . , s−p+1 = x1/l0,
Hyndman e Athanasopoulos[19].
4.4.2 Me´todo Aditivo de Holt-Winter (A,A)
Este me´todo e´ preferido quando as variac¸o˜es sazonais sa˜o mais ou menos constantes
ao longo da se´rie temporal e assim a previsa˜o e´ dada da seguinte forma:
Nı´vel : lt = α (Xt − st−p) + (1− α) (lt−1 + bt−1) (4.6)
Tendeˆncia : bt = β (lt − lt−1) + (1− β)bt−1 (4.7)
Sazonalidade: st = γ (Xt − lt) + (1− γ)st−p (4.8)
Previsa˜o: Xt(m) = lt + btm+ st−p+m+p (4.9)
onde os valores iniciais sa˜o dados por l0 =
1
p
(x1+. . .+xp), b0 =
1
p
(
xp+1 − x1
p
+ . . .+
xp+p − xp
p
)
e s0 = xp − l0, s−1 = xp−1 − l0, . . . , s−p+1 = x1 − l0, Hyndman et. al.[21].
As principais diferenc¸as entre as equac¸o˜es do me´todo de Holt-Winter multiplicativo
e aditivo sa˜o relativas aos ı´ndices sazonais que em vez de serem multiplicados, sa˜o agora
somados ou subtra´ıdos. Por exemplo, na equac¸a˜o (4.6), a` observac¸a˜o Xt e´ subtra´ıdo o
ı´ndice sazonal, estimado p instantes atra´s com o objetivo de se retirar a sazonalidade
existente nessa observac¸a˜o. Esta equac¸a˜o mostra que o n´ıvel e´ definido pela me´dia
ponderada entre a observac¸a˜o ajustada sazonalmente e a previsa˜o na˜o sazonal.
A equac¸a˜o (4.7) e´ igual a` equac¸a˜o (4.3) do me´todo multiplicativo, uma vez que a
diferenc¸a dos dois me´todos esta´ na componente sazonal e na˜o na componente tendeˆncia.
Tambe´m a equac¸a˜o de tendeˆncia do me´todo Linear de Holt e´ igual a estas, uma vez
que o me´todo de Holt-Winter acrescenta a componente sazonal ao me´todo Linear de
Holt.
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Na equac¸a˜o (4.8) o ı´ndice sazonal referente ao instante t, que foi estimado pela
ultima vez p instantes atra´s, e´ atualizado com o efeito sazonal do instante t, estimado
a partir da diferenc¸a entre a observac¸a˜o e o n´ıvel nesse instante.
4.5 Modelo de espac¸o de estados, ETS
O estudo de modelos de espac¸o de estados iniciou-se em 1960, por Kalman e Bucy[22],
cujo o trabalho descreve um processo recursivo para soluc¸o˜es de problemas lineares
relacionados com dados discretos.
Nesta dissertac¸a˜o, sera´ utilizada a formulac¸a˜o proposta por Hyndman et al.[21] que
e´ baseada nos trabalhos de Anderson e Moore[2], Aoki[3], Hannan e Deistler[15].
Nesta secc¸a˜o, pretendem-se definir modelos estat´ısticos que teˆm por base os modelos
de Alisamento Exponencial e que para ale´m de gerarem as mesmas previso˜es pontuais,
geram tambe´m intervalos de previsa˜o.
Estes modelos de espac¸o de estados teˆm uma equac¸a˜o das observac¸o˜es que descreve
os dados (parte observa´vel), e uma ou mais equac¸o˜es de estados que descrevem as com-
ponentes, n´ıvel, tendeˆncia e sazonalidade ao longo do tempo, (estados na˜o observa´veis).
Na secc¸a˜o anterior viu-se que conjugando os tipos de tendeˆncia e de sazonalidade
se obtinham 15 modelos. Nos modelos de espac¸o de estados, ale´m de se considerar a
tendeˆncia e a sazonalidade, consideram-se os erros, que podem ser aditivos ou multi-
plicativos. Assim, os modelos de espac¸o de espac¸o de estados sa˜o identificados por um
terno de letras (E,T,S) em que E especifica a componente erro, cujas possibilidades sa˜o
A de aditivos e M de multiplicativos. A letra T especifica a tendeˆncia cujas possibili-
dades sa˜o N, A, Ad, M, Md e a letra S especifica a sazonalidade, cujas possibilidades
sa˜o N, A, M.
Conjugando todos os tipos de componentes, existem 30 modelos de espac¸o de es-
tados, 15 com erros aditivos e outros 15 com erros multiplicativos. De seguida so´
se deduzem as equac¸o˜es do modelo ETS(A,N,N)e do modelo ETS(M,N,N), modelos
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de Espac¸o de Estados com erros aditivos e multiplicativos, sucessivamente, mas sem
tendeˆncia e sem sazonalidade e portanto teˆm subjacente o me´todo de AES.
• Modelo ETS(A,N,N)- Modelo de Alisamento Exponencial
Tendo em conta que Xt(1) = lt, que Xt−1(1) = lt−1, que Xt −Xt−1(1) = et e ainda
a equac¸a˜o (4.1) tem-se que
lt = lt−1 + αet.
Como et = Xt −Xt−1(1) representa o erro de previsa˜o a um passo, pode definir-se
que
Xt = lt−1 + et.
Para especificar o modelo espac¸o de estados, basta ainda considerar que os erros de
previsa˜o a um passo, et = εt, teˆm de ser um ru´ıdo branco com distribuic¸a˜o normal de
me´dia zero e variaˆncia σ2ε , Hyndman e Athanasopoulos[19]. Assim, o modelo de espac¸o
de estados de AES com erros aditivos, ETS(A,N,N), pode ser definido da seguinte
forma:
Equac¸a˜o das observac¸o˜es: Xt = lt−1 + εt
Equac¸a˜o de estado: lt = lt−1 + αεt
com εt ∼ RBN (0, σ2ε).
A equac¸a˜o das observac¸o˜es mostra a relac¸a˜o linear existente entre a observac¸a˜o Xt,
que e´ a parte observa´vel, o n´ıvel ll−1 e o erro aleato´rio εt que e´ a parte na˜o observa´vel.
Para outros modelos de Espac¸o de Estados a relac¸a˜o pode na˜o ser linear.
Na equac¸a˜o de estado pode-se observar que tal como acontecia nos modelos de
Alisamento Exponencial, o paraˆmetro de alisamento α controla o grau de variac¸a˜o dos
sucessivos n´ıveis. Portanto, quanto menor for o valor de α mais lentas sa˜o as mudanc¸as
de n´ıvel e quanto maior for esse valor mais ra´pidas sa˜o essas mudanc¸as.
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Pelo exposto, conclui-se que o modelo de alisamento exponencial pode ser definido
pelas equac¸o˜es anteriores, estando na forma de espac¸o de estados como equivalente-
mente se pode escrever na forma de componentes, tais como:
Equac¸a˜o do n´ıvel: lt = αXt + (1− α)lt−1
Equac¸a˜o de previsa˜o: Xt(1) = lt.
Todos os modelos ETS definidos na forma de componentes e descritos na Tabela 2
do Apeˆndice B, podem ser escritos na forma de espac¸o de estados, correspondendo a` si-
tuac¸a˜o de os erros serem aditivos. A Tabela 2 do Apeˆndice B mostra esta representac¸a˜o
equivalente, na forma de espac¸o de estados, necessariamente com erros aditivos.
• Modelo ETS(M,N,N)
Analogamente, pode-se definir o modelo ETS(M,N,N), isto e´, o modelo de Espac¸o
de Estados sem tendeˆncia, sem sazonalidade e com erros multiplicativos. Neste modelo
consideram-se os erros de previsa˜o aleato´rios a um passo como erros relativos, Hyndman
et al.[21]. Sendo assim
εt =
Xt −Xt−1(1)
Xt−1(1)
(4.10)
com εt ∼ RBN(0, σ2ε
Tendo em conta que Xt−1(1) = lt−1 e ainda a equac¸a˜o (4.10) obte´m-se como equac¸a˜o
de medida Xt = lt−1 + lt−1εt.
Por outro lado tem-se que et = Xt−Xt−1(1) logo, usando a equac¸a˜o (4.10), obte´m-se
que et = lt−1εt. Substituindo a expressa˜o anterior na equac¸a˜o (4.1) obte´m-se a equac¸a˜o
de estado lt = lt−1(1 + αεt).
Assim, o modelo de Espac¸o de Estados de AES com erros multiplicativos, ETS(M,N,N),
pode ser definido da seguinte forma:
Equac¸a˜o de observac¸a˜o: Xt = lt−1(1 + εt)
Equac¸a˜o de estado: lt = lt−1(1 + αεt)
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com εt ∼ RBN (0, σ2ε).
Como se afirmou anteriormente, conjugando todos os tipos de componentes, exis-
tem 30 modelos de espac¸o de estados, 15 com erros aditivos e outros 15 com erros
multiplicativos. De forma ana´loga podem-se obter as equac¸o˜es dos restantes modelos
de espac¸o de estados. Na Tabela 2 e na Tabela 3 do Apeˆndice B apresentam-se as
equac¸o˜es de todos os modelos de espac¸o de estados com erros aditivos e com erros
multiplicativos, respetivamente.
Os paraˆmetros de amortecimento α, β, γ e φ e os estados iniciais l0, b0, s0, s−1, . . . ,
s−m+1, sa˜o habitualmente estimados atrave´s de um “software”de previsa˜o que os obte´m
minimizando o EQM.
4.6 Considerac¸o˜es sobre modelos ETS - Me´todos de
Alisamento Exponencial vs Modelos de Espac¸o
de Estados
Os me´todos ETS apenas permitem fazer previso˜es pontuais e todos podem ser escritos
na forma de espac¸o de estados com inovac¸o˜es.
A vantagem da escrita do modelo na forma de espac¸o de estados e´ pelo facto de se
poderem calcular tambe´m intervalos de previsa˜o.
As verso˜es aditiva e multiplicativa no modelo de espac¸o de estados conduzem a`
mesma previsa˜o pontual mas a intervalos de previsa˜o distintos.
De uma forma geral, modelos com erros multiplicativos sa˜o mais u´teis quando se
usam dados estritamente positivos. No caso de os dados conterem zeros ou valores nega-
tivos, devem ser usados os modelos aditivos (ANN,ANA,AAN,AAA,AAdN,AAdA)
uma vez que os anteriores sa˜o numericamente insta´veis.
No R, explicita-se o modelo de espac¸o de estados pela designac¸a˜o correspondente
ets(dados,model = “ZZZ”).
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Cap´ıtulo 5
Caso de Estudo
Neste cap´ıtulo apresenta-se uma breve descric¸a˜o da empresa onde foi realizado o
esta´gio curricular. Seguidamente, descreve-se o problema por ela proposto, bem como
todas as metodologias usadas para a resoluc¸a˜o do problema.
Para a obtenc¸a˜o dos resultados usou-se o software R num computador Intel(R)
Pentium(R)Dual CPU T2330, 1.60GHz e 2.00GB de RAM.
5.1 Apresentac¸a˜o da Empresa Extrusal e Descric¸a˜o
do Problema Proposto
A Extrusal e´ uma empresa de extrusa˜o e tratamento de perfis de alumı´nio, com
localizac¸a˜o em Aveiro, que surgiu no mercado portugueˆs em 1972.
O alumı´nio e´ o mineral de eleic¸a˜o do grupo Extrusal pois as suas caracter´ısticas
transformam-no numa mate´ria-prima com variad´ıssima aplicabilidade na arquitetura e
na indu´stria em geral. A consciencializac¸a˜o para as questo˜es ambientais e´ uma grande
preocupac¸a˜o da Extrusal, que desde 1982, com a construc¸a˜o de uma ETARI para
tratamento das suas a´guas, ate´ aos dias de hoje tem tido sempre presente o respeito
pelo meio ambiente.
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De referir ainda que em 1997 a Extrusal foi a primeira empresa portuguesa, e
uma das u´nicas na Europa, a obter certificac¸a˜o do sistema de gesta˜o da qualidade
global - NP EN ISO 9002 - nas a´reas de fabricac¸a˜o de matrizes, extrusa˜o, anodizac¸a˜o
e termolacagem.
A Extrusal ambiciona a concec¸a˜o de soluc¸o˜es inovadoras, robustas e tecnologica-
mente avanc¸adas para a arquitetura e para a indu´stria em geral, correspondendo sempre
a`s necessidades dos seus clientes. Por outro lado, pretende proporcionar aos seus aci-
onistas os retornos desejados, assegurando desta forma a continuidade e o crescimento
da empresa.
Para obter esses retornos, a Extrusal tenta minimizar ao ma´ximo todos os desperd´ı-
cios existentes na extrusa˜o do alumı´nio bem como otimizar todo o processo de produc¸a˜o
dos seus perfis. Para isso, necessita de obter uma metodologia que preveja o que ira´
ser vendido no futuro.
A Extrusal, produz perfis e pec¸as finais para a industria em geral, mediante projetos
requeridos pelos clientes - Produtos de Cliente, representados pela letra C. Ale´m disso os
clientes da Extrusal podem optar por escolher um perfil em alumı´nio ja´ pre´-concebido,
dos quais sa˜o exemplos os produtos de caixilharia, que representam grande parte das
vendas da Extrusal.
Assim, interessa a` Extrusal obter uma metodologia de previsa˜o de vendas para os
produtos de caixilharia, que englobam mais de 1732 perfis de alumı´nio.
Nestes produtos, distinguem-se os perfis de abrir, representados pela letra A e e os
perfis de correr, representados pela letra B.
Destes, foram escolhidos 12 perfis representativos, sendo que apo´s a obtenc¸a˜o da
previsa˜o do faturado em quilogramas nos pro´ximos meses, se obte´m facilmente, por
proporc¸a˜o, os valores do faturado em quilogramas para os restantes perfis.
Dos 12 perfis considerados, nem todos teˆm um histo´rico grande para se efetuar o
estudo, enta˜o considera-se para sete deles, dados mensais e para cinco deles, dados
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semanais.
As se´ries com dados mensais, teˆm dados desde Janeiro de 2004, enquanto que as
se´ries semanais, sa˜o se´ries de perfis de alumı´nio recentes no mercado e que so´ comec¸aram
a ser faturados em Janeiro de 2012.
Neste relato´rio de esta´gio so´ sa˜o consideradas se´ries cujo faturado em quilogramas
e´ mensal. Assim, para estas considera-se como amostra de treino, o faturado desde
Janeiro de 2004 ate´ Dezembro de 2014, que constitui uma se´rie temporal com 132
observac¸o˜es. Para amostra de teste consideram-se as observac¸o˜es ate´ Julho de 2015.
Normalmente a amostra de treino sa˜o 2/3 das observac¸o˜es e a de teste apenas
1/3. Neste caso, considera-se para amostra de treino mais do que 2/3 das observac¸o˜es,
porque o nu´mero de observac¸o˜es que se tem sa˜o relativamente reduzidas.
Nesta dissertac¸a˜o apenas se apresenta o estudo e a ana´lise do faturado de treˆs perfis,
o perfil A 080, A 333 e B 555. Para os dois primeiros perfis, tentam-se modelar as
se´ries por modelos ARIMA, usando a metodologia de Box e Jenkins, e por modelos de
Alisamento Exponencial. Ale´m destes, tenta-se encontrar uma modelac¸a˜o automa´tica
para os modelos ARIMA e uma modelac¸a˜o automa´tica para os modelos de Alisamentos
Exponencial, atrave´s de modelos ETS, implementados no pacote R.
Quer os modelos encontrados atrave´s da metodologia de Box e Jenkins, quer os
modelos de Alisamentos Exponencial sa˜o obtidos atrave´s da ana´lise de se´ries temporais
num determinado intervalo de tempo e como tal, os modelos definidos estara˜o aptos ate´
uns certos anos, supondo situac¸a˜o esta´vel em termos temporais. Portanto, interessa
a` empresa conseguir modelos que sejam obtidos atrave´s de uma metodologia muito
simples e que qualquer funciona´rio, que na˜o tenha qualquer formac¸a˜o na a´rea em ques-
ta˜o, consiga obter. Desta forma, interessam a` empresa, modelos obtidos de uma forma
automa´tica.
Assim, tenta-se, atrave´s da ana´lise do faturado do perfil B 555, dar eˆnfase a` modela-
c¸a˜o automa´tica de modelos ARIMA, bem como dar uma alternativa quando o modelo
automa´tico na˜o cumpre alguns pressupostos necessa´rios para se efetuar a previsa˜o com
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esse modelo. Portanto, quando o modelo automa´tico obtido na˜o apresenta distribuic¸a˜o
normal, apresenta-se na secc¸a˜o 5.4 um algoritmo, que utiliza o me´todo de bootstrap,
para se conseguir obter as previso˜es com esse modelo.
5.2 Perfil A 080
5.2.1 Metodologia Box e Jenkins para a se´rie do faturado do
perfil A 080
Etapa de Identificac¸a˜o
A amostra de treino da se´rie do faturado do perfil A080 e´ composta por 132 observac¸o˜es
mensais, que va˜o desde janeiro de 2004 ate´ dezembro de 2014 sendo o horizonte de
previsa˜o de 7 meses. Na Figura 5.1 apresenta-se o gra´fico do seu faturado, Xt.
Como se pode observar na Figura 5.1, a sucessa˜o na˜o apresenta estacionaridade
quanto a` variaˆncia, isto e´, apresenta bastante variabilidade, σ2X = 514524, 7, e portanto
e´ necessa´rio estabilizar a se´rie atrave´s das transformac¸o˜es Box-Cox. No entanto, a se´-
rie apresenta estacionaridade quanto a` me´dia, que se verifica uma vez que a sucessa˜o
na˜o apresenta nenhuma tendeˆncia, apresentando as oscilac¸o˜es em torno de um n´ıvel,
aproximadamente, µX = 907, 9256. Na Figura 5.2 e na Figura 5.3 apresenta-se, respe-
tivamente, o cronograma da sucessa˜o transformada, Yt = ln (Xt), e os correlogramas
da se´rie transformada.
Note-se que se procedeu a` logaritmizac¸a˜o dos dados a fim de se estabilizar a variaˆncia
e, como se pode ver quer pelo cronograma da se´rie transformada, quer pelas FAC e
FACP estimadas de Yt = lnXt, a sucessa˜o transformada continua a ser estaciona´ria
quanto a` media, apresentando as oscilac¸o˜es em torno de µlnX = 6, 5259 e portanto na˜o
e´ necessa´rio proceder-se a` diferenciac¸a˜o.
Para confirmar este facto, realiza-se o teste de Dickey Fuller (ADF) e o teste de
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Figura 5.1: Cronograma do faturado do perfil A080, Xt.
Kwiatkowski-Phillips-Schmidt-Shin (KPSS). Para o primeiro teste obteve-se um p.value
de 0,01 que e´ menor que o n´ıvel de significaˆncia considerado, α = 0, 05, portanto rejeita-
se a hipo´tese nula de na˜o estacionaridade. Sendo assim, a se´rie e´ estaciona´ria e na˜o ha´
razo˜es para se proceder a` diferenciac¸a˜o.
No teste de KPSS o p.value e´ de 0,1, maior que 0,05 e portanto na˜o ha´ razo˜es para se
rejeitar a hipo´tese nula de estacionaridade. Sendo assim, chega-se a` mesma conclusa˜o.
Posto isto, efetua-se a decomposic¸a˜o STL (Seasonal Decomposition of Time Series)
que decompo˜e a se´rie temporal nas suas componentes: sazonal, tendeˆncia e res´ıduos.
Esta decomposic¸a˜o utiliza a regressa˜o polinomial local, Cleveland et al.[7]. Na Figura
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Figura 5.2: Cronograma do logaritmo do faturado do perfil A080, Yt = lnXt.
5.4 apresenta-se a decomposic¸a˜o STL efetuada na se´rie logaritmizada, onde o painel
superior e´ o cronograma da se´rie lnXt, o segundo painel apresenta a estimativa da
componente sazonal, o terceiro painel apresenta a tendeˆncia e o ultimo representa a
estimativa da componente residual.
Observe-se que a se´rie considerada na˜o apresenta tendeˆncia, tal como se constatou
anteriormente, no entanto apresenta uma componente sazonal anual, isto e´, S=12, que
se torna mais evidente com esta decomposic¸a˜o.
Assim, conclui-se que a se´rie lnXt e´ estaciona´ria mas possui sazonalidade, o que
sugere o modelo SARIMA(p, 0, q) × (P, 0, Q)12 com p, q, P,Q ∈ N0. Como se referiu
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Figura 5.3: FAC e FACP estimada de Yt.
na secc¸a˜o 4.1, para se identificar o modelo e´ necessa´rio analisar-se a FAC e a FACP
estimadas da sucessa˜o estacionarizada, lnXt, que sera´ modelada por um ARMA(p, q)×
(P,Q)12.
Para se analisarem as func¸o˜es, estas devem ser tratadas de duas formas distintas: a
primeira atrave´s da analise dos ”lags” k = 1, 2, 3, . . ., que auxiliam na identificac¸a˜o de
(p,q) e a segunda atrave´s dos ”lags” k = 12, 24, 36, . . ., que auxiliam na identificac¸a˜o da
parte sazonal (P,Q). Analisando a Figura 5.3 observa-se que, quer os ”lags” 1,2,3,. . .,
quer os ”lags” 12,24,. . . na˜o da˜o uma clara indicac¸a˜o de qual o modelo a ser escolhido
e portanto fazem-se variar os valores de p, q, P e Q.
Para se escolher o “melhor”modelo, utilizou-se como crite´rio de selec¸a˜o o AIC e o
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Figura 5.4: Decomposic¸a˜o STL de Yt = lnXt.
BIC. A Tabela 5.1 apresenta os resultados dos crite´rios de selec¸a˜o dos modelos em
causa.
Analisando a Tabela 5.1, observa-se que o modelo SARIMA(0, 0, 1) × (0, 0, 1)12 e´
o que possui um valor de AIC e de BIC mais pequeno e portanto deve escolher-se este
modelo.
Como a se´rie, apesar de ser estaciona´ria, possui comportamento sazonal, experimenta-
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(p, d, q)× (P,D,Q) AIC BIC
SARIMA(1, 0, 1)× (0, 0, 1)12 0,687570 -0,225069
SARIMA(1, 0, 1)× (1, 0, 0)12 0,689612 -0,223030
SARIMA(1, 0, 0)× (0, 0, 1)12 0,673609 -0,260873
SARIMA(1, 0, 0)× (1, 0, 0)12 0,675983 -0,258499
SARIMA(1, 0, 0)× (1, 0, 1)12 0,677206 -0,245437
SARIMA(0, 0, 1)× (0, 0, 1)12 0,672486 -0,261996
SARIMA(0, 0, 1)× (1, 0, 0)12 0,674583 -0,259898
SARIMA(0, 0, 1)× (1, 0, 1)12 0,686225 -0,246417
Tabela 5.1: Crite´rios de selec¸a˜o, AIC e BIC aplicados nos modelos.
se fazer a diferenciac¸a˜o sazonal e considerar o modelo SARIMA(0, 0, 1) × (0, 1, 1)12.
Contudo, obteve-se um AIC e BIC maior que o obtido com o modelo considerado ante-
riormente, o que nos indica que apesar da se´rie lnXt possuir sazonalidade, na˜o e´ neces-
sa´rio fazer a diferenciac¸a˜o sazonal e portanto considera-se o modelo SARIMA(0, 0, 1)×
(0, 0, 1)12.
Com esta escolha termina-se a etapa de identificac¸a˜o do modelo pelo me´todo de
Box e Jenkins e iniciando-se agora uma nova etapa, a estimac¸a˜o dos paraˆmetros.
Etapa de Estimac¸a˜o
Nesta etapa estimam-se os paraˆmetros do modelo proposto. Para isso utilizou-se a pac-
kage astsa que, com base na func¸a˜o de ma´xima verosimilhanc¸a, obteve-se os seguintes
estimadores de ma´xima verosimilhanc¸a para os paraˆmetros, θ̂1 = 0, 1381, Θ̂1 = 0, 1866
e ĉ = 6, 5180. Note-se que o valor de ĉ e´ uma estimativa se µYt .
Assim, Yt e´ modelado por um SARIMA(0, 0, 1)× (0, 0, 1)12 cuja expressa˜o e´ dada
por Yt = α + Θ(B
12)θ(B)εt, com θ(B) = 1 − 0, 1381B e Θ (B12) = 1 − 0, 1866B12.
Tambe´m pode ser expresso conforme a seguinte equac¸a˜o:
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Yt = 6, 5180 + εt − 0, 1381εt−1 − 0, 1866εt−12 + 0, 0258εt−13.
Etapa de Avaliac¸a˜o
Tendo-se identificado o modelo e estimado os respetivos paraˆmetros, passa-se a`
avaliac¸a˜o da qualidade estat´ıstica e a` avaliac¸a˜o da qualidade de ajustamento do modelo.
Avaliac¸a˜o da qualidade estat´ıstica
Nesta avaliac¸a˜o, deve-se verificar a significaˆncia estat´ıstica dos paraˆmetros estima-
dos, pois e´ necessa´rio ter sempre presente o princ´ıpio da parcimo´nia. Como se pode
ver, nenhum deles esta´ pro´ximo de zero, portanto, consideram-se todos os paraˆmetros
significativos.
Outra questa˜o a ter em conta e´ a estacionaridade e invertibilidade do modelo, que
tal como verificamos anteriormente, o modelo considerado e´ estaciona´rio. Tambe´m ao
calcular-se as ra´ızes dos polino´mios θ(B) = 1 − 0, 1381B e Θ (B12) = 1 − 0, 1866B12
verifica-se que as ra´ızes esta˜o todas fora do circulo unita´rio, o que corrobora com a
ideia de estacionaridade do modelo.
Tambe´m se deve ter em conta a estabilidade do modelo e para isso constro´i-se a
matriz de correlac¸a˜o dos estimadores dos paraˆmetros.
1 −0.1345281 0.0081429
−0.1345282 1 −0.0419852
0.0081429 −0.0419852 1
 .
Como se pode ver, existe uma certa correlac¸a˜o entre os estimadores obtidos, no
entanto, nenhuma delas e´ superior a 0.7, pelo que se pode concluir que o modelo e´
esta´vel.
Avaliac¸a˜o da qualidade de ajustamento
Nesta avaliac¸a˜o e´ necessa´rio analisar se os res´ıduos do modelo estimado se compor-
tam como um ru´ıdo branco. Para se verificar tal comportamento, analisa-se a FAC dos
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res´ıduos, que como se pode ver pela Figura 5.5, as autocorrelac¸o˜es dos res´ıduos do mo-
delo estimado na˜o sa˜o significativas a 5% de significaˆncia e portanto pode-se concluir
que os res´ıduos parecem ter o comportamento de um ru´ıdo branco.
Com o uso do teste de Box-Pierce, obte´m-se um p.value de 0,9305 que e´ maior que o
n´ıvel de significaˆncia, α = 0, 05 e portanto na˜o ha´ razo˜es para se rejeitar a hipo´tese nula
de independeˆncia dos res´ıduos, logo pode assumir-se que estes teˆm o comportamento
de um ru´ıdo branco. Tambe´m se pode analisar na Figura 5.5 o teste de Ljung-Box que
mais uma vez reforc¸a a ideia de ru´ıdo branco, uma vez que os p.values sa˜o maiores que
o n´ıvel de significaˆncia considerado e portanto na˜o ha´ razo˜es para se rejeitar a hipo´tese
nula de ru´ıdo branco.
Para se terminar a avaliac¸a˜o do modelo estimado falta verificar se os res´ıduos teˆm
distribuic¸a˜o normal. Pelo Q-Q Plot da Figura 5.6 na˜o e´ claro poder assumir-se a nor-
malidade. Usando o teste de Kolmogorov-Smirnov para testar a normalidade, obte´m-se
um p.value de 0, 2862 que e´ superior ao n´ıvel de significaˆncia, α = 0, 05 e portanto na˜o
ha´ razo˜es para se rejeitar que εt ∼ N(0, σ2ε), a este n´ıvel e significaˆncia.
Apo´s se avaliar a qualidade do modelo SARIMA(0, 0, 1)× (0, 0, 1)12 e se ter aceite
o modelo para modelar a se´rie Yt, pode-se partir para a etapa da previsa˜o.
A previsa˜o foi obtida usando a func¸a˜o sarima.for() da package astsa, que fornece
um gra´fico de previsa˜o, Figura 5.7.
Este exibe a vermelho as previso˜es obtidas desde janeiro de 2015 ate´ dezembro
de 2015 dos dados logaritmizados e a azul os valores do intervalo de previsa˜o dados
por ±2 vezes o erro padra˜o associado a cada previsa˜o, mantendo a confianc¸a de 95%,
aproximadamente.
No entanto o que se pretende sa˜o os valores de previsa˜o do faturado do perfil A 080,
para isso aplica-se a exponencial aos dados previstos anteriormente, isto e´, a`s previso˜es
dos dados logaritmizados.
Teoricamente, deve-se obter a previsa˜o atrave´s da equac¸a˜o (3.6), no entanto, ao
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Figura 5.5: FAC dos res´ıduos e teste de Ljung Box.
efetuar-se essa transformac¸a˜o verificou-se um EQM maior do que fazendo apenas a
transformac¸a˜o eYt(m).
Assim, efetuando-se apenas a transformac¸a˜o inversa, obteve-se na Tabela 5.2 os
valores previstos para a se´rie do faturado do perfil A 080 desde janeiro de 2015 ate´
julho de 2015.
Como se pode ver na Tabela 5.2, os valores previstos na˜o esta˜o muito longe dos
valores faturados, com excec¸a˜o dos meses de abril e maio em que as previso˜es esta˜o
longe do que realmente foi faturado.
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Figura 5.6: Q-Q Plot dos res´ıduos obtidos com o modelo SARIMA(0, 0, 1)×(0, 0, 1)12.
Figura 5.7: Representac¸a˜o da previsa˜o obtida dos pro´ximos 12 meses pelo me´todo de
Box e Jenkins para os dados transformados.
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Meses Previsa˜o da sucessa˜o Yt Previsa˜o da sucessa˜o Xt Dados reais
Janeiro 6,72 831,67 460,43
Feveiro 6,36 575,96 807,91
Marc¸o 6,50 665,87 468
Abril 6,38 587,50 205,5
Maio 6,62 751,01 209,2
Junho 6,45 635,60 567,3
Julho 6,47 648,01 1122,8
Tabela 5.2: Previsa˜o obtida para os dados logaritmizados, para os dados originais e
valores reais do faturado desde janeiro de 2015 ate´ julho de 2015.
5.2.2 Modelac¸a˜o automa´tica de um ARIMA
Para modelar a se´rie com um modelo ARIMA, Hyndman e Athanasopoulos[19] cria-
ram uma func¸a˜o no R, designada por auto.arima(), baseada no algoritmo de Hyndman
e Khandakar[20]. Esta func¸a˜o retorna o melhor modelo ARIMA, tendo em conta o teste
de raiz unita´ria e a minimizac¸a˜o do valor do AIC e BIC. Sendo assim, apo´s a identifi-
cac¸a˜o do modelo e´ necessa´rio fazer-se apenas a avaliac¸a˜o da qualidade de ajustamento
do modelo.
Tal como se verificou na modelac¸a˜o anterior, e´ necessa´rio transformar os dados
para se diminuir a variabilidade e so´ depois usar a func¸a˜o auto.arima(). Com isto,
identificou-se o modelo ARIMA(2, 1, 1), cujas estimativas dos coeficientes sa˜o dadas
por φ1 = 0.0515, φ2 = −0.1453 e θ1 = −0.9310.
A se´rie do logaritmo do faturado, representado por Yt = lnXt e´ assim expressa por
φ(B)(1−B)Yt = θ(B)εt com φ(B) = 1− 0, 0515B + 0, 1453B2 e θ(B) = 1− 0, 9310B.
Desenvolvendo esta expressa˜o, obte´m-se a seguinte equac¸a˜o do modelo
Yt = 1, 0515Yt−1 − 0, 1968Yt−2 + 0, 1453Yt−3 + εt + 0, 9310εt−1.
Apo´s a identificac¸a˜o do modelo e a estimac¸a˜o dos paraˆmetros e´ necessa´rio fazer a
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avaliac¸a˜o do modelo em causa.
Tendo em conta que o modelo foi escolhido com base em caracter´ısticas que sa-
tisfazem a sua qualidade estat´ıstica, so´ e´ necessa´rio fazer a avaliac¸a˜o da qualidade de
ajustamento do modelo, isto e´, verificar se os res´ıduos teˆm um comportamento ana´logo
a um ru´ıdo branco e se seguem uma distribuic¸a˜o Normal.
Na Figura 5.8 apresenta-se a FAC dos res´ıduos estimados bem como o teste de
Ljung-Box. Como se pode analisar a FAC residual e´ aproximadamente nula em todos
os ”lags” considerados e os p-values obtidos pelo teste de Ljung-Box sa˜o superiores ao
valor estabelecido para n´ıvel de significaˆncia de 0,05 para todos os ”lags”. Ale´m disso,
ao efetuar-se o teste de Box-Pierce, obteve-se um p-value 0,9659, maior que α = 0, 05,
o que confirma o comportamento de ru´ıdo branco.
A pro´xima ana´lise aos res´ıduos e´ verificar a sua normalidade. Como se pode observar
pelo Q-Q Plot dos res´ıduos da Figura 5.8, os res´ıduos teˆm distribuic¸a˜o Normal com
me´dia aproximadamente nula. Tambe´m se fez o teste de Kolmogorov-Smirnov e obteve-
se um p.value de 0,1582, o que nos leva a` na˜o rejeic¸a˜o da hipo´tese nula e portanto
conclui-se que na˜o ha´ razo˜es para se rejeitar que εt ∼ RBN(0, 0.68).
Posto isto, pode-se partir para a etapa da previsa˜o. Note-se que, quando se considera
o modelo ARIMA(2, 1, 1), obte´m-se um AIC de 0,6683045 e o BIC de -0,2443379.
Comparando estes valores com os da Tabela 5.1, observa-se que o valor do AIC no
modelo sugerido pela func¸a˜o auto.arima() e´ menor, e o BIC maior, que os do modelo
identificado na secc¸a˜o anterior.
Partindo-se para a etapa da previsa˜o, apresenta-se na Figura 5.9 a vermelho a
previsa˜o obtida para o ano de 2015, para os dados logaritmizados usando-se o modelo
ARIMA(2, 1, 1) e a azul os limites superior e inferior do intervalo de previsa˜o calculado
a 95% de confianc¸a, como anteriormente se referiu.
No entanto o que se pretende sa˜o os valores de previsa˜o do faturado do perfil A
080, para isso aplica-se apenas a exponencial a`s previso˜es dos dados logaritmizados,
uma vez que se obte´m um EQM menor do que fazendo a equac¸a˜o (3.6). Na Tabela 5.3
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Figura 5.8: Avaliac¸a˜o da qualidade de ajustamento do modelo.
apresentam-se os valores obtidos.
Como se pode ver na Tabela 5.3 a faturac¸a˜o dos meses de janeiro, marc¸o e maio
foram satisfatoriamente prevista enquanto que nos meses de fevereiro, abril e julho a
faturac¸a˜o prevista esta´ longe dos valores reais.
Comparando os valores da Tabela 5.3 com os da Tabela 5.2, observa-se que nos meses
janeiro, marc¸o, abril e maio o modelo ARIMA(2, 1, 1) aproxima-se mais dos valores
reais faturados do que o modelo SARIMA(0, 0, 1)(0, 0, 1)12. Nos meses fevereiro, junho
e julho e´ o modelo identificado na secc¸a˜o anterior que esta´ mais pro´ximo.
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Figura 5.9: Representac¸a˜o da previsa˜o obtida para o ano de 2015 pelo me´todo auto-
ma´tico para os dados transformados.
5.2.3 Metodologia de Alisamento Exponencial para a se´rie do
faturado do perfil A 080
Com o objetivo de ajustar um modelo de Alisamento Exponencial a` se´rie do fatu-
rado do perfil em questa˜o, analisam-se as componentes a incluir no modelo. Como se
observou na Figura 5.1, a se´rie na˜o apresenta tendeˆncia e aparentemente na˜o se con-
segue encontrar sazonalidade. No entanto, quando se procedeu a` decomposic¸a˜o STL a
Figura 5.4 sugere sazonalidade aditiva.
Assim, sa˜o testados dois modelos, um modelo sem tendeˆncia e com sazonalidade
aditiva que se representa por (N,A) e outro sem tendeˆncia e sem sazonalidade, (N,N),
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Meses Previsa˜o ARIMA(2,1,1) Previsa˜o da sucessa˜o Xt Dados reais
janeiro 6,07 431,98 460,43
feveiro 5,81 334,71 807,91
marc¸o 5,97 391,61 468
abril 6,01 407,05 205,5
maio 5,98 396,33 209,2
junho 5,97 390,95 567,3
julho 5,96 389,54 1122,8
Tabela 5.3: Comparac¸a˜o entre a previsa˜o obtida para os dados logaritmizados usando
o modelo ARIMA(2,1,1), as previso˜es para os dados originais e os valores reais do
faturado desde janeiro de 2015 ate´ julho de 2015.
conhecido na literatura por modelo de Alisamento Exponencial Simples.
Estimac¸a˜o das Componentes
Nesta etapa, estimam-se os paraˆmetros dos modelos anteriores. Considere-se o
modelo de Alisamento Exponencial Simples, modelo (N,N), onde e´ necessa´rio estimar
a constante de alisamento α, usando o crite´rio de minimizac¸a˜o da soma dos quadrados
dos erros de previsa˜o.
Com a ajuda do programa R, definiu-se uma func¸a˜o alpha(), Apeˆndice A.3, que
calcula para cada valor de α ∈]0, 1[, as previso˜es a um passo, a soma dos quadrados
dos erros associados, bem como o valor mı´nimo desta soma e o valor de α que lhe
corresponde. A Figura 5.10 representa a soma dos quadrados dos erros associados a
cada valor de α ∈]0, 1[.
Como se pode ver pela Figura 5.10 o valor de α e´ aproximadamente 0, 1. Usando a
func¸a˜o alpha() obte´m-se o valor para a constante de alisamento exponencial, α = 0, 107.
Para se obter o valor de outras constantes quando se consideram outros modelos,
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Figura 5.10: Soma dos quadrados dos erros associados a cada valor de α ∈]0, 1[.
a func¸a˜o que se usaria para estima´-los seria ana´loga. No entanto, por simplicidade
de co´digo, utilizou-se a package stats do R que rapidamente da´ o valor de todas as
estimativas das componentes, bem como das constantes, do modelo em causa. Na
Tabela 5.4 apresentam-se as estimativas obtidas das componentes para o modelo (N,N).
α 0,1072
l1 622,2981
Tabela 5.4: Estimativa das componentes do modelo (N,N).
Apo´s se ter aplicado o modelo de Alisamento Exponencial Simples, considera-se um
modelo tambe´m sem tendeˆncia mas com sazonalidade aditiva, isto e´, o modelo (N,A).
Na Tabela 5.5 apresentam-se as estimativas obtidas das componentes para o modelo
(N,A).
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α 0,0465 s3 -20,3431 s8 -372,6923
γ 0,2636 s4 -45,5844 s9 -50,2047
l1 643,3589 s5 37,6227 s10 165,1650
s1 -207,0525 s6 -32,35613 s11 60,3331
s2 -50,1395,0525 s7 230,3171 s12 -53,6115
Tabela 5.5: Estimativa das componentes do modelo (N,A).
Estudo da Componente Residual
E´ atrave´s da ana´lise dos res´ıduos que se verifica se o modelo obtido descreve bem
ou na˜o a sucessa˜o em estudo. Segundo Hyndman et al.[21], considera-se um modelo
adequado se os res´ıduos apresentarem caracter´ısticas de um ru´ıdo branco.
Tendo em conta que os res´ıduos dos dois modelos anteriores teˆm me´dia pro´xima de
zero e os valores estimados da FAC e FACP dos res´ıduos dos modelos (N,N) e (N,A)
teˆm valores significativamente nulos, Figura 5.11, pode-se afirmar que os res´ıduos teˆm
caracter´ıstica de um ru´ıdo branco.
Figura 5.11: FAC e FACP da componente residual do modelo (N,N) e do modelo (N,A.)
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Tambe´m se fez o teste de Box-Pierce relativamente aos res´ıduos obtidos dos modelos
(N,N) e (N,A) e obtiveram-se, respetivamente, os p-value de 0,5838 e de 0,914, o que
corrobora com a ideia de ru´ıdo branco. No entanto, ao fazer o teste de Kolmogorov-
Smirnov para testar a normalidade dos res´ıduos, obtiveram-se p-values de 0, 03533 e
0, 08289, respetivamente. Conclui-se que os res´ıduos resultantes quando se considera
o modelo de Amortecimento Exponencial Simples (N,N) na˜o teˆm distribuic¸a˜o Normal,
enquanto que para os res´ıduos resultantes do modelo (N,A) na˜o ha´ razo˜es para se
rejeitar a hipo´tese de normalidade, ao n´ıvel de significaˆncia de 5%.
Sendo assim, a condic¸a˜o necessa´ria de ru´ıdo branco e´ satisfeita nos dois mode-
los, mas a distribuic¸a˜o normal dos res´ıduos apenas e´ satisfeita num deles. Segundo
Hyndman et al.[21] e Ramos[39], esta u´ltima condic¸a˜o e´ vantajosa mas na˜o necessa´-
ria, portanto considera-se que os modelos sa˜o adequados e pode-se partir para a etapa
de previsa˜o. Note-se que se for considerado α = 0, 01, outro n´ıvel de significaˆncia
usualmente usado, a conclusa˜o e´ comum nos dois modelos.
Na Figura 5.12 e na Figura 5.13 apresentam-se os valores previstos usando o modelo
(N,N) e o modelo (N,A).
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Figura 5.12: Representac¸a˜o das estimativas do faturado desde 2004 ate´ 2015 obtidas
pelo modelo (N,N).
5.2.4 Modelo ETS para a se´rie do faturado do perfil A 080
Nesta secc¸a˜o, tenta-se modelar os dados usando modelos de espac¸o de estados que
teˆm por base os me´todos de Amortecimento Exponencial que, ale´m de gerar as mesmas
previso˜es pontuais, obteˆm tambe´m intervalos de previsa˜o.
Utilizando a package forecast do R, pode-se obter um modelo de Espac¸o de Estados
automaticamente, atrave´s da func¸a˜o ets(). Ao considerar o argumento model desta fun-
c¸a˜o como model=”ZZZ”, a func¸a˜o retorna o melhor modelo entre qualquer combinac¸a˜o
dos tipos de erros, tendeˆncia e sazonalidade, tendo em conta a minimizac¸a˜o do valor
do AIC e BIC. Ale´m disso, produz intervalos de predic¸a˜o e assegura que as estimativas
dos paraˆmetros sejam admiss´ıveis, isto e´, que o modelo seja invert´ıvel, Hyndman e
Athanasopoulos[19].
Usando a func¸a˜o ets() aplicada aos dados do faturado da se´rie A 080, obteve-se
o modelo ETS(M,N,M), isto e´, um modelo de Espac¸o de Estados onde os erros sa˜o
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Figura 5.13: Representac¸a˜o das estimativas do faturado desde 2004 ate´ 2015 obtidas
pelo modelo (N,A).
considerados multiplicativos, os dados na˜o teˆm tendeˆncia mas possuem sazonalidade
multiplicativa. O modelo obtido vai ao encontro com o que se viu anteriormente, pois
considera que na˜o existe tendeˆncia mas existe sazonalidade nos dados.
Na Tabela 5.6 apresentam-se as estimativas obtidas das componentes para o modelo
ETS(M,N,M).
α 0,0314 s3 0,9687 s8 1,319
γ 0,0002 s4 1,2572 s9 0,9467
l1 977,7993 s5 0,8475 s10 0,9303
s1 0,6552 s6 1,5798 s11 0,7248
s2 1,0453 s7 1,1781 s12 0,5476
Tabela 5.6: Estimativa das componentes do modelo ETS(M,N,M).
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Estudo da Componente Residual
Apo´s a estimac¸a˜o das componentes do modelo e´ necessa´rio verificar se os res´ıduos
apresentam caracteristicas de ru´ıdo branco gaussiano. Atrave´s da FAC e FACP esti-
mada, Figura 5.14, verifica-se que os valores sa˜o significativamente nulos e portanto
na˜o existem razo˜es para na˜o se considerar um comportamento de ru´ıdo branco.
Figura 5.14: FAC e FACP da componente residual do modelo ETS(M,N,M).
Tambe´m fazendo o teste de Box-Pierce obteve-se o p.value de 0,9332, o que corro-
bora com a ideia de ru´ıdo branco. No entanto, ao fazer o teste de Kolmogorov-Smirnov
para testar a normalidade dos res´ıduos, obteve-se um p.value de 0,0341 e portanto ha´
razo˜es para se rejeitar a hipo´tese de normalidade dos res´ıduos, ao n´ıvel de significaˆncia
de 5%. Mas tal como referimos no modelo anterior, esta u´ltima conclusa˜o e´ dependente
do n´ıvel de significaˆncia considerado e na˜o e´ imprescind´ıvel para se poder considerar
que o modelo e´ adequado.
Posto isto, fez-se a previsa˜o e obteve-se, ale´m das previso˜es pontuais, o intervalo
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de previsa˜o a 80% e a 95% de confianc¸a. Na Figura 5.15 representam-se graficamente
os valores previstos, bem como os intervalos de previsa˜o considerados. Na Tabela 5.7
pode-se comparar os valores reais do faturado com os previstos.
Figura 5.15: Representac¸a˜o da previsa˜o do ano de 2015 considerando o modelo
ETS(M,N,M).
Como se pode observar na Tabela 5.7, os valores previstos no meˆs de janeiro e julho,
esta˜o muito pro´ximos dos valores do faturado do perfil A 080, no entanto no meˆs de
maio existe uma grande discrepaˆncia.
Relativamente aos intervalos de confianc¸a, pode-se observar que os de 95% teˆm os
limites inferiores negativo, o que no contexto do problema na˜o faz sentido, pois no pior
dos casos na˜o se fatura e portanto os limites inferiores devem ser considerados como
zero. Ja´ os I.C a 80% sa˜o uma grande alternativa que a empresa pode ter em conta
quando esta´ interessada em fazer previso˜es e em tomar deciso˜es relativas a ordens de
85
Meses Dados reais Previsa˜o ETS(M,N,M) I.C no n´ıvel de 95% I.C no n´ıvel de 80%
Janeiro 460,43 417 ]−105, 73; 941, 36[ ]75, 49; 760, 14[
Feveiro 807,91 552,95 ]−140, 41; 1246, 31[ ]99, 59; 1006, 32[
Marc¸o 468 709,87 ]−180, 87; 1600, 61[ ]127, 45; 1292, 29[
Abril 205,5 722,34 ]−184, 67; 1629, 35[ ]129, 27; 1315, 40[
Maio 209,2 1005,91 ]−258, 05; 2269, 87[ ]179, 45; 1832, 37[
Junho 567,3 898,68 ]−231, 32; 2028, 68[ ]159, 81; 1637, 55[
Julho 1122,8 1205,14 ]−311, 25; 2721, 54[ ]213.63; 2196, 66[
Tabela 5.7: Tabela com os valores reais do faturado do perfil A 080 desde janeiro ate´
julho de 2015, bem como as previso˜es obtidas pelo modelo ETS(M,N,M) e os respetivos
intervalos de confianc¸a a 95% e a 80%.
produc¸a˜o, uma vez que todos os valores do faturado pertencem aos I.C a 80% e ainda
teˆm uma amplitude menor que os I.C a 95%.
5.2.5 Comparac¸a˜o de Resultados e Previsa˜o da se´rie do fatu-
rado do perfil A 080
Nesta fase, a comparac¸a˜o dos resultados, obtidos pelos 5 modelos considerados
anteriormente, passa a ser o principal objetivo. Assim, e´ necessa´rio verificar qual
o modelo que preveˆ melhor e para isso considera-se como crite´rio de selec¸a˜o o erro
quadra´tico me´dio (EQM).
Na Tabela 5.8, apresentam-se os valores reais do faturado do perfil A 080 nos meses
entre janeiro e julho de 2015, bem como os valores previstos do faturado para esses
meses, pelos cinco modelos considerados. Isto e´, do modelo obtido usando a metodo-
logia Box e Jenkins (SARIMA(0, 0, 1)× (0, 0, 1)12), usando a func¸a˜o automa´tica de
Hyndman para as se´ries ARIMA (ARIMA(2, 1, 1)), usando os Modelos de Amorteci-
mento Exponencial (Modelo (N,N) e Modelo (N,A)) e usando a func¸a˜o automa´tica
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de Hyndman para os modelos de Espac¸o de Estados (ETS(M,N,M)).
Meses Valores SARIMA ARIMA(2,1,1) (N,N) (N,A) (M,N,M)
Reais (0, 0, 1)(0, 0, 1)12 AES ETS
Jan 460,43 831,67 444,24 622,29 436,31 417,81
Fev 807,91 575,96 348,25 622,29 493,22 552,95
Mar 468 665,86 411,11 622,29 623,02 709,87
Abr 205,5 587,5 429,57 622,29 597,77 722,33
Mai 209,2 751,01 420,29 622,29 680,98 1005,91
Jun 567,3 635,6 417,14 622,29 611 898,68
Jul 1122,8 648,01 418,31 622,29 873,67 1205,14
Tabela 5.8: Valores reais e previstos para a se´rie do faturado do perfil A 080.
Como se pode observar na Tabela 5.8 os valores previstos pelos modelos na˜o esta˜o
muito pro´ximos dos valores reais, principalmente nos meses de Fevereiro, Abril e Maio.
Este afastamento pode dever-se a questo˜es sociais pelos quais a empresa, como muitas
outras do nosso pa´ıs, se encontra a ultrapassar nos u´ltimos anos. No entanto, existe
bastante proximidade dos resultados para o meˆs de junho.
Comparando os valores reais, com os previstos pelos modelos, verifica-se que o mo-
delo que obte´m previso˜es mais pro´ximas do real e´ o modelo de Alisamento Exponencial
(N,A) e o modelo que obte´m previso˜es mais afastadas e´ o ETS(M,N,M).
Como se pode ver pela Tabela 5.9, o modelo que possui menor erro quadra´tico me´dio
e´ o modelo (N,A), isto e´, o modelo de Amortecimento Exponencial sem tendeˆncia e com
sazonalidade aditiva, portanto deve ser o que a empresa deve utilizar para a previsa˜o
do faturado do perfil A 080.
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Modelo EQM
SARIMA(0, 0, 1)× (0, 0, 1)12 128620,1
ARIMA(2, 1, 1) 118343,8
AES(N,N) 97478,6
(N,A) 80581,5
ETS(M,N,M) 163396,4
Tabela 5.9: EQM para os cinco modelos estudados.
5.3 Perfil A 333
5.3.1 Metodologia Box e Jenkins para a se´rie do faturado do
perfil A 333
Etapa de Identificac¸a˜o
Para se identificar os modelos apropriados para a previsa˜o do faturado do perfil A
333, deve-se analisar o cronograma da se´rie em estudo.
Como se pode ver na Figura 5.16, a sucessa˜o apresenta bastante variabilidade e uma
tendeˆncia decrescente ao longo do tempo. Assim a se´rie em estudo na˜o e´ estaciona´ria
quanto a` variaˆncia nem quanto a` me´dia e portanto deve-se comec¸ar por logaritmizar a
se´rie, para se diminuir a variabilidade e depois diferencia-la, caso a sucessa˜o resultante
da transformac¸a˜o continue na˜o estaciona´ria.
Ao analisar o cronograma da sucessa˜o transformada, Zt = ln (Ft), isto e´, da se´rie do
logaritmo do faturado do perfil A 333, Figura 5.17, e os gra´ficos das FAC e FACP respe-
tivas, Figura 5.18, verifica-se que a se´rie Zt continua a apresentar tendeˆncia decrescente
incluindo movimentos perio´dicos de 12 em 12 meses, Figura 5.19. Portanto a se´rie e´
manifestamente na˜o estaciona´ria. Para confirmar esta suspeita, realiza-se o teste KPSS
cujo p.value obtido e´ de 0,01 que e´ menor que o n´ıvel de significaˆncia α = 0, 05, portanto
rejeita-se a hipo´tese nula de estacionaridade, confirmando as suspeitas anteriores.
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Figura 5.16: Cronograma do faturado do perfil A 333, Ft, desde janeiro de 2004 ate´
jezembro de 2014.
Figura 5.17: Cronograma da se´rie logaritimizada, Zt.
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Figura 5.18: FAC e FACP estimada da sucessa˜o Zt.
Assim, a fim de se retirar a tendeˆncia presente na se´rie e a tornar estaciona´ria, a
sucessa˜o Z(t) foi sujeita a uma diferenciac¸a˜o simples ∇Z(t). Como se pode observar
pela Figura 5.20, os ”lags”k = 12, 24, 36, 48 da FAC decaem lentamente para zero, o
que nos indica que a aplicac¸a˜o da diferenciac¸a˜o simples na˜o foi suficiente para tornar
a se´rie estaciona´ria, mostrando tambe´m que existem movimentos perio´dicos de 12 em
12 meses.
Ao efetuar-se o teste KPSS, obte´m-se novamente um p.value de 0,01, menor que α =
0, 05 o que leva a rejeitar a hipo´tese nula de estacionaridade e portanto, apesar de se ter
efetuado uma diferenciac¸a˜o simples, a se´rie continua na˜o estaciona´ria. Como se referiu
anteriormente, a se´rie apresenta movimentos perio´dicos de 12 em 12 meses e portanto a
falta de estacionaridade pode dever-se ao facto de estes movimentos existirem, portanto,
e´ necessa´rio efetuar-se uma diferenciac¸a˜o sazonal.
Aplicando-se a diferenciac¸a˜o sazonal, ∇12∇Zt, e analisando-se as Figuras 5.21,
pode-se afirmar que a sucessa˜o resultante parece ser estaciona´ria. Para confirmar este
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Figura 5.19: Decomposic¸a˜o STL de Zt.
facto, realiza-se novamente o teste de KPSS. Este, confirma o facto de se estar pe-
rante uma se´rie estaciona´ria, uma vez que se obte´m um p.value de 0,1 que e´ maior
que α = 0, 05. Assim, para tornar a se´rie estaciona´ria foi necessa´rio efetuar-se duas
diferenciac¸o˜es, a simples e a sazonal, logo d=1 e D=1.
Para se identificar os restantes paraˆmetros do modelo e´ necessa´rio analisar a FAC
e a FACP estimadas da sucessa˜o estaciona´ria ∇12∇Zt, que sera´ modelada por um
ARMA(p, q) × (P,Q)12. Para se identificar (p,q) e (P,Q), deve-se analisar respetiva-
mente os ”lags” k = 1, 2, 3, . . . e os ”lags” k = 12, 24, 36, . . ..
Apesar da Figura 5.21 na˜o ser muito esclarecedora quanto a` identificac¸a˜o dos pa-
raˆmetros, consegue-se identificar na FAC estimada uma queda brusca depois de k=1.
A FACP apresenta um decaimento exponencial para k = 1, 2, 3, . . ., sugerindo p=0 e
q=1. Para os ”lags” k = 12, 24, 36, . . . a FAC apresenta uma queda brusca depois de
k=12 e a FACP apresenta um decaimento sinusoidal para zero o que sugere P=0 e
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Figura 5.20: Cronograma, FAC e FACP estimada dada pela sucessa˜o ∇Zt.
Figura 5.21: Cronograma, FAC e FACP estimada da se´rie logaritimizada, ∇12∇Zt.
Q=2. Assim, identifica-se o modelo SARIMA(0, 1, 1)× (0, 1, 2)12 para modelar a se´rie
Zt. No entanto, apo´s se ter estimado os respetivos paraˆmetros verifica-se que alguns
destes sa˜o em mo´dulo superiores a 1. Ale´m disso ao avaliar-se a qualidade estat´ıstica do
modelo, verifica-se realmente que o modelo na˜o e´ invert´ıvel. Portanto, ha´ a necessidade
de voltar a` fase de identificac¸a˜o.
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Assim, variam-se os valores de p, q, P e Q e utilizando-se como crite´rio de selec¸a˜o o
AIC e o BIC para ajudar a escolher o “melhor”modelo. Na Tabela 5.10 apresentam-se
os valores do AIC e do BIC dos modelos que sa˜o estaciona´rios e invert´ıveis, uma vez
que para muitos valores de p,q, P e Q os modelos respetivos eram na˜o estaciona´rios
e/ou na˜o invert´ıveis.
(p, d, q)× (P,D,Q) AIC BIC
SARIMA(1, 1, 4)× (0, 1, 1)12 0,746028 -0,122935
SARIMA(1, 1, 4)× (1, 1, 0)12 1,084100 0,215137
SARIMA(1, 1, 1)× (1, 1, 4)12 0,698105 -0,149019
SARIMA(1, 1, 0)× (1, 1, 4)12 1,111387 0,244909
Tabela 5.10: Crite´rios de selec¸a˜o, AIC e BIC aplicados nos modelos.
Analisando a Tabela 5.10, observa-se que o modelo SARIMA(1, 1, 1)×(1, 1, 4)12 e´ o
que possui um valor de AIC e de BIC mais pequeno e portanto escolhe-se este modelo.
Note-se que foram identificados outros modelos com valores de AIC e de BIC menores
mas que falhavam aquando da fase de avaliac¸a˜o do modelo. Com isto, termina-se a
etapa de identificac¸a˜o do modelo e parte-se para a etapa de estimac¸a˜o dos paraˆmetros.
Etapa de Estimac¸a˜o
Os estimadores apresentados sa˜o estimadores de ma´xima verosimilhanc¸a e foram
obtidos computacionalmente, φ1 = −0, 1494, θ1 = −0, 9868, Φ1 = −0, 4710, Θ1 =
−0, 4081, Θ2 = −0, 5567, Θ3 = 0, 1506 e Θ4 = −0, 1858.
Assim Zt e´ modelada por um SARIMA(1, 1, 1) × (1, 1, 4)12 cuja expressa˜o e´ dada
por
φ(B)Φ(B12)(1−B)(1−B12)Zt = θ(B)Θ(B12)εt
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com φ(B) = 1 + 0, 1494B, Φ(B) = 1 + 0, 4710B12, θ(B) = 1 + 0, 9868B e Θ (B12) =
1 + 0, 4081B12 + 0, 5567B24 − 0, 1506B36 + 0, 1858B48.
Repare-se que a estimativa do coeficiente θ1 e´ em mo´dulo muito pro´ximo de 1 e
portanto deve-se ter este facto em atenc¸a˜o na avaliac¸a˜o do modelo. Contrariamente,
na˜o ha´ nenhuma estimativa pro´xima de zero o que revela que apesar de termos um
modelo com muitos coeficientes, todos eles sa˜o significativos. Todas estas avaliac¸o˜es
va˜o ser feitas de seguida.
Etapa de Avaliac¸a˜o
Nesta etapa verifica-se se o modelo identificado e estimado e´ adequado, e em caso
positivo, pode utilizar-se para fazer previso˜es.
Avaliac¸a˜o da qualidade estat´ıstica
Um das questo˜es a ter em conta e´ a significaˆncia estat´ıstica dos paraˆmetros esti-
mados. Como ja´ se referiu anteriormente, nenhum deles e´ pro´ximo de zero e portanto
consideram-se todos os paraˆmetros significativos.
Outra questa˜o a ter em conta e´ a estacionaridade e invertibilidade do modelo
SARIMA(1, 1, 1) × (1, 1, 4)12, que tal como verificamos anteriormente este e´ esta-
ciona´rio. Tambe´m ao calcular-se as ra´ızes dos polino´mios φ(B) = 1 + 0, 1494B,
Φ(B) = 1 + 0, 4710B12, θ(B) = 1 + 0, 9868B e Θ (B12) = 1 + 0, 4081B12 + 0, 5567B24−
0, 1506B36 + 0, 1858B48 verifica-se que as ra´ızes esta˜o todas fora do circulo unita´rio, ou
seja sa˜o todas superiores ao valor 1, o que corrobora com a ideia de estacionaridade e
de invertibilidade do modelo.
Tambe´m e´ importante verificar a estabilidade do modelo. Tal e´ verificado se a
correlac¸a˜o existente entre os estimadores obtidos na˜o for em mo´dulo superior a 0,7.
Seguidamente, apresenta-se a matriz de correlac¸a˜o dos estimadores dos paraˆmetros.
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
1 −0.3205 −0.1146 0.0406 −0.0414 −0.1290 0.1199
−0.3205 1 −0.0067 −0.0212 5.5881× 10−4 0.1602 −0.1056
−0.1146 −0.0067 1 −0.0291 0.6767 0.4627 −0.3124
0.0406 −0.0212 −0.0291 1 −0.1823 −0.4818 0.2910
−0.0414 5.5881× 10−4 0.6767 −0.1823 1 0.3090 −0.3192
−0.1290 0.1602 0.4627 −0.4818 0.3090 1 −0.4186
0.1199 −0.1056 −0.3124 0.2910 −0.3192 −0.4186 1

.
Como se pode ver pelos valores das entradas da matriz anterior, a correlac¸a˜o exis-
tente e´ moderada, o que permite concluir que o modelo e´ esta´vel.
Avaliac¸a˜o da qualidade de ajustamento
Apo´s se verificar a qualidade estat´ıstica do modelo e´ necessa´rio verificar se os re-
s´ıduos do modelo estimado comportam-se como um ru´ıdo branco, isto e´, se suas au-
tocorrelac¸o˜es sa˜o na˜o significativas. Para se verificar tal comportamento, analisa-se a
FAC dos res´ıduos estimados, Figura 5.22. Tambe´m nessa figura pode-se verificar as
probabilidades cr´ıticas do teste de Ljung-Box.
Como se pode observar, ambos os resultados revelam que os res´ıduos do modelo
estimado teˆm comportamento de um ru´ıdo branco.
O uso do teste de Box-Pierce reforc¸a essa afirmac¸a˜o, uma vez que se obte´m um
p.value de 0,9140. Considerando o n´ıvel de significaˆncia de α = 0, 05, como o p.value
e´ superior a esse valor, na˜o ha´ razo˜es para rejeitar a hipo´tese de na˜o correlac¸a˜o dos
res´ıduos e portanto na˜o ha´ razo˜es para se rejeitar a ideia de ru´ıdo branco.
Ale´m de se verificar que os res´ıduos do modelo estimado teˆm o comportamento de
um ru´ıdo branco, e´ necessa´rio verificar se estes teˆm distribuic¸a˜o normal. Pelo Q-Q Plot
dos res´ıduos da Figura 5.22, pode-se verificar que existem alguns pontos do gra´fico
que se afastam da reta de declive um e cuja a ordenada na origem e´ zero. Contudo,
a maior parte dos pontos concentra-se em torno dela, o que evidencia que os res´ıduos
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Figura 5.22: FAC dos res´ıduos, teste de Ljung Box e Q-Q Plot.
teˆm distribuic¸a˜o normal.
Para aferir com mais certeza acerca da distribuic¸a˜o dos res´ıduos, efetua-se o teste
de Kolmogorov-Smirnov, para testar a normalidade. Ao efetuar-se o teste, obte´m-se
um p − value de 0,1684 que e´ maior que o n´ıvel de significaˆncia α = 0, 05 e portanto
na˜o ha´ razo˜es para se rejeitar que εt ∼ N(0, σ2ε).
Como a avaliac¸a˜o da qualidade estat´ıstica e de ajustamento do modelo SARIMA(1, 1, 1)×
(1, 1, 4)12 foi positiva, poder-se-a agora efetuar a previsa˜o. Na Figura 5.23 apresenta-se
a vermelho a previsa˜o desde janeiro de 2015 ate´ dezembro de 2015 dos dados logarit-
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mizados, e a azul os limites do intervalo de previsa˜o a 95% de confianc¸a.
Figura 5.23: Representac¸a˜o da previsa˜o obtida dos pro´ximos 12 meses pelo me´todo de
Box e Jenkins para os dados transformados.
Apo´s obter a previsa˜o para a se´rie do logaritmo do faturado do perfil A333 e´ ne-
cessa´rio obter a previsa˜o para a se´rie do faturado do perfil em questa˜o. Para isso,
aplica-se somente a exponencial a` previsa˜o obtida dos dados logaritmizados, uma vez
que se obte´m um EQM menor do que quando se obte´m a previsa˜o atrave´s da equac¸a˜o
(3.6).
Na Tabela 5.11 apresentam-se os valores previstos para a se´rie do faturado do perfil
A333 desde janeiro de 2015 ate´ julho de 2015, bem como os valores reais do faturado
nesses meses.
Como se pode ver na tabela, a faturac¸a˜o dos meses de janeiro e de maio foi satis-
fatoriamente prevista enquanto que a previsa˜o obtida nos meses de fevereiro, abril e
julho foram desastrosas.
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Meses Previsa˜o da sucessa˜o Zt Previsa˜o da sucessa˜o Ft Dados reais
Janeiro 6,03 417,54 384,1
Feveiro 6,43 619,31 86,7
Marc¸o 6,74 843,00 1044,9
Abril 6,19 489,37 88,1
Maio 6,41 610,43 587,3
Junho 6,35 574,56 104,2
Julho 7,07 1170.65 2624,2
Tabela 5.11: Previsa˜o obtida para os dados logaritmizados, para os dados originais e
valores reais do faturado desde janeiro de 2015 ate´ julho de 2015.
5.3.2 Modelac¸a˜o automa´tica de um ARIMA
Para se obter o modelo automa´tico usou-se a func¸a˜o auto.arima(). No entanto
aplicou-se a func¸a˜o aos dados logaritmizados, uma vez que os dados originais teˆm
muita variabilidade.
A func¸a˜o automa´tica retornou o modelo SARIMA(0, 1, 2)(0, 0, 1)12, cujas esti-
mativas dos coeficientes sa˜o dadas por ĉ = −0.014, θ̂1 = −1, 1382, θ̂2 = 0.1770 e
Θ̂1 = 0, 3102.
Como se pode ver, um dos coeficientes do polino´mio de me´dias mo´veis, |θ1| > 1 e
portanto o modelo em questa˜o na˜o e´ invert´ıvel. Tambe´m ao calcular as ra´ızes do poli-
no´mio θ(B) = 1 + 1.1382B − 0.1770B2, obte´m-se as ra´ızes: 0,781104 e 6,331549. Uma
das ra´ızes obtidas na˜o esta´ fora do circulo unita´rio, ou seja, e´ em mo´dulo inferir a 1 e
portanto o modelo na˜o e´ invert´ıvel. E´ de observar que, Hyndman e Athanasopoulos[17]
criaram a func¸a˜o auto.arima() para retornar o melhor modelo ARIMA, tendo em conta
a exigeˆncia de estacionaridade e a minimizac¸a˜o do valor do AIC e BIC
Sendo assim, o modelo indicado apesar de estaciona´rio na˜o e´ invert´ıvel. Note-se
que o modelo obtido apenas considera ser necessa´rio fazer uma diferenciac¸a˜o simples
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para tornar a se´rie estaciona´ria.
Ao fazer o teste ADF e o teste KPSS nos dados apenas logaritmizados, obte´m-se
nos dois testes a rejeic¸a˜o da hipo´tese de estacionaridade. O que ja´ se esperava, pois ao
analisar-se a Figura 5.16, verifa-se uma tendeˆncia decrescente.
No entanto, ao fazer-se os testes nos dados logaritmzados e com uma diferenciac¸a˜o
simples, obte´m-se os p.values de 0,01 e 0,1, respetivamente. Ao considerar-se o n´ıvel
de significaˆncia α = 0, 05, para o primeiro teste, rejeita-se a hipo´tese nula de na˜o
estacionaridade. E no teste KPSS conclui-se que na˜o ha´ razo˜es para se rejeitar a
hipotese nula de estacionaridade. Sendo assim, a se´rie e´ estaciona´ria e na˜o ha´ razo˜es
para se proceder a mais nenhuma diferenciac¸a˜o.
Note-se que o modelo identificado pela func¸a˜o, tambe´m so´ considera uma diferenci-
ac¸a˜o simples para a estacionarizar e apesar de na˜o considerar necessa´ria a diferenciac¸a˜o
sazonal considera a componente sazonal, tal como sugere a Figura 5.19.
Quando se considera o modelo SARIMA(0, 1, 2)(0, 0, 1)12, obte´m-se um AIC de
0,9198857 e o BIC de 0,0072433. Comparando estes valores com os da Tabela 5.10,
observa-se que o AIC e o BIC do modelo sugerido pela func¸a˜o auto.arima() e´ menor que
o AIC e BIC de alguns modelos, que por sinal sa˜o modelos estaciona´rios e invert´ıveis.
No entanto esses valores sa˜o maiores do que o AIC e BIC modelo escolhido na secc¸a˜o
anterior.
Como o modelo sugerido na˜o e´ invert´ıvel, e quebra um dos pressupostos para se
prosseguir para a previsa˜o enta˜o na˜o se efetua a previsa˜o e para este perfil na˜o se
considera o modelo ARIMA automa´tico.
5.3.3 Me´todo de Alisamento Exponencial para a se´rie do fa-
turado do perfil A333
Nos modelos de Alisamento Exponencial e´ importante observar as componentes a
incluir no modelo. Como se pode observar pela Figura 5.16 e como se referiu anteri-
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ormente, a componente tendeˆncia e a componente sazonal esta˜o presentes na se´rie do
faturado do perfil em estudo. No entanto, neste tipo de modelos e´ importante saber se
estamos perante uma componente sazonal aditiva ou multiplicativa, o que nos modelos
ARIMA na˜o tinha relevaˆncia.
Observando-se a Figura 5.19, verifica-se sazonalidade aditiva, no entanto, a decom-
posic¸a˜o observada nessa figura era relativamente a` se´rie logaritmizada que possui uma
variabilidade menor e as oscilac¸o˜es ja´ na˜o sa˜o ta˜o acentuadas. Observando-se a Figura
5.16, verifica-se que as oscilac¸o˜es sa˜o maiores ate´ 2009, sendo que depois deste ano
estas diminuem a sua amplitude, o que sugere uma componente sazonal multiplicativa.
Portanto, o mais indicado e´ fazer a decomposic¸a˜o STL dos dados do faturado do perfil
A333 para verificar o tipo da sazonalidade existente.
Figura 5.24: Decomposic¸a˜o STL da se´rie do faturado do perfil A 333.
Como se pode observar pela Figura 5.24 a sazonalidade parece ser aditiva, a ten-
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deˆncia e´ aproximadamente linear. Portanto, sugere-se o modelo de Alisamento Expo-
nencial com tendeˆncia aditiva e sazonalidade aditiva, que se ira´ representar por (A,A).
Na literatura este modelo e´ conhecido por modelo de Holt-Winter aditivo.
Estimac¸a˜o das Componentes
Nesta etapa, pretende-se estimar os paraˆmetros do modelo anterior. Neste caso e´
necessa´rio estimar as constantes de amortecimento α, β e γ, que esta˜o relacionadas,
respetivamente, com o n´ıvel, tendeˆncia e sazonalidade e que sa˜o estimadas atrave´s da
minimizac¸a˜o da soma dos quadrados dos erros de previsa˜o.
Estas constantes de alisamento, bem como os coeficientes, foram estimados utili-
zando a package stats do softwareR. Na Tabela 5.12 apresentam-se todas as estimativas
obtidas.
α 0,0414 s2 -923,5396 s8 -1965,0852
β 0,0082 s3 -911,7317 s9 -419,3899
γ 0,3360 s4 -1179,8536 s10 235,4419
l1 1492,7013 s5 -1208,5105 s11 1079,1124
b -38,1371 s6 -541,1994 s12 -734,9360
s1 -1069,8191 s7 -90,7592
Tabela 5.12: Estimativa das componentes do modelo de Holt-Winter Aditivo.
Estudo da Componente Residual
Apo´s identificar um modelo, e´ importante verificar se esse modelo descreve bem ou
na˜o a sucessa˜o em estudo. Para isso, tem de se verificar se os res´ıduos apresentam um
comportamento de um ru´ıdo branco. Ale´m disso, e´ vantajoso, mas na˜o necessa´rio, que
os res´ıduos tenham uma distribuic¸a˜o normal.
Analisando os valores estimados da FAC e da FACP dos res´ıduos do modelo de
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Holt-Winter aditivo aplicado a` serie do faturado, Figura 5.25, observa-se que os valores
sa˜o muito pequenos e pro´ximos de zero, verificando-se que os res´ıduos na˜o possuem
correlac¸a˜o significativa, o que e´ uma das caracter´ısticas de um ru´ıdo branco. Para
comprovar este facto, fez-se o teste de Box-Pierce e obteve-se um p-value de 0, 6672
que e´ maior que o n´ıvel de significaˆncia considerado, α = 0, 05, pelo que o teste confirma
a ideia de ru´ıdo branco.
Figura 5.25: FAC e FACP da componente residual do modelo de Holt Hinter Aditivo
aplicado a` serie do faturado do perfil A333.
Ao fazer-se o teste de Kolmogorov-Smirnov para testar a normalidade dos res´ıduos,
obteve-se um p-value de 0, 3370, o que confirma que na˜o ha´ razo˜es para se rejeitar a
normalidade. Assim, conclui-se que o modelo de Holt-Winter Aditivo podera´ descrever
bem a sucessa˜o em estudo, podendo assim prosseguir para a etapa de previsa˜o.
Na Figura 5.26 apresentam-se os valores previstos usando o modelo de Holt-Winter
Aditivo (A,A), para a se´rie do faturado do perfil A333.
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Figura 5.26: Representac¸a˜o das estimativas do faturado obtidas pelo modelo (A,A).
5.3.4 Modelo ETS para a se´rie do faturado do perfil A333
Nesta secc¸a˜o tenta-se modelar a sucessa˜o por um modelo de espac¸o de estados, mas
de forma automa´tica. Ao usar a func¸a˜o ets() e ao considerar o argumento model desta
func¸a˜o com model=”ZZZ”, obte´m-se o melhor modelo, tendo em conta a combinac¸a˜o
dos fatores: erros, tendeˆncia e sazonalidade, que minimiza o valor do AIC e BIC.
Assim, obteve-se o modelo ETS(M,N,M), ou seja, um modelo de Espac¸o de Esta-
dos que considera que a se´rie do faturado do perfil A333 na˜o possui tendeˆncia mas
possui sazonalidade multiplicativa e considera os erros multiplicativos. Na Figura 5.27
apresenta-se a decomposic¸a˜o que o modelo de espac¸o de estados considera para a suces-
sa˜o temporal em questa˜o e, como se pode ver, apesar deste na˜o considerar tendeˆncia,
considera a componente n´ıvel representada no segundo patamar da Figura 5.27. No
u´ltimo patamar esta´ representada a componente sazonal que aparentemente parece
aditiva, mas e´ considerada multiplicativa.
103
Figura 5.27: Decomposic¸a˜o pelo me´todo ETS(M,N,M).
Na Tabela 5.13 sa˜o apresentadas as estimativas obtidas para os paraˆmetros de
amortecimento e para os estados iniciais do modelo ETS(M,N,M).
α 0,1046 s3 1,1982 s8 0,6627
γ 0,0001 s4 1,4795 s9 0,9072
l1 6504,3071 s5 0,3891 s10 0,9983
s1 0,8846 s6 1,2168 s11 0,9678
s2 1,5154 s7 1,0674 s12 0,7129
Tabela 5.13: Estimativa dos paraˆmetros e dos estados iniciais do modelo ETS(M,N,M).
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Estudo da Componente Residual
Apo´s se obter as estimativas para os paraˆmetros de amortecimento e para os estados
iniciais do modelo ETS(M,N,M), e´ necessa´rio verificar se os res´ıduos se comportam
como um ru´ıdo branco. Para tal, representa-se na Figura 5.28 a FAC e a FACP estimada
dos res´ıduos.
Figura 5.28: FAC e FACP da componente residual do modelo ETS(M,N,M).
Como se pode analisar pela Figura 5.28, os valores sa˜o muito baixos e pro´ximos de
zero e portanto os res´ıduos na˜o possuem correlac¸a˜o significativa, uma das caracter´ısticas
de um ru´ıdo branco. Para ter a certeza desta caracter´ıstica, efetua-se o teste de Box-
Pierce. Para este teste obteve-se um p.value de 0,5508, o que corrobora com a ideia de
ru´ıdo branco.
Outro comportamento importante a verificar e´ a normalidade dos res´ıduos. Para
tal, efetuou-se o teste de Kolmogorov-Smirnov obtendo-se um p.value de 0,1488 o que
nos indica que na˜o ha´ razo˜es para rejeitar a normalidade. Assim, pode concluir-se que
εt ∼ RBN(0, 0.3) e portanto pode-se considerar o modelo ETS(M,N,M) adequado.
Posto isto, foi feita a previsa˜o e obteve-se, ale´m das previso˜es pontuais, o intervalo
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de previsa˜o a 80% e a 95% de confianc¸a. Na Figura 5.29 representam-se os valores
previstos, bem como os intervalos de previsa˜o considerados.
Figura 5.29: Representac¸a˜o da previsa˜o do ano de 2015 considerando o modelo
ETS(M,N,M) e do intervalo de confianc¸a a 80% e a 95% de confianc¸a.
Ao analisar a Tabela 5.14, que conte´m os valores reais do faturado do perfil A333
nos meses de janeiro ate´ julho e as previso˜es obtidas para esses meses, pode-se afirmar
que os valores esta˜o muito afastados, com excec¸a˜o dos meses de marc¸o e maio que esta˜o
relativamente pro´ximos. Relativamente aos intervalos de confianc¸a a 95%, verifica-se
que todos possuem o limite inferior negativo. Como estamos a fazer a previsa˜o para o
faturado na˜o faz sentido considera-lo negativo, uma vez que quanto muito o faturado
pode tomar o valor de zero. Mesmo assim, os I.C a 95% possuem uma amplitude muito
grande, o que na˜o da´ uma grande clareza acerca da previsa˜o do faturado.
Como era de se esperar os I.C a 80% ja´ teˆm uma amplitude menor, no entanto nos
meses de fevereiro, abril e junho os I.C na˜o conteˆm o valor real do faturado.
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Meses Dados Previsa˜o I.C no n´ıvel de 95% I.C no n´ıvel de 80%
reais ETS(M,N,M)
Janeiro 384,1 924,13 ]−74, 64; 1922, 92[ ]271, 07; 1577, 20[
Feveiro 86,7 1254,39 ]−110, 95; 2619, 74[ ]361, 64; 2147, 15[
Marc¸o 1044,9 1293,99 ]−124, 36; 2712, 35[ ]366, 58; 2221, 41[
Abril 88,1 1175,89 ]−121, 97; 2473, 77[ ]327, 27; 2024, 53[
Maio 587,3 859,1 ]−95, 64; 1813, 85[ ]234, 83; 1483, 37[
Junho 104,2 1383,52 ]−164, 49; 2931, 52[ ]371, 33; 2395, 70[
Julho 2624,2 1577,46 ]−199, 45; 3354, 36[ ]415, 60; 2739, 32[
Tabela 5.14: Tabela com os valores reais do faturado do perfil A333 desde janeiro ate´
julho de 2015, bem como as previso˜es obtidas pelo modelo ETS(M,N,M) e os respetivos
intervalos de confianc¸a a 95% e a 80%.
5.3.5 Comparac¸a˜o de Resultados e Previsa˜o da Se´rie do Fa-
turado do Perfil A 333
Nas subsecc¸o˜es anteriores identificaram-se va´rios modelos e efetuaram-se previso˜es
para cada um deles. Na Tabela 5.15, apresentam-se os valores reais do faturado do
perfil A 333 nos meses entre janeiro e julho de 2015, bem como os valores previstos do
faturado para esses meses, pelos quatro modelos considerados anteriormente. Ou seja,
do modelo obtido usando a metodologia Box e Jenkins (SARIMA(1, 1, 1)× (1, 1, 4)12),
usando os Modelos de Amortecimento Exponencial (Modelo (A,A)) e usando a func¸a˜o
automa´tica de Hyndman para os modelos de Espac¸o de Estados (ETS(M,N,M)).
Apo´s efetuar a previsa˜o para cada modelo e´ necessa´rio escolher o modelo que melhor
preveˆ. Para isso, calcula-se o EQM associado a cada modelo e escolhe-se o que conduz
a um valor de EQM menor. Na Tabela 5.16 apresentam-se os resultados da avaliac¸a˜o
da qualidade das previso˜es atrave´s do EQM.
Como se pode ver pela Tabela 5.16, o modelo que possui menor erro quadra´tico
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Meses Valores Reais SARIMA(1, 1, 1)× (1, 1, 4)12 AES(A,A) ETS(M,N,M)
Janeiro 384,1 417,5 384,74 924,13
Fevereiro 86,7 619,3 492,88 1254,39
Marc¸o 1044,9 843 466,56 1293,99
Abril 88,1 489,4 160,3 1175,89
Maio 587,3 610,43 93,51 859,1
Junho 104,2 574,56 722,67 1383,52
Julho 2624,2 1170,65 1134,98 1577,46
Tabela 5.15: Valores reais e previstos usando va´rios modelos para a se´rie do faturado
do perfil A 333.
Modelo EQM
SARIMA(1, 1, 1)× (1, 1, 4)12 403023,5
AES(A,A) 478397,5
ETS(M,N,M) 815237,8
Tabela 5.16: EQM para os quatro modelos em estudo.
me´dio e´ o modelo obtido usando a metodologia de Box & Jenkins, ou seja, o modelo
SARIMA(1, 1, 1)×(1, 1, 4)12 e portanto deve ser este o modelo escolhido pela empresa,
entre os modelos considerados, para usar na previsa˜o. A Tabela 5.15 corrobora este
facto, pois a sua analise mostra que as previso˜es mais pro´ximas dos valores reais, de
todos os modelos considerados, e´ realmente o modelo SARIMA(1, 1, 1)×(1, 1, 4)12. Ao
usar este modelo obtiveram-se previso˜es pro´ximas dos valores reais nos meses de janeiro,
marc¸o e maio, no entanto, para os outros meses, os valores esta˜o muito afastados.
Portanto, apesar de ser o melhor de todos os modelos considerados, as previso˜es obtidas
na˜o sa˜o muito satisfato´rias para alguns meses. Este desvio pode dever-se a fatores
externos a` empresa, como a crise econo´mica que o pa´ıs atravessa, e que na˜o esta˜o a ser
considerados aquando a obtenc¸a˜o dos modelos.
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5.4 Perfil B555
Nos perfis de alumı´nio anteriores, encontraram-se va´rios modelos que descrevem as
se´ries em estudo. No entanto, interessa a` empresa ter uma metodologia simples de
modo a que qualquer funciona´rio consiga rapidamente obter a previsa˜o do faturado de
qualquer perfil de alumı´nio, pelo que se tenta sempre encontrar um modelo automa´tico.
Assim, para este perfil de alumı´nio, apenas se apresenta a modelac¸a˜o automa´tica de
um ARIMA.
Tal como se fez anteriormente, e´ usada a func¸a˜o auto.arima(), que retorna o melhor
modelo ARIMA, tendo em conta o teste de raiz unita´ria e a minimizac¸a˜o do valor do
AIC e BIC. Portanto, apo´s se identificar o modelo, basta verificar se os res´ıduos teˆm
um comportamento de um ru´ıdo branco e se teˆm distribuic¸a˜o Normal.
Para se analisar o faturado do perfil B555 , e´ necessa´rio fazer a sua representac¸a˜o
tal como indica a primeira imagem da Figura 5.30.
Figura 5.30: Cronograma do faturado do perfil B555 e cronograma da se´rie do faturado
logaritmizada, desde janeiro de 2004 ate´ dezembro de 2014.
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Como se pode ver, a se´rie apresenta bastante variabilidade e portanto e´ neces-
sa´rio logaritmizar a se´rie para se diminuir a variabilidade e so´ depois usar a func¸a˜o
auto.arima(). A se´rie logaritmizada esta´ representada na Figura 5.30 no segundo pa-
tamar.
Assim, identificou-se o modelo ARIMA(2, 1, 1), cuja estimativas dos coeficientes
sa˜o dadas por φ1 = −0.039, φ2 = −0.2022 e θ1 = −0.8851.
Figura 5.31: Decomposic¸a˜o STL da se´rie logaritmizada.
Como se pode ver pela Figura 5.30 e pela Figura 5.31, a se´rie transformada decresce
gradualmente, pelo que podemos afirmar que possui tendeˆncia. Portanto, o modelo
identificado pela func¸a˜o automa´tica para a se´rie logaritmizada vai de encontro com as
figuras obtidas, uma vez que indica que e´ necessa´rio efetuar uma diferenciac¸a˜o.
O modelo obtido automaticamente na˜o considera a componente sazonal, uma vez
que a func¸a˜o auto.arima() escolhe modelos parcimoniosos. No entanto, esta carac-
ter´ıstica esta´ presente quer na se´rie do faturado, quer na se´rie logaritmizada, Figura
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5.31.
Apo´s a identificac¸a˜o do modelo e a estimac¸a˜o dos paraˆmetros e´ necessa´rio fazer
apenas a avaliac¸a˜o da qualidade de ajustamento. Sendo assim, para se verificar se os
res´ıduos teˆm um comportamento ana´logo a um ru´ıdo branco, representa-se na Figura
5.32 a FAC para os res´ıduos estimados, bem como o teste de Ljung-Box.
Figura 5.32: FAC dos res´ıduos e teste de Ljung-Box.
Como se pode observar, a FAC residual e´ aproximadamente nula em todos os “lags”
considerados e os p.values obtidos pelo teste de Ljung-Box sa˜o superiores ao valor
estabelecido para n´ıvel de significaˆncia 0,05, para todos os ”lags”. Ale´m disso, ao
efetuar o teste de Box-Pierce, obteve-se um p.value de 0,735, maior que α = 0, 05, o
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que reforc¸a a ideia de que os res´ıduos teˆm um comportamento de ru´ıdo branco.
Ale´m do comportamento de um ru´ıdo branco, os res´ıduos devem apresentar distri-
buic¸a˜o normal para se poder efetuar a previsa˜o pela func¸a˜o sarima.for() da package
atsa. Para verificar a normalidade e´ apresentado na Fig.5.33 o Q-Q Plot dos res´ıduos.
Figura 5.33: Q-Q Plot dos res´ıduos obtidos com o modelo ARIMA(2,1,1).
Como se pode observar na Figura 5.33, muitos dos pontos do gra´fico concentram-se
em torno da reta, no entanto existem outros pontos, principalmente os das caudas, que
se encontram afastados e portanto na˜o se consegue tirar grandes concluso˜es, levantando
a suspeita de falta de normalidade.
Ao efetuar o teste de Kolmogorov-Smirnov, obte´m-se um p.value = 0, 04 que e´
menor que o n´ıvel de significaˆncia α = 0, 05 e portanto ha´ razo˜es para se rejeitar a
normalidade, a este n´ıvel de significaˆncia. Sendo assim, na˜o se pode efetuar a previsa˜o,
pelo menos usando a metodologia de Box e Jenkins e portanto a alternativa que se
apresenta e´ a utilizac¸a˜o do me´todo de boostrap na previsa˜o e nos intervalos de previsa˜o.
Este me´todo ja´ na˜o necessita de suposic¸o˜es, como a normalidade, para a obtenc¸a˜o de
previso˜es e de intervalos de previsa˜o.
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5.4.1 Intervalos de Previsa˜o Bootstrap para modelos ARIMA
Como se viu anteriormente, ao usar o modelo ARIMA(2,1,1) para modelar a se´rie
logaritmizada do faturado do perfil B555, os res´ıduos, apesar de na˜o estarem correla-
cionados, na˜o teˆm distribuic¸a˜o normal e portanto ha´ necessidade de aplicar o me´todo
de Bootstrap.
Na secc¸a˜o 4.2 descreveu-se ao pormenor a metodologia usada para se obterem in-
tervalos de previsa˜o bootstrap para os modelos ARIMA(2,1,1).
Recorde-se que no primeiro passo se devem calcular os res´ıduos ε̂t, a partir de
ε̂t = Xt− φ̂0− (1 + φ̂1)Xt−1− (φ̂2− φ̂1)Xt−2 + φ̂2Xt−3 + θ̂1εt−1. Depois estes devem-se
centralizar e reamostrar com reposic¸a˜o.
O passo seguinte e´ a construc¸a˜o da se´rie bootstrap X∗t atrave´s da expressa˜o X
∗
t =
φ̂0 + (1 + φ̂1)X
∗
t−1 + (φ̂2 − φ̂1)X∗t−2 − φ̂2X∗t−3 + ε̂∗t − θ̂1ε̂∗t−1. Com esta nova se´rie
(X∗1 , X
∗
2 , . . . , X
∗
T ), obte´m-se as novas estimativas de Yule Walker
(
φ̂∗0, φ̂
∗
1, φ̂
∗
2, θ̂
∗
1
)
.
Considerando as u´ltimas p observac¸o˜es da se´rie original e obtendo-se ε̂∗T+k a partir
da func¸a˜o de distribuic¸a˜o F̂ε, determina-se o valor X
∗
T+k. Repete-se este procedimento
1000 vezes e obteˆm-se 1000 valores bootstrap futuros, X̂
∗(1)
T+k, . . . , X̂
∗(1000)
T+k . Ordena-
se a amostra e determina-se o intervalo de confianc¸a atrave´s dos quantis da func¸a˜o
distribuic¸a˜o bootstrap X̂∗T+k. Ao calcular a me´dia dos valores bootstrap futuros, obte´m-
se o valor pretendido da previsa˜o X̂∗T+k.
Efetuando todo este procedimento para a se´rie logaritmizada do faturado do perfil
B555 e considerando o horizonte temporal de 7 meses, isto e´ k=7, obtiveram-se as
previso˜es dos sete meses futuros, segunda coluna da Tabela 5.17. No entanto, pretende-
se obter a previsa˜o para a se´rie do faturado do perfil B555 e portanto ha´ a necessidade
de transformar as previso˜es obtidas, tal como se fez anteriormente para os outros perfis
de alumı´nio.
Teoricamente, deve-se obter a previsa˜o para a se´rie original, atrave´s da equac¸a˜o
(3.6), no entanto, ao efetuar essa transformac¸a˜o verificou-se um EQM maior do que
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fazendo apenas a transformac¸a˜o expYt(m). Ale´m disso as previso˜es obtidas tendem todas
para o infinito, o que na˜o sa˜o bons indicadores para o faturado dos meses futuros.
Assim, aplica-se somente a exponencial e obte´m-se os valores apresentados na coluna
treˆs da Tabela 5.17.
Note-se que as expresso˜es sa˜o recursivas e portanto o programa de previsa˜o boots-
trap, constru´ıdo em R, torna-se computacionalmente pesado a` medida que se considera
uma amplitude cada vez maior ou que se aumenta o nu´mero de paraˆmetros do modelo
considerado. Para este caso, o programa demorou apenas 16 segundos a executar.
Outra questa˜o que se deve ter em conta e´ o facto do programa basear-se na rea-
mostragem dos res´ıduos e portanto, a cada execuc¸a˜o do programa obte´m-se previso˜es
diferentes, mas todas muito pro´ximas. Na Tabela 5.17 apresenta-se apenas uma das
previso˜es.
Meses Valor previsto Valor previsto Valor real Intervalos bootstrap
logaritmizado transformado previsa˜o
janeiro 2,3346 10,33 220,60 ]0; 48836, 90[
fevereiro 2,8519 17,32 115,20 ]0; 59040, 51[
marc¸o 3,1670 23,74 374,50 ]0, 01; 11946, 08[
abril 3,0873 21,92 443,41 ]0, 01; 13657, 96[
maio 2,9498 19,10 312,80 ]0; 18070, 22[
junho 3,0196 20,48 91,10 ]0; 15603, 6[
julho 3,0700 21,54 517,41 ]0; 14702, 10[
Tabela 5.17: Comparac¸a˜o dos valores obtidos com os valores reais no Perfil B 555.
Na quinta coluna da Tabela 5.17 apresentam-se os intervalos bootstrap de previsa˜o
para os meses de janeiro a julho. Como se pode observar, estes teˆm uma grande
amplitude pelo que na˜o da˜o uma boa informac¸a˜o acerca da previsa˜o. Tambe´m os
valores previstos dos sete meses considerados esta˜o muito afastados dos valores reais.
Na tentativa de se perceber o porqueˆ de se obterem ta˜o ma´s previso˜es, testou-se o
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programa de bootstrap na se´rie do logaritmo do faturado do perfil A 080. Recorde-se
que quando se efetuou a modelac¸a˜o automa´tica na se´rie do logaritmo do faturado do
perfil A 080, foi tambe´m escolhido o modelo ARIMA(2,1,1). Portanto, o que se pretende
fazer de seguida e´ usar a mesma metodologia, ou seja, o mesmo programa bootstrap,
mas agora aplicado a` se´rie logaritmizada do faturado do perfil A 080. Assim pretende-se
perceber se se continua obter valores muito afastados ou na˜o e, ale´m disso, perceber se
a obtenc¸a˜o de maus resultados se deve a alguma falha na implementac¸a˜o do programa
bootstrap de previsa˜o.
Intervalos de Previsa˜o Bootstrap aplicados na se´rie do faturado do perfil A
080
Visto que o modelo obtido na modelac¸a˜o automa´tica, aplicada a` se´rie logaritmizada
do faturado do perfil de alumı´nio A 080, e´ igual ao modelo usado anteriormente, pode-
se usar o mesmo programa sem efetuar qualquer alterac¸a˜o, apenas necessitando de usar
a se´rie em questa˜o.
Efetuando-se todos os passos e considerando um horizonte temporal de sete meses,
obteve-se uma das previso˜es, segunda coluna da Tabela 5.18. Como se pretende obter
a previsa˜o para a se´rie do faturado do perfil A 080, ha´ necessidade de transformar as
previso˜es obtidas, tal como se fez anteriormente, sendo os resultados apresentados na
terceira coluna da Tabela 5.18.
Na quinta coluna da Tabela 5.18 apresentam-se os intervalos bootstrap de previsa˜o
para os meses entre janeiro e julho. Como se pode observar, estes teˆm uma grande
amplitude, o que ja´ acontecia nos intervalos de previsa˜o obtidos anteriormente, na˜o
dando por isso uma boa informac¸a˜o acerca da previsa˜o. Ja´ os valores previstos para o
faturado deste perfil de alumı´nio esta˜o bem mais pro´ximos dos valores reais, apesar de
na˜o serem uma boa aproximac¸a˜o das previso˜es.
Assim, pode-se concluir que o programa implementado na˜o tem aparentemente
nenhum erro e as ma´s previso˜es obtidas anteriormente podem advir do facto do modelo
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Meses Valor previsto Valor previsto Valor real Intervalos bootstrap
logaritmizado transformado previsa˜o
janeiro 6,5120 673,16 460,43 ]1, 35; 249408, 60[
fevereiro 6,2517 518,92 807,91 ]0, 42; 447474, 10[
marc¸o 6,4472 630,91 468,00 ]2, 84; 141426, 60[
abril 6,4883 667,44 205,50 ]2, 55; 118922, 90[
maio 6,4448 629,45 209,2 ]1, 89; 163678, 10[
junho 6,4707 645,92 567,30 ]1, 56; 142493[
julho 6,4729 647,34 1122,80 ]1, 96; 160724, 30[
Tabela 5.18: Comparac¸a˜o dos valores obtidos com os valores reais no Perfil A 080.
que se esta´ a considerar na˜o estar a modelar corretamente a se´rie e portanto na˜o ser o
melhor modelo a usar.
Visto que o modelo obtido para a previsa˜o do faturado do perfil B555 faz uso
da func¸a˜o automa´tica que considera modelos parcimoniosos, e a se´rie B555 apresenta
caracter´ısticas que na˜o esta˜o a ser consideradas no modelo ARIMA(2,1,1), como a
sazonalidade, pode-se concluir que a se´rie pode na˜o estar a ser modelada corretamente.
Sendo assim, o modelo ARIMA(2,1,1) na˜o e´ um bom modelo que descreva a se´rie em
questa˜o e deste facto adve´m o grande afastamento que as previso˜es teˆm em relac¸a˜o aos
valores reais.
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Cap´ıtulo 6
Conclusa˜o
Com este trabalho pode-se concluir que a discussa˜o sobre o tema em questa˜o
esta´ longe de estar esgotada. Sa˜o inu´meros os modelos e inu´meras metodologias que
existem para a obtenc¸a˜o de previso˜es. Comec¸o esta dissertac¸a˜o, dizendo que para se
obter valores futuros e´ necessa´rio olhar-se e estudar-se o passado e e´ isso que fac¸o ao
longo desta dissertac¸a˜o. Estudo e analiso o faturado de treˆs perfis de alumı´nio com
vista a encontrar um modelo que descreva e se adeque a`s se´ries temporais em questa˜o.
Nesta dissertac¸a˜o comec¸ou-se por apresentar modelos para Se´ries Temporais Esta-
ciona´rias tais como: AR(p), MA(q) e ARMA(p,q) e modelos para Se´ries Temporais
na˜o Estaciona´rias, tais como: ARIMA(p,d,q) e SARIMA(p,d,q)(P,D,Q). A metodolo-
gia usada para se efetuar a previsa˜o considerando os modelos ARIMA foram, o Me´todo
de Box e Jenkins e o Me´todo Automa´tico.
Seguidamente apresentou-se o procedimento para a obtenc¸a˜o de intervalos de pre-
visa˜o usando a metodologia Box e Jenkins. Este exige que os res´ıduos tenham uma
distribuic¸a˜o normal, no entanto, nem sempre isso acontece, como foi visto no Perfil
A333 na modelac¸a˜o automa´tica. Em alternativa apresentou-se a obtenc¸a˜o de interva-
los de previsa˜o com base no me´todo de reamostragem bootstrap, que na˜o exige esse
pressuposto.
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Posteriormente apresentaram-se outros modelos de previsa˜o, atrave´s dos Me´todos
de Alisamento Exponencial e modelos de Espac¸o de estados.
Todos estes modelos foram aplicados a treˆs perfis de alumı´nio da empresa Extrusal,
sendo o principal objetivo desta dissertac¸a˜o, a obtenc¸a˜o dos modelos que melhor preveˆ-
se o faturado dos perfis de alumı´nio. Para todos os perfis foi necessa´rio a logaritmizac¸a˜o,
uma vez que a se´rie e´ na˜o estaciona´ria em variaˆncia, por isso apo´s se prever o faturados
nos meses de janeiro a julho ha´ a necessidade de de efetuar a exponencial nos valores
obtidos, para se obter a previsa˜o do faturado para os perfis de alumı´nio. E´ tendo em
conta o valor obtido apo´s a exponencial que faz-se a comparac¸a˜o com os valores reais.
Para o perfil A 080 foi identificado o modelo SARIMA(0, 0, 1)(0, 0, 1)12, atrave´s da
metodologia de Box e Jenkins. Este modelo foi identificado atrave´s da ana´lise da FAC
e FACP, dos testes de ra´ızes unita´rias (para analisar a estacionaridade) e com o auxilio
dos crite´rio de selec¸a˜o AIC e BIC, de valores, 0,672486 e -0,261996, respetivamente,
escolheu-se este modelo. Apo´s a avaliac¸a˜o satisfato´ria do modelo, partiu-se para a
previsa˜o. Os valores previstos para os meses de janeiro a julho na˜o esta˜o muito longe
do que realmente foi faturado, com excec¸a˜o dos meses de abril e maio.
Seguidamente, identificou-se com o auxilio do R, um modelo ARIMA automa´tico,
ARIMA(2, 1, 1). Este modelo foi obtido atrave´s da func¸a˜o auto.arima(), que retorna
o melhor modelo ARIMA tendo em conta o teste de ra´ız unita´ria e a minimizac¸a˜o do
valor do AIC e de BIC, 0,6683045 e -0,2443379, respetivamente.
Apo´s a avaliac¸a˜o satisfato´ria do modelo, partiu-se para a previsa˜o, onde a faturac¸a˜o
dos meses de janeiro, marc¸o e maio foram satisfatoriamente prevista enquanto que a
referente a fevereiro, abril e julho foram desastrosas.
Comparando os valores de AIC e de BIC do modelo anterior com os do mo-
delo obtido automa´tico, observou-se que o valor de AIC e´ menor no modelo auto-
ma´tico, ja´ o BIC e´ menor no modelo anterior. Deste modo obteve-se valores pre-
vistos mais pro´ximos dos reais nos meses de janeiro, marc¸o abril e maio no modelo
ARIMA(2, 1, 1) e mais pro´ximo dos reais nos meses de fevereiro, junho e julho no
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modelo SARIMA(0, 0, 1)(0, 0, 1)12.
No perfil A 080 tambe´m se identificou um modelo usando a Metodologia de Alisa-
mento Exponencial. Comec¸ou-se por considerar dois modelos sem tendeˆncia mas num
considerou-se sazonalidade aditiva, modelo (N,A) e noutro considerou-se sem sazona-
lidade, modelo (N,N). Apo´s a avaliac¸a˜o satisfato´ria da componente residual, partiu-se
para a previsa˜o onde os valores previsto pelo modelo (N,N) sa˜o iguais para todos os
meses, o que ja´ se esperava. Comparando o previsto com os valores reais, apercebeu-se
que nos meses de abril, maio e junho as previso˜es obtidas nos dois modelos esta˜o longe
dos valores reais, ja´ no meˆs de junho obteve-se previso˜es bastante pro´ximas.
Para se obter um modelo ETS de Espac¸o de Estados automaticamente, usou-se
a func¸a˜o ets(dados,model = “ZZZ”) que nos indicou o modelo ETS(M,N,M), isto
e´, um modelo sem tendeˆncia, mas com erros e sazonalidade multiplicativa. Apo´s a
avaliac¸a˜o satisfato´ria da componente residual, obteve-se a previsa˜o e os intervalos de
previsa˜o a 80% e a 95% de confianc¸a. Relativamente a`s previso˜es, obteve-se nos meses
de abril e maio uma grande discrepaˆncia entre a faturac¸a˜o prevista e a real, ja´ nos meses
de janeiro e julho ja´ existe bastante proximidade. Quanto aos intervalos de previsa˜o
obtidos, observou-se que os de 95% teˆm os limites inferiores negativo, o que no contexto
do problema na˜o faz sentido e portanto os limites inferiores foram considerados nulos.
Ja´ os I.C a 80% sa˜o uma grande alternativa que a empresa uma vez que todos os valores
reais do faturado pertencem a esse intervalo e ainda teˆm uma amplitude menor que os
I.C a 95%.
Usando o EQM como crite´rio de selec¸a˜o do modelo que melhor preveˆ, obteve-se
o modelo (N,A), isto e´, modelo de Amortecimento Exponencial sem tendeˆncia e com
sazonalidade aditiva e portanto sera´ este o modelo que a empresa deve utilizar para
obter a previsa˜o do faturado para o Perfil A 080.
Para o perfil de alumı´nio A 333 foi identificado o modelo SARIMA(1, 1, 1)(1, 1, 4)12,
atrave´s da metodologia de Box e Jenkins. Atrave´s da ana´lise das FAC e FACP, e dos
testes de ra´ızes unita´rias, identificou-se um modelo que na˜o era invert´ıvel, portanto
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fez-se variar os valores de p, q, P e Q e com o auxilio dos crite´rio de selec¸a˜o AIC e BIC
de valores 0,698105 e -0,149019, respetivamente, escolheu-se este modelo.
Apo´s a avaliac¸a˜o satisfato´ria do modelo, partiu-se para a previsa˜o em que se obteve
uma faturac¸a˜o prevista muito pro´xima da faturac¸a˜o real nos meses de janeiro e maio,
mas muito desastrosa nos meses de fevereiro e abril.
Seguidamente, identificou-se com o auxilio do R, um modelo ARIMA automa´tico,
SARIMA(0, 1, 2)(0, 0, 1)12. Este modelo foi obtido atrave´s da func¸a˜o auto.arima(),
que retorna o melhor modelo ARIMA tendo em conta a exigeˆncia de estacionaridade
e a minimizac¸a˜o do valor do AIC e BIC. No entanto, ao fazer-se a avaliac¸a˜o do mo-
delo reparou-se que o modelo identificado apesar de ser estaciona´rio, na˜o e´ invert´ıvel
quebrando um dos pressupostos para se prosseguir para a previsa˜o. Sendo assim, para
este perfil de alumı´nio na˜o se considerou um modelo ARIMA automa´tico.
Posteriormente, usou-se os me´todos de Alisamento Exponencial, identificando-se o
modelo (A,A), modelo com tendeˆncia aditiva e sazonalidade aditiva. O modelo con-
siderado satisfez todos os pressupostos da avaliac¸a˜o e portanto partiu-se para a etapa
de previsa˜o, onde se observou uma grande proximidade das previso˜es em relac¸a˜o aos
dados reais, no meˆs de janeiro e um grande afastamento nos restantes meses.
Tambe´m se identificou um modelo ETS de Espac¸o de Estados, atrave´s da func¸a˜o
ets(dados,model = “ZZZ”) que nos indicou o modelo ETS(M,N,M), modelo sem
tendeˆncia, mas com erros e sazonalidade multiplicativa. Apo´s a avaliac¸a˜o satisfato´ria
da componente residual, obteve-se a previsa˜o e os intervalos de previsa˜o a 80% e a 95%
de confianc¸a. As previso˜es obtidas com este modelo esta˜o muito afastadas do valor
real, em que nos meses de fevereiro, abril e junho a discrepaˆncia e´ muito grande, ja´
para os meses de marc¸o e maio ja´ existe alguma proximidade.
Quanto aos intervalos de previsa˜o obtidos, observou-se que os de 95% teˆm os limites
inferiores negativo, o que no contexto do problema na˜o faz sentido e portanto os limites
inferiores foram considerados nulos, ale´m disso estes intervalos tinham uma amplitude
muito grande. Ja´ os I.C a 80% tinham uma amplitude menor, no entanto em alguns
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meses, estes na˜o conte´m o valor real do faturado.
Usando o EQM como crite´rio de selec¸a˜o do modelo que preveˆ melhor, obteve-se
o modelo SARIMA(1, 1, 1)(1, 1, 4), obtido com a metodologia Box e Jenkins. Sendo
assim, sera´ este o modelo que a empresa deve utilizar para obter a previsa˜o do faturado
para o Perfil A 333.
Para o perfil de alumı´nio B 555 apenas apresentou-se a metodologia ARIMA au-
toma´tica, uma vez que a` empresa interessa ter uma metodologia simples, acess´ıvel e
ra´pida. Atrave´s do R obteve-se o modelo ARIMA(2, 1, 1). Atrave´s da ana´lise aos
res´ıduos percebeu-se que o pressuposto da normalidade dos res´ıduos falha e portanto
na˜o se pode prosseguir para a etapa da previsa˜o, pelo menos usando a metodologia
de Box e Jenkins. Em alternativa usou-se o me´todo de bootstrap na previsa˜o e nos
intervalos de confianc¸a, uma vez que este me´todo ja´ na˜o necessita do pressuposto da
normalidade.
Apo´s se efetuar todo o procedimento descrito na secc¸a˜o 3.6.2, obteve-se umas pre-
viso˜es muito afastadas dos valores reais. Na tentativa de se perceber o porqueˆ de ta˜o
ma´s previso˜es, testou-se o programa de bootstrap na se´rie logaritmizada do faturado
do perfil A 080, uma vez que foi considerado o mesmo modelo ARIMA automa´tico.
Assim, para o Perfil A 080 obteve-se intervalos de previsa˜o de grande amplitude, o
que ja´ acontecia anteriormente, mas as previso˜es ja´ esta˜o pro´ximas dos valores reais,
apesar de na˜o serem previso˜es melhores que as encontradas anteriormente. Sendo
assim, concluiu-se que o programa implementado na˜o tem nenhum problema aparente
e as ma´s previso˜es podem advir do facto do modelo que se esta´ a considerar na˜o estar
a modelar corretamente a se´rie. Note-se que a func¸a˜o automa´tica considera modelos
parcimoniosos e o perfil B 555 apresenta caracter´ısticas que na˜o esta˜o a ser consideradas
no modelo ARIMA(2,1,1).
Comparando as previso˜es de todos os perfis de alumı´nio com os valores reais do
faturado, apercebeu-se que infelizmente os resultados na˜o foram satisfato´rios, uma vez
que em muitas situac¸o˜es na˜o conduziram a boas previso˜es, de acordo com a compara-
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c¸a˜o feita atrave´s da amostra teste. Este facto pode advir de outros fatores externos
a` empresa, como problemas econo´micos pelos quais muitos dos clientes da Extrusal
possam estar a passar e que influenciam os pedidos.
Tambe´m se percebeu que os valores previstos para o meˆs de abril, em todos os
modelos de todos os perfis de alumı´nio, esta˜o sempre bastante afastados dos valores
reais. Tal como referi anteriormente, este facto pode advir de algum fator externo a`
empresa que tenha influenciado as quedas dos pedidos dos clientes da Extrusal.
Assim, propo˜em-se algumas formas de contornar este problema. A primeira e´ a
utilizac¸a˜o de me´todos mistos, isto e´, a utilizac¸a˜o de va´rios estimadores obtidos atrave´s
de diferentes modelos os quais poderiam ser devidamente ponderados. Outra forma e´
a utilizac¸a˜o de previso˜es auto regressivas multi passos designadas ”boosting”. Tambe´m
se poderiam eventualmente ter considerado modelos na˜o lineares mas teriam outro tipo
de complexidade, Tong[44], ultrapassando o aˆmbito do trabalho.
Outra hipo´tese poderia passar por na˜o resolver o problema da previsa˜o reduzindo-o
ao contexto de se´ries temporais mas incluindo a possibilidade de fazer intervir varia´veis
explicativas. Isso envolveria ter acesso a outro tipo de informac¸a˜o por parte da empresa,
o que na˜o era o pretendido.
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Apeˆndices
Apeˆndice A
Neste apeˆndice apresenta-se alguns programas usados para a obtenc¸a˜o das previso˜es
obtidas no Cap´ıtulo 5. Os programas apresentados na˜o esta˜o comentados, mas teˆm
uma estrutura simples, pelo que se assume que sa˜o de fa´cil leitura para um leitor
familiarizado com o software estat´ıstico R.
A.1 Programa de previsa˜o com a metodologia Box e Jen-
kins para o Perfil A 080
library(rJava) ; library(xlsxjars); library(xlsx); library(graphics); library(stats); library(MASS); li-
brary(astsa); library(zoo); library(timeDate); library(forecast); library(tseries)
# LEITURA DOS DADOS
x1<-read.table(”A080003.txt”,dec=”,”, header=TRUE)
x<-x1[c(1:132),3]
xst=ts(x,frequency=12, start=2004)
var(x)
mean(x)
plot(xst,xlab=”anos”, ylab=”faturado”)
# ESTACIONARIZAC¸A˜O EM VARIAˆNCIA E IDENTIFICAC¸A˜O DO MODELO
lx=log(xst)
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adf.test(lx)
kpss.test(lx)
mean(lx)
var(lx)
plot(lx,xlab=”anos”, ylab=”log do faturado”)
dev.new()
acf2(lx,50)
ddlx=diff(lx,12)
acf2(ddlx, 50)
plot.ts(cbind(xst,lx,ddlx), main=)
adf.test(ddlx)
kpss.test(ddlx)
y=stl(lx, ”per”)
plot(y)
# ESCOLHA DO MODELO ATRAVE´S DO AIC e BIC
sarima(lx,1,0,1,0,0,1,12)
sarima(lx,1,0,1,1,0,0,12)
sarima(lx,1,0,1,1,0,1,12)
sarima(lx,1,0,0,0,0,1,12)
sarima(lx,1,0,0,1,0,0,12)
sarima(lx,1,0,0,1,0,1,12)
sarima(lx,0,0,1,0,0,1,12)
sarima(lx,0,0,1,1,0,0,12)
sarima(lx,0,0,1,1,0,1,12)
# ESTIMAC¸A˜O DOS PARAˆMETROS
s=arima(lx,order=c(0,0,1),seasonal=list(order=c(0,0,1),period=12))
# AVALIAC¸A˜O DO MODELO
s$var.coef
t<-polyroot(c(1,-0.1381))
abs(t)
r<-polyroot(c(1,0,0,0,0,0,0,0,0,0,0,0,-0.1866))
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abs(r)
adf.test(lx)
kpss.test(lx)
Box.test(s$residuals,lag=10, type=’Box-Pierce’)
tsdiag(s)
z=s$residuals
qqnorm(z)
qqline(z)
shapiro.test(z) ks.test(z,”pnorm”,mean(z),sd(z))
# PREVISA˜O
p<-sarima.for(lx,12,0,0,1,0,0,1,12)
exp(p$pred)
A.2 Programa de previsa˜o usando os modelos ARIMA
automa´ticos
s=auto.arima(lx)
sarima(lx,2,1,1)
# AVALIAC¸A˜O DO MODELO
s$var.coef
t<-polyroot(c(1,-0.0515,0.1453))
abs(t)
t<-polyroot(c(1,0.9310))
abs(t)
Box.test(s$residuals,lag=10, type=’Box-Pierce’)
tsdiag(s)
z=s$residuals
hist(z)
qqnorm(z)
qqline(z)
shapiro.test(z) ks.test(z,”pnorm”,mean(z),sd(z))
mean(z)
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var(z)
# PREVISA˜O
p<-sarima.for(lx,12,2,1,1)
p$pred
exp(p$pred)
A.3 Estimac¸a˜o do coeficiente de alisamento α.
alexp=function(x,intervalo)
e=NULL
for(alpha in intervalo)
e2=0
prev=x[1]
for(i in 2:length(x))
prev=c(prev,alpha*x[i-1]+(1-alpha)*prev[i-1])
e2=e2+(x[i]-prev[i])**2
e=c(e,e2)
plot(intervalo,e,type=”l”,xlab=expression(alpha),ylab=”Soma dos quadrados dos erros”)
e.min=min(e)
alpha=intervalo[e==e.min]
prev=x[1]
for(i in 2:length(x)) prev=c(prev,alpha*x[i-1]+(1-alpha)*prev[i-1])
return(list(alpha=alpha,sq2=e.min,prev=prev))
m=alexp(x,seq(0.01,0.99,0.001))
m
A.4 Programa de previsa˜o usando os modelos de Alisa-
mento Exponencial
library(rJava); library(xlsxjars); library(xlsx); library(MASS); library(graphics); library(stats);
library(utils); library(tseries); library(astsa); library(zoo); library(timeDate); library(forecast); li-
brary(hydroGOF).
# LEITURA DOS DADOS
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x1<-read.table(”A080003.txt”,dec=”,”, header=TRUE)
x1
str(x1)
x<-x1[c(1:132),3]
xst=ts(x,frequency=12, start=2004)
plot(xst)
mean(x)
plot(decompose(xst))
# IDENTIFICAC¸A˜O DO MODELO
holt1 <- HoltWinters(xst,beta=FALSE)
holt2 <- HoltWinters(xst,beta=FALSE,gamma=FALSE)
holt1
holt2
# ANA´LISE RESIDUAL
s1<-residuals(holt1)
s2<-residuals(holt2)
plot(s1)
plot(s2)
mean(s2)
Box.test(s1,lag=10, type=’Box-Pierce’)
Box.test(s2,lag=10, type=’Box-Pierce’)
acf2(s1)
acf2(s2)
qqnorm(s1)
qqline(s1)
qqnorm(s2)
qqline(s2) ks.test(s1,”pnorm”,mean(s1),sd(s1)) ks.test(s2,”pnorm”,mean(s2),sd(s2))
# PREVISA˜O
plot(fitted(holt1))
plot(fitted(holt2))
lines(fitted(holt2)[,1],col=3)
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holt1$SSE
holt2$SSE
p1 <- predict(holt1, 12, prediction.interval = TRUE, level = 0.95)
p1
plot(holt1,p1)
p2 <- predict(holt2, 12, prediction.interval = TRUE, level = 0.95)
p2
plot(holt2, p2)
A.5 Programa de previsa˜o usando os modelos de Espac¸os
de Estados
fit<-ets(xst)
fit
s<-residuals(fit)
plot(s)
mean(s)
Box.test(s,lag=10, type=’Box-Pierce’)
acf2(s)
qqnorm(s)
qqline(s) ks.test(s,”pnorm”,mean(s),sd(s))
prev<-forecast(fit, 12)
prev
plot(prev)
summary(prev)
A.6 Intervalos de Previsa˜o usando o Me´todo Bootstrap
# 1ºPASSO:
z a<-z-mean(z)
# 2ºPASSO:
y<-numeric()
phi1<-s$coef[1]
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phi2<-s$coef[2]
theta1<-s$coef[3]
B<-1000
p1<-numeric(B)
p2<-numeric(B)
p3<-numeric(B)
p4<-numeric(B)
p5<-numeric(B)
p6<-numeric(B)
p7<-numeric(B)
for(b in 1:B)
i<-sample(1:132,size=132,replace=TRUE)
aT<-a[i]
y[1]<- aT[1]
y[2]<-(1+phi1)*y[1]+aT[2]-theta1*aT[1]
y[3]<-(1+phi1)*y[2]+(phi2-phi1)*y[1]+aT[3]-theta1*aT[2]
for(i in 4:132)
y[i]<-(1+phi1)*y[i-1]+(phi2-phi1)*y[i-2]-phi2*y[i-3]+aT[i]-theta1*aT[i-1]
y s2=arima(y,order=c(2,1,1))
n<-s2$coef
#3ºPASSO:
aT[133]<-sample(a,1)
aT[134]<-sample(a,1)
aT[135]<-sample(a,1)
aT[136]<-sample(a,1)
aT[137]<-sample(a,1)
aT[138]<-sample(a,1)
aT[139]<-sample(a,1)
x2<-y[c(1:130)]
x2[131]<-lx[131]
x2[132]<-lx[132]
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for(k in 133:139)
x2[k]<-(1+n[1])*x2[k-1]+(n[2]-n[1])*x2[k-2]-n[2]*x2[k-3]+aT[k]-n[3]*aT[k-1]
p1[b]<-x2[133]
p2[b]<-x2[134]
p3[b]<-x2[135]
p4[b]<-x2[136]
p5[b]<-x2[137]
p6[b]<-x2[138]
p7[b]<-x2[139]
mean(p1)
mean(p2)
mean(p3)
mean(p4)
mean(p5)
mean(p6)
mean(p7)
exp(mean(p1))
exp(mean(p2))
exp(mean(p3))
exp(mean(p4))
exp(mean(p5))
exp(mean(p6))
exp(mean(p7))
# 5ºPASSO:
ic1<-p1[order(p1)]
L1<-quantile(ic1,0.025)
U1<-quantile(ic1,0.975)
exp(L1)
exp(U1)
ic2<-p2[order(p2)]
L2<-quantile(ic2,0.025)
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U2<-quantile(ic2,0.975)
exp(L2)
exp(U2)
ic3<-p3[order(p3)]
L3<-quantile(ic3,0.025)
U3<-quantile(ic3,0.975)
exp(L3)
exp(U3)
ic4<-p4[order(p4)]
L4<-quantile(ic4,0.025)
U4<-quantile(ic4,0.975)
exp(L4)
exp(U4)
ic5<-p5[order(p5)]
L5<-quantile(ic5,0.025)
U5<-quantile(ic5,0.975)
exp(L5)
exp(U5)
ic6<-p6[order(p6)]
L6<-quantile(ic6,0.025)
U6<-quantile(ic6,0.975)
exp(L6)
exp(U6)
ic7<-p7[order(p7)]
L7<-quantile(ic7,0.025)
U7<-quantile(ic7,0.975)
exp(L7)
exp(U7)
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Apeˆndice B
Neste apeˆndice apresenta-se algumas tabelas que conteˆm todos os tipos de modelos
de Alisamento Exponencial e todos os modelos de Espac¸o de Estados.
Figura 1: Modelos de Alisamento Exponencial, Hyndman e Athanasopoulos[17].
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Figura 2: Modelos de espac¸o de estados com erros aditivos, Hyndman e
Athanasopoulos[17]-representac¸a˜o de modelos ETS na forma de espac¸o de estados.
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onde 0 < α < 1, 0 < β < α e 0 < γ < 1− α.
Figura 3: Modelos de espac¸o de estados com erros multiplicativos, considerando Hynd-
man e Athanasopoulos[17].
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