Reservoir simulation to predict production performance requires two steps: one is history-matching, and the other is uncertainty quantification in forecasting. In the process of history-matching, rock relative permeability curves are often altered to reproduce production data. However, guidelines for changing the shape of the curves have not been clearly established. The aim of this paper is to clarify the possible influence of relative permeabilities on reservoir simulation using the uncertainty envelope.
Introduction
Reservoir simulation is routinely employed in the prediction of reservoir performance under different depletion and operating scenarios. This practical use of reservoir simulation requires two steps: one is history-matching, and the other is uncertainty quantification in forecasting. In the traditional approach, a single history-matched model, conditioned to production data, is obtained, and is used to forecast future production profiles. Since the history-matching is non-unique, the forecast production profiles are uncertain. Recently, in order to take account of the non-uniqueness of the inverse problem, a new methodology for uncertainty quantification has been introduced to the petroleum industry. The Markov Chain Monte Carlo method has been adopted by [1, 2, 3, 4] , along with the Neighbourhood Approximation [5, 6] , in order to investigate parameter space.
Here, the requirement for reservoir modelling is to generate multiple history-matched models which encapsulate the effect of the detailed features in a reservoir. In general, as the cell size of a model gets smaller, the accuracy for capturing the details improves. In reservoir modelling studies, the geostatistical approach has been employed to generate multiple realisations at the fine scale. Then, because simulation of the fine-scale model is usually too time consuming, the number of cells is reduced by upscaling to conduct history-matching. However, upscaling techniques have some problematic aspects in real situations. For example, given complete details of the fine-scale features, two-phase upscaling could be performed to calculate pseudo relative permeabilities for every coarse-grid cell in each direction. The pseudos then require grouping into a limited number of tabular functions for coarse-scale simulation, [7, 8] . Unfortunately, this procedure is not feasible, as it is time consuming and results may not be robust. On top of those issues on upscaling, the task of evaluating multiple realisations of geostatistical models still remains a research issue. For example, if you try to adjust a correlation length in geostatistical simulations to history-match the model, you need to take into account the variance of the multiple realisations as The approach proposed in this paper aims at encapsulating sub-grid heterogeneity in multi-phase functions directly at the coarse-scale, and predicting uncertainty. The proposed framework also aims at avoiding those problems in the conventional approaches discussed above which perturb fine-scale features, upscale the models and evaluate each performance.
Furthermore, during the process of history-matching, rock relative permeability curves are often altered to reproduce production data, although guidelines for changing the shape of the curves have not been clearly established. In this paper, we employ B-spline functions to parameterise relative permeabilities and try to clarify their influence on the uncertainty estimation. B-spline parameterisation is flexible allowing the capture of local features in the relative permeability curves, [9, 10, 11, 12] .
We use a synthetic fine-scale model, which is small enough to conduct flow simulations, and we assume that this is the "truth". After generating multiple history-matched models, we quantify the uncertainty envelope in a Bayesian framework. We compare the pseudofunctions as the representative of the truth with the relative permeabilities estimated using the history-matching procedure, at the coarse-scale. This comparison allows us to examine how reasonable the estimation of relative permeabilities is, in terms of encapsulating small-scale heterogeneity.
Theory for History-Matching and Uncertainty Quantification
Bayesian Inference. Bayesian inference, [13] , can be described by the following equation in the context of historymatching.
The vector m represents a set of parameters which describes a reservoir model and the vector o represents a set of observed data in the reservoir. Here, the probability of the vector means the joint probability for all components in the vector. The term prob(m) in Equation (1) is the prior probability which represents our state of knowledge about the model before making an observation, and the posterior probability prob(m|o) represents our state of knowledge about model after making an observation. The likelihood function, prob(o|m), is the probability that an observation is correct given the model. This function is used to update the prior probability. It implies how we should change the state of knowledge of prob(m) as a result of making an observation prob(o|m). The denominator in the right-hand side is referred as the normalisation constant, since the sum of the posterior probability over all possible models must equal one. Equation (1) has been adopted for uncertainty quantification in reservoir simulation, [1, 2, 3, 4] . In order to conduct Bayesian inference, we may need to integrate over a high-dimensional probability distribution. Markov Chain Monte Carlo (MCMC), which is Monte Carlo integration using Markov chains, is widely used to overcome the numerical difficulties in many applications, [14] .
Neighbourhood Approximation (NA) Algorithm and NA-Bayes Algorithm. The Neighbourhood Approximation (NA) algorithm is a stochastic sampling algorithm, which was originally developed to solve an inverse problem in seismology, [5] , and the application of the NA-algorithm to history-matching has recently been introduced to the petroleum industry, [15, 1, 2, 3, 4] . The algorithm uses information obtained from previous runs to bias the sampling of model parameters to regions of parameter space where a good fit is likely. In this way it attempts to overcome a main concern of stochastic sampling, namely poor convergence.
The algorithm explores parameter space using Voronoi cells. Multiple history-matched models are generated in parameter space according to the following rule. At each iterative stage, the algorithm generates n s models and calculates their misfit values. Then all the models, including those previously generated, are ranked to determine the best n r cells. n s new models are then generated in these n r cells, i.e., by placing n s /n r models in each cell. The philosophy behind the algorithm is that the misfit of each of the previous models is representative of the region of its neighbourhood, defined by its Voronoi cell. Therefore at each iteration step, new samples are concentrated in the neighbourhoods surrounding the better data-fitting models. Thus the objective of the algorithm is to bias the sampling to good history-matching regions of the parameter space. By its nature, the algorithm exploits information in all previous models to selectively sample parameter space. The two parameters that control the algorithm are n s and n r . Indeed, these are the only tuning parameters that control the performance of the algorithm. The amount of exploration and exploitation performed by the algorithm is dependent on these parameters.
Sambridge [6] also applied this Neighbourhood Approximation to the sampling from the posterior probability distribution (PPD) in Bayesian framework, (NA-Bayes Algorithm). Suppose that we have obtained the information on the PPD during the history-matching with NA. Then, we use MCMC to evaluate the posterior expectation without conducting any additional flow simulations. By simply setting the known PPD of each model to be constant inside its Voronoi cell, we can construct an approximate PPD from a fixed ensemble. This approximation allows us to avoid calculating the real PPD of the new proposed models at each step of MCMC. Further details of the NA-Bayes Algorithm are described in Appendix B. In this paper we used this scheme of the MCMC with the Neighbourhood Approximation to evaluate the posterior expectation and P10 and P90 cut-offs, [1, 2, 3, 4] .
Model and Problem Description
Fine-Scale Model, Coarse-Scale Model and Observed Data. We assume a water flooding scenario in an oil reservoir. We generated a 2D truth model, which is shown in Figures 1 (permeability distribution) and 2 (histogram). This is also referred to as the fine-scale model, in contrast to the coarse-scale model used for history matching ( Figure 3 ). There are 55×275×1 cells in this fine-scale model, each of size 5m×5m×20m. Porosity is 0.2 and is uniform throughout the model. The permeability was generated by Sequential Gaussian Simulation (SGS), [16] , and was conditioned to data for 2 vertical wells (200mD). The correlation length is 135 m in the Y-direction (North) and 67.5 m in the X-direction (East). The Gaussian random numbers were transformed to logarithmic permeabilities, ln(k), by multiplying them by the standard deviation and adding the mean. In this case, the mean and standard deviation of ln(k) were assumed to be 5.3 and 0.5 respectively. Relative permeability for the truth model was assigned by adopting Corey-type rock curves [17] with an exponent of 2, i.e.,
where K ro (S w ) and K rw (S w ) denote oil and water relative permeabilities, S w is water saturation, S wc is connate water saturation and S or is residual oil saturation. Oil viscosity is approximately 1.0 [cp] and water viscosity is 0.3 [cp] . The other parameters for the fluid properties are the same as those in the second data set of the 10th SPE Comparative Solution Project [18] .
The coarse-scale model ( Figure 3 ) was employed for multiple flow simulations for history-matching. The coarse cell size is 275m×275m×20m and the number of cells is 1×5×1. The producer and water injector wells were placed at the centres of the edge coarse cells, and the well positions in the coarse-scale model are exactly the same as those in the fine-scale (truth) model. The boundary conditions were the same in both scale models: the producer well was controlled by a bottom hole pressure (BHP) of 400 [bar], the injector well was controlled by a rate of 330.0 [m 3 /day] (reservoir conditions) and BHP limit of 689.48 [bar] , and the sides of the model were sealed.
The main task of this paper is to estimate relative permeabilities at the coarse scale through history-matching rather than varying parameters at the fine scale. The correlation length of the truth model is less than half of a coarse-scale cell (275m). In other words, each coarse-scale cell contains subgrid heterogeneity for which the range is smaller than a cell. In most models, a range of coarse-scale relative permeability curves is required to take account of fine-scale effects. Also, the relative permeability usually depends on distance from the wells in coarse-scale models, [19] . In this study, however, we have chosen to concentrate on the second and third cells from the injector cell as our target cells for history matching, and we refer to them below as Cell 2 and Cell 3, respectively ( Figure  3 ). For simplification, although the truth model is unknown in real situations, we used the truth model to fix all parameters other than relative permeabilities of Cells 2 and 3. Details of the coarse-scale model are provided in Appendix B.
We history-match the model by adjusting a single set of relative permeability curves for those two cells. For comparison, we also calculated two sets of pseudofunctions for the two cells using the PVW method (ECLIPSE PSEUDO package [20] ). Figures 4 and 5 show the production performance of the fine-scale model, the coarse-scale model with rock curves and the coarse-scale model with pseudofunctions. The oil rate and injector bottom hole pressure (BHP) of the coarse-scale model with pseudofunctions coincide with those of the fine-scale model, whereas the coarse-scale model with rock curve fails to reproduce the fine-scale profiles in some intervals. In the section below, we replace the two sets of pseudofunctions with the one set of optimised relative permeability curves and compare the results.
We use the oil rate and injector BHP as history data. To create a more realistic case, we added uncorrelated random noise to the fine-scale data in the following way. We drew a set of random numbers rnd from a normal distribution, rnd ∼ N(0, 1), and defined Observed Oil Rate and Observed Injector BHP:
(Observed Inj. BHP) = (Fine model Inj. BHP) + σ p rnd, (6) where σ q and σ p are the standard deviations of the data errors for the oil rate and injector BHP respectively. In this paper, we assume that σ q = 15.0 [m 3 /day] and σ p = 1.0 [bar]. We denote the fine-scale data as the truth in the sections below. Then we use data for 1350 days as history data. The task is to history-match the coarse-scale model to the observed data, by adjusting the relative permeability curves. Finally, we forecast the production performance to 4000 days, and quantify the uncertainty in our forecast.
Misfit Definition. In this paper we assume that the data errors are independently and identically distributed (IID). A more advanced definition of error models is discussed in [21] . We define the likelihood function in the following Gaussian expression.
Here q and p represent the simulated oil rate and BHP respectively, and q and p represent the observed oil rate and BHP respectively. The subscript k = 1, 2, . . . , N represents the time step. N is the total number of the time series data. As above, σ q and σ p are the standard deviations of the data errors. Accordingly, the measure of misfit, M, as an object function can be given in the least square sense by the following equation.
Parameterisation for Relative Permeabilities
Issues on Relative Permeabilities. Relative permeability is defined as the ratio of phase permeability to absolute permeability and is assumed to be a function of saturation, [22, 23] . Relative permeability curves for a core sample can be obtained from steady-state or unsteady-state core flooding experiments. The unsteady-state method is usually preferred to the steady-state method because of the time required. The JBN method [24] may be used to calculate relative permeabilities from unsteady-state displacements, using the saturation and fractional flows measured at the effluent end of the core. Alternatively, relative permeabilities may be derived by history-matching at the core scale, so that the simulation result from a numerical model of the core flooding matches the observed data.
It is not appropriate to use relative permeability curves obtained from core flooding experiments directly in coarsescale simulation models. Ideally they should be upscaled to account for geological heterogeneity, fluid forces and numerical gridding effects. However, two-phase upscaling is time consuming and is not robust [25, 26] . An alternative approach is to obtain relative permeabilities directly at the coarse scale by history-matching, and this is the approach taken here.
B-spline Function for Relative Permeabilities at the Coarse
Scale. B-splines are piecewise polynomials which form useful local basis elements for spline spaces, [27] . The shapes of the basis elements are determined by a knot-vector, which is a partition of the interval on which the function is to be defined. The advantage is that any continuous function can be approximated by polynomial splines with sufficient number of knots. Introduction of knots in an interval gives flexibility in defining the function over that interval. Whereas the power law (Corey) [17] and exponential function (Chierici) [28, 29] have only a small number of parameters to control the shape of the whole relative permeability curve, B-spline functions can have more parameters each of which control a limited part of the curve, [9, 10, 11, 12] . This characteristic of B-spline function leads to the local flexibility for adjusting curves during the history-matching. In this paper, we parameterise the relative permeability with the fourth order (cubic) B-spline function in the following way.
where K ri (S w ) is the relative permeability for the i-th phase, N is the j-th B-spline coefficient for the i-th phase and n is the B-spline dimension, [27, 11] .
It is important to select appropriate parameters for the spline function (number of dimensions and knot spacing) to produce a realistic shape for the relative permeabilities, [10, 12] . Preliminary tests for nearly linear water flooding cases were performed on 2D stochastic models, which were upscaled using dynamic upscaling (PVW method, [20] ). These tests showed that when a model was upscaled, the pseudo relative permeabilities were shifted to the right compared with the rock curve to compensate for numerical dispersion, [30, 31] . On the contrary, if there is a long correlation in the principal flow direction, the pseudo relative permeabilities are shifted to the left to represent early breakthrough. According to these results, we decided to use 6 B-spline Basis functions (6-dimension), with nonuniformly spaced knots at water saturations of 0.20, 0.35, 0.50 and 0.80. This allows us to represent complex pseudos functions, especially in the saturation range between 0.2 and 0.5. The B-spline basis functions are shown in Figure 6 .
Prior Distribution and NA-Algorithm Parameters. We based the prior information on both the rock curves and the scale-change effect in order to narrow down the parameter space of B-spline coefficients. This tends to reduce the computational cost for history-matching, i.e. the number of flow simulations required to converge to the best fit regions in the parameter space. We fixed the minimum and maximum values for each B-spline coefficient as shown in Table 1 . The range of relative permeabilities corresponding to the minimum and maximum coefficients are shown in Figure 7 .
In real situations we can not calculate pseudofunctions for thousands of fine-scale models. So here we just roughly speculated the possible parameter ranges, rather than abstracting the detailed features, of the pseudofunctions for a variety of models which have different correlation lengths. Figure 7 shows the pseudofunctions, calculated for a range of correlation lengths: 0 ≤ λ X ≤ 67.5 m, and 0 ≤ λ Y ≤ 1350 m. The total number of models generated by SGSIM is 96, 16 cases times 6 realisations for each case, including the truth model. The standard deviation and mean assumed in the transformation to logarithmic permeabilities are the same as those for the truth model explained above. Figure 7 also includes a homogeneous model in which the only effect is the compensation of numerical dispersion. Figure 7 indicates that we selected the minimum and maximum values of B-spline coefficients in advance so that we could narrow down the parameter space and cover a wide variety of pseudofunctions encapsulating the possible fine-scale features.
As shown in Table 1 , we use history-matching to set the relative permeabilities by adjusting 8 parameters, 4 for each phase, within the specified ranges. In the section below, Since NA-algorithm samples parameters within the prior ranges, it can be said that the resultant ensemble is automatically truncated by the edges of uniform prior distribution. Then, the next task is to sample the resulting ensemble using MCMC with Neighbourhood Approximation. This step of MCMC is referred to as sampling from posterior probability distribution (PPD). Here, because of the Neighbourhood Approximation, the products of likelihood and prior distribution, prob(o|m) × prob(m), of the second ensemble have already been evaluated at the first step.
The characteristic of NA-sampling, in terms of exploration and exploitation, is largely controlled by the two tuning parameters n s and n r , [5] . The values of n s and n r used in this paper were 96 and 48 respectively, because we aimed at the exploratory sampling within the limitation of computational cost.
Results of Estimating Relative Permeability and Production Performance
Quantifying uncertainty requires several hundreds to thousands of realizations. In this paper we present results where we have used the NA-algorithm to generate 7296 models by sampling a 8-dimensional parameter space. To quantify the uncertainty in our predictions, we ran a long chain of the MCMC algorithm on the misfit surface, collected 100000 models in total and performed a Bayes update of the probabilities. We monitored the frequency of visits to each Voronoi cell during the random walk. Thus we were able to calculate the relative probability of each model in the ensemble. Since the MCMC algorithm samples from the posterior distribution, through the product of the likelihood and the prior distribution, the calculated probability is representative of the posterior probability of each model. Using the probability of each model, we determined not only the expectation, but also P10 and P90 cut-offs for each of the estimated relative permeabilities and production profiles.
We used the observed data up to 1350 days, corresponding to 38.9% of water cut, for history-matching and quantified the uncertainty up to 4000 days. The results are shown in Figures  8 to 15 . Figure 8 confirms the convergence of NA-sampling to regions of good fit. Figure 9 indicates that the optimised relative permeability curves are similar to the pseudofunctions. In other words, the two pseudofunctions could be grouped into one set of curves. Figures 10 and 11 illustrate the history-matching results for the oil rate and the injector BHP. In this case, the simulated oil rate and injector BHP seem to almost overlap with the truth profile. Figure 12 plots the 1-dimensional posterior probability distribution for each of the parameters. These are projections of the multidimensional posterior probability distribution onto each of the 8 parameter axes. As shown in Figure 12 , the marginal distributions of some parameters, e.g. Parameter 1, Parameter 4 and Parameter 8, have wide shapes rather than the narrow skewed shapes seen in the other parameters. The wide PPD means that the parameters may not be fixed through history-matching because of the lack of adequate information or noisy observed data. Also, the features of the wide PPD caused a wide uncertainty envelope in the relative permeability curves, Figure 13 , and in the production profiles during the prediction period, Figures  14 and 15 . The spread in oil rate, between the P10 and P90 values, is relatively small. However, in a real reservoir, this could represent a significant difference in cumulative oil, and shows the importance of taking uncertainty into account when planning the development of a field.
Discussion
Recently a new concept of "Top-down reservoir modelling" has been discussed, [32] . The way of thinking is to start at the coarse scale, keep the model simple and add the detailed features later to evaluate the uncertainty, for instance using downscaling methods, [33, 34, 35] . In the context of "Top-down reservoir modelling", the procedure proposed in this paper can contribute to history-matching and uncertainty prediction at the coarse scale without refining it. For example, suppose that you are given a roughly history-matched model, and the large-scale heterogeneity, such as channel delineation and fault compartmentalisation, has already been fixed. The following task is to take into account the small-scale heterogeneity which the main representations of the simple model may miss. Here, it is an inevitable bar to appropriate modelling that we do not know the true fine-scale permeability distribution. In such situations, our procedure shows how it may be possible to encapsulate small-scale flow phenomenon in relative permeabilities of the coarse-scale cells, using the flexible B-spline parameterisation and the NA-sampler.
Conclusion
This paper has demonstrated a methodology for adjusting relative permeabilities to generate history-matched models at a coarse scale, and quantifying uncertainty in reservoir performance forecast using the Neighbourhood Approximation algorithm and Markov Chain Monte Carlo.
In order to conduct the numerical experiments, we used a synthetic data set for which the true solution is known. We examined the optimised relative permeabilities and their uncertainty envelope by comparing them with pseudofunctions that were generated from the truth model. The optimised relative permeabilities and their uncertainty envelope were found to resemble pseudofunctions. This evidence indicated that the estimated relative permeability curves would encapsulate the fine-scale flow phenomenon through the local features of the B-spline functions. The key is to evaluate the relative permeabilities so that they can represent both the sub-grid heterogeneity and the numerical coarse-scale effect. One of the issues which remains as future research is how to decrease the number of parameters or limit their ranges to decrease computational cost.
Basically, it is the essential and practical task of reservoir simulation to speculate on the future performance from only a limited number of production data. Therefore, you need to understand how the relative permeabilities affect the overall production performance, whatever procedure is used to adjust the curves during history-matching. From this requirement, our results clarified the possible influence of relative permeabilities on the envelope of uncertainty in production.
Acknowledgement
We should like to thank JOGMEC for sponsoring Hirofumi Okano, NIOC for sponsoring Hashem Monfared and the following companies for sponsoring the Uncertainty and Upscaling Projects: Anadarko, BG, BP, ConocoPhillips, the DTI, Eni, JOGMEC, Landmark Graphics, Petronas, Statoil, and Shell. We should also like to thank Schlumberger for the use of the ECLIPSE and PSEUDO Package. j (S w ) = j-th normalised cubic B-spline basis function N(mean, standard deviation) = normal distribution n r = number of refinements at each iteration in NA-algorithm n s = number of samples at each iteration in NA-algorithm o = vector of observed data prob(m) = prior probability of model parameters prob(m|o) = posterior probability of model parameters prob(o|m) = likelihood function of model parameters p = injector bottom hole pressure, mL −1 t −2 , bar p k , q k = simulated data at time "k" for p and q p k , q k = observed data at time "k" for p and= oil rate, L 3 t −1 , m 3 /day rnd = random numbers S w = water saturation S or = residual oil saturation S wc = connate water saturation σ p , σ q = standard deviations of data errors for p and q λ X , λ Y = correlation length in X-direction and Y-direction calculated the absolute transmissibilities using the averaging method adopted in the PVW method of the Eclipse Pseudo Package [20] . 
