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We study a problem in real-time target tracking by means of a one-dimensional
``random'' Kalman]Bucy filter. The tracking device has constrained processing
Ž .power and hence has to choose 1 a subregion to be observed out of a larger
Ž .region in which the target motion takes place and 2 a finite resolution scale. As a
consequence the variance of the best prediction of the location of the target
becomes a random process. The tracking is satisfactory if the expected time it takes
the variance process to enter a finite strip is finite. We determine the optimal
choice of subregion and resolution and give conditions on the model that insure a
satisfactory tracking procedure for this choice. In addition, using large deviation
estimates for Bernoulli random walks, we obtain exponential bounds for the tail
probabilities of the expected entrance time of the variance process. Q 1999 Aca-
demic Press
Key Words: affine random walk; observability; optimal control.
1. INTRODUCTION
The problem we will be analyzing arises in target tracking without
human intervention. We approach this problem by using a one-dimen-
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sional ``random'' Kalman]Bucy filter. The general situation is as follows:
A machine tries to track an object moving in some n-dimensional region.
Ideally, the machine ``takes a picture'' of that region, analyzes the informa-
tion given in this observation, and locates the object}instantaneously! In
a realistic situation, the machine has limited processing power at its
disposal. This has several implications. One, the machine has to choose a
subregion for each observation because to analyze an observation of the
whole region would take too long. Two, the machine has to choose the size
Žof the pixels the picture is divided into when analyzed choice of resolu-
.tion . This means one only gets an approximate location for the object.
Furthermore, based on the information about the location of the object
obtained so far it has to predict its current location and decide where the
next picture is to be taken. The time span between two observations is at
least the processing time for the first of those two observations. In the
meantime the object has moved on. It follows in particular that for a given
observation the object may or may not be found therein. As a consequence
the variance of the best prediction of the location of the object becomes a
random process. In what is usually referred to as the Kalman]Bucy filter
this process is deterministic. In our case this process is an affine random
walk. If ¤ denotes the variance at the time the k th observation is made,k
then
d ¤ q b with probability p ,1 k¤ s 1Ž .kq1 ½ d ¤ q b with probability 1 y p ,2 k
where p is the likelihood of finding the object in the kth observation. The
positive numbers d , d , and b are calculated from processing time,1 2
resolution, variance, and characteristics of the target motion. Clearly, for
any model of interest we need to have
0 - d - 1 - d .1 2
The tracking is considered satisfactory if this variance process enters a
given finite strip in finite time. This is made precise in the definition of
real-time observability below.
The question raised is: what conditions on the parameters processing
time, resolution, ``size'' of subregion being observed, and likelihood of
finding the object in the subregion imply real-time observability? Without
imposing any particular relation between these parameters a sufficient
w xcondition was established in 1 . This used martingale techniques in order
to obtain a bound on the expected entrance time of the variance process.
It requires in particular that the width of the strip the variance process has
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to enter not be too small. Denoting by M the strip width and by T theM
entrance time, we have
THEOREM 1. Assume
p log d q 1 y p log d - 0.Ž .1 2
If M is chosen large enough, namely,
b
M ) ,p 1yp1 y d d1 2
then, for any starting point ¤ ) M, we ha¤e0
log ¤ y log M y log d0 1
ET F .M p 1yplog 1rd dŽ .1 2
Ž .Remark 1. Since log is concave, the condition p log d q 1 y p log d1 2
Ž .- 0 is weaker than the condition pd q 1 y p d - 1. It is easily seen1 2
that this stronger condition is required for lim ¤ to exist.k “‘ k
w xIn this paper, borrowing from the exposition in 3 , we assume a specific
relationship between the parameter processing time, window size, resolu-
tion, and probability of finding the object. This relationship is directly
motivated by the physical description of the system and is developed in
Section 2. It reduces the above parameter list to two}window size and
resolution. Under certain conditions on the tracking device we are then
Ž .able to determine the optimal policy for those parameters Corollary 4 . At
this point, the optimal policy still depends on the current value of the
variance. Corollary 5 shows that for large variances}in light of the
condition on the strip width in Theorem 1, the only case we are interested
in}the optimal policy is well approximated by a policy independent of the
variance process. We adopt this policy in Section 4. Theorem 1 is a
w xrestatement of the main result in 1 . Using classical estimates for sums of
Bernoulli random variables we are able to provide much more detailed
information on the entrance time. Theorem 2 gives explicit exponential
bounds on the probability that it takes more than k steps to reduce the
target variance below level M. Denote P the likelihood of the eventk
 4T ) k and C a constant depending on M, b, d , d , and p, whoseM 1 2
Ž .explicit form is given in 36 . Then
THEOREM 2. Assume
p log d q 1 y p log d - 0.Ž .1 2
If M is chosen large enough, namely,
b
M ) ,p 1yp1 y d d1 2
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then C ) 0 and for any e with 0 - e - C, if
1 log ¤ rMŽ .0
k ) ,
e log d rdŽ .2 1
1 2P - exp y2k C y e .Ž .Ž .k C y e
Theorem 3 gives conditions under which Theorems 1 and 2 are applica-
ble for the large-variance-limit optimal policy. Denote by l and v con-
stants describing the deterministic and the random part of the target
Ž . Ž .motion, introduced in 2 and 5 , by c and a characteristics of the
Ž .processing speed used to determine the processing time t , see 7 , by t 0
the minimal processing time, and by a and u the parameters of the model
Ž Ž ..representing window size and resolution, see 10 which solve the large-
Ž . Ž .variance-limit optimality equation f a, 0, a s lc, where f is given in 23 .
Ž .Finally, denote q ? a function determined by the model which is boundeda
Ž .below by a positive, strictly increasing function; see 37 . Our main result is
'THEOREM 3. Assume that 4lc - 1r 2p and let a be any solution of
Ž .f a, 0, a s lc. If t is small enough, namely,0
1
t - q a ,Ž .0 a2l
and if M is big enough, namely,
v exp 2lt y 1Ž .Ž .
M ) ,p
1 y exp 2lt ur 1 q uŽ . Ž .Ž .
then the conclusions of Theorem 1 and 2 hold.
Vision based tracking devices as described here are of importance in
w xsuch areas as ground]air defense. In 3 the first in-depth study of the
impact of limited processing power on real-time target tracking was
w xundertaken and in 1 a general result was obtained. The generality of this
result also means that it is rather removed from actual applications. This
paper bridges this gap. It provides specific conditions on tracking devices
such that, provided one follows the optimal strategy, real-time observabil-
ity is insured.
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2. THE MATHEMATICAL MODEL
Ž .The motion of the object target is modeled by a linear deterministic
equation to which a random term has been added
dx s l x dt q V dW . 2Ž .t t t
The initial location of the object is the constant x . We shall discuss here0
the one-dimensional case only. So, W is a standard Brownian motion and
Žl and V are positive real constants the case l - 0 is Langevin's equation
.and is well understood . Thus we have a stochastic differential equation in
the sense of Ito. It is a linear equation that has an explicit solution,Ã
t
lt yl sx s e x q V e dW , 3Ž .Ht 0 sž /0
and, in particular, the solution is a Gaussian process. Taking expectations
Ž . w x ltin 3 gives E x s e x . From this we can calculate the variance ¤ of x,t 0
V2
2 l t¤ t s e y 1 . 4Ž . Ž . Ž .
2l
The constant
v s V2r2 l 5Ž .
can be viewed as a measure for the randomness of the motion: The smaller
Ž .it is, the more deterministic is the motion. It follows from 4 that
¤ s e2 lŽ tkq 1yt k .¤ q v e2 lŽ tkq 1yt k . y 1 , 6Ž . Ž .kq1 k
Ž .where ¤ s ¤ t .k k
A machine tries to track this object by taking pictures and locating it
Žthrough analysis of the array of pixels the picture consists of in our
.one-dimensional case really a string of pixels . In a realistic situation the
machine has limited processing power at its disposal and thus choices need
to be made. One, we have to decide what size of region we take a picture
of and where the camera should be pointed, i.e., choose an interval
w xm y A, m q A on the real line. Two, we have to decide what the
'resolution of the picture should be, i.e., choose the size of the pixels, say r .
The total number of pixels the tracking device will have to process is then
given by
'N s 2 Ar r .
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We call the time it takes the device to analyze a picture the processing
time, t . Clearly, we expect t to be increasing with N. Our model for the
processing time is
t s t q cN a . 7Ž .0
Here t is the minimum processing time, and c and a are positive0
constants reflecting the speed of the processor and the efficiency of the
algorithm used, respectively. We will assume 1 F a F 2.
'The above description with basic pixels of size r is mathematically
Ž . Ž .undesirable because the law of x t given that x t was located in the
w x'interval m, m q r is not Gaussian. To remedy this we make the
Ž .following modification. Let the location x t of the particle contribute to
Ž .the measurement y t of the tracking device according to the obser¤ation
equation
y t s x t q h r .Ž . Ž .
r Ž .Here, h is centered, Gaussian with variance r. This means that x t is
Ž . Ž .'very likely within a few standard deviations r of y t , i.e., located in an
Ž . 'interval around y t whose length is of order r . The best estimate for
Ž . w Ž . < Ž .xx t is E x t y t , whose law is Gaussian with variance
¤ t rŽ .
. 8Ž .
¤ t q rŽ .
We denote by t the time the k th picture is taken and by r and A thek k k
resolution and size of this picture. Since our picture only covers a finite
interval it follows that the object may or may not be found therein. If the
object is not found, the measurement has no influence and the variance
Ž .evolves according to 6 . If the object is found, then we have to replace ¤ k
Ž . Ž .in 6 by the variance of the best estimator which is given in 8 . In this
case the variance evolves according to
¤ rk k2 lŽ t yt . 2 lŽ t yt .kq 1 k kq1 k¤ s e q v e y 1 . 9Ž . Ž .kq1 ¤ q rk k
w xThe length of the interval t , t will be taken to be the processing timek kq1
t for the data from the kth observation made at time t . To complete thek k
mathematical model we have to determine what the likelihood p is tok
w xfind the object in the interval m y A , m q A . We know that the law ofk k
the object is Gaussian and to maximize p we center the interval aroundk
the mean value of x . Thenk
dx dxA A r ¤'k k k2 2p s exp yx r 2¤ s exp yx r2 .Ž . Ž .Ž .H Hk k '2p ¤ 2p'yA yA r ¤'k k kk
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Now let
a s A r ¤ and u s r r¤ . 10Ž .'k k k k k k
Ž .Then the evolution equations for the variance process ¤ arek k G 0
uk¤ s exp 2lt ¤ q v exp 2lt y 1 11Ž . Ž . Ž .Ž .kq1 k k k1 q uk
with probability p , andk
¤ s exp 2lt ¤ q v exp 2lt y 1 12Ž . Ž . Ž .Ž .kq1 k k k
a'Ž .with probability 1 y p , where t s t q c 2 ar u andk k 0
a dxk 2p s exp yx r2 .Ž .Hk '2pyak
w xThe following definition due to C. Olivier, see 3 , quantifies when the
tracking device is considered satisfactory.
Ž .DEFINITION 1 real-time observability, RTO . A stochastic system is
Ž .said to be real-time observable if the variance process ¤ satisfies thek k G 0
following: There exists M ) 0 such that T , defined byM
 4T s inf n: ¤ F M ,M n
satisfies
E T - ‘¤ M0
for every constant ¤ with ¤ ) M. Here E stands for the expectation0 0 ¤ 0
conditioned by the event that the variance process starts at ¤ .0
3. OPTIMAL POLICY
The optimal choice for a and u has to minimize the conditional
w < x Ž . Ž .expectation E ¤ ¤ . Suppressing k, it follows from 11 and 12 thatkq1 k
the conditional expectation as a function of a and u is given by
a 22 a ¤ p
E a, u s exp 2l t q c v q ¤ y y vŽ . 0 ž /ž /ž /'ž / ¤ q u ¤u
¤
s exp 2lt v q ¤ y y v . 13Ž . Ž .ž /1 q u
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We now study the extrema of E:
a
› E a 2 a ¤p
s exp 2lt 2lc v q ¤ yŽ . ž /ž /ž '› a a 1 q uu
¤ 2
2y exp ya r2 ,Ž .( /1 q u p
a
› E ¤p a 2 a ¤p
s exp 2lt y lc v q ¤ y .Ž . 2 ž /ž /'ž /›u u 1 q uu1 q uŽ .
Now › Er› a s 0 implies
a 22 a a exp ya r2Ž .
lca vr¤ q 1 1 q u y p s , 14Ž . Ž . Ž .Ž .ž /' 'u 2p
and › Er›u s 0 implies
a2 a u p
lca vr¤ q 1 1 q u y p s . 15Ž . Ž . Ž .Ž .ž /' 1 q uu
Ž . Ž . Ž .We call a point a, u a critical point if it solves 14 and 15 . It follows
Ž .immediately that for a critical point a, u we have
a
u s . 16Ž .2'2p exp a r2 p y aŽ .
2Ž . Ž .'Note that for a ) 0 we have p ) 2rp a exp ya r2 and thus 0 - u a
- 1. We find that at a critical point
› 2E
exp y2ltŽ . 2› a
2
2s exp ya r2Ž .(
p
2¤ a y 1 2 exp ya r2Ž .
= q a y , 17Ž .(ž /1 q u a p vr¤ q 1 1 q u y pŽ . Ž .
› 2E ¤p 2 a q 2
exp y2lt s y qŽ . 2 2 ž 1 q u 2u›u 1 q uŽ .
p
y , 18Ž ./1 q u vr¤ q 1 1 q u y pŽ . Ž . Ž .Ž .






2s exp ya r2Ž .(
p
¤ 1 q u a pŽ .
= 1 y q . 19Ž .ž /1 q u 2u vr¤ q 1 1 q u y pŽ . Ž .
Ž .LEMMA 2. Assume that vr¤ F d . Then there exists a number e d ) 0,
Ž .which only depends on d , such that lc - e d implies that E is strictly
con¤ex at all its critical points.
Ž Ž ..Proof. Assume that a critical point a, u a exists. Then E is strictly
Ž Ž ..convex at a, u a if the Hessian Q of E at that point has strictly positive
r sŽ .eigenvalues. Say Q s ; then the eigenvalues of Q are strictly positives t
2 Ž .iff t ) 0 and rt y s ) 0. We minorize the right side in 18 by setting
vr¤ s 0, a s 1 and obtain
› 2E ¤p 3 1 y p q u 2 y p y uŽ . Ž .Ž .
exp y2lt GŽ . 2 3›u 2u 1 q u 1 q u y pŽ . Ž .
) 0, 20Ž .
Ž . Ž .since u , p - 1 for a ) 0. After some simplification using 14 , 15 and
minorizing again by setting vr¤ s 0, a s 1, we get
22 2 2› E › E › E
y2 2 ž /› a ›u› a ›u
¤ 2 exp 4lt y a2Ž .
G 422pu 1 q u 1 q u y pŽ . Ž .
22 2= 1 q a 1 q u 1 q u y p y 2 1 y a 1 q u 1 y pŽ . Ž . Ž . Ž . Ž . Ž .Ž
y2 1 q a2 1 q u u 2 y 4u p , 21Ž . Ž . Ž ..
Ž .and the right side of 21 is ) 0 iff
1 y p 1 y 3a2 q 4 p y 1 q a2 1 y u 2Ž . Ž . Ž . Ž .Ž
y4a2 1 y p u y 1 q a2 1 y p u 2 - 0. 22Ž . Ž . Ž . Ž ..
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Ž . XSince u “ 0 as a “ ‘ 22 holds for a large enough, say a ) a . Rewrite
Ž . Ž .15 as lc s f a, vr¤ , a , with
a'u p 1 u
f a, vr¤ , a s . 23Ž . Ž .ž /1 q u vr¤ q 1 1 q u y p a 2 aŽ . Ž . Ž .Ž .
'Ž . Ž .Then f ) 0, and lim f a, vr¤ , a s 0 since f a, vr¤ , a - u r2 aa“‘
'Ž . Ž .for a large enough e.g., such that u r2 a - 1 . Furthermore, f a, vr¤ , a
Ž . Ž . Ž Ž .. Ž .G f a, d , a and f a, d , a G f a, d , g a , where g a s 1 for 0 - a F
'Ž . Ž . Ž .a , g a s y1rlog 2 ar u for a - a F a , g a s 2 for a - a and1 1 2 2' ' 'a , a are defined as the solutions of u r2 a s e and u r2 a s e ,1 2
respectively. Define
e d s inf f a, d , g a , 0 - a F aX . 24 4Ž . Ž . Ž .Ž
'Ž Ž .. Ž Ž .. Ž .Since lim f a, d , g a s 1r 4 2p d q 1 we have e d ) 0 and lca“ 0
XŽ .- e d insures that a ) a .
Ž . XRemark 2. From 22 we find numerically that a f 0.54454 and from
Ž . Ž . Ž .24 that e 0 f 0.0456 and e 1 f 0.0275.
Ž .LEMMA 3. Assume that vr¤ F d . Then lc - e d implies that E has a
unique critical point.
Proof. It suffices to show that f is strictly monotone for a ) aX. Using
›u 1 y a2 1 q a2
2s u y u ,
› a a a
and
› u p 1 y a2 u p
s ,ž /› a 1 q u a 1 q u
we find
› f f aŽ .
s
› a 2 a vr¤ q 1 1 q u y pŽ . Ž .Ž .
22 2 2= vr¤ q 1 2 1 q a u y a 1 q a 1 q uŽ . Ž . Ž . Ž .Ž .ž
4u p
2 2q2 1 y a vr¤ q 1 y p q a p 1 q a 1 q u q .Ž . Ž . Ž . Ž . /1 q u
25Ž .
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The coefficient of vr¤ inside the big brackets is less than
1 q 1 q a2 u 2 y 3a2 y 2 1 q a2 u .Ž . Ž .
This has limit zero for a “ 0 and is certainly negative for a G 1. Its
derivative is
22 2 2y2 a 3 y 2 q a u 1 y u y 2u 1 y uŽ . Ž . Ž .Ž .
y 2 a2u 2 y u y a2 1 y uŽ .Ž .
which is negative for a F 1 since 0 - u - 1. Hence, setting vr¤ s 0 and
a s 1 inside the big brackets, we obtain
› f f aŽ .
F y
› a 2 a 1 q u vr¤ q 1 1 q u y pŽ . Ž . Ž .Ž .
22= 1 q a 1 q u 1 q u y pŽ . Ž . Ž .Ž
y2 1 y a2 1 q u 1 y p y 2 1 q a2 1 q u u 2 y 4u p .Ž . Ž . Ž . Ž . Ž . .
26Ž .
Ž . Ž . XComparing 21 and 26 we find that f is strictly decreasing for a ) a . In
Ž .particular, the same e d as in Lemma 2 works here.
We now have an immediate corollary.
Ž .COROLLARY 4. Assume that vr¤ F d . If lc - e d , then the solution
Ž . Ž . Ž . Ž . Ž . Ž . Ž .a , u to 14 , 15 is unique and E a , u - E a, u for a, u / a , u .0 0 0 0 0 0
The critical point equation
f a, vr¤ , a s lc 27Ž . Ž .
Ž . Ž .implicitly defines a as a function of vr¤ : a s a vr¤ . Differentiating 27
we find
› a
s y› fr› f .2 1› vr¤Ž .
Ž .COROLLARY 5. Assume that vr¤ F d and that lc - e d . Then there





f a 1 q uŽ . Ž .
› f a s y .Ž .2 vr¤ q 1 1 q u y pŽ . Ž .
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Ž .Using 26 we get
2
› a 2 a 1 q uŽ .
F ,
› vr¤ h aŽ . Ž .
where
22 2h a s 1 q a 1 q u 1 q u y p y 2 1 y a 1 q u 1 y pŽ . Ž . Ž . Ž . Ž . Ž . Ž .
y 2 1 q a2 1 q u u 2 y 4u p ,Ž . Ž .
Ž . Ž . Ž . Ž . Ž .and h a ) 0 since lc - e d . Furthermore a d F a vr¤ F a 0 . Now
2 Ž . Ž . < Ž . Ž .4take R s max 2 a 1 q u rh a a d F a F a 0 .
Ž .Remark 3. Corollary 5 justifies to set vr¤ s 0 in 27 and work with
Ž . Ž .the solution a 0 instead of a vr¤ if vr¤ is small.
4. REAL-TIME OBSERVABILITY FOR THE OPTIMAL POLICY
Ž . Ž .If we set vr¤ s 0 we can rewrite 11 , 12 as
d ¤ q b with probability p ,1 k¤ s 28Ž .kq1 ½ d ¤ q b with probability 1 y p ,2 k
Ž . Ž .where d , d , b are real numbers given by d s exp 2lt ur 1 q u , d s1 2 1 2
Ž . Ž Ž . .exp 2lt and b s v exp 2lt y 1 . We can now use the methods intro-
w x Ž .duced in 1 . An alternative description of the evolution equation 28 is
¤ s r ¤ q b ,kq1 k k
where r is a random variable taking the values d and d with probabili-k 1 2
Ž . Ž .ties p and 1 y p, respectively. We link a process w to ¤ by settingk k
w s ¤ and0 0
w s r w .kq1 k k
Ž . Ž .The link between ¤ and w is fully deterministic: if we know ak k
trajectory ¤ , ¤ , . . . , ¤ , then we know the trajectory w , w , . . . , w , and0 1 k 0 1 k
conversely. In fact,
w s r r ??? r ¤ , 29Ž .n ny1 ny2 0 0
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Ž .and, since r s ¤ y b r¤ , we haven nq1 n
¤ y b ¤ y bny1 1
w s ¤ y b ??? . 30Ž . Ž .n n ¤ ¤ny1 1
LEMMA 6. Suppose that x ) b. If ¤ ) x, ¤ ) x, . . . , ¤ ) x, then w ) x0 1 n 0
and
ky1x y b
w ) x y b , for k s 1, 2, . . . , n. 31Ž . Ž .k ž /x
Proof. If k s 0, then w s ¤ ) x. For k ) 0, note that the function0 0
Ž .x ‹ x y b rx is increasing in x and positive since x ) b. So the inequali-
ties ¤ ) x for k s 0, 1, . . . , n imply that, for all k s 1, 2, . . . , n,k
ky1x y b
w ) x y b .Ž .k ž /x
Define the stopping time T byM
 4T s inf n: ¤ F M .M N
w xWe now state a special case of 1, Proposition 1 .
THEOREM 1. Assume
p log d q 1 y p log d - 0. 32Ž . Ž .1 2
If M is chosen large enough, namely,
b
M ) , 33Ž .p 1yp1 y d d1 2
then, for any starting point ¤ ) M, we ha¤e0
log ¤ y log M y log d0 1
ET F .M p 1yplog 1rd dŽ .1 2
Before analyzing this result for our choice of a, p, u we use a result in
w x2 to get exponential estimates on the tail of the distribution of T . SetM
Ž . Ž .x s M in 31 and substitute the expression for w given in 29 on the left.k
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Then we get
COROLLARY 7. Assume that M ) b. If ¤ ) M, . . . , ¤ ) M, then0 n
M
log r q ??? qlog r ) log M y log ¤ y k log . 34Ž .0 ky1 0 ž /M y b
If 0 - d - 1 - d , we can normalize each of the random variables1 2
log r to a Bernoulli variable: Setk
log r y log dj 1
s s .j log d y log d2 1
 4  4Then P s s 0 s p and P s s 1 s 1 y p. Thus s has mean m s 1 y pj j j
2 Ž . Ž .and variance s s p 1 y p . We can rewrite 34 as
Ýky1 log s y km log Mr¤ q k log M y b r Md pd1ypŽ . Ž . Ž .Ž .0 j 0 1 2
) . 35Ž .' 'kp 1 y p kp 1 y p log d rdŽ . Ž . Ž .2 1
Set
log M y b r Md pd1ypŽ . Ž .Ž .1 2
C s 36Ž .
log d rdŽ .2 1
 4and denote P the probability of the event ¤ ) M, . . . , ¤ ) M .k 0 k
THEOREM 2. Assume
p log d q 1 y p log d - 0.Ž .1 2
If M is chosen large enough, namely,
b
M ) ,p 1yp1 y d d1 2
then C ) 0 and for any e with 0 - e - C, if
1 log ¤ rMŽ .0
k ) ,
e log d rdŽ .2 1
then
1 2P - exp y2k C y e .Ž .Ž .k C y e
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Proof. The assumptions of the theorem imply that
M y b
) 1.p 1ypMd d1 2
Ž .Thus C ) 0. The right side of 35 is
C 1 log ¤ rMŽ .0'k y ,'s k 'p 1 y p log d rdŽ . Ž .2 1
' Ž .which is greater than k C y e rs for
1 log ¤ rMŽ .0
k ) .
e log d rdŽ .2 1
Ž . By Corollary 7 the event expressed in 35 contains the event ¤ ) M,0
4 Ž .. . . , ¤ ) M . The result now follows from the estimate 72 on sums ofk
w xBernoulli random variables in 2, Section 72 .
We now put the general results, Theorems 1 and 2, into the specialized
Ž .context of the optimal policy: a, p, u . To this end define the functions qa
by
1 q u 2 pu
q a s p log y . 37Ž . Ž .a ž /u a 1 q u 1 q a y pŽ . Ž .
w xWe write q for q and, clearly, q F q , for a g 1, 2 .1 a
X w . w .LEMMA 8. There exists a strictly increasing function q : 0, ‘ “ 0, ‘
X XŽ .such that q F q and lim q a s q‘.a“‘
Proof. This is tedious and its proof is given in the Appendix.
Remark 4. The sole purpose of the auxiliary function qX is to insure
that the assumptions of the following main result can, in principle, always
be satisfied.
'THEOREM 3. Assume that 4lc - 1r 2p and let a be any solution of
Ž .f a, 0, a s lc. If t is small enough, namely,0
1
t - q a , 38Ž . Ž .0 a2l
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and if M is big enough, namely,
v exp 2lt y 1Ž .Ž .
M ) , 39Ž .p
1 y exp 2lt ur 1 q uŽ . Ž .Ž .
then the conclusions of Theorems 1 and 2 hold.
Proof. We check the conditions for Theorem 1. For a solution a of
Ž . Ž .f a, 0, a s lc the condition 32 reads
u 2 pu
2lt q p log q - 0.0 ž /1 q u a 1 q u 1 q u y pŽ . Ž .
Ž .It is satisfied if t - q a r2l. Because of Lemma 8 such a t always0 a 0
Ž . Ž .exists. Finally, inequality 39 is just the explicit form of 33 .
By Corollary 4, the solution a in the statement of the theorem will be
Ž .unique and optimal if lc - e 0 . As was already mentioned in Remark 2,
Ž .e 0 f 0.0456. To conclude we illustrate our results in a numerical exam-
ple.
EXAMPLE 1. Take l s v s 1, a s 2 and c s 0.01. Then a f 1.68809
Ž . Ž .and q a r2 f 0.5207. To satisfy 38 , suppose t s 0.1. Then the right2 0
Ž .side in 39 is f 9.198 and it suffices to take M s 20. For ¤ s 200, the0
conclusion of Theorem 1 is
ET F 8.8.M
For Theorem 2 we find C f 0.10611. Let e s 0.006 and recall that
 4P s P T ) k . Thenk M
P - 10 exp y0.02k ,Ž .k
for k G 223.
APPENDIX A: PROOF OF LEMMA 8
The proof proceeds by establishing several estimates. Recall that p s
Ž .p a .
22 a
2A1 a exp ya r2 G 1 y p for a G 0,Ž . Ž .( ž /p 3
2 4 6 82 a 2 a 2 a 2 a
2A2 a exp ya r2 G 1 y q y y pŽ . Ž .( ž /p 3 45 945 14175
for 0 F a F 3r2,
AUTOMATED TARGET TRACKING 17
u 1 a2
A3 log F log y for a ) 0,Ž . ž / ž /1 q u 2 3
2u p 2 1 q a2Ž .
A4 F for a ) 0,Ž . 21 q u y p 1 q u 3 q aŽ . Ž .
a2
2 2A5 3 q a p 3r2 log 2 q y 2 1 q a ) 0Ž . Ž . Ž . Ž . Ž .ž /3
for a G 3r2,
2 4 6 8a 2 a 2 a 2 a
A6 1 q y q qŽ . ž /3 45 945 14175
3 5 2a a a'a q 2p y 2 a q y 1 qž / ž /ž /3 20 2
2 4 6 22 a a a a
- 1 y q y log 2 q( ž / ž /p 6 40 336 3
for 0 F a - 3r2.
nŽ 2 .k ŽNote first that the truncated series Ý ya r2 rk! overestimates under-0
. Ž 2 . Ž .estimates exp ya r2 for n even odd . By integration this translates into
bounds for p. As a consequence we have
a2 a4 a6
2exp ya r2 G 1 y q y ,Ž .
2 8 48
40Ž .
2 4a a'p 2 pra F 1 y q .
6 40
' 'Ž .Inequality A1 certainly holds for a ) 3 . For 0 F a F 3 use the
Ž . Ž .estimates given in 40 . Then A1 follows if
2 4 6 2 2 4a a a a a a '1 y q y ) 1 y 1 y q , for 0 F a F 3 .ž / ž /2 8 48 3 6 40
2 ' Ž .But this is equivalent to 16r3 ) a for 0 F a F 3 . For A2 , we expand
2 18 12Ž . 'exp ya r2 up to a and pr2 pra up to a . Then
2 4 6 8a 2 a 2 a 2 a p
2exp ya r2 y 1 y q y y praŽ . (ž /3 45 945 14175 2
2 743a2 383a8
10G a y y q positive terms .Ž .ž /93555 212837625 73801728000
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Ž .Now minorize the right side by dropping the `` positive terms '' and setting




Ž .Inequality A3 is equivalent to
1 a2 u
0 F log y y log .ž / ž /2 3 1 q u
The limit of the right side in the inequality above for a “ 0 is zero. Hence,
it suffices to show that the derivative of the right side is positive. This
derivative is
1 2 a
2y q exp ya r2 rp q .Ž .(a p 3
Its positivity is equivalent to
22 a
2a exp ya r2 G 1 y p ,Ž .( ž /p 3
Ž . Ž .which is inequality A1 . For A4 , note that
2'2u p 2 a y 2 2rp a exp ya r2 rpŽ .
s . 41Ž .2'1 q u y p 1 q uŽ . Ž . a q 2p exp a r2 1 y pŽ .Ž .
Majorize this by ignoring the negative term in the numerator and using the
well known lower bound
2 exp ya2r2Ž .
1 y p G 'a q 1ra 2p
Ž .in the denominator. The result is inequality A4 . To show that
1 q u 2 pu
q a s p log y ) 0, a ) 3r2,Ž . ž /u 1 q u y p 1 q uŽ . Ž .
Ž . Ž .it is enough, by A3 , A4 , and the fact that p is monotone increasing, to
Ž . w Ž . Ž . xshow A5 note that in A5 p 3r2 stands for p evaluated at 3r2 . The
AUTOMATED TARGET TRACKING 19
Ž .left side of A5 is equal to
a2
2a p 3r2 1 q q log 2 y 2 q 3 p 3r2 log 2 y 2.Ž . Ž .ž /ž /3
Minorize by setting a s 3r2 inside the brackets and evaluate numerically.
The result is
a2 0.1167 y 0.1985,
Žwhich is strictly positive for a G 3r2 even after allowing for generous
. Ž .numerical error margins . Next, inequality A6 implies that q ) 0 for
Ž .0 - a - 3r2. To see this, majorize the numerator on the right side in 41
Ž .using A2 and minorize the denominator in the same expression using
Ž 2 .truncated series: expanding exp a r2 up to order 2 and 1 y p up to order
Ž .5. Also, use A3 and the expansion of p up to order 7 to minorize
ŽŽ . .p log 1 q u ru . Then the inequality
1 q u 2u p
p log ) , 0 - a - 3r2,ž /u 1 q u y p 1 q uŽ . Ž .
Ž .is implies by A6 . Brining all on one side and clearing out the denomina-
Ž .tors shows that A6 is equivalent to
Polynomial of order 15 ) 0, 0 F a - 3r2.
One proofs this, e.g., by considering the cases 0 F a F 1 and 1 - a - 3r2
separately and, for each case, grouping different exponents together and
evaluating the various terms at the right or left endpoint of the interval,
depending on the sign of the coefficient. This is tedious but straightfor-
Ž . Ž .ward and is omitted. Finally, lim q a s q‘ follows from A2 anda“‘
Ž .A3 .
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