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Resumen
Las señales de los electrocardiogramas han sido usadas en patologías
cardíacas para detectar enfermedades del corazón. El objetivo principal de
este trabajo es proponer técnicas de filtraje de señales para reducir el ruido,
extraer información, reconstruir los estados, y propiedades morfológicas
de los latidos del corazón. Adicionalmente se pretende representar la ac-
tividad cardíaca en forma simple, informativa, precisa, y de fácil inter-
pretación para los Cardiólogos. Para lograr estos objetivos se proponen
implementar los siguientes algoritmos: filtro de partículas genérico (FPG),
filtro de partículas con remuestreo (FPR), filtro de Kalman sin esencia
(FKSE), y el filtro de partículas sin esencia (FPSE), considerando la es-
tructura básica del modelo dinámico sintético de McSharry et al. (2003)
[16]. Los resultados demuestran que los filtros se desempeñan muy bien
en la reconstrucción de los estados del sistema del ritmo cardíaco, aun
introduciendo pequeñas variaciones en las varianzas de los ruidos de la
ecuación de observación; es decir, los métodos tiene la capacidad de repro-
ducir la señal original del modelo sintético simulado y del modelo sintético
con datos reales en forma precisa. Finalmente se evalúa el desempeño de
los filtros en términos de la desviación estándar empírica, observándose
poca variabilidad entre los errores estimados y una rápida ejecución de los
algoritmos.
Palabras clave: modelo sintético ECG; filtros no lineales; morfología de las
ondas.
Abstract
ECG signals have been used in cardiac pathology to detect disease heart.
The main objective of this paper is to propose signal filtering techniques to
reduce noise, extract information, to reconstruct the states and properties
Morphological heartbeat. In addition, aims to represent the cardiac activity
in a simple, informative, accurate, and easy to interpret for cardiologists.
To achieve these objectives are proposed to implement the following algo-
rithms: generic particle filter (GPF), resampling particle filter (RPF), un-
scented Kalman filter (UKF) and the unscented particle filter (UFP) con-
sidering the basic structure of synthetic dynamic model McSharry et al.
(2003) [16]. The results show that filter performs very well in the recon-
struction of the states heart rate system, while introducing small variations
in the variances of the noises of the equation observation, ie, the methods
have the ability to reproduce the original signal the synthetic model simu-
lated and the synthetic model with real data accurately. Finally evaluates
the performance of the filters in terms of the empirical standard deviation,
showing little variability among the estimated errors and fast execution of
algorithms.
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1 Introdución
El corazón esta formado por un músculo que tiene la capacidad de generar im-
pulsos eléctricos a través de un sistema de conducción, que se propaga a través
de las aurículas y ventrículos, con el propósito de contraerse en forma rítmica.
Las variaciones del potencial eléctrico durante el ciclo cardíaco producen las
ondas características del electrocardiograma (ECG); su análisis es de gran im-
portancia porque describe la cronología de los eventos cardíacos. Formalmente
un ECG es un registro gráfico que describe la actividad eléctrica producida por
el flujo de la corriente iónica que causan la contracción de las fibras del corazón
y que posteriormente permite un estado de relajación. El ECG se obtiene me-
diante el registro de la diferencia de potencial entre varios electrodos colocados
en la superficie corporal, este proceso se registra en papel milimetrado en forma
de ondas, siendo las principales, las ondas identificadas por: P , Q, R, S y T ,
las cuales se repiten periódicamente en una persona sana, con las frecuencias de
los latidos cardíacos. En la Figura (1) se muestra un latido simulado utilizando
el modelo McSharry et al. (2003) [16], donde se evidencian las ondas antes
mencionadas.
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Figura 1: Señal típica del ECG.
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La onda P es una deflexión positiva por encima de la línea base provocada
por la depolarización auricular manifestada en el corazón por la contracción au-
ricular y es muy útil en el estudio de las arritmias, su duración normal es aproxi-
madamente de 0.10 segundos. El complejo QRS comprende 3 ondas: Q, R, S,
y representa la depolarización del miocardio ventricular. La onda Q representa
el potencial de acción que viaja a través del septum interventricular, las ondas R
y S indican contracción del miocardio, las anormalidades en el complejo QRS
pueden indicar: taquicardia de origen ventricular, hipertrofia ventricular u otras
anormalidades ventriculares, su duración normal es aproximadamente igual a
0.06 segundos a 0.10 segundos. La onda T representa la repolarización de los
ventrículos.
El procesamiento de señales se realiza con el propósito de mejorar la pre-
cisión de las mediciones, reproducir la señal cuando se compara con las medi-
ciones manuales, y cuando la extracción de la información no se obtiene en
forma clara. Por otra parte, los registros del ECG pueden ser contaminados por
muchas fuentes de error, tales como: interferencias eléctricas en los equipos,
contacto incorrecto de los electrodos, músculo contraído, movimiento en los
equipos cuando se realiza el ECG, errores en el proceso de conversión digi-
tal, etc. Dado que estas interferencias morfológicamente se confunden con la
actividad cardíaca, se requiere emplear técnicas de filtrado que permitan la ex-
tracción exacta y efectiva de la información. Los métodos de filtrado preservan
las características clínicas importantes mientras que proporcionan una alta re-
ducción del ruido (Sayadi et al. (2010) [27]). Las técnicas utilizadas hasta ahora
para filtrar y eliminar el ruido son: descomposición de ondículas (Nikolaev et
al. (2000) [18]), análisis por componentes principales (Paul et al. (2000) [19],
Moody & Mark (1989) [17]), análisis de componentes independientes (Potter
et al. (2002) [20], Barros et al. (1998) [3], He et al. (2006)) [10], reducción
de ruido no lineal (Schreiber & Kaplan (1996) [28]), redes neuronales (Clif-
ford & Tarassenko (2001) [6]). Recientemente se han utilizado las técnicas del
filtro de Kalman extendido, (Sayadi y Sameni (2007) [23], Sayadi y Shamosol-
lahi (2008a) [24], Sayadi y Shamosollahi (2008b) [25], Sayadi y Shamosollahi
(2009) [26], Sameni et al. (2005) [21], filtro de Kalman extendido suavizado
(Sayadi et al. (2010) [27]) y filtro de Kalman sin esencia (Vepa (2010) [33]),
entre otros. Dado que las señales generadas por los latidos del corazón tienen
un comportamiento no lineal, el objetivo principal de este trabajo es reconstruir
el modelo dinámico sintético electrocardiograma (ECG) desarrollado por Mc-
Sharry et al. (2003) [16], usando las técnicas de filtros de partículas (FP) y
alguna de sus modificaciones. Hay muchas variantes de estos métodos, en este
trabajo se implementarán los siguientes algoritmos: filtro de partículas genérico
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(FPG), filtro de partículas con remuestreo (FPR), el filtro de Kalman sin esencia
(FKSE) y el filtro de partículas sin esencia (FPSE), sobre el sistema dinámico
discretizado propuesto por McSharry et al. (2003) [16]. Para una revisión ex-
tensa de estos métodos se recomienda revisar los trabajos de: Arulampalam et
al. (2002) [2], Gordon et al. (1993) [9], Doucet et al. (2000) [7], Storvik (2002)
[30], Doucet et al. (2001) [8], Simon (2006) [29], Andrieu et al. (2010) [1], van
der Merwe et al. (2000) [31], van der Merwe (2004) [32], Vepa (2010) [33], y
Sánchez & Infante (2013) [22], entre otros.
El resto del artículo es organizado como sigue. En la Sección 2 se resumen:
los materiales y métodos; en la Sección 3 se muestran los resultados obtenidos;
y en la Sección 4 se realiza una discusión de los resultados y se establecen unas
conclusiones.
2 Materiales y métodos
Un sistema dinámico es un proceso que consiste en un conjunto de posibles esta-
dos, bajo un conjunto de reglas que determinan los estados presentes en términos
de los estados pasados. La relación entre las observaciones yt y las variables de
estados desconocidos xt se puede representar en forma compacta por un sistema
dinámico estocástico no lineal en tiempo discreto, como sigue:
xt =Mt(xt−1) + ut; ut ∼ N (0, Qt) (1)
yt = Ht(xt) + vt; vt ∼ N (0, Rt) (2)
La ecuación dada en (1), se conoce como la ecuación de estado, Mt es un ope-
rador de transición que mapea el espacio de estados dentro del mismo espacio de
estados, xt ∈ X ⊂ Rn denota un vector de estados desconocidos en un tiempo
t, ut es un vector de errores aleatorios de estimación de los estados, y Qt es la
matriz de covarianza de los errores de los estados. Por otra parte, la ecuación
dada en (2), representa la ecuación de observación, yt ∈ Y ⊂ Rn denota un
vector de observaciones,Ht es un operador que mapea el espacio de los estados
dentro del espacio de las observaciones, vt es un vector de errores aleatorios
cometido en las mediciones de las observaciones, y Rt es la matriz de cova-
rianza de los errores de las observaciones. Una tarea importante es estimar los
estados desconocidos x0:t = (x0, . . . , xt), basándose en las medidas obtenidas
a partir del proceso de observación y1:t = (y1, . . . , yt). La idea principal es
estimar recursivamente en el tiempo t la distribución a posteriori p(x0:t|y1:t), y
sus características asociadas incluyendo la distribución marginal p(xt|y1:t), la
esperanza a posteriori E(xt|y1:t), y la varianza a posteriori V ar(xt|y1:t), entre
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otras cantidades de interés. En algún tiempo t, se puede estimar la distribución
a posteriori usando el Teorema de Bayes:
p(x0:t|y1:t) ∝ p(y1:t|x0:t)p(x0:t)∫
p(y1:t|x0:t)p(x0:t)dx0:t (3)
En la práctica interesa estimar la distribución marginal P (xt|y1:t), que satisface
la siguiente forma recursión:
Paso 1 Predicción:
p(xt|y1:t−1) =
∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 (4)
Paso 2 Actualización:
p(xt|y1:t) = p(yt|xt)p(xt|y1:t−1)
p(yt|y1:t−1)
donde:
p(yt|y1:t−1) =
∫
p(yt|xt)p(xt|y1:t−1)dxt (5)
En general hay problemas para calcular las ecuaciones (4), y (5). En este trabajo
se proponen las siguientes técnicas de filtrado de señales para estimar la distribu-
ción a posteriori marginal de los estados: filtro de partículas genérico, filtro de
partículas con remuestreo, filtro de Kalman sin esencia, y filtro de partículas sin
esencia.
2.1 Filtro de partículas genérico
Supóngase que se simulanN muestras independientes idénticamente distribuidas
llamadas partículas de una variable aleatoria, que se denota por:{
x
(i)
0:t, i = 1, . . . , N
}
de acuerdo a una distribución p(x0:t|y1:t). Un estimador
empírico para está distribución es dado por:
p˜N (x0:t|y1:t) = 1
N
N∑
i=1
δ(x0:t − x(i)0:t) (6)
donde δ(x0:t−x(i)0:t) denota un punto de masa de la función Delta de Dirac locali-
zada en x(i)0:t. En esto consiste el método de muestreo de importancia (MI). El MI
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puede ser modificado para obtener el estimador p˜N (x0:t|y1:t) de p(x0:t|y1:t) sin
modificar las trayectorias simuladas {x(i)0:t, i = 1, . . . , N}. Esto significa con-
siderar una función de importancia q(x0:t|y1:t) en el tiempo t que admite una
distribución marginal en el tiempo t− 1, digamos:
q(x0:t|y1:t) = q(x0:t−1|y1:t−1)q(xt|x0:t−1, y1:t) (7)
iterando, se obtiene:
q(x0:t|y1:t) = q(x0)
t∏
k=1
q(xk|x0:k−1, y1:k) (8)
Entonces la función de importancia permite evaluar recursivamente en el tiempo
los pesos de importancia:
w
(i)
t ∝ w(i)t−1
p(yt|x(i)t )p(x(i)t |x(i)t−1)
q(x(i)t |x(i)0:t−1, y1:t)
(9)
Un caso particular, es considerar que la distribución a priori p(x0:t) como una
distribución de importancia, esto es:
q(x0:t|y1:t) = p(x0:t) = p(x0)
t∏
k=1
p(xk|xk−1) (10)
En este caso el peso de importancia satisface:
w
(i)
t ∝ w(i)t−1p(yt|x(i)t ) (11)
El algoritmo del filtro de partículas genérico (FPG) se resume:
Paso 1. Inicialización: para t = 0; y i = 1, . . . , N ; se muestrea:
• x(i)0 ∼ p(x0)
• w(i)0 ∼ p(y0|x(i)0 )
• w˜(i)0 = w
(i)
0∑N
j=1 w
(j)
0
.
Paso 2. Muestreo de importancia: para t = 1, 2, . . . , T ; y i = 1, . . . , N :
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• x(i)t ∼ q(xt|x(i)0:t−1, y1:t) y se forma el conjunto:
x
(i)
0:t = (x
(i)
0:t−1, x
(i)
t ) (12)
• Se evalúan los pesos de importancia:
w
(i)
t ∝ w(i)t−1
p(yt|x(i)t )p(x(i)t |x(i)t−1)
q(x(i)t |x(i)0:t−1, y1:t)
(13)
• Se normalizan los pesos de importancia:
w˜
(i)
t =
w
(i)
t∑N
j=1 w
(j)
t
(14)
Paso 3. Salidas: distribución a posteriori, valor esperado y la covarianza a poste-
riori.
p˜N(x0:t|y1:t) ≈
N∑
i=1
w˜
(i)
0:tδ(x0:t− x(i)0:t) (15)
x˜t = E(xt|y1:t) ≈
N∑
i=1
w˜
(i)
t x
(i)
t (16)
P˜t ≈
N∑
i=1
w˜
(i)
t (x
(i)
t − x˜t)(x(i)t − x˜t)T (17)
2.2 Filtro de partículas con remuestreo
El problema que se presenta con el algoritmo de filtro de partículas genérico es
el fenómeno de la degeneración. Es conocido que después de unas pocas ite-
raciones las partículas pueden tener pesos despreciables lo que implica, que la
varianza de los pesos de importancia pueden incrementarse en el tiempo. Doucet
et al. (2000) [7], establecieron dos proposiciones que permiten seleccionar una
función de importancia que minimiza la varianza de los pesos sobre las trayec-
torias de los estados simulados {x(i)0:t}. Una medida adecuada para solventar el
problema de degeneración de los pesos es calcular el tamaño de muestra efectiva
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(NTME) introducido en Kong et al. (1994) [14] y Liu (1996) [15], y que se
define como:
NTME =
N
1 + V arq(.|y1:t)(wˆ
∗(i)
t )
(18)
en la práctica es complicado calcular NTME, pero se estima por:
NˆTME =
1∑N
i=1[w˜
(i)
t ]
2
(19)
entonces se compara NˆTME con un umbral prefijado MU = N2 (Chen (2003)
[4]). El algoritmo modificado se resume como sigue:
Paso 1. Inicialización: para t = 0 y i = 1, . . . , N ; se muestrea:
• x(i)0 ∼ p(x0)
• w(i)0 ∼ p(y0|x(i)0 )
• w˜(i)0 = w
(i)
0∑N
j=1 w
(j)
0
.
Paso 2. Muestreo de importancia: para t = 1, . . . , T ; y i = 1, . . . , N :
• x(i)t ∼ q(xt|x(i)0:t−1, y1:t); y se construye el conjunto:
x
(i)
0:t = {x(i)0:t−1, x(i)t } (20)
• Se evalúan los pesos de importancia:
w
(i)
t ∝ w(i)t−1
p(yt|x(i)t )p(x(i)t |x(i)t−1)
q(x(i)t |x(i)0:t−1, y1:t)
(21)
• Se normalizan los pesos de importancia:
w˜
(i)
t =
w
(i)
t∑N
j=1 w
(j)
t
(22)
• Se evalúa:
NˆTME =
1∑N
i=1[w˜
(i)
t ]
2
(23)
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Paso 3. Remuestreo:
• Si NˆTME ≥MU , se hace x(i)0:t = x˜(i)0:t, para i = 1, ..., N .
• Si NˆTME < MU , para i = 1, ..., N se muestrea un índice j(i) dis-
tribuido de acuerdo a la distribución discreta con N elementos que
satisfacen pr{j(i) = l} = w˜(l)t , para l = 1, ..., N . Entonces se hace
x
(i)
0:t = x˜
j(i)
0:t y w˜
(i)
t =
1
N .
Paso 4. Las salidas del algoritmo se obtienen usando las ecuaciones dadas en (15),
(16) y (17).
2.3 Transformación sin esencia
La transformación sin esencia (TSE) es un método para calcular los estadísti-
cos de primer y segundo orden como: la media y la covarianza de una variable
aleatoria que sufre de una transformación no lineal y = f(x) y se basa en el
principio probabilístico que dice que es más fácil aproximar una distribución de
probabilidad que una función no lineal arbitraria (Julier y Uhlmann (2004)); es
una forma elegante y exacta de calcular la media y la covarianza de la función y
mediante la expansión de una serie de Taylor. Sea x un vector de dimensión nx
que tiene media x¯ y matriz de varianza covarianza Pxx. La TSE calcula la media
y la covarianza de y = f(x) como sigue:
Paso 1 Determinísticamente se generan 2nx + 1 puntos sigmas Si = {xi, wi}:
– Se calcula x0 = x¯, para i = 0.
– Se generan xi:
xi = x¯ +
(√
(nx + λ)Pxx
)
i
; i = 1, . . . , nx
xi = x¯ −
(√
(nx + λ)Pxx
)
i
; i = nx + 1, . . . , 2nx (24)
• Se calculan w(m)i y w(c)i de la siguiente manera:
w
(m)
i =
λ
nx + λ
; i = 0
w
(c)
i = w
(m)
0 + (1− α2 + β) ; i = 0
w
(c)
i = w
(m)
i =
1
[2(nx + λ)]
; i = 1, . . . , 2nx (25)
donde:
λ = α2(nx + κ)− nx
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Paso 2 Se propagan los puntos sigmas a través de la TSE:
yi = f(xi) ; i = 0, . . . , 2nx.
Paso 3 Se calcula la media y la covarianza de y = f(x):
y¯ =
2nx∑
i=1
w
(m)
i yi ; Pyy =
2nx∑
i=1
w
(c)
i (yi − y¯)(yi − y¯)T .
λ es un parámetro de escala que determina la dirección de los puntos sigma; α
mide la dispersión de los puntos sigma alrededor de la media x¯ (0 ≤ α ≤ 1); κ
es un segundo parámetro de escala que varía entre 0 < κ < 3−nx; β representa
los grados de libertad extra usado para introducir algún conocimiento a priori de
la distribución de xi, además es el tercer parámetro que incorpora los efectos de
orden superior de la distribución;
(√
(nx + λ)Pxx
)
i
es la i-ésima fila o columna
de la raíz cuadrada de la matriz (nx + λ)Pxx y wi son un pesos asociados con
el i−ésimo punto sigma tal que ∑2nxi=0 wi = 1. La exactitud de la media y la
covarianza de y = f(x) es garantizada mediante la expansión de la serie de
Taylor, independientemente de la forma de f(x). Los puntos sigma generados
garantizan la convergencia debido al mecanismo del método Monte Carlo, dado
en Julier (2000) [11].
2.4 Filtro de Kalman sin esencia
El FKSE es un estimador de error cuadrático medio mínimo que se usa como al-
ternativa al filtro de Kalman extendido (FKE) para estimar las señales que tienen
un comportamiento no lineal. El FKSE debe su nombre de la transformación
sin esencia desarrollada por Julier & Uhlmann (2004) [13]. En el FKSE la dis-
tribución de los estados es representada por una variable aleatoria Gaussiana que
se especifica mediante un conjunto mínimo de puntos muestrales escogidos de-
terminísticamente. Se aumenta el modelo espacio estado hasta que incluya las
componentes de los estados originales y las variables ruidos xat = (xTt uTt )T . El
esquema de selección de los puntos sigma es aplicado a este nuevo vector de
estados aumentados para calcular la correspondiente matriz sigma xai,t. Luego
el filtro actualiza la media y la covarianza mediante una aproximación usando
las ecuaciones del filtro de Kalman (ver a van der Merwe et al. (2000) [31]),
para mayores detalles. El FKSE se resume, para un sistema dinámico no lineal
discreto general:
xt = f(xt−1) + ut
yt = h(xt) + vt (26)
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donde: ut ∼ N (0, Qt), y vt ∼ N (0, Rt). xt ∈ Rnx es un vector de estados
nx× 1, yt ∈ Rm es un vector de medidas m× 1, ut ∈ Rq es un vector de ruidos
de los estados q×1, y vt ∈ Rr es un vector de ruidos de las observaciones r×1;
como sigue:
Paso 1. Inicialización: para t = 0.
xˆat = E(x
a
t )
P at = E[(x
a
t − xˆat )(xat − xˆat )T ].
Paso 2. Generación de los puntos sigma: para t = 1, . . . , T
xai,t =
([
xˆat ; xˆ
a
t +
√
(nx + q + λ)P at ; xˆ
a
t −
√
(nx + q + λ)P at
])
i
.
(27)
Paso 3. Propagación:
xai,t+1 = f(x
a
i,t)
xˆ−t+1 =
2(nx+q)∑
i=0
w
(c)
i x
a
i,t+1
P−t+1 =
2(nx+q)∑
i=0
w
(m)
i (x
a
i,t+1 − xˆ−t+1)(xai,t+1 − xˆ−t+1)T
yi,t+1 = h(x
a
i,t+1)
yˆ−t+1 =
2(nx+q)∑
i=0
w
(c)
i yi,t+1
P
yy
t+1 =
2(nx+q)∑
i=0
w
(m)
i (yi,t+1 − yˆ−t+1)(yi,t+1 − yˆ−t+1)T + Rt
Pxyt+1 =
2(nx+q)∑
i=0
w
(m)
i (x
a
i,t+1 − xˆ−t+1)(yi,t+1 − yˆ−t+1)T . (28)
Paso 4. Actualización:
Kt+1 = P
xy
t+1(P
yy
t+1)
−1
xˆ+t+1 = xˆ
−
t+1 +Kt+1(yt − yˆ−t )
P+t+1 = P
−
t+1 −Kt+1P yyt+1KTt+1. (29)
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2.5 Filtro de partículas Kalman sin esencia
El nuevo filtro que resulta de usar el FKSE dentro de la estructura de los fil-
tros de partículas (FP) es llamado filtro de partícula sin esencia (FPSE). La idea
principal es usar el FKSE para generar las muestras de la distribución propuesta
requerida en el FP, es decir:
x
(i)
t ∼ q(x(i)t |x0:t−1, y1:t)(i) = N (xˆ(i)t , Pˆ (i)t )
donde xˆ(i)t y Pˆ
(i)
t es la media y la covarianza de los puntos sigma xi, generados
por el procedimiento del FKSE. Un ciclo del FPSE puede ser resumido como
sigue:
Paso 1. Inicialización: en un tiempo t = 0, y i = 1, . . . , N.
• x(i)0 ∼ p(x0)
• w(i)0 = p(y0|x(i)0 )
• w˜(i)0 = w
(i)
0∑N
j=1 w
(j)
0
.
• xˆ(i)0 = E(x(i)0 )
• P (i)0 = E{(x(i)0 − xˆ(i)0 )(x(i)0 − xˆ(i)0 )T }
• xa,(i)0 =
(
x
(i)
0
w0
)
• P a,(i)0 =
(
P
(i)
0 0
0 Q(i)0
)
.
Paso 2. Muestreo de Importancia: para t = 1, . . . , T y i = 1, . . . , N ;
• Se actualizan las partículas con el FKSE, para estimar la media y la cova-
rianza; las cuales se aproximan generando los puntos sigma.
• Se calculan los puntos sigmas:
x
a,(i)
t =
[
xˆ
a,(i)
t ; xˆ
a,(i)
t +
√
(nx + q + λ)P
a,(i)
t ;
xˆ
a,(i)
t −
√
(nx + q + λ)P
a,(i)
t
]
.
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• Predicción:
x
x,(i)
j,t+1 = f(x
a,(i)
t )
xˆ
(i)
t+1|t =
2(nx+q)∑
j=0
w
(m)
j x
x,(i)
j,t+1
P
(i)
t+1|t =
2(nx+q)∑
j=0
w
(c)
j (x
x,(i)
j,t+1 − xˆ(i)t+1|t)(xx,(i)j,t+1 − xˆ(i)t+1|t)T
y
(i)
j,t+1 = h(x
x,(i)
j,t+1) (30)
yˆ
(i)
t+1|t =
2(nx+q)∑
j=0
w
(m)
j y
(i)
j,t+1
P vvt+1 =
2(nx+q)∑
j=0
w
(c)
j (y
(i)
j,t+1 − yˆ(i)t+1|t)(y(i)j,t+1 − yˆ(i)t+1|t)T + Rt
Pxyt+1 =
2(nx+q)∑
j=0
w
(c)
j [x
x,(i)
j,t+1 − xˆt+1|t][y(i)j,t+1 − yˆ(i)t+1|t]T
Kt+1 = P
xy
t+1(P
vv
t+1)
−1
xˆ
(i)
t+1 = xˆ
(i)
t+1|t +Kt+1
[
yt − h(xˆ(i)t+1|t)
]
Pˆ
(i)
t+1 = P
(i)
t+1|t −Kt+1P vvt+1KTt+1. (31)
• Para i = 1, . . . , N ; se muestrea de la densidad de importancia:
x˜
(i)
t ∼ N (xˆ(i)t , Pˆ (i)t ) (32)
y se forma el conjunto x˜(i)0:t = (x(i)0:t−1, x˜(i)t ).
• Para i = 1, . . . , N ; se evalúan los pesos:
w
(i)
t = p(yt|x(i)t )wˆ(i)t−1. (33)
• Para i = 1, . . . , N ; se normalizan los pesos de importancia:
wˆ
(i)
t =
w
(i)
t∑N
j=1 w
(j)
t
. (34)
• Se evalúa NˆTME.
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Paso 3. Remuestreo: si NˆTME < MU se remuestrea, a partir de la población{
x˜
(i)
0:t, wˆ
(i)
t
}
, y se obtiene un nuevo conjunto
{
x˜
(i)
0:t,
1
N
}
con pesos uni-
formes.
Paso 4. Las salidas del algoritmo se obtienen usando las ecuaciones dadas en (15),
(16) y (17).
Para validar los resultados obtenidos se usará como medida de adecuación, la
desviación estándar empírica (DEE), definida por:
DEE(x) =
√
V ar(xt|l) =
1
N
N∑
t=1

 1
M
M∑
j=1
(x(j)
t|l − x(j)t )2


1
2
(35)
donde: x(j)t es el estado verdadero para la j−ésima simulación;
x
(j)
t|l =
∑N
i=1 w˜
(i)
t|l x
j,(i)
t , es el estimador Monte Carlo de xt|t = E(xt|y1:t) para
la j−ésima señal de prueba; xj,(i)t es la i−ésima trayectoria simulada asociada
con la señal j; y w˜(i)t|t = wˆ
(i)
t es el peso de importancia. El propósito de utilizar
el criterio de la desviación estándar empírica es proveer respuestas confiables y
eficientes de los resultados y determinar que tan apropiada es la aproximación
implementada a la solución esperada.
2.6 El modelo dinámico sintético
McSharry et al. (2003) propusieron un modelo sintético del ECG usando un con-
junto de ecuaciones de estados que genera una trayectoria tridimensional con
coordenadas (x, y, z). El modelo consiste en un ciclo límite circular de radio
uno en el plano (x, y), el cual impulsa la trayectoria hacia arriba y hacia abajo
mientras se aproxima al punto de inflexión en el ECG. Las formas de las on-
das son descrita por procesos Gaussianos que corresponden atractores positivos
y negativos en la dirección del eje z. La casi-periócidad del modelo es refle-
jada por los movimientos de la trayectoria alrededor del ciclo límite, mientras la
variación interlatidos del corazón es reproducida usando los movimientos de la
trayectoria en la dirección del eje z. El modelo es definido por un conjunto de
tres ecuaciones diferenciales ordinarias:
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x˙ = αx− ω
y˙ = αy + ωx
z˙ = −
∑
i∈{P,Q,R,S,T }
ai∆θi exp
(
−∆θ
2
i
2b2i
)
− (z − z0) (36)
donde: x˙ = dxdt , y˙ =
dy
dt , z˙ =
dz
dt , α = 1 −
√
x2 + y2, ∆θi = (θ − θi)mod2pi,
θ = atan2(y, x), θ ∈ [−pi, pi], ω = 2pif es la velocidad angular de la trayec-
toria, y f es la frecuencia entre latidos del ritmo cardíaco. Cada uno de los
picos P,Q, R, S, T son modelados usando una distribución Gaussiana locali-
zada en la posición angular de θ = (θP , θQ, θR, θS, θT ). Los parámetros ai, bi,
y θi; i ∈ {P,Q, R, S, T}, corresponden a la amplitud, anchura (tiempo de du-
ración), y centro de los parámetros. La línea base del ECG es modelada usando
el parámetro z0(t) = A sin(2pif2t), que se supone que es un componente de baja
amplitud sinusoidal acoplado con la frecuencia respiratoria f2 (McSharry et al.
(2003) [16]), donde A = 0.15mV . La coordenada z de esta trayectoria es repre-
sentada gráficamente contra el tiempo para obtener el ECG sintético. Sameni et
al. (2005) [21] transformó las ecuaciones dinámicas dadas en (36), en la forma
polar de la siguiente manera:
r˙ = r(1− r)
θ˙ = ω
z˙ = −
∑
i∈{P,Q,R,S,T }
ai∆θi exp
(
−∆θ
2
i
2b2i
)
− (z − z0) (37)
donde: r˙ = drdt , θ˙ =
dθ
dt , y z˙ =
dz
dt . El nuevo conjunto de ecuaciones tiene
algunos beneficios comparado con las ecuaciones originales. La forma polar
es muy simple de interpretar, la primera ecuación puede ser omitida ya que no
afecta al resto de las ecuaciones, y los parámetros de fase esta dada en forma
explícita lo que facilita la localización angular de las ondas P , Q, R, S y T . El
modelo dado en la ecuación (37) en la forma espacio estado discreta es:
θt+1 = θt + ωδ
zt+1 = zt −
∑
i∈{P,Q,R,S,T }
δai∆θi exp
(
−∆θ
2
i
2b2i
)
+ η (38)
donde: δ es un tiempo de muestreo, θ es una señal que tiene forma de diente de
sierra que se espera que sea cero en los R picos, y es de forma lineal entre −pi y
pi para las muestras de ECG entre dos R picos sucesivos, y η es un ruido aleato-
rio que representa los efectos del paseo de riesgo base y algunas otras fuentes
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de error relacionadas con el modelo. Los parámetros ai, bi y θi son la ampli-
tud, dispersión angular y localizaciones de las funciones Gaussianas usadas para
modelar cada componente del ECG. Para usar los filtros propuestos se debe colo-
car los modelos en la forma espacio estado, se consideran θ y z como variables
de estados y los parámetros más importantes del modelo son:
wt = {aP , . . . , aT , bP , . . . , bT , θP , . . . , θT ,ω, η} (39)
donde: wt es un vector de ruido del proceso, con matriz de covarianza Qt =
E(wtwTt ). La relación entre la ecuación de estado y la ecuación de obser-
vación depende de la localización de los electrodos φt en el paciente y los errores
cometidos en las mediciones mt y se relacionan con el vector de estados, por:(
φt
mt
)
=
(
1 0
0 1
)(
θt
zt
)
+
(
u
(1)
t
u
(2)
t
)
donde:
ut =
(
u
(1)
t
u
(2)
t
)
es un vector de ruidos de la ecuación de observación, con matriz de covarianza
Rt = E(utuTt ). Las matrices Qt y Rt se consideran independientes y diago-
nales. Finalmente, para relacionar los parámetros del modelo con los registros
del ECG real, se definen los ai como:
ai =
αiω
b2i
; i ∈ {P,Q, R, S, T} . (40)
Por otra parte, dado que se usa una mezcla de cinco Gaussianas para esti-
mar las ondas P , Q, R, S, y T , se define una variable aleatoria con distribución
normal como sigue: si x ∼ N (µ, σ2) entonces la función de densidad de proba-
bilidad viene dada por:
g(x; µ; σ2) =
1√
2piσ2
exp
(
−(x− µ)
2
2σ2
)
(41)
donde: 1√
2piσ2
, µ y σ2 determinan la amplitud, el centro y la dispersión de la
función g respectivamente. Dado que los picos de las ondas del ECG correspon-
den a los centros de funciones Gaussianas se define µ = θi, para determinar las
localizaciones de los picos como sigue:
P = θP ; Q = θQ ; R = θR ; S = θS ; T = θT . (42)
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Análogamente, bi = σ especifica la desviación estándar de la posición de los
picos de θi. La desviación define los puntos iniciales y finales de la mezcla
de densidades que describe el proceso multimodal PQRST , este resultado se
mantiene siempre y cuando se suponga simetría para cada onda del ECG.
3 Resultados
En este trabajo se implementaron en lenguaje de programación Matlab los
siguientes algoritmos: FPG, FPR, FKSE, y FPSE, para la reconstrucción de una
señal generada por el modelo sintético de un ECG propuesto por McSharry et
al. (2003) [16], y un modelo real de ECG de señales obtenidas de un individuo
sano tomado de la base de datos physionet que se encuentra disponible en la
siguiente dirección: http://www.physionet.org/physiobank/database/nsrdb/. Por
otra parte, el modelo sintético considerado fue discretizado por el método de Eu-
ler de primer orden, considerando xt+1 = xt + hf(xt), con un paso de tamaño
h = 0.003. La ecuación de estado discretizada resultante es:
xt+1 = xt + h (αxt − ωyt) + u1t
yt+1 = yt + h (αyt + ωxt) + v1t
zt+1 = zt + h

− ∑
i∈{P,Q,R,S,T }
ai∆θi exp
(
−∆θ
2
i
2b2i
)
− (zt − z0)

+ et
(43)
donde: u1t ∼ N (0, σ2u1), v1t ∼ N (0, σ2v1), y et ∼ N (0, σ2e). Por lo general
no se disponen de las observaciones experimentales del sistema dinámico que
se quiere estudiar, entonces las observaciones requeridas para evolucionar se
generan a través de una ecuación de observación lineal (ecuación de observación)
sugerida por Chui y Chen (2009) [5]; es decir:
rt+1 = xt + ζt
donde: rt = (x
′
t, y
′
t, z
′
t)
T
, xt = (xt, yt, zt)T , y ζt ∼ N (0, σ2ζI), 0 es un vector
de ceros, y donde la matriz I es la matriz identidad. Para inicializar el FPG,
consideramos las siguientes distribuciones a priori: x0 = 1, y0 = 0, z0 = 0.04,
u1t ∼ N (0, 10−3), v1t ∼ N (0, 10−3), et ∼ N (0, 10−3), ζt ∼ N (0, 10I). Para
inicializar el FPR, consideramos las siguientes distribuciones a priori: x0 = 1,
y0 = 0, z0 = 0.04, u1t ∼ N (0, 10−3), v1t ∼ N (0, 10−3), et ∼ N (0, 10−4),
ζt ∼ N (0, 10I). En los FPG y FPR se eligió como función de importancia una
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distribución normal, como se elige en Arulampalam et al. (2002). Los valores
iniciales para FKSE fueron los siguientes:
xˆ+0 = (1, 0, 0·04) , P
+
0 =

 1 0 00 1 0
0 0 1


Qt =

 0.0001 0 00 0.0001 0
0 0 0.0001

 , Rt =

 0.001 0 00 0.001 0
0 0 0.001

 ,
Los valores iniciales para FPSE fueron, los siguientes:
xˆ+0 = (1, 0, 0·04) , P
+
0 =

 0.0001 0 00 0.0001 0
0 0 0.0001


Qt =

 0.00001 0 00 0.00001 0
0 0 0.00001


Rt =

 0.00001 0 00 0.00001 0
0 0 0.00001

 .
Además para el FKSE y FPSE se tiene que: α = 10−3, κ = 0 y β = 2. En
la Figura (2), se muestra la morfología que describe los cinco extremos de las
ondas P , Q, R, S, y T en el círculo unitario generado por el modelo sintético
dado en (43), conjuntamente con los valores estimados por los algoritmos FPG
y FPR, observándose similitud entre picos simulados y los picos estimados. En
la Figura 3 se muestra la misma gráfica dada en 2, pero con valores estimados
usando los algoritmos FKSE, y FPSE, respectivamente. En la Figura 4 se mues-
tra el electrocardiograma generado por el modelo sintético verdadero, conjunta-
mente con las medias a posteriori de los estados estimados por el FPG y FPR. En
el gráfico se observa una buena aproximación de los algoritmos propuestos con
respecto al modelo sintético. En la Figura 5 se muestra el modelo sintético ver-
dadero, conjuntamente con las medias a posteriori de los estados estimados por
los algoritmos FKSE y FPSE, observándose más variabilidad en los estimados
con respecto a las salidas del modelo verdadero. En la Tabla 1 se muestra un
resumen de la desviación estándar empírica para N = 5000 partículas de lon-
gitud M = 200 usando el modelo sintético del ECG y se estimó la desviación
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Figura 2: Reconstrucción de trayectorias: ECG sintético, FPG y FPR.
Figura 3: Reconstrucción de trayectorias: ECG sintético, FKSE y FPSE.
estándar empírica del estado de la variable de interés z, en la Tabla 1 no se ob-
servan diferencias significativas en los errores estimados, es decir; la diferencia
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Figura 4: ECG sintético y medias a posteriori estimadas por FPG y FPR.
Figura 5: ECG sintético y medias a posteriori estimadas por FKSE y FPSE.
entre el valor real y el valor estimado es mínima. Posteriormente y para validar
los resultados simulados, se ajustó el modelo sintético de un ECG, pero ahora
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Filtros FPG FPR FKSE FPSE
DEE(z) 0.0011 0.0011 0.0075 0.0009
CPU Time (seg) 79.205772 79.934732 0.095665 547.326892
Tabla 1: Comparación de la desviación estándar empírica: modelo sintético simulado.
usando datos reales tomados sobre un individuo sano, donde la frecuencia de
muestreo fue de 125Hz, la frecuencia cardíaca media fue de 1.2Hz o 72 latidos
por minutos. Para inicializar los FPG y FPR se consideraron los siguientes valo-
res a priori: x0 = 1, y0 = 0, z0 =0.04, u1t ∼ N (0, 10−1), v1t ∼ N (0, 10−1),
et ∼ N (0, 10−1), ζt ∼ N (0, 10I). Para los algoritmos FPG y FPR se eligió
una función de importancia como se elige en Arulampalam et at. (2002). Los
valores iniciales a priori para FKSE fueron los siguientes:
xˆ+0 = (1, 0, 0·04) , P
+
0 =

 1 0 00 1 0
0 0 1


Qt =

 0.1 0 00 0.1 0
0 0 0.1

 , Rt =

 0.1 0 00 0.1 0
0 0 0.1

 ,
Los valores iniciales a priori para FPSE fueron los siguientes:
xˆ+0 = (1, 0, 0·04) , P
+
0 =

 0.0000001 0 00 0.0000001 0
0 0 0.0000001


Qt =

 0.0000001 0 00 0.0000001 0
0 0 0.0000001

 , Rt =

 10 0 00 10 0
0 0 10

 .
Además para el FKSE y FPSE α = 10−3, κ = 0 y β = 2.
En la Figura 6 se muestra una representación de la señal generada por el
modelo sintético con datos reales, conjuntamente con las medias a posteriori de
los estados estimados por los algoritmos FPG y FPR, además en la Figura 7
se muestra la señal de ECG real, conjuntamente con las medias a posteriori de
los estados estimados por los algoritmos FKSE y FPSE, en ambos gráficos se
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Figura 6: ECG real, FPG y FPR.
Figura 7: ECG real, FKSE y FPSE.
observa que los valores estimados y valores reales tienen el mismo patrón. En la
Tabla 2 se muestra un resumen de la desviación estándar empírica para el modelo
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sintético con datos reales del ECG, no se observan diferencias significativas en
los errores estimados.
Filtros FPG FPR FKSE FPSE
DEE(z) 0.3359 0.3359 0.3385 0.3358
CPU Time (seg) 80.735960 80.620896 0.091462 504.150175
Tabla 2: Comparación de la desviación estándar empírica: modelo sintético individuo
sano.
4 Discusión y conclusiones
La disponibilidad de modelos computacionales que simulen sintéticamente el
comportamiento de las señales de los electrocardiogramas puede complementar
la información experimental obtenida en la clínica sobre pacientes con proble-
mas cardiovasculares. La utilidad de algún diagnóstico clínico basado en un elec-
trocardiograma, recae sobre la calidad de la señal disponible. Las perturbaciones
o ruidos en la señal pueden conducir a diagnósticos inadecuados y pronósticos
falsos. Las técnicas de filtrado propuesta en este trabajo han sido utilizadas en
otros contextos para limpiar los ruidos en las señales. En este artículo se uti-
lizan algunas estrategias de cómputo para filtrar las señales que se generan de
un electrocardiograma sintético; es decir, se implementan los algoritmos: FPG,
FPR, FKSE, y FPSE, para estimar y reconstruir la morfología de las ondas gene-
radas por el modelo sintético. También se reconstruyen las ondas generadas por
señales de un electrocardiograma real tomada de un individuo sano. Los resul-
tados demuestran que FPG, FPR, y FPSE estima los estados con exactitud, sin
embargo estos filtros tienen un costo computacional mayor que el FKSE, debido
al problema degenerativo de los pesos, lo cual trae como consecuencia que la
varianza de los pesos de importancia tienden a incrementarse en el tiempo, pero
tienen la virtud que son muy generales y no requieren de ningún supuesto so-
bre la distribución de las señales y la forma funcional que las genera. En contra
parte, el FKSE se obtiene una estimación menos exacta, sin embargo su tiempo
de cómputo es óptimo debido al menor numero de muestras requeridas por cada
unidad de tiempo, además se requiere del supuesto de normalidad en la distribu-
ción de la señal. Estos algoritmos nos permiten en tiempo real cuantificar la
dinámica subyacente de los estados de la señal del electrocardiograma, procesar
la información de acuerdo a su generación, y a la vez permite monitorear las
características morfológicas del electrocardiograma, es decir, las ondas P , Q, R,
S y T del modelo sintético simulado, y del modelo sintético con datos reales.
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Finalmente se estima la desviación estándar empírica para medir el desempeño
de los filtros, en todos los casos estudiados se obtuvieron valores pequeños para
los errores estimados con poca variabilidad.
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