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Abstract
Geometric separability theory of Gel’fand-Zakharevich bi-Hamilto- nian systems on Rie-
mannian manifolds is reviewed and developed. Particular attention is paid to the separability
of systems generated by the so-called special conformal Killing tensors, i.e. Benenti systems.
Then, infinitely many new classes of separable systems are constructed by appropriate defor-
mations of Benenti class systems. All such systems can be lifted to the Gel’fand-Zakharevich
bi-Hamiltonian form.
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1 Introduction
The separation of variables for solving by quadratures the Hamilton-Jacobi (HJ) equations of
related Liouville integrable dynamic systems with quadratic in momenta first integrals has a
long history as a part of analytical mechanics. There are some mile stones of that theory. First,
in 1891 Sta¨ckel initiated a program of classification of separable systems presenting conditions
for separability of the HJ equations in orthogonal coordinates [1]-[3]. Then, in 1904 Levi-Civita
found a test for the separability of a Hamiltonian dynamics in a given system of canonical
coordinates [4]. The next was Eisenhart [5]-[7], who in 1934 inserted a separability theory in
the context of Riemannian geometry, making it coordinate free and introducing the crucial
objects of the theory, i.e. Killing tensors. This approach was then developed by Woodhouse
[8], Klanins [9]-[10] and others. Finally, in 1992, Benenti [11] -[13] constructed a particular but
very important subclass of separable systems, based on the so called special conformal Killing
tensors.
The first constructive theory of separated coordinates for dynamical systems was made by
Sklyanin [14]. He adopted the method of soliton theory, i.e. the Lax representation, to systematic
derivation of separated coordinates. In that approach involutive functions appear as coefficients
of characteristic equation (spectral curve) of Lax matrix. The method was successfully aplied
to separation of variables for many integrable systems [14]-[21].
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Recently, a modern geometric theory of separability on bi-Poisson manifolds was constructed
[22]-[29], related to the so-called Gel’fand-Zakharevich (GZ) bi-Hamiltonian systems [30],[31].
Obviously, it contains as a special case Liouville integrable systems with all constants of motion
being quadratic in momenta functions. Indeed, Ibort et.al. [32] proved that the Benenti class of
systems can be lifted to the GZ bi-Hamiltonian form.
In the following paper we construct in a systematic way a separability theory of all Liouville
integrable systems on Riemannian manifolds, which are of the GZ type, including as a special
case the Benenti class of systems. Actually, first we construct a quasi-bi-Hamiltonian theory
on the so called ωN manifolds and then we lift it to the related GZ bi-Hamiltonian systems
on bi-Poisson manifolds. What is important, infinitely many classes of separable systems are
constructed from appropriate deformations of the Benenti class of systems. In that sense we
demonstrate the crucial role of this particular class of systems in the separability theory of
dynamic systems on Riemannian manifolds.
The organization of the paper is as follows. In Section 2 we sketch the geometric separability
theory of GZ bi–Hamiltonian systems, which was recently constructed and is a main tool used
in the paper. In Section 3 we recall the basic facts about separable dynamics on Riemannian
manifolds. Section 4 deals with a special case of separable systems, i.e. the so-called Benenti
systems. We review this class of systems systematically as it plays a crucial role in a separability
theory of Gel’fand-Zakharevich systems on Riemannian manifolds and is of a special importance
for the theory developed in this paper. In Section 5, we construct the simplest new classes of
separable systems being the so-called 1-hole deformations of the Benenti class. For this example
we explain the main ideas of our approach as well as the methods of systematic construction of
separable potentials and (quasi)-bi-Hamiltonian representations. In Section 6, we develop the
approach to the case of arbitrary k-hole deformations of the Benenti class of systems, construct-
ing a complete theory of separable GZ systems on Riemannian manifolds. Finally, in Section 7,
we illustrate our theory by a few simple examples.
2 Gel’fand-Zakharevich bi-Hamiltonian systems and their sep-
arability on ωN manifolds
2.1 Basic definitions
In this Section we sketch the basic concepts of the modern geometric separability theory to
make other parts of the paper more clear to the reader. Let us first remind few basic facts
from the Poisson geometry. Given a manifold M, a Poisson operator pi on M is a mapping
pi : T ∗M→ TM that is fibre-preserving (i.e. pi|T ∗xM : T
∗
xM→ TxM for any x ∈ M) and such
that the induced bracket on the space C∞(M) of all smooth real-valued functions on M
{., . }pi : C
∞(M)× C∞(M)→ C∞(M) , {F,G}pi
def
= 〈dF, pi dG〉 (2.1)
(where 〈., .〉 is the dual map between TM and T ∗M). It is skew-symmetric, satisfies Jacobi
identityand the Leibniz rule and the symbol d denotes the operator of exterior derivative. The
3
second order contravariant tensor field pi can always be interpreted as a bivector, pi ∈ Λ2(M)
and in a given coordinate system (x1, . . . , xm) on M we have
pi =
m∑
i<j
piij
∂
∂xi
∧
∂
∂xj
. (2.2)
The function C : M → R is called the Casimir function of the Poisson operator pi if for an
arbitrary function F : M → R we have {F,C}pi = 0 (or, equivalently, if pidC = 0). A linear
combination piξ = pi1− ξpi0 (ξ ∈ R) of two Poisson operators pi0 and pi1 is called a Poisson pencil
if the operator piξ is Poissonian for any value of the parameter ξ. In this case we say that pi0
and pi1 are compatible. Given a Poisson pencil piξ = pi1 − ξpi0 we can often construct a sequence
of vector fields Xi on M that have a twofold Hamiltonian form (the so-called bi-Hamiltonian
chain)
Xi = pi1dhi = pi0dhi+1 (2.3)
where hi :M→ R are called the Hamiltonians of the chain (2.3) and where i is some discrete
index. This sequence of vector fields may or may not truncate (depending on the existence of
Casimir functions).
Let us consider a bi-Poisson manifold (M,pi0, pi1) of dimM = 2n+m where pi0, pi1 is a pair
of compatible Poisson tensors of rank 2n. Moreover we assume that the Poisson pencil piξ admits
m, polynomial with respect to the pencil parameter ξ, Casimir functions of the form
h(j)(ξ) =
nj∑
i=0
h
(j)
i ξ
nj−i, j = 1, ...,m, (2.4)
such that n1 + ... + nm = n and h
(j)
i are functionally independent. The collection of n bi-
Hamiltonian vector fields
piξdh
(j)(ξ) = 0⇐⇒ X
(j)
i = pi1dh
(j)
i = pi0dh
(j)
i+1, i = 1, ..., nj , j = 1, ...,m, (2.5)
is called the Gel’fand-Zakharevich system of the bi-Poisson manifoldM. Notice that each chain
starts from a Casimir of pi0 and terminates with a Casimir of pi1. Moreover all h
(j)
i pairwise
commute with respect to both Poisson structures
X
(j)
i (h
(k)
l ) = 〈dh
(k)
l , pi0dh
(j)
i+1〉 = 〈dh
(k)
l , pi1dh
(j)
i 〉 = 0. (2.6)
2.2 Geometric separability theory
The necessary condition for separability of Hamiltonian functions h
(j)
i is a projectibility of the
Poisson pencil piξ onto a symplectic leaf N of pi0, that is a 2n-dimesional submanifold defined by
fixed values of Casimir functions of pi0 : h
(1)
0 = c1, ..., h
(m)
0 = cm. Thus, N is a submanifold of a
codimension m inM. The projection is done through the particular realization of the Marsden-
Ratiu scheme [33], i.e. along the appropriate transversal distribution. Let Zi, i = 1, ...,m be
some vector fields transversal to N , spanning an involutive (integrable) distribution Z in M of
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a constant dimension m (that is a smooth collection of m-dimensional subspaces Zx ⊂ TxM at
every point x in M). The word ’transversal’ means here that no vector field Zi is at any point
tangent to the submanifold N passing through this point. Hence, the tangent bundle TM splits
into a direct sum
TM = TN ⊕Z (2.7)
(which means that at any point x in M we have TxM = TxN ⊕ Zx with s such that x ∈ N )
and so does its dual
T ∗M = T ∗N ⊕Z∗, (2.8)
where T ∗N is the annihilator of Z and Z∗ is the annihilator of TN . It means that if α is a one
form in T ∗N then α(Zi) = 0 for all i = 1, . . . ,m and if β is a one-form in Z∗ then β vanishes
on all vector fields tangent to N . Moreover, we assume that the vector fields Zi which span Z
are chosen in such a way that dh
(j)
0 , j = 1, ...,m is a basis in Z
∗ that is dual to the basis Zi of
the distribution Z, 〈
dh
(j)
0 , Zi
〉
= Zi(h
(j)
0 ) = δij , (2.9)
(it is no restriction since for any distribution Z transversal to N we can choose its basis so
that (2.9) is satisfied). The ’orthogonality’ condition (2.9) together with the involutivity of the
distribution indicates the relation
[Zi, Zj ] = 0, (2.10)
where [., .] stands for the commutator of vector fields.
Theorem 1 Poisson tensor pi1 is projectible onto a symplectic leaf N of pi0 along a transversal
integrable distribution Z if the normalized vector fields Zi locally generating Z are symmetries
of pi0 (LZipi0 = 0) and satisfy
LZipi1 =
∑
j
Y
(j)
i ∧ Zj , (2.11a)
where
Y
(j)
i = pi0 d(Zi(h
(j)
1 )) = [Zi, pi1dh
(j)
0 ] = [Zi,X
(j)
1 ] (2.11b)
and LZ means a Lie derivative in the direction of Z. The projection of pi1 onto N along Z is
equivalent to the projection of the deformed Poisson tensor
pi1D = pi1 −
∑
j
X
(j)
1 ∧ Zj , X
(j)
1 = pi1dh
(j)
0 = pi0dh
(j)
1 (2.12)
onto its symplectic leaf N . Moreover, pi1 and pi1D are compatible.
The proof as well as the details of the whole construction the reader can find in [29], [34]
and [35]. Notice that
LZipi1D = 0,
so Zi are also symmetries of pi1D.
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Let us denote the projections of pi0, pi1 by θ0, θ1 and restrictions of (h
(1)
1 , ..., h
(m)
nm )|N to N by
(H
(1)
1 , ...,H
(m)
nm ) := (H1, ...,Hn). Notice that the projection of the Poisson pencil piξ is a Poisson
pencil θξ on N and in a generic case both Poisson tensors θ0, θ1 are nondegenerate. Hence, N
is a bi-symplectic manifold as is endowed with two symplectic forms ω0, ω1 defined by
{F,G}θi = ωi(XF ,XG), XF = θ0dF, i = 0, 1. (2.13)
This simply means that ω0 = θ
−1
0 and ω1 = ω0θ1ω0. Indeed
ω0(XF ,XG) = < ω0XF ,XG >=< ω0θ0dF, θ0dG > (2.14a)
= < dF, θ0dG >= {F,G}θ0 ,
ω1(XF ,XG) = < ω0θ1ω0XF ,XG >=< ω0XF , θ1ω0XG > (2.14b)
= < dF, θ1dG >= {F,G}θ1 .
Moreover, one can construct the tensor field N := θ1θ
−1
0 = θ1ω0, of type (1, 1), called a recursion
operator of N and its dual N∗ = ω0θ1.Notice that
Nθ0 = θ1, N
∗ω0 = ω1. (2.15)
The important property of N is that its Nijenhuis torsion
T (N)(X,Y ) := [NX,NY ]−N([NX,Y ] + [X,NY ]−N [X,Y ]) (2.16)
vanishes as a consequence of the compatibility between θ0 and θ1 and hence implies that ω1
is closed [36]. Such manifolds are known as the so-called ωN manifolds. The generic case
means that 2n-dimensional ωN manifold is endowed with a recursion operator N which has
at every point n distinct double eigenvalues λ1, ..., λn, which are functionally independent on
N . Choosing λi as the canonical position coordinates, we can always supplement a set of local
coordinates (λi, µi) on N by the canonically conjugate momenta µi.
Definition 2 A set of local coordinates (λi, µi) on ωN manifold N is called a set of Darboux-
Nijenhuis (DN) coordinates if they are canonical with respect to θ0 and diagonalize the recursion
operator with diagonal elements beeing its eigenvalues.
It means that in the (λ, µ) coordinates
θ0 =
(
0 In
−In 0
)
, θ1 =
(
0 Λn
−Λn 0
)
, N =
(
Λn 0
0 Λn
)
, (2.17)
where Λn = diag(λ1, ..., λn), and their differentials span the T
∗N which is an eigenspace of N∗
(the adjoint of N), as
N∗dλi = λidλi, N
∗dµi = λidµi, i = 1, ..., n. (2.18)
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As well known, n functionally independent Hamiltonian functions Hi, i = 1, ..., n are said to
be separable in the canonical coordinates (λ, µ) if there are n relations, called the separation
conditions (Sklyanin [14]), of the form
ϕi(λ
i, µi;H1, ...,Hn) = 0, i = 1, ..., n, det
[
∂ϕi
∂Hj
]
6= 0, (2.19)
which guarantee the solvability of the appropriate Hamilton-Jacobi equations and involutivity
of Hi. A special case, when all separation relations (2.19) are affine in Hi is given by the set of
equations
n∑
k=1
φki (λi, µi)Hk = ψi(λi, µi), i = 1, ..., n, (2.20)
where φ and ψ are arbitrary smooth functions of their arguments, are called the Sta¨ckel separa-
tion conditions and the related dynamic systems are called the Sta¨ckel separable ones.
Theorem 3 [29] Let N be a generic ωN manifold and let (H1, ...,Hn) be a set of n functionally
independent Hamiltonians on N . Then, the foliation defined by (H1, ...,Hn) is separable in DN
coordinates and the subspace spanned by (dH1, ..., dHn) is invariant with respect to N
∗ if there
exist some functions αij such that
N∗dHi =
n∑
j=1
αijdHj, i = 1, ..., n. (2.21)
Hence, the distribution defined by (H1, ...,Hn), spanned by the Hamiltonian vector fields XHi , is
invariant with respect to N.
The formula (2.21) can be written in the equivalent form
θ1dHi =
n∑
j=1
αijθ0dHj , i = 1, ..., n, (2.22)
which will be called a quasi-bi-Hamiltonian representation of separable dynamics. Notice that
the projection of bi-Hamiltonian chains (2.5) onto N takes the form of (2.22). Indeed from
(2.12) we get
θ1dH
(j)
i = pi1D|N dh
(j)
i |N = (pi1D dh
(j)
i )|N
= (pi1dh
(j)
i )|N −
m∑
k=1
(
Zk(h
(j)
i )X
(k)
1
)
|N
= (pi0dh
(j)
i+1)|N −
m∑
k=1
(
Zk(h
(j)
i )pi0dh
(k)
1
)
|N (2.23)
= pi0|N dh
(j)
i+1|N −
m∑
k=1
Zk(h
(j)
i )|N pi0|N dh
(k)
1 |N
= θ0dH
(j)
i+1 −
m∑
k=1
Zk(h
(j)
i )|N θ0dH
(k)
1 ,
where pi|N means a plain restriction of pi to N .
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Theorem 4 [29] A n-tuple (H1, ...,Hn) of separable functions on ωN manifold N is Sta¨ckel
separable iff additionally to the condition (2.21) we have
N∗dαij =
n∑
k=1
αikdαkj, i, j = 1, ..., n. (2.24)
Equivalently, a n-tuple (h
(1)
1 , ..., h
(m)
nm ) of functions from Gel’fand-Zakharevich bi-Hamiltonian
chains on bi-Poisson manifold M is Sta¨ckel separable iff a Poisson pencil piξ is projectible onto
a symplectic leaf N of pi0 and h
(j)
i functions are affine in Casimir coordinates ci, i = 1, ...,m,
i.e.
Zk(Zl(h
(j)
i ) = 0 (2.25)
for all k, l, j = 1, ...,m and i = 1, ..., nm.
Hence, in (2.21)
Zk(h
(j)
i ) = α
(j)
i,k (2.26)
are c-independent, so
N∗dH
(j)
i = dH
(j)
i+1 −
m∑
k=1
α
(j)
i,kdH
(k)
1 . (2.27)
In such a case the Sta¨ckel separation conditions (2.20) take the form
m∑
j=1
σij(λi, µi)h
(j)(λi) = ψi(λi, µi), i = 1, ..., n, (2.28)
where h(j)(λi) is a Casimir h
(j)(ξ) evaluated at ξ = λi and σ
i
j is a Casimir multiplier. For
the majority of known integrable systems ψi(λi, µi) = ψ(λi, µi) and σ
i
j(λi, µi) = σj(λi, µi), and
then, the separation conditions (2.28) can be presented in a compact form as n copies of the
so-called separation curve
m∑
j=1
σj(ξ, µ)h
(j)(ξ) = ψ(ξ, µ), (ξ, µ) = (λi, µi), i = 1, ..., n. (2.29)
For the uniqness of the representation (2.29) we chose the normalization condition σm = 1.
Let us define the following matrix
α(ξ) =
 Z1(h
(1)(ξ) · · · Z1(h(m)(ξ)
· · · · · · · · ·
Zm(h
(1)(ξ) · · · Zm(h(m)(ξ)
 . (2.30)
Lemma 5 [29] :
(i) Determinant of α(ξ) coincides with the minimal polynomial of N
detα(ξ) =
√
det(ξI −N). (2.31)
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(ii) Casimir multipliers σij(λi, µi) are given by the relation
α(λi)σ
i(λi, µi) = 0, (2.32)
where σi = (σi1, ..., σ
i
m−1, 1)
T and α(λi) is the matrix α(ξ) evaluated at ξ = λi.
Up to now we sketch the passage from degenerated Poisson pencil piλ to nondegenerated
one θλ : piλ → θλ. According to the further applications, we are interested in the inverse
passage: θλ → piλ, as we would like to construct GZ bi-Hamiltonian chains from a given quasi-
bi-Hamiltonian ones.
Lemma 6 Let θ be a Poisson tensor on manifold N of dimN = m, and let pi be a second
order contravariant tensor field on M = N ⊗ R⊗ . . .⊗ R︸ ︷︷ ︸
k
of the same rank as θ, i.e. with k
additional Casimir functions ϕ1, ..., ϕk. Moreover, let the restricton of pi to N (the level set of
ϕ1 = ... = ϕk = 0) coincides with θ. Then, the operator pi is also Poisson.
Proof. Let us complete the set of functions ϕi with some functions xj which parametrized N
submanifold, to a coordinate system (x, ϕ) on M . Then, the matrix of the operator pi has last
k rows and columns equal to zero, while the m dimensional upper left block coincides with θ,
which is Poisson.
Let θ0 and θ1 be compatible Poisson tensors on N . Then, let pi0 and pi1D be Poisson
extensions of θ0 and θ1 from N to M, such as in Lemma 6, with a common set of Casimirs
ϕ1, ..., ϕk. Of course, pi0 and pi1D are still compatible. Now, let pi1 be another Poisson extension
of θ1 from N toM with a new set of Casimirs ψ1, ..., ψk. The question is: when pi1 is compatible
with pi0?
Assume that there are vector fields Zi, i = 1, ..., k transversal to the submanifold N , such
that LZipi0 = 0, i = 1, ..., k, and pi1 has the form
pi1 = pi1D +
k∑
i=1
Xi ∧ Zi, (2.33)
where Xi are some vector fields.
Lemma 7 A sufficient condition for compatibility of pi0 and pi1 is that Xi are Hamiltonian
vector fields with respect to pi0.
The Jacobi identity for a tensor pi is equivalent to the relation [pi, pi]S = 0, where [., .]S is a
Schouten bracket. Hence, the compatibility of two Poisson tensors pi0 and pi1 is equivalent to
the relation [pi0, pi1]S = 0. Before we start the proof we will therefore remind some basic facts
about Schouten bracket.
The Schouten bracket [37], [38] in general is a bilinear mapping Λq(M)×Λr(M)→ Λq+r−1(M)
that with every q-vector and r-vector associates a (q + r − 1)-vector [Q,R]S (Schouten bracket
of Q and R) that is skewsymmetric in the sense that
[R,Q]S = (−1)
qr[Q,R]S (2.34)
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and that satisfies the Leibniz identity
[Q,R ∧ P ]S = [Q,R]S ∧ P + (−1)
(q−1)rR ∧ [Q,P ]S , (2.35)
where P is any p-vector ∈ Λp(M). Using the above properties of the Schouten bracket one can
show that if X,Y are some vector fields, then [X,Y ]S = [X,Y ] = LXY is a usual Lie bracket
(commutator) of vector fields and if moreover P is a bivector then
[X ∧ Y, P ]S = Y ∧ [X,P ]S −X ∧ [Y, P ]S , [X,P ]S = LXP. (2.36)
Proof. From properties of the Schouten bracket
[pi0, pi1]S = [pi0, pi1D +
k∑
i=1
Xi ∧ Zi]S =
k∑
i=1
[pi0,Xi ∧ Zi]S
=
k∑
i=1
(Zi ∧ LXipi0 −Xi ∧ LZipi0) =
k∑
i=1
Zi ∧ LXipi0. (2.27)
Hence, the most general condition for the compatibility is
k∑
i=1
Zi ∧ LXipi0 = 0, (2.38)
with the strong solution LXipi0 = 0, i = 1, ..., k, which takes the place when Xi are Hamiltonian
vector fields with respect to pi0, i.e. there are some functions f1, ..., fk such that
Xi = pi0dfi. (2.39)
Notice that when in addition we impose the normalization conditions Zi(ϕj) = δij , i, j =
1, ..., k, and commutativity of Xi then pi1dϕj = Xj and Xj are bi-Hamiltonian vector fields
pi0dfi = pi1dϕi = Xi, (2.40)
which is just our case (2.12) with ϕi = h
(i)
0 , fi = h
(i)
1 .
Finally, let us mention the problem of explicit construction of DN coordinates (λ, µ). Assume
that N is parametrized by a set of coordinates {vi}2ni=1, not necessary canonical. The first part
of the transformation (λ, µ)→ (v), i.e. λ→ v is reconstructed from the characteristic equation
of N √
det(ξI −N) = detα(ξ) = 0 =⇒ λi = λi(v), i = 1, ..., n. (2.41)
The reconstruction of missing part of the transformation: µ→ v, in general case, is far from being
trivial and is discussed in [24]-[29]. In the following we restrict ourselves to the canonical point
transformations (λ, µ) → (q, p), where reconstruction of the remaining n relations pi = pi(λ, µ)
from the first n ones qi = qi(λ) is standard.
In the next Sections we apply this theory to dynamic systems on Riemannian manifolds,
constructing all those which can be lifted to the Gel’fand-Zakharevich bi-Hamiltonian chains.
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3 Introduction to separable Riemannian dynamics
3.1 Hamiltonian representation
Let (Q, g) be a Riemann (pseudo-Riemann) manifold with covariant metric tensor g and lo-
cal coordinates q1, ..., qn. Moreover, let G := g−1 be a contravariant metric tensor satisfying∑n
j=1 gijG
jk = δki . The Levi-Civita connection components are defined by
Γijk =
1
2
n∑
l=1
Gil(∂kglj + ∂jgkl − ∂lgjk), ∂i ≡
∂
∂qi
. (3.1)
The equations
qitt + Γ
i
jkq
j
t q
k
t = G
ik∂kV (q), i = 1, ..., n, qt ≡
dq
dt
(3.2)
describe the motion of a particle in the Riemannian space with the metric g. Eqs.(3.2) can be
obtained by varying the Lagrangian
L(q, qt) =
1
2
∑
i,j
gijq
i
tq
j
t − V (q) (3.3)
and are called Euler-Lagrange equations. Obviously, for G = I equations (3.2) reduce to Newton
equations of motion.
One can pass in a standard way to the Hamiltonian description of dynamics, where the
Hamiltonian function takes the form
H(q, p) =
n∑
i=1
qit
∂L
∂qit
− L =
1
2
n∑
i,j=1
Gijpipj + V (q), pi :=
∂L
∂qit
=
∑
j
gijq
j
t (3.4)
and equations of motion are(
q
p
)
t
= θ0dH =
(
0 I
−I 0
)(
∂H
∂q
∂H
∂∂p
)
= XH
m (3.5)
qit =
∂H
∂pi
, pit = −
∂H
∂qi
.
XH denotes the Hamiltonian vector field and the whole dynamics takes place on the phase space
N = T ∗G in local coordinates (q1, ..., qn, p1, ..., pn).
Of special importance is the geodesic motion V (q) ≡ 0, with Euler-Lagrange equations
qitt + Γ
i
jkq
j
t q
k
t = 0, i = 1, ..., n (3.6)
and Hamiltonian representation(
q
p
)
t
= θ0dE = XE , E =
1
2
n∑
i,j=1
Gijpipj. (3.7)
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3.2 Separated coordinates
We are going to present a complete theory of a subclass of one-particle dynamics, containing
Liouville integrable, separable, (quasi-)bi-Hamiltonian systems with n quadratic in momenta
constants of motion. Sta¨ckel [1]-[3] gave the first characterization of the Riemann (pseudo-
Riemann) manifold (Q, g) on which the equations of geodesic motion can be solved by separation
of variables. He proved that if in a system of orthogonal coordinates (λ, µ) there exists a non-
singular matrix ϕ = (ϕlk(λk)), called a Sta¨ckel matrix such that the geodesic Hamiltonians Er
are of the form
Er =
1
2
n∑
i=1
(ϕ−1)irµ
2
i , (3.8)
then Er are functionally independent, pairwise commute with respect to the canonical Poisson
bracket and the Hamilton-Jacobi equation associated to E1 is separable.
Then, Eisenhart [5]-[7] gave a coordinate-free representation for Sta¨ckel geodesic motion
introducing a special family of Killing tensors. As known, a (1, 1)-type tensor B = (Bij) (or a
(2, 0)-type tensor B = (Bij)) is called a Killing tensor with respect to g if{∑
(BG)ijpipj , E
}
θ0
= 0 or
{∑
(B)ijpipj , E
}
θ0
= 0.
He proved [5]-[7] that the geodesic Hamiltonians can be transformed into the Sta¨ckel form (3.8)
if the contravariant metric tensor G = g−1 has (n − 1) commuting independent contravariant
Killing tensors Ar of a second order such that
Er =
1
2
∑
i,j
Aijr pipj, (3.9)
admitting a common system of closed eigenforms αi
(A∗r − v
i
rG)αi = 0, dαi = 0, i = 1, ..., n, (3.10)
where vir are eigenvalues of (1, 1) Killing tensor Kr = Arg (K
∗
r = gA
∗
r).
From now on, separated canonical coordinates will be denoted by (λ, µ) and natural canonical
coordinates by (q, p). For n degrees of freedom, let us consider n Sta¨ckel Hamiltonian functions
in separated coordinates in the following form
Hr =
1
2
n∑
i=1
virG
iiµ2i + Vr(λ) =
1
2
µTKrGµ + Vr(λ), r = 1, ..., n, (3.11)
where µ = (µ1, ..., µn)
T ,and Vr(λ) are appropriate potentials separable in (λ, µ) coordinates. For
the integrable system (3.11) the Sta¨ckel separation conditions (2.20) take the general form
n∑
k=1
φki (λ
i)Hk =
1
2
fi(λ
i)µ2i + γi(λ
i) i = 1, ..., n, (3.12)
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where fi, γi, φ
k
i are arbitrary smooth functions of its argument and the normalization φ
n
i =
1, i = 1, ..., n is assumed. To get the explicit form of Hk = Hk(λ, µ) one has to solve the system
of linear equations (3.12). The results are the following
Gii = (−1)i+1
fi(λ
i) detW i1
detW
, vir = (−1)
r+1 detW
ir
detW i1
, (3.13)
Vr =
n∑
i=1
(−1)i+rγi(λ
i)
detW ir
detW
, (3.14)
where
W =

φ11(λ
1) φ21(λ
1) · · · φn−11 (λ
1) 1
...
... · · ·
...
...
φ1n(λ
n) φ2n(λ
n) · · · φn−1n (λ
n) 1
 (3.15)
and W ik is the (n − 1) × (n − 1) matrix obtained from W after we cancel its ith row and kth
column. Then the Sta¨ckel matrix ϕ is given by
ϕ =

φ11(λ
1)
f1(λ
1)
φ21(λ
1)
f1(λ
1)
· · ·
φn−11 (λ
1)
f1(λ
1)
1
f1(λ
1)
...
... · · ·
...
...
φ1n(λ
n)
fn(λ
n)
φ2n(λ
n)
fn(λ
n) · · ·
φn−1n (λ
n)
fn(λ
n)
1
fn(λ
n)
 . (3.16)
In our further considerations we restrict to the case when φki (λi) are monomials. Actually,
we assume that
φki (λi) = φ
k(λi) = (λ
i)mk , mn = 0 < mn−1 < ... < m1 ∈ N, (3.17)
which is a sufficient condition for the existence of bi-Hamiltonian representation of Gel’fand-
Zakharevich type with separation conditions and the separation curve in the form
m∑
j=1
σj(λ
i)h(j)(λi) =
1
2
f(λi)µ2i + γ(λ
i), i = 1, ..., n, (3.18a)
m∑
j=1
σj(ξ)h
(j)(ξ) =
1
2
f(ξ)µ2 + γ(ξ). (3.18b)
3.3 Integration by quadratures
Let us consider a set of coordinates {λi, µi}
n
i=1 on T
∗Q canonical with respect to θ0. One can
try to linearize the system (3.11) through a canonical transformation (λ, µ)→ (b, a) in the form
bj = ∂W
∂ai
, µi =
∂W
∂λi
, where W (λ, a) is a generating function that solves the related Hamilton-
Jacobi (HJ) equations
Er(λ,
∂W
∂λ
) = ar, r = 0, ..., n. (3.19)
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The HJ equations (3.19) are nonlinear partial differential equations that are very difficult to
solve. In general it is a hopeless task. However, there are rare cases when one can find a
solution of (3.19) in the separable form
W (λ, a) =
n∑
i=1
Wi(λi, a) (3.20)
that turns the HJ equations into a set of decupled ordinary differential equations that can be
solved by quadratures. Such (λ, µ) coordinates are called separated coordinates. In the (b, a)
coordinates the flow d/dtj associated with every Hamiltonian Hj is trivial
dai
dtj
= 0,
dbi
dtj
= δij , i, j = 1, . . . , n (3.21)
and the implicit form of the trajectories λ(tj) is given by
bi(λ, a) =
∂W
∂ai
= δijtj + const, i, j = 1, ..., n. (3.22)
As explained in the previous section, separated coordinates are defined by n relations of the
form
ϕi(λ
i, µi,H1, ...,Hn) = 0, i = 1, ..., n (3.23)
joining each pair (λi, µi) of conjugate coordinates and all Hamiltonians Hi, i = 1, ..., n. Fixing
the values of the Hamiltonians Hj = const = aj one obtains an explicit factorization of the
Liouville tori given by the equations
ϕi(λ
i, µi, a1, ..., an) = 0, i = 1, ..., n
m (3.24)
ϕi(λ
i,
dWi
dλi
, a1, ..., an) = 0, i = 1, ..., n
i.e. a decupled system of ordinary differential equations.
Let us now solve explicitly the Hamilton-Jacobi equations (3.19) and related dynamic equa-
tions, with respect to the evolution parameter tr, written in (λ, µ) coordinates when separation
conditions are given in the form (3.12), (3.17):
1
2
f(λi)
(
∂W
∂λi
)2
+ γ(λi) = a1(λ
i)m1 + a2(λ
i)m2 + ...+ an ≡ a(λ
i)
⇓ W =
n∑
i=1
Wi(λi, a)
1
2
f(λi)
(
dWi
dλi
)2
+ γ(λi) = a1(λ
i)m1 + a2(λ
i)m2 + ...+ an ≡ a(λ
i)
⇓
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Wi(λi, a) =
∫ λi √a(ξ)− γ(ξ)
1
2f(ξ)
dξ
⇓
W (λ, a) =
n∑
k=1
∫ λk √a(ξ)− γ(ξ)
1
2f(ξ)
dξ
⇓
bi =
∂W
∂ai
=
n∑
k=1
∫ λk ξmi√
2f(ξ)[a(ξ)− γ(ξ)]
dξ
⇓ 2f(ξ)[a(ξ)− γ(ξ)] ≡ ψ(ξ)
n∑
k=1
∫ λk ξmi√
ψ(ξ)
dξ = trδri + consti, i = 1, ..., n, (3.25)
where eqs.(3.25) are implicit solutions called the inverse Jacobi problem.
4 Systems of Benenti type
4.1 Separable geodesics
Among all Sta¨ckel systems a particularly important subclass consists of these considered by
Benenti [11], [12], [13] and constructed with the help of the so-called conformal Killing tensor.
Let L = (Lij) be a second order mixed type tensor on Q and let L :M → R be a function on M
defined as L = 12
n∑
i,j=1
(LG)ijpipj . If
{L,E}θ0 = κE, where κ = {ε,E}θ0 , ε = Tr(L), (4.1)
then L is called a conformal Killing tensor with the associated potential ε = Tr(L). If we assume
additionally that L has simple eigenvalues and its Nijenhuis torsion vanishes, then L is called a
special conformal Killing tensor [39].
For the Riemannian manifold (Q, g, L), geodesic flow has n constants of motion of the form
Er =
1
2
n∑
i,j=1
Aijr pipj =
1
2
n∑
i,j=1
(KrG)
ijpipj, r = 1, ..., n, (4.2)
where Ar and Kr are Killing tensors of type (2, 0) and (1, 1), respectively. Moreover, as was
shown by Benenti [11],[12], all the Killing tensors Kr with a common set of eigenvectors, are
constructed from L by
Kr+1 =
r∑
k=0
ρkL
r−k, (4.3)
where ρr are coefficients of the characteristic polynomial of L
det(ξI − L) = ξn + ρ1ξ
n−1 + ...+ ρn, ρ0 = 1. (4.4)
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From (4.3) we immediately find that
Kr+1 − LKr = ρrI, −LKn = ρnI, K1 = I. (4.5)
Lemma 8 From (4.3) and (4.5) it follows that appropriate Killing tensors Kr are given by the
following ’cofactor’ formula
cof(ξI − L) =
n−1∑
i=0
Kn−iξ
i, (4.6)
where cof(A) stands for the matrix of cofactors, so that cof(A)A = (detA)I. Notice that K1 = I,
hence A1 = G and E1 ≡ E.
Proof.
(ξI − L)(
n−1∑
i=0
Kn−iξ
i) =
n−1∑
i=0
(Kn−iξ
i+1 − LKn−iξ
i)
= −LKn + (Kn − LKn−1)ξ + ...
+(K2 − LK1)ξ
n−1 +K1ξ
n
= I(ρn + ρn−1ξ + ...+ ρ1ξ
n−1 + ξn)
= I det(ξI − L).
According to the above results, the functions Er, satisfy
{Es, Er}θ0 = 0, (4.7)
and thus constitute a system of n constants of motion in involution with respect to the Poisson
structure θ0. So, for a given metric tensor g, the existence of a special conformal Killing tensor
L is a sufficient condition for the geodesic flow on Q to be a Liouville integrable Hamiltonian
system with all constants of motion quadratic in momenta.
It turns out that with the tensor L we can (generically) associate a coordinate system
on Q in which the geodesic flows associated with all the functions Er separate. Namely, let
(λ1(q), ..., λn(q)) be n distinct, functionally independent eigenvalues of L, i.e. solutions of the
characteristic equation det(ξI − L) = 0. Solving these relations with respect to q we get the
transformation λ→ q
qi = αi(λ), i = 1, ..., n. (4.8)
The remaining part of the transformation to the separation coordinates can be obtained as a
canonical transformation reconstructed from the generating function W (p, λ) =
∑
i piαi(λ) in
the following way
µi =
∂W (p, λ)
∂λi
=⇒ pi = βi(λ, µ) i = 1, ..., n. (4.9)
In the (λ, µ) coordinates the tensor L is diagonal
L = diag(λ1, ..., λn) ≡ Λn, (4.10)
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while the geodesic Hamiltonians have the following form [22]
Er = −
1
2
n∑
i=1
∂ρr
∂λi
fi(λ
i)
∆i
µ2i , r = 1, ..., n, (4.11)
where
∆i =
∏
k=1,...n, k 6=i
(λi − λk), (4.12)
ρr(λ) are symmetric polynomials (Vie´te polynomials) defined by the relation
det(ξI − Λ) = (ξ − λ1)(ξ − λ2)...(ξ − λn) =
n∑
r=0
ρrξ
n−r (4.13)
and fi are arbitrary smooth functions of one real argument. From (4.11) it immediately follows
that in (λ, µ) variables the contravariant metric tensor G and all the Killing tensors Kr are
diagonal
Gij =
fi(λ
i)
∆i
δij, (Kr)
i
j = −
∂ρr
∂λi
δij. (4.14)
Remark 9 When fi(λ
i) is a polynomial of order ≤ n the metric is flat, if the order of f is
equal n+ 1 the metric is of constant curvature.
Moreover, as
Λ∗dλi = λidλi, K∗r dλ
i = −
∂ρr
∂λi
dλi = vir+1dλ
i, (4.15)
then multiplying both sides of eq.(4.15) by G we get
(GK∗r − v
i
rG)dλi = 0⇔ (A
∗
r − v
i
rG)dλi = 0, i = 1, ..., n, (4.16)
i.e. the tensorial Eisenhart realization (3.10) of the Sta¨ckel results.
To ensure that in the (λ, µ) coordinates the geodesic Hamiltonians (4.11) are separable it is
sufficient to observe that in these coordinates they actually have the Sta¨ckel form (3.8) with the
related Sta¨ckel matrix
ϕ =

(λ1)n−1
f1(λ
1)
(λ1)n−2
f1(λ
1)
· · · λ
1
f1(λ
1)
1
f1(λ
1)
...
... · · ·
...
...
(λn)n−1
fn(λn)
(λn)n−2
fn(λn)
· · · λ
n
fn(λn)
1
fn(λn)
 . (4.17)
It means that Sta¨ckel separation conditions (3.12) take the particular form
E1(λ
i)n−1 + E2(λ
i)n−2 + ...+ En =
1
2
fi(λ
i)µ2i , i = 1, ..., n. (4.18)
For fi(λ
i) = f(λi) eqs. (4.18) can be represented by n different copies (ξ, µ) = (λi, µi), i = 1, ..., n
of some curve
E1ξ
n−1 + E2ξ
n−2 + ...+ En =
1
2
f(ξ)µ2 (4.19)
called the separation curve of geodesic motion.
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4.2 (Quasi-)bi-Hamiltonian chains
The special conformal Killing tensor L can be lifted from Q to a (1, 1)-type tensor on N = T ∗Q
where it takes the form
N =
(
L 0
F L∗
)
, F ij =
∂
∂qj
(pTL)i −
∂
∂qi
(pTL)j , L
∗ = LT , (4.20)
The lifted (1, 1) tensor N is Nijehuis torsion free, like the L one, hence it defines a recursion
operator on N . An important property of N is that when it acts on the canonical Poisson tensor
θ0 it produces another Poisson tensor
θ1 = Nθ0 =
(
0 L
−L∗ F
)
, (4.21)
compatible with the canonical one (actually θ0 is compatible withN
kθ0 for any integer k) making
N the ωN manifold. It is now possible to show that the geodesic Hamiltonians Er satisfy on
N = T ∗Q the set of relations [32]
θ1dEr = θ0dEr+1 − ρrθ0dE1, En+1 = 0, r = 1, ..., n.
m (4.22)
N∗dEr = dEr+1 − ρrdE1, N
∗ = θ−10 θ1 =
(
L∗ −F
0 L
)
,
which are a particular case of the quasi-bi-Hamiltonian chain (2.22) [40]. Obviously {Es, Er}θ1 =
0, as follows from (4.7) and (4.22). Notice that relation (4.5) is immediately reconstructed from
(4.22). Indeed, according to(
∂E
∂p1
, ...,
∂E
∂p1
)T
= KGp, p = (p1, ..., pn)
T , (4.23)
dp components of (4.22) are
LKrGp = Kr+1Gp− ρrGp
⇓ (4.24)
LKr = Kr+1 − ρrI.
On the other hand
LKrGp = Kr+1Gp− ρrGp
⇓ (4.25)
Lr ≡
1
2
pTLKrGp =
1
2
pTKr+1Gp−
1
2
ρrp
TGp = Er+1 − ρrE1,
so, for r = 1 we get the relation
L ≡ L1 = E2 − ρ1E1 (4.26)
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and immediate verification that L is a special conformal Killing tensor, as
{L,E1}θ0 = {E1, ρ1}θ0E1 = κE1, ρ1 = −TrL. (4.27)
As was presented in this section, tensors L∗ and A∗r have a common set of closed eigenforms
(4.15), (4.16), hence obviously
(G(s)K∗r − v
i
rG
(s))dλi = 0⇔ (A
(s)∗
r − v
i
rG
(s))dλi = 0, i = 1, ..., n, (4.28)
where
A(s)r = L
sAr = KrL
sG = KrG
(s), s = ±1,±2, ... . (4.29)
It means that A
(s)
r are contravariant Killing tensors of the metric G(s) and functions
E(s)r =
1
2
pTA(s)r p, r = 1, ..., n (4.30)
are in involution. Moreover, L is the special conformal Killing tensor for each G(s). Indeed, from
(4.24) we have
Ls+1KrG = L
sKr+1G − ρrL
sG
⇓
LKrL
sG = Kr+1L
sG − ρrL
sG
⇓
LKrG
(s) = Kr+1G
(s) − ρrG
(s)
⇓
L
(s)
r = E
(s)
r+1 − ρrE
(s)
1 , (4.31)
where
L
(s)
r =
1
2
pTLA(s)r p. (4.31a)
Hence, for L
(s)
≡ L
(s)
1 , we find the condition (4.27)
{L
(s)
, E
(s)
1 }θ0 = {E
(s)
1 , ρ1}θ0E
(s)
1 = κE
(s)
1 . (4.32)
Let us denote by G(0) a basic flat contravariant metric, which in λ coordinates takes the
form (
G(0)
)ij
=
1
∆i
δij , (4.33)
i.e. fi(λ
i) = 1, i = 1, ..., n (4.14). It means that in the appropriate separation curve for geodesic
motion (4.19) f(ξ) = 1. Moreover, the metric tensor G for which the separation curve (4.19)
contains f(ξ) in the form of Laurent polynomial
f(ξ) =
i=m2∑
i=m1
aiξ
i, m1,m2 ∈ N, ai = const, (4.34)
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is constructed from the basic metric G(0) in the following way
G = f(L)G(0). (4.35)
Now we pass to the bi-Hamiltonian representation. On the extended phase space M =
T ∗Q× R, the extended geodesic Hamiltonians
er = Er + cρr, r = 1, ..., n, e0 = c, (4.36)
where c is an additional coordinate, satisfy the following bi-Hamiltonian chain [32]
pi0de0 = 0
pi0de1 = X1 = pi1de0
pi0de2 = X2 = pi1de1
...
pi0den = Xn = pi1den−1
0 = pi1den
(4.37)
with the Poisson operators pi0 and pi1
pi0 =
(
θ0 0
0 0
)
, pi1 =
(
θ1 θ0de1
−(θ0de1)T 0
)
. (4.38)
Both Poisson tensors pi0 and pi1 are compatible and degenerated. The Casimir of pi0 is e0 and
the Casimir of pi1 is en and they start and terminate the bi-Hamiltonian chain (4.37). Of course
{es, er}pi0 = {es, er}pi1 = 0. The projections of pi0, pi1 onto a symplectic leaf of pi0 (c = const)
along Z = ∂
∂c
reconstructs our nondegenerate Poisson tensors θ0, θ1. If we introduce the Poisson
pencil piξ = pi1 − ξpi0, the chain (4.37) can be written in a compact form
piξde(ξ) = 0, e(ξ) =
n∑
r=0
en−rξ
r, (4.39)
where eξ is a Casimir of the Poisson pencil piξ, depending polynomial on ξ, i.e. we deal with a
Gel’fand-Zakharevich type system. The projection of (4.37) onto symplectic leaf of pi0 : c = 0
reconstructs the quasi-bi-Hamiltonian chain (4.22) on N in a compact form
θξd(E(ξ)) + ρ(ξ)θ0d(E1) = 0
m (4.40)
(N∗ − ξI)d(E(ξ)) + ρ(ξ)d(E1) = 0,
where
E(ξ) =
n−1∑
r=0
En−rξ
r, ρ(ξ) = det(ξI − L) =
n∑
r=0
ρn−r(q)ξ
r. (4.40a)
If we start with a bi-Hamiltonian chain (4.37) or a quasi-bi-Hamiltonian chain (4.22) written
in the ’physical’ (original) coordinates (q, p) then we can usually find the functions q(λ) that
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constitute the first half of the transformation (λ, µ) → (q, p) simply by taking the functions
ρr(q) from the Hamiltonians (4.36) or directly from (4.4) and solve the system of equations
ρr(q) = ρr(λ) , r = 1, . . . , n with respect to q. The remaining functions p(λ, µ) are calculated
according to (4.9).
4.3 Separable potentials
What potentials can be added to geodesic Hamiltonians Er without destroying their separability
within the above schema? It turns out that there exists a sequence of basic separable potentials
V
(k)
r , k = ±1,±2, ..., which can be added to geodesic Hamiltonians Er such that the new
Hamiltonians
Hr(q, p) = Er(q, p) + V
(k)
r (q), r = 1, ..., n, (4.41)
are in involution with respect to θ0 and θ1 and are still separable in the same coordinates (λ, µ).
It means that Hr follow the quasi-bi-Hamiltonian chain (4.22)
N∗dHr = dHr+1 − ρrdH1, Hn+1 = 0, r = 1, ..., n, (4.42)
while for potentials we have
L∗dVr = dVr+1 − ρrdV1, r = 1, ..., n, (4.43)
m
dVr+1 =
r∑
k=0
ρk(L
∗)r−kdV1
m (4.3)
dVr+1 = K
∗
r+1dV1 =⇒ d(K
∗
r+1dV1) = 0. (4.44)
The relations (4.44) were derived for the first time by Benenti [11], [12].
Theorem 10 The basic separable potentials V
(m)
r are given by the following recursion relation
[23], [27]
V (m+1)r = V
(m)
r+1 − ρrV
(m)
1 , (4.45)
and its inverse
V (−m−1)r = V
(−m)
r−1 −
ρr−1
ρn
V (−m)n , V
(0)
r = −δr,n. (4.46)
Proof. The proof is inductive. We show it for positive potentials. Assuming that potentials
V
(m)
r fulfil condition (4.43), we prove that potentials V
(m+1)
r fulfil the same condition. The
condition (4.43) is true for the first nontrivial potentials V
(n)
r = ρr, which are coefficients of
characteristic polynomials of a special conformal Killing tensor L [32]
dρr+1 = L
∗dρr + ρrdρ1, r = 1, ..., n. (4.47)
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Notice that (4.47) is a special case of the condition (2.24) and follows from the Sta¨ckel separa-
bility. Then we have
L∗dV (m+1)r + ρrdV
(m+1)
1
= L∗d(V
(m)
r+1 − ρrV
(m)
1 )− ρrd(V
(m)
2 − ρ1V
(m)
1 )
= L∗dV
(m)
r+1 − ρrL
∗dV
(m)
1 − V
(m)
1 (L
∗dρr + ρrdρ1)
+ρr(dV
(m)
2 − ρ1dV
(m)
1 )
= L∗dV
(m)
r+1 − ρrL
∗dV
(m)
1 − V
(m)
1 dρr+1 + ρrL
∗dV
(m)
1
= L∗dV
(m)
r+1 − V
(m)
1 dρr+1 = dV
(m)
r+2 − ρr+1dV
(m)
1 − V
(m)
1 dρr+1
= d(V
(m)
r+2 − ρr+1V
(m)
1 ) = dV
(m+1)
r+1 .
Notice that V
(m)
r = −δr,n−m,m = 0, ..., n − 1, V
(n)
r = ρr, V
(−1)
r =
ρr−1
ρn
. Such a notation will
be useful in the case of deformed Benenti systems.
Now, again the extended Hamiltonians hr : N × R→ R
hr = Hr + cρr (4.48)
satisfy the bi-Hamiltonian chain (compare with (4.37))
pi0dh0 = 0
pi0dh1 = X1 = pi1dh0
pi0dh2 = X2 = pi1dh1
...
pi0dhn = Xn = pi1dhn−1
0 = pi1dhn
(4.49)
with pi0 as in (4.38),
pi1 =
(
θ1 θ0dh1
−(θ0dh1)T 0
)
(4.50)
and {hs, hr}pi0 = {hs, hr}pi1 = 0. If we use the following notation
H(ξ) = E(ξ) + V (ξ), V (ξ) =
n−1∑
j=0
Vn−j(q)ξ
j ,
then the recursion formulas (4.45) and (4.46) can be written in the compact form [41]
V (ξ)(k+1) = λV (ξ)(k) − det(ξI − L)V
(k)
1 (4.51)
and
V (ξ)(−k−1) =
1
ξ
(
V (ξ)(−k) −
det(ξI − L)
detL
V (−k)n
)
(4.52)
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and our bi-Hamiltonian chain (4.49) is given by
piξdh(ξ) = 0, h(ξ) = H(ξ) + cρ(ξ), (4.53)
while the corresponding quasi-bi-Hamiltonian (4.42) chain takes the form
θξdH(ξ) + ρ(ξ)θ0dH1(q, p) = 0, ρ(ξ) =
∂h(ξ)
∂c
m (4.54)
(N∗ − ξI)dH(ξ) + ρ(ξ)dH1(q, p) = 0.
In (λ, µ) coordinates the full (i.e. with a non-zero potential part) Hamiltonians (4.48) of bi-
Hamiltonian chain (4.49) attain the form
hr(λ, µ, c) = −
n∑
i=1
∂ρr
∂λi
1
2fi(λ
i)µ2i + γi(λ
i)
∆i
+ cρr(λ), r = 1, ..., n. (4.55)
Lemma 11 Nontrivial potentials V
(n−1+k)
r and V
(−k)
r k = 1, 2, ... enter the separation curve
H1ξ
n−1 +H2ξ
n−2 + ...+Hn =
1
2
f(ξ)µ2 + γ(ξ) (4.56)
as γ(ξ) = −ξn−1+k,−ξ−k, hence γi(λ
i) = −(λi)n−1+k and γi(λ
i) = −(λi)−k, respectively.
Proof. Potentials V
(n)
r = ρr are coefficients of characteristic equation of the special conformal
Killing tensor L
ξn + ρ1ξ
n−1 + ...+ ρn = 0. (4.57)
Then, we define V (n+k) potentials by a generating equation
ξn+k + V
(n+k)
1 ξ
n−1 + ...+ V (n+k)n = 0. (4.58)
The recursion formula (4.45) is reconstructed as follows. From (4.58) we have
ξn+k+1 + V
(n+k)
1 ξ
n + ...+ V (n+k)n ξ = 0. (4.59)
Elimination of ξn via (4.57) leads to the form
ξn+k+1 + (V
(n+k)
2 − ρ1V
(n+k)
1 )ξ
n−1 + ...+ (V (n+k)n − ρn−1V
(n+k)
1 )ξ − ρnV
(n+k)
1 = 0
⇓ (4.60)
V (n+k+1)r = V
(n+k)
r+1 − ρrV
(n+k)
1 .
For the inverse potentials we have from (4.57)
1
ρn
ξn−1 +
ρ1
ρn
ξn−2 + ...+
ρn−1
ρn
+ ξ−1 = 0, (4.61)
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so V
(−1)
r =
ρr−1
ρn
. Then, we define V (−k) potentials by a generating equation
V
(−k)
1 ξ
n−1 + ...+ V (−k)n + ξ
−k = 0. (4.62)
The recursion formula (4.46) is reconstructed as follows. From (4.62) we have
V
(−k)
1 ξ
n−2 + ...+ V (−k)n ξ
−1 + ξ−k−1 = 0. (4.63)
Substituting (4.61) to eliminate ξ−1 we get
V
(−k)
1 ξ
n−2 + ...+ V (−k)n (−
1
ρn
ξn−1 − ...−
ρn−1
ρn
) + ξ−k−1 = 0
⇓ (4.64)
V (−k−1)r = V
(−k)
r−1 −
ρr−1
ρn
V (−k)n .
5 One-hole deformation of Benenti systems
Separable systems on Riemannian manifolds considered by Benenti belong to important but
very particular subclass of such systems. In this context, a question about classification of
all separable systems on Riemannian manifolds, with n quadratic in momenta constants of
motion, arises. The classification can be made with respect to the admissible forms of Sta¨ckel
separability conditions. The right hand side of the conditions (3.12) is always the same for the
class of systems considered
r.h.s. =
1
2
fi(λ
i)µ2i + γi(λ
i) = ψ(λi, µi), (5.1)
so different classes of separable systems are described by different forms of the l.h.s. of Sta¨ckel
conditions. In the simplest Benenti case, it is given by the following polynomial form
l.h.s. = H1ξ
n−1 +H2ξ
n−2 + ...+Hn, ξ = λ
1, ..., λn. (5.2)
We will show, that all other classes, given by some polynomial in λ, are appropriate deformations
of the Benenti class.
First, let us define a 1-hole deformation of the Benenti class. Consider the following separa-
bility condition
H˜1ξ
(n+1)−1 + H˜2ξ
(n+1)−2 + ...+ H˜n+1 = ψ(ξ, µ), H˜n1 = 0 (5.3)
and the Benenti separability condition with the same ψ representation
H1ξ
n−1 +H2ξ
n−2 + ...+Hn = ψ(ξ, µ). (5.4)
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Notice that all Benenti systems are classified by different forms of ψ, i.e. by fi(λ
i) and γi(λ
i).
A missing monomial (a hole) in (5.3) is H˜n1ξ
(n+1)−n1 . Using the characteristic equation of a
conformal Killing tensor L of the Benenti system (5.4)
ξn + ρ1ξ
n−1 + ...+ ρn = 0,
for the elimination of ξn, equation (5.3) can be transformed to the form
(H˜2 − ρ1H˜1)ξ
n−1 + ...+ (H˜n+1 − ρnH˜1) = ψ(ξ, µ) (5.5)
and hence, comparing it with (5.4) we find
Hr = H˜r+1 − ρrH˜1, r = 1, ..., n, (5.6)
with the inverse
H˜r+1 = Hr −
ρr
ρn1−1
Hn1−1, r = 0, ..., n, (5.7)
where H0 = 0, ρ0 = 1.
Notice, that formula (5.7) applies separately to the geodesic and the potential parts, i.e.
E˜r+1 = Er −
ρr
ρn1−1
En1−1, (5.8a)
V˜r+1 = Vr −
ρr
ρn1−1
Vn1−1, r = 0, ..., n. (5.8b)
5.1 Geodesic part
Let us first look onto geodesic Hamiltonians
E˜r =
1
2
pT (ρn1−1Kr−1 − ρr−1Kn1−1)
1
ρn1−1
Gp, r = 1, ..., n + 1. (5.9)
Using the known relation for the Benenti chain
ρrI = Kr+1 − LKr
we get
E˜1 = −
1
ρn1−1
En1−1 = −
1
ρn1−1
1
2p
TKn1−1G p
= 12p
T G˜p =⇒ G˜ = − 1
ρn1−1
Kn1−1G
(5.10)
and
E˜r =
1
2p
T [ 1
ρn1−1
(Kn1Kr−1 −Kn1−1Kr)G]p
= 12p
T K˜rG˜ p =⇒ K˜r = Kr −Kr−1Kn1(Kn1−1)
−1.
(5.11)
Although we know from the construction that E˜r are in involution, as they are Sta¨ckel geodesics,
but here we prove it in a coordinate free way.
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Lemma 12 K˜r are Killing tensors of the metric G˜ which share the common set of eigenfunc-
tions, i.e. E˜r are in involution.
Proof. From involutivity of Benenti Hamiltonians we have
0 = {Hr,Hs}θ0 = {Er + Vr, Es + Vs}θ0 = {Er, Vs}θ0 + {Vr, Es}θ0
(5.12)
=⇒ {Er, Vs}θ0 = {Es, Vr}θ0 =⇒ {Er, ρs}θ0 = {Es, ρr}θ0 .
Then,
{E˜r+1, E˜s+1}θ0 = {Er,−
ρs
ρn1−1
En1−1}θ0 + {−
ρr
ρn1−1
En1−1, Es}θ0
+{
ρr
ρn1−1
En1−1,
ρs
ρn1−1
En1−1}θ0
= {Er, ρn1−1}θ0
ρs
ρ2n1−1
En1−1 + {ρn1−1, Es}θ0
ρr
ρn1−1
En1−1
+{ρr, En1−1}θ0
ρs
ρ2n1−1
En1−1 + {En1−1, ρs}θ0
ρr
ρn1−1
En1−1
= 0.
5.2 Deformed potentials
Let us analyze the basic deformed potentials. The first potentials are the following. From (5.8b)
and the Benenti potentials we have V˜
(m)
r = −δr−1,n−m for m < n+ 1, m 6= (n+ 1)− n1 and
V˜ (n+1)−n1r =
ρr−1
ρn1−1
, V˜ (n+1)r = ρr −
ρr−1ρn1
ρn1−1
, ... . (5.13)
Notice that V˜
(m)
n1 = 0 for m ≥ n+ 1 and V˜
(n+1)−n1
n1 = 1.
Lemma 13 Nontrivial basic potentials V˜
(n+1−n1)
r , V˜
(n+k)
r and V˜
(−k)
r k = 1, 2, ... enter the sep-
aration curve
H˜1ξ
n + H˜2ξ
n−1 + ...+ H˜n+1 =
1
2
f(ξ)µ2 + γ(ξ), H˜n1 = 0, (5.14)
as γ(ξ) = −ξ(n+1)−n1 ,−ξn+k,−ξ−k.
Proof. We will show the following generating equations for the potentials considered
ξn+k + V˜
(n+k)
1 ξ
n + ..+ 0ξn+1−n1 + ...+ V˜
(n+k)
n+1 = 0, k = 1, 2, ..., (5.15a)
ξ−k + V˜
(−k)
1 ξ
n + ...+ 0ξn+1−n1 + ...+ V˜
(−k)
n+1 = 0, k = 1, 2, ..., (5.15b)
V˜
(n+1−n1)
1 ξ
n + ...+ ξn+1−n1 + ...+ V˜
(n+1−n1)
n+1 = 0. (5.15c)
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For the first two equations we have (m > n or m < 0)
ξm + V˜
(m)
1 ξ
n + ...+ V˜
(m)
n+1 = 0, V˜
(m)
n1
= 0
m
ξm + V˜
(m)
1 (−ρ1ξ
n−1 − ...− ρn) + ...+ V˜
(m)
n+1 = 0
m
ξm + (V˜
(m)
2 − ρ1V˜
(m)
1 )ξ
n−1 + ...+ (V˜
(m)
n+1 − ρnV˜
(m)
1 ) = 0
m
ξm + V
(m)
1 ξ
n−1 + ...+ V (m)n = 0
which reveal the known deformation relations (5.8b)
V (m)r = V˜
(m)
r+1 − ρrV˜
(m)
1 ⇐⇒ V˜
(m)
r+1 = V
(m)
r −
ρr
ρn1−1
V
(m)
n1−1
(5.16)
between nontrivial basic potentials from Benenti class and respective deformed potentials. For
the last case (5.15c) we have
V˜
(n+1−n1)
1 ξ
n + ...+ ξn+1−n1 + ...+ V˜
(n+1−n1)
n+1 = 0,
m
ξn +
V˜
(n+1−n1)
2
V˜
(n+1−n1)
1
ξn−1 + ...+
1
V˜
(n+1−n1)
1
ξn+1−n1 + ...+
V˜
(n+1−n1)
n+1
V˜
(n+1−n1)
1
= 0
m
ξn + ρ1ξ
n−1 + ...+ ρn = 0
⇓
V˜ (n+1)−n1r =
ρr−1
ρn1−1
which is a special case of deformations (5.16) related to the trivial Benenti potential V
(n+1−n1)
r =
−δr,n1−1.
Alternatively, the basic potentials V˜ (m),m > n+ 1 can be constructed recursively as in the
Benenti case.
Lemma 14 The basic separable potentials V˜
(m)
r ,m > n+1 are given by the following recursion
relation
V˜ (m+1)r = V˜
(m)
r+1 − V˜
(n+1)
r V˜
(m)
1 − V˜
(n+1−n1)
r V˜
(m)
n1+1
, (5.21)
where V˜
(n+1)−n1
r and V˜
(n+1)
r are given by (5.13).
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Proof. The potentials V˜
(n+1)−n1
r enter the separation curve in the form (5.15c), while the
potentials V˜
(n+1)
r , V˜
(m)
r , V˜
(m+1)
r enter the separation curve in the form (5.15a) with k = 1,m−
n,m + 1 − n. The recursion formula (5.21) is reconstructed as follows. Multiplying equation
(5.15a) for k = m− n by ξ we have
ξm+1 + V˜
(m)
1 ξ
n+1 + ..+ V˜
(m)
n1+1
ξn+1−n1 + ...+ V˜
(m)
n+1ξ = 0.
Substituting ξn+1 from (5.15a) for k = 1 and ξn+1−n1 from (5.15c) we get
ξm+1 + V˜
(m)
1
(
−V˜
(n+1)
1 ξ
n − ...− V˜
(n+1)
n+1
)
+ ...
+V˜
(m)
n1+1
(
−V˜
(n+1−n1)
1 ξ
n − ...− V˜
(n+1−n1)
n+1
)
+ ...+ V˜
(m)
n+1ξ = 0.
A comparison with the separation curve for the potential V˜
(m+1)
r (eq. (5.15a) with k = m+1−n)
reveals the formula (5.21).
Of course, all Hamiltonian functions H˜r are in involution with respect to θ0 as the proof of
Lemma 6 is valid when we change Ei → Hi and E˜i → H˜i.
5.3 Quasi-bi-Hamiltonian representation
The invariance of the subspace spanned by (dH˜1, ..., dH˜n+1) with respect to N
∗ (2.21) is proved
in the following theorem.
Theorem 15 Hamiltonian functions H˜r fulfill the following quasi-bi- Hamiltonian chain
dH˜r+1 = N
∗dH˜r + αrdH˜1 + βrdH˜n1+1
m (5.17)
θ0dH˜r+1 = θ1dH˜r + αrθ0dH˜1 + βrθ0dH˜n1+1,
where αr = V˜
(n+1)
r , βr = V˜
(n+1)−n1
r .
Proof. We use the property of the Benenti chain
dHr+1 = N
∗dHr + V
(n)
r dH1, (5.18a)
dρr+1 = L
∗dρr + V
(n)
r dρ1, V
(n)
r = ρr, (5.18b)
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and recursion relations (5.7), (5.8b). Hence, we have
r.h.s.(5.17) = N∗dH˜r + αrdH˜1 + βrdH˜n1+1
= N∗d(Hr−1 −
ρr−1
ρn1−1
Hn1−1) +
(
ρr −
ρr−1ρn1
ρn1−1
)
d(−
1
ρn1−1
Hn1−1)
+
ρr−1
ρn1−1
(Hn1 −
ρn1
ρn1−1
Hn1−1)
= N∗dHr−1 −
ρr−1
ρn1−1
N∗dHn1−1 − ρr−1Hn1−1N
∗d(
1
ρn1−1
)
−
1
ρn1−1
Hn1−1N
∗dρr−1 +
ρr−1
ρn1−1
dHn1 −
ρr−1
ρ2n1−1
Hn1−1dρn1
−ρrd
(
Hn1−1
ρn1−1
)
= N∗dHr−1 + ρr−1dH1 − ρn1−1Hn1−1N
∗d(
1
ρn1−1
)
−
1
ρn1−1
Hn1−1N
∗dρr−1 −
ρr−1
ρ2n1−1
Hn1−1dρn1 − ρrd
(
Hn1−1
ρn1−1
)
= dHr − ρrd
(
Hn1−1
ρn1−1
)
+
ρr−1
ρ2n1−1
Hn1−1(N
∗dρr−1 − dρn1)
−
1
ρn1−1
Hn1−1N
∗dρr−1
= dHr − ρrd
(
Hn1−1
ρn1−1
)
−
ρr−1
ρ2n1−1
Hn1−1dρ1 −
1
ρn1−1
Hn1−1N
∗dρr−1
= dHr − ρrd
(
Hn1−1
ρn1−1
)
−
Hn1−1
ρn1−1
(N∗dρr−1 + ρr−1dρ1)
= dHr − ρrd
(
Hn1−1
ρn1−1
)
−
Hn1−1
ρn1−1
dρr
= d
(
Hr −
ρr
ρn1−1
Hn1−1
)
= dH˜r+1 = l.h.s.(5.17)
Notice that from (5.17) it follows that also {H˜r, H˜s}θ1 = 0 is valid. Of course, formula (5.17)
works separately for E˜r and V˜r in the form
dE˜r+1 = N
∗dE˜r + αrdE˜1 + βrdE˜n1+1, (5.19a)
dV˜r+1 = L
∗dV˜r + αrdV˜1 + βrdV˜n1+1. (5.19b)
Repeating recursive transformation (5.19b) we end up with the equivalent form
dV˜r+1 = ArdV˜1 +BrdV˜n1+1, (5.20)
where
Ar = K
∗
r+1 −
ρn1
ρn1−1
K∗r , Br =
1
ρn1−1
K∗r . (5.20a)
29
In analogy to the Benenti case (4.23), (4.24), the dp part of (5.19a) gives us immediately the
analog of formula (4.5) for the one-hole case
K˜r+1 = LK˜r + αrI + βrK˜n1+1. (5.21)
Let us introduce L˜ function as it was done for the Benenti case
L˜ =
1
2
pTLG˜ p. (5.22)
Then, from (5.21) we find
L˜ = E˜2 − α1E˜1 − β1E˜n1+1 (5.23)
and
{L˜, E˜1}θ0 = {E˜1, α1}θ0E˜1 + {E˜1, β1}θ0E˜n1+1 = κ
0E˜1 + κ
n1E˜n1+1. (5.24)
Thus, for G˜, L is not a conformal Killing tensor.
5.4 Bi-Hamiltonian representation
Adding two Casimir coordinates c1, c2 (with respect to θ0) and extending Hamiltonians H˜r to
the form
h˜r = H˜r + αrc1 + βrc2 (5.25)
one can put the quasi-bi-Hamiltonian chain (5.17) from T ∗Q into a bi-Hamiltonian chain on
T ∗Q× R× R, being a composition of two bi-Hamiltonian sub-chains
pi0dh˜0 = 0
pi0dh˜1 = X˜1 = pi1dh˜0
...
pi0dh˜n1−1 = X˜n1−1 = pi1dh˜n1−2
0 = pi1dh˜n1−1
(5.26a)
pi0dh˜n1 = 0
pi0dh˜n1+1 = X˜n1+1 = pi1dh˜n1
...
pi0dh˜n+1 = X˜n+1 = pi1dh˜n
0 = pi1dh˜n+1 ,
(5.26b)
where h˜0 = c1, h˜n1 = c2 and
pi0 =
 θ0 0 00
0
0
 , pi1 =
 θ1 θ0dh˜1 θ0dh˜n1+1−(θ0dh˜1)T
−(θ0dh˜n1+1)
T
0
 .
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pi0 and pi1 are compatible Poisson tensors on T
∗Q× R × R as in (q, p, c) coordinates pi1 tensor
has the form (2.33)
pi1 = pi1D +
k∑
i=1
Xi ∧ Zi,
where
pi1D =
 θ1 0 00
0
0
 , Z1 = (0, ..., 0, 1, 0)T , Z2 = (0, ..., 0, 0, 1)T ,
X1 = pi0dh˜1 = (θ0dh˜1, 0)
T , X2 = pi0dh˜n1+1 = (θ0dh˜n1+1, 0)
T
and vector fields Zi and Xi fulfil condition from Lemma 7. The reduction of both chains onto
the symplectic leaf c1 = c2 = 0 of pi0 along Z1 =
∂
∂c1
, Z2 =
∂
∂c2
reconstructs immediately the
quasi-bi-Hamiltonian chain (5.17).
If we introduce the Poisson pencil piξ = pi1− ξpi0 both chains (5.26a), (5.26b) can be written
in a compact form
piξdh˜(ξ) = 0, h˜(ξ) = (h˜
(1)(ξ), h˜(2)(ξ))T , (5.27)
where
h˜(1)(ξ) = h˜0ξ
n1−1 + ...+ h˜n1−1, h˜
(2)(ξ) = h˜n1ξ
n+1−n1 + ...+ h˜n+1 (5.27a)
and the operation is applied to each component of the vector. The quasi-bi-Hamiltonian chain
(5.17) takes the form
θ˜ξdH˜(ξ) + α˜(ξ)
(
θ˜0dH˜(1)
)
= 0
m (5.28)
(N∗ − ξI)dH˜(ξ) + α˜(ξ)dH˜(1) = 0,
where
θ˜ξ = θ˜1 − ξθ˜0, H˜(1) = (H˜1, H˜n1+1)
T ,
H˜(1)(ξ) = H˜1ξ
n1−2 + ...+ H˜n1−1, H˜
(2)
ξ = H˜n1+1ξ
n−n1 + ...+ H˜n+1 (5.28a)
and
α˜(ξ) =

∂h˜(1)(ξ)
∂c1
∂h˜(2)(ξ)
∂c1
∂h˜(1)(ξ)
∂c2
∂h˜(2)(ξ)
∂c2
 . (5.28b)
The Sta¨ckel conditions for extended Hamiltonians h˜r take the form (3.18b)
c1ξ
(n+1) + h˜1ξ
(n+1)−1 + ...+ h˜n1−1ξ
(n+1)−(n1−1)
+c2ξ
(n+1)−n1 + h˜n1+1ξ
(n+1)−(n1+1) + ...+ h˜n+1
= ξn+2−n1 h˜(1)(ξ) + h˜(2)(ξ) =
1
2
f(ξ)µ2 + γ(ξ), (5.29)
where (ξ, µ) = (λi, µi), i = 1, ..., n.
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6 k-hole deformations of Benenti systems
6.1 Deformation procedure
Here we extend the results of the previous section onto the general k-hole case. Let us start
with the separability condition
H˜1ξ
(n+k)−1 + H˜2ξ
(n+k)−2 + ...+ H˜n+k = ψ(ξ, µ), (6.1)
with k-holes in ξ(n+k)−n1 , ξ(n+k)−n2 , ..., ξ(n+k)−nk , 1 < n1 < ... < nk < n + k, k ∈ N, i.e.
H˜n1 = H˜n2 = ... = H˜nk = 0, and the separability condition for Benenti systems with the same
ψ
H1ξ
n−1 +H2ξ
n−2 + ...+Hn = ψ(ξ, µ). (6.2)
As for the basic potentials
ξn+k + V
(n+k)
1 ξ
n−1 + ...+ V (n+k)n = 0,
substituting this relation to (6.1) for ξ(n+k)−1, ..., ξn we get a deformation of the chain (6.1) to
the Benenti case (6.2)
Hr = H˜r+k − V
(n+k−1)
r H˜1 − V
(n+k−2)
r H˜2 − ...− V
(n)
r H˜k, r = 1, ..., n, (6.3)
where H˜n1 = ... = H˜nk = 0 and V
(m)
r are appropriate basic Benenti potentials.
Lemma 16 Deformation of the Benenti case (6.2) to the chain (6.1), i.e. the inverse formula
to the (6.3) one, is given by a following determinant form
H˜r =
∣∣∣∣∣∣∣∣∣∣
Hr−k ρr−1 · · · ρr−k
Hn1−k ρn1−1 · · · ρn1−k
· · · · · · · · · · · ·
Hnk−k ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ρn1−1 · · · ρn1−k
· · · · · · · · ·
ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣
. (6.4)
Proof. First, we select from (6.3) k equations containing H˜n1 , ..., H˜nk
Hn1−k = −V
(n+k−1)
n1−k
H˜1 − ...− V
(n)
n1−k
H˜k,
...
Hnk−k = −V
(n+k−1)
nk−k
H˜1 − ...− V
(n)
nk−k
H˜k.
The solution with respect to H˜i, i = 1, ..., k is given by a determinant form
H˜i =
Wi
W
, i = 1, ..., n,
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where
W = (−1)k
∣∣∣∣∣∣∣
V
(n+k−1)
n1−k
· · · V
(n)
n1−k
· · · · · · · · ·
V
(n+k−1)
nk−k
· · · V
(n)
nk−k
∣∣∣∣∣∣∣
and
Wi = (−1)
k+i
∣∣∣∣∣∣∣
Hn1−k V
(n+k−1)
n1−k
· · · V
(n)
n1−k
· · · · · · · · · · · ·
Hnk−k V
(n+k−1)
nk−k
· · · V (n)nk−k
∣∣∣∣∣∣∣
with the column (V
(n+k−i)
n1−k
, ..., V
(n+k−i)
nk−k
)T missing. Substituting this result to (6.3) we get
H˜r =
Hr−kW + V
(n+k−1)
r−k W1 + ...+ V
(n)
r−kWk
W
=
∣∣∣∣∣∣∣∣∣∣
Hr−k V
(n+k−1)
r−k · · · V
(n)
r−k
Hn1−k V
(n+k−1)
n1−k
· · · V
(n)
n1−k
· · · · · · · · · · · ·
Hnk−k V
(n+k−1)
nk−k
· · · V
(n)
nk−k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
V
(n+k−1)
n1−k
· · · V
(n)
n1−k
· · · · · · · · ·
V
(n+k−1)
nk−k
· · · V
(n)
nk−k
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
Hr−k ρr−1 · · · ρr−k
Hn1−k ρn1−1 · · · ρn1−k
· · · · · · · · · · · ·
Hnk−k ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ρn1−1 · · · ρn1−k
· · · · · · · · ·
ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣
.
The last step is valid due to the fact that V
(n)
i = ρi, the form of the recursion formula for Benenti
basic potentials (4.45) and the properties of determinants. It allow us to replace the arbitrary
potential V (n+k−i) in determinants by the V (n) = ρ one. For each recursive step we have∣∣∣∣∣∣∣
· · · V
(n+k−i)
n1−k
· · · ρn1−k
· · · · · · · · · · · ·
· · · V
(n+k−i)
nk−k
· · · ρnk−k
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
· · · V
(n+k−i−1)
n1−k+1
− ρn1−kV
(n+k−i−1)
1 · · · ρn1−k
· · · · · · · · · · · ·
· · · V
(n+k−i−1)
nk−k+1
− ρnk−kV
(n+k−i−1)
1 · · · ρnk−k
∣∣∣∣∣∣∣
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=∣∣∣∣∣∣∣
· · · V
(n+k−i−1)
n1−k+1
· · · ρn1−k
· · · · · · · · · · · ·
· · · V (n+k−i−1)nk−k+1 · · · ρnk−k
∣∣∣∣∣∣∣ .
The formula (6.4) applies separately to the geodesic and the potential parts.
6.2 Deformed geodesic motion
Let us first look onto n geodesic Hamiltonians E˜r, r = 1, ..., n + k, r 6= n1, ..., nk. Introducing
the abbreviation
ϕ(n1, ..., nk) =
∣∣∣∣∣∣∣
ρn1−1 · · · ρn1−k
· · · · · · · · ·
ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣ , (6.5)
one finds
E˜r =
1
ϕ
∣∣∣∣∣∣∣∣∣∣
Er−k ρr−1 · · · ρr−k
En1−k ρn1−1 · · · ρn1−k
· · · · · · · · · · · ·
Enk−k ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣∣∣∣
. (6.6)
Using the known relations for Benenti chain
ρrI = Kr+1 − LKr
and the property of determinants we get
E˜r =
1
2
pT
∣∣∣∣∣∣∣∣∣∣
Kr−k ρr−1 · · · ρr−k
Kn1−k ρn1−1 · · · ρn1−k
· · · · · · · · · · · ·
Knk−k ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣∣∣∣
1
ϕ
Gp
=
1
2
pT
∣∣∣∣∣∣∣∣∣∣
Kr−k Kr · · · Kr−k+1
Kn1−k Kn1 · · · Kn1−k+1
· · · · · · · · · · · ·
Knk−k Knk · · · Knk−k+1
∣∣∣∣∣∣∣∣∣∣
1
ϕ
Gp (6.7)
= (−1)k
1
2
pT
∣∣∣∣∣∣∣∣∣∣
Kr · · · Kr−k+1 Kr−k
Kn1 · · · Kn1−k+1 Kn1−k
· · · · · · · · · · · ·
Knk · · · Knk−k+1 Knk−k
∣∣∣∣∣∣∣∣∣∣
1
ϕ
Gp
= (−1)k
1
2
pT (KrD0 −Kr−1D1 + ...+ (−1)
kKr−kDk)
1
ϕ
Gp,
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where
Di =
∣∣∣∣∣∣∣
Kn1 · · · Kn1−i+1 Kn1−i−1 · · · Kn1−k+1
· · · · · · · · · · · · · · · · · ·
Knk · · · Knk−i+1 Knk−i−1 · · · Knk−k+1
∣∣∣∣∣∣∣ , i = 0, ..., k
and Km in determinant calculations are treated as symbols not matrices.
Then,
E˜1 =
1
2
pT G˜p =⇒ G˜ = (−1)k
1
ϕ
D0G, (6.8)
and
E˜r =
1
2
pT K˜rG˜p =⇒ K˜r = Kr −Kr−1D1D
−1
0 + ...+ (−1)
kKr−kDkD
−1
0 , (6.9)
where
D0 =
∣∣∣∣∣∣∣
Kn1−1 · · · Kn1−k
· · · · · · · · ·
Knk−1 · · · Knk−k
∣∣∣∣∣∣∣ . (6.10)
Again we know from the construction that E˜r are in involution, as they are Sta¨ckel geodesics.
Here we present the proof in the coordinate free form but on the level of full Hamiltonians
(geodesic motion is included as a special case). Let us first consider basic potentials.
6.3 Basic deformed potentials
From (6.4) the deformed potentials are
V˜ (m)r =
1
ϕ(n1, ..., nk)
∣∣∣∣∣∣∣∣∣∣
V
(m)
r−k ρr−1 · · · ρr−k
V
(m)
n1−k
ρn1−1 · · · ρn1−k
· · · · · · · · · · · ·
V
(m)
nk−k
ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣∣∣∣
, (6.11)
so using the recursion formula for the Benenti potentials and the properties of the determinants
we have V˜
(m)
r = −δr−k,n−m, m < n+ k, m 6= (n+ k)− ni, i = 1, ..., k,
V˜ (n+k)−nir = (−1)
i+1 1
ϕ
∣∣∣∣∣∣∣∣∣∣
ρr−1 · · · ρr−k
ρn1−1 · · · ρn1−k
· · · · · · · · ·
ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣∣∣∣
(6.12)
with the row (ρni−1, ..., ρni−k) missing,
V˜ (n+k)r =
1
ϕ
∣∣∣∣∣∣∣∣∣∣
ρr ρr−1 · · · ρr−k
ρn1 ρn1−1 · · · ρn1−k
· · · · · · · · · · · ·
ρnk ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣∣∣∣
, .... . (6.13)
Notice that V˜
(m)
ni = 0 for arbitrary m ≥ n+ k and V˜
(n+k)−nj
ni = δij, i, j = 1, ..., k.
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As in the 1-hole case, one can shaw that nontrivial basic potentials V˜
(n+k−ni)
r , i = 1, ..., k, V˜
(n+k−1+l)
r
and V˜
(−l)
r l = 1, 2, ... fulfill the following generating equations
ξn+k−1+l + V˜
(n+k−1+l)
1 ξ
(n+k)−1 + ...+ V˜
(n+k−1+l)
n+k = 0, (6.14a)
ξ−l + V˜
(−l)
1 ξ
(n+k)−1 + ...+ V˜
(−l)
n+k = 0, (6.15b)
ξn+k−ni + V˜
(n+k−ni)
1 ξ
(n+k)−1 + ...+ V˜
(n+k−ni)
n+k = 0, (6.14c)
and hence enter separation curve
H˜1ξ
(n+k)−1 + H˜2ξ
(n+k)−2 + ...+ H˜n+k =
1
2
f(ξ)µ2 + γ(ξ), H˜ni = 0, (6.15)
as γ(ξ) = −ξ(n+k)−ni ,−ξn+k,−ξ−k, where i = 1, ..., k, l = 1, 2, ... .
Also as in the 1-hole case, it is not difficult to shaw that basic potentials V˜
(m)
r ,m > n + k
can be constructed recursively by the following recursion relation
V˜ (m+1)r = V˜
(m)
r+1 − V˜
(n+k)
r V˜
(m)
1 −
k∑
i=1
V˜ (n+k−ni)r V˜
(m)
ni+1
, (6.16)
where V˜
(n+k−ni)
r , i = 1, ..., k and V˜
(n+k)
r are given by (6.12) and (6.13).
6.4 Deformed Hamiltonian functions
For further applications we present now a recursion formula for deformed Hamiltonian functions
understood in the following sense. Having the Hamiltonian functions for the k-hole case we
construct the Hamiltonian functions for (k + 1)-hole case, respectively. Let us consider the
separability condition
H1ξ
(n+k+1)−1 +H2ξ
(n+k+1)−2 + ...+Hn+k+1 = ψ(ξ, µ), (6.17)
with (k+1)-holes in ξ(n+k+1)−(n1+1), ..., ξ(n+k+1)−(nk+1), ξ(n+k+1)−nk+1 , 1 < n1 < ... < nk+1 <
n+ k + 1, k ∈ N, i.e. Hn1+1 = ... = Hnk+1 = Hnk+1 = 0, and the separability condition
H˜1ξ
(n+k)−1 + H˜2ξ
(n+k)−2 + ...+ H˜n+k = ψ(ξ, µ), (6.18)
with k-holes in ξ(n+k)−n1 , ξ(n+k)−n2 , ..., ξ(n+k)−nk , 1 < n1 < ... < nk < n + k, k ∈ N, i.e.
H˜n1 = H˜n2 = ... = H˜nk = 0, and the same ψ. It means that the first k holes are fixed. From
(6.14a) with l = 1 we have
ξn+k + V˜
(n+k)
1 ξ
(n+k)−1 + ...+ V˜
(n+k)
n+k = 0. (6.19)
Substituting (6.19) to the first term of (6.17) we get
(H2 − V˜
(n+k)
1 H1)ξ
(n+k)−1 + ...− V˜
(n+k)
1 H1ξ
(n+k)−nk+1 + ...
+(H i+1 − V˜
(n+k)
i H1)ξ
(n+k)−i + ...+ (Hn+k+1 − V˜
(n+k)
n+k H1) = ψ(ξ, µ) (6.20)
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and hence
H˜r = Hr+1 − V˜
(n+k)
r H1, r = 1, ..., n + k, (6.21)
where Hn1+1 = ... = Hnk+1 = Hnk+1 = 0, V˜
(n+k)
n1 = ... = V˜
(n+k)
nk = 0. The inverse of (6.21)
Hr+1 = H˜r −
V˜
(n+k)
r
V˜
(n+k)
nk+1−1
H˜nk+1−1 (6.22)
is our final recursion formula. The formula is applicable separately for geodesic Hamiltonian
functions Er and potentials V r.
Lemma 17 Functions Hr are in involution with respect to the Poisson tensor θ0.
Proof. The proof is inductive. The 1-hole case was proved in Section 3. From the involutivity
of k-holes Hamiltonians H˜r we prove the involutivity of Hr Hamiltonians from (k + 1)-holes
case. From involutivity of H˜r Hamiltonians we have
0 = {H˜r, H˜s}θ0 = {E˜r + V˜r, E˜s + V˜s}θ0 = {E˜r, V˜s}θ0 + {V˜r, E˜s}θ0
=⇒ {H˜r, V˜s}θ0 = {H˜s, V˜r}θ0 =⇒ {H˜r, V˜
(n+k)
s }θ0 = {H˜s, V˜
(n+k)
r }θ0 .
Then, from (6.22) we have
{Hr+1,Hs+1}θ0 =
H˜r,− V˜
(n+k)
s
V˜
(n+k)
nk+1−1
H˜nk+1−1

θ0
+
− V˜
(n+k)
r
V˜
(n+k)
nk+1−1
H˜nk+1−1, H˜s

θ0
+
 V˜
(n+k)
r
V˜
(n+k)
nk+1−1
H˜nk+1−1,
V˜
(n+k)
s
V˜
(n+k)
nk+1−1
H˜nk+1−1

θ0
= {H˜r, V˜
(n+k)
nk+1−1
}θ0
V˜
(n+k)
s(
V˜
(n+k)
nk+1−1
)2 H˜nk+1−1
+{V˜ (n+k)nk+1−1, H˜s}θ0
V˜
(n+k)
r
V˜
(n+k)
nk+1−1
H˜nk+1−1
+{V˜ (n+k)r , H˜nk+1−1}θ0
V˜
(n+k)
s(
V˜
(n+k)
nk+1−1
)2 H˜nk+1−1 +
{H˜nk+1−1, V˜
(n+k)
s }θ0
V˜
(n+k)
r
V˜
(n+k)
nk+1−1
H˜nk+1−1
= 0.
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6.5 Quasi-bi-Hamiltonian representation
Now we demonstrate that the subspace span by (dH˜1, ..., dH˜n+k) is invariant with respect to
N∗ (Theorem 3).
Theorem 18 Hamiltonian functions H˜r belong to the following quasi-bi- Hamiltonian chain
dH˜r+1 = N
∗dH˜r + α
0
rdH˜1 +
k∑
i=1
αnir dH˜ni+1
m (6.23)
θ0dH˜r+1 = θ1dH˜r + α
0
rθ0dH˜1 +
k∑
i=1
αnir θ0dH˜ni+1,
where αsr = V˜
(n+k)−s
r .Of course formula (6.23) works separately for the geodesic Hamiltonians
E˜r and potentials V˜r
dE˜r+1 = N
∗dE˜r + α
0
rdE˜1 +
k∑
i=1
αnir dE˜ni+1, (6.24a)
dV˜r+1 = L
∗dV˜r + α
0
rdV˜1 +
k∑
i=1
αnir dV˜ni+1. (6.24b)
Proof. The proof is inductive. Assuming that (6.23) and (6.24b) are valid for the k-hole case,
with holes at positions ξ(n+k)−ni , i = 1, ..., k, we prove the validity of (6.23) for the (k + 1)-
hole case with an extra hole at the position ξ(n+k+1)−nk+1 . We take the k-hole and (k + 1)-hole
separability conditions as in (6.17) and (6.18). Our assumptions are as follows
dH˜r+1 = N
∗dH˜r + α
0
rdH˜1 +
k∑
i=1
αnir dH˜ni+1, (6.25a)
dαnir+1 = L
∗dαnir + α
0
rdα
ni
1 +
k∑
j=1
α
nj
r dα
ni
nj+1
, (6.25b)
where i, j = 0, ..., k, n0 = 0. Notice that (6.25b) is a particular case of the condition (2.24) and
follows from the fact that in a Sta¨ckel case αij are particular basic separable potentials. From
(6.22) and (6.16) we find the following useful relations
Hr+1 = H˜r −
α0r
α0nk+1−1
H˜nk+1−1, H1 = −
1
α0nk+1−1
H˜nk+1−1, r = 1, ..., n + k, (6.26a)
αni+1r+1 = α
ni
r −
α0r
α0nk+1−1
αnink+1−1, r = 1, ..., n + k, (6.26b)
α
nk+1
r+1 =
α0r
α0nk+1−1
, (6.26c)
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α0r+1 = α
0
r+1 +
α0r
α0nk+1−1
k∑
i=1
αnink+1−1α
0
ni+1 −
α0r
α0nk+1−1
α0nk+1 −
k∑
i=1
αnir α
0
ni+1, (6.26d)
where H˜ni = α
0
ni
= 0, i = 1, ..., k, α
nj
ni = δij. Expressing H,α by H˜, α from (6.26a)-(6.26d) and
using assumptions (6.25a), (6.25b) we find, after long but straightforward calculations, that
N∗dHr + α
0
rdH1 +
k∑
i=1
αni+1r dHni+2 + α
nk+1
r dHnk+1+1
= dH˜r −
H˜nk+1−1
α0nk+1−1
dα0r − α
0
rd
(
H˜nk+1−1
α0nk+1−1
)
= d
(
H˜r −
α0r
α0nk+1−1
H˜nk+1−1
)
= dHr+1.
Using the known relation for the Benenti potentials
Kr+1 =
r∑
k=0
ρkL
r−k,
one finds from (6.25b) that
dV˜r+1 = [(L
∗)r + α01(L
∗)r−1 + ...+ α0r ]dV˜1 + [α
n1
1 (L
∗)r−1 + ...+ αn1r ]
dV˜n1+1 + ...+ [α
nk
1 (L
∗)r−1 + ...+ αnkr ]dV˜nk+1
= A0rdV˜1 +A
n1
r dV˜n1+1 + ...+A
nk
r dV˜nk+1, (6.27)
where
A0r =
1
ϕ
∣∣∣∣∣∣∣∣∣∣
Kr Kr−1 · · · Kr−k
ρn1 ρn1−1 · · · ρn1−k
· · · · · · · · · · · ·
ρnk ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣∣∣∣
,
Anir = (−1)
i+1 1
ϕ
∣∣∣∣∣∣∣∣∣∣
Kr−1 · · · Kr−k
ρn1−1 · · · ρn1−k
· · · · · · · · ·
ρnk−1 · · · ρnk−k
∣∣∣∣∣∣∣∣∣∣
with the row (ρni−1, ..., ρni−k) missing in A
ni
r and again Ki in the calculation of determinants
are treated as symbols not matrices.
As in the one-hole case (5.21), the dp part of of (5.19a) gives us the analog of formulae (4.5)
for the k-hole case
K˜r+1 = LK˜r + α
0
rI +
k∑
i=1
αnir K˜ni+1. (6.28)
Then, from (6.28) we find that for L˜ function (5.22) the following relation holds
L˜ = E˜2 − α
0
1E˜1 −
k∑
i=1
αnir E˜ni+1, (6.29)
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hence
{L˜, E˜1}θ0 = {E˜1, α
0
1}θ0E˜1 +
k∑
i=1
{E˜1, α
ni
1 }θ0E˜n1+1
= κ0E˜1 +
k∑
i=1
κniE˜ni+1. (6.30)
so obviously, L is not a conformal Killing tensor for G˜ given by (6.8).
Notice, that although the number k can be arbitrary large, nevertheless, the maximal number
of nonvanishing terms αnir dH˜ni+1 in (6.23) is lower or equal to n. In fact, if ni and ni+1 are two
successive numbers, i.e. ni+1 = ni + 1, then α
ni
r dH˜ni+1 = α
ni
r dH˜ni+1 = 0, as from construction
H˜ni+1 = 0. Hence, for a string of successive numbers ni− si+1, ni− si+2, ..., ni, only the term
with ni is nonzero in formula (6.23), as
H˜ni−si+1 = H˜ni−si+2 = ... = H˜ni = 0.
Thus, assume that in the sequence
H˜1ξ
(n+k)−1 + H˜2ξ
(n+k)−2 + ...+ H˜n+k
we have l strings of holes, where the i-th string has si holes and s1 + ... + sl = k. Then, the
quasi-bi-Hamiltonian chain (6.23) takes the form
dH˜r+1 = N
∗dH˜r + α
n0
r dH˜1 + α
n1
r dH˜n1+1 + ...+ α
nl
r dH˜nl+1, (6.31)
where n0 = 0.
6.6 Gel’fand-Zakharevich bi-Hamiltonian representation
Now we lift our quasi-bi-Hamiltonian representation, constructed in a previous subsection, into
a GZ form. Adding l+1 Casimir coordinates ci (with respect to θ0) and extending Hamiltonians
H˜r to the form affine in ci
h˜r = H˜r +
l+1∑
i=1
α
ni−1
r ci, (6.32)
one can transform the quasi-bi-Hamiltonian chain on T ∗Q into a bi-Hamiltonian chain on
T ∗Q× R× ...×R︸ ︷︷ ︸
l+1
, being a composition of l + 1 bi-Hamiltonian sub-chains
pi0dh˜ni = 0
pi0dh˜ni+1 = pi1dh˜ni
...
pi0dh˜ni+1−si+1 = pi1dh˜ni+1−si+1−1
0 = pi1dh˜ni+1−si+1 ,
(6.33)
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where i = 0, 1, ..., l, h˜0 = c1, h˜ni = ci+1, h˜nl+1−sl+1 = h˜nl+1 = h˜n+k and
pi0 =

θ0 0 0 ... 0
0
0
...
0
0
 ,
pi1 =

θ1 θ0dh˜1 θ0dh˜n1+1 ... θ0dh˜nl+1
−(θ0dh˜1)T
−(θ0dh˜n1+1)
T
...
−(θ0dh˜nl+1)
T
0
 .
Again pi0 and pi1 are compatible Poisson structures as, according to Lemma 7, pi1 takes the form
pi1 = pi1D +
l+1∑
i=1
Xi ∧ Zi,
where Zi =
∂
∂ci
,Xi = pi0dh˜ni+1, LZipi0 = 0. The reduction of l + 1 chains onto the symplectic
leaf c1 = ... = cl+1 = 0 of pi0 along the distribution Z = (
∂
∂c1
, ..., ∂
∂cl+1
) reconstructs immediately
the quasi-bi-Hamiltonian chain (6.23).
If we introduce the Poisson pencil piξ = pi1 − ξpi0, l + 1 chains (6.33) can be written in a
compact form
piξdh˜(ξ) = 0, h˜(ξ) = (h˜
(1)(ξ), h˜(2)(ξ), ..., h˜(l+1)(ξ))T , (6.34)
where
h˜(i)(ξ) = h˜niξ
ni+1−ni−si+1 + ...+ h˜ni+1−si+1 , i = 1, 2, ..., l + 1. (6.34a)
The quasi-bi-Hamiltonian chain (5.17) takes the form
θ˜ξdH˜(ξ) + α˜ξ θ˜0H˜(1)(q, p) = 0
m (6.35)
(N∗ − ξI)dH˜(ξ) + α˜(ξ)dH˜(1)(q, p) = 0,
where
H˜(i)(ξ) = H˜ni+1ξ
ni+1−ni−si+1+1 + ...+ H˜ni+1−si+1
H˜(1) = (H˜1, H˜n1+1, ..., H˜nl+1)
T
i = 1, 2, ..., l + 1, (6.35a)
and
α˜(ξ)ij =
∂h˜(j)(ξ)
∂ci
, i, j = 1, ..., l + 1. (6.35b)
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The Sta¨ckel separation conditions for extended Hamiltonians h˜r take the form (3.18b)
c1ξ
(n+k) + h˜1ξ
(n+k)−1 + ...+ h˜n1−s1−1ξ
(n+k)−(n1−s1−1)
+c2ξ
(n+k)−n1 + h˜n1+1ξ
(n+k)−(n1+1)+ ...+ h˜n+1 (6.36)
=
l+1∑
i=1
ξ(n+k)−ni+1−si+1 h˜(i)(ξ) =
1
2
f(ξ)µ2 + γ(ξ), (ξ, µ) = (λi, µi), i = 1, ..., n.
Remark 19 Systems considered in this paper, although obtained through the deformation proce-
dure on the level of Hamiltonian functions, are far from being trivial generalizations of Benenti
systems. There is no obvious relations between solutions of a given Benenti system and all its
deformations. In each case we have a different inverse Jacobi problem to solve. Notice, that
the common feature of appropriate deformed systems is the same set of separated coordinates,
determined by the related Benenti system.
7 Examples
7.1 Henon-Heiles system
Let us consider the integrable case of the Henon-Heiles system
(q1)tt = −3(q
1)2 −
1
2
(q2)2 + c
(q2)tt = −q
1q2, (7.1)
with the corresponding Lagrangian
L =
1
2
(q1)2t +
1
2
(q2)2t − (q
1)3 −
1
2
q1(q2)2 + cq1. (7.1a)
The bi-Hamiltonian chain is of the following form [42]
pi0dh0 = 0
pi0dh1 = X1 = pi1dh0
pi0dh2 = X2 = pi1dh1
0 = pi1dh2,
(7.2)
where
h0 = c,
h1 =
1
2
p21 +
1
2
p22 + (q
1)3 +
1
2
q1(q2)2 − cq1
= E1 + V1(q) + ρ1(q) c = H1 + ρ1(q)c,
h2 =
1
2
q2p1p2 −
1
2
q1p22 +
1
16
(q2)4 +
1
4
(q1)2(q2)2 −
1
4
c(q2)2
= E2 + V2(q) + ρ2(q) c = H2 + ρ2(q)c,
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pi0 =
(
θ0 0
0 0
)
, pi1 =
(
θ1 θ0dh1
−(θ0dh1)T 0
)
,
θ0 =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , θ1 =

0 0 q1 12q
2
0 0 12q
2 0
−q1 −12q
2 0 12p2
−12q
2 0 −12p2 0
 .
Notice that
G =
(
1 0
0 1
)
, L =
(
q1 12q
2
1
2q
2 0
)
, K2 =
(
0 12q
2
1
2q
2 −q1
)
.
The quasi-bi-Hamiltonian chain is
dHr+1 = N
∗dHr + ρrdH1, ρr =
∂hr
∂c
, r = 1, 2, (7.3)
where N∗ = θ−10 θ1.
The transformation to separated coordinates (λ, µ) takes the form
q1 = λ1 + λ2, q2 = 2
√
−λ1λ2,
p1 =
λ1µ1
λ1 − λ2
+
λ2µ2
λ2 − λ1
, p2 =
√
−λ1λ2
(
µ1
λ1 − λ2
+
µ2
λ2 − λ1
)
, (7.4)
and the separability conditions for Hi respectively hi are reconstructed from separation curves
H1ξ +H2 =
1
2
ξµ2 + ξ4, (7.5a)
cξ2 + h1ξ + h2 =
1
2
ξµ2 + ξ4. (7.5b)
1-hole deformation of the Henon-Heiles.
The only possibility is n1 = 2. Then,
G˜ = −
1
ρ1
G =
(
1
q1
0
0 1
q1
)
, K˜2 = 0, K˜3 = −K
2
2 =
(
−14(q
2)2 12q
1q2
1
2q
1q2 −14(q
2)2 − (q1)2
)
,
V˜1 = −
1
ρ1
V1, V˜2 = 0, V˜3 = V2 −
ρ2
ρ1
V1,
and
αr = ρr − ρr−1ρ2ρ
−1
1 , βr = ρr−1ρ
−1
1 .
The quasi-bi-Hamiltonian chain takes the form
dH˜r+1 = N
∗dH˜r + αrdH˜1 + βrdH˜n1+1, r = 1, 2, 3. (7.6)
while two bi-Hamiltonian sub-chains are
pi0dh˜0 = 0
pi0dh˜1 = X˜1 = pi1dh˜0
0 = pi1dh˜1
pi0dh˜2 = 0
pi0dh˜3 = X˜3 = pi1dh˜2
0 = pi1dh˜3 ,
(7.7)
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where
h˜0 = c1,
h˜1 =
1
2
1
q1
p21 +
1
2
1
q1
p22 + (q
1)2 +
1
2
(q2)2 − c1[q1 +
1
4
1
q1
(q2)2]− c2
1
q1
= E˜1 + V˜ q
1
1(q) + α1(q) c1 + β1(q)c2,
h˜2 = c2,
h˜3 = −
1
8
q22
q1
p21 +
1
2
q2p1p2 −
1
8
q22
q1
p22 −
1
16
(q2)4 +
1
16
c1
(q2)4
q1
+
1
4
c2
(q2)2
q1
= E˜3 + V˜3(q) + α3(q) c1 + β3(q)c2,
and
pi0 =
 θ0 0 00
0
0
 , pi1 =
 θ1 θ0dh˜1 θ0dh˜3−(θ0dh˜1)T
−(θ0dh˜3)T
0
 .
The transformation to separated coordinates is given by (7.4) and the separability conditions
for Hi respectively hi are represented by separation curves
H˜1ξ
2 + H˜3 =
1
2
ξµ2 + ξ4, (7.8a)
c1ξ
3 + h˜1ξ
2 + c2ξ + h˜3 =
1
2
ξµ2 + ξ4. (7.8b)
The related Euler-Lagrange equations (3.2) are
q1q1tt +
1
2
(q1t )
2 −
1
2
(q2t )
2 = −2q1 + [1−
1
4
(q1)−2(q2)2]c1 − (q
1)−2c2, (7.9)
q1q2tt + q
1
t q
2
t = −q
2 +
1
2
(q1)−1q2c1.
2-hole deformation of the Henon-Heiles.
The only possibility is 2-hole string n1 = 2, n2 = n1 + 1 = 3. Then,
G˜ =
1
ρ21 − ρ2
G =
(
4
(q1)2+q2 0
0 4
(q1)2+q2
)
, K˜2 = K˜3 = 0,
K˜4 = K
3
2 =
(
−14q
1(q2)2 18(q
2)3 + 12 (q
1)2 + q2
1
8(q
2)3 + 12(q
1)2 + q2 −14q
1(q2)2 − (q1)3
)
,
V˜1 = −
1
ρ21 − ρ2
V1, V˜2 = V˜3 = 0, V˜4 = V2 −
ρ1ρ2
ρ21 − ρ2
V1,
α1 = ρ1 −
ρ2ρ1
ρ21 − ρ2
, α2 = α3 = 0, α4 =
ρ32
ρ21 − ρ2
,
β1 = −
1
ρ21 − ρ2
, β2 = β3 = 0, β4 =
ρ2ρ1
ρ21 − ρ2
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and two bi-Hamiltonian chain are
pi0dh˜0 = 0
pi0dh˜1 = X˜1 = pi1dh˜0
0 = pi1dh˜1
pi0dh˜3 = 0
pi0dh˜4 = X˜4 = pi1dh˜3
0 = pi1dh˜4 ,
(7.10)
where
h˜0 = c1,
h˜1 =
1
4(q1)2 + q2
[2p21 + 2p
2
2 + 4(q
1)3 + 2q1(q2)2]− c1q1 −
4c2
4(q1)2 + q2
,
h˜2 = 0,
h˜3 = c2,
h˜4 =
1
4(q1)2 + q2
[−
1
2
q1(q2)2p21 + (2(q
1)2q2 +
1
2
(q2)3)p1p2 − (q
1(q2)2
+2(q1)3)p22 +
1
16
(q2)6 −
1
16
c1(q
2)6 + c2q
1(q2)2],
pi0 =
 θ0 0 00
0
0
 , pi1 =
 θ1 θ0dh˜1 θ0dh˜4−(θ0dh˜1)T
−(θ0dh˜4)T
0
 .
The transformation to separated coordinates is given by (7.4) and the separation curves for Hi
respectively hi are
H˜1ξ
3 + H˜4 =
1
2
ξµ2 + ξ4, (7.11a)
c1ξ
4 + h˜1ξ
3 + c2ξ + h˜4 =
1
2
ξµ2 + ξ4. (7.11b)
7.2 7-th order stationary KdV
Let us consider the so-called first Newton representation of the seventh-order stationary flow of
the KdV hierarchy [43],[22]. It is a Lagrangian system of second order Newton equations
q1tt = −10(q
1)2 + 4q2
q2tt = −16q
1q2 + 10(q1)3 + 4q3 (7.12)
q3tt = −20q
1q3 − 8(q2)2 + 30(q1)2q2 − 15(q1)4 + c
with the corresponding Lagrangian
L = q1t q
3
t +
1
2(q
2
t )
2 + 4q2q3 − 10(q1)2q3 − 8q1(q2)2 + 10(q1)3q2 − 3(q1)5 + cq1, (7.12a)
so that it can be cast in a Hamiltonian form. In fact, the above system can be represented as a
bi-Hamiltonian vector field X1 belonging to a bi-Hamiltonian chain of the form
pi0dh0 = 0
pi0dh1 = X1 = pi1dh0
pi0dh2 = X2 = pi1dh1
pi0dh3 = X3 = pi1dh2
0 = pi1dh3,
(7.13)
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h0 = c
h1 = p1p3 +
1
2p
2
2 + 10(q
1)2q3 − 4q2q3 + 8q1(q2)2 − 10(q1)3q2 + 3(q1)5 − cq1
= E1 + V1(q) + ρ1(q) c = H1 + ρ1(q)c
h2 =
1
2q
3p23 −
1
2q
1p22 +
1
2q
2p2p3 −
1
2p1p2 −
1
2q
1p1p3 + 2(q
1)2(q2)2 + 52(q
1)4q2
− 54(q
1)6 − 2(q2)3 + (q3)2 − 6q1q2q3 + 14c(q
1)2 + 12cq
2
= E2 + V2(q) + ρ2(q)c = H2 + ρ2(q)c
h3 =
1
8(q
2)2p23 +
1
8(q
1)2p22 +
1
8p
2
1 +
1
4q
1p1p2 +
1
4q
2p1p3 −
1
4q
1q2p2p3
− 12q
3p2p3 − 3(q
1)3(q2)2 + q1(q2)3 + 54(q
1)5q2 + 2q1(q3)2
+ 54(q
1)4q3 + (q2)2q3 − (q1)2q2q3 − 14cq
1q2 − 14cq
3
= E3 + V3(q) + ρ3(q)c = H3 + ρ3(q)c,
with the corresponding operators pi0 and pi1
Π0 =
(
θ0 06×1
01×6 0
)
, θ0 =
(
03 I3
−I3 03
)
Π1 =
1
2

0 0 0 q1 −1 0
0 0 0 q2 0 −1
0 0 0 2q3 q2 q1
−q1 −q2 −2q3 0 p2 p3
1 0 −q2 −p2 0 0
0 1 −q1 −p3 0 0
2X1
−2XT1 0

and X1 = θ0dh1, d =
(
∂
∂q
, ∂
∂p
)T
, so that the operator θ1 in the corresponding quasi-bi-
Hamiltonian chain is of the form
θ1 =
1
2

0 0 0 q1 −1 0
0 0 0 q2 0 −1
0 0 0 2q3 q2 q1
−q1 −q2 −2q3 0 p2 p3
1 0 −q2 −p2 0 0
0 1 −q1 −p3 0 0

.
From the form of h1 one can directly see that the inverse metric tensor G expressed in (q, p)
variables has in this example an anti-diagonal form
G =
 0 0 10 1 0
1 0 0

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while the conformal Killing tensor L has the form
L =
1
2
 q
1 −1 0
q2 0 −1
2q3 q2 q1

and hence K1 = I, A1 = G,
K2 =
1
2
 −q
1 −1 0
q2 −2q1 −1
2q3 q2 −q1
 , K3 = 1
4
 q
2 q1 1
−q1q2 − 2q3 (q1)2 q1
(q2)2 −q1q2 − 2q3 q2
 ,
A2 =
1
2
 0 −1 q
1
−1 −2q1 q2
−q1 q2 2q3
 , A3 = 1
4
 1 q
1 q2
q1 (q1)2 −q1q2 − 2q3
q2 −q1q2 − 2q3 (q2)2
 .
The quasi-bi-Hamiltonian chain is given by (7.3) with r = 1, 2, 3, where
ρ1 = −q
1, ρ2 =
1
4
(q1)2 +
1
2
q2, ρ3 = −
1
4
q1q2 −
1
4
q3.
The transformation (λ, µ)→ (q, p) is constructed from the relations
q1 = λ1 + λ2 + λ3,
1
4
(q1)2 +
1
2
q2 = λ1λ2 + λ1λ3 + λ2λ3,
1
4
q1q2 +
1
4
q3 = λ1λ2λ3,
(the explicit formulas are given in [22]) and the separation curves for Hi respectively hi are
H1ξ
2 +H2ξ +H3 =
1
8
µ2 + 16ξ7, (7.14a)
cξ3 + h1ξ
2 + h2ξ + h3 =
1
8
µ2 + 16ξ7. (7.14b)
1-hole deformation.
There are two admissible cases of one-hole deformation: n1 = 2, 3. Here we illustrate the
case n1 = 3. The deformed Hamiltonians are the following
H˜1 = −
1
ρ2
H2 =
1
2
pT G˜ p+ V˜1,
H˜2 = H1 −
ρ1
ρ2
H2 =
1
2
pT A˜2 p+ V˜2,
H˜3 = 0, (7.15)
H˜4 = H3 −
ρ3
ρ2
H2 =
1
2
pT A˜4 p+ V˜4,
where
G˜ = −
1
ρ2
K2G =
2
(q1)2 + 2q2
 0 1 q
1
1 12q
1 −q2
q1 −q2 −12q
3
 , A˜1 = G˜,
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A˜2 = −
1
ρ2
(K22 −K1K3)G
= −
1
(q1)2 + 2q2
 0 2q
1 (q1)2 − 2q2
2q1 3(q1)2 − 2q2 −2q1q2
(q1)2 − 2q2 −2q1q2 −4q1q3
 ,
A˜3 = 0,
A˜4 =
1
ρ2
K23G =
1
4
1
(q1)2 + 2q2 (q
1)2 + 2q2 (q1)3 − 2q3 2(q2)2 − (q1)2q2 − 2q1q3
∗ q1[(q1)3 − 2q1q2 − 4q3] −(q1)3q2 − 2(q1)2q3 − 2q2q3
∗ ∗ 2(q2)3 + (q1)2(q2)2 + 4q1q2q3 + 4(q3)2

the respective potentials are
V˜1 =
5(q1)6 − 8(q1)2(q2)2 − 10(q1)4q2 + 8(q2)3 − 4(q3)2 + 24q1q2q3
(q1)2 + 2q2
,
V˜2 = [(q
1)7 − 3(q1)5q2 − 5(q1)4q3 + 2(q1)3(q2)2 + 4(q1)2q2q3 − 4q1(q2)3
−2q1(q3)2 + 4(q2)2q3]/[(q1)2 + 2q2],
V˜3 = 0,
V˜4 = [2(q
1)5(q2)2 − 3(q1)3(q2)3 + 2(q1)3(q3)2 − q1q2(q3)2 + 4(q1)4q2q3
−5(q1)2(q2)2q3 + (q3)3]/[(q1)2 + 2q2],
and (*) are elements making matrix symmetric. The quasi-bi-Hamiltonian chain takes the form
(7.6) with r = 1, ..., 4 and
αr = ρr −
ρr−1ρ3
ρ2
, βr =
ρr−1
ρ2
,
while the related bi-Hamiltonian chain splits onto two sub-chains of the form
pi0dh˜0 = 0
pi0dh˜1 = X˜1 = pi1dh˜0
pi0dh˜2 = X˜2 = pi1dh˜1
0 = pi1dh˜2
pi0dh˜3 = 0
pi0dh˜4 = X˜4 = pi1dh˜3
0 = pi1dh˜4 ,
(7.16)
where
h˜0 = c1, h˜3 = c2, h˜i =
1
2
pT A˜i p+ V˜i + αic1 + βic2, i = 1, 2, 4.
Separation curves for respective Hamiltonian functions are
H˜1ξ
3 + H˜2ξ
2 + H˜4 =
1
8
µ2 + 16ξ7,
c1ξ
4 + h˜1ξ
3 + h˜2ξ
2 + c2ξ + h˜4 =
1
8
µ2 + 16ξ7.
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2-hole deformation.
There are three admissible cases of 2-hole deformation. One related to 3-Casimir Poisson
pencil: n1 = 2, n2 = 4 and two cases related to 2-Casimir Poisson pencils, i.e. n1 = 2, n2 = 3
and n1 = 3, n2 = 4. Here we present the first case. The deformed Hamiltonians are the following
H˜1 =
1
ρ1ρ2 − ρ3
H2 =
1
2
pT G˜ p+ V˜1,
H˜2 = 0,
H˜3 = H1 +
ρ2 − ρ
2
1
ρ1ρ2 − ρ3
H2 =
1
2
pT A˜3 p+ V˜3, (7.17)
H˜4 = 0,
H˜5 = H3 +
ρ1ρ3
ρ1ρ2 − ρ3
H2 =
1
2
pT A˜5 p+ V˜5,
where
A˜1 = G˜ =
1
ρ1ρ2 − ρ3
K1K2G =
2
q31 − q1q2 + q3
 0 1 q
1
1 12q
1 −q2
q1 −q2 −12q
3
 ,
A˜2 = 0, A˜3 =
1
ρ1ρ2 − ρ3
K2(K3 −K
2
2 )G, A˜4 = 0, A˜5 =
1
ρ1ρ2 − ρ3
K2K
2
3G,
V˜1 =
4
q3 − q1q2 − q31
V2, V˜2 = 0, V˜3 = V1 +
2q2 − 3q21
q3 − q1q2 − q31
V2,
V˜4 = 0, V˜5 = V3 +
q1(q1q2 + q3)
q3 − q1q2 − q31
V2.
The quasi-bi-Hamiltonian chain takes the form
dH˜r+1 = N
∗dH˜r + α
0
rdH˜1 + α
2
rdH˜3 + α
4
rdH˜5, r = 1, ..., 5, (7.18)
α0r = ρr +
ρr−2ρ2ρ3 − ρr−1ρ
2
2
ρ1ρ2 − ρ3
, α2r =
ρr−1ρ2 − ρr−2ρ3
ρ1ρ2 − ρ3
, a4r =
ρr−2ρ1 − ρr−1
ρ1ρ2 − ρ3
and the respective bi-Hamiltonian chain splits into three sub-chains
pi0dh˜0 = 0
pi0dh˜1 = X˜1 = pi1dh˜0
0 = pi1dh˜1
pi0dh˜2 = 0
pi0dh˜3 = X˜3 = pi1dh˜2
0 = pi1dh˜3
pi0dh˜4 = 0
pi0dh˜5 = X˜5 = pi1dh˜4
0 = pi1dh˜5,
(7.19)
where
pi0 =

θ0 0 0 0
0
0
0
0
 , pi1 =

θ1 θ0dh˜1 θ0dh˜3 θ0dh˜5
−(θ0dh˜1)T
−(θ0dh˜3)T
−(θ0dh˜5)T
0
 .
and
h˜0 = c1, h˜2 = c2 h˜4 = c3, h˜i = H˜i + α
0
i c1 + α
2
i c2 + α
4
i c3, i = 1, 3, 5.
49
The respective separation curves are
H˜1ξ
4 + H˜3ξ
2 + H˜5 =
1
8
µ2 + 16ξ7, (7.20a)
c1ξ
5 + h˜1ξ
4 + c2ξ
3 + h˜3ξ
2 + c3ξ + h˜5 =
1
8
µ2 + 16ξ7. (7.20b)
8 Summary
We have presented a geometric separability theory of Liouville integrable systems with n quadratic
in momenta constants of motion
Hi(q, p) = p
TAi(q)p+ Vi(q), i = 1, ..., n (8.1)
and with separation curves of polynomial type
H1ξ
m1 + ...+Hnξ
mn =
1
2
f(ξ)µ2 + γ(ξ), mn = 0 < mn−1 < ... < m1 ∈ N, (8.2)
where f(ξ), and γ(ξ) are Laurent polynomials of ξ. Such systems can be lifted to the class
of Gel’fand-Zakharevich bi-Hamiltonian systems, defined by linear Poisson pencils and their
Casimirs: polynomial functions in pencil parameter. First we briefly summarized the geometric
separability theory of all GZ bi-Hamiltonian systems. Then, we reviewed with details a special
class of such systems introduced by Benenti and characterized by separation curves of the form
(8.2) with mk = n− k. Finally, we proved in a very systematic way that all remaining separable
systems, characterized by separation curves of the form (8.2), are constructed by the appropriate
deformations of related Benenti systems. The most fundamental and surprising result of the
presented paper can be formulated in the following way. If, for a given canonical coordinate
system (qi, pi), i = 1, ..., n, we have a pair of objects, i.e. contravariant metric tensor G
(0)
and related special conformal Killing tensor L, then we can construct systematically, in these
coordinates, all Liouville integrable and separable Hamiltonian systems (8.1) with respective
separation curves of the form (8.2) and explicit form of transformation to separated coordinates.
Observe, that accordind to what was said in Section 4, the separation curve of geodesic motion
for G(0) is the following
E1ξ
n−1 + E2ξ
n−2 + ...+En =
1
2
µ2. (8.3)
So, the passage from the system (8.3) to the systems (8.2) is constructive and determined
completely by the pair (G(0), L).
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