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Una de las principales controversias que tiene plan-
teado la econometría en estos momentos gira entorno 
al tamaño de los modelos econométricos. 
Modelos econométricos grandes versus modelos economé-
tricos pequeños, se presentan como dos alternativas 
de modelización en que las ventajas de uno son los 
inconvenientes del otro y viceversa. 
El desarrollo de la econometría, actualmente lleva a 
modelizaciones econométricas de gran tamaño, ya que 
se dispone de series muéstrales relativamente amplias 
y se conocen con alguna mayor precisión las relacio-
nes causales que las ligan. 
El objetivo del trabajo que presentamos, es el estu-
dio de los modelos de tamaño elevado, en el que la 
complejidad de los mecanismos causales que actúan 
dentro del mismo, se escapa a la comprensión inmedia-
ta del modelizador y en el que los resultados obteni-
dos en la simulación del mismo a veces son poco com-
prensibles, dado que el elevado número de relaciones 
que intervienen pueden llegar a hacer que el modelo 
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se comporte, en ocasiones como un mecanismo de caja 
negra. El estudio de los mecanismos causales y el 
análisis de los comportamientos obtenidos del modelo, 
serán objeto de estudio a lo largo del trabajo dife-
renciando, de una parte, los comportamientos cualita-
tivos del modelo y, de otra, los cuantitativos. 
El trabajo se ha desarrollado en el seno del Departa-
mento de Econometría de la Empresa e Informática, que 
en los últimos años viene realizando una importante 
labor en la modelización econométrica. 
Esta labor tiene su comienzo en el año 1978 con la 
preparación de un banco de datos sobre la economía 
española, tarea que se extiende a los años 1979 y 
1980, en los que además se empiezan los trabajos de 
especificación y estimación de un modelo sobre la 
misma. En 1981, se inicia la labor de predicción ma-
croeconómica con un horizonte de cuatro a cinco años 
y una revisión trimestral de dichas previsiones. En 
1982, el modelo denominado WHARTON-UAM, se incorpora 
al proyecto LINK. Hasta 1984 no se sustituye la espe-
cificación inicial del modelo, que es el punto de 
partida del presente análisis. 
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Desde 1984 a 1986 se han realizado sucesivas revisio-
nes del modelo, que están contenidas y analizadas en 
el trabajo que presentamos. Esto ha sido posible gra-
cias a años de trabajo en los que se ha podido esta-
blecer y contrastar una metodologia de análisis que, 
en un proceso continuo de retroalimentación, vuelve 
una y otra vez a la especificación, estimación y va-
lidación de un modelo econométrico. 
Como consecuencia, en la tesis se trabaja con dife-
rentes versiones sucesivamente mejoradas de un modelo 
que en la versión actual, esta compuesto por 355 
ecuaciones que contienen un total de 436 variables 
sobre la economía española. 
El trabajo plantea los aspectos básicos tanto del 
análisis estructural cualitativo como cuantitativo, 
que son aplicados posteriormente al modelo 
Wharton-UAM y que han servido para efectuar las suce-
sivas mejoras del modelo, tanto en la parte de inter-
pretación causal, como en la valoración de resultados 
del mismo. 
4. 
El análisis se lleva a cabo en seis capítulos. El 
primero de ellos dedicado al resumen y conclusiones 
del trabajo, donde además se detallan las futuras lí-
neas de investigación. El capítulo dos está destinado 
al planteamiento previo del análisis estructural, en 
el que se pasa revista a los conceptos utilizados 
posteriormente sobre modelo, causalidad, tamaño .... 
El tercer capítulo, se centra en los aspectos básicos 
de tipo teórico en los que se basa el análisis causal 
de modelos econométricos. En el cuarto capítulo, se 
tratan los aspectos cuantitativos básicos, proponien-
do los métodos que pueden mejorar las previsiones de 
un modelo. 
Los dos últimos capítulos, están dedicados a la apli-
cación de los conceptos desarrollados en los capítu-
los tres y cuatro, al modelo Wharton-UAM sobre la 
economía española. 
Algunos de los resultados que se han obtenido en este 
trabajo, han sido presentados en reuniones, tanto in-
ternacionales como nacionales. Así, los resultados 
previos del análisis causal del modelo Wharton-UAM, 
se presentaron en la reunión semestral del Proyecto 
Link, celebrada en Madrid el mes de septiembre de 
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1985. Los resultados sobre el análisis estructural 
aplicado al comercio exterior, se presentaron al 
er * 
1 — Congreso sobre Economía Internacional, celebra-
do en Valladolid el mes de Abril de 1986. La estima-
ción del modelo Wharton-UAM por MC2E utilizando com-
ponentes principales, fue presentada en Madrid en Ju-
nio de 1986 en las Primeras Jornadas sobre Modelos 
Econométricos, y por último, los resultados completos 
del análisis causal del modelo Wharton-UAM, en su 
versión actual, fueron presentados en octubre de 1986 
en Sevilla dentro de la "1986 International Confer-
ence of the System Dynamics Society". 
Tema aparte, es la expresión de agradecimiento a to-
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cho viable que este trabajo pueda ser hoy presentado 
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para superar las dificultades que se plantearon a lo 
largo del trabajo. 
A Emilio Fontela, cuyos consejos como especialista en 
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confección del trabajo. Así mismo, quiero dar las 
gracias al departamento de Econometría de la Univer-
sidad de Ginebra que el dirige y en especial a 
Manfred Gilli, que me facilitó para el desarrollo del 
trabajo, los programas de ordenador desarrollados por 
él. Así mismo hacer extensivo el agradecimiento a G. 
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dentro del proyecto Link, por sus sugerencias sobre 
este mismo tema. 
A José Vicens que, como compañero y amigo, prestó su 
apoyo a lo largo de todo el período de realización de 
la tesis, colaborando en algunos aspectos concretos 
de la misma. 
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7. 
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CAPITULO 1. 
RESUMEN Y CONCLUSIONES 
9 . 
1. RESUMEN Y CONCLUSIONES 
En este capítulo de resumen y conclusiones, haremos 
una breve descripción del contenido y principales 
conclusiones de los capítulos que componen la tesis, 
la aportación personal que pensamos se ha realizado 
en el análisis estructural de los modelos econométri-
cos, las limitaciones del mismo y los futuros desa-
rrollos que surgen de este trabajo. 
Centrándonos ya en el contenido de cada capítulo, el 
segundo está destinado al planteamiento previo del 
análisis estructural en los modelos econométricos. 
Por ello, hemos creído conveniente pasar revista a 
las distintas definiciones que sobre el tema existen 
y la relación que se mantiene entre modelo económico 
y estructura económica. 
Como consecuencia, llegamos a que tanto en las cien-
cias naturales como en las ciencias económicas, las 
unidades que las. componen son a la vez objeto y suje-
to de conocimiento. Y más concretamente en economía 
podemos afirmar siguiendo a DAGUM (1981) que estas 
unidades predicen sucesos futuros e incorporan esta 
información en sus modos de acción e interacción, 
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dando lugar a distintas estructuras según la influen-
cia de los factores que intervienen en la acción e 
interacción de estas unidades. 
Se toma entonces como prioritario el conocer el grado 
de permanencia o cambio estructural para asegurar la 
fiabilidad en la predicción, encontrando diferentes 
estructuras y, por consiguiente, diferentes grados de 
exactitud, según estemos ante una estructura fija o 
lina estructura aleatoria, dentro de un modelo expli-
cativo o un modelo descriptivo. 
La metodología de predicción bajo la hipótesis de 
cambio estructural y la identificación de la natura-
leza endógena o exógena de la fuerzas que genera el 
proceso de cambio, adquieren una especial relevancia, 
así como las posibles alternativas de tratamiento an-
te los mismos. 
Si, además, esto ocurre en un modelo de carácter ex-
plicativo de un tamaño elevado, en relación con el 
número de ecuaciones y de relaciones que lo componen, 
el análisis se vuelve aún más interesante por la com-
plejidad que exige su tratamiento. 
11. 
El desarrollo que hemos efectuado de los modelos eco-
nométricos y sus estructuras, no pretende ser un aná-
lisis en profundidad desde el punto de vista metodo-
lógico, sino simplemente exponer lo que nos interesa 
retener de esta metodología científica para ulterio-
res desarrollos del análisis estructural de los mode-
los económicos. 
La problemática sobre el tamaño de los modelos, es 
analizada desde dos puntos de vista distintos pero 
complementarios; uno que hace referencia a aspectos 
puramente estadísticos asociados a la bondad de las 
estimaciones y otro, que se relaciona con el propósi-
to y objetivo de funcionamiento del modelo. 
En el primero de los planteamientos se consideran los 
tamaños muéstrales, el número de variables endógenas, 
variables predeterminadas ... Un modelo demasiado 
grande será aquel en que los estimadores de los para-
metros no gocen de buenas propiedades desde un punto 
de vista estadístico, estando siempre asociado a un 
problema de grados de libertad. 
El segundo planteamiento sobre cuál debe ser el tama-
ño apropiado del modelo, se relaciona más con aspee-
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tos económicos y de funcionamiento del modelo y hace 
referencia al número de relaciones o ecuaciones nece-
sarias para una correcta explicación y predicción 
económica. Desde esta perspectiva la decisión sería 
más subjetiva, pues modelizadores diferentes podrían 
plantearse niveles de desagregación también distintos. 
En lo referente al término de causalidad y dada la 
ausencia de consenso sobre su significado, una breve 
descripción de los principales enfogues que sobre el 
mismo existen en el campo de la econometría, nos per-
mitirá tener un marco de referencia en el que situar 
el concepto de causalidad que se utiliza en la pre-
sente investigación, para el análisis estructural 
cualitativo. 
Los diferentes enfoques que existen actualmente sobre 
el término de causalidad, pueden ser agrupados según 
las definiciones de dos autores: SIMÓN (1953) y GRAN-
GER (1969). Una vez puestos de manifiesto ambos enfo-
ques, nos inclinamos hacia la definición que del con-
cepto de causalidad es dada por Simón. 
La noción de orden causal dada por este y sus traba-
jos sobre el análisis de estructuras causales, son 
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los elegidos en el presente trabajo para el desarro-
llo del análisis estructural cualitativo. 
Finaliza este capítulo, con las propuestas de análi-
sis que se efectúan a lo largo del trabajo, tanto en 
su vertiente cualitativa como cuantitativa. 
El capítulo tres, está destinado al estudio de las 
estructuras causales en los modelos económicos. El 
análisis de las estructuras causales puede ser consi-
derado como una lectura de un modelo, dado que ayuda 
a comprender su funcionamiento, negando algunas rela-
ciones interpretando y ordenando ecuaciones siguiendo 
una lógica de resolución. Constituye un instrumento 
básico para conocer la lógica económica del modelo, 
aspecto realmente difícil en los modelos de tamaño 
elevado, en los que además el modelizador no suele 
ser único. 
La noción de orden causal de Simón y la aplicación de 
la teoría de grafos a los modelos económicos, son los 
pilares básicos del análisis estructural cualitativo. 
El orden causal obtenido a partir del grafo reducido, 
nos permite hacer diferentes análisis descriptivos 
acerca del modelo, tales como: 
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1) La obtención del grado de interdependencia del 
modelo con las variables claves de esta interde-
pendencia, lo que nos ayudará al mejor entendi-
miento de la estructura del modelo. 
2) Podremos establecer la jerarquización del modelo 
en el esquema de resolución. 
3) Basándonos en la jerarquización obtenida, se po-
drá hacer el estudio de separabilidad del modelo. 
4) En presencia de un modelo dinámico, se podrá di-
ferenciar claramente el papel de las variables 
endógenas retardadas y su causalidad a lo largo 
del modelo. 
5) Y, por último, poner de manifiesto, qué relacio-
nes y qué variables generan interdependencia del 
modelo. 
Debemos constatar que la noción de orden causal apli-
cadoosupone una deducción lógica de las característi-
cas intrínsecas de un modelo, pero no satisface las 
exigencias propuestas por Zellner de "predecibilidad 
de acuerdo con una ley o conjunto de leyes" puesto 
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que si bien el marco teórico del modelo puede ser 
considerado como un conjunto de leyes, el conocimien-
to de su estructura causal no permite establecer nin-
guna conclusión en cuanto a su capacidad predictiva; 
al igual que para el conocimiento de la estructura 
dada de un modelo, no se tienen en cuenta por qué mé-
todos se ha llegado a su configuración. 
El capítulo termina con dos anexos. Uno, dedicado a 
los conceptos básicos sobre la teoría de grafos que 
son necesarios para el análisis. Otro, sobre el fun-
cionamiento del programa desarrollado por M. Gilli, 
que permite hacer operativa esta metodología, pudien-
do aplicarse fácilmente en la actualidad a los mode-
los de tamaño elevado. 
En el capítulo cuatro, se recogen sólo las ideas bá-
sicas de tipo metodológico sobre el análisis estruc-
tural cuantitativo, cuyo desarrollo se verá en un 
posterior capítulo de aplicación al modelo 
Wharton-UAM. 
Ante el crecimiento en el tamaño de los modelos re-
gistrado en las últimas décadas, ha surgido una pro-
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blemática específica a este tipo de modelos en cuanto 
a los métodos de especificación, estimación y análi-
sis de resultados de los mismos. 
Los modelos que utilizamos con frecuencia, presentan 
desfallecimientos en cuanto a errores de predicción y 
resultados en la simulación no esperados a partir del 
conocimiento que tenemos de los mismos. Es por ello 
que asistimos a un proceso de investigación en el te-
rreno cuantitativo de los modelos macroeconómicos, en 
el que se estudian las imperfecciones debidas a la 
especificación, los métodos alternativos de estima-
ción y los métodos de validación de los modelos que 
nos permitan disminuir los errores de los mismos. 
Con el fin de minorar los errores de un modelo, se 
han desarrollado distintas técnicas, que abarcan a 
los métodos de estimación, al análisis del cambio es-
tructural y al análisis de errores. 
El problema inmediato que se plantea a toda persona 
que quiera efectuar una aplicación econométrica, es 
decidir sobre qué alternativa debe utilizar y qué mé-
todo concreto es el más idóneo. El método elegido. 
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tiene una incidencia clara sobre los resultados empí-
ricos del modelo en su utilización. 
En general son preferibles, al menos a nivel teórico, 
los métodos basados en información completa, dado que 
el sesgo y el error producido en la estimación es me-
nor, frente a los métodos simples en los que se igno-
ra la información del conjunto del sistema de ecua-
ciones y se estima cada ecuación separadamente, donde 
los estimadores obtenidos son sesgados e inconsisten-
tes, aumentando así el error. 
En la práctica, la elección del método de estimación 
viene condicionada por el tamaño del modelo, el tama-
ño de la muestra y los propios problemas de especifi-
cación. Por ello, no es raro observar como la mayoría 
de los modelos que están en funcionamiento han sido 
estimados por métodos simples como es el de M.C.O. 
Existe, sin embargo, un camino intermedio, para la 
estimación de modelos de tamaño elevado, como es el 
de los métodos de información limitada, y más concre-
tamente, la estimación de MC2E que, según palabras de 
Intrílígator, "no es el estimador ideal, pero sí es 
un buen compromiso de elección entre el grupo de es-
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timadores. Evita el sesgo e inconsistencia de MCO 
(métodos directos) y al tiempo evita la sensibilidad 
a errores de especificación y medida de MC3E y MVIC 
(métodos de información completa)". 
Lo anterior justifica de alguna forma la amplia difu-
sión de que goza MC2E y las innumerables aplicaciones 
realizadas con el mismo. Sin embargo, su aplicación 
no es sencilla en modelos de tamaño elevado, ya que 
si bien estos presentan una situación de ecuaciones 
super-identificadas, (por ser el número de exógenas 
que no intervienen en una ecuación muy superior al de 
endógenas que intervienen), cuando se efectúa la es-
timación en la forma reducida, (en que las variables 
endógenas están en función de las variables exógenas 
de todo el modelo), surgen problemas con los grados 
de libertad, ya que no existen suficientes observa-
ciones como para poder efectuar estimaciones de la 
forma reducida. 
La alternativa que se plantea a este problema, tiene 
dos posibles soluciones. O bien la selección de un 
subconjunto de variables predeterminadas ordenado, o 
bien la utilización de componentes principales. La 
solución elegida por nosotros ha sido la de utiliza-
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ción de componentes principales, por ser un método 
más simple y rápido que el de ordenación de variables 
y por no existir, hasta el momento, evidencia empíri-
ca que demuestre que los métodos de ordenación de va-
riables predeterminadas sean mejores. 
Otra de las fuentes de error que se produce en un mo-
delo, es el de la no permanencia estructural de sus 
parámetros. No es posible trabajar con modelos econo-
métricos sin tener en cuenta que recogen un cierto 
comportamiento medio durante el conjunto de períodos 
de estimación. Sobre esta pauta de comportamiento, se 
producen no sólo desviaciones esporádicas, sino tam-
bién sistemáticas, siendo una de las hipótesis que 
con más frecuencia se olvida por parte de los utili-
zadores y costructores de modelos. 
La utilidad de los modelos econométricos a efectos de 
análisis, previsión o simulación, dependen del grado 
de permanencia de la estructura económica implícita 
en la especificación de cada modelo y de la posibili-
dad de captar de algún modo su evolución. 
Por tanto, con respecto a las ecuaciones de un mode-
lo, la postura inicial tiene que ser de un cierto es-
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cepticismo sobre la estabilidad estructural de las 
relaciones que existen entre las diferentes magnitu-
des, como ponían de manifiesto Cooley y Prescott, ya 
que suponer relaciones tecnológicas y de comporta-
miento estables, no es sólo una hipótesis heroica, 
sino completamente insostenible sobre las bases de la 
teoría económica. 
El análisis de estabilidad de los modelos, se hace 
consiguientemente necesario para la buena interpreta-
ción de los resultados de los mismos, a lo largo de 
todo el proceso de modelización. Este análisis, se 
efectúa mediante los ya tradicionales contrastes de 
estabilidad y, una vez puesto de manifiesto el que 
esta estabilidad no existe para todo el período de 
estimación, se sugieren algunas alternativas para la 
especificación de ecuaciones con cambio estructural. 
Las alternativas de modelización que planteamos son 
de dos tipos, según se desprende de la naturaleza del 
cambio estructural observado. Un planteamiento será 
aquel en que, en un momento del tiempo, la estructura 
varié y, por tanto, en el período de estimación se 
tendrán dos diferentes estructuras. Para este cambio, 
se proponen las denominadas ecuaciones con cambio de 
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régimen o "switching regression" y, para el cambio 
estructural observado de forma tendencial,(es decir 
con una cierta evolución sistemática sobre sus para-
metros), los modelos de parámetros cambiantes a lo 
largo del tiempo según una cierta ley. 
El último análisis que planteamos, es el de la capa-
cidad de un modelo para describir la realidad, dentro 
y fuera del intervalo muestral o, lo que es lo mismo, 
la denominada validación de un modelo. 
Para la validación del modelo, será necesario hacer 
el análisis de errores del mismo y comprobar la natu-
raleza de estos para así poder subsanarlos. 
El análisis de errores, se puede llevar a cabo bien 
para ecuaciones aisladas o bien para el conjunto de 
ecuaciones del modelo, existiendo una amplia gama de 
estadísticos para la comparación de los valores cal-
culados y los observados en un modelo, tanto de forma 
aislada como en su conjunto. 
Otra de las formas de validación que podemos encon-
trar, son las simulaciones deterministas, que son 
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probablemente las más utilizados para la evaluación 
de los modelos empíricos, tanto lineales como no li-
neales . 
Las simulaciones que podemos efectuar son de dos ti-
pos, simulaciones con valores conocidos de las varia-
bles exógenas (ex-post) y simulaciones con hipótesis 
sobre los valores de las variables predeterminadas 
(ex-ante). 
La simulación ex-post, tiene como objetivo verificar 
la coherencia del modelo por comparación entre valo-
res observados y valores calculados de las variables 
endógenas, tanto en la solución estática como dinámi-
ca del modelo. 
En la simulación ex-ante, se trata de ver la calidad 
o mediocridad de las previsiones de un modelo, y se 
pueden realizar diferentes tipos de simulación, según 
que consideremos cada uno de los siguientes factores 
que intervienen en una previsión y que Hickman sinte-
tiza en: 
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a) Fijación de la variable exógena prevista. 
b) Fijación de los factores de ajuste. 
c) Fijación de una zona de previsión razonable, 
donde se puedan elegir tanto los valores de 
la variable exógena como los valores de los 
factores de ajuste. 
Con el capitulo cuatro finalizamos la exposición teó-
rica básica, que ha sido necesaria para el desarrollo 
posterior de la metodología planteada al análisis del 
modelo Wharton-UAM. 
El capítulo cinco está destinado a la aplicación de 
las líneas desarrolladas en el capítulo tres, 
referente al análisis estructural cualitativo. 
La aplicación de estos conceptos y técnicas se lleva 
a cabo en el modelo Wharton-UAM. El capítulo comienza 
con una exposición detallada de las áreas que compo-
nen el modelo, que se pueden resumir en: 
- Precios - Valores añadidos y Empleo 
- Gasto - Rentas 
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Es un modelo de corte Keynesiano, cuyo objetivo es la 
determinación del PIB por el lado de la demanda, que 
se utiliza con fines predictivos y un horizonte de 
cuatro-cinco años. 
Una vez descrito el modelo, se pasa a analizar su 
funcionamiento, encontrando que este se ajuste a lo 
que es habitual en la mayoría de modelos de tamaño 
elevado, es decir, existe un gran número de variables 
y de relaciones, que tienen que ser resueltas de for-
ma simultánea y que no dejan claro cual es el funcio-
namiento interno que opera en este grupo de varia-
bles. El análisis llevado a cabo, puso de manifiesto, 
cómo la resolución del modelo era bloque-recursiva, 
existiendo un pequeño número de variables que era ob-
tenido directamente a través de las variables exóge-
nas, cincuenta y cuatro en total que se resolvían de 
forma recursiva, para a continuación entrar en un 
bloque simultáneo que contenía 173 variables que ade-
más eran las de mayor ínteres económico, pasando des-
pués a obtener las 88 restantes variables del modelo, 
también en forma recursiva, salvo un pequeño grupo de 
variables referentes al nivel de paro (4 en total). 
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Después de este primer análisis, quedaba de manifies-
to que se seguía sin suficiente información acerca de 
más de la mitad de las variables del modelo, todas 
las contenidas en el bloque interdependiente. Por 
ello, el siguiente paso fue efectuar el análisis de 
este gran bloque interdependiente. 
Los resultados de la investigación en el bloque in-
terdependiente, fueron básicos para la nueva reespe-
cificación del modelo, ya que se puso de manifiesto 
que la interdependencia del bloque era debido a las 
relaciones sobre precios que estaban definidas en el 
modelo y al cálculo de la productividades sectoriales 
del mismo. 
Una vez introducidas las reespecificaciones sobre 
precios y productividades, el nuevo modelo obtenido 
reducía el bloque simultáneo a 71 variables, siendo 
ahora su funcionamiento mucho más comprensible que el 
del modelo anterior. La rectificación del funciona-
miento del modelo, se hizo sin perdida de información 
relevante y aumentando su tamaño, pasando de ser re-
suelto el modelo con 369 variables a uno nuevo más 
sencillo y comprensible con 436 variables. 
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El análisis estructural cualitativo llevado a cabo 
sobre el modelo Wharton-UAM, se ha realizado tanto en 
su parte estática, es decir considerando un sólo mo-
mento del tiempo, como en su parte dinámica, teniendo 
en cuenta todos los períodos sobre los que está defi-
nido el modelo. 
En el capítulo seis, se aplican al mismo modelo los 
desarrollos expuestos en el capítulo cuatro, que han 
sido de tres tipos: 
1) Comparación de resultados por métodos alternati-
vos de estimación de un modelo como es el 
Wharton-UAM. 
2) Se ha comprobado la hipótesis básica de permanen-
cia estructural, para el bloque de comercio exte-
rior. 
3) Se ha realizado el análisis de errores tanto para 
ecuaciones aisladas como en su conjunto, para uno 
de los bloques más importantes del modelo, como 
es el de Demanda. 
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En la primera parte de la aplicación del análisis es-
tructural cuantitativo, se han realizado las estima-
ciones del modelo tanto por MCO, como MC2E con compo-
nentes principales para el período 1967-1984, por ser 
este el período más amplio para el que existe infor-
mación de todas las variables predeterminadas del mo-
delo. 
Para la estimación por MC2E, ha sido necesario ex-
traer las componentes principales de todas las varia-
bles predeterminadas del modelo, (que en total han 
sido 103, entre exógenas propiamente dichas y endóge-
nas desplazadas), seleccionando las nueve primeras 
componentes, que recogían un 98% del total de 
información aportada por todas las variables 
predeterminadas. Estas nueve componentes fueron las 
utilizadas para la estimación de la primera etapa en 
el método de MC2E. 
Se han obtenido por ambos métodos, valores muy próxi-
mos de los parámetros estimados, aunque en el análi-
sis de errores parece ser que, en conjunto para el 
modelo analizado, son menores cuando estimamos por 
MC2E 9C que por MCO. 
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En la parte del análisis sobre la permanencia estruc-
tural, éste se ha llevado a cabo en el sub-bloque de 
comercio exterior del modelo Wharton-UAM. Los resul-
tados obtenidos en este apartado, muestran como la 
hipótesis básica de permanencia estructural no puede 
ser aceptada en la mayoría de los casos. Se han esta-
blecido diferentes caminos para integrar el cambio 
estructural en las ecuaciones sobre exportación, con-
siguiendo que los errores de cada una de las ecuacio-
nes estimadas, con la incorporación de este supuesto 
sean menores. 
Por último, se realiza un análisis de errores para el 
bloque de demanda del modelo Wharton-UAM. Consecuen-
cia del mismo es la reespecificación de alguna de las 
ecuaciones, en particular las referentes a la inver-
sión y a las exportaciones e importaciones de servi-
cios. Con este proceso, además de disminuir los erro-
res de cada una de las ecuaciones del bloque, se con-
sigue que las nuevas reespecificaciones sean fácil-
mente integradas dentro de todo el modelo. 
Por lo que se refiere al análisis de evaluación del 
funcionamiento del bloque completo, parece que se 
consiguen mejores resultados, cuando se incorporan al 
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conjunto del modelo nuevas estimaciones de las ecua-
ciones anteriormente modificadas, lo que se puede 
comprobar a través de las simulaciones con ajustes 
cero que se han efectuado, tanto en solución estática 
como dinámica y para período histórico y de previsión. 
Las conclusiones finales que se extraen del trabajo 
son a nuestro entender de dos tipos: las de carácter 
general y las de carácter específico. 
En relación a las conclusiones de carácter general, 
podemos enunciar como más representativas las que han 
dado cuerpo a la investigación. Esto es, el uso y 
aplicación de una metodología desarrollada a lo largo 
de los últimos años, que ha servido para la especifi-
cación, estimación y validación de un modelo economé-
trico. Por tanto ha sido necesario hacer una síntesis 
de los métodos desarrollados del análisis estructural 
cualitativo y cuantitativo, de los que se han selec-
cionado los que anteriormente hemos mencionado como 
más operativos para un mejor entendimiento del modelo 
y sus resultados. 
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En segundo término, la investigación llevada a cabo 
sobre aspectos concretos del análisis estructrual en 
los modelos econométricos nos lleva a las siguientes 
conclusiones: 
1. Se ha seleccionado una línea de investigación de 
entre las posibles, que se ha llevado hasta sus 
últimas consecuencias, y que han mostrado una 
elevada capacidad para el análisis operativo de 
modelos de elevado tamaño. 
2. Se ha puesto en funcionamiento un programa que 
hace operativo el análisis causal de modelos eco-
nométricos en la Universidad Autónoma de Madrid 
que, aunque desarrollado en la Universidad de Gi-
nebra, ha sido necesario implementar y poner en 
funcionamiento, estando ahora disponible por pri-
mera vez en España para cualquier usuario que es-
té interesado en el tema. 
3. El planteamiento sobre análisis causal es la pri-
mera vez que se utiliza por los propios 
modelizadores. 
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4. El efectuar el análisis por los utilizadores de 
un modelo vivo, ha llevado a una constante auto-
crítica del modelo y, por tanto, a una reespeci-
ficación continua del mismo que, en el proceso 
dinámico que esto supone, lleva a tener el modelo 
sujeto a cambios en los que se mejoran sus resul-
tados continuamente. 
5. Los cambios producidos en el modelo por este 
constante análisis, son realizados sin pérdida 
alguna de la información relevante que contiene 
el modelo. 
6. El poder conocer antes de proceder al cambio de 
un modelo (nueva base de datos, nueva estimación 
. . . ) las consecuencias causales del modelo pro-
yectado, nos ha llevado a perfeccionar y agilizar 
el proceso de cambio de modelo. 
7. Detectar variables y relaciones que dan la mayor 
complejidad al modelo y que deben revalidar su 
papel en un análisis ventajas/inconvenientes, nos 
ha permitido eliminar complejidades poco relevan-
tes . 
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8. El eliminar relaciones poco relevantes dentro del 
del modelo, que llevaban a una resolución 
prácticamente simultánea del mismo, nos ha 
llevado a tener un modelo más recursivo y por 
tanto más fácilmente solucionadle y manejable. 
9. La utilización de un método alternativo de esti-
mación para el modelo, como ha sido el de MC2E 
con componente principales, mejora en conjunto 
los errores cometidos por el modelo. Naturalmen-
te, este resultado queda concretado al modelo so-
metido a estudio y no puede generalizarse a otros 
modelos existentes. 
10. Se ha comprobado, como ha ocurrido en otras expe-
riencias que, sin embargo, aunque existe una me-
jora en los resultados globales del modelo, los 
resultados de estimación tanto por MCO como por 
MC2E, no tienen prácticamente diferencia. 
11. La utilización del método de estimación alterna-
tivo (MC2E con componentes principales) es un 
procedimiento fácil de realizar y llevar a la 
práctica para un modelo de dimensiones similares 
a las del analizado. 
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12. El aceptar la hipótesis básica de estabilidad de 
las relaciones económicas dentro de un modelo, 
hemos comprobado que es una fuente importante de 
error. 
13. Exiten alternativas de estimación como las que 
planteamos, para introducir el cambio estructu-
ral en un modelo, que mejoran los resultados del 
mismo. 
14. La utilización de las simulaciones ex-post y 
ex-ante, nos han mostrado el camino para la re-
ducción de errores y nos han puesto de manifiesto 
a qué eran debidos los mismos. 
15. Todas las reespecificaciones que se han hecho en 
el modelo, ha sido posible realizarlas sin perdi-
da de la información relevante que contenía el 
modelo original, en base a la metodología de aná-
lisis aplicada. 
16. Gracias al proceso planteado, tenemos un modelo 
más comprensible, más manejable y con menos erro-
res . 
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17. Por tanto, hemos seleccionado una sólida y opera-
tiva línea de investigación en cuanto al proceso 
de modelización econométrica. 
De las anteriores conclusiones, podemos extraer, a 
nuestro juicio, como principales aportaciones: 
a) El ser un trabajo pionero en la línea del 
análisis estructural cualitativo, integrado 
en la línea de investigación de grandes cen-
tros como son la Universidad de Pennsylvania 
(proyecto LINK) y la Universidad de Ginebra. 
b) Como consecuencia, se ha realizado una con-
tribución básica en la línea de la reespeci-
ficación del modelo Wharton-UAM, realizándo-
se cuatro versiones sucesivamente mejoradas 
del mismo. 
c) Análisis de sensibilidad en predicción y si-
mulación de un modelo de gran tamaño. 
Las limitaciones que contiene esta tesis, se despren-
den del propio trabajo realizado, como son básicamen-
te: 
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a) Se ha realizado una selección de problemas y 
enfoques, lo cual tiene una serie de venta-
jas operativas, pero a su vez esta limitando 
las posibilidades de aplicación. 
b) La componente aleatoria del modelo, no está 
analizada, ya que antes de pasar a su análi-
sis es necesario conocer la parte determi-
nista del mismo; fase que hemos cubierto en 
este trabajo, como paso previo en el análi-
sis de la componente aleatoria. 
c) El análisis se centra en una experiencia 
particular, lo cual tiene grandes ventajas 
de concreción, pero el gran inconveniente de 
que las conclusiones extraídas del mismo no 
sean generalizables. 
d) Existen múltiples métodos de estimación para 
un modelo y nosotros sólo hemos abordado 
dos, MCO y MC2E con componentes principales. 
Debemos seguir investigando en las estima-
ciones por otros métodos y, al menos para el 
alternativo que hemos utilizado (MC2E), ob-
servar el funcionamiento ex-ante del modelo. 
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e) La hipótesis sobre permanencia estructural, 
sólo se ha analizado para el sub-bloque de 
comercio exterior, por considerar éste a 
priori como uno de los menos estables y por 
la influencia del sector exterior en todo el 
modelo. De todas formas, queda por analizar 
el comportamiento del resto del modelo ante 
esta hipótesis básica. 
f) La solución con ajuste cero, tanto en solu-
ción estática como dinámica sólo se ha efec-
tuado para el bloque central del modelo 
-Bloque Gasto-, y será necesario ampliar el 
análisis al resto del modelo. 
Los proyectos de futuro van pues encaminados a tratar 
de solventar las limitaciones puestas de manifiesto, 
así como seguir ampliando la línea de investigación 
elegida a otros muchos planteamientos como son: 
La extensión de la metodología utilizada no sólo a 
nuestro modelo sino a otros existentes con vistas a 
comprobar elasticidades. 
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También se comenzará a trabajar en la línea, ya pro-
puesta en el proyecto Link, del análisis causal de 
los modelos a él pertenecientes, para lo cual se esta 
desarrollando un software por parte del propio Link, 
que permite que para cada modelo el input, para el 
análisis causal, sea automático. Nosotros, incorpora-
mos este análisis como parte fundamental del modelo y 
cada nueva versión sobre el mismo será analizada por 
esta metodología. 
En la línea de los "linkages" sobre modelos, estamos 
en la idea de que existe un "modelo central" y varios 
"satélites" conectados a él, para el caso de las re-
giones españolas. En este.sentido, ya se ha elaborado 
un primer modelo de la autonomía de Madrid, conectado 
con el modelo Central, pero esperamos que se vayan 
produciendo nuevos modelos y elaborar en conjunto una 
metodología sobre este campo. 
Avanzar en el análisis de la componente aleatoria del 
modelo, una vez que se ha dejado clara la componente 
determinista del mismo, es otro de nuestros objetivos 
futuros y, en definitiva, ir avanzando en la línea 
propuesta en el trabajo, en aras de un mayor entendi-
miento de los modelos econométricos. 
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Precisamente ahora, al culminar la presente tesis y 
mencionar alguno de los caminos abiertos para futuras 
investigaciones, somos plenamente conscientes de la 
fertilidad del enfoque planteado y del reto que supo-
ne no ya como trabajo aislado, sino como programa 
permanente de investigación, con amplias y directas 
repercusiones también en docencia. 
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2. PLANTEAMIENTO PREVIO DEL ANÁLISIS ESTRUCTURAL DE 
MODELOS ECONOMETRICOS. 
Ya que el objetivo de la tesis es el análisis estruc-
tural de modelos econométricos, trataremos de definir 
en el presente capítulo que es lo que entendemos por 
modelo y cual va a ser la acepción que utilizaremos a 
lo largo del trabajo sobre este concepto. No se trata 
de un análisis en profundidad en temas de metodología 
científica, que escaparían del objetivo de la tesis. 
Se trata simplemente de introducir al análisis es-
tructural y de relaciones causales de los modelos. 
Ahora bien, los modelos econométricos plantean dife-
rentes problemas según sean sus objetivos y por con-
siguiente el tamaño que alcanzan. Así pues, haremos 
un breve comentario ante la problemática planteada en 
la modelización econométrica sobre su tamaño, objeti-
vo y resultados. Así mismo, es obligado hacer refe-
rencia a los distintos enfoques existentes acerca de 
la causalidad y más concretamente en la utilización 
que hacemos de este concepto en los desarrollos teó-
ricos y prácticos del análisis estructural cualitati-
vo. 
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Por último plantearemos los distintos enfoques que se 
han elegido para el análisis estructural de los mode-
los econométricos, y las distintas técnicas que se 
han empleado en cada uno de ellos. 
2.1. MODELOS ECONÓMICOS Y ESTRUCTURAS ECONÓMICAS 
La modelización de los sistemas económicos, en sus 
primeros desarrollos se centra en los modelos de fe-
nómenos aislados o parciales de la realidad económica 
y utilización de las herramientas estadísticas bási-
cas (regresión simple, análisis de correlación . . . . ) . 
La aparición de los modelos econométricos en la déca-
da de los 30 con Timbergen y su desarrollo moderno a 
partir de los años 50 con las aportaciones de Klein, 
constituyen una manifestación palpable del avance de 
la econometría, lo que significa un avance en la mo-
delización económica. 
La incorporación al análisis económico de los princi-
pios de la teoría de sistemas ha permitido potenciar 
la investigación econométrica y ha posibilitado 
afrontar los problemas económicos desde una perspec-
tiva global e interdisciplinaría. Esto lleva a intro-
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ducir en los modelos económicos factores de tipo po-
lítico y social con lo cual los modelos econométricos 
son la representación de sistemas reales con conteni-
do de variables tanto económicas, como políticas, co-
mo sociales y las relaciones exitentes entre ellas. 
Siguiendo a BUNGE (1969) y POPPER (1973) podríamos 
considerar inicialmente como modelo toda representa-
ción idealizada y simplificada de un sistema real. 
Esta definición indica como sólo serán representados 
por los modelos algunos aspectos interrelacionados de 
los sistemas reales. 
Las características que debe satisfacer un modelo 
fueron definidas por WOLD (1969) como: sintético, 
susceptible de experimentación y deductivo. Por con-
siguiente, aqui definimos a un modelo como un sistema 
deductivo, teórico-empirico. 
Según el modelista y según el grado de formalización 
adoptado, obtendremos diversos modelos respecto a una 
misma realidad. Desde el modelo mental hasta el mode-
lo formalizado e implementado en ordenador hay una 
amplia gama. Sin embargo, son los modelos simbólicos 
(ACROFF 1962 y BUNGE 1969) o los modelos matemáticos 
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(POPPER 1973) los que interesan para nuestro estudio, 
al describir el sistema real con la ayuda del lengua-
je matemático, las relaciones quedan cuantificadas y 
expresadas por ecuaciones matemáticas. 
Este tipo de modelos, en cuanto que formalizados, 
aseguran adecuadas propiedades a los mismos que 
POPPER (1973) resume en: 
1) Simplicidad, para su fácil comunicación y utili-
zación. 
2) Robustez, aptitud para explicar una gran variedad 
de situaciones. 
3) Flexibilidad, aptitud para absorber y tomar en 
consideración nueva información sobre el fenómeno 
estudiado. 
4) Totalidad, entendida como la aptitud para incluir 
todos los aspectos relevantes al fenómeno. 
5) Facilidad de acceso, comunicación utilizador-mo-
delo. 
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Aún cuando la formalización no implica necesariamente 
matematización, no se puede olvidar la importancia y 
ventajas de esta última, en la representación de una 
realidad: No se deja lugar a la ambigüedad (como pue-
de ocurrir en la representación mental), su lenguaje 
es claro, simple y preciso (en contraposición con el 
lenguaje vulgar de la representación verbal). 
Sin embargo, no se debe exceder el grado de formali-
zación, "la matemática, no es para el cultivador de 
una ciencia aplicada la puerta de la tierra prometi-
da, tampoco es un formalismo estéril, si se usa con 
discreción" como define PAPANDREU (1961). 
En efecto, se puede afirmar en esta misma línea si-
guiendo a PULIDO (1981) "los modelos matemáticos 
constituyen la forma más estricta de conocimiento 
científico de una realidad, sin que ello deba suponer 
el que su utilización indiscriminada asfixie toda 
elaboración teórica no directamente matematizable, o 
lo que es al menos tan perjudicial, encubra bajo su 
halo protector un conocimiento falso de la realidad 
aunque estrictamente planteado". 
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En resumen y después de haber expresado algunos de 
los aspectos que nos resultan más interesantes, sobre 
el concepto de modelo en su aplicación al campo de la 
econometría, a efectos operativos en lo que sigue, 
consideraremos un modelo econométrico como: "la espe-
cificación de los supuestos acerca de las bases y la 
estructura de la economia". Definición que ha sido 
ampliamente utilizada desde 1930 en que fue propuesta 
por Tinbergen. 
En este contexto el poder de explicación de un modelo 
o teoría están definidos en términos de predecibili-
dad de acuerdo con una cierta ley. Por tanto, alter-
nativamente, podemos definir como modelo "al conjunto 
de elementos en iteracción en el tiempo de acuerdo a 
los roles desarrollados por sus unidades activas". 
Esta definición esta íntimamente ligada al concepto 
de sistema que ha sido definido por diferentes auto-
res como: 
* Un conjunto de elementos en interacción 
BERTALANFFY (19 50) 
* Sistema general como producto cartesiano, 
MESAROVIC (1963) 
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* Simplificación de la realidad, estructura y 
función, unida al conjunto de evolución, 
GINI (1953) 
Lo que indica que existen tres características aso-
ciadas al concepto de sistema: 
a) Ontologíca, o estructura de las relaciones. 
b) Funcional, lo que hace cada una de las uni-
dades activas. 
c) Morfogenética, en lo que convierte la unidad 
activa, sus historiecidad. 
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Según esto, se puede definir el modelo económico como 
"una representación formal idealizada y simplificada, 
caracterizada por un conjunto empírico-teórico de 
proposiciones científicas singulares concernientes a 
las características observadas de un campo de inves-
tigación dado", que como indica DAGUM (1981), permite 
distinguir de entre este conjunto de proposiciones: 
1) Los modos de acción e interacción entre los miem-
bros de un conjunto de agentes económicos. 
2) Los modos de producción, también denominados re-
laciones tecnológicas .-
3) Las relaciones sociales de producción, o relacio-
nes institucionales. 
4) Las proposiciones condicionales o relaciones de 
equilibrio. 
5) Las proposiciones universales o identidades. 
Que nos llevan a identificar una estructura económi-
ca, como aspecto dado de la realidad. Siguiendo a 
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THOM (1975) debemos afirmar que al aspecto de la rea-
lidad que vemos es un caso de creación de evolución o 
destrucción de las formas y, que el fin de la ciencia 
es descubrir este cambio de formas y sí es posible 
explicarlo. 
Los procesos de cambio estructural pueden estar gene-
rados por: 
- Fuerzas endógenas 
- Fuerzas exógenas 
Cuando un cambio estructural es generado desde dentro 
del modelo por la acción e interacción de los agentes 
económicos, decimos que estamos ante un comportamien-
to endógeno de cambio estructural. 
Consideramos que el cambio estructural es debido a 
fuerzas externas, cuando se produce un choque desde 
fuera (revolución, innovación). DEMARIA (1974) los 
denomina "entelequias", que son los sucesos origina-
les que no se han visto nunca y que son medibles y 
reconocibles sólo después de haberse producido. 
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Los cambios estructurales debidos a fuerzas endóge-
nas, denominadas por Demaria "anti-entelequias", pue-
den ser agrupados de acuerdo a tres clases: 
a) Propagadores cuasi-naturales, entre los que 
cabe destacar la demografía, la psicología y 
la tecnología. 
b) Propagadores políticos, entre los que se 
pueden señalar, los factores instituciona-
les, los internacionales, los monetarios y 
los financieros. 
c) Los propagadores históricos, entre los que 
se encuentran el tamaño, distribución e in-
gresos de riqueza, como más importantes. 
Según que un sistema se vea afectado por factores en-
dógenos o exógenos, existirán diferentes estructuras. 
Como límites nos podemos encontrar con: a) estructu-
ras fijas, en las que todo esta determinado, el pasa-
do y el futuro son igual que el presente y b) estruc-
turas aleatorias, en las que no es posible la predic-
ción, salvo en el caso de un proceso estocastico 
apropiado. 
Normalmente, el universo económico no es ni aleatorio 
ni fijo, sino que esta envuelto en el tiempo y, la 
evolución de un proceso de cambio estructural esta 
entre estos dos extremos. Por ello, es prioritario 
para la predicción definir el grado de estabilidad 
ante el que nos encontramos. Este puede ser definido 
en los siguientes cuatro casos: 
a) Estabilidad estructural total 
b) Estabilidad estructural parcial 
c) Cambio estructural anticipado 
d) Cambio estructural no anticipado 
Estas diferentes estructuras, afectarán a la predic-
ción no sólo por las alternativas estructurales exis-
tentes sino también dependiendo del modelo que se ha-
lla desarrollado para la predicción: 
- Modelo explicativo 
- Modelo descriptivo 
La predicción desde un modelo explicativo y con los 
grados de estabilidad antes enunciados tiene las si-
guientes garantías: 
51. 
) Predicción bajo estabilidad estructural total, 
sería la ideal para los predictores de las cien-
cias naturales. En las ciencias sociales, es la 
situación mejor, pero generalmente sólo es válida 
para el corto plazo. 
) La predicción bajo estabilidad estructural par-
cial, es sólo relevante para aquellas proposicio-
nes singulares que producen una estabilidad es-
tructural . 
) La predicción bajo cambio estructural anticipado, 
es lo que normalmente estamos acostumbrados a en-
contrar . Se construye dentro del modelo el camino 
anticipado del cambio y la predicción será tan 
segura y realista, como la hipótesis de cambio 
introducida. Existe un amplio desarrollo economé-
trico para introducir estos cambios estructurales 
en el modelo, como son los cambios paramétricos 
conocidos "switching-regression", los modelos de 
filtros de Kalman, los modelos de coeficientes 
aleatorios y los de cambios paramétricos en el 
tiempo. 
o A • 
4) La predicción bajo cambio estructural no antici-
pado, es la peor situación con la que se puede 
encontrar el predictor. Sólo en el terreno baye-
siano de la probabilidad "a priori", se puede te-
ner alguna garantía en la predicción bajo este 
supuesto. 
Si estamos realizando la predicción con un modelo 
descriptivo, la situación es más ventajosa que cuando 
se hace con un modelo explicativo y la confianza en 
la predicción bajo los supuestos contemplados será: 
1) El peso del pasado condicionará los valores futu-
ros de predicción en el caso de estabilidad es-
tructural total. 
2) La fiabilidad en la predicción dependerá del pro-
ceso dinámico que se modeliza, para el caso de 
estabilidad parcial. 
3) La predicción bajo cambio estructural anticipado 
dependerá de la hipótesis de expectativa sobre 
las elasticidades y de la evolución estructural 
elegida. 
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2.2 PROBLEMÁTICA DEL TAMAÑO EN LOS MODELO ECONOMETRI-
COS 
Una de las más importantes controversias de la econo-
metría en la actualidad es la referente al tamaño de 
los modelos econométricos. Modelos econométricos 
grandes o modelo econométricos pequeños se presentan 
como dos alternativas en las que las ventajas de los 
unos son las deficiencias de los otros, pero en donde 
es imposible dar una regla de decisión claramente de-
finida. 
La evolución de la econometría ha tendido a aumentar 
el tamaño de los modelos econométricos, tanto en ta-
maños muéstrales como en relaciones causales y hoy es 
sólo historia la crítica de Haavelmo a los procedi-
mientos estadísticos de Tinbergen con un modelo de 
dos ecuaciones. En efecto, al existir en los países 
desarrollados series más largas y sobre todo soportes 
informáticos, ha permitido la estimación y simulación 
de modelos con un número elevado de ecuaciones. 
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El problema que se plantea es el de cuál debe ser el 
tamaño apropiado de los modelos, y aquí cabe hablar 
también de dos planteamientos alternativos. Uno que 
hace referencia a aspectos puramente estadísticos 
asociados a la bondad de las estimaciones y otro que 
se relaciona con el propósito y objetivo de funciona-
miento del modelo. 
En el primero de los planteamientos se consideran los 
tamaños muéstrales, el número de variables endógenas 
y variables predeterminadas, etc. Un modelo demasiado 
grande será aquel en que los estimadores de los para-
metros no gocen de buenas propiedades desde un punto 
de vista estadístico estando siempre asociado a un 
problema de falta de grados de libertad. 
El segundo planteamiento sobre cuál debe ser el tama-
ño adecuado del modelo, se relaciona más con aspectos 
económicos y de funcionamiento del modelo y hace re-
ferencia al número de relaciones o ecuaciones necesa-
rias para una correcta descripción o predicción eco-
nómica. Desde esta perspectiva la decisión sería más 
subjetiva pues modelizadores diferentes podrían plan-
tearse niveles de desagregación también distintos. 
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Sin embargo, cabe aqui también considerar, ante la 
tendencia registrada recientemente en la construcción 
de modelos, si son preferibles modelos muy grandes 
con gran número de ecuaciones y alto grado de detalle 
o modelos más pequeños fáciles de conceptualizar y 
manej ar. 
En los dos siguientes apartados se analizarán ambos 
enfoques, efectuando un rápido repaso a los plantea-
mientos econométricos existentes hasta el momento, no 
con ánimo de exahustividad, pero sin con el propósito 
de dar una perspectiva suficientemente completa del 
estado actual de nuestro conocimiento ante el proble-
ma de la dimensión del modelo. 
2.2.1. Tamaño y estimación de modelos econométricos 
Desde una dimensión puramente estadística, los pro-
blemas de tamaño de un modelo se refieren a la caren-
cia de grados de libertad o a unas estimaciones de 
los parámetros incorrectas. En este sentido el pro-
blema de la dimensión, es un problema relativo, ya 
que un modelo con mayor número de variables endógenas 
puede ser más pequeño que otro con menor número de 
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ellas, dependiendo del número de observaciones dispo-
nibles en cada caso. Como señala MADDALA (1981) sien-
do: 
n, número de observaciones 
y, número de variables endógenas 
x, número de variables exógenas 
g número de ecuaciones estocastica 
g número de ecuaciones no estocastica 
g - gx+ g2 
diremos que un modelo es grande para la estimación, 
en cualquiera de los cuatro casos siguientes: 
a) gx> n 
b) y > n 
c) x > n 
d) y + x > n 
Evidentemente cada definición de las anteriores, da 
un conjunto de problemas diferente y un modelo puede 
ser grande según .una definición y no según otras. 
Así, un modelo en el caso a), tendría problemas si se 
quisieran utilizar métodos de estimación en que in-
terviniera la inversa de la matriz de covarianzas de 
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los residuos, al ser el número de observaciones infe-
rior al número de ecuaciones de comportamiento. En el 
caso b), en el que el número de variables endógenas 
es superior al de observaciones, suele ser un caso 
similar al anterior y normalmente se asocia a proble-
mas con MC3E (mínimos cuadrados tres etapas). El caso 
c), imposibilita los métodos de información limitada 
de MC2E (mínimos cuadrados dos etapas) y MVIL (máxima 
verosimilitud con información completa: al ser el nú-
mero de variables exógenas superior al de observacio-
nes y no ser factible las estimaciones de la primera 
etapa. Finalmente el caso d), provoca problemas con 
la estimación de MVIC (máxima verosimilitud con in-
formación completa). 
Ciñiéndonos a los métodos de estimación, tal y como 
hemos mencionado, los métodos habituales de informa-
ción limitada, requieren que el número de observacio-
nes sea superior al número de variables exógenas, si-
tuación poco habitual en los modelos de talla eleva-
da, en que la matriz (X1 X) es singular. 
Dejando, por el momento los métodos de estimación 
completa, nos centraremos en los de información limi-
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tada, por ser estos los de mayor aplicación, y los 
más fáciles de realizar en modelos con problemas de 
tamaño y en los que existe un software más desarro-
llado. 
Cuando nos encontramos en el caso c), evidentemente 
los procedimientosde MC2E, MVIL, no son aplicables 
directamente. Existen, sin embargo, varias alternati-
vas de solución desarrolladas en la econometría, ta-
les como: 
1) Utilización de la inversa generalizada. 
2) Sustitución del conjunto de variables exógenas. 
3) Utilización de métodos iterativos. 
La utilización de la inversa generalizada de (X' X) 
ante la no invertibilidad de esta matriz, es propues-
ta por SWAMY y HOLMES (1971) para la formulación de 
MC2E y MC3E, también por FISHER y WADYCKI (1971) en 
una forma alternativa. 
Sin embargo, es criticada por diversos autores entre 
los que cabe señalar a THEIL (1971), RAYNER (1972), 
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MADDALA (1981), dado que en el caso c) en que n < x 
el uso de la inversa generalizada con MC2E es similar 
a MCO, siendo por ello que esta alternativa es no 
utilizada en la actualidad, al tratarse simplemente 
de un procedimiento algebraico, sin mejorar los re-
sultados finales. 
La sustitución de variables exógenas, ha planteado 
dos alternativas diferentes desde la perspectiva de 
reducir el número de exógenas x para permitir la in-
vertibilidad de (X1 X), y la posterior utilización de 
MC2E. 
Estas dos alternativas son la ordenación de variables 
exógenas propuesta por FISHER (1965) y la utilización 
de componentes principales, debida a KLOEK y MENNES 
(1960), las cuales serán desarrolladas posteriormente 
en el capítulo cuatro del trabajo. 
La tercera posibilidad, es la utilización de métodos 
iterativos. En esta línea cabe resaltar el interesan-
te trabajo de MADDALA (1971), en el que investiga so-
bre los planteamientos alternativos a la ordenación 
de variables y la utilización de componentes princi-
pales. Denominando Mínimos Cuadrados en 2 etapas de 
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Formas Reducidas Restrictas (MC2EFRR) y Variables 
Instrumentales de Formas Reducidas Restrictas 
(VIFRR), efectúa una comparación de ambos métodos con 
el de Máxima Verosimilitud con Información Completa 
(MVIC). 
El planteamiento de las Formas Reducidas Restrictas 
(FRR) es que ante problemas de falta de grados de li-
bertad en modelos grandes debe acudirse a algún pro-
cedimiento iterativo. Se establecen dos procedimien-
tos de iterar: 
a) Solución de la Forma Reducida 
b) Sustituciones sucesivas 
Para ilustrar ambos procedimientos, tomaremos el 
ejemplo propuesto por el mismo Maddala con dos ecua-
ciones pertenecientes al modelo de Summers; 
Yl * b12 Y2 + Cll Zl + C12 Z2 + Ul 
Y2 * b21 Yl + C23 Z3 + C24 Z4 + U2 
en donde la forma reducida será: 
Yl= dll Zl + d12 Z2 + b12 d23 Z3 + b12 d24 Z4 + Vl 
Y2= b21 dll Zl + b21 d12 Z2 + d23 Z3 + d24 Z4 + V2 
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con d.. = 
Cij 
1_b12 b21 
la estimación de esta forma reducida dará; 
Y1=P11 Zl + P12 Z2 + P13 Z3 + P14 Z4 
Y2=P21 Zl + P22 Z2 + P23 Z3 + P24 Z4 
Siendo ahora p- . las estimaciones de los parámetros 
de la forma reducida. 
En la primera de las alternativas propuestas, esto es 
la solución de la forma reducida, se comienza con 
cualquier función lineal de las variables Z, y por 
consiguiente con unos valores iniciales de Y^ , 
y2 • A continuación se efectúa una regresión 
con la forma estructural de Y., sobre Y^ 
Zx, Z2, e Y2 sobre Y£ 0 ), Z3, Z4, esti-
mándose los parámetros de la forma estructural. Des-
pués se obtienen los parámetros de la forma reducida 
y como consecuencia unos nuevos valores de Y^ , 
Y_ . El proceso se repite hasta converger. 
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En el segundo caso, de sustituciones sucesivas, tam-
bién se comienza con unos valores iniciales de 
Yl ^2 ^ e *os cuales obtenemos más es-
timaciones de los parámetros de la forma estructural. 
v»>=b<°> v<°> • c<;> Zl + c<»» z 2 
^ b £ y<o> + c(0) Z3 + c<o, Zi 
que vuelven a utilizarse para obtener unas nuevas es-
timaciones mediante: 
v(2)_,(l) V(D . r ( D 7 . r ( D 7 Yl _b12 Y2 + Cll Zl + C12 Z2 
Y<2>=b<J> Y<»
 + <£> Z, i C<i> Z4 
y así sigue el proceso hasta que se llega a la con-
vergencia. 
Este segundo método, coincide con el estimador suge-
rido por WOLD (1965) denominado de punto fijo. 
Las ventajas fundamentales que Maddala defiende fren-
te a los procedimientos de sustitución de variables 
es que están libres de arbitrariedades en el proceso 
de elección de tales variables. 
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En cuanto a los dos procesos de iteracción es prefe-
rible el método de Wold, ya que conlleva un menor nú-
mero de cálculos, al no tener que resolver el sistema 
en cada etapa. 
Básicamente, hasta aqui se ha descrito el método de 
MC2FRR, por su parte el método de VIFRR sigue un pro-
cedimiento similar pero utilizando los sucesivos va-
lores estimados de las variables endógenas como va-
riables instrumentales, coincidiendo con el anterior 
en el caso de utilizar adicionalmente las exógenas de 
cada ecuación como instrumentos. 
Los problemas que sin embargo surgen en la práctica, 
se relacionan con el fallo en el procedimiento de 
convergencia, o la convergencia en diferentes puntos 
de solución dependiendo de los valores de arranque, 
salvo en el caso de VIFRR con la solución de la Forma 
Reducida. No obstante, esto a su vez conlleva graves 
problemas de cálculo en modelos grandes, dado que de-
be solucionarse el sistema en cada etapa. 
Finalmente, cabe destacar otra vía alternativa de so-
lución, la basada en estimadores Máximoverosimiles. 
MADDALA (1971), ANDERSON (1976) y (1977) y MADDALA 
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(1981) trabajan sobre esta alternativa y parece exis-
tir un común acuerdo en que para modelos grandes es 
preferible utilizar MVIL a MC2E, en los casos que es-
to sea posible y se disponga del software adecuado. 
Dados los comentarios efectuados en el presente apar-
tado, y las disponibilidades de programas de ordena-
dor encontrados, el trabajo se centra, en la alterna-
tiva dos, de sustitución del conjunto de variables 
exógenas y más concretamente en la utilización de 
componentes principales, estando recogida en el capí-
tulo seis del trabajo, la aplicación de este método 
al modelo Wharton-UAM. 
Esta alternativa no ha estado exenta de críticas y es 
necesario hacer mención, aunque sea brevemente, a las 
más habituales. Como posteriormente veremos con más 
detalle, el método consiste en sustituir las varia-
bles predeterminadas por un subconjunto de componen-
tes principales, obtenidas a partir de las mismas y 
utilizarlos en la estimación de la forma reducida o 
como variables instrumentales. 
Las principales críticas, al método, pueden resumirse 
en (ver MADDALA 1971 y 1981): 
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- Las componentes carecen de significado eco-
nómico . 
- Las componentes no son invariantes a cambios 
en las unidades de medida de las variables 
predeterminadas. 
- Los componentes primeros no tienen porque 
ser los que estén más correlacionados con 
las variables endógenas. 
Evidentemente todas estas criticas son ciertas, pero 
pueden matizarse suficientemente como para que a pe-
sar de ello, las ventajas obtenidas sean superiores a 
los inconvenientes. 
En primer lugar es cierto que los componentes carecen 
de contenido económico, aunque siempre es factible 
una rotación de tipo ortogonal que pudiera arrojar 
luz sobre este tema. Pero aún prevaleciendo tal ca-
rencia, no debemos olvidar que su utilización se 
efectúa sobre la forma reducida del modelo y no sobre 
la forma estructural que seguirá manteniendo su total 
significación, respetándose la especificación del mo-
delo. 
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Los componentes no son invariantes a cambios en las 
unidades de medida, a lo que particularmente añadi-
ríamos "como es lógico" y como no lo son tampoco los 
parámetros de un modelo. No obstante, no debemos ol-
vidar que los componentes se extraen sobre las varia-
bles tipificadas, las cuales si son invariantes ante 
cambios de escala. 
La tercera crítica es manifiesta, pero también mati-
zable. Las componentes primeras no tienen porque ser 
las que estén más correlacionadas con las variables 
endógenas, lo que puede indicarnos un procedimiento 
alternativo de selección. Pero si con los primeros 
componentes principales se captura un importante por-
centaje de variación de las variables predeterminadas 
(> 85%), para todo el modelo, si los componentes no 
están correlacionados, tampoco lo estarán las varia-
bles predeterminadas. 
2.2.2. Tamaño y objetivos del modelo econométrico 
Adicionalmente a los problemas estadísticos asociados 
al tamaño y estimación de los modelos econométricos, 
cabe preguntarse por el funcionamiento de los mismos 
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y si el auunento del tamaño mejora los resultados ob-
tenidos. 
En primer lugar, es manifiesto que un modelo grande 
arrojara mayor cantidad de información dado que su 
nivel de desagregación también será superior al de un 
modelo pequeño. Pero dado por supuesto esto, el pro-
blema debe plantearse en términos de: 
- ¿Qué tamaño de modelo representa mejor la 
realidad? 
¿Qué problemas de utilización y manejo están 
asociados al tamaño del modelo? 
como señalan FROMM y KLEIN (1981), en los últimos 
años se han construido una gran variedad de modelos 
econométricos que pueden calificarse unos de grandes 
y otros de pequeños. Una comparación de los dos tipos 
de modelos, podría arrojar luz sobre que tamaño de 
modelo funciona mejor o representa de forma más ade-
cuada la realidad. Desgraciadamente y como señalan 
los mismos autores en econometría la evidencia es ra-
ramente concluyente y existen modelos grandes y mode-
los pequeños que no han superado los rigores de los 
test de previsión. 
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En esta línea de comparación, un interesante trabajo 
es el efectuado por FROMM y SCHINK (1973). En este 
trabajo partieron de una versión grande del modelo de 
Brookings con 230 variables endógenas y otra versión 
condensada de 167 variables endógenas. Sobre la ver-
sión condensada se tomaron dos variantes que se dife-
renciaban en la formulación de los deflactores de de-
manda, para la comparación entre las diferentes al-
ternativas analizadas del modelo propuesto se reali-
zaron las correspondientes soluciones. En el cuadro 1 
se muestran los resultados de previsión obtenidos so-
bre el período muestral para las diferentes alterna-
tivas del modelo. Aparentemente los resultados son 
favorables al modelo grande frente a la versión con-
densada, al menos en lo que a la medida sobre el 
error medio se refiere (RMSE). 
En la misma línea, pero comparando modelos diferen-
tes, se encuentra el trabajo de FROMM y KLEIN (1976), 
del que se adjuntan los principales resultados arro-
jados (cuadro 2), para un total de doce modelos. 
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Cuadro 1 
•ftOOMKGS MOCHL M(t.O*CT*0* IHV'JIU FCW KXECTTED VAKIAHXS DMiAMIC SlMULATlONS PKOM 1957 . l-|9t>5 4 
Variables D e s e n f i l e * * 
Nominal gres* nat ioral p r a d j i í 
Real g.ros< naiionat prctluct 
DerUlor for G N P Onde v 1951= 1.0) 
Real consuirpnon 
Real riel e \pori» 
Real noniarm ft\ed inveMmvni 
Real nonfarm reueVmul cunsiruciion 
Real ncnfarní in*cniur> intesi f lwm 
Real unnlleJ o r d e n 
Personal tricorne 
Corporale profiis beforc laxes 
Empk>>ment (miUions of peraons) 
A \e ragc »ecM> hours 
Cnemploymenl rale (proponion) 
Monc) » a i e rale <S per hcu ' i 
Treasur> bilí rale—90da> ír*ercefiií 
Long-lcrm Trcasvo bond yieW (pcrccnl) 
Componen u of Real Coasumpuon 
Aulomofnles 
Durable» eu lud i f ig aulomobikrs 
Hondura bles 
Services 
Componems of Real NonCarm Ft«ed ln\esteaenl 
Manufac lunng 
Nonmanufacl ' tr ing 
Symbuh 
G N P 
GNPS1 
• C N P 
C5» 
E \ « « - M « * 
I B I S £ » I 5 * 
K"NFR<« 
¿ I N Y E A F S I 
t i l . M5» 
^ p 
Z B 
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C D E A S i 
C N 5 1 
CS5« 
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M E A N Bl ASES 
Large 
M o i k l 
1 40 
1.1» 






- 0 94 
1.31 
- 1 95 
0 324 
- 0 00t> 




0 5 * 
0 15 
0 01 
- 0 . 3 7 





- 2 16 
0 0041 
- 1 . 2 0 
0 03 
- 1 . 1 3 
0 20 
- 0 02 
- 5 4* 
- 0 2» 
I I » 1 
0 109 
- 0 «24 





- 0 13 
- 0 35 
- 0 70 
- P «5 
- 0 29 
Ko>c i 
- 0 57 
- 2 . 1 ! 
0 0029 
- 1 , " 
0 .10 
- 1 . 0 9 
C 24 
0 0 4 
- 5 56 
- 0 45 
- 0 0» 
0 171) 
- 0 . 0 1 5 





- 0 . 0 9 
- 0 . 2 1 
—1.11 
— 0 «9 
- 0 20 
* All variables c\Crpf iaierest ram are acahnnall) adjuurJ Evrcndi.urct anj ineume rWs are meaiured in bitbons of Jollar* (or tailltuns of 
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Cuadro 2 
tmaunm ot «p n IUELVE HODELS. ioot—MEAN—SCUAMÍ—mu 
( l l l l lona oí Dolía») 
hz Parloda anead—Wlthla a u p l e I Perlode iht id—E»trepolat lot i feale I I 2 3 4 Lont run I 1 2 3 4 _ 
nominal CKP 2 .3» « .68 6 .57 7.81 13.65 4 .30 12.47 18.21 20 .78 
mi car í.ti 3.a s.«8 6.94 9.53 3.si «.os 11.54 11.02 
«rooklmga *ary M l u l CKP 4 . 0 8 5 . 3 8 5 .83 5.85 « .74 11 .36 16.08 20.94 
larga m i CMP 1 .70 4 . 6 6 5 .01 5 .13 5.86 9.64 13.40 16.41 
ma/oí « s i l w i M i cap 3.25 4.72 7.11 e.is 6.si 6.04 9.88 12.45 u.49 
t u l CaP 2.97 4.83 7.11 8.27 9.48 5.16 8.36 9.95 12.09 
M I '74 W 7 nominal C*T 4 . 7 3 5 .82 6 .02 6 .29 5.24 
l a r g a m a l CKP 1.97 4 .91 4 .78 4 . 6 0 6 .30 
F a l r m i l M l u l CKP 2 . 8 0 4 .12 4 .49 4 .50 2 .91 4 .35 4 .52 6.77 
t u l « P 2 . 8 1 4 . 1 4 4 .32 4 .22 3 .12 4 .74 4 .71 5.40 
S t . Louia w r y nominal CRP 1.16 4 . 5 1 5 .52 6.34 19.41 10.29 14.88 13.83 11.69 
• M i l t u l CNP 2 .88 4 .09 4 .77 4 .98 4 .34 6.81 8.54 6 .36 10.25 
HPS l a r g a nominal CNP 2 . 6 5 3 . 7 3 5 .31 5 .27 10 .60 
t u l CKP 2 .76 3 . 6 0 4 .11 4 . 2 3 8 .20 
«hartón U r g e nominal CRP 2 .89 4 . 6 0 6.14 6.81 10.01 5.71 17.04 25.09 27.25 
•Otar» I I I ) t u l CaP 1 .21 4 . 2 3 4 .65 4 .64 11.93 5.02 12 .93 17.96 19.35 
Uharton larga nominal CRP 2 .82 4 .11 5 .49 6.18 12.14 7 .07 17.66 23.16 23.49 
A n t l c i p e t l o n a raa l CKP 2 .98 3 .65 3 .89 3 .96 12.83 5 .80 13 .00 16.14 16.07 
1-C a n u a l HaalM nominal CKP 13 .54 13 .11 12.74 17.65 9.S7 
r a a l CNP 9 .20 12.77 12 .31 13.09 10.00 
Uharton mar? nominal CKP 4 . 9 6 5 .74 10 .33 14 .32 21.76 
«anual l a r g a r a a l CNP 6 . 2 0 7 .08 6 .37 6.64 7 .21 
Llu-Bva u a d l M nominal CNP 2 . 5 3 2.67 2 .95 3 .43 11.66 5.94 5.44 5.92 6 .28 
<noathly) r a a l CNP 2 . 2 3 - 2 .54 2 .83 3 .31 11.47 5 .29 6 .19 6 .19 7.88 
• o t a : Sampte parlona g a a a r a l l y are v i t h l n thc 1960a and poat eample «xtrapo la t ion pariods are thc carly 1970«. 
Conrea: Car ; frsam and lavrence I . U a l n . "Thc NBOVNSP Modal Compártaos laminar: aa ana lya l e of l a a u l c a . " 
«nnala of Economlc and S o c i a l Maaauramant. 5 / 1 . 1976, pp. 6 - 9 . 
Los resu l tados no siendo muy concluyentes nos dan lu-
gar a c i t a r los comentarios de los propios autores en 
un t raba jo más rec ien te de 1981: "Los resultados no 
suponen que la desegregación conlleve una mayor e f i -
c iencia en la previs ión. Serían necesarias muchas ob-
servaciones desde un gran número de posibles modelos 
y escalas a l t e rna t i va s de cada modelo para apoyar t a l 
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conclusión. Sin embargo, la evidencia es al menos su-
gestiva ya que sistemas más complejos y a gran escala 
no deterioran el funcionamiento predictivo". 
Si efectivamente no hay argumentos concluyentes sobre 
el hecho de que un modelo grande pierda capacidad 
predictiva y por otro lado, la cantidad de informa-
ción que suministra es mayor por estar involucradas 
un mayor número de variables, la elección podría in-
clinarse hacia una mayor desagregación de ios modelos. 
Otra de las características a tener en cuenta, es la 
facilidad de utilización y de comprensión del modelo, 
que en principio iría en contra de los modelos de 
grandes dimensiones. Evidentemente , que un modelo 
econométrico no puede tratarse como un proceso de 
"caja negra", en el que debido a las múltiples 
relaciones existentes seamos incapaces de comprender 
sus mecanismos de funcionamiento. En este sentido en 
los últimos años asistimos a una cada vez más fuerte 
toma de posiciones por parte de los econometras, en 
aras de solventar la complejidad de los modelos, 
aislando los mecanismos de iteracción en los modelos 
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de gran tamaño que dan origen a que sean contemplados 
como procesos de "cajas negras", mediante la 
utilización de técnicas de análisis estructural 
cualitativo. Existen ya algunas experiencias en este 
campo, que podemos resumir en los realizados por Kuh, 
con el modelo de Michigan, la de Gilli con el modelo 
de Canadá, mas recientemente la que se están llevando 
a cabo en el proyecto LINK con diferentes modelos, y 
la nuestra propia con el modelo Wharton-UAM. 
En resumen, trabajar con modelos grandes exige una 
considerable dosis de esfuerzo, pero los sistemas 
económicos que tratamos de representar son siempre 
complejos y difícilmente- modelizables por el camino 
de la agregación. La agregación, supondrá simplifica-
ción pero a la vez pérdida de la compleja trama de 
agentes y relaciones existentes, sin las cuales tam-
poco se podrá llegar a un entendimiento completo del 
sistema estudiado. 
No se puede hablar, por tanto, de cuantas ecuaciones 
son las convenientes, 5, 10, 100 .... La respuesta no 
existe ante un problema que dependerá tanto de si el 
modelo es desarrollado y utilizado por una persona o 
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un equipo, de la disponibilidad de datos, de la exis-
tencia de software, del propósito del modelo .... 
Sin embargo, nos parece interesante recoger en este 
apartado los factores que según FROMM y KLEIM (1981) 
influencian en la escala óptima de un modelo, grande 
o pequeño. (Ver Cuadro 3). 
Cuadro 3 
Factors Influencing Optimum Scale of Models 
Factor 
Purpose 
Nature of Use 
Number of users 
Frequency of use 
Need for de ta i l 
Complexity of underlying 
s t ructure 
Need for s t ruc tura l 
understanding 
Sens i t i v i t y of decisions 
to model solut ions 
Decisión error losses 
Data a v a i l a b i l i t y 
Data qua l i t y 
Computer and s t a f f 
ava i l áb i l i t y 
Adequacy of theory 
Aggregation bias 
Error covariances 
Adequacy of a l t e rna t i ve 
tools 
Predict ion accuracy 
S t a b i l i t y of underlying 
s t ructure 
Frequency of stochastic 
shocks 
Size of stochastic shocks 
Cost of model const ruct ion 
Cost of model operation 
Frequency of required 
re-est imat ion 
Time required for 
re-est imat ion 
Time required for 
va l i da t i on 
























































2.3. CAUSALIDAD EN ECONOMETRÍA 
Existen diferentes definiciones acerca de la noción 
de causalidad en econometría, no existiendo consenso 
sobre su significado. En los últimos años asistimos a 
una intensificación de la polémica, como consecuencia 
de la definición de causalidad de GRANGER (1969) li-
gada al análisis de series temporales. Dada la ausen-
cia de consenso sobre el significado de este término, 
una breve descripción de los principales enfogues gue 
sobre el mismo existen en el campo de la econometría, 
permitirá tener un marco de referencia en el gue si-
tuar el concepto de causalidad gue se utiliza en la 
presente investigación. 
Punto de referencia básico en la polémica sobre la 
noción de causalidad lo constituye la aproximación 
empírico inductiva de David Hume, gue constata gue si 
un suceso de tipo B esta siempre precedido de un su-
ceso tipo A, la observación no puede jamás establecer 
gue la relación entre A y B tenga necesariamente gue 
mantenerse o verificarse para nuevas observaciones. 
Introduce un elemento de excepticismo, ya gue plantea 
gue si dos sucesos se siguen uno al otro, el enlace 
permanente forma la apariencia de necesario y enton-
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ees la causalidad se plantea como una sucesión habi-
tual de hechos, en el que el concepto mismo de causa-
lidad no es posible, ni por la sola razón ni por la 
sola experiencia y, sin embargo, es esencial en todos 
los juicios científicos ZELLNER (1979) en un intere-
sante trabajo sobre los conceptos de causalidad uti-
lizados en econometría, propone para esta disciplina 
la utilización de una definición procedente de la li-
teratura de la filosofía de la ciencia FEIGL (1953) 
según la cual "el concepto de causalidad esta defini-
do en términos de predecibilidad de acuerdo con una 
ley o conjunto de leyes. 
GRANGER (1969) en su definición de causalidad enfati-
za en la buena adecuación de una representación al 
conjunto de observaciones y más precisamente sobre la 
calidad de la previsión suministrada por esta repre-
sentación, como criterios que permiten definir una 
relación como causal. Posteriormente (GRANGER 1980), 
con objeto de soslayar la problemática derivada de la 
aproximación de Hume, introduce un nuevo axioma que 
establece que "la dirección de las relaciones causa-
les es constante en el tiempo". Por otro lado, 
Granger, es consciente de la dificultad práctica de 




de predecibilidad, y por ello, propone la partición 
del conjunto de observaciones, de tal forma que sólo 
la primera parte sea utilizada para la identificación 
y estimación, reservando el resto de las observacio-
nes para evaluar la calidad de la previsión. 
Señalemos que si bien las nociones de causalidad vie-
nen expresadas en ambos casos en términos de predeci-
bilidad, la definición de Zellner-Feigl, exige un 
marco teórico previo para aceptar la relación como 
causal, mientras que Granger sólo considera las rela-
ciones causales entre variables aleatorias y no en el 
marco de un modelo especificado previamente sino a 
través de representaciones tipo autoregresivo de me-
dias móviles. Esta diferencia, constituye uno de los 
focos de la polémica sobre causalidad. 
La exigencia de Zellner de un fundamento teórico no 
es nueva en el campo de la econometría, sino que esta 
presente en gran número de autores desde FRISH (1933) 
en el 1 — número de Econometríca, pasando por 
JEFFREYS (1957), BUNGE (1959), BLALOCK (1964) O HICKS 
(1979), quien señala; "todo análisis causal, como he 
enfatizado repetidamente depende de la teoria 
77. 
La buena adecuación a los datos como justificación de 
una representación formal y la ausencia de carácter 
explicativo en la noción de Granger, llevan a Zellner 
a catalogarla dentro de lo que KOOPMANS (1974) deno-
mina como forma extrema de "medición sin teoria", da-
do que la existencia de regularidades en la relación 
entre variables no es suficiente para considerarlos 
como relaciones de comportamiento. 
Granger al tratar de hacer operativa su definición se 
ve obligado a introducir restricciones sobre el con-
junto de información. El papel de la teoria sería en-
tonces el de permitir incluir o excluir ciertas va-
riables de este conjunto, excluyendo cualquier otro 
papel más especifico en la medida en que tal teoria 
deberia ser verificada por los test de causalidad. 
Como señalan ARELLANO y GARCÍA (1982) la necesidad de 
una lista de variables basadas en alguna teoria o en 
el sentido común es una primera etapa en todo trabajo 
empírico, sin el cual se podría dar lugar a resulta-
dos tan absurdos como estadísticamente precisos del 
tipo de los obtenidos por HENDRY (1980) que presenta 
un ejercicio de exigente modelización dinámica,en el 
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que la inflación resulta mejor explicada por la tasa 
acumulada de pluviosidad que por los cambios en la 
oferta. 
Sin embargo, disponer de esta lista de variables es 
insuficiente si nuestros intereses se centran en las 
relaciones causales, puesto que es distinto encontrar 
relaciones de prelación temporal que el mecanismo de 
transmisión que las racionaliza. Es decir, dos varia-
bles relacionadas en la forma reducida pueden estarlo 
tan sólo indirectamente a través de una tercera en la 
forma estructural. 
Algunos autores cercanos a Granger, como Pierce y 
Hsiao, reconocen la importancia del marco teórico a 
la hora de la modelización, aunque centran el interés 
de los tests de causalidad en la modelización de fe-
nómenos para los que no existe teoria o esta no ha 
sido ampliamente contrastada. Sin embargo, el proble-
ma de la utilización de estos tests con el fin de es-
pecificar un modelo, es su falta de operatividad, ya 
que exige testar la ausencia o presencia de relacio-
nes causales, así como su dirección, entre todo el 
conjunto de variables consideradas, mediante repre-
sentaciones autoregresivas univariantes. 
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Otros autores proponen la utilización de causalidad 
en sentido de Granger para el análisis de la exoge-
neidad de modelos específicos. En este sentido cabe 
considerar la propuesta de GEWEKE (1978) de una meto-
dología para testar la partición de variables de un 
modelo en endógenas y exógenas determinando si la es-
pecificación del modelo es incorrecta o no correspon-
de al cuadro de observación. El problema de esta pro-
puesta lo constituye la falta de operatividad para 
modelos de un tamaño mediano y grande. 
La noción de causalidad en sentido de Granger, tam-
bién es utilizada por ENGLE, HENDRY y RICHARD (1980) 
para determinar las condiciones en que una parte de 
las variables de un modelo pueden ser exogeneizadas 
para la estimación de un subconjunto de parámetros 
sin que ello signifique una pérdida de eficacia en la 
estimación. 
La consideración de la noción de causalidad como una 
relación antisimétrica (si x es causa de y, y no pue-
de ser causa de x), constituye otro de los ejes de la 
polémica en torno a dicho concepto, que se ha desa-
rrollado en la ciencia económica. 
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Son numerosos los autores, que desde diferentes enfo-
ques, consideran la causalidad como una relación fun-
damentalmente asimétrica. GORDESCH (1974)y MALINVAUD 
(1974) desde una óptica formal introducen como condi-
ción necesaria para que una relación pueda conside-
rarse como causal, que la misma sea antisimétrica. El 
carácter antisimétrico de toda relación causal exclu-
ye la interdependencia entre las variables de un mo-
delo, y en consecuencia los únicos modelos que ofre-
cen una interpretación causal son los de tipo recur-
sivo y secuencial. 
GRANGER (1969) también introduce el concepto de asi-
metría en las relaciones,, pero sólo de tipo temporal: 
"el futuro no puede ser causa del presente". Zellner, 
sin embargo, duda de la necesidad de introducir esta 
noción, que además no ha sido demostrada por Granger. 
También SCHWERT (1979) pone en duda la validez de es-
ta proposición en razón de la anticipación de los 
agentes económicos. Así, por ejemplo si la tasa de 
interés se ajusta a la inflación futura, es la infla-
ción prevista la que es causa de la tasa de interés y 
no la tasa de interés la causa de la inflación, aun-
que el conocimiento de la tasa de interés permita una 
mejor previsión de la inflación. 
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WOLD (1954) define la causalidad por analogia a las 
ciencias experimentales como "La relación y=f (x) es 
definida como causal si es teóricamente admisible 
considerar las variables como sacadas de una 
experiencia controlada con x como variable causa e y 
como variable efecto". De aqui se deriva que la 
causalidad es una relación antisimétrica, ya que en 
una experiencia, una misma variable no puede pertene-
cer a la vez al conjunto de variables controladas y 
al conjunto de variables sobre las que se observa su 
variación (1). 
En su análisis sobre causalidad WOLD y STROTZ (1960), 
diferencian entre modelos descriptivos cuyo fin es 
representar una realidad en su conjunto y los modelos 
explicativos que tratan de representar una teoria en 
términos de causa-efecto. 
(1) Esta definición ha sido ampliamente cuestionada, 
(véase ZELLNER (1979) y SIMÓN (1970)) a partir 
del concepto mismo de analogía experimental, ya 
que no es posible incluir una experiencia irrea-
lizable en la definición de un concepto que se 
quiere sea operativo. 
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A cada tipo de modelo corresponde una forma particu-
lar de representación. Así los modelos explicativos 
deberán ser formulados en forma recursiva, que en el 
caso de un modelo lineal podrán representarse como: 
YT + XB = u 
donde: 
r = es una matriz triangular 
Y = es el vector de variables dependientes 
X = es el vector de variables predetermiandas 
u - es un vector de perturbaciones aleatorias 
independientes de X y tales que u es inde-
pendiente de Y. para j > K. 
En esta representación del modelo cada ecuación tiene 
una interpretación causal. 
Los modelos descriptivos pretenden poner en evidencia 
un conjunto de relaciones entre variables a partir de 
situaciones en las que ellos han sido observados, sin 
someterlos a restricciones por lo que en general su 
estructura sera interdependiente, incluyendo varia-
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bles dependientes que sean a la vez causa y efecto de 
otras variables dependientes. 
Para Strotz la única forma posible de "verdadero mo-
delo" es un modelo recursivo, considerando todo mode-
lo interdependiente como una especie de error de es-
pecificación. 
El problema fundamental de esta proposición es su 
falta de operatividad, ya que la mayor parte de los 
modelos utilizados en la práctica contienen grandes 
partes interdependientes. En efecto, aún admitiendo 
que el comportamiento de los sucesos económicos sea 
secuencial, los tiempos de reacción son generalmente 
muy cortos, por lo que el intervalo de tiempo que 
transcurre entre dos observaciones si se produce si-
multáneamente, especialmente en los modelos a medio y 
largo plazo que utilizan habitualmente observaciones 
anuales, semestrales o cuando más trimestrales. 
Los modelos interdependientes, son entonces más aptos 
para rendir cuentas de los mecanismos fundamentales 
de los fenómenos económicos observados, en la medida 
que ellos aparecen como aproximación límite de 
modelos secuenciales adyacentes. 
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Atendiendo a la mayor generalidad de los modelos in-
terdependientes, Wold adopta una posición menos exi-
gente que la de Strotz, aunque como él se muestra 
partidario de los modelos recursivos (1). 
Existen autores que han cuestionado la propuesta de 
interpretación de modelos económicos en términos de 
cadenas causales de Wold, entre los que cabe destacar 
a ZELLNER (1979) que centra su crítica en dos puntos 
La exigencia de que cada ecuación del modelo 
tenga individualmente una interpretación 
causal es considerada como una restricción a 
priori sin justificación metodológica. 
La hipótesis de Wold y Strotz imponiendo la 
recursividad del "verdadero modelo" es con-
siderada como inaceptable en cuanto proposi-
ción general, ya que sólo procedimientos que 
(1) BENTZEL y HANSEN (1954) elaboran una propuesta 
próxima a la interpretación de Wold y Strotz, se-
ñalando sin embargo que la elección de una forma 
recursiva o interdependiente depende a la vez del 
problema estudiado y de las observaciones dispo-
nibles. 
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incluyan una confirmación empírica permiti-
rán discriminar entre diferentes formas de 
modelos. 
A pesar de las críticas a que ha sido sometida la 
propuesta de Wold, es innegable el interés de la 
definición de causalidad en términos de experiencia 
controlada como señala GARBELY (1985). En efecto, en 
la definición dada, se consideran relaciones entre 
variables en el marco de un modelo dado, poniendo así 
el acento sobre el conocimiento de la estructura for-
mal del modelo. Aunque restrictivos en cuanto a las 
formas estructurales admisibles, estos trabajos cons-
tituyen una obra pionera en el estudio de la causali-
dad basada sobre las características intrínsecas de 
un modelo, enfoque este sobre el que se basa el desa-
rrollo posterior de la presente investigación. 
El estudio de las estructuras causales forma parte de 
lo que podríamos denominar métodos de análisis cuali-
tativos de los modelos económicos o econométricos 
siendo su objetivo determinar las relaciones de cau-
salidad que existen en el modelo en tanto que tal, 
sin tratar de juzgar la coherencia del modelo a las 
observaciones. 
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El análisis de las estructuras causales se desarrolla 
a partir del trabajo de H. SIMÓN (1953) el cual in-
troduce el análisis de la jerarquía causal de las 
ecuaciones de un modelo lineal, ordenando las varia-
bles y ecuaciones siguiendo un esquema de resolución. 
Para establecer la noción de causalidad Simón parte 
de la distinción entre variables endógenas y exóge-
nas, pero no en relación al modelo completo, sino en-
tre subconjuntos completos de ecuaciones ordenadas 
según la lógica de resolución del mismo. 
Así una variable x es endógena en un subconjunto com-
pleto D, si D contiene esta variable sin que ningún 
otro subconjunto completo previo (en el orden de re-
solución) la contenga. Si la variable x aparece a la 
vez en D y en algún subconjunto completo previo, en-
tonces x será considerada como exógena al subconjun-
to D. 
Dados dos conjuntos de variables endógenas b y c co-
rrespondientes a dos subconjuntos completos de ecua-
ciones B y C respectivamente, Simón establece que las 
variables c tienen dependencia causal directa de las 
variables b, si un elemento al menos de B aparece co-
mo variable exógena en el subconjunto C. 
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Constatemos pues que la noción de orden causal de 
Simón supone una deducción lógica de las caracterís-
ticas intrínsecas de un modelo y no satisface las 
exigencias de Zellner de "predecibilidad de acuerdo 
con una ley o conjunto de leyes", puesto que si bien 
el marco teórico del modelo puede ser considerado co-
mo un conjunto de leyes, el conocimiento de su es-
tructura causal no permite establecer ninguna conclu-
sión en cuanto a su capacidad de previsión. 
No obstante, el análisis de la estructura causal 
constituye un instrumento básico para conocer la ló-
gica económica del modelo, aspecto realmente difícil 
en los modelos de tamaño elevado y en los que el mo-
delizador no es único, siendo calificado por FONTELA 
y GILLI (1977) como "un primer paso vital en el in-
tento de aumentar la transparencia de los modelos 
existentes, de simplificar su clasificación y com-
prende sus resultados". 
Para BOUTILLIER (1982) el análisis de las estructuras 
causales puede ser considerado como una lectura de un 
modelo dado que ayuda a comprender su funcionamiento, 
negando algunas relaciones, interpretando ecuaciones 
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como fijación de variables económicas, ordenando las 
ecuaciones siguiendo una lógica de resolución ... 
La noción de orden causal de Simón y sus trabajos so-
bre análisis de estructuras causales han sido el pun-
to de partida de numerosos desarrollos posteriores 
entre los que cabe destacar los de MESAROVIC (1969) 
con su extensión a los modelos no lineales y la apli-
cación de la teoria de Grafos al análisis de estruc-
turas causales KELLER y VALENSI (1973), HENIN (1974), 
ROSSIER (1980), GILLI (1979 y 1982) y BOUTILLIER 
(1982) . 
Es precisamente la introducción de la teoria de gra-
fos, junto con la potencia de cálculo aportada por la 
cibernética, lo que ha permitido aumentar considera-
blemente la operatividad de este método, pudiendo 
aplicarse fácilmente en la actualidad a modelos de 
tamaño elevado. 
Señalemos, por último, como las herramientas desarro-
lladas para el análisis de las estructuras causales 
son utilizadas no sólo para el análisis de estructu-
ras dadas, sino también para la propia labor de espe-
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cificación de modelos, como han señalado MALONE 
(1975), McLEAN y SHEPHERD (1976) entre otros. 
2.4. ENFOQUES ALTERNATIVOS DE ANÁLISIS 
Con la aparición de los modelos empíricos de tamaño 
cada vez más grande, han ido surgiendo diferentes mé-
todos de análisis que van desde estudiar sus caracte-
rísticas especiales para hacerlos inteligibles hasta 
la evaluación de los mismos con fines predictivos. 
Estos métodos de análisis los podemos dividir en dos 
grandes grupos: los que intentan averiguar las carac-
terísticas de funcionamiento y complejidad, que deno-
minaremos de análisis cualitativo, y los que analizan 
los resultados y evalúan los mismos, o métodos cuan-
titativos de análisis. 
Es lo que DELAU y MALGRANGE (1978) denominan a su vez 
los métodos internos (cualitativos) y métodos exter-
nos (cuantitativos). 
En lo que sigue, utilizaremos ambos métodos para lle-
gar a una mayor comprensión del modelo Wharton-UAM, 
así como para analizar la validez del mismo. 
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Para el análisis cualitativo del modelo, que tiene 
como principal objetivo el llegar a una comprensión 
lógica del modelo, así como separar los diferentes 
mecanismos que actúan dentro del mismo, utilizaremos: 
1. El análisis de interdependencia, con lo que po-
dremos identificar las relaciones de causalidad 
existente dentro del modelo. 
2. El análisis de las estructuras de resolución, que 
nos permitirá dar una interpretación económica 
clara del funcionamiento del sistema en estudio. 
3. La elaboración de maquetas de tamaño reducido que 
permitan, con una precisión razonable, reproducir 
el funcionamiento del modelo original. 
En cuanto a los métodos cuantitativos de análisis, 
que pretende validar los resultados del modelo, aun-
que ignorando por que procedimientos se ha llegado a 
los mismos, utilizaremos: 
1. Comparación de métodos de estimación alternati-
vos, para averiguar si los resultados por uno u 
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otro procedimiento, tiene ventajas a la hora de 
evaluación de resultados. 
2. Utilización de tests econométricos, para compro-
bar la hipótesis de permanencia estructural en 
los modelos econométricos, así como diferentes 
alternativas de modelización cuando existen pro-
blemas de cambio estructural. 
3. Las simulaciones deterministas, que son los méto-
dos más utilizados en la evaluación de modelos, y 
que serán de dos tipos: 
3.1. Simulaciones ex-post para períodos históri-
cos, tanto estáticos como dinámicos, para 
verificar la coherencia entre el modelo y la 
realidad y, 
3.2. Simulaciones ex-ante, para verificar el sis-
tema de predicciones que arroja el modelo, 
siguiendo los valores de las variables exó-
genas y de los factores de ajuste, tanto en 
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3. ANÁLISIS ESTRUCTURAL CUALITATIVO 
Un modelo explicativo, soportado por un conjunto de 
proposiciones básicas existenciales e integrado por 
un conjunto de proposiciones científicas singulares y 
convencionales, puede ser representado por un sistema 
lineal de relaciones estocasticas, con las restric-
ciones cualitativas en sus parámetros (0, + , - ) . Es-
tas representaciones de un modelo, corresponden al 
campo de la economía cualitativa, que es previa y ne-
cesaria para el desarrollo de la economía cuantita-
tiva como señalan los trabajos de la "escuela de Gi-
nebra" tales como los de SOLARI (1977), ROSSIER 
(1980), GILLI (1979), RITSCHARD (1980), FONTELA y 
GILLI (1977), FONTELA y ROSSIER (1980), FONTELA 
(1981) . 
Si partimos de un modelo expresado formalmente como: 
r Y. + BX. = u . 
t t t 
con B = (Bij) r = (Y ih) |r| = o 
i, j = 1,2 m; h = 1, 2 r 
donde r y B son matrices de orden m,r y m,m respec-
tivamente; Y. , X. , u . son vectores columnas de 
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orden m, r y m. Y es el vector de variable endóge-
nas, X. es el vector de variable predeterminadadas 
(exógenas y endógenas deplazadas) y
 u t es el vector 
de variables estocasticas. La forma reducida del mo-
delo será: 
Yt - - r -1 BXt + r "i ut _ r X t + Vfc 
la componente Y.. (i=l, m) del vector Y re-
presenta las variables endógenas, cuyas variaciones 
representan un subconjunto A de una partición 
P=[A. A.], con k£ m del conjunto de agen-
tes económicos, o un modo de producción, o una rela-
ción social de producción 
Partiendo de que el vector u es independiente y 
normalmente distribuido, las matrices r y B 
0 = |( r , B) | 
El modelo r Y + BXt = ufc con Q=l(r « B) I es 
por definición un modelo estructural. Para cada vec-
tor 6 € 9 , el modelo define una estructura econó-
mica dada. El modelo con sus correspondientes res-
tricciones define una familia de estructuras. Los va-
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lores numéricos del vector 9 € 0 es obtenido de 
la observación muestral de los vectores Y. y X , 
aplicando el apropiado método de estimación de para-
metros . 
Como señala FONTELA (1981), es imprescindible aumen-
tar la transparencia de los modelos econométricos de 
talla elevada, poniendo en evidencia los mecanismos 
causales representados en el conjunto de las funcio-
nes, para poder analizar las relaciones existentes 
entre el modelo y su entorno, ya que de él se espera 
la principal contribución en la selección de las 
funciones representadas por el modelo, para que este 
sirva de base en la toma de decisiones de acuerdo con 
las previsiones de el obtenidas. 
Los procesos de clarificación de los mecanismos cau-
sales de los modelos econométricos de gran tamaño re-
quieren: 
a) El estudio de la estructura causal, o sea, 
de la forma particular del modelo en la que 
solamente se específica en forma binaria 
(1,0) la presencia o ausencia de una varia-
ble en una relación. 
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b) El estudio de la estructura cualitativa, o 
la forma particular del modelo en la que se 
especifica el signo ( + , -, 0) de la acción 
de una variable en la relación. 
c) La identificación de formas condensadas es 
decir, de formas particulares de modelos que 
resumen aproximadamente partes importantes 
de las relaciones cuantitativas. 
d) El estudio específico de variables que ocu-
pan un lugar predominante en el funciona-
miento global del modelo. 
El poder llevar a la práctica estos requerimientos, 
hace necesario, el contar con una técnica capaz de 
hacerlos operativos. De entre las posibles técnicas a 
nuestro alcance, se ha elegido una perteneciente al 
campo de la Investigación Operativa, como es la Teo-
ria de Grafos, al tener los desarrollos de ésta dis-
ponibles sobre ordenador y por ser uno de nuestros 
objetivos el poder aplicar estas técnicas a un modelo 
en funcionamiento con un cierto grado de complejidad, 
debido a su elevado tamaño, como es el modelo 
Wharton-UAM. 
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Por ello, lo primero que se desarrolla en este tercer 
capítulo son unas definiciones previas sobre la teo-
ria de grafos que se complementan con el anexo 1 del 
capítulo, sobre el mismo tema, para pasar posterior-
mente al desarrollo del análisis estructural cualita-
tivo de un modelo basado en estas técnicas. También 
se explica cual es el funcionamiento del programa que 
se ha utilizado en la posterior aplicación de esta 
metodología al modelo, en el anexo 2 del capítulo. 
3.1. DEFINICIONES PREVIAS 
Desde muy antiguo, el hombre, cuando se enfrenta a 
ciertos problemas, representa una serie de puntos y 
símbolos a la vez que las relaciones que los ligan 
como caracterización de estos problemas. Este tipo de 
simbología, que se aplica a numerosos campos cientí-
ficos, se le ha dado el nombre de "Grafo", ya en el 
contexto formalizado de una técnica de amplia difu-
sión en la Investigación Operativa. 
Para establecer la definición de grafo, será necesa-
rio recordar dos definiciones previas sobre teoría de 
conjuntos: 
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1) El concepto de conjunto 
2) El concepto de aplicación. 
Conjunto se define como el agrupamiento en un todo de 
objetos bien determinados y distintos de nuestra per-
cepción, o de nuestro entendimiento, a los que se le 
llama sus elementos. 
Este definición de conjunto implica: 
a) Que todo conjunto debe ser considerado como un 
nuevo objeto, distinto de los elementos que lo 
componen, aún en el caso de existir un solo ele-
mento dentro del conjunto. 
b) Los elementos de un conjunto deben estar bien de-
terminados. Ante la presencia de cualquier objeto 
nuevo nunca debe existir la más mínima ambigüe-
dad, de si este pertenece o no a un determinado 
conjunto. 
c) Los elementos de un conjunto deben ser distintos 
entre sí. Deben poder separarse claramente unos 
de otros y no aparecer repetidos. 
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El otro concepto, necesario para establecer la defi-
nición de grafo, es el de relación binaria. 
Si tenemos los conjuntos E y E' , se denomina relación 
binaria entre ambos, a cualquier correspondencia 
existente entre los elementos de E y los elementos de 
E' . 
El hecho de que un elemento e E y un e'c E', verifi-
quen la relación binaria R, se expresa como: e R e', 
y el conjunto de pares (e, e'), que verifican la re-
lación R, es una parte del producto cartesiano de 
E x E' . Por tanto, el conjunto de todas las 
relaciones binarias posibles entre E y E' es equiva-
lente a \i (ExE' ) . 
Así podemos decir, que establecer una relación 
binaria es dar una aplicación multivoca o 
correspondencia ( r ), de forma que si x^ R x., 
ello es equivalente a decir que x. tiene por imagen 
* . . 
Una vez expuestos los conceptos de conjunto y aplica-
ción, podemos definir lo que es un grafo. 
100. 
Grafo, es una representación esquemática de un con-
junto X y de una relación binaria U existente entre 
los elementos de ese conjunto. Cada elemento xfiX, se 
representa por un punto en el plano y, el hecho de 
que un par ordenado de puntos (x¿ , x.) verifique 
la relación binaria U, por una línea que une x. con 
Simbólicamente, la representación de un grafo sería: 
G = (X, U) 
donde: 
X es un conjunto finito de elementos: 
X = { xl, x2 xn } 
y U es una: - relación binaria R 
- correspondencia r 
2 
- Parte del producto cartesiano X 
Por consiguiente, la teoría de grafos estudia las re-
laciones existentes entre los elementos de un conjun-
to, utilizando como herramienta básica el grafo 
orientado y sus características principales (ver 
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anexo 1, en el que se encuentran las definiciones 
más utilizadas de la teoría de grafos, a lo largo de 
este capítulo). En base a este planteamiento, trata-
remos de analizar la estructura causal del modelo (1). 
Antes, sin embargo, será necesario establecer la 
correspondencia existente entre un grafo y un modelo. 
Si definimos, de acuerdo . con ROSSIER (1980), modelo 
económico, como un conjunto de objetos o conceptos 
con la sola propiedad de estar unidos entre sí por 
una o varias hipótesis, estamos haciendo una defini-
ción similar a la de grafo, (estudio de relaciones 
entre los elementos de un conjunto). Por tanto, a ni-
vel de definición ambos conceptos son similares. Ade-
más planteábamos simbólicamente el grafo como: 
G - (X, U) 
donde X era un conjunto finito de elementos y U la 
relación que existe entre esos elementos. 
(1) Aunque existe una extensa bibliografía sobre teo-
ría de grafos, los tratados básicos que se han 
seguido para la exposición de este capítulo, han 
Sido: BERGE (1970), ROY (1970), KUNTZMANN (1972) 
y WARFIELD (1977). 
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De forma similar, un modelo económico puede ser for-
malmente representado por H relaciones estructurales. 
H (Y, Z) = 0 
donde: 
H = tipo de relación entre Y y Z 
Y = conjunto de las variables endógenas 
Z = conjunto de las variables exógenas. 
o lo que es lo mismo: 
G = (X, U) 
en donde ahora el conjunto X de elementos finitos, lo 
podemos dividir en dos partes: 
X = [X1 V Xn+1 Xz ] 
que corresponden el primer subconjunto í X^^ Xn 1 
a las variables endógenas Y y el segundo subconjunto 
ÍX^ -^i ... -X } a las variables exógenas Z; y donde 
n+1 z 
además U que era la relación existente entre los 
elementos del conjunto; ahora es U = íh hn) , 
conjunto de relaciones que ligan al conjunto X ={Y, Zl 
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Por consiguiente, la estructura de un modelo macro -
econométrico puede ser representada mediante el grafo 
asociado a el, y el estudio de las estructuras causa-
les de los modelos económicos puede hacerse con la 
ayuda de la teoría de grafos. Representaremos la es-
tructura causal de un modelo por un grafo orientado, 
cuyos vértices serán las variables y los arcos serán 
las relaciones funcionales entre estas variables (l). 
La estructura causal del modelo así representado, es-
ta definida por la ausencia o presencia de la varia-
ble en cada relación, es decir, por contener el valor 
cero o distinto de cero los elementos de la matriz. 
T> 
La primera fase del análisis, será encontrar la con-
figuración causal del modelo, es decir, la jerargui-
zación de las componentes fuertemente conexas, que 
corresponden a los sub-modelos interdependíentes. El 
grafo reducido, nos dará el orden causal y por tanto 
el orden de resolución del modelo. 
(1) Estos conceptos se encuentran ampliamente 
desarrollados en HENIN (1974), ROSSIER (1980) y 
GILLI (1979 y 1982). 
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Este orden causal, obtenido a partir del grafo redu-
cido, nos permite hacer diferentes análisis descrip-
tivos sobre el modelo, Así: 
1) Podemos obtener el grado de interdependencia del 
modelo, a la vez que obtener las variables cla-
ves, para un mejor entendimiento de la estructura 
del modelo (1) 
2) En base a los "conjuntos de cohesión" (2) ROSSIER 
(1978), GILLI y ROSSIER (1981), se puede estable-
cer una jerarquización en el esquema de resolu-
ción. 
3) Basado en el esquema de resolución del modelo da-
do por el orden causal del mismo, podemos hacer 
un estudio de separabilidad del modelo (GILLI, 
1979). 
(1) Este tipo de método de estudio de la estructura 
de un modelo fue propuesto por KELLER y VALENSI 
(1973). 
(2) Conjunto de cohesión, en este contexto, represen-
ta una función creciente del número de veces que 
la variable considerada sirve de etapa, de unión 
en el sentido de camino más corto (pista en teo-
ría de grafos) entre dos variables. 
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4) Asimismo, en presencia de un modelo dinámico, po-
demos diferenciar el papel de las variables endó-
genas retardadas, y su causalidad dentro del mo-
delo. 
5) En fin, poner de manifiesto las relaciones que 
son la causa de la interdependencia del modelo. 
3.2. DETERMINACIÓN DE LA ESTRUCTURA CAUSAL DE UN 
MODELO 
Para poder llevar a cabo la determinación de la es-
tructura causal del modelo, debemos antes pasar a ha-
cer una interpretación de las relaciones causales en 
términos de la teoría de grafo. 
Ya hemos descrito como a un modelo económico se le 
puede asociar un grafo. A partir de este grafo aso-
ciado se pueden definir diferentes tipos de relacio-
nes causales. Según HENIN (1974) estas relaciones 
causales son de tres tipos: 
a) Causalidad directa 
b) Causalidad indirecta 
c) Causalidad estricta 
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a) Causalidad directa, o inmediata, significa que 
existen uniones directas e indirectas entre las 
variables, es decir que existen tanto caminos co-
mo arcos entre las variables del modelo. 
b) Causalidad indirecta, pone de manifiesto que las 
relaciones existentes entre la variable del mode-
lo, se efectúan a través de caminos. Es también 
denominada causalidad transitiva. 
Qy<SHS) 
c) Causalidad estricta, es la que muestra un arco 
directo entre las variables y la no existencia de 
ningún camino entre ella 
©—© 
La equivalencia que podemos establecer entre los di-














del grafo asociado 
grafo reducido 
del grafo asociado 
3.2.1.Jerarquización causal de un modelo 
En base al grafo reducido y por tanto atendiendo a 
criterios de causalidad estricta, se pueden estable-
cer jerarquías entre las variables del modelo (l). El 
conjunto de variables interdependientes máximo, com-
ponen un bloque, y cada bloque coincide con una com-
ponente fuertemente conexa de un grafo. 
Así el análisis de la estructura causal consistiría 
en buscar las particiones del conjunto de relaciones 
(1) Partimos de la noción de causalidad dada por SI-
MÓN (1953) y extendida y completada por MESAROVIC 
(1969) y McELROY (1978), en orden de extender es-
tos conceptos no solo a los modelos lineales sino 
a los no lineales. 
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y variables de tal forma que la matriz C/h
 A(l) :  c) 
reordenada sobre sus filas y columnas de acuerdo con 
estas particiones toma la forma: 
A -
A1X 0 0 0 0 
A21 A22 ° ° 
V V APP 
donde todas las matrices A. . , vi = 1 
cuadradas y no particionables. 
p son 
En esta representación A.., se denominan bloques, y 
la matriz A.., corresponde al subconjunto más pe-
queño que es posible determinar con el subconjunto de 
variables ya determinadas. Este subconjunto All, de-
berá considerarse como exógeno para el resto de blo-
ques del modelo, <A22••*,ADD' y as* sucesivamen-
te, cuando se vayan determinando cada uno de los blo-
ques . 
(1) Como se recordará H representa las relaciones en-
tre las variables del modelo, e Y son las varia-
bles endógenas del mismo. 
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La matriz A, proporciona la configuración causal que 
muestra el esquema de resolución del modelo (1). 
Si el orden de la matriz A, p es igual a uno, nos en-
contramos ante una estructura totalmente interdepen-
diente; si p está comprendido entre 1 y g (siendo g 
el número de ecuaciones del modelo) nos encontraremos 
ante una estructura bloque recursiva; y si p es igual 
a g, tendremos una estructura completamente recursiva. 
La ordenación de los bloques A.., dentro de la ma-
triz A, no es única, ya que en ausencia de una rela-
ción directa entre dos bloques, su orden es indife-
rente. Debido a lo cual surge el concepto de nivel, 
entendiendo por tal, el conjunto más grande de blo-
ques, ninguno de los cuales verifica una relación 
causal directa. 
(1) En los últimos años se han desarrollado un gran 
número de algoritmos operacionales para simplifi-
car la búsqueda de los mecanismos causales tanto 
en modelos recursivos como interdependientes. A 
este respecto se pueden consultar: FONTELA y 
GILLI (1977) M. GILLI (1981) GARBERLY y GILLI 
(1984). 
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En resumen, la operatividad del análisis de estructu-
ras causales de modelos económicos ha hecho importan-
tes progresos con la introducción de la teoría de 
grafos. Así en el grafo orientado que representa al 
modelo es posible computar los bloques del sistema, 
definidos como componentes fuertes del grafo y obte-
nidos por la intersección del conjunto de descendien-
tes y el conjunto de ascendiente de un vértice.(*) 
Es posible, a su vez, establecer una jerarquía de los 
vértices del grafo, definiendo los niveles relevantes 
del modelo y las relaciones entre ellos. 
3.2.2. Estructura causal de los modelos dinámicos 
Hasta ahora, solo se han considerado las relaciones 
de causalidad entre las variables endógenas en el pe-
ríodo corriente; las variables endógenas retardadas 
se incluían en el subconjunto de variables exógenas o 
predeterminadas. Es decir, sólo estábamos teniendo en 
(*) Ver anexo 1, para los conceptos de ascendiente y 
descendiente de un vértice. 
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cuenta las características estáticas del modelo. Sin 
embargo, habitualmente trabajamos con modelos dinámi-
cos donde las variables endógenas retardadas juegan 
un papel fundamental. 
En efecto, conocer los encadenamientos causales entre 
las variables endógenas del modelo a lo largo del 
tiempo, o lo que podíamos denominar "causalidad tem-
poral" entre las variables del modelo, nos dará un 
mayor conocimiento acerca del comportamiento causal 
del mismo. 
Siempre es posible asociar una estructura estática a 
un modelo dinámico sin mas que considerar solo el pe-
ríodo presente, y por agregación de períodos llegar a 
la estructura dinámica. 
Para una mejor interpretación del análisis estructu-
ral dinámico nos basaremos en un pequeño modelo, que 
explique la determinación de precios y salarios. 
Sea el siguiente modelo: 
PAG = f (PAG-1, PM) 
PIND = f (PIND-1, PM) 
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PCP = f (PAG, PIND, SAL-1, SAL-2) 
SAL = f (PCP, PCP-1, SAL-1, CS) 
donde: 
PAG = Precios del sector agrario 
PIND = Precios del sector industrial 
PCP = Precios al consumo 
SAL = Salarios 
PM = Precios de importación 
CS = Coste salariales 
Y la notación - T al final de cada variable, indica 
un retardo de T períodos en la variable de referencia. 
El esquema de funcionamiento"de este modelo sería: 
Mediante unos precios de importación exógenos, se de-
terminan los precios sectoriales, con éstos y los sa-
larios de períodos anteriores, obtenemos el deflactor 
de consumo, que junto con los costes salariales, que 
consideraremos como exógenos, determinarán los sala-
rios. 
Las variables exogenas de este modelo, las denomina-
remos con la letra Z, y en ella estarán incluidos 
tanto precios de importación, como costes salariales. 
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El grafo asociado al modelo para el período t, pre-
senta el siguiente esquema: 
0 Z 
/ \ 
1 PAG PIND 
3 SAL 
que representa una estructura con 3 niveles y total-
mente recursiva. 
Si ahora tenemos en cuenta no solo el periodo t, sino 
el t-1 y t-2 que son los períodos que actúan en el 
modelo, el esquema de funcionamiento será: 
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Período t-2 Período t-1 Período t 
PIND 
Aquí la estructura ya no es recursiva al tener en 
cuenta las variables endógenas retardadas. Su estruc-
tura agregada es ahora: 





Ahora nos encontramos con un bloque interdependiente 
dentro del modelo, pasando su estructura a ser bloque 
recursiva. La configuración causal se simplifica con 





donde el vértice P* ahora representa al bloque simul-
táneo formado por precios y salarios, en la interpre-
tación dinámica del modelo. Es evidente que en la 
realidad no nos encontramos con modelos tan simples, 
y así podremos comprobarlo "en capítulos posteriores, 
cuando realicemos el análisis causal del modelo 
Wharton-UAM. 
3.2.3. Análisis de las estructuras interdependientes 
Un aspecto interesante del análisis, aparte de la he-
rramienta matemática usada para su determinación, es 
la interpretación de estructuras concretas de los mo-
delos económicos. 
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La mayoría de los modelos económicos, tienen una es-
tructura bloque recursiva, pero suelen contener un 
bloque interdependiente muy grande. De este modo la 
mayoría de los modelos tienen una matriz A de orden p 
con Kp<g, del siguiente tipo: 
donde el bloque interdependiente, está precedido por 
un conjunto de bloques recursivos, no muy elevados en 
número, que reciben el nombre de variables (bloque) 
fuente, y del que se obtienen, una vez resuelto el 
bloque interdependiente, un pequeño conjunto de blo-
ques, también en forma recursiva, que denominaremos 
pozo. 
Existen diferentes razones para la aparación de este 
tipo de estructuras, entre las que se encuentran: 
- Hay muchas variables económicas que están rela-
cionadas con otras a través de feed-back que se 
producen al considerar en los modelos períodos 
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de tiempo más amplios (normalmente anuales o 
trimestrales) de lo que sería la relación di-
recta o indirecta de estas variables. 
- A su vez, muchas variables económicas están de-
finidas por procesos de agregación específicos 
(caso de las cuentas nacionales), lo que produ-
ce una interdependencia de los modelos agrega-
dos que ocultan procesos causales detallados a 
nivel de los componentes de esta variable agre-
gada. 
Independientemente de cual sea la razón por la que se 
producen estos bloques interdependientes, de tamaño 
generalmente muy elevado, lo que parece claro es que 
es importante no solo poner de manifiesto esta es-
tructura causal, sino estudiar los procesos causales 
que se producen dentro de estas estructuras interde-
pendientes . 
La herramienta fundamental que se utiliza para el es-
tudio de los procesos causales dentro del bloque in-
terdependiente, es el grafo mínimo o esqueleto de la 
estructura interdependiente. El grafo mínimo ha sido 
estudiado por WARFIELD (1977). Este es obtenido por 
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medio de un algoritmo de cálculo empezando desde el 
final de la jerarquía de los vértices, Y , 
P 
suprimiendo los lazos Y.—> Y cuando existe un 
camino indirecto desde Y. a Y . El nuevo grafo 
i p 
así obtenido es reconsiderado de manera similar hasta 
completar la operación para todos los vértices del 
sistema. 
Recientemente, GARBELY (1985), ha estudiado también 
los mecanismos de las estructuras interdependientes, 
definiendo grafos mínimos, los cuales no son únicos, 
pero en los cuales es posible indentificar: 
a) Arcos pertenecientes a todos los grafos mínimos 
posibles de la estructra interdependíente. 
b) Arcos que no pertenecen a ningún grafo mínimo. 
c) Arcos que en ciertos casos pueden pertenecer al 
grafo mínimo. 
El modelizador o analista del modelo, puede decidir 
sobre la combinación de arcos del tipo c, que dan un 
sentido económico al grafo mínimo y por tanto una ma-
yor explicación de la estructura causal interdepen-
diente. 
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Para el reconocimiento del grafo mínimo, se utiliza 
la matriz asociada en la que aparece en cada elemento 
una notación característica del tipo: 
- B relaciones directas esenciales 
- D " no esenciales 
- I relaciones indirectas 
- . no existe relación 
Las relaciones de tipo B son las que dan el grafo mí-
nimo. Por consiguiente diferentes estructuras pueden 
tener el mismo grafo mínimo, pero solo uno de ellos 
tendrá sentido económico para cada una de las estruc-
turas. 
El cómputo del grafo mínimo de una estructura inter-
dependiente es muy elevado, sobre todo teniendo en 
cuenta el elevado número de relaciones que se produ-
cen en una estructura simultánea en la que intervie-
nen un gran número de variables. Por ello, es reco-
mendable, antes de pasar a la investigación del grafo 
mínimo, hacer una simplificación de la estructura in-
terdependiente. 
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Los procesos más fáciles para la simplifación de una 
estructura causal son: 
- condensación 
- contracción 
La condensación de variables, se produce mediante una 
eliminación de los vértices intermedios. 
Gráficamente: 
Yj • Yi * Yk 
se reemplaza el vértice Yi y ahora será, 
Yj » Yk 
En el proceso de concentración, lo que se hace es una 
reagrupamiento de variables,, así: 
Ahora los vértices Y. e Y. se agrupan en una sola 
J K 
variable que representa a los dos: 
Estos procesos de simplificación reducen substancial-
mente el tamaño del bloque interdependiente, pero en 
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estos procesos hay que tener cuidado, ya que se puede 
sustituir o reemplazar todo un conjunto de variables 
y, perder así el significado económico, y las ideas 
teóricas originales que daban cuerpo al modelo. 
Para interpretar el bloque interdependiente, además 
de llevar a cabo la simplificación causal, son inte-
resantes también los "conjuntos esenciales". Es de-
cir, encontrar los elementos reponsables de la inter-
dependencia, que es lo mismo que encontrar una cober-
tura mínima en un grafo. 
Un método para encontrar esta cobertura mínima ha si-
do dado por GILLI y ROSSIER (1981). El "conjunto 
esencial" tiene que ser tal que cualquier circuito 
del bloque contenga al menos uno de estos elementos. 
Se busca el conjunto mínimo de elementos que tengan 
la propiedad de cortar (romper) todos los circuitos 
del bloque interpendiente, convirtiendo a éste, si 
esas uniones se rompen, en recursivo. A estos conjun-
tos de elementos, que cumplen estas propiedades, es 
lo que denominaremos como "conjuntos esenciales". 
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3.3.UTILIZACIÓN DE UN PROGRAMA PARA EL ANÁLISIS CAUSAL 
Los conceptos y definiciones hasta aquí desarrolla-
dos, buscan el entendimiento de una estructura causal 
particular en los modelos económicos, utilizando como 
herramienta básica la teoría de grafos y sus propie-
dades . 
Ya se ha comentado, anteriormente, que en los últimos 
años se han desarrollado una amplia gama de algorit-
mos operacionales para poder analizar los modelos. 
Estos algoritmos se han implementado en ordenador y 
son de uso cada vez más frecuentes entre los utiliza-
dores de modelos. 
El programa que se ha elegido en este caso para lle-
var a cabo el análisis estructural causal del modelo 
Wharton-UAM, ha sido el CAUSOR (Program for the Ana-
lysis of Recursive and Interdependent Causal Struc-
ture), desarrollado por M. GILLI. (1978). 
El CAUSOR es un programa desarrollado para aplicar la 
metodología mencionada y sus características son: 
1) Ordena las variables endógenas del modelo, en 
orden contemporáneo, así como las relaciones 
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entre ellas. Se puede efectuar por tanto un aná-
lisis tanto estático, como dinámico del modelo, a 
la vez, que obtener la jerarquización del mismo. 
) Establece submodelos dentro de un modelo. Es ca-
paz de hallar los submodelos separables dentro 
del modelo global, a la vez que se pueden anali-
zar por separado cada uno de ellos, sin perder la 
información global del mismo. Los submodelos que 
se obtienen para pasar más tarde a ser analiza-
dos, son las estructuras interdependientes que 
contiene el modelo global. 
) Realiza una simplificación causal automática, 
tanto del modelo total, como de los submodelos 
separables, atendiendo a" los siguientes criterios 
de sustitución: 
a) La variable Y. solo interviene en la ex-
plicación de una variable del modelo Y. . 
Gráficamente: 
b) La variable Y. solo depende de la variable 
Y.. Gráficamente: 
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La simplificación que se realiza, consiste en 
suprimir el vértice Y.. En el modelo esta re-
ducción equivale a la sustitución en la ecua-
ción de definición de la variable Y. por la 
variable Y. en el caso b), y en el caso a), a 
introducir en la ecuación de definición de 
Y-, todas las variables que determinaban a 
4) Permite hallar la estructura mínima del modelo, a 
la vez que pueden obtenerse los conjuntos esen-
ciales de cada bloque interdependiente. 
5) Se obtienen los resultados impresos, de cada uno 
de los análisis. Es decir, que se obtienen la or-
denación de variables, el número de bloques y ni-
veles, la matriz de incidencia, con indicación 
del tipo de relación entre las variables y el 
conjunto de variables esenciales. 
El programa es interactivo, a base de menus que lle-
van al usuario hasta el final del análisis (1) 
(1) Una descripción más detallada del programa se en-




A3.l.- Conceptos básicos de teoría de grafos 
A3.2.- Programa CAUSOR 
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A3.1.- Conceptos Básicos de Teoría de Grafos 
Una vez definido el concepto de grafo, se hace nece-
sario el seguir haciendo definiciones asociadas a es-
te concepto, que son ampliamente conocidas, y sobre 
la que existe una vasta bibliografía, pero que al ser 
conceptos utilizados y sobre los que se basan los 
posteriores análisis hemos creído conveniente, adjun-
tar un breve recordatorio. 
- Vértice, nudo, polo: Es cada uno de los elementos 
del conjunto X. Cada uno de 
los puntos del grafo. 
- Arco: Es cada una de las líneas orientadas que unen 
dos vértices. Es decir, cada uno de los ele-
mentos (x., x.) del subconjunto o rela-
2 
cion binaria U c X . 
- Vértice adyacente: Es aquel que está unido por un 
mismo arco. 
- Extremidad de un arco: Los vértices conectados por 
un arco 
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- Extremidad inicial: el vértice origen del arco. 
- Extremidad terminal: el vértice en que concluye el 
arco. 
- Arista: línea que une dos vértices. La diferencia 
con el arco estriba en que éste no tiene 
orientación y el arco si. 
- Bucle: un arco que es adyacente a si mismo. 
- Precedente: Todo vértice extremidad inicial respec-
to al vértice extremidad terminal. El 
conjunto de los precedentes a un vérti-
ce x se representa por: 
r
~ (x) siendo: 
r _ 1
 (X)={XÍ/ (Xi, Xj)dU } 
- Siguiente: Todo vértice extremidad terminal res-
pecto al vértice extremidad inicial. El 
conjunto de siguientes a un vértice se 
representa por r (x) donde: 
r (x) ={x./(xif x.)6 u } 
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- Incidente interior de un vértice: Es todo arco que 
tiene a dicho vértice como extremidad terminal. 
- Incidente exterior de un vértice: Todo arco que 
tiene a dicho vértice como extremidad inicial. 
- Semiqrado exterior de un vértice: Es el número de 
arcos que tienen como extremidad inicial ver dicho 
vértice.Se representa como d (x.)si d (x.)= 0 
se le llama vértice pozo. 
- Semiqrado interior de un vértice; es el número de 
arcos que tienen como extremidad final a dicho vérti-
ce. La representación es d~(x.) si d (x^)=0 
entonces se llama vértice fuente. 
- Grado de un vértice: se define como la suma del de 
los semigrados interior y exterior. Es decir: 
d (xi) = d+ (xi) + d" (x^ 
Si d (x. ) = 0 se dice que es un vértice aislado, 
d (x.) = 1 se llama polo transmisor 
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Caminos y circuitos de un grafo 
- Camino es una sucesión de arcos (u,...u ) tales i n 
que la extremidad terminal de cada uno coincide con 
la inicial del siguiente. 
- Circuito es una sucesión de arcos tales que la ex-
tremidad terminal de cada uno coincide con la inicial 
del siguiente y además el extremo final coincide con 
el inicial después de la sucesión. 
- Camino (circuito) elemental, es todo camino (o cir-
cuito) que pasa una vez por cada uno de sus vértices. 
- Camino (circuito) simple, es todo camino (circuito) 
que pasa una sola vez por cada uno de sus arcos. Todo 
camino elemental es también simple pero no la vice-
versa. 
- Camino (circuito) Hamiltoníano. Todo camino (cir-
cuito) que pasa por todos los vértices del grafo. 
- Camino (circuito) euleriano. Todo camino (circuito) 
simple que pasa por todos los arcos del grafo. 
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- Ascendiente de un vértice. Todo vértice situado en 
un camino que concurre sobre dicho vértice, es decir, 
x. es ascendiente de x. si y solo si :jm(x.,x.) 
donde m es un camino. 
- Descendiente de un vértice. Todo vértice situado en 
un camino que parte de dicho vértice. Se dice que 
x.es descendiente de x.,si y sólo si3m(x.,x.) 
en donde m es un camino. 
Todo precedente es un ascendente y todo siguiente es 
un descendiente pero no a la inversa. 
Raíz: Todo vértice que tiene como descendiente los 
demás vértices del grafo 
Anti-raíz: Todo vértice que tiene como ascendentes 
todos los demás vértices del grafo. 
Desde la raíz se puede "caminar" hasta cualquier ver-
tice del grafo y desde hasta una anti-raíz se puede 
llegar desde cualquier vértice de un grafo. 
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Cadenas y ciclos de un grafos 
Los conceptos de cadena y ciclo son paralelos a los 
de caminos y circuitos. Estos últimos se aplican a 
los grafos provistos de orientación (arcos) y los 
primeros a los grafos en los que la orientación no 
ex.ste o no importa (arista). 
Cadena: Es una sucesión de aristas, tales que la ex-
tremidad terminal de cada una coincide con la 
extremidad inicial del la siguiente. 
Ciclo: Es una sucesión circular de aristas tales que 
la extremidad terminal coincide con la inicial 
de la siguiente. 
Tipos especiales de grafos 
Grafo fuertemente conexo. 
Si para cualquier par de vértices del mismo 
{x., x. } existe siempre un camino que vaya 
x. a x . 
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Grafo conexo. 
Si dos cualesquiera de sus vértices están unidos 
por una cadena 
Grafo simétrico. 
si para todo par de vértices {x. , x. } existe 
el arco (x. , x.) si es simétrico exitirá el 
arco (x., x¿) 
Grafo asimétrico 
Todo lo contrario que el grafo simétrico. 
Grafo completo. 
Si todo par de vértices se encuentra unido al me-
nos por un sentido. 
Grafo pseudo-simétrico. 




Cuando dados dos conjuntos de vértices disjuntos 
X, Y se definen una aplicación multivoca de X en 
Y. 
Se dice que en un grafo sencillo se ha hecho un 
acoplamiento cuando se ha seleccionado de los ar-
cos un subcojunto tal que dos cualesquiera de 
ellos no sean adyacentes. 
Grafo rosaceo 
El grafo que tiene solo un nudo. 
- nudo es un vértice tal que tiene más de dos ar-
cos incidentes. 
Árbol. 
En un grafo finito en el que no se define orien-
tación, siendo conexo, si se suprime una arista 
deja de serlo. 
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Arborescencia. 
Un grafo finito, sin circuitos, en el que existe 
un elemento X. único, en el que r X.,=0 y 
tal que en cada vértice restante termine un solo 
arco. 
- El elemento X recibe el nombre de raíz, 
- El camino en el que solo el primer elemento y 
el último son nudos recibe el nombre de rama 
Grafo orientado: Es el que está formado exclusivamen-
te por arcos. 
Grafo no orientado: Es el que está formado exclusiva-
mente por artistas. 
Matrices definidos sobre qrafos 
Matriz asociada a un grafo finito: si en un grafo 
finito designaremos por n. . el número de arcos 
con origen en X. y extremo en X., podemos 
disponer los números n. •, en forma de matriz: 
esta matriz así obtenida es la matriz asociada de 
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un grafo. Los elementos de la diagonal principal 
de esta matriz indican los bucles, pues se refie-
re a los arcos que empiezan y terminan en el mis-
mo vértice. 
Matriz complementaria de la asociada a un grafo. 
Es la que resulta de sustitución el elemento 
n_ por el p-ni... 
Matriz de incidencia a los arcos: a un grafo sin 
bucles se le puede asignar una matriz de elemen-
tos c. • de la siguiente forma: si el arco u. 
sale de x., c.., toma el valor 1; si el arco 
u. llega a x., a c-• se le asigna el valor 
-1, mientras que si x. no es extremidad de 
u., a c. ., se le asigna -el valor cero. 
A3 .2.- Programa Causor 
El causor es un programa interactivo, compuesto por 
diferentes opciones que juegan dentro de un menú 
principal, y que llevan a diferentes caminos. 
El esquema del Causor es: 
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Menú Principal 
1. Selección del modelo 
2. Extracción de un submodelo 
3. Análisis de estructura recursiva 
4. Análisis de estructura interdependiente 
5. Agregación temporal 
6. Reducción causal 
7. Cambios de parámetros en el perfil 
8. Carga de modelo inicial 
9. Fin de la sesión 
Veamos qué realiza cada una de las opciones y poste-
riormente, analizaremos los caminos a los que conduce 
cada una de estas opciones. 
Ejecución del programa 
1. Selección del modelo: La selección del modelo es-
tan en el DATAFILE es la primera etapa por la que 
comienza la sesión. Una vez dado el nombre del 
modelo que se quiere analizar se comprueba la in-
consistencia del modelo suministrado, calcula, el 
grafo del modelo e imprime el nombre de la varia-
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ble, el número de variables endógenas y exógenas 
que contiene el modelo, así como el número de re-
laciones causales existentes en él. 
2. Extracción de un submodelo: En esta etapa se sus-
tituye el modelo general por el definido en este 
momento. Para poder volver a trabajar con el mo-
delo inicial, sería necesario volver a cargar el 
modelo (ver etapa 8). 
3. Análisis de estructura recursiva: Aquí se calcu-
lan los bloques del modelo (componentes fuerte-
mente conexas), ordena jerárquicamente estos blo-
ques para el período de tiempo presente (t) y an-
teriores (1, 2 . . . ) . Muestra la matriz de inci-
dencias entre las variables y las relaciones del 
modelo. 
4. Análisis de las estructuras interdependientes: 
Una vez sacados los bloques (o componentes fuer-
tes) se hace, un análisis de los bloques para cal-
cular cuál es la estructura esencial mínima que 
contiene el bloque elegido. El bloque deber ser 
definido previamente mediante los pasos 3 y 2. 
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5. Agregación temporal. Aquí existen dos opciones: 
Io: opción, calcula un nuevo modelo donde las re-
laciones causales de períodos anteriores se con-
sideran que tienen repercusión en el período 
corriente (presente). Este modelo obtenido reem-
plaza al modelo inicialmente seleccionado. 
2o opción: calcula bloques agregando sucesivamen-
te las relaciones de períodos pasados. 
Imprime un árbol mostrando los bloques y además 
esta opción no reemplaza el modelo inicial. 
6. Reducción causal 
7. Cambio de parámetros en el perfil. Por defecto, 
estos valores están dados, pero el usuario tiene 
la posibilidad de aumentar la capacidad de los 
casos especificados. 
8. Cargar el modelo inicial; si después de los cam-
bios y selecciones hechas se quisiera volver a 
trabajar con el modelo inicial, esta opción debe 
ser teclado y reemplazara, al modelo con el que 
se esta trabajando por el modelo de partida. 
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Fin de sesión: esta opción finaliza la sesión y 
cierra el programa. 
A continuación se describen las incidencias y fa-
cilidades adicionales de cada una de las opciones. 
Dentro del menú principal, la primera opción de 
selección del modelo, nos lleva a ofrecer el nom-
bre del modelo con el que se quiere trabajar y a 
continuación se vuelve al menú principal. 
La extracción de un submodelo ofrece las siguien-
tes alternativas: 
2.Extracción de un submodelo 
1. Borrar las variables exógenas del modelo 
2. Selección de un bloque 
3. Selección de un conjunto de variables 
4. Borrar un conjunto de variables 
5. Cortar por un conjunto de variables 
6. Extracción de un modelo separable 
7. Volver al menú principal. 
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1. Si se decide esta opción se borrarán todas las 
variables exógenas del modelo, y a partir de en-
tonces se trabajará solo con la endógena del mo-
delo, retornando además al menú principal. 
2. Esta opción si es elegida, pedirá el nombre de la 
variable que da nombre al bloque seleccionado, 
retornará al menú principal y a partir de enton-
ces se trabajará solo con las variables que estén 
en el bloque seleccionado. Antes de poder escoger 
esta opción, será necesario que se haya ejecutado 
la opción 3, del menú principal, si no es así, el 
propio programa, hará la advertencia y retornará 
al menú principal. 
Las opciones 3, 4, 5, pedirán el nombre de las varia-
bles que se quieren seleccionar, borrar, o cortar 
respectivamente del modelo, si se elige cualquiera de 
ella, se trabajará a partir de entonces o bien con 
las variables seleccionadas, o sin la variable borra-
da, o con las variables por las que se se ha cortado 
el modelo y dependiendo de la opción elegida y se 
volverá al menú principal. 
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La opción 6, que extrae un modelo separable a su vez 
tiene las siguientes opciones: 
1. Ascendientes a una variable 
2. Descendientes a una variable 
3. Intersección de 2 variables 
4. Vuelta al menú. 
La opción 7 nos devolverá nuevamente al menú princi-
pal . 
3. Análisis de las estructuras recursivas. Esta op-
ción como ya se comentó busca los bloques o com-
ponentes fuertemente conexos del modelo y luego 
una vez calculado, ofrece el siguiente menú para 
la impresión de los resultados: 
Menú para impresión 
1. Relación causal entre bloques 
2. Incidencia de la matriz 
3. Cambio tipo jerarquización 
4. Modificación del nivel de salida 
5. Vuelta al menú. 
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Cuando seleccionamos 1. para ver la relación causal 
existente entre los bloques, nos ofrece las si-
guientes posibilidades: 
1. Sólo relaciones directa e indirecta 
2. Sólo relaciones básicas 
3. Todas las relaciones D, I, B. 
4. Vuelta menú 
Además nos pedirá el horizonte temporal sobre el que 
queremos la información, para sacar la estructura es-
tática (tiempo t) o la dinámica (t, t.l, t.2...). 
Si la opción elegida es la 2. nos preguntará para 
cuántos períodos se desea la matriz de incidencia y 
además nos obligará a pedir "si lo queremos con varia-
bles o relaciones. 
La opción 3 para cambio de tipo de jerarquización, 
que por defecto es la de control, nos pedirá cuál es 
la que deseamos. 
La opción 4 puede modificar el nivel de salida impre-
sa de esta parte de matrices de relaciones causales y 







4. ANÁLISIS ESTRUCTURAL CUANTITATIVO 
Ante el crecimiento en el tamaño de los modelos eco-
nométricos registrados en las últimas décadas, ha 
surgido una problemática especifica a este tipo de 
modelos en cuanto a los métodos de especificación, 
estimación y análisis de resultados. Este aumento en 
el tamaño, ha venido provocado por diferentes razones 
entre las que cabe destacar; el necesitar una mayor 
información acerca de la realidad económica que nos 
rodea, la existencia de series estadísticas más lar-
gas sobre los fenómenos económicos y los desarrollos 
en informática. 
Los modelos que utilizamos con frecuencia presentan 
desfallecimientos en cuanto" a errores de previsión, 
resultados de la simulación y cierta oscuridad en su 
funcionamiento. Si el modelo diera resultados "per-
fectos" en los aspectos comentados, probablemente el 
utilizador le daría una importancia mínima a estas 
cuestiones. 
Por el contrario, nos encontramos con modelos en que 
los resultados no son los deseados o no son los espe-
rados del conocimiento que tenemos a priori del fun-
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c ion amiento del mismo. Es por ello que asistimos a un 
proceso irreversible de investigación aplicada en el 
terreno cuantitativo de los modelos macroeconómicos, 
en los que estudiamos las imperfecciones de la espe-
cificación, los métodos alternativos de estimación, 
como fuente de errores, y se aplica una amplia gama 
de nuevos test econométricos para la validación de 
los modelos. 
En el presente capítulo se darán las líneas básicas 
de la metodología seleccionada, para el análisis es-
tructural cuantitativo, que serán aplicadas al modelo 
Wharton-UAM en el capítulo seis. 
Estas son de tres tipos: En el primer apartado del 
análisis nos detendremos en-los métodos de estimación 
alternativos que sobre un modelo de gran tamaño pue-
den hacerse (en particular MC2E) a fin de poder com-
parar la incidencia del método elegido sobre los re-
sultados empíricos del modelo en su utilización. La 
segunda parte esta destinada al estudio de la hipóte-
sis de permanencia estructural y diferentes alterna-
tivas de modelización que se pueden usar, cuando com-
probamos que no existe tal permanencia en el tiempo. 
Por último, utilizamos las simulaciones determinis-
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tas, para la evaluación del modelo y el proceso de 
estimación mediante una comparación de resultados en 
simulaciones ex-post y ex-ante. 
4.1.ELECCIÓN DEL MÉTODO DE ESTIMACIÓN DE ECUACIONES 
SIMULTANEAS 
En la estimación de un sistema de ecuaciones simul-
táneas, el actual estado de los métodos econométricos 
nos permiten tres aproximaciones alternativas: los 
métodos simples, los métodos de información limitada 
y los métodos de información completa. 
En los métodos simples se ignora la información del 
conjunto del sistema de ecuaciones y se estima cada 
ecuación separadamente. Como es conocido, los estima-
dores obtenidos por esta alternativa, cuyo método ca-
racterístico es el de Mínimos Cuadrados Ordinarios 
(MCO), sen sesgados e inconsistentes. Ello es debido 
a que en el sistema de ecuaciones aparecen como ex-
plicativas de una ecuación endógenas de otras ecua-
ciones y a la correlación existente entre las varia-
bles endógenas y la perturbación aleatoria. 
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En los métodos basados en información limitada se es-
timan, al igual que en el caso anterior, cada ecua-
ción separadamente pero tomando información para una 
ecuación concreta de cuales de las variables explica-
tivas son endógenas y cuales son exógenas, asi como 
de que variables endógenas y exógenas estando inclui-
das en el sistema no lo están en la ecuación a esti-
mar. De esta forma estos métodos utilizan información 
limitada a las condiciones de identificación de la 
ecuación a estimar pero olvidan las condiciones de 
identificación del resto del sistema. En general los 
estimadores obtenidos por estos métodos son sesgados 
y consistentes, y los métodos más representativos que 
componen esta alternativa son Mínimos Cuadrados Indi-
rectos (MCI), Mínimos Cuadrados en dos Etapas (MC2E), 
y Máxima Verosimilitud con Información Limitada 
(MVIL), todos ellos casos particulares del método más 
general de variables instrumentales. (VI). 
En los métodos basados en información completa, se 
estima de una vez el conjunto de ecuaciones, utili-
zando el total de información de las mismas. Mínimos 
Cuadrados en tres Etapas (MC3E) y Máxima Verosimili-
tud con Información Completa (MVIC) son los métodos 
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típicos de esta categoría y en general sus estimado-
res son consistentes y asintóticamente eficientes. 
El problema inmediato que se presenta a toda persona 
que quiera efectuar una aplicación econométrica es 
decidir sobre qué alternativa debe utilizar y qué mé-
todo concreto es el más idóneo. En general, al menos 
a nivel teórico, son preferibles los métodos de in-
formación completa dado que el sesgo y error produci-
do en la estimación es menor. Sin embargo, es suma-
mente complicado llevar a la práctica estos métodos 
dados los problemas de cálculo, máxime cuando nos en-
frentamos a modelos muy grandes como es el caso que 
nos ocupa y las muestras no son grandes. INTRILIGATOR 
(1978) hace una recopilación de los estudios de Monte 
Cario efectuados para ver las propiedades de los es-
timadores en muestras pequeñas, analizándose las tres 
alternativas mencionadas. Su conclusión es que, 
"... el estimador por MC2E, si no es ideal, es un 
buen compromiso de elección entre el grupo de es-
timadores. Así, MC2E evita el sesgo (e inconsis-
tencia) de MCO y al tiempo evita la sensibilidad 
a errores de especificación y medida de MC3E y 
MVIC". 
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Esto último es una característica de los métodos de 
información completa, ya que son extremadamente sen-
sibles a errores de especificación y medida. Un error 
en una ecuación o variable se transmite por el método 
de estimación al conjunto del modelo. 
Lo anterior justifica de alguna forma la amplia difu-
sión de que goza MC2E y las imnumerables aplicaciones 
realizadas con los mismos. Sin embargo, tampoco debe-
mos suponer que su aplicación es sencilla en grandes 
modelos y a ello dedicaremos los siguientes apartados 
tras una breve exposición de sus principales caracte-
rísticas . 
4.1.1. Mínimos cuadrados en dos etapas. Ventajas e 
inconvenientes 
Dado el sistema de ecuaciones simultáneas en su forma 
estructural: 
Y r + xB = 5 (l) 
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Con Y matriz de variables endógenas (n, g), X matriz 
de variables predeterminadas (n, K), r y <$ matrices de 
parámetros estructurales de ordenes (g, g), (k, g) 
respectivamente y 5 matriz de perturbaciones aleato-
rias (n, g), el problema de la estimación se resume 
en hallar los valores estimados de los parámetros es-
tructurales ry 3 , cumpliendo las hipótesis básicas y 
tradicionales sobre las perturbaciones aleatorias. 
La primera ecuación del sistema, una vez normalizado 
será: 
yl = Yl Y 1 + Xl e 1 + Si (2) 
donde Y. (n, g-,-1) es la matriz de variables 
endógenas del modelo que aparecen como explicativas 
en la ecuación, X1 (n, k.) es la matriz de prede-
terminadas de la ecuación y K -, (n, 1) es el vector 
de perturbaciones aleatorias. De esta forma la prime-
ra ecuación (2) podrá expresarse por: 
Y1 = Z x <$1 + S 1 (3) 
f con 




Una explicación heurística de MCO vendría dada al 
premultiplicar (3) por Z. 
z
' i * i = z ' i z i 6 i + z ' i S 
y eliminar Z' ? x . Ahora la solución al sistema 
de ecuaciones normales da el estimador por MCO 
¿unco = ( Z ^ Z ^ - 1 Z'j yx (4) 
Este estimador es sesgado y consistente cuando se 
trabaja con el modelo lineal general de una sola 
ecuación pero este no es el caso cuando nos enfrenta-
mos a modelos multiecuacionales de ecuaciones simul-
táneas. Así en modelos de ecuaciones simultáneas Z. 
está correlacionada con 5 y no está justificada 
su eliminación. Ello es debido a que Z1 está com-
puesto en parte por variables endógenas de otras 
ecuaciones que no son números fijos, son variables 
aleatorias y no independientes de la perturbación 
aleatoria según las hipótesis básicas del modelo. De 
esta forma el estimador no será insesgado. 
E (8 )= ói + E [~ (Zi KÍ Z{ ex] 
i meo L 1 * * í-i 
E (ói mco)^ Si 
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ni tampoco consistentes ya que asintóticamente tam-
bién son sesgados. 
plim (Simco ) = ¿i + piim (¿ z- z)'1 (1 z« ?) 
plim (3 ) *ó 
imco i 
Con MC2E se consiguen estimadores consistentes, esto 
es que cuando el tamaño de la muestra se incrementa 
suficientemente, existe una alta probabilidad de que 
su valor esté muy próximo al del parámetro poblacio-
nal. Para ello será necesario que para el límite en 
probabilidad Z., esté incorrelacionado con £ . 
MC2E soluciona este problema sustituyendo la parte de 
Z que es estocástica, es decir Y.,, por sus es-
timaciones en la forma reducida. 
Y = x n + u (5) 
estimando n por MCO. De esta forma 
i 
Y = X ñ (6) 
y adicionalmente 
Y - Y
 + U 
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y sustituyendo las estimaciones en (2), tendremos 
yl = Yi Yi + xi Bi + vi 
con lo que (3) quedará 
yx = Zl 61 + v (6) 
siendo 
vl = V Vi. 
donde v , son los residuos mínimos cuadráticos de 
la forma reducida. La segunda etapa consiste en esti-
mar por MCO los parámetros de la forma estructural en 
(4), obteniendo los estimadores por MC2E. 
6lmc2E= ( Z ' l V Z'lYl (7) 
Normalmente estos estimadores son sesgados pero con-
sistentes al sustituir Y1 , por combinaciones linea-
les de las X las cuales están incorrelacionadas para 
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el límite en probabilidad con las perturbaciones 
aleatorias. 
Los estimadores por MC2E pueden expresarse de formas 
alternativas que no se expondrán aguí por no ser 
nuestro objetivo y quedar recogidas en cualguier li-
bro de métodos econométricos. Sin embargo resaltare-
mos algunos aspectos por lo que implican en su apli-
cación práctica a grandes modelos. En primer lugar 
MC2E son aplicables a ecuaciones sobre identificadas 
o exactamente identificadas; situación que es la nor-
mal cuando se trabaja con grandes modelos donde el 
número de variables exógenas que no aparecen en una 
ecuación es muy superior al de las endógenas que in-
tervienen. En segundo lugar y como queda recogido en 
(5) las estimaciones de Y., en la forma reducida 
son función de todas las variables predeterminadas 
del modelo, ya que: 
Yx = x (x1 x ) _ 1 x" Yx 
y en modelos grandes el número de variables predeter-
minadas totales puede crecer y de hecho en la mayoría 
de los casos crece de forma elevada. Esto conlleva 
serios problemas con los grados de libertad disponi-
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ble, ya que no existen suficientes observaciones como 
para poder efectuar estimaciones de las formas redu-
cidas. Normalmente y con modelos basados en datos 
anuales, disponer de series con 25-30 observaciones 
suele ser habitual. Pero en tales modelos el número 
de predeterminadas puede aproximarse a 100 o incluso 
superar esta cifra. Esto plantea una imposibilidad de 
hecho al intentar aplicar el método de MC2E, para lo 
que existen algunas alternativas de solución como ve-
remos más adelante y que básicamente podemos resumir-
las en utilizar una parte o un juego alternativo al 
conjunto de variables predeterminadas del modelo. Sin 
embargo no podemos olvidar el hecho de que la susti-
tución de Y. por Y. se debe a la correlación 
existente entre Y. y £± pero tampoco puede ocurrir 
que Y., tenga poco o nada "que ver con las origina-
les Y., pues en este caso introduciremos en la 
ecuación a estimar en la segunda etapa unas variables 
totalmente diferentes a las especificadas en la forma 
estructural. Asimismo el hecho contrario, esto es 
aquel en que lasYi sean muy próximas o iguales a las 
Y. tampoco será adecuado, ya que, 
Y\= Yi-ui (8) 
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siendo u. los residuos de la forma reducida y, si 
desarrollamos (7) separando las predeterminadas de 




X' . Y. 
Y' iXi\ l*'i\ 
X . X, i i i 1 1 X"i 
Yt (9) 
y al sustituir (8) en (9), quedará (*) 
Y
* i Y r u ' i u i 
X". Y. 
Y ' . X 1 l .-M 
x i x i 
Y
' i - Ú " i 
x
' i 
En esta expresión vemos como las estimaciones de las 
endógenas explicativas en la ecuación tampoco pueden 
ser iguales o muy próximas a las variables originales 
pues en tal caso los residuos de la forma redu-
cida u , serán nulos o práticamente nulos. Si esta 
es la situación, los estimadores coincidirán con los 
(*) La expresión obtenida se debe a que, 
Y.' Y. = (Y; - u1.) (Y. - u. ) = 
X I X ~ X^ X <•> X 
( Y
' i Y i - Y ' i u i - u " i Y i + u ' i u i 
Por otra parte; 
Ú\= Yi-Yi= Y¿ - X(X'X)~1X'Yi= MY¿ 
siendo M idempotente y semidefinida positiva, 
sustituyendo; 
Y'iYi= YVY. - Y'.MMYi - Y^MMYi 
+ Y*iMMYi = Y'.Yj - ü'iui 
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Con todo lo anterior podemos concluir que si bien 
MC2E es un procedimiento superior a MCO plantea difi-
cultades en su aplicación a grandes modelos debido a 
los problemas de grados de libertad que pueden surgir 
en la primera etapa. A continuación veremos dos al-
ternativas de solución propuestas, selección de un 
subconjunto de variables predeterminadas ordenado, y 
utilización de componentes principales. Adicionalmen-
te y en cualquier aplicación del método debe ponerse 
un especial énfasis en el coeficiente de determina-
ción obtenido en la estimación de la forma reducida 
pues valores extremos del mismo no son convenientes. 
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4.1.2. Ordenación de variables predeterminadas 
Ante los problemas planteados en la estimación por 
MC2E de modelos con muchas ecuaciones, FISHER (1965)* 
propone un método basado en la ordenación de las va-
riables predeterminadas del modelo. De esta ordena-
ción se seleccionarán las variables a utilizar en la 
estimación de las variables endógenas que aparecen 
como explicativas en una ecuación dada y que consti-
tuye la primera etapa de estimación. 
Así y dado que el problema en MC2E como hemos visto, 
era la imposibilidad de utilizar todas las variables 
predeterminadas del modelo para la estimación de las 
endógenas explicativas de una ecuación ante la ausen-
cia de grados de libertad suficiente, Fisher propone 
utilizar un grupo más reducido de las mismas y que a 




 (xi! V 
Se trataría de sustituir x_ por una matriz Rl 
X = (X.¡ R,) 
Existe una exposición de estos métodos propuestos 
por Fisher de B. PENA (1970). 
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donde a su vez R_, es una submatriz de X_ con 
igual número de filas. 
Dejando por el momento el problema de la autocorrela-
ción en las perturbaciones, que será tratado más ade-
lante, el aspecto a determinar es que variables del 
total de predeterminadas del modelo van a ser utili-
zadas en la estimación de una ecuación concreta. La 
consistencia de los estimadores por MC2E utilizando 
estas variables instrumentales estará garantizada por 
el hecho de que las predeterminadas por definición 
estarán incorrelacionadas con el término de error. 
Por supuesto que para la ecuación h 
yh= \ \ + \ Bh + ^ h 
al tener que sustituir Y. por Y, estimada sobre 
este conjunto de predeterminadas, este conjunto debe-
rá estar ligado lo máximo posible a cada endógena ex-
plicativa. Para este propósito Fisher propone efec-
tuar la ordenación 8 , la cual se obtiene de la si-
guiente manera. En una ecuación cualquiera la varia-
ble endógena explicada la definimos como de orden 
causal cero, y las variables explicativas de orden 
causal 1, tomando a continuación las ecuaciones es-
tructurales de las variables endógenas de orden l, 
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tendremos que todas las variables que sean explicati-
vas en estas ecuaciones serán de orden causal 2, con 
la excepción de la de orden cero y las endógenas de 
orden 1. A continuación tomaremos las endógenas de 
orden causal 2 y las explicativas en las ecuaciones 
estructurales de las mismas lo serán de orden 3, y 
así sucesivamente. Siendo p el mayor número de orde-
nes causales que puede encontrarse para una variable 
predeterminada a cada una de ellas se asociará un 
vector de orden p. El primer elemento de este vector 
será el orden causal más bajo de los encontrados, el 
segundo elemento el siguiente orden causal y así su-
cesivamente. Vectores p de variables que tengan orde-
nes causales menores que p, se completará el mismo 
con órdenes infinitos. De esta forma si p = 5, para 
una variable predeterminada 'el vector asociado puede 
ser: (i, 4, 6, °° , °° ), que significará que esta va-
riable tiene ordenes causales sobre la ecuación estu-
diada, uno, cuatro y seis. 
Como señala Fisher: ".... a cualquier vector, sea f , 
se le asigna un número, 6 (f), tal que para dos vec-
tores, sean f y h. 
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3 (f) > 6(h) si y solamente si f,, >h;,/ o 
para cualquiera j <l<j<. p) f • = h, (i= 1, . . . ,j~ ) 
y £.> h. 
siendo f-, f., h., h., los componentes 
i-esimo y j-esimo de los vectores f y h. 
Ahora y para una variable de orden cero o ecuación 
tendremos ordenadas las variables predeterminadas se-
gún un orden de preferencia. En el caso de disponer 
de n observaciones se tomarían n-2 variables instru-
mentales según la ordenación 6 . A continuación se 
pasa por un nuevo filtro a las variables 
predeterminadas para eliminar aquellas que no aportan 
nada en la regresión y los problemas derivados de la 
multicolinealidad. Para ello se efectúan regresiones 
sucesivas eliminando cada una de las variables 
instrumentales y reteniendo el resto, comenzando por 
la n-2 o seleccionada con menor importancia causal. 
2 
Si al eliminar esta variable el R no disminuye 
significativamente se elimina la variable y en caso 
contrario no se eli- mina. A continuación se efectúa 
el análisis para la siguiente y así sucesivamente. 
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El proceso completo lo resume PENA (1970) en los si-
guientes 8 puntos: 
1) Se dividen las variables del lado derecho (dejando 
la variable normalizada sola en el lado izquierdo) en 
dos grupos, el dependiente de la perturbarcion y el 
independiente de la misma. Al primero lo llamaremos 
aquí de variables endógenas, y el segundo de prede-
terminadas . 
2) Se procede a efectuar la ordenación 8 de las va-
riables predeterminadas asociadas a cada variable en-
dógena de la ecuación distinta de la normalizada. 
3) Si se dispone de n observaciones se procede a la 
regresión de cada variable "endógenea sobre las n-2 
primeras variables predeterminadas según la ordena-
ción 8 . 
4) Se verifican las n-2 variables elegidas, eliminan-
do aquellas que, en presencia de las de orden infe-
rior y de las de mayor orden retenidas, no mejoran 
significativamente la varianza explicada. 
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5) Se procede a la regresión de la variable endógena 
considerada, sobre los instrumentos elegidos después 
de haber pasado las pruebas anteriores. 
6) Se estima el valor de la variable endógena en la 
regresión anterior. 
7) Se sustituye la variable endógena en la ecuación 
por su valor estimado. 
8) Una vez hecho lo mismo con todas las restantes va-
riables endógenas de la ecuación, se procede a la re-
gresión de la variable endógena normalizada sobre las 
variables endógenas estimadas y las restantes varia-
bles predeterminadas de la ecuación. 
Es evidente que este procedimiento asegurará la con-
sistencia de los estimadores por MC2E en donde, como 
hemos visto, en la primera etapa se han sustituido 
todas las variables predeterminadas por un conjunto 
más reducido obtenido de la ordenación 8 . Sin embar-
go no es menos evidente los graves problemas operati-
vos que tiene este método. Sin entrar en la parte se-
gunda del método, en la cual se pretende eliminar al-
gunas de las variables previamente seleccionadas con 
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una gran cantidad de cálculos (pensemos que el número 
de observaciones no suele ser inferior a 18 o 20 y 
que por tanto el número máximo de variables seleccio-
nadas serán 16 a 18), la sola obtención de la ordena-
ción 6 requerirá un trabajo importante. Además la 
ordenación 0 será diferente para cada ecuación de 
comportamiento del modelo ya que no tienen que ser 
siempre las mismas variables endógenas las que apa-
rezcan como explicativas en todas las ecuaciones y 
esto ocurrirá en un reducido número de casos. El pro-
blema se agrava por el hecho de estar trabajando con 
un modelo vivo de muchas ecuaciones donde cada perío-
do no solamente variará la base muestral, sino tam-
bién algunas de las especificaciones del modelo. 
4.1.3. Utilización de componentes principales 
Aportación de Kloek y Mennes 
KLOECK y MENNES (1960) plantean a comienzos de los 
sesenta una solución a los problemas planteados en la 
estimación por MC2E de modelos de ecuaciones simultá-
neas con un gran número de ecuaciones de comporta-
miento . 
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La solución camina en orden a la utilización de Com-
ponentes Principales de las variables predeterminadas 
existentes en el modelo. Así, si el estimador MC2E 
para la primera ecuación estructural del modelo es: 
/ ; . \ L 
6. 
\ 1 jnc2E 




Yi - S 
\X[ l 
Y. 
Siendo u , el vector de residuos mínimo cuadráticos 
estimados en la primera etapa de la forma reducida. 
u = Y - X (X' X) X' Y1 
Se trataría ahora de sustituir en 
X = [Xl X2] 
X2 por p Componentes principales, utilizando la 
matriz 
Z = tX1 F] 
siendo F la matriz de componentes principales de or-
den (n, p). Ahora el estimador de los parámetros de 
la primera ecuación por MC2E utilizando componentes 
principales quedará como; 
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Y! Y - u' U = Y* Y - (Y -X(X'X)"1 X'Y ) (Y -X(X'X)"1 X' Y ) 
= Y* X (X'X)"1 X' Y 
y se ha sustituido la matriz X formada por las prede-
terminadas que aparecen en la ecuación y las que no 
apareciendo en la ecuación aparecen en otras ecuacio-
nes, por la matriz Z formada por las predeterminadas 
que aparecen en la ecuación y los componentes princi-
pales. Es de resaltar que la matriz Z incluye X 
pues en otro caso u ' X1 no sería cero. 
Las ventajas de utilizar componentes principales pue-
den resumirse en los siguientes puntos: 
1° Ya se ha señalado cómo en modelos grandes 
el número de variables puede exceder el nú-
mero de datos planteándose la imposibilidad 
de estimar por MCO la forma reducida, e in-
cluso siendo k < n es posible que tengamos 
un número insatisfactorio de grados de li-
bertad. Sustituyendo X2 por F tendremos 
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que p < k-k. e incluso lo normal será que 
la diferencia sea grande, solucionándose el 
problema. 
2o Al ser los componentes ortogonales se eli-
minan los problemas originados por posible 
colinealidad entre algunas de las variables 
de X, y la invertibilidad de X'X 
3o AMEMIYA (1966) demuestra que el uso de un 
pequeño grupo de variables independientes 
(componentes) incrementa la eficiencia por 
incrementar el número de grados de libertad 
y que un análisis' mediante reglas de deci-
sión utilizando la minimización del deter-
minante de la matriz del aproximado error 
cuadrático medio como criterio, recomienda 
el uso de Componentes Principales. 
La cuestión inmediata es la de cuantos y qué compo-
nentes deben utilizarse. Posteriormente veremos otros 
análisis realizados, pero inicialmente Kloeck y 
Mennes señalan que la elección del número p de compo-
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nentes principales es difícil y que no se puede dar 
un criterio a priori. Existen dos límites impuestos, 
uno por las condiciones de identificación 
P > <31 
esto es el número de componentes debe ser al menos 
tan grande como el número de endógenas de la ecua-
ción. El otro límite se debe a los apropiados grados 
de libertad para la estimación en la forma reducida y 
que exige que, 
n 3 
pero entre estos límites existe un amplio campo de 
alternativas. En lo referente a qué componentes prin-
cipales deben ser utilizados, los anteriores autores 
plantean cuatro alternativas. 
ALTERNATIVA 1: Componentes principales de variables 
predeterminadas excluidas. 
Esta alternativa utilizaría p componentes principales 
de las K-k. variables predeterminadas excluidas de 
la ecuación. En este caso la ecuación característica 
sería, 
(X' X - A) O 0 
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Siendo A una matriz diagonal formada por las raíces 
características de X'« X, y C la matriz de vecto-
res característicos de X' X2> La matriz de com-
ponentes principales vendría dada por 
F = X2 C 
siendo F de orden (n, k-lO ,X, -> (n, k-k ,) , C-» 
(k-k., k-k ). Como nos quedaríamos solo con los p 
primeros componentes al ser los de mayor capacidad 
explicativa, la expresión anterior sería la misma pe-
ro solo con los p primeros vectores característicos 
F = X2 C 
(n, p) (n,k-k1) (K-k^ p) 
Kloeck y Mermes señalan que esta alternativa puede 
tener el inconveniente de que algún componente tenga 
una alta correlación con alguna variable de X.,, im-
pidiéndose la identificación en el caso de que 
p=g, . Para este caso presentamos una segunda alter-
nativa. 
ALTERNATIVA 2: Componentes principales de ciertos re-
siduos minimocuadraticos 
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En esta alternativa se obtendrían los residuos míni-
mos cuadráticos de la regresión de las variables pre-
determinadas excluidas sobre las variables predeter-
minadas de la ecuación. 
x2 = x1 s + w 
con lo que 
W = X2 " X2 = X2 " Xl (X 1 X1 J Xl X2 
y los componentes principales a usar serían 
F = W C 
asegurándose de esta forma que, 
X'j F = 0 
y por tanto la ausencia de correlación entre compo-
nentes y variables predeterminadas de la ecuación. 
Es evidente que este procedimiento es sumamente com-
plicado dado el elevado número de cálculos y regre-
siones a efectuar, máxime cuando el modelo es grande 
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pues para cada ecuación estructural habría que efec-
tuar la regresión de X2 sobre X-, y obtener los 
componentes principales de los residuos mínimos cua-
dráticos. 
ALTERNATIVA 3: Criterio de ordenación para los com-
ponentes principales de variables predeterminadas ex-
cluidas 
Una forma de evitar las regresiones sobre los resi-
duos y mantener una baja correlación entre componen-
tes y la matriz X, es eliminar aquellos que presentan 
una alta correlación. De esta forma podrían seleccio-
narse los p componentes con más alto valor de 9,, 
siendo 
9h=Xh(l - R 2 , 
siendo 
X . la raíz característica del componente h 
R, coeficiente de correlación múltiple de 
los componentes sobre las variables de X 
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En cualquier caso este procedimiento y los anteriores 
tienen el incoveniente de la gran cantidad de cálcu-
los a realizar ya que se requerirá un cálculo separa-
do de los componentes principales para cada ecuación 
estructural del modelo. 
ALTERNATIVA 4. Componentes principales de todas las 
variables predeterminadas. 
Si en lugar de obtener conjuntos diferentes de compo-
nentes principales para cada ecuación nos limitásemos 
a un conjunto único de componentes principales para 
todas las ecuaciones del modelo se eliminarían los 
problemas relativos a un exceso de cálculo. De esta 
forma se calcularían los componentes principales so-
bre todas las variables predeterminadas del modelo y 
para la utilización de un conjunto de componentes en 
una ecuación concreta se seguiría un procedimiento 
similar al planteado en la alternativa 3. 
4.1.4. Aplicación al modelo de Klein - Goldberqer 
KLEIN (1969) efectúa la estimación de la extensión 
del modelo Klein - Goldberger utilizando cuatro esti-
madores alternativos, MCO, MC2E con 4 componentes 
principales (MC2E4CP), MC2E con 8 componentes princi-
pales (MC2E8CP) y máxima verosimilitud con informa-
ción completa (MVIC). 
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En cuanto al método de mínimos cuadrados en dos eta-
pas realiza dos alternativas como hemos señalado, una 
con cuatro componentes y otra con ocho. Klein en am-
bos casos utiliza como criterio de selección de los 
componentes principales aquellos que obtienen una ma-
yor cantidad de información de la matriz X y por tan-
to los correspondientes a las primeras raíces carac-
terísticas de X'X. 
Klein utiliza MC2ECP no solamente por problemas de 
colinealidad en X, y las dificultades de invertir 
X'X, sino por el hecho de la falta de grados de li-
bertad para la estimación de la forma reducida con 
todas las variables predeterminadas. 
Es interesante destacar como resultados de la estima-
ción el hecho de que las estimaciones de los paráme-
tros por MC2E son más próximas a las obtenidas por 
MCO que a las de MVIC. Pero esta proximidad no debe 
conducirnos forzosamente a utilizar los primeros por 
su mayor sencillez de cálculo ya que como señala 
Klein se debe al "... mirar parámetro por parámetro, 
y no se deduce que el sistema funcione en su conjungo 
de la misma forma para el método de estimación con-
sistente o el inconsistente. Este es un punto básico 
que no se aprecia en general. Muchas pequeñas dife-
rencias pueden tener efectos significativos..." 
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Y así los resultados obtenidos mediante la simulación 
conjunta si presentan importantes diferencias de unos 
métodos de estimación a otros. Las principales con-
clusiones que se deducen del trabajo de Klein se re-
sumen en los siguientes puntos: 
1. Como ya se ha mencionado existen pocas dife-
rencias en los valores de los parámetros se-
gún que la estimación se realice por MCO, 
MC2E4C? o MC2E8CP y en general los valores 
son muy próximos. 
2. El modelo cuando se simula en su totalidad 
funciona de diferente manera según el método 
de estimación utilizado. La simulación rea-
lizada por Klein és dinámica y los valores 
de las variables desplazadas se generan den-
tro del propio sistema. 
3. Para una simulación dinámica del modelo so-
bre un período muestral de 31 años los mejo-
res resultados se obtienen con los estimado-
res por MC2E4CP, con un menor porcentaje de 
error que con MCO, MC2E8CP, y MVIC. 
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4. Para una simulación dinámica del modelo so-
bre un período muestral de 31 años cualquier 
alternativa de MC2E es superior a los otros 
métodos de estimación. 
4.1.5. Comparación de los procedimientos de ordena-
ción de variables predeterminadas y componen-
tes principales 
A las dos alternativas propuestas para la estimación 
de grandes modelos multiecuacionales cabe preguntarse 
si a la mayor complejidad de la propuesta de Fisher 
corresponden unos mejores resultados o por el contra-
rio la utilización de componentes principales puede 
efectuarse sin pérdida en los mismos. MITCHELL (1971) 
da respuesta a esta pregunta mediante una comparación 
de ambos métodos en la estimación del "Brooking 
Quaterly Model" de la economía de los Estados Unidos, 
si bien y como el mismo autor señala, los resultados 
son válidos para el modelo y datos utilizados en su 
investigación. 
En la obtención de los componentes principales se 
partió de las 80 exógenas corrientes existentes en el 
modelo y parte de las 240 endógenas desplazadas dado 
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el coste de cálculo. A diferencia del anterior estu-
dio de Klein, Mitchell encuentra una mayor dimensio-
nalidad de variación en las variables predeterminadas 
pues el porcentaje de variación de las mismas absor-
bido por 5 componentes es del 79%, con 10 el 90% y 
con 20 el 98%. Por ello Mitchell para efectuar el 
análisis comparativo utiliza MC2E con 5, 10, 15 y 20 
componentes principales. 
En la aplicación del método de Fisher, se efectuó la 
ordenación de variables predeterminadas para cada 
ecuación del modelo, atendiendo a su orden causal so-
bre las endógenas que aparecen como explicativas en 
la ecuación. La lista de variables a ser utilizadas 
como instrumentales eran limpiadas de variables con 
multicolinealidad mediante información de sus corre-
laciones muéstrales. También fueron eliminadas las 
variables endógenas desplazadas con retardo inferior 
a tres trimestres a efectos de minimizar el grado de 
inconsistencia debido a errores autocorrelacionados. 
Las principales conclusiones obtenidas por la compa-
ración de ambos estimadores, se resumen en los si-
guientes puntos: 
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Io Existe una alta dimensionalidad en las varia-
bles predeterminadas. Se requieren entre 10 y 
15 componentes para obtener un alto porcenta-
je de variación. 
2o Para obtener estimaciones estables de los 
coeficientes se requiere un mínimo de 10 com-
ponentes principales. 
3o El método de Fisher siendo muy laborioso pro-
duce estimadores muy similares a los de 15 
componentes principales, siendo este mucho 
más simple de realización. 
4.2. ANÁLISIS DE ESTABILIDAD ESTRUCTURAL 
Muchos pensaron que todo el delicado edificio de la 
econometría empírica se tambaleaba cuando R. LUCAS 
(1976) publica su interesante trabajo sobre las limi-
taciones de los modelos econométricos en la evalua-
ción de los efectos de políticas económicas alterna-
tivas. Su conocida crítica, podría resumirse en la 
no-constancia de los parámetros del modelo ante va-
riaciones en las propias políticas cuyos efectos se 
trata de simular. Naturalmente, si simulaciones dis-
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tintas exigen modelos diferentes, parece carecer de 
sentido el proceder habitual de alterar los valores 
de las exógenas de un modelo, manteniendo el valor de 
los coeficientes. 
Nadie puede negar la validez de esta crítica, lo ex-
traño es que algunos hubieran olvidado la existencia 
de un cambio estructural permanente, se trate del pe-
ríodo de estimación o del de previsión o simulación. 
No es posible trabajar con modelos econométricos sin 
tener en cuenta que recogen un cierto comportamiento 
medio durante el conjunto del período de estimación; 
una cierta pauta de comportamiento económico, sobre 
cuya regularidad se producen no solo desviaciones es-
porádicas sino también sistemáticas. 
La validez operativa de la crítica de Lucas y, en ge-
neral, la utilidad de los modelos econométricos a 
efectos de análisis, previsión o simulación, depende 
del grado de permanencia de la estructura económica 
implícita en la especificación de cada modelo o, al 
menos, de la posibilidad de captar de algún modo su 
evolución. Como indican KUH, NEESSE y HOLLINGER 
(1985) "si un modelo en particular tiene una baja 
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sensibilidad de parámetros para las variables endóge-
nas de interés, entonces la crítica de Lucas -que los 
parámetros cambian en respuesta al comportamiento es-
tocástico de variables que afectan a agentes indivi-
duales, tendría menos importancia práctica potencial. 
Por el contrario, si los parámetros significativos a 
efectos de política inducen amplias respuestas, la 
importancia potencial de las observaciones de Lucas 
será muy superior. Incluso profundizando en este pun-
to, los parámetros que se piensa que son endógenos, 
deberían tratarse como tales". 
Yendo desde los principios generales a consideracio-
nes específicas sobre las ecuaciones de un modelo, la 
posición inicial tiene que ser de un cierto excepti-
cismo sobre la estabilidad e'structural de estas rela-
ciones. 
Como decían COOLEY y PRESCOTT (1973), se ha puesto de 
manifiesto cada vez con mayor claridad que suponer 
relaciones tecnológicas y de comportamiento estables 
en el tiempo, en muchos casos es no solo una hipóte-
sis heroica, sino completamente insostenible sobre 
las bases de la teoría económica. 
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Como señala PULIDO (1983) el cambio de estructura ad-
mite diferentes grados de complejidad según que: 
a) Se mantengan las mismas variables del modelo 
y sólo cambie el valor de los coeficientes. 
b) Se incorporen nuevas variables al modelo, co-
mo consecuencia cambiarán los coeficientes, 
pero básicamente se mantiene el sistema ori-
ginal . 
c) Se introduzcan nuevas variables al modelo que 
corresponden a un nuevos sistema. 
Si nos encontramos en el caso a), es decir mantenemos 
el modelo, los cambios de estructura se traducen en 
alteraciones, mas o menos sensibles, de los paráme-
tros. Los cambios observados pueden deberse a la in-
fluencia de otras variables no incluidas explícita-
mente en el modelo o a la propia forma funcional que 
ha sido utilizada. Un cambio en la estructura real 
del sistema debe reflejarse en un cambio en la es-
tructura del modelo, medido a través de la variación 
en los valores de los parámetros. Mientras que un 
cambio en los valores de los coeficientes, puede in-
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dicar tanto un cambio en la estructura real del sis-
tema, como una simple adaptación técnica, debida a la 
forma funcional elegida. 
Otras veces, es necesario transformar el modelo, in-
cluyendo o eliminando variables, para describir ade-
cuadamente el sistema en estudio, lo que lleva a una 
estimación del nuevo modelo y por consiguiente a una 
nueva estructura. 
Por último, hay veces que se tienen que introducir 
variables en el modelo que hasta entonces no habían 
intervenido, lo que obliga a adoptar un nuevo modelo 
y estimar por tanto una nueva estructura. 
Respecto al tratamiento de nuevas variables sobre las 
cuales no existe historia anterior, el problema de 
estimación debe considerarse irresoluble si se parte 
de técnicas estadísticas tradicionales, ya que es im-
posible cuantificar la incidencia de una variable que 
no ha mostrado aún sus efectos sobre el sistema. Sin 
embargo, existen ciertos procedimientos como son las 
técnicas de estimación subjetiva, la experimentación, 
... que permiten tratar estos problemas, aunque aún 
no con el rigor que presentan los métodos estadísti-
cos convencionales. 
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4.2.1. Contrastes de estabilidad 
El análisis de la estabilidad estructural debe cons-
tituir una fase mas del proceso de modelización, tan-
to si el modelo va a ser usado con fines descriptivos 
como si su utilización será con fines predictivos. A 
tal efecto existen una serie de constrastes de 
estabilidad estructural que MARTÍNEZ AGUADO (1978) 
sintetiza en: 
1. Tests basados en los intervalos de predicción 
2. Test basados en los residuos minicuadráticos. 
Test CHOW. 
3. Tests basados en los residuos recursivos. 
Test de BROWN y DURBIN. 
4. Tests ratio de verosimilitud 
5. Test de FARLEY y HINICH 
6. Otros test basados en los residuos 
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Las características comunes a estos tests, según di-
cho autor, es que todos ellos han sido construidos 
sobre la base de existencia de un cambio de estructu-
ra, de tipo discreto, es decir contrastan las hipóte-
sis nula de estabilidad estructural entre dos o más 
conjuntos de observaciones, frente a la alternativa 
de cambio estructural entre ellos. 
El test que habitualmente se viene utilizando para 
contrastar la permanencia estructural es de CHOW 
(1960). 
El test de Chow, parte del conocimiento de punto de 
cambio, y es especialmente eficiente cuando este pun-
to de corte se encuentre alrededor de la mitad del 
período muestral de estimación. Se trata de comparar 
los errores de estimación para el período total con-
siderado, con los que se producen si se estima el 
modelo para los dos subperiodos obtenidos una vez co-
nocido el punto de cambio. Si los errores son signi-
ficativamente menores al trabajar por subperíodos, 
ello podría indicar un cambio de estructura en el año 
de corte. Naturalmente un resultado estadísticamente 
no significativo, sólo significa que no puede recha-
zarse la hipótesis básica de estabilidad estructural 
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al nivel de significación elegido, pero no el que no 
exista algún tipo de alteración de la estructura. 
El contraste de CHOW, se realiza mediante la distri-
bución F siguiente: 
F [e1 e - (e1 ex+e'2 e2>]/k 
(k,n!+n2-2k)= (1) 
(e'x ei+e'2 e2)/(n1+n2-2k) 
en que: 
e'e = suma de errores al cuadrado de período total (n) 
e'e .= suma de errores al cuadrado del primer 
subperíodo (n.) 
e'2e ,= suma de errores al cuadrado del segundo 
subperíodo (n2) 
k = número de variables explicativas 
n = número de datos del total del período 
n1 = "
 t!
 " primer subperíodo 
n_ = " " " segundo subperíodo 
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Si el valor de la distribución F con (k,n.,+ n2-
2k) grados de libertad es mayor que el obtenido en la 
formula [1] no puede ser rechazada la hipóteis básica 
de estabilidad estructural, en caso contrario si po-
demos afirmarlo. 
4.2.2. Elasticidades al cambio de parámetros 
Es considerable la dispersión que existe entre las 
diferentes estimaciones que se hacen para un mismo 
país con diferentes modelos, y la que se produce en-
tre países con el mismo modelo. GOLDSTEIN y KHAN 
(1985) comprobaron que para el sector exterior, las 
elasticidades que se obtienen son hasta dos o tres 
veces la estimación de la más alta sobre la más redu-
cida. Lo que indica una considerable inestabilidad de 
los parámetros respecto al modelo utilizado y al pe-
ríodo de estimación. 
A fin de profundizar más en el tema analicemos la in-
fluencia de la variación en 1% en la cuantía de un 
parámetro, según la expresión propuesta por KUH, 
NEESSE y HOLLINGER (1985): 
n (Yt B1) = 8 i Ln xi 
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A título ilustrativo, utilizaremos una ecuación para 
comprobar qué resultados se obtienen. Partimos de la 
ecuación sobre exportaciones: 
LnExPAR = 3.52 + 0.74 lnWEXMG -0.63 LnRERPA 
donde: 
EXPAR = volumen de exportaciones en productos 
alimenticios 
WEXMG = volumen mundial de exportaciones 
RERPA = Precios relativos entre productos ali-
menticios interiores y mundiales. 
Si ahora se incrementa en 1% el parámetro de la va-
riable sobre actividad, para el año 1984, los resul-
tados que se obtienen para la variable endógena serán: 
EXPAR(84) = 3.52 + 0.7474 x 5.44 - 0.63 x 4.52 = 
4.738 
mientras que sin la variación en el parámetro obte-
níamos: 
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EXPAR(84) = 3.52 + 0.74 x 5.44 - 0.63 X 4.52 = 
4.698 
La estimación del volumen de exportaciones tomando 
antilogaritmos, en pesetas de 1970 será: 
Modelo sin Modelo con 1% 
variación de variación % cambio 
EXPAR (84) 109.7 114.2 4% 
Estos resultados, parecen inicialmente no demasiados 
estimulantes. Ya que una simple variación del 1% so-
bre el parámetro de actividad (pasa de 0.74 y no lle-
ga a 0.75) supone un 4% adicional en la estimación 
del valor de las exportaciones. 
El problema que se plantea, sin embargo, en la prác-
tica econométrica, no es el de un cambio aislado de 
un parámetro, sino el de la posible existencia de un 
cambio estructural que transforma el conjunto de pa-
rámetros de una ecuación, suponiendo una nueva ponde-
ración de las variables explicativas. 
En efecto, admitamos que a efectos de predicción de 
la variable EXPAR disponemos de dos modelos alterna-
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tivos, uno estimado para el período 1966-1984 y otro 
para el período 1975-1984: 
Modelo 1: Ln EXPAR = 3,52 + 0.74 LnWEXMG-0,63 Ln RERPA 
(1966-1984) 
Modelo 2: Ln EXPAR = 0,93 + 1.20 LnWEXMG-0,19 Ln RERPA 
(1975-1984) 
Las dos estimaciones, indican un cambio estructural, 
que supondría hasta un 62% de cambio en el coeficien-
te de actividad y mas de un 200% de alteración en el 
parámetro de precios. 
Sin embargo, puede comprobarse fácilmente que los dos 
modelos vienen a dar una estimación muy similar del 
valor para 1984. 
MI: LnEXPAR(84)= 3 .52 + 0.74x5.44 - 0.63 X 4.52= 4.698 
M2: LnEXPAR(84)=-0.93 + 1.20x5.44 - 0.19 x 4.52= 4.739 
Diferencia = 4.45 - 2.50 - 1.99 -0.04 
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La diferencia en niveles es de 114.3 miles de millo-
nes en el modelo 2 frente a 109.7 en el modelo 1, es 
decir de solo 4,2%, a pesar del profundo cambio de 
parámetros. La razón es evidente: al ajustar el mode-
lo 2, cambian todos los parámetros y el efecto total 
tiende a compensarse. 
El problema debe plantearse en el sentido de cual es 
el efecto de trabajar con una estructura errónea en 
lugar de una nueva estructura más valida a efectos de 
predicción. 
La fórmula que podríamos utilizar para el cálculo de 
los cambios en la tasa de variación de la variable 
endógena sería: 
A (v 8.) = Z.f(6.(2) - B.(1)^ l Ln-íí^-
í 2) 
en que 8: 'es el coeficiente del nuevo modelo 
y 8> es coeficiente antiguo. 
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4.2.3. Estimación con parámetros cambiantes 
Ya hemos mencionado como, aunque el test de cambio 
estructural. Sea no significativo estadísticamente, 
no podemos asegurar que efectivamente este cambio no 
exista. 
Para comprobar si la estructura se mantiene a largo 
de todo el período, se podría hacer una estimación 
para distintos períodos móviles, todos ellos de la 
misma extensión, así como para el período total y de 
los subperíodos en los que a priori pensemos que 
existen diferentes estructuras. Al analizar estos re-
sultados, por supuesto, no es inmediata su interpre-
tación, ya que los cambios producidos en los coefi-
cientes, pueden responder a un componente aleatorio 
(la propia distribución de probabilidad del estima-
dor) mas que a una cierta ley de alteración de los 
mismos. Sin embargo, pensamos que, una posible vía de 
trabajo, podría ser considerar tres hipótesis alter-
nativas muy simplificadas; sobre la estructura del 
modelo, cuando se observan alteraciones de la misma, 
aún no resultando estadísticamente significativas: 
1) Un comportamiento puramente aleatorio 
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2) Un cambio de régimen en distintos subpe-
riodos 
3) Una evolución tendencial en los paráme-
tros 
Aunque existen técnicas para el tratamiento de pará-
metros con cambios aleatorios, estas son poco opera-
tivas y no nos ocuparemos en el trabajo de su posible 
estimación. Si, nos encontráramos ante la hipótesis 
de un cambio de régimen para distintos períodos, se 
podría estimar la ecuación conjunta en términos de 
los denominados "Switching regression models". 
Es decir, en lugar de la ecuación inicial estimada 
(por ejemplo con dos variables y en logaritmos) 
L Y. = a + a Ln x. + a. Ln x 
n t o i lt 2 2t 
podríamos estimar 
Ln Yt = 6Q + 61 Ln X ^ + f^ Ln X ^ +Y Q Zfc + Yx \ Ln l*ltf*lt.u 
y2 Zfc Ln (X2t/ X2t,, 
en que ahora 
t* *s año del supuesto cambio estructural 
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Z. = variable ficticia que toma el valor () para 
t<t* y I a partir de t* 
xit* y X 2 t * = V a l o r e s d e x i y X2 e n e l a**° d e 
cambio de estructura. 
Con esta especificación para t ^  t* el modelo seria: 
Ln Y t = ( 6 o • Yo - Y j Ln X ^ - ^ Ln X ^ ) + 
+ ( B, + Y- ) Ln X,. + ( 6 + Y,) Ln X 
1 1 l t 2 2 2 t 
y, por tanto, las elasticidades respectiva estimadas 
serían: 
t < t* t> t* 
n (vt,xlt)= 0j n (vt,xlt)= Bl • Yt 
n (vt,x2t>- B2 n íVx2t> \ + Y 2 
La otra variante que vamos a considerar es que existe 
una evolución temporal en los parámetros. En este ca-
so la ecuación a estimar será: 
Ln Y = 8 + B, Ln X,. + B0 Ln X_. + 6 t + t o 1 lt 2 2t o 
+ 6 (t Ln X ) + 6 (t Ln X.J 
1 1 t ¿. ¿*" 
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en que ahora, las nuevas elasticidades serán: 
n (Yt, xlt)= Bl +6lt 
n C V x2t)= 82 +62t 
En nuestra opinión, teniendo en cuenta las anteriores 
consideraciones sobre el cambio estructural y traba-
jando sobre las vias propuestas, se pueden obtener 
ventajas en el proceso de predicción y simulación, 
tanto de las ecuaciones tratadas aisladamente como en 
su conjunto. 
4.3. ANÁLISIS DE ERRORES DE PREDICCIÓN Y SIMULACIÓN 
La capacidad de un modelo para describir la realidad 
dentro y fuera del intervalo muestral es lo que se ha 
venido denominando validación de un modelo. 
Los métodos de validación son aplicables a modelos 
que ya han sido especificados y estimados, y por tan-
to en este apartado no nos vamos a ocupar de los mé-
todos estadísticos y econométricos que son utilizados 
para llegar a la estimación. Nuestro objetivo será, 
sin embargo, comparar las predicciones y las reali-
zaciones del modelo. Así, llegar al conocimiento de 
los errores cometidos por el modelo y conocer sus 
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causas nos permitirá cubrir la última etapa de la 
construcción de un modelo: la validación. 
Los errores en un modelo, pueden ser de diferentes 
tipos, entre ellos: 
A) errores debidos al modelo, es decir a la pro-
pia construcción y a los métodos de estimación 
utilizados. 
B) errores en los valores de las variables exóge-
nas. Es posible que nos enfrentemos a varia-
bles exógenas que no sean tan fáciles de pre-
decir como pensábamos en un principio, que nos 
obligarán bien a cambiar el modelo, por ser 
muy sensible a esas variables o bien a endoge-
neizar estas para hacer el modelo más operati-
vo. 
C) errores de estimación por datos provisionales. 
Es frecuente en modelos de carácter anual en-
contrarnos con que los últimos años del perío-
do muestral sean avances de los datos defini-
tivos que tardarán tiempo en serlo, y esto 
tanto para las variables exógenas como endóge-
nas del modelo. 
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Los errores de los dos primeros tipos, se pueden 
corregir, mediante los métodos tradicionales que pro-
porciona la econometría, ya tratados en apartados an-
teriores . 
Los errores del tipo C), pueden ser subsanados, a 
falta de información estadística clara, por medio de 
los denominados "factores de ajuste" (add factors) 
que tratan de recoger los efectos de ciertos aspectos 
no directamente, o no suficientemente incluidos en el 
modelo. 
Los factores de ajuste en un modelo, significan que 
la hipótesis de nulidad del error no se cumple, sino 
que tiene un determinado valor que el modelizador, de 
acuerdo con su experiencia y su conocimiento acerca 
del sistema en estudio, decide. 
La justificación de estos factores de ajuste, KLEIN 
(1971) lo explica de la siguiente forma: No existe un 
enfoque puramente mecánico para la predicción econó-
mica. Esto no significa que los principales objetivos 
no se hayan conseguido, significa que los juicios u 
opiniones tienen algún papel que jugar: los métodos 
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de predicción puramente mecánicos tienden a fallar, y 
en un modelo econométrico, cabe la información basada 
en los juicios u opiniones. 
El tratamiento de informaciones especiales sobre su-
cesos singulares y la asignación de valores a los re-
siduos en la predicción es un problema difícil, y no 
hay acuerdo evidente. Pero si las variables exógenas 
no cubren la variación de algún suceso importante o 
no cubre alguna distorsión evidente de la economía, 
la persona que hace la predicción no puede ignorar 
tales sucesos y actuar como si las estimaciones mués-
trales del modelo, con los residuos medios fijados en 
cero, fueran a ajustarse bien para el período de pre-
dicción. 
Tenemos así que las predicciones pueden llevarse a 
cabo por medios puramente mecánicos y utilizando una 
cierta información extra modelo. La conjunción de am-
bos procedimientos será la que de previsiones más 
ajustadas de la realidad. 
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4.3.1. Errores de predicción de ecuaciones aisladas y 
simultáneas. 
En la línea del análisis del error de un modelo, se 
pueden analizar estos desde dos formas distintas: 
1. Desde la óptica de aislamiento de las ecuacio-
nes. Es decir, analizando los errores de cada 
ecuación sin tener en cuenta al resto de ecua-
ciones del modelo. 
2. Desde la óptica del modelo en su conjunto. 
Analizando los errores de una ecuación que son 
producidos por ella misma y por iteracción con 
el resto de las ecuaciones. 
En efecto, si analizamos ecuación por ecuación, pode-
mos ver a qué son debidos los incrementos que obtene-
mos de cada variable endógena analizada, y una vez 
conocido el funcionamiento de la ecuación y cuál es 
su comportamiento, será más fácil saber a qué es de-
bido el error que se produce en la variable endógena 
explicada al comparar los valores obtenidos con la 
realidad observada. 
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Ahora bien, no hay que olvidar que trabajamos con un 
modelo completo sobre la realidad económica, y es a 
su vez fundamental el analizar el modelo en su con-
junto, ya que la utilización se hace conjuntamente de 
todo el modelo y el constructor debe saber cómo res-
ponde el mismo ante cambios en la política económica 
y las desviaciones que se producen con la realidad 
estudiada. 
Existen un gran número de estadísticos para la compa-
ración entre los valores calculados y los observados 
en un modelo, los más frecuentes son: 
- error medio (variación del nivel y porcentaje) 
- error absoluto medio (nivel y porcentaje) 
- varianza del error 
- coeficientes de desigualdad de Theil 
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4.3.2. Simulaciones deterministas 
Estos métodos son probablemente los más utilizados 
para la evaluación de los modelos empíricos. Aunque 
varian según nos encontremos con modelos lineales o 
no lineales. 
Podemos distinguir dos tipos de simulaciones: 
1. Simulación ex-post (con valores conocidos so-
bre las variables exógenas del modelo) 
2. Simulación ex-ante (con hipótesis sobre los 
varlores de las variables exógenas del modelo). 
La simulación ex-post tiene como objetivo verificar 
la coherencia del modelo por comparación entre los 
valores observados y los valores calculados de las 
variables endógenas, es denominada también como vali-
dación histórica. 
Los valores sobre las variables exógenas son los ver-
daderos, es decir, los observados, y la comparación 
que se lleva a cabo puede ser de dos tipos; bien con 
valores observados, para cada período de comparación. 
200. 
de las variables endógenas desplazadas a lo que lla-
maremos simulación estática, o bien con valores cal-
culados, para cada período, de las variables endóge-
nas desplazadas, a lo que denominaremos solución di-
námica . 
En resumen, para el período seleccionado de valida-
ción, se soluciona el modelo, con valores conocidos 
de las variables exógenas y con los factores de ajus-
te cero para todo el modelo. Los valores obtenidos se 
comparan con los verdaderos valores de las variables 
endógenas, mediante las medidas habituales sobre los 
errores. En la solución estática, los valores de las 
variables endógenas desplazadas no son los estimados 
en cada año por el modelo sino los históricos, y para 
la solución dinámica éstos son los valores calculados 
por el modelo. 
En la simulación ex-ante, se trata de ver la calidad 
o la mediocridad de las previsiones de un modelo. 
Así, HICKMAN (197.2), dice que en una previsión pueden 
intervenir tres factores: 
a) la fijación de las variables exógenas prevista 
b) los factores de ajuste 
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c) la fijación de una zona de previsión razona-
ble, donde se puden elegir valores tanto de 
las variables exógenas como de los factores de 
ajuste. 
Los diferentes tipos de simulación ex-ante, han sido 
recogidos por DELAU-MALGRANGE (1978) en el cuadro ad-
junto. 
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Las simulaciones del tipo I, corresponden a las pre-
visiones que normalmente se hacen con un modelo eco-
nométrico; en el que se dan valores previstos de evo-
lución para las variables exógenas y se hacen hipóte-
sis de evolución para los factores de ajuste. 
Las simulaciones del tipo II, tratan de aislar los 
efectos en la previsión de los factores de ajuste. 
Por tanto los valores de las variables exógenas serán 
los reales. Este tipo de simulación se suele efectuar 
para períodos inmediatamente después del período de 
estimación, en el que ya se conocen los valores tanto 
de las variables exógenas como endógenas, pero el mo-
delo no ha sido estimado para estos datos. 
Las simulaciones del tipo III y IV, corresponden a 
las hipótesis sobre los valores de futuro de las va-
riables exógenas, en las cuales los factores de ajus-
te son cero o bien solo recogen la evolución temporal 
de los errores debidos, por ejemplo, a un problema de 
autocorrelación, que es lo que denominamos ajustes 
mecánicos. 
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La simulación del tipo V, nos da las desviaciones del 
modelo para valores conocidos de las variables exóge-
nas con ajuste cero o ajustes mecánicos. Es el tipo 
habitual de simulación que se realiza junto con el II 
para períodos inmediatamente siguientes al período de 
estimación. 
CAPITULO 5 
ANÁLISIS CUALITATIVO DEL MODELO 
WHARTOM-UAM 
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5. ANÁLISIS ESTRUCTURAL CUALITATIVO DEL MODELO 
WHARTOM-UAM 
La aplicación de las líneas desarrolladas en el capí-
tulo tres, referente al análisis estructural cualita-
tivo, es el objeto básico del presente capítulo, así 
como la reespecificación del modelo Wharton-UAM, co-
mo consecuencia de la aplicación de esta metodología. 
En la primera parte, se hace una exposición detallada 
del modelo Wharton-UAM y de las áreas que lo componen 
que pueden resumirse en: 
- Precios - Valor Añadido y empleo 
- Gasto - Rentas 
Una vez descrito el modelo Wharton-UAM (en su versión 
dos), pasamos a analizar su funcionamiento, tanto en 
la parte estática como dinámica del mismo. Comproban-
do que se ajusta a lo que es habitual en la mayoría 
de los modelos de un tamaño similar, es decir, exite 
un gran número de variables y de relaciones que se 
resuelven de forma simultánea y que no dejan claro 
cual es el funcionamiento interno, que opera en este 
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amplio grupo de variables. Por consiguiente pasamos a 
analizar el bloque interdependiente dentro de este 
bloque. 
Los resultados obtenidos de este primer análisis han 
sido básicos para poder llevar a cabo la reespecifi-
cación del modelo, ya que volviendo a especificar las 
identidades sobre precios, e incorporando el cálculo 
de productividades tendenciales, el modelo pasa a te-
ner una estructura más recursiva que el anterior, te-
niendo un bloque interdependiente con menor número de 
variables implicadas. 
Con estas nuevas especificaciones, y cambiando las 
exportaciones e importaciones de bienes de la clasi-
ficación CUCI por las agrupaciones de las partidas en 
la nomenclatura NIMEXE, se efectúa una nueva 
estimación del modelo, dando lugar al modelo 
Wharton-UAM en su versión tres. El modelo del que se 
parte para el análisis se recoge en los anexos 1 a 4 
del capítulo, y la nueva versión del modelo en los 
anexos 5 a 6 del mismo (*). 
* En esta misma línea de análisis se encuentran los 
trabajos de GALLO y GILLI (1984) y GARBELY (1985). 
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5.1. ANTECEDENTES DEL MODELO WHARTON - UAM 
Los trabajos preparativos del modelo Wharton-UAM se 
iniciaron a principios de 1978, se desarrollan duran-
te 1979 y parte de 1980, en el contexto de los traba-
jos sobre la especificación y estimación de un modelo 
inicial de la economía española, llegándose en 
1980-81 a una colaboración formalizada entre equipos 
de investigación de Wharton Econometric Forecating 
ASS. (WEFA) y de la Universidad Autónoma de Madrid 
(UAM). 
A partir de junio de 1981, se inicia la labor de pre-
dicción macroeconómica con un horizonte de 4-5 años y 
una revisión trimestral de dichas predicciones. Des-
de enero de 1982, el modelo se incorpora al proyecto 
LINK. La especificación inicial del modelo se susti-
tuye en 1984 por la nueva versión Wharton-UAM/2, que 
constituye el punto de partida del presente análisis 
(*) La primera especificación del modelo español se 
debe a J.M. Viane, "Custom Union between Spain and 
EEC. An attempt at cuantification of the long-term 
effects in a general equilibrium framework". Ph.D. 
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5.1.1. Una visión resumida del modelo Wharton-UAM 
El modelo está diseñado principalmente para realizar 
predicciones a medio plazo de la economía española, 
así como la simulación de los posibles efectos de po-
líticas alternativas. 
Su enfoque es predominantemente keynesiano, en el 
sentido habitual de que su orientación básica es de 
demanda, siendo el crecimiento del PIB explicado, en 
primer término, por la demanda de sus principales 
componentes: consumo, inversión y comercio exterior 
de bienes y servicios. 
Los submodelos o áreas de análisis integradas en la 
versión actual, son las siguientes: 
1.- Precios 3.- Valor añadido y Empleo. 
2.- Gasto 4.- Rentas 
El modelo, aunque fuertemente interdependiente, puede 
ser interpretado, a efectos operativos de resolución, 
como aproximado a un modelo bloque-recursivo resolu-
ble en el orden indicado, con múltiples matizaciones 
que serán introducidas en los próximos epígrafes. 
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En otras palabras, conocidos costes salariales, pro-
ductividad, tipos impositivos y precios internaciona-
les, puede disponerse de un conjunto de deflactores 
para las variables básicas del modelo. 
Con estos precios, las necesarias variables de renta 
disponible y exógenas de política monetaria y activi-
dad mundial, principalmente, es posible calcular la 
evolución de los principales componentes del gasto. 
Determinado el PIB y sus componentes por el lado de 
la demanda, podemos pasar al cálculo de valores aña-
didos y empleos por grandes sectores económicos. 
Por último, procedemos a determinar renta disponible, 
ahorro y necesidades o posibilidades de financiación 
por sectores institucionales (familias, empresas y 
sector público), que -a su vez obligarían a rectifi-
car costes salariales, productividad, precios, gasto, 
El modelo es de un tamaño y complejidad que pueden 
considerarse como medios dentro de la práctica ma-
croeconométrica mundial. En el cuadro 1 adjunto resu-
mimos algunas de sus características. 
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Cuadro 1 
Características de tamaño del modelo Wharton-UAM/2 
A.- Número de variables implicadas 
Variables del modelo 369 
(sin considerar desplazadas) 
Endógenas : 317 
Exógenas : 52 
B.- Número de ecuaciones 
Ecuaciones de comportamiento 88 
Identidades 229 
C - Número de relaciones entre variables 
Relaciones directas entre variables 
pertenecientes al mismo momento del tiempo 714 
Relaciones entre variables con l 
período de desfase 188 
Relaciones entre variables con 2 ó más 
períodos de desfase 10 
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Tal como es habitual en este tipo de modelos, existe 
una acusada interdependencia entre variables, con un 
gran bloque central que resuelve simultáneamente más 
de la mitad de las endógenas del modelo. 
A efectos de aclarar la notación utilizada, además de 
incluir, en el Anexo 1 del capítulo la relación alfa-
bética de variables, indicaremos ahora como reglas de 
carácter general: a) la notación corresponde a letras 
claves de la denominación en inglés de la variable; 
b) las variables que incluyen al final la cifra 70, 
están expresadas en pesetas constantes de ese año; c) 
todas las variables de ingresos y gastos del sector 
público tienen como primera letra una G así como to-
dos los deflactores una P. Como nomenclátor resumido 
de variables, recordamos la significación de algunas 
de las letras iniciales más frecuentes: 
C = Consumo 
YD = Renta disponible 
IV = Inversión 
EX = Exportaciones 
IM = Importaciones 
Q = Valor añadido 
B = Balanza 
EP = Empleo 
TR = Transferencia 
WR = Tipo salarial 
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De las 52 variables exógenas, 14 de ellas están refe-
ridas al contexto internacional, en los diferentes 
aspectos de actividad (2), precios (6), salarios (2) 
y tipos de cambio (4). La relación de estas variables 
se incluyen en el cuadro 2 adjunto y corresponden a 
magnitudes de las que se dispone de predicciones en 
las publicaciones "World Economic Outlook" elaboradas 
por WEFA. 
Las restantes 38 variables exógenas del modelo co-
rresponden a muy diferentes aspectos no explícitamen-
te modelizados de la economía española: variables de-
mográficas (2), monetarias (3), de inversión (4), de 
política fiscal (18), de política de rentas (2), PIB 
potencial y diversas ficticias (9). Incluimos la co-
rrespondiente relación en el cuadro 3 adjunto. 
5.1.2. Base teórica del modelo 
No trataremos aquí de resumir los planteamientos teó-
ricos que han servido de base a la especificación del 
modelo. Tal exposición resultaría, además de prolija, 
relativamente arbitraria por la variedad de enfoques, 
matices y pruebas que supone una labor continuada de 
revisión del modelo durante más de seis años. 
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Cuadro 2 
Relación de exógenas internacionales 
del modelo Wharton-UAM 
WEXMG = índice de exportación mundial de productos 
manufacturados. 
WEXTO = índice del PIB real de la CEE 
PEWFU = índice de precios mundiales de exportación 
de petróleo (en dolares) 
PEWMG = índice de precios mundiales de exportación 
de productos manufacturados (en dólares) 
PEWP = índice de precios mundiales de exportación 
de materias primas (en dólares) 
PCPIT = Deflactor del consumo privado en Italia 
PCPFR = Deflactor del consumo privado en Francia 
PWTO = Deflactor del consumo privado en la CEE 
WRFR = Salario por empleado en Francia 
WRGF = Salario por empleado en R.F. Alemania 
REXIT = Tipo de cambio $/Lira 
REXFR = Tipo de cambio $/Franco francés 
REXGF = Tipo de cambio $/Marco 
XRAT = Tipo de cambio Peseta/$ 
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Cuadro 3 
Relación de exógenas no internacionales 
del modelo Wharton-UAM 
GIVT70 = Inversión pública 
NEXM = Emigración neta 
N = Población de hecho 
SPFBTAPF = Créditos del sistema bancario al sector 
privado 
SPFBCOACRE= Créditos a la exportación 
SPFRMCI = Rentabilidad de bonos industriales 
FRBL = Inversión extranjera en edificios y te-
rrenos 
FRDI = Inversión extranjera directa 
DINV70 = Variación de existencias 
DUW = Variable ficticia (nueve diferentes) para 
recoger climatología del año agrícola, 
crisis energética, cambio en series esta-
dísticas 
GDPMPOT = PIB potencial 
a 8 6 = Coeficientes en la modelización de im-
plantación del IVA (Catorce diferentes) 
RGIND = Proporción de impuestos indirectos (de 
importación o de producción) incluidos en 
el IVA 
RPIV = Proporción fiscalmente deducible de la 
inversión 
WRPOL = Variable de política salarial 
PIR = índice de precios de alquiler de viviendas 
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En el Anexo 2 incluimos un resumen de las estimacio-
nes por M.C.O. ó M.C.G. (procedimiento de Cochrane-
Orcut), de las diferentes ecuaciones del modelo, en 
general referidas al período 1960-84. 
Añadiremos sólo unos breves comentarios sobre cada 
una de las áreas fundamentales del modelo. Una idea 
de la importancia relativa de cada área en base al 
número de ecuaciones que le corresponden, puede dedu-
cirse del cuadro 4 adjunto. 
5.1.2.1. Precios y salarios 
Aunque seguidores de una tradición keynesiana en la 
determinación de salarios, no hemos incluido una 
ecuación de comportamiento, tipo Philips, en la línea 
habitual de relacionar incrementos salariales, varia-
ciones de precios y nivel de desempleo. 
La variante utilizada en el modelo Wharton-UAM, ha 
sido la de determinar la tasa de variación de los sa-
larios monetarios (WRATE) a través de una variable 
institucional de presión salarial (WRPOL) que afecta 
a la suma de variación procedente de precios (PCPRA-
TE) y productividad (GD70ERATE) 
WRATE = [PCPRATE (-1)+GD70ERATE] X WRPOL 
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Cuadro 4 
Numero de ecuaciones del modelo Wharton-UAM por 
áreas y grupos de variables 
Área y grupos de variables 
I.- Área "Precios" 
1.1»- Deflactores consumo 
I.2.- Deflactores inversión 
I.3.- Deflactores exportaciones 
I.4.- Deflactores importaciones 
I.5.- Deflactores demanda agregada 
I.6.- Deflactores valores añadidos 





II.5.- Demanda agregada 
II.6.- Balanza de Pagos 
II.7.- Capital 
III.- Área "Valor Añadido y empleo" 
III.1.- Valor añadido por sectores 
III.2.- Empleo y paro 
Numero de ecuaciones 















!V.- Área "Rentas" 
IV.1.- Familias 
IV.2.- Empresas 


























































Naturalmente, tal proceso de cálculo transfiere una 
parte decisiva de la determinación de las variaciones 
salariales a la exógena de presión salarial. Sin em-
bargo, tal enfoque se muestra como especialmente fle-
xible para permitir simulaciones de política alterna-
tiva de acuerdo salarial gobierno-patronales-sindica-
tos, que vienen siendo habituales en España durante 
los últimos años. 
El bloque de ecuaciones de precios permite calcular 
un total de 72 deflactores implícitos que el modelo 
necesita utilizar para su resolución conjunta. 
Conceptualmente, estos diferentes índices de precios 
podrían clasificarse en cuatro grandes grupos: 
a) Deflactores de los Valores Añadidos de los dife-
rentes sectores. 
b) Precios de importación por tipos de bienes. 
c) Deflactores de los diferentes componentes de la 
demanda agregada. 
e) Otros deflactores. 









































Como puede verse, las ecuaciones de precios del mo-
delo se determinan en primer lugar a nivel de valores 
añadidos sectoriales, para pasar, en segundo término, 
al cálculo de deflactores por partidas de la demanda 
desagregada. 
En el primer escalón, las variables claves son las de 
salarios y productividad (en línea estrictamente 
keynesiana), aunque en alguna ecuación interviene 
también una variable de precio de uso de los bienes 
de capital, de tradición claramente neoclásica. En el 
segundo escalón, de paso de deflatores sectoriales a 
los de los componentes de la demanda final, se in-
corporan otras variables tales como precios de impor-
tación y presión fiscal indirecta. 
a.- Deflatores de los Valores Añadidos 
Aunque la posibilidad de enfoques teóricos es muy va-
riada la experiencia econométrica internacional pare-
ce inclinarse hacia modelizaciones basadas en la teo-
ría del "mark-up", es decir a una explicación de los 
precios de producción como margen comercial sobre 
unos costes unitarios definidos a partir de sus com-
ponentes más significativos. 
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Tal planteamiento supone partir de aquellos elementos 
integrantes de costes unitarios de producción que 
puedan tener más influencia en el proceso de transmi-
sión de costes a precios ("cost-push"). Las empresas 
ajustarán sus precios a variaciones en los costes de 
partidas tales como trabajo, capital, "inputs" ener-
géticos u otras materias primas o productos interme-
dios. Incluso una deducción teórica, podría conducir-
nos a expresiones del tipo: 
A ln precio produceión= 
= 2 ln precio componente coste i. x participa-
ción en el coste del componente i. 
Los componentes concretos que se han utilizado en 
nuestro modelo para explicar el comportamiento del 
deflactor del valor añadido sectorial (PS) han sido: 
1) índice de coste salarial por persona empleada 
(ULCIND) complementado para cada sector por una 
medida de productividad, como valor añadido por 
persona empleada en el sector, (QSEP=QS70/EPS). 
2) índice de coste de uso del capital (PCIV), calcu-
lado en nuestro caso como producto del propio de-
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flactor de la inversión fija no residencial 
(PIVF) por un factor corrector que considera la 
presión fiscal sobre beneficio (RPP), la propor-
ción fiscalmente deducible de la inversión (RPIV) 
y un indicador del tipo de interés a largo plazo, 
como puede ser el tipo de rendimiento de las 
obligaciones industriales (SPFRMCI): 
PCIV = PIVF x (100-RPPxRPIV+SPFMCI)/(100-RPP) 
3) Precios de importación del conjunto de bienes o 
de las partidas más significativas para el sector 
(PMG). 
En resumen pues, la ecuación tipo para el deflactor 
del Valor Añadido de un sector S, es la siguiente: 
PS= aQ+a1 ULCIND+a2 QS70/EPS +a3 PCIV+a4 PMG 
b.- Precios de importación de bienes y servicios 
Los deflactores de las diferentes partidas de impor-
tación de bienes considerados por el modelo, PMN, en 
que N= 0+1, 2+4, 3, 5+6+8+9 ó 7 de la CUCI, se deter-
minan incialmente en dólares (PMND) para pasar poste-
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riormente a pesetas (PMNT) y, por último se le añade 
la presión fiscal indirecta sobre la importación. 
A las ecuaciones de precios de importación de bienes 
hay que añadir las específicas de los deflactores pa-
ra pagos por turismo (PMTO) y otros servicios tales 
como seguros y fletes (PMS). En ambos casos, la va-
riable explicativa utilizada es un deflactor repre-
sentativo de la evolución de los precios en un con-
junto de países. 
c - Deflactores de los componentes de la demanda 
Aparte de los efectos diferenciales sobre los precios 
de consumo final, (PD), por parte de la presión fis-
cal indirecta que grava la producción (GINDTIVA) como 
porcentaje sobre el PIB, 
PD= PDT x (1 + GINDTIVA/GDPM) 
los precios de los diferentes componentes de la de-
manda pueden considerarse como una media ponderada de 
los deflactores de los valores añadidos de los pro-
ductos que componen o los sectores que abastecen esa 
demanda. Por ello, la ecuación tipo hace depender ese 
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deflactor antes de impuestos indirectos (PDT), de los 
deflactores sectoriales de V.A. (PS) y de los precios 
de importación (PMG), considerando las dos componen-
tes de inflación, interior y exterior 
PDT= a„ + a. PS + a. PMG 
O 1 2 
En el caso particular del deflactor del consumo pú-
blico y de los ingresos por turismo, la variable de 
referencia ha sido el deflactor del consumo privado 
(PCP). 
d.- Otros deflactores 
Por una parte, se trata, para diferentes agregados, 
(16 en total), deducir el deflactor como cociente en-
tre valores corrientes y constantes, obtenidos ambos 
valores por suma de sus componentes, utilizando para 
el cálculo de constantes los deflactores de componen-
tes parciales anteriormente comentados. 
Adicionalmente, a nivel de simples transformaciones 
que intervienen como variables explicativas en otras 
ecuaciones del modelo, han sido definidas 15 varia-
bles auxiliares de precios. 
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Una de ellas es un índice de la relación entre pre-
cios de inversión en vivienda y alquileres, variable 
que interviene en la ecuación de inversión en vivien-
da. 
Otras cinco son relaciones entre precios de importa-
ción por partidas y deflactores del Valor Añadido en 
agricultura e industria, variables que actúan como 
explicativas en las correspondientes ecuaciones de 
importación. 
También cinco transformaciones auxiliares permiten 
calcular la relación entre precios nacionales de ex-
portación, corregidos por un índice de tipo de cambio 
efectivo respecto a un conjunto de monedas (RATIND) y 
los precios mundiales para el mismo tipo de produc-
tos. Estas variables interviene en las ecuaciones de 
exportación por partidas. Para el caso particular de 
la exportación de turismo, se utiliza una variable 
(PCPW) de relación de precios entre España (PCP) y la 
media de Italia .(PCPIT) y Francia (PCPFR), transfor-
madas en unidades comparables al corregirlos por los 
respectivos índices de tipo de cambio respecto al dó-
lar: peseta/dólar (XRATIND) dólar/lira (REXITIND) y 
dólar/franco (REXFRIND). 
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Por último, la relación entre precios de los V.A. 
sectoriales y el índice general de precios del PIB, 
definen cuatro nuevas transformaciones auxiliares que 
intervienen en alguna de las especificaciones de las 
ecuaciones de V.A. sectorial. 
5.1.2.2. Gasto 
El área de gasto es, como en todo modelo de enfogue 
keynesiano, la parte central del mismo. Se trata de 
determinar los principales componentes de la demanda, 
desagregando convenientemente consumo, inversión, ex-
portaciones e importaciones. 
a.- Consumo 
A nivel de consumo se diferencia entre privado y pú-
blico y, dentro del primero, entre productos alimen-
ticios y no alimenticios. 
El consumo privado queda explicado, en la más pura 
tradición neo-keynesiana, por la renta disponible, 
con diversas matizaciones sobre evolución temporal, 
distribución y consideración en términos "per capita". 
226. 
Concretamente la ecuación de consumo de productos 
alimenticios "per capita" (CF70N) queda expresada en 
función de renta disponible por persona (YDH70N) y 
del consumo de período precedente. 
ln CNF70N= a„ + a. ln YDH70N + a. ln CF70N (-1) O l 2 
mientras que para los productos no alimenticios se 
considera el consumo total (CNF70) en función, auto-
regresiva, de la renta disponible (YDH70) y de la 
participación de las rentas salariales ( WAGEYD) 
ln CNF70N= b + b , ln YDH70N + b„ ln WAGEYD O 1 2 
La ecuación de consumo público (CG) es de carácter 
puramente auxiliar y, en lugar de considerar a este 
consumo como exógeno, queda explicado por el consumo 
privado (CP) y su propia evolución: 
ln CG70= c + c. ln CP70 + c0 ln CG70 (-1) 
O 1 2 
b.- Inversión 
Con respecto a la inversión, se desagrega ésta por 
sectores institucionales (pública y privada) y por 
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tipos de productos (equipo y material de transporte, 
construcción no residencial, construcción residencial 
y variación de existencias). 
La base teórica aceptada para la especificación de 
nuestras ecuaciones de inversión, es mezcla de desa-
rrollos keynesiano y neoclásicos con adicciones sobre 
su financiación. 
Como variable de actividad se incluye la tasa de uti-
lización de la capacidad productiva (CUG). El tipo de 
interés queda incorporado en la variable más general 
de coste de uso del capital. Esta variable neoclásica 
de coste de uso, incluye además la presión fiscal so-
bre beneficios y la desgravación fiscal, en la línea 
habitual de Jorgenson. En el modelo interviene con 
relación al coste salarial (WRC). Las posibilidades 
de financiación de la inversión se recogen a través 
de una variable crediticia (SFINARC), y parcialmente, 
del montante de inversión extranjera (RFDIR). Así pa-
ra la inversión privada en equipo: 
ln IVEQPR70=a +a. ln SFINARC (-1) +a, ln CUG(-l) 
+ a„ ln RFDIR+a. ln WRC 
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c - Comercio exterior 
La presente versión parte de un análisis del comercio 
exterior agregado en los siguientes cinco subgrupos 
de la "Standard International Trade Classification" 
(SITC, o CUCI en español): 
0+1 = Productos alimenticios 
2+4 = Materias primas industriales 
3 = Petróleo 
5+6+8+9 = Productos manufacturados 
7 = Bienes de equipo y material de transporte 
En concreto las ecuaciones de exportación están ex-
plicadas en general por: a) la relación de precios 
internos/exteriores; b) el nivel de actividad mun-
dial; c) las posibilidades de crédito para financiar 
las operaciones de exportación. 
De esta forma, una ecuación típica para el grupo de 
producto l, sería: 
ln EXiR= a +ax ln PXiW+a^TWEXi+a^uSPFBCOACRE 
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Por su parte, las ecuaciones de importación de bie-
nes, dependen en general de: a) una variable de acti-
vidad interior y b) la relación de precios internos/ 
exteriores: 
ln IMiR= b^ + b. ln PMiQ + b_ ln Q 
O Í 2 
en que Q hace referencia al sector de actividad rela-
cionado con el tipo de productos importados. 
Aparte del comercio exterior de bienes, se modelizan 
los ingresos y pagos por turismo (EXTO e IMTO) y 
otros servicios en particular seguros y fletes, (EXSO 
e IMSO). Los ingresos por turismo quedan explicados 
en función de los precios relativos de consumo entre 
España y Francia e Italia, corregidos por la evolu-
ción del tipo de cambio (PCPW) y una variable de 
demanda tal como el PIB de los países de la CEE 
(WEXTO): 
ln EXT070= c + c, ln PCPW + c0 WEXTO o 1 í 
Los pagos por turismo de españoles en el extranjero 
se hace depender de la misma variable de precios re-
lativos, de la renta familiar disponible y del tipo 
de cambio de la peseta 
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ln IMTO70= d + d. ln PCPW + d0 ln YDH70 + 
O 1 2 
+ d3 ln XRATIND 
Ingresos y pagos por seguros y fletes se explican a 
través de una variable conjunta de actividad del co-
mercio exterior, obtenida como suma de importaciones 
y exportaciones (IMEX) 
ln EXS070 = d +d, ln IMEX 
o l 
ln IMS070 = e + e, ln IMEX 
o l 
Las inevitables discrepancias estadísticas entre los 
datos desagregados de comercio exterior (Dirección 
General de Aduanas) y los agregados (Balanza de Pagos 
y Contabilidad Nacional), se modelizan a través de 
ecuaciones auxiliares, verificándose las identidades 
EXBPG - EXGTOT + SDEXBPG 
IMBPG * IMGTOT + SDIMBPG 
con 
EXBPG, IMBPG = Exportaciones o importaciones de 
bienes en Balanza de Pagos 
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EXGTOT,IMGTOT= Exportaciones o importaciones de 
bienes en Dirección General de 
Aduanas, obtenidas como: 
EXGTOT = £ EX. 
V i = 0 + 1, 7 
IMGTOT = SIM. 
Para incorporar, a su vez, los valores de EXBPG e 
IMBPG en Contabilidad Nacional es preciso tener en 
cuenta que el PIB a precios de mercado queda definido 
por la identidad. 
GDPM = CP + CG + IVT + EXGS - IMGS 
es decir, consumo (privado y público), más inversión, 
más exportaciones de bienes y servicios menos impor-
taciones de bienes y servicios. Fijándonos en estos 
dos últimos sumandos, que son los que ahora nos afec-
tan, el modelo, hemos visto que, diferencia entre tu-
rismo y otros servicios, estableciendo una nueva va-
riable de ajuste estadístico, ahora entre Balanza de 
Pagos y Contabilidad Nacional: 
EXGS = EXBPG + EXTO + EXSO + SDEXGS 
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IMGS = IMBPG + IMTO + IMSO + SDIMGS 
d.- Balanza por cuenta corriente 
Fijándonos ya exclusivamente en las variables a in-
cluir en balanzas con grado creciente de cobertura, 
se han utilizado las siguientes identidades: 
Balanza de bienes: 
BBP = EXBPG - IMBPG 
Balanza de bienes y servicios (excluidas rentas de 
capital y tecnología): 
BBPGS = BBPG + (EXTO-IMTO) + (EXSO-IMSO) 
Balanza de bienes y servicios (incluidas rentas de 
capital y tecnología): 
BBPGSS = BBPGS + (RFRI - PFRI) 
Balanza de transferencias: 
BTR = TRTHFRWN + TROCFRWN + TRTGGFRWR 
Balanza por cuenta corriente: 
BCA = BBPGS + BTR 
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Las variables integrantes de las diferentes balanzas 
habían ya sido anteriormente comentadas con la excep-
ción de las correspondientes a rentas de capital y 
tecnología y transferencias. 
Los pagos por rentas de capital y tecnología (PFRI) 
se modelizan básicamente a partir de la inversión ex-
tranjera directa en España (FRDI) y del tipo de cam-
bio pta/$ (XRATIND): 
PFRI - a^^ FRDI+a2 XRATIND+a3 PFRI (-1) 
En cuanto a tranferencias, el primer componente, el 
más importante, es el saldo neto de las remesas de 
emigrantes (variable TRTHFRWN) que corresponde a la 
partida B.9.1. de la Balanza de Pagos. El segundo 
componente recoge el resto de las transferencias ne-
tas al sector privado (TROCFWN), que en nuestra B.P. 
corresponde a las partidas B.9.2. (transferencias de 
capial de emigrantes) y B.9.3. (otras transferencias 
privadas). Por último, debe añadirse el saldo neto de 
las transferencias al sector público (TRTGGFRWR), 
partida B.10. 
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Tomaremos como punto de referencia sobre este tipo de 
variables, las transferencias de emigrantes, explica-
das a través de la población emigrante española 
(KNEXM) y de la evolución de los salarios en los paí-
ses más significativos como destino de nuestros emi-
grantes, corregidos por los correspondientes tipos de 
cambio respecto a la peseta (WRFGS): 
ln TRTTHFRWN= a + a. ln KNEXM + a_ ln WRFGS O 1 2 
e.- Capital 
Como complemento de las ecuaciones de inversión ante-
riormente consideradas, el modelo Wharton-UAM incor-
pora un conjunto de ecuaciones para el cálculo de 
amortizaciones y "stock de capital", desagregado este 
último entre capital fijo privado no residencial 
(KVFP), capital residencial (KVH) y capital público 
(KGVT). 
Así, por ejemplo, el capital residencial queda esta-
blecido cada año en base al "stock" precedente am-
pliado en la inversión bruta (IVH) y deducidas amor-
tizaciones (CCAH): 
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KVH = KVH (-1) + IVH - CCAH 
Las inversiones ya han sido anteriormente objeto de 
explicación y las amortizaciones se determinan a par-
tir de unas tasas de amortización (AMORFH) explicadas 
mediante ecuaciones auxiliares puramente autocorre-
gresivas 
ln AMORFH = aQ + ax ln AMORFH (-1) 
5.1.2.3. Valor añadido y empleo 
La determinación de valor añadido y empleo se realiza 
a nivel de cuatro sectores: agricultura, industria, 
construcción y servicios. 
Los respectivos valores añadidos para cada sector se 
obtienen a partir de ecuaciones que consideran el vo-
lumen de producción por una parte (o una "proxy" de 
actividad) y la evolución relativa de precios del 
sector respecto al conjunto de la economía por otra. 
Qi70 = a^ + a DDÍ70 + PPi 
o o 
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La variable más significativa, la de actividad, se 
adapta para cada sector a las macromagnitudes expli-
cadas por el modelo que resultan de más directa rela-
ción. Así, para la agricultura (donde intervienen 
además ficticias relacionadas con la climatología) la 
variable de demanda se obtiene por suma de consumo de 
productos alimenticios y exportaciones de este tipo 
de productos 
DDA70 = CF70 + EX01R 
Similarmente, para la industria se considera el efec-
to conjunto de inversión, consumo no alimentación y 
exportaciones de manufacturados. 
DD70 - IVT70 + CNF70 + EX7R + EX5689R 
Para la construcción se consideran dos variables se-
paradas de demanda, las inversiones en construcción 
residencial y no residencial (IVH70 y IVBNH70). Por 
último, el sector servicios utiliza como "proxy" de 
demanda, consumo no alimentación, consumo público y 
exportaciones de servicios: 
DDS70 = CNF70 + CG70 + EXS070 
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Naturalmente, la suma de los valores añadidos secto-
riales nos permiten disponer del PIB a coste de fac-
tores: 
GDPC70 = QAG70 + QIND70 + QCST70 + QSER70 
que corregido por subvenciones e impuestos indirectos 
ligados a la producción deberá coincidir con el PIB a 
precios de mercado determinado vía demanda, salvo una 
variable de ajuste estadístico (SDGP70): 
GDPM70 - GDPC70 + GINDT70 - GSUBS70 + SDGDP70 
A partir del valor añadido sectorial se calcula la 
productividad aparente por persona ocupada (QiEP) y 
junto con una variable complementaria de coste sala-
rial por persona ocupada (ULCIND), se determina la 
población empleada por sectores en el caso más gene-
ral mediante una relación del tipo: 
ln EPi = aQ + ax ln QiEP (-1) + a2 ln ULCIND + 
+a3 ln EPi (-1) 
Por suma de los empleos sectoriales se obtiene la po-
blación ocupada (EP) y por diferencia a la población 
activa calculada (LFCV), se determina el paro: 
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UP = LFCV - EP 
La tasa de actividad (LFCVN = LFCV/N, siendo N la po-
blación) se determina a través de una ecuación de 
comportamiento en que interviene junto a la propia 
dinámica del fenómeno, la tasa de desempleo (UPRATE) 
como indicativa de las propias dificultades del mer-
cado de trabajo que inciden en la "población desani-
mada" . 
ln LFCVN = bQ + bx ln UPRATE + b2 ln LFCVN (-1) 
5.1.2.4. Rentas 
En este área del modelo, se determina para cada uno 
de los tres grandes sectores institucionales conside-
rados -familias, empresas y sector público-, la renta 
disponible, el ahorro y las necesidades o posibilida-
des de financiación. Integrados estos resultados en 
una cuenta única, disponemos de las necesidades o po-
sibilidades de financiación de la nación respecto al 
resto del mundo, cifra que nos sirve de contraste de 




Determinada la tasa de variación del salario por per-
sona empleada (WRATE) en el área de precios y sala-
rios, es inmediato el cálculo de la masa salarial, 
con o sin cargas de la Seguridad Social 
WAGE = WR x EP 
SALR = WAGE + GCSH 
La renta familiar disponible se obtiene como suma de 
estas rentas salariales junto con las rentas netas de 
la propiedad (NWI), las prestaciones sociales a las 
familias (GBSS), transferencias (TROH) y deducidos 
los impuestos sobre la renta y patrimonio de las fa-
milias (GTH) y las cotizaciones sociales a cargo de 
los trabajadores (GCSH): 
VDH = SALR + NWI + GBSS + TROH - GTH - GCSH 
Naturalmente, estos distintos componentes de renta 
son a su vez modelizados, aunque no entraremos aquí 
en el detalle de especificación de cada una de las 
ecuaciones. 
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De renta disponible se pasa al ahorro al deducir los 
gastos ya conocidos del consumo privado. 
SH = YDH - CP 
y de este al cálculo de las necesidades o posibilida-
des de financiación de las familias al deducir del 
ahorro, la inversión familiar en viviendas y sumarle 
las transferencias: 
FINH = SH - IVH + TRCAFRGH 
b.- Empresas 
Para el sector institucional de empresas, partimos 
del excedente bruto de explotación, una vez deducidos 
del PIB a coste de factores los costes salariales y 
amortizaciones: 
SUCP = GDPC - SALR - CCAG 
De este excedente bruto es preciso deducir las rentas 
de la propiedad pagadas por las empresas (NWICP), en 
nuestro modelo obtenidas como suma de seis distintos 
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componentes, los impuestos directos sobre las empre-
sas (GTCP) y las transferencias y prestaciones netas 
de las empresas (SDSUCP): 
SPC = SUCP - NWICP - GTCP - SDSUCP 
La capacidad o necesidad de financiación de las em-
presas queda establecida al corregir el ahorro bruto, 
con las transferencias de capital recibidas de las 
Administraciones Públicas y deducir la inversión em-
presarial fija, la variación de inventarios y los im-
puestos sobre capital: 
FINCP = SCP + (TRCAFRG - TRCAFRGH) - IVFP - DINV -
- GCAP 
c - Adminitraciones Públicas 
La cuenta de renta de las Administraciones Públicas 
exige de inicio el cálculo de sus ingresos y gastos 
corrientes. Entre los primeros, están principalmente 
los ingresos impositivos, que el modelo determina en 
cinco grandes agregados: 
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- Impuestos indirectos sobre la importación (GINDTI) 
- Impuestos indirectos ligados a la producción 
(GINDTP) 
- Impuestos sobre la renta y el patrimonio de las 
familias (6TH) 
- Impuestos indirectos sobre las empresas (GTCP) 
- Cotizaciones sociales (6CS) 
La modelización de los dos primeros impuestos consi-
derados resulta especialmente compleja por la exigen-
cia de disponer de un sistema de cálculo que se adap-
ta a la situación antes y después de la implantación 
del IVA. 
Para los diferentes impuestos, la ecuación utilizada 
parte, como es habitual, de la macromagnitud objeto 
de tributación. Así, por ejemplo, 
ln GTCP = a„ + a. ln SCP 
o l 
es decir los impuestos directos sobre empresas son 
función de los resultados de explotación, utilizándo-
se como "proxy" el ahorro bruto de las empresas. 
Si a los ingresos fiscales, se suman los ingresos de 
la propiedad y la empresa de las Administraciones Pú-
blicas, obtenemos la práctica totalidad de los ingre-
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sos corrientes (GINGCO). Por su parte, los gastos 
corrientes (GGASCO) se obtendrían como suma, princi-
palmente, de subvenciones (GSUBS), pago por intereses 
(GINT) y prestaciones sociales (GGBSS). 
La renta bruta disponible de las A.P. queda definida 
por diferencia entre estos ingresos y gastos corrien-
tes, (corregida por el consumo de capital fijo, CCAG): 
YDG= GINGCO - GGASCO + CCAG 
El ahorro público se obtiene por diferencia entre 
renta y consumo 
SG= YDG - CG 
y las necesidades de financiación de las Administra-
ciones Públicas, añadiendo los ingresos por impuestos 
de capital (GCAP) y deduciendo transferencias de ca-
pital (TRCAFRG) e inversiones (fijas GIVT y en terre-
nos GTER): 
GFINAN= SG + GCAP - TRCAFRG - GIVT - GTER 
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Como indicamos anteriormente, el modelo permite obte-
ner la renta nacional disponible, el ahorro nacional 
bruto y la necesidad o posibilidad de financiación 
del país como suma de los tres componentes institu-
cionales diferenciados. 
A partir de aquí puede relacionarse la financiación 
requerida del resto del mundo, deducida de este aná-
lisis de rentas, y el saldo de la balanza corriente, 
obtenido en el área de gasto. 
5.2. ANÁLISIS CAUSAL DEL MODELO WHARTON-UAM 
La primera etapa del análisis consistirá en determi-
nar los conjuntos de variables interdependientes y 
ordenar estos conjuntos por niveles jerárquicos. Sólo 
las relaciones entre subconjuntos de variables para 
el período t (presente) son consideradas, por ello se 
puede afirmar que esta configuración causal del mode-
lo se corresponde con el funcionamiento a corto plazo 
del mismo. 
En la segunda etapa, se tendrán en cuenta las carac-
terísticas dinámicas del modelo, y se incluirán las 
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relaciones causales entre variables en diferentes mo-
mentos del tiempo. 
La tercera etapa del análisis, estará dedicada al 
bloque simultáneo principal, en el que aparecen la 
mayoría de las variables con relevancia económica del 
modelo y que recogen el esquema básico de funciona-
miento del mismo. 
La última etapa del análisis esta dedicada a los cam-
bios que se ven como necesarios para un mejor funcio-
namiento del modelo y, la nueva especificación que 
surge del análisis. 
5.2.1. Estructura estática del modelo 
Las relaciones entre variables existentes en el mode-
lo Wharton-UAM, se resumen en el Anexo 3 (input ini-
cial del programa CAUSOR), recogiendo para ecuaciones 
de comportamiento (EQ) e identidades (ID) la variable 
explicada en el primer miembro de cada igualdad y las 
explicativas en el segundo miembro. 
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Un primer resultado del análisis causal del modelo es 
el determinar su orden de resolución. El cuadro 6 
muestra la existencia de dos bloques interdependien-
tes, uno de ellos de tamaño especialmente elevado 
(173 variables) y otro muy reducido (sólo 4 varia-
bles). Dichos bloques interdependientes serán breve-
mente notados por la primera variable de cada uno de 
ellos (CF70N y UPRATE). 
La relación total de las 369 variables del modelo se 
incluye en el cuadro 7 adjunto (las variables exóge-
nas precedidas de una raya) según un orden que res-
ponde a la propia ordenación de las ecuaciones del 
modelo. Así la primera ecuación explica el 
comportamiento del consumo "per capita" de productos 
alimenticios en pesetas constantes de 1970 (CF70N) en 
función de la renta familiar disponible también "per 
capita" (YDH70N), siendo estas las dos primeras 
variables del listado. 
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Cuadro 6 


















Relación de variables del modelo 



















































































































































































































































































































































































Una visión global de los lazos causales del modelo 
para un mismo período de tiempo, excluidas las rela-
ciones internas entre las variables integrantes de 
los bloques interdependíentes, queda recogida en el 
esquema del cuadro 8 adjunto. Las relaciones causales 
deben interpretarse en el sentido | , es decir cómo 
cada variable en horizontal influye sobre cada varia-
ble en vertical. Las variables relacionadas en hori-
zontal son todas las exógenas (las primeras 52) y, 
separadas por un blanco, continúan las endógenas, ex-
cepto las interiores a cada bloque que quedan resumi-
das en una sola por bloque (CF70N y UPRATE). En ver-
tical están todas las mismas variables y en el mismo 
orden, con excepción de las exógenas. 
El orden causal de las variables es el exigido por la 
resolución del modelo. Así vemos un primer grupo de 
endógenas (las 31 primeras) cuya determinación depen-
de sólo de las exógenas. Esta relación está señalada 
en la casilla de cruce por una B, indicativo de cone-
xión básica (de eliminarse quedan desconectadas las 
variables implicadas por no existir ninguna otra re-
lación posible de carácter indirecto). 
Cuadro 8 
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Las siguientes 23 variables (hasta completar la lista 
de 54 variables que denominamos variables "fuente" en 
el esquema resumido del cuadro 6 presentan relaciones 
básicas (B), directas (D) -pero no básicas, es decir 
no eliminables al cortar ese solo lazo- e indirectas 
(I) hasta llegar al primer bloque interdependiente. 
Dicho primer bloque queda subsumido en el esquema por 
la variable CF70N, provocando una línea singularmente 
plena de lazos básicos o directos con múltiples va-
riables. Nueve variables después, se encuentra el se-
gundo bloque, resumido en UPRATE. La línea correspon-
diente no resulta muy significativa en cuanto a rela-
ciones causales directas se refiere (como era el caso 
del bloque anterior) debido a su reducido tamaño. 
Las últimas 77 variables del esquema corresponden a 
magnitudes que quedan determinadas causalmente en 
forma recursiva una vez resueltos los bloques simul-
táneos . 
El modelo se descompone en ciento cuarenta y dos blo-
ques, agrupados en catorce niveles. Solo dos de estos 
bloques tiene una cardinalidad superior a uno, es de-
cir, el resto de bloques son univariantes. El total 
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de relaciones interdependientes que componen este 
sistema jerarquizado está reseñado en el cuadro 9. 
Analicemos cada uno de los catorce niveles jerárqui-
cos a los que ha dado lugar. 
El nivel cero de jerarquización corresponde a las va-
riables exógenas del modelo, cincuenta y dos en to-
tal, que ya han sido comentados en un apartado ante-
rior. 
El nivel uno, está compuesto por un total de bloques 
igual a treinta y uno, cada uno de los cuales, con-
tiene una sola variable o relación y su determinación 
dentro del nivel es recursiva. 
En este primer nivel se encuentran las transferencias 
de las Administraciones Públicas con el resto del 
mundo y, todas las variables de precios de importa-
ción (expresadas en dólares), así como los tipos de 
cambio de la peseta con respecto al dólar, el marco y 
la lira. Se podría decir que este nivel se caracteri-
za por la determinación de las variables sobre comer-
cio exterior, que son necesarias para el cálculo del 
2 5 3 . 
Cuadro 9 
E s t r u c t u r a j e r á r q u i c a por n i v e l e s 
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resto de variables macroeconómicas internas. 
Es de mencionar, que en este nivel se localiza tam-
bién el empleo en la agricultura. La determinación de 
esta variable se lleva a cabo, a través de la produc-
tividad del sector agrícola y, del ratio de desem-
pleo, ambas en el período t-1. Como solo estamos con-
siderando el periodo t, este es el motivo de que apa-
rezca esta variable en el primer nivel. 
El segundo nivel de jerarquización, está compuesto 
por catorce bloques, que incluyen a su vez una sola 
variable o relación en cada uno. Intervienen un total 
de doce variables exógenas entre las que destacan, 
los tipos de cambio, el número de emigrantes, los sa-
larios en Francia y Alemania y la inversión extranje-
ra. La determinación de cada variable dentro de este 
nivel, también se realiza de forma recursiva, y co-
rresponden fundamentalmente a: precios de importación 
en pesetas; remesas de emigrantes y; a pagos y rentas 
por inversión en el extranjero. 
El nivel tres, incluye seis bloques que determinan 
otras tantas variables del modelo. 
255. 
Las variables principales que aparecen en él son las 
transferencias de las familias y otras transferencias 
privadas, que vienen determinadas por las remesas de 
emigrantes, calculadas en el nivel dos. 
El cuarto nivel, hace referencia a la balanza de 
transferencias, obtenida a partir del nivel anterior, 
en el que se determinaban las transferencias tanto de 
las familias, como otras transferencias privadas, y 
del nivel uno, en el que se obtuvieron las transfe-
rencias de las Administraciones Públicas con el resto 
del mundo. 
En el nivel cinco, sólo existe un bloque, con una so-
la variable, las rentas de la propiedad y de la em-
presa al resto del mundo, obtenida directamente de 
los pagos y las rentas de inversión en el extranjero, 
calculada en el nivel dos. 
El sexto nivel está compuesto por un solo bloque, 
contiene 173 variables y es el bloque interdependien-
te principal. Sobre él actúan cincuenta de las cin-
cuenta y dos variables exógenas del modelo. Intervi-
niendo en él directamente variables exógenas tales 
como el nivel de actividad mundial, los créditos y 
256. 
tipos de interés, la población, la inversión pública, 
los tipos impositivos del IVA y la presión salarial. 
A este nivel aparte de las variables exógenas ya men-
cionadas, llega información desde el nivel dos, por 
medio de los precios de importación en pesetas; del 
nivel tres, mediante las transferencias de las fami-
lias; y de los niveles cuatro y cinco, a través de la 
balanza de transferencia y las rentas de la propiedad 
y de la empresa al resto del mundo, respectivamente. 
La determinación de las variables que intervienen se 
realiza de forma simultánea. 
Este nivel será objeto de tratamiento especial, por 
tratarse de la parte esencial del modelo, ya que en 
este bloque se determinan las variables con más rele-
vancia económica (consumo, inversión, comercio exte-
rior, deflactores, rentas de las familias, financia-
ción de las empresas, impuestos de las Administracio-
nes Públicas, prestaciones de la Seguridad Social, 
empleo y valores añadidos). 
Para una mayor comprensión de lo comentado hasta el 
momento, consultar cuadro 10. 
257. 
Cuadro 10 
Principales Relaciones entre las variables del modelo 
presión actividad credito/tipos población 
salarial mundial interés 
I I 
t ipos IVA inversión 
publica 
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258. 
El nivel siete, lo componen cuarenta y dos bloques, 
de los cuales solo uno, el denominado UPRATE, contie-
ne cuatro variables, que define a su vez un nuevo 
bloque interdependiente, y el resto de bloques, con-
tienen tan solo una variable cada uno. 
El funcionamiento de este nuevo bloque simultáneo es 
el siguiente: 
que define en el modelo, la tasa de actividad y paro 
de la economía. 
El resto de bloques, pueden agruparse bajo la denomi-
nación de transformaciones diversas, necesarias para 
el cálculo de los siguientes niveles y para la obten-
ción de la información detallada sobre la economía 
española. 
259. 
De los cuarenta y dos bloques que forman el nivel, 
solo veinte dan información al nivel siguiente exis-
tiendo por tanto veintidós bloques de los que denomi-
naremos a término o variable pozo. 
El octavo nivel de jerarquización está compuesto por 
veinte bloques, con otras tantas variables. No existe 
ninguna relación básica entre las exógenas del modelo 
y este nivel. Lo más destacado de este grupo de va-
riables, es que partiendo de transformaciones del ni-
vel siete se consiguen obtener los ingresos y gastos 
de las Administraciones Públicas, pasando tan solo 
ocho de las veinte variables al nivel siguiente. 
El nivel nueve que contiene ocho bloques univariantes 
está caracterizado por la obtención de la renta dis-
ponible de las Administraciones Públicas. Contiene un 
total de cuatrocientas relaciones indirectas con las 
variables exógenas y setecientas cuarenta y seis con 
los niveles obtenidos anteriormente. 
El décimo nivel, está compuesto por cinco bloques 
univariantes. En él se determinan el ahorro público y 
las discrepancias estadísticas existentes entre la 
D.G.A. (Dirección General de Aduanas) y B.P. (Balanza 
de Pagos), principalmente. 
260. 
Una vez obtenida la renta disponible de las Adminis-
traciones Públicas (nivel 9) y el ahorro público (ni-
vel 10), se obtiene el déficit del sector público, 
que es la variable más importante del nivel. Inter-
vienen un total de tres bloques con una sola variable 
en cada uno. 
La Balanza de Bienes y Servicios, es calculada en el 
nivel doce, al igual que las discrepancias estadísti-
cas existentes entre Balanza de Pagos (B.P.) y Conta-
bilidad Nacional (C.N.), que conjuntamente pasan a 
determinar el nivel trece, denominado Balanza por 
Cuenta Corriente. El nivel catorce con un sólo bloque 
y una sola variable, determina el porcentaje del dé-
ficit comercial sobre el P.I.B., que es la última va-
riable calculada por el modelo, de acuerdo a la es-
tructura jerárquica establecida. 
Las principales relaciones que existen tanto con las 
exógenas como con los niveles jerárquicos hasta aquí 










































































































































































































































































































































5.2.2. Estructura dinámica del modelo 
Hasta el momento, hemos considerado las relaciones de 
causalidad para las variables endógenas en el período 
corriente t. Las variables endógenas retardadas, las 
incluíamos en el subconjunto de variables exógenas o 
predeterminadas. Sin embargo, es interesante conocer 
los encadenamientos temporales entre variables, para 
una mayor comprensión del funcionamiento del modelo 
y, por consiguiente, estudiar las relaciones causales 
que se producen entre las variables en diferentes pe-
ríodos de tiempo. 
En el modelo Wharton-UAM, la influencia de las varia-
bles endógenas desplazadas, abarca cuatro períodos, 
existiendo para cada uno de ellos los siguientes ar-
cos: 
t-0 714 t-3 1 
t-1 188 t-4 1 
t-2 8 TOTAL . . . . 912 
263. 
Un análisis de los lazos causales básicos, para los 
cuatro períodos considerados, nos muestran que para 
el período t-1 se crean quince nuevos lazos causales, 
mientras que para los períodos t-2, t-3, t-4, no 
existen nuevos lazos. 
El funcionamiento del modelo en lo que podíamos deno-
minar, a largo plazo, reproduce las mismas iteraccio-
nes entre variables que una simulación en la que úni-
camente se considerarán dos períodos. 
La estructura causal, después de la agregación tempo-
ral, muestra 119 bloques distribuidos en catorce ni-
veles, (Cuadro 12). Dos de estos 119 bloques, son si-
multáneos o interdependíentes. El primero y princi-
pal, denominado CF70N, con 195 variables (más de la 
mitad de las existentes en el modelo) y el segundo, 
llamado AMORFP, con cinco variables. 
El bloque interdependiente principal del modelo, se 
encuentra en el nivel seis de la jerarquización, al 
264. 
Cuadro 12 
Estructura Jerarcruica por niveles del modelo 

















































igual que ocurría cuando solo considerábamos el pe-
ríodo t-0. El otro bloque simultáneo, también aparece 
en el nivel siete, consta de cinco variables y su 
funcionamiento es el siguiente: 
Aquí se explican el tipo de amortización de capital 
fijo privado (AMORFP), en función del stock de capi-
tal fijo (KVFP), el stock de capital en construcción 
residencial (KVH) y el stock de capital en maquina-
ria, transporte y equipo (KVFH). 
266. 
A su vez el stock de capital en construcción residen-
cial, viene determinado por el tipo de amortización, 
y el stock de capital de maquinaria, transporte y 
equipo, por el stock de capital en construcción. El 
stock de capital fijo privado, se determina en fun-
ción del consumo de capital (CCAFP). Y este consumo 
de capital viene también determinado por el tipo de 
amortización. 
Las nuevas relaciones que se producen en el bloque 
interdependiente (CF70N) se muestran en el cuadro 13. 
Ahora el bloque contiene 22 variables más, que cuando 
considerábamos un sólo período. Lo más destacado de 
este nuevo bloque es que se determinan dentro de él 
también la tasa de actividad y paro, así como el em-
pleo en agricultura y todas las variables referentes 
a las Administraciones Públicas (ingresos, gastos, 
ahorro y déficit del sector público). 
Comparando los resultados obtenidos de la agregación 
temporal, con los obtenidos cuando solo consideramos 
el período t-0, observamos que: 
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El número de bloques recursivos disminuye, pasando 
de 142 a 119. 
El bloque simultáneo aumenta en veintidós varia-
bles, desapareciendo, para formar parte de este, 
el bloque simultáneo sobre actividad y paro (UPRA-
TE). 
Surge un nuevo bloque simultáneo, AMORFP, que de-
termina el stock de capital. 
Los resultados completos de este análisis se encuen-
tran en los cuadros 14 y 15 adjuntos. 
5.3. ANÁLISIS DEL BLOQUE INTEKDEPENDIENTE PRINCIPAL 
La mayoría de los modelos económicos tienen una con-
figuración muy similar: constan de un gran bloque de 
ecuaciones interdependientes, que contiene la prácti-
ca totalidad de las variables explicadas por el mode-
lo. En la jerarquización de vértices por niveles, he-
mos visto como el bloque interdependiente estaba pre-
cedido de cinco niveles que contienen variables que 
son o bien transformaciones de exógenas o dependien-
tes de ellas mismas, seguido de un total de ocho ni-
veles que dan la estructura totalmente recursiva del 
modelo. 
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CP70N = 195 voriobles 
AMORFP = 5 variables 
271. 
Se hace por tanto evidente la necesidad de analizar 
las estructuras causales interdependientes, no solo 
por su tamaño sino también por el hecho de que casi 
todas las variables endógenas del modelo con signifi-
cación económica relevante se encuentran en el blo-
que. En nuestro caso el bloque interdependiente cuen-
ta con 173 variables (195 si se consideran efectos 







Impuestos de Administración Pública 
Deflactores 




El grafo que representa esta estructura comporta cen-
tenares de miles de circuitos elementales (620.000 
según los cálculos efectuados mediante el programa 
utilizado), circuitos que se diferencian al menos en 
uno de sus vértices. Esta complejidad puede engendrar 
problemas de funcionamiento en el modelo y será nece-
sario conocer y comprender la globalidad del mismo, 
utilizando estructuras simplificadas que conserven 
las características esenciales. 
El hallar las estructuras simplificadas que reflejen 
fielmente el comportamiento del modelo, nos lleva a 
una reducción de la causalidad del mismo. Los métodos 
de esta reducción causal, ya han sido comentadas an-
teriormente. 
En el modelo global se producen un total de setenta y 
cuatro reducciones causales automáticas, que se ad-
juntan en el anexo 4, pasando el modelo a tener en 
este caso cincuenta y dos variables exógenas y ciento 
cuarenta y dos endógenas, jerarquizadas en siete ni-
273. 
veles, con sesenta y ocho bloques. La comparación en-
tre el modelo completo y el modelo reducido, por ni-
veles, puede verse en el cuadro 16. 
De las reducciones, de los que ha sido objeto el mo-
delo, y el bloque interdependiente principal, algunas 
son inmediatas. Esto ocurre, por ejemplo, con la va-
riable de precios de importación donde: 
>PMiD • PMiT •» PMi 
y, se reducen las variables a 
:PMÍ 





REXGFIND' •^ RATIND: 
dando lugar a la siguiente transformación 
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C u a d r o 16 
ESTRUCTURA POR NIVELES 
DEL MODELO W-UAM/1 
ESTRUCTURA POR NIVELES 
















52 va r i ab le s 0 
15 
54 17 

















100 54 \ 
35 
14 
TOTAL 317 142 TOTAL 
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Existen, además algunas reducciones importantes en el 
modelo, debido a la cantidad de variables que englo-
ban. Este es el caso de la reducción llevada a cabo 
para las siguientes variables: 
EXBPG70 ^EXGSDD • SDEXBPNR ^ EXGS70 
Las entradas de información para las variables de ex-
portaciones de bienes y servicios (EXGS70), son ahora 
las representadas por las flechas, que corresponden a 
las cuatro variables que se han reducido. 
La variables que se reducen en este caso son las que 
van a formar parte de las diferencias entre el P.I.B. 
a precios de mercado y el P.I.B. a coste de los fac-
tores, que es ya una variable pozo. 
SDGDPC70 
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La reducción para los tipos impositivos, donde 
GINDTPVA, afecta a ocho variables, fundamentalmente 
de precios. A su vez la variable viene afectada por 
las variables correspondientes a los impuestos por 
sectores, a los impuestos directos e indirectos, como 







Por último, tenemos la agregación que se produce so-
bre el porcentaje de la Balanza por c/c sobre el 






Todas estas reducciones, nos dan como consecuencia un 
bloque simultáneo más pequeño, en el que intervienen 
setenta y una variables que se detallan a continua-
ción, cuadro 17. 
Cuadro 17 









































































El análisis del bloque simultáneo reducido, nos lleva 
a considerar diferentes sistemas para una mejor com-
prensión del mismo. Así, de las variables que inter-
vienen en el bloque simultáneo podemos identificar: 
el sistema referente a la determinación del consumo 
(SI); sistema para la obtención de la Inversión (S2); 
sistema de determinación de las Exportaciones (S3) y 
de las Importaciones (S4); sistema de obtención del 
P.I.B. real (S5); sistema para la determinación de 
los Valores Añadidos, empleos, productividades y pre-
cios sectoriales (S6); sistema de obtención de de-
flactores de consumo e inversión (S7); y sistema para 
la determinación del ahorro bruto de las empresas 
(S8). 
La determinación del sistema SI, correspondiente al 
consumo, se lleva a cabo a través de la renta fami-
liar disponible real y de la proporción de renta no 
salarial, con estas se obtienen el consumo real en 
alimentación y no alimentación, que son las componen-
tes del consumo privado real y a través de este se 
obtiene el consumo público. 
Para la obtención de la renta disponible familiar 
real, es necesario conocer, la masa salarial, la con-
tribución a la Seguridad Social, los impuestos direc-
tos, la renta no salarial y los precios de consumo. 
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La masa salarial se obtiene; del tipo salarial, que a 
su vez se determina mediante la productividad total 
y; del empleo total, que además es necesario para la 
obtención de las contribuciones a la seguridad social. 
El funcionamiento de este sistema se encuentra en el 
cuadro 18. 
La determinación de la inversión, sistema (S2), se 
lleva a cabo en función del coste relativo 
capital/trabajo, y de la inversión extranjera real. 
El tipo salarial, influye en el coste relativo 
capital/trabajo, junto con el coste de uso de 
capital, que se determina en función de la presión 
fiscal sobre beneficios y de los precios de 
inversión. El esquema de funcionamien- to de este 
sistema se representa en el cuadro 19. 
Las exportaciones reales de bienes y servicios, sis-
tema (S3), se determina como la suma de exportaciones 
de turismo, exportaciones de bienes y exportaciones 
de otros servicios. Para la obtención de estos desa-
gregados sobre exportaciones es necesario conocer los 
precios del consumo, los precios sectoriales y las 
importaciones reales, como muestra el cuadro 20. 
Cuadro 18 
Determinación del Consumo (SI) 
Empleo sec tor ia l PIB real Renta no sa lar ia l 
I I ¡ 
•i-
I 
Empleo tota] » Productividad total 
Precios consumo 
Contribución "\. Tipo_£alarial 
y aportac. S.S Masa salarial 
Proporción renta 
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Cuadro 20 
Determinación de l a s Expor tac iones (S3) 
Precios Consumo 
I 







Precios exportaciones bienes 
y 
Bienes y Servicios 
Exportaciones rea les 
de bienes 
\ 
. .Exportaciones otros 
^r s e rv ic ios 
r ea l e s 
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El sistema de determinación de importaciones (S4), 
cuadro 21, muestra cómo las importaciones totales so-
bre bienes y servicios se obtienen a partir de las 
importaciones reales de otros servicios. Para el cál-
culo de las importaciones reales de bienes, es nece-
sario obtener las importaciones de productos alimen-
ticios reales y las importaciones de materias primas 
y productos energéticos, para lo que necesitamos ha-
ber calculado el valor añadido de la industria. 
La determinación del P.I.B. real, se muestra en el 
cuadro 22. Este se calcula por medio del consumo, la 
inversión, las exportaciones y las importaciones. Pa-
ra la obtención de estos agregados, ha sido necesario 
conocer con anterioridad, los empleos salariales, 
precios de consumo, precios de inversión, ahorro bru-
to de las empresas, los precios sectoriales y el 
P.I.B. real. Nos encontramos ante un sistema que para 
determinar una magnitud, ha necesitado partir de ella. 
Los valores añadidos, productividad, precios y em-
pleos sectoriales, se determinan como indica el cua-
dro 23. En el observamos cómo partiendo de los pre-
cios sectoriales y del resto de variables de otros 
sistemas, llegamos a la determinación de los mismos 
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Cuadro 21 
Determinación de l a s Importaciones (S4) 
Precios Sec to r ia les 
Consumo 
a l iment ic io 
Renta — — 
fami l ia r 
Exportación — 










— — — fc V. A. Industria 
Importaciones reales 
I 







Bienes y Servicios 
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Cuadro 22 




Determinación de V.A., empleos, productividad 
y precios (S6) 




a l iment ic io — f^Valor Añadido Agr icul tura—^.Empleo Agricultura » Productividad 
I / 
Exportaciones / 









Consumo no | Valor Añadido Industria___^.Empleo Industria__^ Productividad 
Industria 
Valor Añadido Construcción-^Empleo Construcción*Product ividad —— 
Exportaciones | 




^ " t 
publico ^-Valor Añadido Servicios ^Empleo Servicios ^-Productividad. t t 
Servicios 
Tipo salarial-! — ' 
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precios sectoriales, quedando así de manifiesto un 
nuevo feedback dentro del bloque simultáneo. 
En los cuadros 24 y 25, se muestra cómo se obtienen 
el ahorro bruto de las empresas y los deflactores del 
consumo y de la inversión. 
Las relaciones entre los diferentes sistemas existen-
tes dentro del bloque simultáneo quedan de la si-
quiente manera: 
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Cuadro 24 
Determinación del ahorro b ru to de l a s empresas (S8) 
V.A. Agr icu l tura •) 









PIB coste factores 













Determinación de deflactores de Consumo 


















consumo e inversión 
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El resumen del bloque interdependíente reducido, nos 
pone de manifiesto cómo los precios sectoriales, de-
terminan los precios de demanda, que intervienen en 
el calculo del consumo, la inversión, las exportacio-
nes y las importaciones. Todas ellas, establecen el 
P.I.B. real, que junto con los empleos determinarán 
la productividad total del sistema. Esta productivi-
dad es necesaria para la obtención del tipo salarial, 
que configura la masa salarial, que junto con los im-
puestos directos y las rentas no salariales darán la 
renta disponible real, necesaria para la determina-
ción del consumo y por tanto del P.I.B. A su vez el 
P.I.B. determina los impuestos indirectos, necesarios 
junto con los precios sectoriales, para la obtención 
de los precios de demanda y los valores añadidos 
sectoriales. Con ellos podremos calcular los empleos 
sectoriales y con ambos obtener la productividad sec-
torial. 
Las productividades sectoriales, como ya ha sido co-
mentado, determinan los precios sectoriales. Además 
los empleos sectoriales junto con el tipo salarial 
nos permite conocer la masa salarial, imprescindible 
para conocer la renta familiar. 
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Los valores añadidos se necesitan para el calculo del 
excedente neto de explotación, con el que llegamos a 
conocer el ahorro bruto de las empresas y con este 
obtendremos la inversión real. El cuadro 26 es el re-
sumen de lo comentado. 
5.4. ANÁLISIS DE RESULTADOS GLOBALES: REESPECIFICA-
CION DEL MODELO 
Una vez analizado el bloque simultáneo principal, y 
después de haber hallado los "conjuntos esenciales" 
del mismo, encontramos que para poder romper la si-
multaneidad que contiene, las variables que debiéra-
mos conocer son: 
QAG70 ULCIND IMGTOT GINDTIVA SCP^ 
GDPM70 IVF GDPM PIND PCP > 13 variables 
PIVH PSER PIVF ) 
Estas variables se seleccionan de un total de 5 va-
riables comunes y 26 permutaciones de 8 variables. La 
selección de este conjunto de variables nos hace re-
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los precios como variables más significativas de los 
encadenamientos causales que dan lugar al gran bloque 
simultáneo. 
Esto lleva a considerar las siguientes modificaciones 
en el modelo: 
Al estar definidas las identidades sobre precios, co-
mo cantidad pesetas corrientes/cantidad pesetas cons-
tantes, su cálculo exige la solución casi global del 
modelo. Pero, podría partirse de una media ponderada 
de los índices de precios ya calculados en las parti-
das individuales, para tratar de obviar este problema. 
Naturalmente, esto no simplifica el proceso, excepto 
que se traten de forma especial las participaciones o 
importacia relativa de cada partida. 
Una posible solución, sería aceptar un índice de tipo 
Laspeyres con base en el último año disponible (o una 
media de los últimos años para evitar fluctuaciones). 
El proceso seguido ha sido, aceptar la participación 
o importancia relativa de cada partida en el total, 
sobre el último año disponible en la base de datos 
(1984). Con ello se cambian las siguientes identida-









Siendo ahora sustituidos estos deflactores por una 
media ponderada de sus componentes. En general cada 
identidad de precios es ahora de la forma: 
X X1+X2 




PX1 y PX2 son deflactores de los componentes y 
QX1 y QX2 la participación de cada componente 
sobre el total. 
Una vez realizado este cambio se volvió a solucionar 
el modelo, encontrándonos con un bucle en la inver-
sión debido a la utilización del deflactor general de 
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precios para inversión (PIVT) en la deflación de la 
inversión pública. 
En efecto, el cálculo de PIVT exigía la solución glo-
bal del modelo al requerir los valores de IVT70 y de 






Este bucle no tenía excesivo sentido, ya que la in-
versión pública tiene a su vez dos componentes, la 
parte destinada a la inversión no residencial y la 
destinada a maquinaria, transporte y equipo, deci-
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diéndonos por construir un deflactor nuevo para la 
inversión pública (PGIVT) 
P6IVT*0.85 PIVBNH+0.15PIVEQUI 
que fuera la suma de los deflactores ya calculados 
por el modelo, por sus respectivas ponderaciones. 
Otro de los aspectos a destacar en el nuevo modelo 
son los deflactores que van afectados por la presión 
fiscal. Se recalculan con tipos impositivos exógenos, 
diferenciando la parte de comercio correspondiente a 
la CEE y al resto del mundo en cuanto a la evolución 




PM. - son precios con presión fiscal 
PM.T - precios sin presión fiscal, que es la va-
riable que se modeliza como ecuación de 
comportamiento. 
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T.- son los tipos impositivos que multiplica-
dos por su variable correspondiente dan 
lugar a las recaudaciones por este con-
cepto . 
TA-- tipo arancel medio ponderado del comercio 
exterior con la CEE y el resto del mundo. 
Por el contrario en el modelo anterior su cálculo 
exigía un mayor grado de complejidad al necesitar el 
Valor total ds las importaciones y exportaciones, ya 
que el tipo medio de gravamen se calculaba como re-
caudación total dividido por total de importaciones o 
exportaciones. 
Finalmente y a efectos de romper la interdependencia 
del modelo entre precios y productividad, se calculan 
unas variables tendenciales de productividad exógena 
para el modelo y que serán las que intervengan en las 
ecuaciones de precios. Estas productividades tenden-
ciales se denominan con una T al final, indicando la 
evolución tendencial de la variable sin oscilaciones 
puntuales. Posteriormente se comparan las productivi-
dades tendenciales exógenas, como habíamos comentado, 
con las reales, calculadas por el modelo en el perío-
do de predicción. 
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Esta modificación lleva a un cálculo de la producti-
vidad total del sistema de la forma siguiente: 
GDPM7EP=GDPC70/EP 
donde: 
la productividad total del sistema por el lado de la 
oferta es igual a la suma de las productividades sec-
toriales, QAGEPT, QINDEPT, QCSTEPT, QSEREPT. 
El nuevo modelo, teniendo en cuenta las anteriores 
modificaciones y con un nuevo Banco de datos, pasa a 
ser nuevamente estimado, siendo ahora el que figura 
en el anexo 5. Con el nuevo modelo se efectuó un aná-
lisis causal cuyos resultados pasamos a comentar. 
El modelo Wharton-UAM/3 está constituido por las va-
riables y relaciones que figuran en el cuadro 27. 
La estructura causal del modelo está compuesta por 
260 bloques dividida en 29 niveles, lo cual muestra 
una estructura bastante más recursiva que la del mo-
delo anterior y por tanto mucho más simplificada (14 
niveles con 142 bloques). 
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Cuadro 27 
Características de tamaño Modelo Wharton-üAM/3 
Número de variables implicadas 
Variables del modelo (sin contar desplazadas) 436 
Endógenas 349 
Exógenas 87 
Número de ecuaciones 
Ecuaciones comportamiento 93 
Identidades 262 
Número de relaciones entre variables 
Relaciones directas entre variables en el 
mismo período de tiempo 781 
Relaciones entre variables 
con un período de desfase 112 
Relaciones entre variables con 2 
ó más períodos de desfase 
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Los bloques interdependientes del modelo son ahora 
cuatro, conteniendo cada uno las variables que se de-
tallan en el cuadro 28. 
Cuadro 28 
Bloques interdependientes del modelo Wharton-üAM/3 
W K
 C G I V T CP I 1 G S EXGS - G70 JWFH 
(• LNF IMGS7J EXGS7J CP7u I V F - F 7 G CVF70 • 
[STJ7Ü IMt í i»u70 I M S U 7 0 S0I*b=>O< EXSO70 S0EX*PC< I VF P CF 70N 
rüH70 KAGEYO I M G Í J T 7 Ü SDP' .JPG* I M E x EXGSSO I V?NHP V E Q R 
füH70N VOH IMBCR I M d f R I "PA* I * » * IMPER W BNrf» 70 
IVEUPK70 GTM riril w l N 3 7J P C I V SALRNWI 3 D 7 0 C I V 
IVT70 RPP I V F H 7 0 SCP ¿TCP I V F 7 0 >UCP W I C P 
SOSUCP I V F P 7 0 GüPC GI P SUMWiTCP UAG 3 INO Q- b l 
OS?* j A 0 7 ü J C S T 7 0 uSE-^70 0DA7J IVBNH70 3 D S 7 0 
PCF p C F T PAG U L U N 3 S A L R . P SALEPRAr FPCPRAT P2PRATE 
pCP P C N F PCNFT PINO 
SCSH GCSHt W« *»*Gf 
LFCV L^CVU UPRATc U ° 
Nos encontramos con cuatro bloques interdependientes 
dos de los cuales son nuevos. 
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El bloque interdependiente principal, es ahora más 
reducido con 71 variables, frente al modelo anterior 
con 173. Se sigue también manteniendo el bloque sobre 
tasa de actividad y paro. 
Se producen dos nuevos bloques interdependientes: uno 
sobre precios con 12 variables y otro sobre salarios 
con 4. 
El orden de resolución de este nuevo modelo aparece 
en el anexo 6 y en cuanto a los bloques interdepen-
dientes el orden de resolución es el siguiente: Pre-
cios, Tasa actividad y paro, salarios y por último el 
del P1B, nombre que se le da al bloque interdepen-
diente principal. 
Según esta resolución causal del modelo, primero se 
calculan las variables sobre precios de importación, 
tipos de cambio y productividades tendenciales para 
entrar en el primer bloque interdependiente sobre 
















Podemos observar como el bucle se rompería si se co-
nociese un valor para ULCIND compatible con SALREP y 
el bloque de precios interdependiente se convertiría 
en recursivo. 
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No obstante, este bucle en el modelo tiene sentido 
conservarlo ya que se ajusta a la modelización que 
queremos llevar a cabo, para la determinación de los 
incrementos salariales, que antes se hacía mediante 
la variable exógena WRPOL y que ahora se ha querido 
endogeneizar. 
La ecuación que se utiliza para la modelización de 
estos incrementos salariales (SALEPRAT), que influi-
rán en los costes salariales que producen el 
feed-back del modelo es: 
SALEPRAT = f(FIMUPRAT, FPCPRAT, FSALRPR) 
donde: 
FIMUPRAT • inversa de la media de los dos úl-
timos años de la tasa de paro. 
FPCPRAT * Tasa del deflactor del consumo 
privado. 
FSALRPR - Tasa de variación de los salarios 
pactados. 
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Lo que significa, que ahora tenemos una ecuación para 
recoger dos tipos de acontecimientos: Io) si los in-
crementos salariales se producen mediante pacto, solo 
actúa la variable FSALRPR. 2o) si los incrementos sa-
lariales se producen mediante negociación colectiva, 
entonces actúan las otras dos variables, tasa de cre-
cimiento de precios y tasa de crecimiento de paro. 
Por tanto el bucle se produce solo para los años en 
los que no existen pactos salariales. 
El siguiente bloque interdependiente que encontramos 
en la resolución del modelo es el denominado LFCV, 
que corresponde a la determinación de la tasa de ac-
tividad y paro, su funcionamiento es como en el mode-
lo anterior. 
Otro bloque interdependiente, surgido en esta nueva 











Por último, entramos en el bloque interdependiente 
principal, que ahora consta de 71 variables (en el 
modelo anterior 173) y cuyo funcionamiento se relfeja 
en el cuadro 31. 
Este esquema muestra un funcionamiento bastante más 
simplificado que en la versión anterior (cuadro 26) y 
que sería muy fácilmente convertible en recursivo, 
fijando un PIB potencial para la economía en el pe-
ríodo de predicción. 
El esquema de resolución causal una vez fuera del 
bloque analizado calcularía, el deflactor de la eco-











ficit público y las necesidades de financiación del 
conjunto de la nación. 
Una vez analizados los dos modelos es interesante 
destacar las peculiaridades de cada uno (cuadro 32). 
La comparación de ambos modelos, muestra como la nue-
va versión, aún teniendo un mayor número de variables 
y reflejando la realidad económica en igual medida, 
es mucho más sencillo de comprender en su funciona-
miento interno y más rápido en su resolución ya que 
el proceso de iteracción y convergencia afecta a un 
número menor de variables. 
A la hora de destacar las ventajas del análisis cau-
sal utilizado como herramienta permante del análisis 
cabe destacar: 
A) el poder conocer antes de proceder al cambio de 
un modelo (nueva base de datos, nueva estimación 
... ) las consecuencias causales del modelo 
proyectado, con lo que se perfecciona y agiliza 
el proceso de cambio del modelo. 
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Cuadro 32 
Modelo W.UAM2 MODELO W.UAM3 
n° variables 369 436 
bloque interdepen-
diente principal 173 variables 71 variables 
reducido 77 variables 
conjuntos esenciales 13 variables 2 variables 
n° bloques recursivos 142 260 
circuitos del bloque 
principal 620.000 menos de 1.000 
esquema simplif. de 
relaciones dentro del 
bloque principal cuadro 26 cuadro 31 
309. 
B) Detectar las variables y relaciones que dan la 
mayor complejidad al modelo y que deben revali-
dar su papel en un análisis ventajas/inconve-




Ordenación alfabética de variables del 
modelo Wharton-UAM/2 
Resumen de estimaciones y Ecuaciones del 
modelo Wharton-UAM/2 
Relación entre variables del Modelo 
Wharton-UAM/2 (Input del CAUSOR) 
Reducción causal del modelo Wharton-UAM/2 
Ecuaciones del modelo Wharton-UAM/3 
Esquema de resolución del modelo 
Wharton-UAM/3 
Anexo A5.1. 



























































PARTICIPACIÓN SECTOR EX01 EN IVA 
PARTICIPACIÓN SECTOR EX2A EN IVA 
PARTICIPACIÓN SECTOR EX3 EN IVA 
PARTICIPACIÓN SECTOR EX5689 EN IVA 
PARTICIPACIÓN SECTOR EX7 EN IVA 
TIPO AMORTIZACIÓN DE KVFH 
TIPO AMORTIZACIÓN DEL CAPITAL FIJO PRIVADO . 
TIPO AMORTIZACIÓN DEL CAPITAL PUBLICO / 
BALANZA DE BIENES 
BALANZA BIENES Y SERVICIOS SIN ASISTENCIA TÉCNICA Y ROYALTIES 
BALANZA BIENES Y SERVICIOS EN TÉRMINOS B.P. 
BALANZA POR CUENTA CORRIENTE 
TASA BCA SOBRE P.I.B. A P.M. 
PARTICIPACIÓN IM01 EN IVA 
PARTICIPACIÓN IM24 EN IVA 
PARTICIPACIÓN IM3 EN IVA 
PARTICIPACIÓN IM5689 EN IVA 
PARTICIPACIÓN IM7 EN IVA 
PARTÍC.IMPUESTOS ELIM. POR IVA 
BALANZA DE TRANSFERENCIAS 
CONSUMO DE CAPITAL FIJO 
CONSUMO DE CAPITAL FIJO PRIVADO 
CONSUMO DE CAPITAL FIJO ADMINISTRACIONES PUBLICAS 
CONSUMO DE CAPITAL FIJO CONSTRUCCIÓN RESIDENCIAL 
CONSUMO PRIVADO EN ALIMENTACIÓN 
CONSUMO PRIVADO REAL EN ALIMENTACIÓN 
CONSUMO PRIVADO REAL EN ALIMENTACIÓN POR HABITANTE 
CONSUMO PUBLICO 
CONSUMO PUBLICO REAL 
COSTE DE USO DEL CAPITAL 
CONSUMO NACIONAL 
CONSUMO PRIVADO EN NO ALIMENTACIÓN 
CONSUMO PRIVADO REAL EN NO ALIMENTACIÓN 
CONSUMO PRIVADO NACIONAL 
CONSUMO PRIVADO INTERIOR 
CONSUMO PRIVADO INTERIOR REAL 
CONSUMO PRIVADO NACIONAL REAL 
UTILIZACIÓN DE LA CAPACIDAD PRODUCTIVA 
VARIABLE DE TARIFA ADUANERA 
PROXY DE DEMANDA DE PRODUCTOS AGRÍCOLAS 
PROXY DE ACTIVIDAD ECONÓMICA INTERIOR 
PROXY DE DEMANDA DE SERVICIOS 
PROXY DE DEMANDA DE PRODUCTOS MANUFACTURADOS 
PARTICIPACIÓN SECTOR SERVICIOS EN I.V.A. 
PARTICIPACIÓN SECTOR INDUSTRIA EN I.V.A. 
PARTICIPACIÓN SECTOR CONSTRUCCIÓN EN I.V.A. 
PARTICIPACIÓN SECTOR AGRICULTURA EN I.V.A. 
DESGRAVACION FISCAL EXPORTACIONES 
VARIACIÓN DE EXISTENCIAS 
VARIACIÓN REAL DE EXISTENCIAS 
FICTICIA AÑO AGRÍCOLA CLIMATOLÓGICAMENTE MALO 
FICTICIA AÑO AGRÍCOLA CLIMATOLÓGICAMENTE BUENO 
FICTICIA AÑO AGRÍCOLA EXCEPCIONALMENTE BUENO 
FICTICIA PARTIC. SECTOR PUBLICO EN PRESTAC. A LA SEG. SOCIAL 
FICTICIA PARTIC. SECTOR PUBLICO EN PRESTAC. A LA SEG. SOCIAL 
DUMMY CRISIS ENERGÉTICA 
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DUMCR7475 DUMMY CRISIS ENERGÉTICA 1974-1975 
DUMCR75 DUMMY RETARDADA CRISIS ENERGÉTICA 
DUMC74 DUMMY CRISIS ENERGÉTICA 
DUMC7475 DUMMY CRISIS ENERGÉTICA 
DUMC75 DUMMY RETARDADA CRISIS ENERGÉTICA 
DUMENRG FICTICIA CRISIS ENERGÉTICA 
DUMENRGX FICTICIA CRISIS ENERGÉTICA 
DUMIND FICTICIA EMPLEO INDUSTRIA, CAMBIO DE SERIE 
DUMINDX FICTICIA EMPLEO INDUSTRIA, CAMBIO DE SERIE 
DUMM75 DUMMY CAMBIO ESTRUCTURA EXTO 
DUMTO FICTICIA TURISMO 1976 
DUMTOX FICTICIA TURISMO 1.976 
DUM75 DUMMY CAMBIO ESTRUCTURA EXTO 
EP POBLACIÓN EMPLEADA TOTAL 
EPAG POBLACIÓN EMPLEADA EN AGRICULTURA 
EPCST POBLACIÓN EMPLEADA EN CONSTRUCCIÓN 
EPIND POBLACIÓN EMPLEADA EN INDUSTRIA 
EPSER POBLACIÓN EMPLEADA EN SERVICIOS 
EXBPG EXPORTACIONES DE MERCANCÍAS 
EXBPG70 EXPORTACIONES REALES DE MERCANCÍAS 
EXGS EXPORTACIONES DE BIENES Y SERVICIOS 
EXGSSD EXPORTACIONES DE BIENES Y SERVICIOS ( B.P. ) 
EXGS70 EXPORTACIONES REALES DE BIENES Y SERVICIOS 
EXGTOT EXPORTACIONES TOTALES DE BIENES ( D.G.A. ) 
EXSO EXPORTACIONES DE OTROS SERVICIOS 
EXS070 EXPORTACIONES REALES DE OTROS SERVICIOS 
EXTO INGRESOS POR TURISMO 
EXTO70 INGRESOS REALES POR TURISMO 
EX01 EXPORTACIONES PARTIDAS 0,1 
EX01R EXPORTACIONES REALES PARTIDAS 0,1 
EX24 EXPORTACIONES PARTIDAS 2,4 
EX24R EXPORTACIONES REALES PARTIDAS 2,4 
EX3 EXPORTACIONES PARTIDA 3 
EX3R EXPORTACIONES REALES PARTIDA 3 . 
EX5689 EXPORTACIONES PARTIDAS 5,6,8,9 
EX5669R EXPORTACIONES REALES PARTIDAS 5,6,6,9 
EX7 EXPORTACIONES PARTIDA 7 
EX7R EXPORTACIONES REALES PARTIDA 7 
FIN CAPACIDAD DE FINANCIACIÓN TOTAL DE LA NACIÓN . 
FINCP CAPACIDAD DE FINANCIACIÓN DE LAS EMPRESAS 
FINH CAPACIDAD DE FINANCIACIÓN DE LAS FAMILIAS 
FINV FINANCIACIÓN DEL/AL RESTO DEL MUNDO 
FRBL INVERSIÓN EXTRANJERA EN EDIFICIOS Y TERRENOS 
FRDI INVERSIÓN EXTRANJERA DIRECTA 
GBSS PRESTACIONES SOCIALES A LAS FAMILIAS 
6CAP IMPUESTOS SOBRE CAPITAL 
OCS COTIZAC. SOCIALES INCLUIDAS FICTICIAS RECIBIDAS POR LAS A.P. 
GCSH COTIZACIONES SOCIALES DE LAS FAMILIAS 
GCSHE COTIZACIONES SOCIALES DE LAS FAMILIAS POR PERSONA EMPLEADA 
GDPC P.I.B. AL COSTE DE LOS FACTORES 
GDPC70 P.I.B. REAL AL COSTE DE LOS FACTORES 
GDPM P.I.B. A PRECIOS DE MERCADO 
GDPMPOT P.I.B. REAL A PRECIOS DE MERCADO POTENCIAL 
GDPMRATE TASA DE CRECIMIENTO ANUAL DEL P.I.B. REAL 
GDPM70 P.I.B. REAL A PRECIOS DE MERCADO 
GDPM70EP P.I.B. REAL A PRECIOS DE MERCADO POR PERSONA EMPLEADA 
GD70ERATE ÍNDICE DE PRODUCTIVIDAD APARENTE POR PERSONA OCUPADA 
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GD70IND ÍNDICE DEL P.I.B. A P.M. REAL POR PERSONA OCUPADA 
GFINAN CAPACIDAD DE FINANCIAC. DE LAS ADMONES. PUBLICAS(DÉFICIT) 
GFINANS VALOR ACUMULADO DE GFINAN EN 4 PERIODOS ANTERIORES 
GFINRATE CAPACIDAD DE FINANCIAC. DE LAS A.P. EN RELACIÓN AL P.I.B 
GGASCO GASTOS CORRIENTES DE LAS ADMINISTRACIONES PUBLICAS 
GGBSS PRESTACIONES SOCIALES PAGADAS POR LAS ADMONES. PUBLICAS 
GIC IMPUESTO SOBRE CONSUMO 
GINDT TOTAL IMPUESTOS INDIRECTOS SOBRE PRODUCCIÓN E IMPORTACIÓN 
GINDTI IMPUESTOS LIGADOS A LA IMPORTACIÓN 
GINDTIMG PROPORCIÓN IMPUESTOS INDIRECTOS S/ IMPORTACIÓN EN BIENES 
GINDTIV IMPUESTOS INDIRECTOS IMPORTACIÓN LIGADOS I.V.A. 
GINDTIVA GINDTI TRAS IMPLANTACIÓN I.V.A. 
GINDTI70 IMPUESTOS LIGADOS A LA IMPORTACIÓN EN TÉRMINOS REALES 
GINDTP IMPUESTOS LIGADOS A LA PRODUCCIÓN 
GINDTPV IMPUESTOS IND. PRODUCCIÓN LIGADOS I.V.A. 
GINDTPVA GINDTP TRAS IMPLANTACIÓN I.V.A. 
GINDT70 IMPUESTOS INDIRECTOS DEFLACTADOS POR PGDPC 
GINGCO INGRESOS CORRIENTES DE LAS ADMINISTRACIONES PUBLICAS 
GINT PAGOS POR INTERESES EFECTIVOS ADMINISTRACIONES PUBLICAS 
GIP RENTAS DE LA PROPIEDAD RECIBIDAS POR LAS ADMCION. PUBLICAS 
GITE IMPUESTO TRAFICO DE EMPRESAS 
GIVRATE TASA DE INVERSIÓN PUBLICA NETA 
GIVT INVERSIÓN PUBLICA 
GIVTN70 INVERSIÓN PUBLICA NETA REAL -
GIVT70 INVERSIÓN PUBLICA REAL 
GSUBS SUBVENCIONES A LA EXPLOTACIÓN 
GSUBS70 SUBVENCIONES REALES A LA EXPLOTACIÓN 
GTCP IMPUESTOS DIRECTOS SOBRE EMPRESAS 
GTER ADQUISICIÓN NETA DE TERRENOS ADMINISTRACIONES PUBLICAS 
GTH IMPUESTO SOBRE RENTA Y PATRIMONIO DE LAS FAMILIAS 
GTTOT INGRESOS TOTALES POR IMPUESTOS 
IMBPG IMPORTACIONES DE BIENES 
IMBPG70 IMPORTACIONES REALES DE BIENES 
IMEX TOTAL IMPORTACIONES Y EXPORTACIONES REALES DE BIENES 
IMFQ TASA DE IMPORTACIÓN FUEL SOBRE V.A. INDUSTRIA 
1MGS IMPORTACIONES DE BIENES Y SERVICIOS (C.N.E.) 
IMGSSD IMPORTACIONES DE BIENES Y SERVICIOS (B.P.) 
IMGS70 IMPORTACIONES REALES DE BIENES Y SERVICIOS 
IMGTOT IMPORTACIONES TOTALES DE BIENES 
IMGTOT70 IMPORTACIONES TOTALES REALES DE BIENES ' 
IMSO IMPORTACIONES DE OTROS SERVICIOS 
IMS070 IMPORTACIONES REALES DE OTROS SERVICIOS 
IMTO PAGOS POR TURISMO 
IMT070 PAGOS REALES POR TURISMO 
IM01 IMPORTACIONES PARTIDAS 0,1 
IM01R IMPORTACIONES REALES PARTIDAS 0,1 
IM24 IMPORTACIONES PARTIDAS 2,4 
IM24R IMPORTACIONES REALES PARTIDAS 2,4 
IM3 IMPORTACIONES PETRÓLEO 
IM3R IMPORTACIONES REALES PARTIDA 3 
IM5689 IMPORTACIONES PARTIDAS 5,6,8,9 
IM5689R IMPORTACIONES REALES PARTIDAS 5,6,8,9 
IM7 IMPORTACIONES" PARTIDA 7 
IM7R IMPORTACIONES REALES PARTIDA 7 
IVBNH INVERSIÓN EN CONSTRUCCIÓN NO RESIDENCIAL 
IVBNH70 INVERSIÓN REAL EN CONSTRUCCIÓN NO RESIDENCIAL ' 
IVBNHPR INVERSIÓN PRIVADA EN CONSTRUCCIÓN NO RESIDENCIAL 
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IVBNKPR70 INVERSIÓN PRIVADA REAL EN CONSTRUCCIÓN NO RESIDENCIAL 
IVCST INVERSIÓN TOTAL EN CONSTRUCCIÓN 
IVCST70 INVERSIÓN TOTAL REAL EN CONSTRUCCIÓN 
IVEQPR INVERSIÓN PRIVADA EN BIENES DE EQUIPO 
IVEQPR70 INVERSIÓN PRIVADA EN MAT..TRANSP.,MAQUI. Y OTROS MAT. 
IVEQUIP INVERSIÓN MAT., TRANSPORT.,MAQUI. Y OTROS MAT. 
IVEQUIP70 INVERSIÓN REAL EN MAT., TRANSP., MAQUI. Y OTROS MAT. 
IVF INVERS. EN MAQUI. Y TRANSP., EQUIPO Y CONST. NO RESIDENCIAL 
IVFH FORMACIÓN BRUTA DE CAPITAL FIJO 
IVFH70 FORMACIÓN BRUTA DE CAPITAL FIJO REAL 
IVFP INVERSIÓN FIJA PRIVADA 
IVFPN70 INVERSIÓN FIJA PRIVADA NETA REAL 
IVFPRATE TASA DE INVERSIÓN FIJA PRIVADA NETA REAL 
IVFP70 INVERSIÓN FIJA PRIVADA REAL 
IVF70 INVERS. EN MAQUI. Y TRANSP.EQUIPO Y CONST. NO RESIDENCIAL 
IVH INVERSIÓN EN CONSTRUCCIÓN RESIDENCIAL 
IVH70 INVERSIÓN REAL EN CONSTRUCCIÓN RESIDENCIAL 
IVT FORMACIÓN BRUTA DE CAPITAL 
IVT70 FORMACIÓN BRUTA DE CAPITAL REAL 
KGVT STOCK DE CAPITAL PUBLICO 
KGVT70 STOCK DE CAPITAL PUBLICO REAL 
KNEXM STOCK DEL SALDO MIGRATORIO NETO 
KVFH STOCK DE CAPITAL MAQUI.,MAT. TRANSP., EQUIPOS Y CONSTR. 
KVFP STOCK DE CAPIAL FIJO PRIVADO 
KVFP70 STOCK DE CAPITAL FIJO PRIVADO REAL 
KVH STOCK DE CAPITAL CONSTRUCCIÓN RESIDENCIAL 
KVH70 STOCK REAL DE CAPITAL EN CONSTRUCCIÓN RESIDENCIAL 
LFCV POBLACIÓN ACTIVA 
LFCVN TASA DE ACTIVIDAD (POBLACIÓN ACTIVA/POBLACIÓN TOTAL) 
MISRATE ÍNDICE DE MALESTAR 
N POBLACIÓN ANUAL CALCULADA A 1 DE JULIO 
NEXM EMIGRACIÓN NETA 
NWI RENTAS NETAS DE LA PROPIEDAD DE LAS FAMILIAS E I.P.S.F.L. 
NWICP RENTAS NETAS DE PROP. Y EMPRESA PAGADAS POR EMPRESAS 
NWIVAGE PROPORCIÓN RENTAS PROPIEDAD Y TOTAL RENTAS DE LAS FAMILIAS 
PAG DEFLACTOR VALOR AÑADIDO AGRICULTURA 
PCF DEFLACTOR DEL CONSUMO PRIVADO EN ALIMENTACIÓN 
PCFT PCF CORREGIDO POR TASA IMPUESTOS IND. PROD. S/ P.I.B. 
PCG DEFLACTOR DEL CONSUMO PUBLICO 
PCIV ÍNDICE PRECIOS INVERSIÓN CORREGIDO POR CIV 
PCNF DEFLACTOR DEL CONSUMO PRIVADO EN NO ALIMENTACIÓN 
PCNFT PCNF CORREGIDO POR TASA IMPUESTOS IND. PROD. S/ P.I.B. 
PCP DEFLACTOR DEL CONSUMO PRIVADO 
PCPFR DEFLACTOR PCP FRANCIA 
PCPI DEFLACTOR CONSUMO PRIVADO INTERIOR 
PCPIT DEFLACTOR PCP ITALIA 
PCPRATE TASA DE INFLACIÓN ANUAL (PCP) 
PCPW TASA DE INFLACIÓN NACIONAL COMPARADA CON ITALIA-FRANCIA 
PCST DEFLACTOR VALOR AÑADIDO CONSTRUCCIÓN 
PDINV DEFLACTOR DE LA VARIACIÓN DE EXISTENCIAS 
PEWFU ÍNDICE PRECIOS EXPORT. MUND. PETRÓLEOS 
PEWFUPTS ÍNDICE PRECIOS EXPORT. MUND. PETRÓLEOS EN PESETAS 
PEWMG ÍNDICE PRECIOS EXPORT. MUND. PRODUCT. MANUFACTURADOS 
PEWP ÍNDICE DE PRECIOS DE LAS EXPORT. MUND. MATERIAS PRIMAS 
PPRI PAGOS POR INVERSIÓN EXTRANJERA 
PGDPC DEFLACTOR P.I.B. COSTE FACTORES 
PGDPM DEFLACTOR DEL P.I.B. A PRECIOS DE MERCADO 
5 
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PIND DEFLACTOR VALOR AÑADIDO INDUSTRIA 
PINDTVA DEFLACTOR V.A. INDUSTRIA TRAS IMPLANTACIÓN I.V.A. 
PIR ÍNDICE DE PRECIOS RENTAS DE ALQUILER 
PIVBNH DEFLACTOR DE IVBNH 
PIVBNHPR DEFLACTOR INVERSIÓN PRIVADA CONSTRUC. NO RESIDENCIAL 
PIVBNHT PIVBVNH CORREGIDO CON LOS IMPUESTOS INDIRECTOS 
PIVCST DEFLACTOR INVERSIÓN TOTAL EN CONSTRUCCIÓN 
PIVEQPR DEFLACTOR INVERSIÓN PRIVADA EN BIENES DE EQUIPO 
PIVEQUIP DEFLACTOR DE IVEQUIP 
PIVEQUIPT PIVEQUIP CORREGIDO CON LOS IMPUESTOS INDIRECTOS 
PIVF DEFLACTOR PREC. DE INV. EN MAQ. TRANSP. EQUIP. Y CONST. NO RES. 
PIVFH DEFLACTOR FORMACIÓN BRUTA DE CAPITAL FIJO 
PIVFP DEFLACTOR INVERSIÓN FIJA PRIVADA 
PIVH DEFLACTOR PRECIOS DE LA INV. EN CONSTRUC. RESIDENCIAL 
PIVHR DEFLACTOR INV. CONSTE. NO RESID. RESPECTO RENTAS ALQUILER 
PIVHT PIVH CORREGIDO POR GINTPVAGD 
PIVT • DEFLACTOR DE LA FORMACIÓN BRUTA DE CAPITAL 
PMAG PRECIOS RELATIVOS PAG / PGDPM 
PMCST PRECIOS RELATIVOS PCST / PGDPM 
PMFU DEFLACTOR IMPORTACIONES PARTIDA 3 
PMFUD PMFUT EN DOLARES 
PMFUIND PRECIOS RELATIVOS PMFU / PIND 
PMFUT PMFU CORREGIDO POR IMP. IND. IMPORT. 
PMG DEFLACTOR DE IMPORTACIÓN DE MERCANCÍAS 
PMGS DEFLACTOR DE IMPORTACIÓN DE BIENES Y SERVICIOS 
PMIND PRECIOS RELATIVOS PIND / PGDPM 
PMS DEFLACTOR PAGOS POR OTROS SERVICIOS 
PMSER PRECIOS RELATIVOS PSER / PGDPM 
PMTO DEFLACTOR DE GASTOS DE TURISMO 
PM01 DEFLACTOR IMPORTACIONES PARTIDAS 0,1 
PM01AG PRECIOS RELATIVOS PM01 / PAG 
PM01D PM01T EN DOLARES 
PM01T PM01 CORREGIDO POR IMP. IND. IMPORT. 
PM24 DEFLACTOR IMPORTACIONES PARTIDAS 2,4 
PM24D PM24T EN DOLARES 
PM24IND PRECIOS RELATIVOS PM24 / PIND 
PM24T PM24 CORREGIDO-POR IMP. IND. IMPORT. 
PM5689 DEFLACTOR IMPORTACIONES PARTIDAS 5,6,8,9 
PM5689D PM5689T EN DOLARES 
PM5689T PM5689 CORREGIDO POR IMP. IND. IMPORT. 
PM59IND PRECIOS RELATIVOS PM5689 / PIND 
PM7 DEFLACTOR IMPORTACIONES•PARTIDA 7 
PM7D - PM7T EN DOLARES 
PM7IND PRECIOS RELATIVOS PM7 / PIND 
PM7T J»M7 CORREGIDO POR IMP. IND. IMPORT. 
PNFRI RENTAS NETAS DE LA PROPIEDAD Y EMPRESA PAGADAS AL RESTO MUNDO 
PRFRI PAGOS NETOS DE LA INVERSIÓN EXTRANJERA 
PSER DEFLACTOR VALOR AÍ5ADIDO SECTOR SERVICIOS 
PWTO DEFLACTOR DEL CONSUMO PRIVADO DE LA C.E.E. 
PXFU DEFLACTOR EXPORTACIONES PARTIDA 3 
PXFUWW PRECIOS RELATIVOS EXPORTACIÓN GRUPO 3 / PRECIOS MUNDIALES 
PXG DEFLACTOR DE LAS EXPORTACIONES DE MERCANCÍAS 
PXGS DEFLACTOR DE EXPORTACIONES DE BIENES Y SERVICIOS 
PXS DEFLACTOR INGRESOS POR OTROS SERVICIOS 
PXTO DEFLACTOR DE INGRESOS POR TURISMO 
PX01 DEFLACTOR EXPORTACIONES PARTIDAS 0,1 































































DEFLACTOR EXPORT. RESP. EXPORT. MUNDIALES MATERIAS PRIMAS 
DEFLACTOR EXPORTACIONES PARTIDAS 2,4 
DEFLACTOR EXPORT. RESP. EXPORT. MUNDIALES MATERIAS PRIMAS 
DEFLACTOR EXPORT. RESP. EXPORT. MUNDIALES MATERIAS PRIMAS 
DEFLACTOR EXPORTACIONES PARTIDAS 5,6,8,9 
DEFLACTOR EXPORT. RESP. EXPOR. MUNDIALES PROD 
DEFLACTOR EXPORT. RESP. EXPOR. MUNDIALES PROD 
DEFLACTOR EXPORTACIONES PARTIDA 7 
DEFLACTOR EXPORT. RESP. EXPOR. MUNDIALES PROD 
DEFLACTOR EXPORT. RESP. EXPOR. MUNDIALES PROD 
VALOR AÑADIDO SECTOR AGRICULTURA 
PRODUCTIVIDAD APARENTE SECTOR AGRICULTURA 
VALOR AÑADIDO REAL SECTOR AGRICULTURA 
VALOR AÑADIDO SECTOR CONSTRUCCIÓN 
PRODUCTIVIDAD APARENTE SECTOR CONSTRUCCIÓN 
VALOR AÑADIDO REAL SECTOR CONSTRUCCIÓN 
VALOR AÑADIDO SECTOR INDUSTRIA 
PRODUCTIVIDAD APARENTE SECTOR INDUSTRIA 
VALOR ANDIDO REAL SECTOR INDUSTRIA 
VALOR AÑADIDO SECTOR SERVICIOS 
PRODUCTIVIDAD APARENTE SECTOR SERVICIOS 
VALOR AÑADIDO REAL SECTOR SERVICIOS 
TASA DE CAMBIO MEDIA PONDERADA 
TASA DE CAMBIO DOLAR USA / FFR, MEDIA ANUAL 
ÍNDICE REXFR 
TASA DE CAMBIO DOLAR USA / DM, MEDIA ANUAL 
ÍNDICE REXGF 
TASA DE CAMBIO DOLAR USA / LIT, MEDIA ANUAL 
ÍNDICE REXIT 
INVERSIÓN EXTRANJERA DIRECTA REAL 
RENTAS DE LA INVERSIÓN EN EL EXTRANJERO 
PROP. IMP. IND. IMPORTACIÓN INCLUIDOS EN EL I 
PROP. IMP. IND. PRODUCCIÓN INCLUIDOS EN EL I.V.A. 
.PROPORCIÓN FISCAL DEDUCIBLE DE LA INVERSIÓN 
INDICADOR PRESIÓN FISCAL SOBRE BENEFICIOS 
REMUNERACIÓN DE LOS•ASALARIADOS (SALARIOS BRUTOS) 
REMUNERACIÓN NETA DE LOS ASALARIADOS POR RESTO DEL MUNDO 
AHORRO BRUTO DE LAS EMPRESAS 
TASA DE AHORRO DE LAS EMPRESAS 
DISCREPANCIA ESTADÍSTICA B.P. Y C.N.E. ( EXPORT. BIENES ) 







DISCREPANCIA ESTADÍSTICA D.G.A. 
DISCREPANCIA ESTADÍSTICA D.G.A. 
DISCREPANCIA ESTADÍSTICA P.I.B. 
DISCREPANCIA ESTADÍSTICA P.I.B. A P.M 
DISCREPANCIA ESTADÍSTICA B.P. Y C.N.E 
DISCREPANCIA ESTADÍSTICA B.P. Y C.N.E 
DISCREPANCIA ESTADÍSTICA D.G.A. Y B.P 
DISCREPANCIA ESTADÍSTICA D.G.A. Y B.P 
DISCREPANCIA ESTADÍSTICA ENTRE C.N.E. 
TRANSFERENCIAS Y PRESTACIONES NETAS DE LAS EMPRESAS 
FINANCIACIÓN TOTAL REAL DE LAS EMPRESAS 
AHORRO BRUTO DE LAS ADMINISTRACIONES PUBLICAS 
AHORRO BRUTO DE LAS FAMILIAS 
TASA DE AHORRO DE LAS FAMILIAS 
AHORRO NACIONAL BRUTO 
CRÉDITO A LA EXPORTACIÓN BANCA PRIVADA Y O.I.C. 
(EXPORT.BIENES Y SERVICIOS) 
(PTAS. 1970) (EXP.B.Y SERV.) 
Y C.F. 
Y C.F. ( PTAS. 1970 ) 
(IMPORT. BIENES) 
(PTAS. 1970) (IMPORT. BIENES) 
(IMP. BIENES Y SERVICIOS) 
(PTAS. 1970) (IMP.B. Y SERV.) 






























































CRÉDITO AL SECTOR PRIVADO, SISTEMA CREDITICIO 
CRÉDITO AL SECTOR PRIVADO ( INCREMENTO ) 
CRÉDITO REAL AL SECTOR PRIVADO 
TIPO MEDIO BRUTO TRIMESTRAL DE LAS OBLIGACIONES DE EMPRESAS 
NO BANCARIAS 
EXCEDENTE BRUTO DE LAS EMPRESAS 
EXCEDENTE NETO DE LAS EMPRESAS 
TIEMPO EN PERIODOS ANUALES 
TRANSFERENCIAS NETAS DE CAPITAL ADMINISTRACIONES PUBLICAS 
TRANSFERENCIAS DE CAPITAL DE LAS ADM. PUBLICAS A LAS FAMILIAS 
TRANSFERENCIAS CORRIENTES NETAS DE LAS ADM. PUBLICAS 
OTRAS TRANSFERENCIAS PRIVADAS. 
TRANSFERENCIAS CORRIENTES DIVERSAS NETAS DE LAS FAMILIAS 
TRANSFERENCIAS AL SECTOR PUBLICO 
TRANSFERENCIAS POR REMESAS DE EMIGRANTES . 
INGRESOS FISCALES POR I.V.A. 
VALOR AÑADIDO DE LA GRICULTURA POR LA IMPLANTACIÓN DE I.V.A. 
EXPORTACIÓN DE BIENES ( D.G.A.) POR IMPLANTACIÓN DEL I.V.A. 
IMPUESTOS LIGADOS A LA IMPORTACIÓN POR IMPLANTACIÓN I.V.A. 
IMPUESTOS LIGADOS A LA PRODUCCIÓN POR IMPLANTACIÓN DEL I.V.A. 
IMPORTACIÓN DE BIENES ( D.G.A.) POR IMPLANTACIÓN DEL I.V.A. 
TOTAL INGRESOS PRODUCCIÓN POR IMPLANTACIÓN DEL I.V.A. 
VALOR AÑADIDO DE LA CONSTRUCCIÓN POR IMPLANTACIÓN DEL I.V.A. 
EXPORTACIÓN PARTIDAS 0,1 POR IMPLANTACIÓN DEL I.V.A. 
EXPORTACIÓN PARTIDAS 2,4 POR IMPLANTACIÓN DEL I.V.A. 
EXPORTACIÓN PARTIDA 3 POR IMPLANTACIÓN DEL I.V.A. 
EXPORTACIÓN PARTIDAS 5,6,8,9 POR IMPLANTACIÓN DEL I.V.A. 
EXPORTACIÓN PARTIDA 7 POR IMPLANTACIÓN DEL I.V.A. 
IMPORTACIONES PARTIDAS 0,1 POR IMPLANTACIÓN DEL I.V.A. 
IMPORTACIONES PARTIDAS 2,4 POR IMPLANTACIÓN DEL I.V.A. 
IMPORTACIONES PARTIDA 3 POR IMPLANTACIÓN DEL I.V.A. 
IMPORTACIONES PARTIDAS 5,6,8,9 POR IMPLANTACIÓN DEL I.V.A. 
IMPORTACIONES PARTIDA 7 POR IMPLANTACIÓN DEL I.V.A. 
VALOR AÑADIDO DE LA INDUSTRIA POR IMPLANTACIÓN DEL I.V.A. 
VALOR AÑADIDO DEL SECTOR SERVICIOS POR IMPLANTACIÓN I.V.A. 
ÍNDICE DE COSTE SALARIAL POR PRODUCTO 
ÍNDICE DE COSTE SALARIAL POR PERSONA EMPLEADA 
POBLACIÓN DESEMPLEADA 
TASA DE DESEMPLEO 
SALARIOS NETOS DE COTIZACIONES SOCIALES 
TASA SALARIOS NETOS SOBRE RENTA DISPONIBLE FAMILIAR 
ÍNDICE DE CANTIDAD EXPORT. MUND. PRODUCT. MANUFACTURADOS 
WEXMG DEFLACTADO POR PEVMG 
ÍNDICE DEL P.I.B. REAL DE LA C.E.E. 
SALARIO NETO POR PERSONA EMPLEADA 
PROXY DE SALARIOS 
ÍNDICE COSTE SALARIAL RESPECTO A CIV 
SALARIO MEDIO ANUAL PAÍSES DE TRABAJO EMIGRANTES 
SALARIO POR EMPLEADO FRANCIA 
SALARIO POR EMPLEADO R.-F. ALEMANIA 
TASA DE VARIACIÓN ANUAL DE WR 
ÍNDICE DE PRESIÓN SALARIAL 
SALARIO NETO REAL POR PERSONA EMPLEADA 
TASA DE VARIACIÓN DE WR70 
TIPO DE CAMBIO MEDIO ANUAL PESETA / DOLAR 
ÍNDICE TIPO DE CAMBIO PESETA / DOLAR 
RENTA BRUTA DISPONIBLE TOTAL 
RENTA BRUTA DISPONIBLE DE LAS ADMINISTRACIONES PUBLICAS 
RENTA FAMILIAR BRUTA DISPONIBLE 
RENTA FAMILIAR BRUTA DISPONIBLE REAL 
RENTA FAMILIAR BRUTA DISPONIBLE REAL POR PERSONA 
318. 
Anexo A5.2 
Ecuacione del Modelo Wharton-UAM/2 
En este Anexo se incluyen todas las relaciones del 
modelo (ecuaciones de comportamiento e identidades) 
tal como figuran en el fichero que se utiliza para su 
resolución y por orden alfabético en la variable en-
dógena explicada. Las ecuaciones inicialmente en lo-
garitmos, así como las planteadas con errores auto-
rregresivos, aparecen convenientemente transformadas. 
Todas las ecuaciones de comportamiento incluyen, como 
último término del segundo miembro, un error aditivo 
(notado como la variable endógena del primer miembro 
y acabado en &) 
Como complemento a la relación de ecuaciones, se in-
cluye previamente un cuadro resumen para las ecuacio-
nes de comportamiento en que se indica: 
1) Método de estimación (MCO, Mínimos Cuadrados Or-
dinarios o MCG, Mínimo Cuadrados Generalizados 
procedimiento Cochrane-Orcutt) 
2) Número de variables explicativas (sin contar el 
término independiente). 
3) Número de variables significativas (también sin 
contar el término independiente y según el con-
traste t con un nivel de confianza del 95%). 
4) Coeficiente de determinación corregido. 
5) Estadístico de Durbin-Watson. 
6) Coeficiente del proceso autorregresivo entre re-
siduos (en el caso de emplearse esta especifica-
ción) . 
319. 
ECUACIÓN ENDÓGENA MÉTODO VARIABLES VARIABLES R2 D-W RHO 
N PRINCIPAL ESTIM. EXPLICAT. SIGNIF. 
10 C770NCLOG) MCO 2 
20 CNF70(LOG) MCG 2 
30 CG70 MCO 2 
40 IVQPR70(LOG) MCG 4 
55 IVBNHPR70(LOG) MCG 4 
60 IVH70(LOG) MCO 3 
70 EXOIR(LOG) MCO 5 
80 EX24R(LOG) MCO 4 
90 EX3RCL0G) MCO 4 
100 EX5689R(LOG) MCG 3 
110 EX7R(L0G) MCG 3 
120 SDEXBPGR MCO 2 
130 EXTO70(LOG) MCG 2 
140 EXS070(LOG) MCG 1 
150 SDEXBPCNR MCO 3 
160 IMOIR(LOG) MCO 3 
170 IM24R(LOG) MCO 3 
180 IM3R(LOG) MCO 3 
190 IM5689R(LOG) MCG 2 
200 IM7R(LOG) MCG 2 
210 SDIMBPGR MCG 1 
220 IMT070(LOG) MCG 3 
230 IMS070(LOG) MCG 1 
235 SDIMBPCR MCG 2 
240 QAG70 MCG 4 
250 QIND70(LOG) MCG 1 
260 QCST70(LOG) MCG 2 
270 QSER70(LOG) MCG 2 
280 EPAG(LOG) MCO 2 
290 EPIND(LOG) MCO 4 
300 EPCST(LOG) MCO 3 
310 EPSER(LOG) MCO 3 
320 LFCVN(LOG) MCG 2 
330 PIND(LOG) MCO 3 
340 PAG(LOG) MCG 3 
350 PSER(LOG) MCG 3 
360 PCST(LOG) MCO 3 
370 PCFT(LOG) MCO 3 
380 PCNFT(LOG) MCO 2 
390 PCG MCG 1 
400 PIVEQÜIPT MCG 2 
410 PIVBNHT MCG 1 
420 PIVHT(LOG) MCG 2 
430 PDINV MCG 1 
440 PX01 MCG 2 
450 PX24 MCG 2 
460 PXFU MCG 1 
470 PX5689 MCG 2 
480 PX7 MCG 2 
490 PMOID(LOG) MCG 1 
500 PM24D(LOG) MCG 1 
510 PMFUD(LOG) MCO 1 





















































































































































































































































































































































































































































































































































Ecuaciones del Modelo Wharton-UAM/2 321, 
ECUACIÓN 860 
AMORFH = EXP(0.0685055 + 1.0070870*LOG(AM0RFH(-l))) + AM0RFH& 
IDENTIDAD 2190 
AMORFP = ( AMORFH - AMORGVT * ( KGVT(-l) / KVFH(-l) ) ) / 
( ( KVFP(-l) + KVH(-l) / 3. ) / KVFH(-l) ) 
ECUACIÓN 850 
AMORGVT = EXP(0.1223062 + 0.9710249*LOG(AMORGVT(-1))) + AM0RGVT& 
IDENTIDAD 1610 
BBPG = EXBPG - IMBPG 
IDENTIDAD 1620 
BBPGS = BBPG + EXTO - IMTO + EXSO - IMSO 
IDENTIDAD 1630 
BBPGSS = EXBPG + EXTO + EXSO + RFRI - ( IMBPG + IMTO + IMSO + PFRI ) 
IDENTIDAD 1650 
BCA • BBPGSS + BTR 
IDENTIDAD 1660 
BCARATE = ( BCA / GDPM ) * 100 
IDENTIDAD 1640 
BTR = TRTHFRWN + TROCFRWN + TRTGFRWN 
IDENTIDAD 2200 
CCAFP = ( AMORFP * KVFP(-l) ) / 100 
IDENTIDAD 2150 
CCAG = ( AMORGVT * KGVT(-l) ) / 100 
IDENTIDAD 2210 
CCAH = ( 1. / 3. ) * ( AMORFP * KVH(-l) ) / 100 
IDENTIDAD 920 
CF = ( CF70 * PCF ) / 100 
IDENTIDAD 490 
CF70 = CF70N * N 
ECUACIÓN 10 
CF70N = EXP(0.2185507 + 0.2347257*LÓG(YDH70N) + 
0.6128148*LOG(CF70N(-1))) + CF70N& 
IDENTIDAD 950 
CG • ( CG70 * PCG ) / 100 
ECUACIÓN 30 
CG70 = EXP(-0.071303 + 0.0629179*LOG(CP70) + 0.934926* 
LOG(CG70(-l))) + CG70& 
IDENTIDAD 570 
CIV = ( 100 - RPP * RPIV + SPFRMCI ) / ( 100. - RPP ) 
IDENTIDAD 2100 
CN = CP + CG 
IDENTIDAD 920 
CNF = ( CNF70 * PCNF ) / 100 
EQUACION 20 
CNF70 = EXP(-2.402236 + 1.085969*L0G(YDH70) + 0.2990555*LOG(WAGEYD) + 
0.7170001*(LOG(CNF70(-1)) - (-2.402236 + 1.085969*LOG(YDH70(-l)) + 
0.2990555*LOG(WAGEYD(-1))))) + CNF70& 
IDENTIDAD 930 
CP = CF + CNF 
IDENTIDAD 1490 
CPI = CP + EXTO - IMTO 
IDENTIDAD 670 
CPI70 = CP70 + EXT070 - IMT070 
IDENTIDAD 500 
CP70 = CF70 + CNF70 
IDENTIDAD 690 
CÜG = ( GDPM70 / GDPMPOT ) * 100 
IDENTIDAD 430 
CUSTMPOL = GINDTIMG / ( GINDTI70 / IMGT0T70 ) 
IDENTIDAD 820 
DDA70 = CF70 + EX01R 
IDENTIDAD 400 
DDINV = GDPM + IMGS - DINV 
IDENTIDAD 830 
DDS70 = CNF70 + EXS070 + CG70 
IDENTIDAD 700 
DD70 » IVT70 + CNF70 + EX5689R + EX7R 
IDENTIDAD 1110 
DINV = ( DINV70 * PDINV ) / 100 
IDENTIDAD 80 
DMCR7475 = EXP(DUMC7475) 
IDENTIDAD 360 
DUMAPSSX = EXPCDUMAPSS) 
IDENTIDAD 100 
323. 
DUMCR74 • EXP(DUMC74) 
IDENTIDAD 270 
DUMINDX = EXP(DUMIND) 
IDENTIDAD 140 
DUMTOX = EXP(DÜMTO) 
IDENTIDAD 730 
EP = EPAG + EPIND + EPCST + EPSER 
ECUACIÓN 280 
EPAG = EXP(6.678141 - 0.5953607*LOG(QAGEP(-1)) -
00488894*L0G(UPRATE(-1))) + EPAG& 
ECUACIÓN 300 
EPCST = EXP(0.8786455 + 0.1399756*L0G(QCSTEP(-1)) + 
0.9417369*LOG(EPCST(-1)) - 0.0440953*L0G(ULCIND)) + EPCST& 
ECUACIÓN 290 
EPIND = EXP(1.676441 + 0.2146713*L0G(QINDEP(-1)) + 
0.8994449*L0G(EPIND(-1)) - 0.0878362-LOG(DUMINDX) -
0.1057545*LOG(ULCIND)) + EPIND& 
ECUACIÓN 310 
EPSER = EXP(1.167658 + 0.2643332*LOG(QSEREP(-1)) + 
0.9306666*L0G(EPSER(-1)) - 0.0425393*L0G(ULCIND)) + EPSER& 
IDENTIDAD 1210 
EXBPG = EXGTOT + SDEXBPG 
IDENTIDAD 590 
EXBPG70 = EXGT0T70 + SDEXBPGR 
IDENTIDAD 1430 
EXGS - ( EXGS70 * PXGS ) / 100 
IDENTIDAD 610 
EXGSSD = EXBPG70 + EXT070 + EXS070 
IDENTIDAD 600 
EXGS70 = EXBPG70 + EXT070 + EXS070 + SDEXBPCR 
IDENTIDAD 1180 
EXGTOT = EX01 + EX24 + EX3 + EX5689 + EX7 
IDENTIDAD 580 
EXGT0T70 = EX01R + EX24R + EX3R + EX5689R + EX7R 
IDENTIDAD 1410 
EXSO - ( EXS070 * PXS ) / 100 
ECUACIÓN 140 
EXS070 = EXP(-2.600683 + 1.026117*LOG(IMEX) + 
0.7780002*(LOG(EXS070(-1)) - (-2.600683 + 
1.026117*LOG(IMEX(-l))))) + EXS070& 
IDENTIDAD 1420 
EXTO = ( EXT070 * PXTO ) / 100" • 
ECUACIÓN 130 
EXT070 = EXPC-1.147003 - 1.285901*L0G(PCPW) + 2.542180*L0G(WEXT0) + 
0.8890002*(LOG(EXT070(-1)) - (-1.147003 
1.285901*L0G(PCPW(-1)) + 2.542180*L0G(WEXT0(-1))))) + EXT070& 
IDENTIDAD 1130 
EX01 = ( EX01R * PX01 ) / 100 
ECUACIÓN 70.1 (Alternativa 1) 
EX01R = EXP(0.361945+1.51558*LOG(WEXTO)-0.749157*LOG(PX01WW))+EX01R1& 
ECUACIÓN 70 (Alternativa 2) 




EX24 * ( EX24R * PX24 ) / 100 
ECUACIÓN 80.1 (Alternatival) 
EX24R = EXP(6.81946+0.406405*LOG(WEXMG)-1.33941*LOG(PX24WW))+ 
EX24R1& 
ECUACIÓN 80 (Alternativa 2) 
EX24R = EXPC-1.453331 + 0.9584033*LOGCWEXTO) - 1.135209*L0G(PX24W) + 
1.04106*L0G(RATIND) - 0.0638148*L0G(DMCR7475)) + EX24R& 
IDENTIDAD 1150 
EX3 = ( EX3R * PXFU ) / 100 
ECUACIÓN 90.1 (Alternativa 1) 
EX3R = EXP(3.18232 - 0.583228*LOG(PXFUWW) + 0.709636*LOG(EX3R(-1))) 
+ EX3R1& 
ECUACIÓN 90 (Alternativa 2) 
EX3R « EXP(-2.737934 + 0.0896813*LOG(IM3R) + 0.6464826*L0G(XRATIND) 
- 0.5499605*LOG(DMCR7475) + 0.75269*LOG(EX3R(-1))) + EX3R& 
IDENTIDAD 1160 
EX5689 = ( EX5689R * PX5689 ) / 100 
ECUACIÓN 100.1 (Alternativa 1) 
EX5689R = EXPC-2.40235+1.79336*LOG(WEXMG)-0.372376*LOG(PX59WV))+ 
EX59R1& 
ECUACIÓN 100 CAlternativa 2) 
EX5689R = EXPC7.574782 + 0.3964074*LOGCWEXMGR) - 1.366046*LOGCPX5689W) + 
0.3402396*LOG(SPF3COAC) + 0.9899998*(LOG(EX5689R(-l)) -
(7.574782 + 0.3964074*LOG(WEXMGR(-l)) - 1.366046*L0G(PX5689W(-1)) 
+ 0.3402396*L0G(SPFBC0AC(-1))))) + EX5689R& 
325. 
IDENTIDAD 1170 
EX7 = ( EX7R * PX7 ) / 100 
ECUACIÓN 110.1 (Alternativa 1 ) 
EX7R = EXP(-6.44214+2.45815*LOG(WEXMG)-0.331624*LOG(PX7W))+EX7R1& • 
ECUACIÓN 110 (Alternativa 2) 
EX7R = EXP'(2.385907 + 1.05-5800*LOG(WEXMGR) - 1.105821*L0G(PX7W) + 
0.3428908*LOG(RATIND) + 0.9899998*(LOG(EX7R(-1)) -
(2.385907 + 1.055800*LOG(WEXMGR(-1)) - 1.105821*LOG(PX7W(-1))+ 
0.3428908*LOG(RATIND(-1))))) + EX7R& 
IDENTIDAD 2120 
FIN = FINH + FINCP + GFINAN 
IDENTIDAD 1870 
FINCP = SCP + ( TRCAFRG - TRCAFRGH ) - IVFP - DINV - GCAP 
IDENTIDAD 1790 
FINH • SH - IVH + TRCAFRGH + GTER 
IDENTIDAD 1230 
FINW * FIN - ( EXGS - IMGS ) + PNFRI + SALRFRW 
ECUACIÓN 650 
GBSS = EXPC-0.0295093 + 1.006679*LOG(GCS) + 0.114368l*LOG(DUMAPSSX)+ 
0.5860001*(LOG(GBSS(-1)) - (-0.0295093 + 1.006679*LOG(GCS(-1)) + 
0.1143681*L0G(DUMAPSSX(-1))))) +' GBSS& 
ECUACIÓN 770 
GCAP = 0.2014611 + (0.0006362*GDPM) + (0.8051028*GCAP(-1)) + GCAP& 
ECUACIÓN 635 
GCS = 1.006697 + (0.9605746*GCSH) + GCS& 
IDENTIDAD 1710 
GCSH = GCSHE * EP 
ECUACIÓN 630 




GDPC = QIND + QAG + QSER + QCST 
IDENTIDAD 710 
GDPC70 = QAG70 + QIND70 + QCST70 + QSER70 
IDENTIDAD 1510 
GDPM = CP + CG + IVT + EXGS - IMGS 
IDENTIDAD 810 
GDPMRATE = ( ( GDPM70 - GDPM70(-1) ) / GDPM70(-1) ) * 100 
326. 
IDENTIDAD 680 
GDPM70 = CP70 + CG70 + IVT70 + EXGS70 - IMGS70 
IDENTIDAD 750 
GDPM70EP = ( GDPM70 / EP ) * 100 
IDENTIDAD 800 
GD70ERAT • ( ( GDPM70EP - GDPM70EP(-1) ) / GDPM70EP(-1) ) * 100 
IDENTIDAD 760 
GD70IND = ( GDPM70EP / 20.545 ) * 100 
IDENTIDAD 2040 
GFINAN = SG •+ GCAP - TRCAFRG - GIVT - GTER 
IDENTIDAD 380 
GFINANS = GFINAN(-l) + GFINAN(-2) + GFINAN(-3) + GFINAN(-4) 
IDENTIDAD 2050 
GFINRATE = ( GFINAN / GDPM ) * 100 
IDENTIDAD 2010 
GGASCO = GSUBS + GINT + GGBSS 
ECUACIÓN 675 
GGBSS = -0.2657333 + 0.9616841*GBSS + 
0.6110002*(GGBSS(-1) - (-0.2657333 + 0.9616841*GBSS(-1))) + GGBSS& 
IDENTIDAD 1980 
GINDT = GINDTPVA + GINDTIVA 
ECUACIÓN 780 
GINDTI = EXP(-1.063785 + 0.8524677*LOG(IMGTOT) + 
z 0.3810000*(LOG(GINDTI(-1)) - (-1.063785 + 0.8524677*L0G(IMGT0T(-1))))) 
+ GINDTI& 
IDENTIDAD 210 
GINDTIMG = ( GINDTI / IMGTOT ) * 100 
IDENTIDAD 1880 
GINDTIV = ( RGINDTIV / 100. ) * GINDTI 
IDENTIDAD 1910 
GINDTIVA = TVAIM + GINDTI * ( 1. - ( RGINDTIV / 100. ) ) 
IDENTIDAD 220 
GINDTI70 = ( GINDTI / PMGS ) * 100 
ECUACIÓN 790 
GINDTP = EXP(-2.328265 + 0.9156372*L0G(DDINV> + 0.651* 
(LOGCGINDTP(-l)) - (-2.328265 + 0.9156372*LOG(DDINV(-l))))) 
+ GINDTP& 
IDENTIDAD 1900 
GINDTPV = ( RG1NDTPV / 100 ) * GINDTP 
327. 
IDENTIDAD 1970 
GINDTPVA = TVA + GINDTP * ( 1. - ( RGINDTPV / 100. ) ) 
IDENTIDAD 1990 
GINDT70 = ( GINDT / PGDPC ) * 100 
IDENTIDAD 2000 
GINGCO = GINDTIVA + GINDTPVA + GTH + GTCP + GCS + GIP + TRCOFRG 
ECUACIÓN 730 
GINT • 7.706337 - (0.0400265*GFTNANS) + (0.9215748*GINT(-1)) 
ECUACIÓN 720 
GIP = EXP(-4.2773000 + 0.8777313*LOG(GDPM) + 0.2218792*LOG(GIP(-1))) 
+ GIP& 
IDENTIDAD 2180 
GIVRATE = ( GIVTN70 / GIVT70 ) * 100 
IDENTIDAD 990 
GIVT = ( GIVT70 * PIVT ) / 100 
IDENTIDAD 2160 
GIVTN70 = ( ( GIVT - CCAG ) / PIVT ) * 100 
ECUACIÓN 800 
GSUBS = EXPC-6.7025850+1.1573700*LOG(GDPM)+0.2290993*LOG(GSUBS(-1))) 
+ GSUBS& 
IDENTIDAD 2070 • 
GSUBS70 = ( GSUBS / PGDPC ) * 100 
ECUACIÓN 740 
GTCP = EXPC-2.388479 4- 1.113390*L0G(SCP) + 
0.5250O01*(LOG(GTCP(-l)) - (-2.388479 + 1.113390*LOG(SCP(-l))))) + 
GTCP& 
ECUACIÓN 690 
GTER = EXP(0.6638240 + 0.7192593*LOG(GTER(-l))) + GTER& 
ECUACIÓN 670 
GTH = -4.4973 + 0.0768*SALR - 0.1128*NtfI + 0.8032*GTH(-1) + GTH& 
IDENTIDAD 2060 
GTTOT = GINDTIVA + GINDTPVA + GTH + GTCP + GCAP 
IDENTIDAD 1400 
IMBPG - IMGTOT + SDIMBPG 
IDENTIDAD 630 
IMBPG70 = IMGT0T70 + SDIMBPGR 
IDENTIDAD 650 
IMEX = EXGT0T70 + IMGT0T70 
328. 
IDENTIDAD 1470 
IMGS = ( IMGS70 * PMGS ) / 100 
IDENTIDAD 660 
IMGSSD = IMBPG70 + IMT070 + IMS070 
IDENTIDAD 640 
IMGS70 = IMBPG70 + IMTO70 + IMS070 + SDIMBPCR 
IDENTIDAD 1370 
IMGTOT = IM01 + IM24 + IM3 + IM5689 + IM7 
IDENTIDAD 620 
IMGT0T70 = IM01R + IM24R + IM3R + IM5689R + IM7R 
IDENTIDAD 1450 
IMSO = ( IMS070 * PMS ) / 100 
ECUACIÓN 230 
IMS070 = EXP(-3.103805 + 1.119676*L0G(IMEX) + 
0.5930001*(LOG(IMS070(-1)) - (-3.103805 + 
1.119676*L0G(IMEX(-1))))) + IMS070& 
IDENTIDAD 1460 
IMTO = ( IMT070 * PMTO ) / 100 
ECUACIÓN 220 
IOT070 = EXPC-14.29058 + 1.403368*L0G(PCPW) + 1.012274*LOG(YDH70) + 
0.5322369*LOG(XRATIND) + 0.4300002*(L0G(IMT070(-1)) - (-14.29058 + 
1.403368*LOG(PCPW(-1)) + 1.012274*LOG(YDH70(-1)) + 
0.5322369*L0G(XRATIND(-1))))) + IMT070& 
IDENTIDAD 1320 
IM01 = ( IM01R * PM01 ) / 100 
ECUACIÓN 160.1 
IM01R = EXP(-3.54135 + 1.4944*LOG(CF70) - 0.514214*LOG(PM01AG)) + 
+ IM01R1& 
ECUACIÓN 160 
IM01R = EXPC-3.517863 - 0'.4097812*LOG(PM01AG) + 1.634902*LOG(CF70) -
0.3096942*LOG(RATIND)) + IM01R& 
IDENTIDAD 1330 
IM24 = ( IM24R * PM24 ) / 100 
ECUACIÓN 170.1 
IM24R = EXP(1.05106 + 1.17284*LOG(QIND70) - 1.04602*LOG(PM24IND)) + 
IM24R1& 
ECUACIÓN 170 
IM24R = EXPC1.906877 - 1.057S94*LOG(PM24IND) + 1.233387*LOG(QIND70)-
0.263S229*L0G(XRATIND)) + IM24R& 
329. 
IDENTIDAD 1340 . 
IM3 = ( IM3R * PMFU ) / 100 
ECUACIÓN 180.1 
IM3R - EXP(-310892 + 1.14722*LOG(QIND70) - 0.165545*L0G(PMFUIND)) + 
IM3R1& 
ECUACIÓN 180 
IM3R * EXP(-4.482507 - 0.2171791*LOG(PMFUIND) + 1.151989*LOG(QIND70) + 
0.3518713*LOG(XRATIND)) + IM3R& 
IDENTIDAD 1350 
IM5689 » ( IM5689R * PM5689 ) / 100 
ECUACIÓN 190 
IM5689R * EXP(-0.6391671 * 0.7323408*LOG(PM59IND) + 1.300146*LOG(QIND70) + 
0.3329999*(LOG(IM5689R(-1)) - (-0.6391671 -
0.7323408*LOG(PM59IND(-1)) + 1.300146*L0G(QIND70(-1))))) + 
IM5689r& 
IDENTIDAD 1360 
IM7 • ( IM7R * PM7 ) / 100 
ECUACIÓN 200.1 (Alternativa 1) 
IM7R = EXP(3.37903 + 1.11865*LOG(IVEQÜI70) - 1.09987*L0G(PM7IND)) + IM7R1& 
ECUACIÓN 200 
IM7R = EXP(3.004181 - 1.144659*L0G(PM7IND) + 1.009299*LOG(QIND70) + 
06580001*(L0G(IM7R(-1)) - (3.004181 - 1.144659*L0G(PM7IND(-1))+ 
1009299*LOG(QIND70(-l))))) + IM7R& 
IDENTIDAD 980 
IVBNH * ( IVBNH70 * PIVBNH ) / 100 
IDENTIDAD 1010 
IVBNHP » IVBNH - 0.85 * GIVT 
ECUACIÓN 55 
IVBNHP70 • EXP(-1.504495 + 0.1822031*LOG(SFINARC(-1)) + 0.3262456* 
LOG(CÜG(-l)) + 00436522*LOG(RFDIR) + 0.7982593*LOG(WRC) + 
04970001*(LOG(IVBNHP70(-1)) - (-1.504495 + 0.1822031* 
L0G(SFINARC(-2)) + 03262456*L0G(CUG(-2)) + 0.0436522* 
L0G(RFDIR(-1)) + 07982593*L0G(WRC(-1))))) + IVBNHP7& 
IDENTIDAD 530 
IVBNH70 • IVBNHP70 + .85 * GIVT70 
IDENTIDAD 1050 
IVCST = IVH + IVBNH 
IDENTIDAD 540 
IVCST70 • IVH70 + IVBNH70 
IDENTIDAD 1000 
IVEQPR = IVEQUI - 0.15 * GIVT 
330. 
ECUACIÓN 40 
IVEQPR70=EXP(-0.3043424 + 0.1396527*LOG(SFINARC(-l)) +.4063591*L0G(CÜG(-1)) 
+0.0262198*L0G(RFDIR) + .6390226*L0G(WRC) +0.543*(LOG(IVEQPR70(-1))-
(-0.3043424 + 0.1396527*LOG(SFINARC(-2)) + 0.4063591*LOG(CUG(-2)) + 
0.0262198*LOG(RFDIR(-1)) + 0.6390226*LOG(WRC(-1))))) + IVEQPR7& 
IDENTIDAD 970 
IVEQÜI • ( IVEQÜI70 * PIVEQüi ) / 100 
IDENTIDAD 520 
IVEQÜI70 * IVEQPR70 + .15 * GIVT70 
IDENTIDAD 1070 
IVF '=• IVFP + GIVT 
IDENTIDAD 1090 
IVFH • IVF + IVH 
IDENTIDAD 555 
IVFH70 = IVF70 + IVH70 
IDENTIDAD 1030 
IVFP * IVEQPR + IVBNHP 
IDENTIDAD 2240 
IVFPN70 • ( ( IVFP - CCAFP ) / PIVFP ) * 100 
IDENTIDAD 2260 
IVFPRATE = ( IVFPN70 / IVFP70 ) * 100 
IDENTIDAD 510 
IVFP70 • IVEQPR70 + IVBNHP70 
IDENTIDAD 550 
IVF70 • IVFP70 + GIVT70 
IDENTIDAD 1020 
IVH * ( IVH70 * PIVH ) / 100 
ECUACIÓN 60 
IVH70 « EXP(1.86933 - 0.2648007*LOG(PIVHR) + 0.084749*L0G(SPFBTR(-1)) + 
•0.7786502*LOG(IVH70(-1))) + IVH70& 
IDENTIDAD 1120 
IVT » IVFH + DINV 
IDENTIDAD 560 
IVT70 * IVFH70 + DINV70 
IDENTIDAD 2140 
KGVT • KGVT(-l) + GIVT - CCAG 
IDENTIDAD 2170 
KGVT70 * KGVT70(-1) + GIVTN70 
3 3 1 . 
IDENTIDAD 740 
KNEXM = KNEXM(-l) + NEXM 
IDENTIDAD 2270 
KVFH = KVFP + KVH + KGVT 
IDENTIDAD 2220 
KVTP = KVTP(-l) + IVFP - CCAFP 
IDENTIDAD 2250 
KVFP70 = KVFP70C-1) + IVFPN70 
IDENTIDAD 2230 
KVH = KVH(-l) + IVH - ( ( AMORFP * KVH(-l) ) / 300 . ) 
IDENTIDAD 410 
KVH70 = ( KVH / PIVH ) * 100 
IDENTIDAD 770 
LFCV = ( LFCVN * N * 1000 ) / 100 
ECUACIÓN 320 
LFCVN = EXP(1192422 - 0.0135091*LOG(UPRATE) + 0.6733546*LOG(LFCVN(-l)) + 
05570000*(LOG(LFCVN(-1)) - (1 .192422 - 0.0135091*LOG(UPRATE(-1)) + 
06733546*LOG(LFCVN(-2))))) + LFCVN& 
IDENTIDAD 1550 
MISRATE = UPRATE + PCPRATE - GDPMRATE 
ECUACIÓN 640 
NWI = EXP(-03609254 + 0.9742651*LOG(3DPM) + 0.8104412*LOG(NWIWAGE(-1))) + 
NVI& 
IDENTIDAD 1840 
NWICP = NWI + PNFRI + GIP - GINT 
IDENTIDAD 350 
WIWAGE = NWI / (NWI + WAGE ) 
-CUACION 340 
PAG = EXP(0.8420311 + 0.4401541*LOG(17LCIND) + 0.2544901*LOG(PM01) -
0.250751*LOG(QAGEP) + 0.4970001*(LOG(PAG(-1)) - (0.8420311 + 
0.4401541*LOG(ULCIND(-1)) + 0.2544901*LOG(PM01(-1)) -
0.250751*LOG(QAGEP(-1))))) + PAG& 
^ENTIDAD 900 
PCF =
 P C F T * ( j + GINDTPVA / GDPM ) 
NACIÓN 370 
CFT
 - EXP(-0.4517927 + 0.4207616*LOG(PAG) + 0.1688187*LOG(PM01) + 
0-5084330-*LOG(PCFT(-1))) + PCFT& 
NACIÓN 390 
PCG - -14 .52325 + 1.108105*PCP + 0.9569998*(PCG(-1) 
1 .108105*PCP(-1) ) ) + PCG& 
IDENTIDAD 960 
PCIV = CIV * PIVF 
IDENTIDAD 910 
PCNF = PCNFT * ( 1 + GINDTPVA / GDPM ) 
ECUACIÓN 380 
PCNFT = -26 .89625 + (0.8025186*PIND) + (0.4526842*PCNFT(-1)) + 
PCNTT& 
IDENTIDAD 940 
PCP = ( CP / CP70 ) * 100 
IDENTIDAD 1500 
PCPI = ( CPI / CPI70 ) * 100 
IDENTIDAD 1540 
PCPRATE • ( ( PCP - PCP(- l ) ) / PCP(-'l) ) * 100 
IDENTIDAD 150 
PCPW = ( ( PCP / XRATIND ) / ( 0 .5 * ( PCPIT * REXITIND + 
PCPFR * REXFRIND ) ) ) * 1000000 
ECUACIÓN 360 
PCST = EXP(-0.08304 + 0.6555805*LOG(ULCIND) + 0.2803392*LOG(PMG) -
0.2140951*L0G(QCSTEP) + 0.464*(LOG(PCST(-1)) - ( -0 .08304 + 
0.6555805*LOG(ULCIND(-1)) + 0.2803392*LOG(PMG(-1)) -
0.2140951*LOG(QCSTEP(-1))))) + PCST& 
ECUACIÓN 430 
PDINV = -54 .40843 + 1.698988*PIND + 
0.5300002*(PDINV(-1) - ( - 5 4 . 4 0 8 4 3 + 1.698988*PIND(-1))) + PDINV& 
IDENTIDAD 420 
PEWFÜPTS = PEWFU * XRATIND / 100. 
ECUACIÓN 590 
PFRI = -54 .37496 + 0.4998510*XRATIND + 1.733630*FRDI + 0.7976502*PFRI(-1) + 
PFRI& 
IDENTIDAD 890 
PGDPC = ( GDPC / GDPC70 ) * 100 
IDENTIDAD 1520 
PGDPM = ( GDPM / GDPM70 ) * 100 
ECUACIÓN 330 ( A l t e r n a t i v a 1) 
ND =
 EXP(-0.863780 + 0.601803*LOG(ÜLCIND) + 0.343871*LOG(PMG) -
0.724468*LOG(QINDEP)) + PIND1& 
I S C I 0 N 330 ( A l t e r n a t i v a 2 ) 
¡ l™ - EXP(- l .308157 + 0.3866272*LOG(ULCIND) + 0.6354957*LOG(PCIV) -
3 3 2 . 
- ( -14.52325 + 
0.6841764*(LOG(QINDEP))) + PIND& 
333. 
IDENTIDAD 1250 
PIVBNH = PIVBNHT * ( 1 + GINDTPVA / GDPM ) 
IDENTIDAD 1220 
PIVBNHPR = ( IVBNHP / IVBKKP70 ) * 100 
ECUACIÓN 410 
PIVBNHT = 18.65351 + 0.7300755*PCST + 0.5750000*(PIVBNHT(-1) -
(1865351 + 0 .7300755*PCST(-1)) ) + PIVBNHT& 
IDENTIDAD 1060 
PIVCST * ( IVCST / IVCST70 ) * 100 
IDENTIDAD 1230 
PIVEQPR = ( IVEQPR / IVEQPR70 ) * 100 
IDENTIDAD 1240 
PIVEQÜI = PIVEQUIT * ( 1 + GINDTPVA / GDPM ) 
ECUACIÓN 400 
PIVEQUIT = 5 .811342 + 0.6311463*PIND + 0.2491101*PM7 + 
0.4140001*(PIVEQÜIT(-1) - (5 .811342 + 0.6311463*PIND(-1) + 
0 .2491101*PM7(-1)) ) + PIVEQUI& 
IDENTIDAD 1080 
PIVF = ( IVF / IVF70 ) * 100 
IDENTIDAD 1100 
PIVFH = ( IVFH / IVFH70 ) * 100 
IDENTIDAD 1040 
PIVFP = ( IVFP / IVFP70 ) * 100 
IDENTIDAD 1260 
PIVH = PIVHT * ( 1 + GINDTPVA / GDPM ) 
IDENTIDAD 50 
PIVHR = (
 P I V H / P I R ) * 1 0 o 
ECUACIÓN 420 
PIVHT = EXP(-0.8901352 + 0.6436309*LOG(PCST) + 0.5466565*LOG(PIND) + 
0.5920001*(LOG(PIVHT(-1)) - ( -0 .8901352 + 0.6436309*LOG(PCST(-1)) + 
0.5466565*LOG(PIND(-1))))) + PIVHT& 
NACIÓN 000 
PIVT B (
 I V T / I V T 7 Q ^ * 1 0 Q 
^ENTIDAD 310 
PMAG = (
 P A G / p G D P M } * 1 0 0 
«ENTIDAD
 3 3 0 
PMCST =
 ( P C S T ! p G D p M } * 1 0 0 
3 3 4 . 
IDENTIDAD 1580 
PMFU = PMFUT * ( 1 + GINDTIVA / IMGTOT ) 
ECUACIÓN 510 
PMFUD = -27 .83956 + (1.082ó56*PEWFü) + PMFUD& 
IDENTIDAD 180 
PMFUIND = ( PMFU / PIND ) * 100 
IDENTIDAD 1290 
PMFUT = ( PMFUD * XRATIND ) / 100 
IDENTIDAD 1380 
PMG = ( IMGTOT / IMGTOT70 ) * 100 
ECUACIÓN 575 
PMGS = -6 .939052 + 0.6764635*PVTO + 0.1528313*PEWFUPTS + 
0.233017*XRATIND + 0.256*(PMGS(-1) - (-6.939052 + 
0.6764635*PVTO(-1) + 0.1528313*PEWFUPTS(-1) + 
0.233017*XRATIND(-1))) + PMGS& 
IDENTIDAD 320 
PMIND = ( PIND / PGDPM ) * 100 
ECUACIÓN 560 
PMS = EXP(-0.4819079 + 1.100597*LOG(PVT0) + 0.6010001*(LOG(PMS(-1))-
( -0 .4819079 + 1.100597*LOG(PVTO(-1))))) + PMS& 
IDENTIDAD 240 
PMSER = ( PSER / PGDPM ) * 100 
ECUACIÓN 570 
PMTO = EXP(-0.7795718 + 1.176131*LOG(PVTO) + 0.9230001*(LOG(PMTO(-l)) -
( -0 .7795718 + 1.176131*LOG(PWTO(-l))))) + PMTO& 
IDENTIDAD 1560 
PM01 = PMOIT * ( 1 + GINDTIVA / IMGTOT ) 
IDENTIDAD 160 
PM01AG = ( PM01 / PAG ) * 100 
ECUACIÓN 490 
PM01D = EXP(-0.8033376 + 1.147396*L0G(PEWP) + 0.2180000*(LOG(PM01D(-1))-
( -0 .8033376 + 1.147396*L0G(PEWP(-1))))) + PM01D& 
IDENTIDAD 1270 
PH01T = (
 P M 0 1 D * XRATIND ) / 100 
^ENTIDAD 1570 
M24 e




3 3 6 . 
ECUACIÓN 555 
PXGS = 12.52266 + 0.4815298*PCP + 0.2871274*PMGS + 0.092473*PX7 
0.8660002*(PXGS(-1) - (12 .52266 + 0.4615298*PCP(-1) + 
0.2B71274*PMGS(-1) + 0 .092473*PX7( -1 ) ) ) + PXGS& 
¡CUACION 540 
?XS = 8.8959 + (0.3157911*PSER) + (0 .647596*PXS(-1) ) + PXS& 
•CUACION 550 
?XTO = -11 .39983 + (0.6107473*PCP) + (0 .5438383*PXT0(-1)) + PXTOó. 
ÍCUACION 440 
PX01 = -16 .87644 + 0.7572963*PAG + 0.3929647*PM01 + 
0 .4940000*(PXOl ( - l ) - ( -16 .87644 + 0.7572963*PAG(-1) + 
0 .3929647*PM01(-1) ) ) + PX01& 
IDENTIDAD 901 
PX01WW = (PX01/PWTO)*EER1 
ECUACIÓN 450 
PX24 = 4.048875 + 0.6422391*PIND + 0.0274182*PM24 + 
0 .3110001*(PX24(-1) - (4 .048875 + 0.8422391*PIND(-1) + 
0 .0274182*PM24(-1) ) ) + PX24& 
IDENTIDAD 701 
PX24WW = (PX24/(PEWP*XRATIND))*EER1*100. 
ECUACIÓN 470 
PX5689 = -4 .526934 + 0.7031334*PIND + 0.3845177*PM5689 + 
0 .9440001*(PX5689(-1) r ( - 4 .526934 + 0.7031334*PIND(-1) + 
0 .3845177*PM5689(-1) ) ) + PX5689& 
ECUACIÓN 1201 
PX59WW = (PX5689/(PEWMG*XRATIND))*EER1*100. 
ECUACIÓN 480 
pX7 = 12.00598 + 0.5027642*PIND + 0.4439027*PM5689 + 
0 .6150001*(PX7(-1) - (12 .00598 + 0.5027642*PIND(-1) + 
0 .4439027*PM5689(-1)) ) + PX7& 
IDENTIDAD 1301 
PX7VAÍ = (PX7/(PEWMG*XRATIND))*EER1*100. 
^ENTIDAD 850 
;QAG = ( QAG70 * PAG ) / 100 
IDENTIDAD 250 
[QAGEP =
 Q A G 7 0 f E p A G 
NACIÓN 280 
[QAG70 A 1 7 2 . 0 2 4 4 + 0 . 1 7 0 1 7 0 4 * D D A 7 0 - 1 2 . 4 5 9 1 2 * D U M A G 0 + 1 4 . 4 0 5 0 7 * D U M A G 3 + 
2 2 . 4 6 4 5 2 * D U M A G 4 + 0 . 7 5 2 * ( Q A G 7 0 ( - 1 ) - ( 1 7 2 . 0 2 4 4 + 0 . 1 7 0 1 7 0 4 * D D A 7 0 ( - 1 ) -




QCST = ( QCST70 * PCST ) / 100 
IDENTIDAD 290 
QCSTEP = QCST70 / EPCST 
ECUACIÓN "260 
QCST70 = EXP(0.5862710 + 0.2877499*LOG(IVH70) + 0.6072459*LOG(IVBNH70) + 
0.9330001*(LOG(QCST70(-1)) - (0 .5862710 + 0.2877499*LOG(IVH70(-1)) + 
0.6072459*LOG(IVBNH70(-1))))) + QCST70& 
IDENTIDAD 840 
ÍQIND = ( QIND70 * PIND ) / 100 
IDENTIDAD 260 
QINDEP • QIND70 / EPIND 
¡ECUACIÓN 250 
ÍQIND70 = EXP(0.3546382 + 0.8346837*LOG(DD70) + 0.9899998*(LOG(QIND70(-l)) 
- (0 .3546382 + 0.8346837*LOG(DD70(-1))) ) ) + QIND70&. 
•IDENTIDAD 860 
O.SER = ( QSER70 * PSER ) / 100 
IDENTIDAD 300 
iQSEREP = QSER70 / EPSER 
ECUACIÓN 275 
;QSER70 = (DDS70 * A l ) + (PMSER * A2) + QSER701& 
ECUACIÓN 270 
NJSER70 = -271 .1882 + 0.7069576*DDS70 + 4.791380*PMSER + 
i 0.7180001*(QSER70(-1) - ( -271 .1882+ 0.7069576*DDS70(-1) + 
í 4.791380*PMSER(-1))) + QSER70& 
I 
[IDENTIDAD 480 
pTlND = ( 300 + REXFRIND + REXGFIND + REXITIND ) * XRATIND / 600 . 
¡IDENTIDAD 450 
P&XFRIND = ( REXFR / . 181 ) * 100 
JIDENTIDAD 460 
pXGFlND = ( REXGF / . 274 ) * 100 
^ENTIDAD 470 




 * ( ( FRDI + FRBL ) / PIVF ) * 100 
ILACIÓN 580 
P 8 1 = EXP(-i. 498386 + (0.4225599*LOG(XRATIND)) + (0.9354193* 
LOGtRFRK-!)))) + RFRI& 
IDENTIDAD 2080 
RPP = ( GTCP / SCP ) * 100 
338. 
IDENTIDAD 1700 
SALR - WAGE + GCSH 
ECUACIÓN 830 
SALRFRW = 0.077477 + (1.29966*SALRFRV(-1)) + SALRFRW& 
IDENTIDAD 1850 
SCP = SÜCP - NWICP - GTCP - SDSUCP 
IDENTIDAD 1860 
SCPRATE • ( SCP / SUCP ) * 100 
IDENTIDAD 1440 
SDEXBPC = EXGS - EXBPG - EXTO - EXSO 
ECUACIÓN 150 
SDEXBPCR=EXP(-0.641215 + 0.3764926*LOG(EXGSSD) + 0.3421064*LOG(SDEXBPCR(-1) 
+ 0782419*LOG(DUMTOX)) + SDEXBPC& 
IDENTIDAD 1200 
SDEXBPG « ( SDEXBPGR * PXG ) / 100 
ECUACIÓN 120 
SDEXBPGR = 6 .3991 + 0.6309*SDEXBPGR(-1) - 0.3367*SDEXBPGR(-2) + 
SDEXBPG& 
IDENTIDAD 1530 
SDGDP= GDPM - GDPC - GINDT + GSUBS 
IDENTIDAD 720 
SDGDP70 = GDPM70 - GDPC70 - GINDT70 + GSUBS7O 
IDENTIDAD 1480 
SDIMBPC = IMGS - IMBPG - IMTO - IMSO' 
ECUACIÓN 235 
SDIMBPCR = -6 .102558 + 0.0558147*IMGTOT70 - 18.24165*DUMENERG + 
0.6680002*(SDIMBPCR(-l) - ( - 6 . 102558 + 0.0558147*IMGTOT70(-1) -
18.24185*DUMENERG(-1))) + SDIMBPC& 
IDENTIDAD 1390 
SDIMBPG = ( SDIMBPGR * PHG ) / 100 
ECUACIÓN 210 
SDIMBPGR * 7 .902123 - 0.0727501*IMGTOT70 + 0.9899998*(SDIMBPGR(-1) -
(7902123 - 0.0727501*IMGT0T70(-1))) + SDIMBPG& 
ECUACIÓN 710 
DRFI =
 2 .54158 - (0.1476034*PRFRI) + SDRTI& 
^ACION 750 
DSUCP = -15 .69984 + (0.0478254*SUNVGTCP) + SDSUCP& 
3 4 0 . 
IDENTIDAD 1960 
TVA = TVAAG + TVIND + TVCST + TVSER + DELTA5 * GINDTPV -
( ALFA1 * EX01 + ALFA2 * EX24 + ALFA4 * EX5689 + ALFA5 * EX7 ) 
IDENTIDAD 1920 
TVAAG = DELTA4 * QAG 
IDENTIDAD 1890 
TVAIM * BETA1 * IM01 + BETA2 * IM24 + BETA4 * IM5689 + 
BETA5 * IM7 + BETA6 * GINDTIV 
IDENTIDAD 1940 
TVCST = DELTA3 * QCST 
IDENTIDAD 1930 
TVIND = DELTA2 * QIND 
IDENTIDAD 1950 
TVSER = DELTA1 * QSER 
IDENTIDAD 1740 
ÜLCIN = ( ( SALR / GDPM ) / ( 1 2 4 6 . 6 8 6 / 2 5 7 6 . 1 5 4 ) ) * 100 
IDENTIDAD 280 
ÜLCIND = ( ( SALR / EP ) / ( 1 2 4 6 . 6 8 6 / 1 2 5 3 9 . 2 9 3 ) ) * 100 
IDENTIDAD 780 
UP = LFCV - EP 
IDENTIDAD 790 
UPRATE = ( UP / LTCV ) * 100 
IDENTIDAD 1690 
WAGE = ( WR * EP ) / 1 0 0 0 
IDENTIDAD 1810 
WAGEYD = ( WAGE / YDH ) * 100 
IDENTIDAD 110 
VEXMGR = ( VEXMG / PEWMG ) * 100 
IDENTIDAD 1680 
WR = WR(-l) * ( l + "( WRATE / 100 ) ) 
IDENTIDAD 1670 
VRATE = ( PCPRATE(-l) + GD70ERAT ) * WRPOL 
IDENTIDAD 1750 
mC a
 C ( WR / 8 2 . 4 2 ) / ( PCIV / 1 2 9 . 1 7 ) ) * 100 
; IDENTIDAD 340 
bS
 " ( ( VRTR * R E X P R
 + yjjgF * J^XQF ) / 2 . ) * 
XRAT * 100 / 245.419 
3 4 1 . 
IDENTIDAD 1720 
WR70 = ( WR / PGDPM ) * 100 
IDENTIDAD 1730 
WR70RATE = ( ( WR70 - WR70(-1) ) / VR70(-1) ) * 100 
IDENTIDAD 440 
XRATIND = ( XRAT / 7 0 . 0 3 ) * 100 
IDENTIDAD 2090 
YD = YDH + YDG + SCP 
IDENTIDAD 2020 
YDG = CCAG + GINGCO - GGASCO 
IDENTIDAD 1760 
YDH • SALR + NWI + GBSS + TROH - GTH - GCSH 
IDENTIDAD 1600 
YDH70 = ( YDH / PCP ) * 100 
IDENTIDAD 20 
YDH70N = YDH70 / N 




Relaciones entre variables del modelo 
Wharton-UAM/2 (input del CAUSOR) 
WHARUAM MODELO DE ESPAÑA (UNIVERSIDAD AUTÓNOMA MADRID 198U) 
EQ1.10:CF70N*YDH70N CF70N-1 • 
EQ1.20:CNF70*YDH70 YDH70-1 WACEYD WAGEYD-1 CNF70-1 • 
EQ1.30:CG70*CP70 CG70-1 * 
EQl.ttO: IVEQPR70«SFINARC-1 SFINARC-2 CUG-1 CüG-2 RFDIR RFDIR-1 WRC 
WRC-1 IVEQPR70-1 • 
EQ1.55:!VBNHPR7*SFINARC-1 SFINARC-2 CUG-1 CUG-2 RFDIR 
RFDIR-1 WRC WRC-1-IVBNHPR7-1 • 
EQ1.60:IVH70*PIVHR SPFBTR-1 IVH70-1 • 
EQ1.70:EX01R»WEXT0 PX01W SPFBCOAC' RATIND DUMCR7U * 
EQ1.80:EX2MR«WEXT0 PX2UW RATIND DUMCR7«45 # 
EQ3.90:EX3RslM3R XRATIND DUMCR7U5 EX3R-1 * 
EQ1.100:EX56B9R«WEXMGR WEXMGR-1 PX5689W PX5689W-1 SPFBCOAC 
SPFBCOAC-1 EX5689R-1 * 
EQ1.110:EX7R«WEXMGR WEXMGR-1 PX7W PX7W-1 RATIND RATIND-1 EX7R-1» 
EQ1.120:SDEXBPCR=SDEXBPGR-1 SDEXBPGR-2 * 
EQ1.130:EXTO7C*PCPW PCPW-1 WEXTO WEXTO-1 EXTO70-1 * 
EQ1.11»0:EXS070*IMEX IMEX-1 EXSO70-1 • 
EQ1.150:SDEXBPNR*EXGSSD SDEXBPNR-1 DUMTOX • 
EQ1.160:IM01R=PM01AG CF70 RATIND • 
EQ1.170:IM2UR«PM2UIND QIND70 XRATIND * 
EQ1.180:IM3R*PMFUIND QIND70 XRATIND * 
EQ1.190:IM56B9R*PM59IND PM59IND-1 QIND70 QIND70-1 IM5689R-1 * 
EQ1.200:IM7R«PM7IND PM7IND-1 QIND70 QIND-1 IM7R-1 * 
EQ1.210:SDIMBPCR*IMGT0T70 IMGT0T70-1 SDIMBPGR-1 # 
EQ1.220:IMT070*PCPW PCPW-1 YDH70 YDH70-1 XRATIND XRATIND-1 IMT070-1 • 
EQ1.230:IMS070*IMEX IMEX-1 IMS070-1 * 
EQ1.235:SDIMBPNR*IMGT0T70 IMGT0T70-1 DUMENERC DUMENERG-1 SDIMBPNR-1 * 
ID1.1:CUST0MPC«GINDTIMC CINDTI70 IMGT0T70 * 




ID1.6:RATIND*REXFRIND REXGFIND REXITIND XRATIND * 
ID1.7:CF70*CF70N N • 
ID1.6:CP70«CF70 CNF70 * 
ID1.9:IVFP70*IVEQPR70 IVBNHPR7 * 
ID1.10:IVEQUIP7«IVEQPR70 CIVT70 • 
ID1.11:IVBNH70»IVBNHPR7 GIVT70 • 
ID1.12:IVCST70»IVH70 IVBNH70 * 
ID1.13: IVF70*IVFP70 GIVT70 * 
ID1.1li:IVFH70«IVF70 IVH70 * 
ID1.15:IVT70«IVFH70 DINV70 * 
ID1.16:CIV«RPP RPIV SPFRMCI * 
«D1.17:EXGTOT70«EX01R EX2UR EX3R EX5689R EX7R * 
ID1.18:EXBPC70»EXCTOT70 SDEXBPCR * 
IDl.19:EXCS70sEXBPG70 EXT070 EXS070 SDEXBPNR • 
ID1.20:EXCSSD>EXBPC70 EXT070 EXSO70 * 
ID1.2i:iMGT0T70«IM01R IM2UR IM3R IM5689R IM7R • 
I DI. 22:IMBPC70*IMGTOT70 SDIMBPGR * 
ID1.23:IMCS70«IMBPG70 IMT070 IMS070 SDIMBPNR * 
•D1.2U:IMEX«EXGTOT70 IMGT0T70 • 
•D1.25:IM0SSO«IMBPC70 IMT070 IMS070 * 
ID1.26:CPI70*CP70 EXT070 IMT070 • 
343. 
ID1.27:G0PM70«CP70 CC70 IVT70 EXGS70 IMCS70 • 
ID1.28:CUG«GDPM70 GDPMPOT • 
EQ2.2U0:QAG70»DDA70 DOA70-1 DUMAGO DUMACO-1 DUMAG3 DUMAG3-1 
OUMHAQU DUHMAGK-1 QAG70-1 • 
EQ2.250:QIND70«DD70 OO70-1 QIND70-1 « 
EQ2.260.0CST70- IVH70 IVH70-1 IVBNH70 IVBNH70-1 QCST70-1 • 
EQ2.270:QSER70«DDS70 DOS70-1 PMSER PMSER-1 QSER70-1 • 
EQ2.280:EPAC«QAGEP-1 UPRATE-1 * 
EQ2.290:EPIND»QINDEP-1 EPlND-1 OUHINDX ULCIND • • 
EQ2.300:EPCST«QCSTEP-1 ULCIND EPCST-1 • 
EQ2.310:EPSER«QSEREP-1 ULCIND EPSER-1 • 
EQ2.320:LFCVN«UPRATE UPRATE-1 LFCVN-1 LFCVN-2 • 
ID2 .1 :DD70»IVT70 CNF70 EX5689R EX7R • 
I02.2:GDPC70«QAG70 QIN070 QCST70 QSER70 * 
ID2.3:SDCDP70«CDPM70 GDPC70 CINDT70 CSUBS70 * 
I02.1»:EP«EPAG EPSER EPIND EPCST • 
ID2.5:MíEXM«KNEXM-1 NEXH • 
102.6:CDPM70EP«G0PM70 EP • 
ID2.7:G070IND*GDPM70EP • 
102.8:LFCV«LFCVN N • 
ID2.9:UP»LFCV EP * 
ID2.10:UPRATE«UP LFCV * 
ID2.TI:CD70ERAT«G0PM70EP CDPM70EP-1 • 
ID2.12:CDP»«RATE«GDPM70 G0PM70-1 * 
ID2.13:DDA70«CF70 EX01R • 
ID2.1ta:DDS70«CNF70 CC70 EXS070 * 
EQ3.330:PIND»ULCIND PCIV QINOEP * 
EQ3.3*»0:PAG*ULCIND ULCIND-1 PM01 PM01-1 QAGEP QAGEP-1 PAG-1 "• 
EQ3.350:PSER«ULCIND ULCIND-1 PMG PMC-1 QSEREP QSEREP-1 PSER-1» 
EQ3.360:PCST«ULCIND ULCIND-1 PMG PMC-1 QCSTEP QCSTEP-1 PCST-T» 
EQ3.370:PCFT«PAG PH01 PCFT-1 • 
EQ3.380:PCNFT«PIND PCNFT-1 • 
EQ3.390:PCC*PCP PCP-1 PCG-1» 
EQ3.UO0:PIVEQUIT»PIND PIND-1 PM7 PM7-1 PIVEQUIT-1 • 
EQ3.tt10:PIVBNHT«PCST PCST-1 PIVBNHT-1 • 
EQ3.U20:PIVHT«PCST PCST-1 PINO PIND-1 PIVHT-1 • 
EQ3.U30:PDINV*PIND PIND-1 PDINV-1* 
EQ3.«U»0:PX01«PAG PAG-1 PH01 W 0 1 - 1 PX01-1 • 
EQ3.U50:PX2U*PINO PIND-1 PM2H PM2U-1 PX2U-1 * 
EQ3.U60:PXFU»PEWFU PEWFU-1 PXFU-1 • 
EQ3.i i70:PX3689«PIND PINO-1 PM5689 PM5689-1 PX5689-1 • 
EQ3.te80:PX7«PIND PINO-1 PM5689 PMS689-1 PX7-1 * 
EQ3.i»90:PM010»PEVP PEWP-1 PM01D-1 • 
EQ3.500:PH2UO»PEWP PEWP-1 PH2«lD-l * 
EQ3.510:PMFUD»PEVFU • 
EQ3.520:PM56B90*PEWHG PEWHC-1 PM56690-1 * 
EQ3.530:PM70»PEWMC PEWMG-1 PM7D-1 * 
EQ3.5W):PXS»PSER PXS-1 • 
EQ3.550:PXTC«PCP PXT0-1 • 
EQ3.555:PXGS«PCP PCP-1 PMCS PHGS-1 PX7 PX7-1 PXGS-1 • 
EQ3.560:PHS«PWT0 PWTO-1 PMS-1 • 
EQ3.570:PMTO«PWT0 PWT0-1 PMT0-1 • 
EQ3.575:PMGS«PWTO PVT0-1 PEWFUPTS PEWFUPTS-1 XRATIND XRATIND-1 
PMCS-1 • 
ID3 .1 :QIND*QIN070 PINO • 
ID3.2:QAG«QAG70 PAG • 
ID3.3:QSER«QSER70 PSER • 
ID3.U:OCST«QCST70 PCST • 
ID3.5:GDPC«QIND QAG QSER O C S T * 
1 0 3 . 6 : PCDPOGDPC GDPC70 • 
ID3.7:PCF«PCFT CINDTPVA CDPM • 
ID3.8:PCNF«PCNFT CIMDTPVA GDPM • 
ID3.9:CF«CF70 PCF • 
ID3.10:CNF«CNF70 PCNF • 
ID3 .11:CP*CF CNF • 
ID3.12:PCP«CP CP70 • 
I D 3 . 1 3 : COCG70 PCG • 
I D 3 . U : P C I V » C I V PIVF • 
103.15: IVEQUIP«IVEQUIP7 P I V E Q U I P * 
103.16:IVBNH>IVBNH70 PIVBNH * 
ID3 .17 :C IVT«CIVT70 PIVT • 
ID3.1B:IVEQPRsIVEQUIP GIVT * 
103.19:IVBNHPR*IVBNH GIVT • 
103 .20 : IVH« IVH70 PIVH • 
1 0 3 . 2 1 : I V F P B I V E Q P R IVBNHPR • 
103 .22 :P IVFP» IVFP IVFP70 • 
103 .23 : IVCST«IVH IVBNH • 
ID3.2U:PIVCST«IVCST IVCST70 * 
1 0 3 . 2 5 : I V F B I V F P CIVT • 
I D 3 . 2 6 : P I V F « I V F IVF70 * 
1 0 3 . 2 7 : IVFH- IVF IVH "• 
103.28:PIVFH*IVFH IVFH70 * 
ID3.29:DINV»DINV70 PDINV • 
ID3.30:IVT«IVFH DlNV • 
103.31:PIVT»IVT IVT70 • 
ID3.32:EX01«EX01R PX01 • 
ID3.33:EX2U«EX2UR PX2H • 
ID3.3U:EX3«EX3R PXFU • 
I03.36:EX56B9>EX5669R PX5689 • 
ID3.37:EX7«EX7R PX7 • 
ID3.38:EXCTOT«EX01 EX2»» EX3 EX5689 EX7 * 
ID3.39:PXC«EXCT0T EXGT0T70 • 
ID3.U0:SDEXBPG>S0EXBPGR PXC * 
ID3.U1:EXBPC*EXGT0T SOEXBPG • 
1D3.U2:PIVBNHPR*IVBNHPR IVBNHPR7 * 
103.1*3: PIVEQPR»IVEQPR IVEQPR70 • 
ID3.WÍ:PIVEQUIP»PIVEQUIT CINDTPVA CDPM • 
I03.Ü5:PIVBNH«PIVBNHT CINDTPVA GDPM • 
ID3.U6:PIVH»PIVHT CINDTPVA COPM • 
ID3.U7:PH01T«PM01D XRATIND • 
ID3.U8:PM2UT«PM2«D XRATIND * 
ID3.*9:PMFUT»PHFU0 XRATIND • 
103.50:PM5689T-PM56890 XRATINO • 
103.51:PM7T.PM7D XRATIND • 
•03.52:IM01«IH01R PH01 • 
ID3.53:IM2U>IM2«R PM2Ü • 
103.5U:IM3-IH3R PMFü • 
103.55:IM5689-IM5689R PM5689 • 
103.56:IM7«IM7R PM7 * 
103.57:IHCTOTBIHOI IH2U IM3 IM5689 IM7 * 
345. 
103.58:PMG*IMCTOT IMCTOT70 * 
ID3.59:SDIM6PG*SDIMBPGR PMC • 
103.60:IMBPC*IMCTOT SDIMBPG • 
ID3.6l:EXSO»EXSO70 PXS • 
103.62:EXTO»EXT070 PXTO • 
103.63:EXCS*EXCS70 PXCS • 
ID3.6«:SDEXBPCN*EXCS EXBPC EXTO EXSO • 
103.65:IMSO«IMS070 WS * 
103.66: IMTO»IMT070 PMTO • 
ID3.67: IMCS- IMCS70 PMGS * 
ID3.66:SDIMBPCN«IHCS IMBPC IHTO IMSO • 
ID3 .69 :CPI«CP EXTO IMTO • 
103.70:PCPl«CPI CPI70 • 
103.71:CDPM«CP CC IVT EXCS IMCS • 
ID3.72:PGDPM«0DPM GDPM70 • 
1 0 3 . 7 3 : SDGDP«CDPM C O K CtNDT CSUBS * 
ID3.7U:PCPRATE"PCP PCP-1 • 
ID3.75:MISRATE«UPRATE PCPRATE CDPMRATE • 
103.76:PM01«PM01T CINDTIVA IMCTOT • 
ID3.77:PM2I»«PM2I»T CINDTIVA IMCTOT • 
103.78:PMFU»PMFUT CINDTIVA IMCTOT * 
ID3.79:PM5689«PM5689T CINDTIVA IMCTOT • 
103.60:PM7«PM7T CINDTIVA IMCTOT • 
EQ«.560:RFRI«XRATIND RFRI-1 • 
EQ*».590:PFRI«XRATIND FROI PFRI-1 • 
EW».600:TRTHFRWN«WRFGS KNEXM • 
EQU.610:TR0CFRWN«TRTHFRWN TROCFRWN-1 • 
EQÜ.620:TRTCFRWN«TRTGFRWN-1 • 
ID4.1:BBPC*EXBPC IMBPC • 
IOit.2:BBPCS>BBPC EXTO IMTO EXSO IMSO • 
IDit.3:BBPCSS*EXBPC EXTO EXSO RFRI IMBPC IMTO IMSO PFRI • 
IDi».l»:BTR«TRTHFRWN TROCFRWN TRTCFRWN • 
ID4.5:BCA«BBPCSS BTR » 
l£Mt.6:BCARATE«BCA CDPM • 
EQ5.630:CCSHE»WR CCSHE-1 • 
EQ5.63S:CCS>CCSH * 
EQ5.6U0:NWI«COPM NWIVAGE-1 • 
EQ5.650:CBSS*CCS CCS-1 D.UMAPSSX DUMAPSSX-1 GBSS-i • 
EQ5.660:TROH«TRTHFRWN TRTHFRWN-1 TROH-1 • 
E05.670:CTM»SALR NWI CTH-1 • 
EQ5.675.CCBSS-CBSS GBSS-1 CCBSS-1 • 
EQ5.6B0:TRCAFRCH>TRCAFRC TRCAFRGH-1 • 
EQ5.690:GT£R«GTER~1 • 
EQ5.710:S0RFIBPRFRI « 
EQ5.720:GIP»GDPM CIP-1 • 
EQ5.730:CINT«CFINANS CIHT-1 • 
E05.7*0;CTCP»SCP SCP-1 CTCP-1 * 
EQ5.750: SDSUCP-SUNWCTCP- -* 
EQ5.760:TRCAFRG-TRCAFRC-1 • 
EQ5.770:GCAP*CDPM GCAP-1 • 
EQ5.760:CINDTI«IMCTOT IMCTOT-1 CINDTI-1 * 
EQ5.790:CINDTP*DDINV OOINV-1 CINDTP-1 • 
EQ5.B00:CSUBS>CDPM CSÜBS-1 • 
EQ5.610:TRCOFRG>TRCOFRG-1 TRCOFRC-2 • 
EQ5.830:SALRFRW»SALRFRV-1 • 
ID5.1:WRATE«PCPRATE-1 CD70ERAT WRPOL * 
ID5.2:WR=WR-1 WRATE • 
ID5.3:WAGE«WR EP • 
ID5.ÍJ:SALR«WAG£ CCSH • 
ID5.5:GCSH«CCSH£ EP • 
ID5.6:WR70»WR PGDPM • 
ID5.7:WR70RATE«WR70 WR70-1 • 
ID5.B:ULCIN=SALR CDPH • 
ID5.9:WRC-WR PCIV • 
ID5.10:YDH*SALR NWI CBSS TROH CTH CCSH • 
ID5.11:SH*YDH CP • 
ID5.12:SHRATE-SH YDH • 
ID5.13:FINH>SM IVH TRCAFRCH CTER • 
ID5.1U:YDH70«YDH PCP • 
ID5.15:WACEYD~WAGE YDH • 
I05.16:SUCP*GDPC SALR CCAC • 
ID5.17:PNFRI«PFRI RFRl SORFI • 
ID5.18:NWICP*NW1 PNFRI CIP CINT • 
ID5.19:SCP*SUCP NWICP CTCP SOSUCP • 
ID5.20:SCPRATE*SCP SUCP • 
105.21:FINCP»SCP TRCAFRC TRCAFRCH IVFP DINV CCAP • 
ID5.22:GINDTIV*RGIN0TIV CINOTI • 
ID5.23:TVAIK*BETA1 IM01 BETA2 IK2U BETAU IM5689 BETA5 IM7 
BETA6 CINDTIV * 
ID5.2*»:CINDTPV=RGtNDTPV CINDTP • 
ID5.25:CINDTIVA>TVAIM CIMDTI RGINDTIV • 
l05.26:TVAAC«0ELTAit QAC • 
ID5.27:TVIND»DELTA2 QINO • 
ID5.28:TVCST«DELTA3 QCST • 
ID5.29:TVSER«0ELTA1 QSER • 
ID5.30:TVA*TVAAG TVIND TVCST TVSER DELTA5 CINDTPV ALFA1 
EX01 ALFA2 EX24 ALFAU EX5689 ALFA5 EX7 • 
ID5.31:CINDTPVA*TVA CINDTP RGINDTPV • 
ID5.32:CINDT«GINDTPVA CINDTIVA • 
ID5.33:CIN0T70*GINDT PCDPC * 
ID5.34:GINGC0*CINDTIVA CINOTPVA CTH CTCP CCS CIP TRCOFRG • 
ID5.35:CCASCO»CSüBS CINT CCBSS • 
I05.36:Y0C»CCAG GINCCO CCASCO • 
ID5.37:SC*YDG CC • 
ID5.38:CFINAN*SG CCAP TRCAFRC CIVT CTER * 
ID5.39:CFINRATE«CFINAN CDPH • 
ID5.40:GTT0T*GINDTIVA CINOTPVA CTH CTCP CCAP * 
ID5.U1:CSUBS70*CSUBS PCOPC * 
ID5.i»2:RPP*CTCP SCP • 
105.43:YO»YDH YOC SCP • 
ID5.44:CN*CP CC • 
ID5.45:SNB*SH SCP SC • 
ID5.46:FiN*FINH FINCP CFINAN • 
105.47:FINW-FIN EXCS IMCS PNFRI SALRFRW * 
EQ6.850:AMORCVT«AHORCVT-1 • 
EQ6.860:AMORFH*AMORFH-1 • 
ID6.1:KCVT«KCVT-1 CIVT CCAG • 
ID6.2:CCAG*AMORCVT KCVT-1 • 
I06.3:GIVTN70*CIVT CCAC PIVT • 
106.4:KCVT70=KCVT70-1 CIVTN70 * 
ID6.5:CIVRATE=GIVTN70 CIVT70 • 
ID6.6:AMORFP*AMORFH AMORGVT KGVT-1 KVFH-1 KVFP-1 KVH-1 • 
ID6.7:CCAFP«AMORFP KVFP-1 • 
ID6.8:CCAH*AMORFP KVH-1 * 
ID6.9:KVFP*KVFP-1 IVFP CCAFP • 
ID6.10:KVH*KVH-1 IVH AMORFP • 
ID6.11:IVFPN70*IVFP CCAFP PIVFP • 
ID6.12:KVFP70»KVFP70-1 IVFPN70 • 
106.13:IVFPRATE*IVFPN70 IVFP70 * 
ID6.H»:KVFH»KVFP KCVT KVH • 
ID0.2:YDH70N»YDH70 N • 
ID0.3:SFINARC*SCP SPFBTAPF PIVF • 
IDO.<i:RFDIR*FRDI FRBL PIVF • 
ID0.5:PIVHR«PIVH PIR • 
ID0.6:SPFBTR*SPFBTAPF SPFBTAPF-1 PIVF • 
100.7:PX24W-PX2U PEWP RATIND • 
100.8:PX01W-PX01 PEWP RATIND • 
ID0.9:WEXMGR*WEXMG PEWHC • 
ID0.10:PX5689W*PX5689 PEWHC RATIND • 
ID0.11:PX7W=PX7 PEWMC RATIND « 
ID0.12:PCPW=PCP XRATIND PCPIT REXITIND PCPFR REXFRIND * 
I00 .13:PM01AOPM01 PAC • 
ID0.14:PM2UIND*PM2U PIND • 
I00.15:PHPUIN0-PMFU PIND * 
ID0.16:PM59IND»PM5689 PIND * 
ID0.17:PM7IND*PM7 PIND • 
ID0.18:CINDTIMC*GINDTI IHGTOT * 
ID0 .19:CINDTI70«CINDTI PHGS • 
I00.20:SPFBTPF«SPFBTAPF SPFBTAPF-1 * 
100.21:PMSER«PSER PCDPM * 
ID0.22:QAGEP»QAG70 EPAG * 
100.23:0.1 NDEP*QIN070 EPIND * 
ID0.2lcULCIND*SALR EP * 
ID0.25:QCSTEP*QCST70 EPCST • 
ID0.26:QSEREP*QSER70 EPSER * 
100.27:PMAC»PAG PGOPM • 
ID0.28:PHIND»PIND PCDPM • 
100.29:PMCST«PCST PCDPM * 
ID0.30:WRFCS«WRFR REXFR WRGF REXCF XRAT * 
ID0.31:NWIWAGE-NWI WACE * 
ID0.32:PRFRI«PFRI RFRI * 
ID0.33:CFINANS*GFINAN-1 GFINAN-2 GFINAN-3 GFINAN-U * 
ID0.3U:SUNWCTCP*SUCP NW.ICP CTCP • 
ID0.35:DDINV«GDPM IHGS DINV * 
ID0.36:KVH70>KVH PIVH • 













GINDTPVA EX01 EX24 
GDPM EXGS NWI 
PIVF RFDIR 
GIVT PIVT 
IVF IVFP IVEQPR IVBNHPR IVBNH 
IVT IVFH IVH 
GCSH GBSS 
SCP SUCP GDPC 
WRATE GDPM70EP 
SG YDG 





TRTHFRWN KNEXM VRFGS 
BBPGS BBPG 
BCARATE BCA BBPGSS BTR TROCIWN 
GCSH GCSHE GCS 
GBSS DUMAPSSX 
TRCAFRG TRCAFRGH 
SCP SDSUCP SUNVGTCP NVICP 
WRATE GD70ERAT WR 
VR70RATE WR70 
YDH TROH 
PNFRI SDRFI PRFRI 
YDG GINGCO GGASCO GGBSS 
GFINAN GINT GFINANS 
















PC IV CIV RPP 
PM01 PM01T PM01D 
PCP PCPRATE 
PM7 PM7T PM7D 
PM24 PM24T PM24D 













































TVA DDINV GINDTPV TVAAG 
GIP GCAP 
PCNF CF CNF PCFT 
PIVBNHT 
PIVEQUIP IVEQUIP7 PIVEQUIT 
IVCST 












IVH70 PIVHR SPFBTR 






IMEX EXSO70 IMS070 
IM01R PMOIAG 





IMGTOT70 SDIMBPGR IMBPG70 
CUSTOMPO GINDTIMG GINDTI70 
XRAT XRATIND RFRI 
REXFR REXFRIND 
REXIT REXITIND • ' 
EXGS70 SDEXBPNR EXGSSD DUMTOX EXBPG70 
IMGS70 SDIMBPNR 
QAG70 DDA70 
QSER70 DDS70 PMSER 
UPRATE ÜP 
EPIND DUMINDX 
SDGDP70 GDPC70 GINDT70 GSUBS70 PGDPC 
UCV LFCVN 
3 5 2 . 
Anexo A 5 . 5 . 
E c u a c i o n e s d e l Modelo Wharton-UAM/3 
AMORFH = EXP(L0G(AM0RFH|1|) * Al + A2 ) + AMORFH& 
AMORFP • ( AMORFH - AMORGVT * ( KGVT|1| / KVFH|1| "> ) / 
( ( KVFP|1| + KVH|1| / 3. ) / KVFH|1| ) 
AMORGVT = EXP(LOG(AMORGVT|l|) * Al + A2 ) + AM0RGVT& 
BBPG = EXBPG - IMBPG 
BBPGS = BBPG + EXTO - IMTO + EXSO - IMSO 
BBPGSS = EXBPG + EXTO + EXSO + RFRI - ( IMBPG + IMTO + IMSO + PFRI ) 
BCA = BBPGSS + BTR 
BCARATE = ( BCA / GDPM ) * 100 
BTR = TRTHFRWN + TROCFRWN + TRTGFRWN 
CCAFP = ( AMORFP * KVFP|1| ) / 100 
CCAG = ( AMORGVT * KGVT|1| ) / 100 
CCAH = ( 1. / 3. ) * ( AMORFP * KVH|1| ) / 100 
CF = ( CF70 * PCF ) / 100 
CF70 = CF70N * N 
CF70N - EXP(LOG(YDH70N) * Al + LOG(CF70N| 1|) * A2 + 
A3 ) + CF70N& 
CG = ( CG70 * PCG ) / 100 
CG70 « EXP(LOG(CP70) * Al + LOG(CG70|1|) * A2 + 
A3) + CG70& 
CIV = ( 100 - RPP * (TPI1 - TPI3 ) * ( 1 - DUMIVA ) + 
SPFRMCI ) / ( 100. - RPP ) 
CIVA = CF + CNF + EXTO + IVH 
CN = CP + CG 
CNF = ( CNF70 * PCNF ) / 100 
CNF70 = EXP(LOG(CNF70|1|) * Al + LOG(YDH70) * A2 + 
LOG(VAGEYD) * A3 + A4 )+ CNF70& 
CP = CF + CNF 
353. 
CPI = CP + EXTO - IMTO 
CPI70 = CP70 + EXT070 - IMT070 
CP70 = CF70 + CNF70 
CUG = ( GDPM70 / GDPMPOT ) * 100 
DDA70 = CF70 + EXPAR 
DDINV = GDPM + IMGS - DINV 
DDS70 = CNF70 + EXS070 + CG70 
DD70 = IVT70 + CNF70 + EXBCR + EXBER 
DINV = ( DINV70 * PDINV ) / 100 
DMCR7475 = EXP(DUMC7475) 
DUMAPSSX = EXP(DUMAPSS) 
DUMCR74 = EXP(DUMC74) 
DUMINDX = EXP(DUMIND) 
DUMTOX = EXP(DUMTO) 
EER = ( ER * IXRATIND ) / 100 
EP = EPAG + EPIND + EPCST + EPSER 
EPAG = EXP(LOG(QAGEP|l|)*Al+LOG(EPAG|l|)*A2 +A3) + EPAG& 
EPCST = EXP(LOG(EPCST|l|)*Al+LOG(QCSTEP|l|)*A2+LOG(ULCIND)*A3+ 
A4*L0G(DEP1)+A5) + EPCST& 
EPIND = EXP(LOG(EPIND|l|)*Al+LOG(QINDEP|l|)*A2+LOG(DUMINDX)*A3+ 
L0G(ULCIND)*A4+A5) + EPIND& 
EPSER = EXP(L0G(EPSER|1|)*A1+L0G(QSEREP|1|)*A2+L0G(ULCIND)*A3+ 
A4) + EPSER& 
ER « ( 21.534 * 100 + 21.305 * IREXFRIN + 16.9 * IREXGFIN + 
9.226 * IREXITIN + 11.60 * IREXGBIN + 
6.831 * IREXNDIN + 3.564 * IREXBGIN + 
3.835 * IREXSWIN + 5.205 * IREXJPIN ) / 100. 
EXBC = ( EXBCR * PXBC ) / 100 
EXBCR= EXP(L0G(0EGDP)*A1+L0G(REERBC)*A2+A3)+EXBCR& 
EXBE = ( EXBER * PXBE ) / 100 
354. 
EXBER= EXP(L0G(0EGDP)*A1+L0G(R£ERBE)*A2+A3)+EXBER& 
EXBPG = ( EXBPG70 * PXG) / 100 
EXBPG70 = EXGTOT70 + SDEXBPGR 
EXGS = ( EXGS70 * PXGS ) / 100 
EXGSSD = EXBPG70 + EXT070 + EXS070 
EXGS70 • EXBPG70 + EXT070 + EXS070 + SDEXBPCR 
EXGS70 = EXBPG70 + EXT070 + EXSO70 + SDEXBPCR 
EXGTOT • EXPA + EXMP + EXBC + EXBE 
EXGTOT70 = EXPAR + EXBER + EXMPR + EXBCR 
EXMP = ( EXMPR * PXMP ) / 100 
EXMPR= EXP(LOG(OEGDP)*Al+LOG(REERMP)*A2+A3)+EXNPR& 
EXPA = ( EXPAR * PXPA ) / 100 
EXPAR= EXP (LOG (0EGDP)*A1+L0G (REERPA)*A2+A3 )+EXPAR& 
EXSO • ( EXS070 * PXS ) / 100 
EXSO70 = EXP(LOG(IMEX)*l.30132-4.29683+ 
0.601523*(LOG(EXSO70111 )-(LOG(IMEX111 )*1.30132-4.29683)))+ 
EXS070& 
EXTO * ( EXT070 * PXTO ) / 100 
EXT070 = EXP(LOG(PCPW) * Al + LOG(VEXTO) * A2 + 
LOG(EXTO70|l|) * A3 + A4) + EXT070& 
FIMUPRAT = IMUPRAT * F2SALR 
FIN = FINH + FINCP + GFINAN 
FINCP = SCP + ( TRCAFRG - TRCAFRGH ) - IVFP - DINV - GCAP 
FINH = SH - IVH + TRCAFRGH + GTER 
FINW • FIN - ( EXGS - IMGS ) - PNFRI - SALRFRW 
FPCPRAT - PCPRATE * F2SALR 
FSALRPR = SALRPRAT * F1SALR 
GADUAM = IMPA * TADPA + IMMP * TADMP + IMPE * TADPE + 
IMBC * TADBC + IMBE * TADBE 
GBSS = EXP(LOG(GBSS|l|)*Al+LOG(GCSH)*A2+LOG(DUMAPSSX)*A3+ 
A4) + GBSS& 
GCAP = GDPM * Al + GCAP|1| * A2 + A3 + GCAP& 
GCS = GCS|1| *A1 + GCSH * A2 + A3 + GCS& 
GCSH = GCSHE * EP 
GCSHE = EXP(LOG(WR) * Al + LOG(GCSHE| 11) * A2 + A3) + GCSHE& 
GDC70ER = ( ( GDPC70EP - GDPC70EP|1| ) / GDPC70EP|1| ) * 100 
GDPC = QIND + QAG + QSER + QCST 
GDPCEPT = QAGEPT * QEPAG + QINDEPT * QEPIND + 
QCSTEPT * QEPCST + QSEREPT * QEPSER 
GDPCERT = (( GDPCEPT - GDPCEPT|1| ) / GDPCEPT|1| ) * 100 
GDPC70 = QAG70 + QIND70 + QCST70 + QSER70 
GDPC70EP = ( GDPC70 / EP ) * 100 
GDPM = CP + CG + IVT + EXGS - 1MGS 
GDPMRATE = ( ( GDPM70 - GDPM70|1| ) / GDPM70|1| ) * 100 
GDPM70 = CP70 + CG70 + IVT70 + EXGS70 - IMGS70 
GD70IND = ( GDPM70EP / 20.545 ) * 100 
GFINAN • SG + GCAP - TRCAFRG - GIVT - GTER 
GFINANS = GFINAN|1| + GFINAN|2| + GFINAN|3| + GFINAN|4| 
GFINRATE = ( GFINAN / GDPM ) * 100 
GGASCO = GSUBS + GINT + GGBSS 
GGBSS = GBSS*A1-A2+A3*(GGBSS|1|-
(GBSS|1|*A1-A2)+GGBSS& 
GINDT « GINTP + GINTI + GTIVA + GADUAM 
GINDTI70 * ( GINDTI / PMGS ) * 100 
GINDT70 = ( GINDT / PGDPC ) * 100 
GINGCO « GINDT + GTH + GTCP + GCS + GIP + TRCOFRG 
GINT = GINTI 1|*A1+SPFRGFIN*A2+A3+GINT& 
GINTI = EXP(L0G(IMPA)*A1 +LOG(FIT80)*A2+A3) + GINTI& 
356. 
GINTP = EXP(LOG(GDPC)*A2+LOG(GINTP|l|)*Al+A3)+GINTP& 
GIP = EXP(LOG(GIP|l|)*Al+LOG(GDPM)*A2+A3) + GIP& 
GIVRATE = ( GIVTN70 / GIVT70 ) * 100 
GIVT = ( GJVT70 * PGIVT ) / 100 
GIVTN70 = ( ( GIVT - CCAG ) / PGIVT ) * 100 
GSUBS = EXP(LOG(GSUBS|l|)*Al+LOG(GDPM)*A2+A3)+GSUBS& 
GSUBS70 = ( GSUBS / PGDPC ) * 100 
GTCP = EXP(A1+A2*L0G(SCP)+ 
A3*(LOG(GTCP111)-(Al+A2*LOG(SCP111))) )+GTCP& 
GTCP = SUCP * Al + A2 + GTCP& 
GTER = EXP(L0G(GTER|1|)*A1+L0G(GIVT)*A2+L0G(DGTER)*A3+A4) + GTER& 
GTH = GTH|1| *A1 + SALRNWI * A2 + A3 + GTH& 
GTIVA = CIVA * TPI4 
GTTOT = GINDT + GTH + GTCP + GCAP 
IMBC = ( IMBCR * PMBCT ) / 100 
IMBCR = EXP(LOG(QIND70) * Al + LOG(PMBCIND) * A2 + A3)+IMBCR& 
IMBE = ( IMBER * PMBET ) / 100 
IMBER = EXP(LOG(IMBER|1|)*A1+LOG(QIND70)*A3 + LOG(PMBEIND)*A2 + 
A4 ) + IMBER& 
IMBPG = IMGTOT + SDIMBPG 
IMBPG = (IMBPG70 * PMGT ) / 100 
IMBPG70 = IMGT0T70 + SDIMBPGR 
IMBPG70 • IMGT0T70 + SDIMBPGR 
IMEX * EXGTGT70 + IMGTOT70 
IMGS = ( IHGS70 * PMGST ) / 100 
IMGSSD • IHBPG70 + IMT070 + IMS070 
IMGS70 = IMBPG70 + IMT070 + IMS070 + SDIMBPCR 
IMGTOT = IMPA + IMMP + IMPE + IMBC + IMBE 
IMGT0T70 = IMPAR + IMBER + IMMPR + IMBCR + IMPER 
357 
IMMP = ( IMMPR * PMMPT ) / 100 
IMMPR = EXP(LOG(QIND70) * Al + LOG(PMMPINT)) * A2 + 
A3) + IMMPR& 
IMPA = ( IMPAR * PMPAT ) / 100 
IMPAR = EXP(LOG(PMPAAG) * Al + LOG(CF70) * A2 + 
A3) + IMPAR& 
IMPE = ( IMPER * PMPET ) / 100 
IMPER = EXP(LOG(IMPER|1|)*A1+LOG(QIND70) * A2 + LOG(PMPEIND) * A3 + 
A4 ) + IMPERS 
IMSO = ( IMS070 * PMST ) / 100 
IMS070 = EXP(LOG(IMSO70|l|) * Al+LOG(IMEX) * A2 + A3 ) + IMS070& 
IUTO = ( IMT070 * PMTOT ) / 100 
IMT070 = EXP(LOG(IMT070|1|)*A1+LOG(PCPW)*A2 + 
LOG(YDH70)*A3 + A4*LOG(DUMCR74)+ A5) + IMT070& 
IPOCDE = ( POCDE / IPC ) * 100 
IREXBGIN = (( 1 / REXBG ) / 50.0 ) * 100 
IREXFRIN = (( 1 / REXFR ) / 5.52486188 ) * 100 
IREXGBIN = (( 1 / REXGB ) / 0.41736227 ) * 100 
IREXGFIN = (( 1 / REXGF ) / 3.64963504 ) * 100 
IREXITIN = (( 1 / REXIT ) / 0.62695925 ) * 100 
IREXJPIN = (( 1 / REXJP ) / 0.35803795 ) * 100 
IREXNDIN = (( 1 / REXNTJ ) / 3.6101083 ) * 100 
IREXSWIN = (( 1 / REXSW ) / 4.31034483 ) * 100 
IVBNH = ( IVBNH70 * PIVBNH ) / 100 
IVBNHP = (IVBNHP70 * PIVBNHPR) / 100 
IVBNHP70 = EXP( LOG(IVBS'HP70|1|) * Al + LOG_ÍSF_I>¡ARq 11) * A2 + 
LOG(RTDIR) * A3 + LOG(PCIV) * A4 +A5 ) + 
IVBNHP&& 
IVBNH70 = IVBNHP70 + .85 * GIVT70 
IVCST = IVH + IVBNH 
358. 
IVCST70 = IVH70 + IVBNH70 
IVEQPR = (IVEQPR70 * PIVEQPR) / 100 
IVEQPR70 = EXP(LOG(SFINARC|l|) * Al + LOG(RFDIR)*A2+ 
LOG(PCIV) *A3 + A4) + IVEQPRfcS 
IVEQUI = ( IVEQUI70 * PIVEQUI ) / 100 
IVEQUI70 = IVEQPR70 + .15 * GIVT70 
IVF = IVFP + GI\T 
IVFH = IVT + IVH 
IVFH70 = IVF70 + IVH70 
IVFP = IVEQPR + IVBNHP 
IVTPN70 = ( ( IVFP - CCAFP ) / PIVTP ) * 100 
IVFPRATE = ( IVFPN70 / IVTP70 ) * 100 
IVTP70 = IVEQPR70 + IVBNHP70 
I\T70 = IVFP70 + GIVT70 
IVH = ( IVH70 * PIVH ) / 100 
IVH70 = EXP(LOG(IVH70|l|) * Al + LOG(PIVHR) * A2 + 
LOG(SPFBTR|l|) * A3 + A4) + IVH70& 
IVT = IVFH + DINV 
IVT70 = IVFH70 + DINV70 
IXRAT = ( IXRATIND * 0.01427959 ) / 100 
IXRATIND = EXP(L0G(IXRATINT)*A1+A2+ 
A3*(LOG(IXRATIND|l|)-(LOG(IXRATINT|l|)*Al+A2)))+IXRATIN& 
IXRATINT = IPOCDE * ( 1. / ER ) * 100 
KGVT = KGVT|1| + GIVT - CCAG 
KGVT70 = KGVT70|1| + GIVTN70 
KNEXM = KNEXM|1| + KEXM 
KVFH = KVFP + KVH + KGVT 
KVFP = KVFP|1| + IVFP - CCAFP 
KVFP70 = KVFP70|1| + IVFPN70 
359. 
KVH = KVH|1| + IVH - ( ( AMORFP * KVH|1| ) / 300. ) 
KVH70 « ( KVH / PIVH ) * 100 
LFCV = ( LFCVN * N * 1000 ) / 100 
LFCVN = LFCVN|1|«Al+LFCVN|2|*A2+UPRATE*A3+A4+LFCVN& 
NISRATE = UPRATE + PCPRATE - GDPMRATE 
NWI = EXP(LOG(GDPM) * Al + LOG(NWIWAGE|1|) * A2 + 
+ A3 ) + NVI& 
NWICP = NWI + PNFRI + GIP - GINT 
NWIWAGE = NWI / (NWI + WAGE ) 
PAG =EXP(LOG(PAG|1|)*A1+L0G(ULCIND)*A2+L0G(PMPAT)*A3+A4)+PAG& 
PCF = PCFT * ( 1 + TPIl-'-'DUMIVA + TPI2*(1 - DUMIVA)) 
PCFT = EXP(L0G(PCFT|1|)*A1+L0G(PAG)*A2+A3)+PCFT& 
PCG =EXP(L0G(PCP)*A1+A2+A3*(L0G(PCG|1|)-
(LOG(PCP|1|)*A1+A2)))+PCGÜ 
PCIV = CIV * PIVF 
PCNF = PCNFT * ( 1 + TPI1*DÜMIVA + TPI2*(1 - DUMIVA)) 
PCNFT = PIND*A1 + A2 + PCNFT& 
PCP = ( PCF * QCF + PCNF * QCNF ) / 100. 
PCPI = ( PCP * QCP + PXTO * QEXTO - PMTOT * QIMTO ) / 100 
PCPRATE = ( ( PCP - PCP|1| ) / PCP|1| ) * 100 
PCPT = PCP / ( 1 + TPI1*DUMIVA + TPI2*(1 - DUMIVA)) 
PCPW = ( ( PCP / XRATIND ) / ( 0.5 * ( PCPIT * REXITIND + 
PCPFR * REXFRIND ) ) ) * 1000000 
PCST = EXP(LOG(PCST|l|)*Al+LOG(QCSTEPT)*A2+LOG(ULCIND)*A3 + 
A4) + PCST& 
PDINV = EXP(LOG(PIND)*A2+LOG(PDINV|1|)*A1+L0G(DUMCR74)*A3+A4)+PDINV& 
PFRI = PFRI|1|*A1+FRDI*A2 + A3 + PFRI& 
PGDPC • ( PAG * QQAG + PIND * QQIND + PCST * QQCST + 
PSER * QQSER ) / 100. 
PGDPM = ( PCP * QCPM + PCG * QCG + PIVT * QIVT + 
PXGS * QEXGS - PMGST * QIMGS ) / 100. 
3 6 0 . 
PGIVT = 0.15 * PIVEQUI + 0 . 8 5 * PIVBNH 




PIVBNH = PIVBNHT * ( 1 + TPI1 * DUMIVA + TPI3 * ( 1 - DUMIVA )) 
PIVBNHPR = ( PIVBNH * QIVBNHP - .85 * PGIVT * QGIVTB ) / 100 
PIVBNHT = EXP(L0G(PIVBNHT|1|)*A1+L0G(PCST)«A2+A3)+PIVBNHT& 
PIVCST = ( PIVH * QIVHC + PIVBNH * QIVBNH ) / 100. 
PIVEQPR = ( PIVEQUI * QIVEQUIP - .15 * PGIVT * QGI\TE ) / 100 
PIVEQUI = PIVEQUIT * ( 1 + TPI1 * DUMIVA + TPI3 * ( 1- DUMIVA )) 
PIVEQUIT =EXP(LOG(PIND) * Al + LOG(PMBET) * A2 + A3) + PIVEQUI& 
PIVF = ( PIVFP » QIVFP + PGIVT * QGIVT ) / 100. 
PIVFH = ( PIVF * QIVF + PIVH * QIVHH ) / 100. 
PIVFP = ( PIVEQPR*QIVEQPR + PIVBNHPR*QIVBNH70) / 100 
PIVH = PIVHT * ( 1 + GINDTPVA / GDPM ) 
PIVH = PIVHT * ( 1 + TPI1 * DUMIVA + TPI2 * ( 1 - DUMIVA )) 
PIVHR = ( PIVH / PIR ) * 100 
PIVHT = PIND"A1+PCST*A2+A3+PIVHT& 
PIVT = ( PIVFH * QIVFH + PDINV * QDINV ) / 100. 
PMAG = ( PAG / PGDPM ) * 100 
PMBC = PMBCT * ( 1 + TADBC ) * ( 1 + TICBC ) 
PMBCD = EXP(L0G(PMBCD|1|)*A1 + LOG(PEWMG)*A2 + A3) + PMBCD& 
PMBCIND = ( PMBC / PIND ) * 100 
PMBCT = ( PMBCD * XRATIND ) / 100 
PMBE = PMBET * ( 1 + TADBE ) * ( 1 + TICBE ) 
PMBED = EXP(L0G(PMBED|1|)*A1+L0G(PEWMG)*A2+A3)+PMBED& 
PMBEIND = ( PMBE / PIND ) * 100 
PMBET = ( PMBED * XRATIND ) / 100 
361. 
PMCST = ( PCST / PGDPM ) * 100 
PMGST = ( PMGT * QMG + PMTOT * QMTO + PMST * QMS ) / 100. 
PMGT = PMGT0T*A1+A2+A3*(PMGT| 11 -(PMGTOT| 1 |*A1+A2))+PMGT& 
PMGTOT = ( PMPAT * QIMPA + PMMPT - QIMMP + PMPET * QIMPE + 
PMBCT * QIMBC 4 PMBET * QIMBE ) / 100 
PMIND = ( PIND / PGDPM ) * 100 
PMMP = PMMPT * ( 1 + TADMP ) * ( 1 + TICMP ) 
PMMPD = EXP(L0G(PMMPD|1|)*A1 + L0G(PEVP)*A2 +A3) +PMMPD& 
PMMPIND * ( PMMP / PIND ) * 100 
PMMPT = ( PMMPD * XRATIND ) / 100 
PMPA = PMPAT * ( 1 + TADPA ) * ( 1 + TICPA ) 
PMPAAG = ( PMPA / PAG ) * 100 
PMPAD = EXP(L0G(PMPAD|1|)-A1+ LOGlPEVP) * A2 + 
A3) + PMPAD& 
PMPAT = ( PMPAD * XRATIND ) / 100 
PMPE = PMPET * ( 1 + TADPE ) * ( 1 + TICPE ) 
PMPED = EXP(L0G(PMPED|1|)*A1 + L0G(PEVFti)*A2 + A3) + PMPED& 
PMPEIND = ( PMPE / PIND ) * 100 
PMPET = ( PMPED * XRATIND ) / 100 
PMSER = ( PSER / PGDPM ) * 100 
PMST = EXP(LOG(PVTO) * Al + LOG(PMST|l|) * A2 + A3) + PMST& 
PMTOT = EXP(LOG(PVTO) * Al + LOG(PMTOT111 )*A2+A3) + PMTOT& 
PNFRI = PFRI - RFRI + SDRFI 
PRFRI = PFRI - RFRI 
PSER = EXP(L0G(PSER|1|)*A1+L0G(ULCIND)"A2+L0G(QSEREPT)*A3+ A4)+PSER& 
PXBC = PXBCT * ( 1 + TDFBC ) 
PXBCT = PXBCT|1|*A1+PIND*A2+PMBCT*A3+A4+PXBCT& 
PXBCX = PXBCT * ( 1 + TECBC ) 
362. 
PXBE = PXBET * ( 1 + TDFBE ) 
PXBET = PXBET|1|*A1+PMBET*A2+A3+PXBET& 
PXBEX = PXBET * ( 1 + TECBE ) 
PXG = PXGT0*A1+A2+A3---' (PXG | 11 - (PXGTO111 *A1+A2))+PXG& 
PXGS = ( PXG * QXG + PXTO * QXTO + PXS * QXS ) / 100. 
PXGTO = ( PXPA * QEXPA + PXMP * QEXMP + 
PXBC * QEXBC + PXBE * QEXBE ) / 100. 
PXMP = PXMPT * ( 1 + TDFMP ) 
PXMPT = PIND*A1+PMMPT*A2+A3+PXMPT& 
PXMPX = PXMPT * ( 1 + TECMP ) 
PXPA = PXPAT * ( 1 + TDFPA ) 
PXPAT = PXPAT|1|*A1+PMPAT*A2+PAG*A3+A44PXPAT& 
PXPAX = PXPAT * ( 1 + TECPA ) 
PXS = PXS|1| * Al + PCP *A2 +A3 + PXS& 
PXTO = PXTOT ••' ( 1 + TPI1 * DUMIVA + TPI2 * ( 1 - DUMIVA )) 
PXTOT = PXT0T|1|*A1+PCPT -v A2 + A3 + PXTOT& 
QAG = ( QAG70 * PAG ) / 100 
QAGEP = QAG70 / EPAG 
QAGEP = QAG70 / EPAG 
QAGEPT = TIME*A1+A2 
QAG70 = QAG70|1|*A1+DDA70*A2 + DUMAG0*A3 + DUMAG3--A4 + 
DUMAG4*A5 + A6 + QAG70& 
QCST = ( QCST70 * PCST ) / 100 
QCSTEP = QCST70 / EPCST 
QCSTEPT = TIME*A1+A2 
QCST70 = EXP(LOG(IVH70)*A1+LOG(IVBNH70)*A2+ 
+A3*(LOG(QCST70|1|)-(LOG(IVH70|1|)*A1+LOG(IVBNH70|1|)*A2+ 
A3)))+QCST70& 
QIND = ( QIND70 * PISD ) / 100 
QINDEP = QIND70 / EPINTJ 
363. 
QINDEPT = TIME-O.0156055 - 0.0392011 
QIM370 = EXP(LOG(DD70)---"A1+A2 + 
A3* (LOG(QIND70111)-(LOG(DD70111)*A1+A2)))+ QIND70& 
QSER = ( QSER70 * PSER ) / 100 
QSEREP = QSER70 / EPSER 
QSEREPT = TIME-0.007024Ó9 + 0.145697 
QSER70 =EXP(LOG(QSER70|1|)*A1 + LOG(DDS70) * A2 + A3)+QSER70& 
REERBC = ( PXBC / POCDE ) * EER 
REERBE = ( PXBE / POCDE ) * EER 
REERMP = ( PXMP / POCDE ) •'•' EER 
REERPA = ( PXPA / POCDE ) * EER 
REERPC = ( IPC / POCDE ) * EER 
REXTRIND = ( REXFR / 0.161 ) * 100 
REXITIND = ( REXIT / 1.595 ) - 100 
RFDIR = ( ( FRDI + FRBL ) / PIVF ) * 100 
RFRI = EXP(LOG(RFRI|1|) *A1 + A2 ) + 
RFRI& 
RPP = ( GTCP / SCP ) * 100 
SALEPRAT = FIMUPRAT--A1 +FPCPRAT*A2+FSALRPR*A3+A4+SALEPR& 
SALR = SALREP * EP 
SALREP = SALREP|1| * (1 + ( SALEPRAT / 100 )) 
SALRFRW = SALRFRW|1| * Al + A2 + SALRFRV& 
SALRNVI = SALR + NVI 
SCP = SUCP - NVICP -.GTCP - SDSUCP 
SCPRATE = ( SCP / SUCP ) * 100 
SDEXBPC = EXGS - EXBPG - EXTO - EXSO 
SDEXBPCR = SDEXBPCRUI * Al + EXGSSD * A2 + DUMTOX * A3 + 
A4+SDEXBPC& 
SDEXBPG = EXBPG - EXGTOT 
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SDEXBPGR = EXGT0T70 * Al + SDEX1 * A2 + A3*SDEX2 + A4 + SDEXBPG& 
SDGDP = GDPM - GDPC - GINDT + GSUBS 
SDGDP70 = GDPM70 - GDPC70 - GINDT70 + GSUBS70 
SDIMBPC = IMGS - IMBPG - IMTO - IMSO 
SDIMBPCR =SDIMBPCR|1| * Al + IMGTOT70--A2 + 
SDIM1*A3 +A4 + SDIMBPC& 
SDIMBPG = IMBPG - IMGTOT 
SDIMBPGR = SDIMBPGR|1| * Al + IMGTOT70 * A2 + A3 + SDIMBPG& 
SDRFI = S D R F I | 1 | *A1 + PRFRI * A2 + DSDRFI1*A3 + DSDRFI2*A4+ 
A5+SDRFI& 
SDSUCP = SÜNVGTCP *A1 + DSDSUCP1*A2 + DSDSCCP2*A3+ 
A4 + SDSUCP& 
SFINARC = ( ( SCP + SPFBTPF ) / PIVF ) * 100 
SG = YDG - CG 
SH = YDH - CP 
SHRATE = ( SH / YDH ) * 100 
SNB = SH + SCP + SG 
SPFBTPF = SPFBTAPF - SPFBTAPF|1| 
SPFBTR = ( ( SPFBTAPF - SPFBTAPF|1| ) / PIVF ) * 100 
SPFRGFIN = GFINANS * SPFRMCI 
SUCP = GDPC - SALR - CCAG 
SÜNVGTCP = SUCP - NVICP - GTCP 
TADBC = TADBCCE * QMBCCE + TADBCRW * QMBCRW 
TADBE = TADBECE * QMBECE + TADBERW * QMBERW 
TADMP = TADMPCE * QMMPCE + TADMPRV * QMMPRW 
TADPA = TADPACE * QMPACE + TADPARW * QMPARW 
TADPE = TADPECE * QMPECE + TADPERW * QMPERVÍ 
TRCAFRG = TRCAFRG|1| * Al + A2 + TRCAFRG& 
TRCAFRGH = TRCAFRG * Al + TRCAFRGH|1| * A2 + A3 + TRCAFGH& 
TRCOFRG = TRCOFRG|l| * Al + TRCOFRG|2| * A2 + A3 + TRCOFRG& 
TROCFRWN = TRTHFRVN * Al + TROCFRWN|l| * A2 + A3 + TROCFRWS 
TROH = EXP(I£G(TRTHFRWN)*A1+A2+A3*(L0G(TR0H|1|)-
(LOG(TRTHFRWN|1|)*A1+A2)))+TROH& 
TRSCE = (GINDT - ( TVCEE * CIVA + GINTI + GADUAM ) ) * 
( 1 - DUMIVA ) 
TRTGFRWN = TRTGFRVN|1| * Al +TRT1*A2+A3 + TRTGFRW& 
TRTHFRWN = EXP(LOG(TRTHFRWN111 ) *A1 + LOG(WRFGS) *A2 + 
LOG(KNEXM)*A3 + A4) + TRTHFRV& 
ULCIN = ( ( SALR / GDPM ) / ( 1 2 4 6 . 6 8 6 / 2 5 7 6 . 1 5 4 ) ) * 100 
ULCIND = ( SALREP / ( 1246.ÓS6 / 1 2 5 3 9 . 2 9 3 ) ) * 100 
UP = LFCV - EP 
UPRATE = ( UP / LFCV ) * 100 
WAGE = SALR - GCSH 
WAGEYD = ( VAGE / YDH ) * 100 
WEXMGR = ( WEXMG / PEWMG ) * 100 
WR * ( WAGE / EP ) * 1000 
WRC = ( ( WR / 62.4239 ) / ( PCIV / 134.1463 ) ) * 100 
WRFGS = ( ( WRFR * REXFR + WRGF * REXGF ) / 2. ) * 
XRAT * 100 / 245.419 
WR70 = ( WR / PGDPM ) * 100 
WR70RATE = ( ( WR70 - WR70|1| ) / WR70|1| ) * 100 
XRAT = 1. / IXRAT 
XRATIKD = ( XRAT / 70.03 ) * 100 
YD = YDH + YDG + SCP 
YDG = CCAG + GINGCO - GGASCO 
YDH = SALR + NWI + GBSS + TROH - GTH - GCSH 
YDH70 = ( YDH / PCP ) * 100 
YDH70N = YDH70 / N 
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ANÁLISIS CUANTITATIVO DEL 
MODELO WHARTON-UAM 
368. 
6. ANÁLISIS CUANTITATIVO DEL MODELO WHARTON-UAM 
El análisis llevado a cabo en el modelo en la ver-
tiente cuantitativa del mismo, abarca diferentes as-
pectos, que van desde la incidencia del método de es-
timación hasta el análisis de errores del mismo, pa-
sando por un análisis de estabilidad de los paráme-
tros. 
Es clara, la incidencia que sobre un modelo tiene el 
método de estimación empleado, por ello hemos querido 
comprobar que diferencias concretas se encontrarían 
en un modelo de tamaño elevado, si este fuera estima-
do por MCO o por MC2E con utilización de componentes 
principales, tanto a nivel de valores de los paráme-
tros obtenidos, como a nivel de errores cometidos por 
el modelo. 
Como el modelo que analizamos, se utiliza con fines 
predictivos, también se ha comprobado cual es la es-
tabilidad de los parámetros estructurales. Se ha 
elegido para este análisis las ecuaciones de comercio 
exterior, por ser este grupo uno de los menos esta-
bles y con más fuertes variaciones, (no sólo en nues-
tro modelo, sino en la mayoría de modelos). 
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Por último, se realiza un análisis de errores, en la 
línea de validación de los modelos econométricos. A 
este respecto se presentan los resultados del análi-
sis de las simulaciones tanto estáticas como dinámi-
cas de la parte más importante del modelo, como es la 
del bloque de demanda. 
6.1. ANÁLISIS DE INCIDENCIA DEL MÉTODO DE ESTIMACIÓN 
Si bien la utilización de un modelo de gran tamaño 
como el nuestro, suministra mayor información sobre 
la realidad económica, no es menos cierto que la uti-
lización del mismo para la predicción exige grandes 
dosis de esfuerzo. Por ello, el aislar cada una de 
las fuentes de error del mismo arrojara luz sobre su 
funcionamiento y será más operativo su manejo. 
En el capítulo cuatro, se han desarrollado los pro-
blemas que plantea la estimación de un modelo de ta-
maño elevado y, se ha optado por la via de los méto-
dos directos (MCO) y métodos de información limitada 
(MC2E), como las vías más operativas de estimación en 
modelos de gran tamaño. Pero también, allí se ponía 
de manifiesto como la estimación por MCO, planteaba 
problema en los estimadores, ya que estos eran sesga-
370. 
dos e inconsistentes. La incidencia que tiene en los 
resultados de un modelo el que existan estos proble-
mas en los estimadores, es lo que hemos querido com-
probar, para nuestro modelo, utilizando un método al-
ternativo de estimación como es el de MC2E con compo-
nentes principales. 
En lo que sigue, analizamos por tanto el modelo 
Wharton-UAM, estimado por MCO y MC2E9C (Mínimos Cua-
drados 2 Etapas nueve componentes), viendo cual es la 
incidencia sobre los resultados del mismo. También se 
comparan las estimaciones por ambos métodos y se ex-
plica el procedimiento de extracción de los componen-
tes principales utilizados en la estimación por 2 
etapas. 
6.1.1. Estimación por mínimos cuadrados en dos 
etapas (1) 
Con las características de dimensión del modelo 
Wharton-UAM descritas en un anterior apartado, la es-
timación debe enfocarse hacia procedimientos sufi-
(1) Estos resultados fueron presentados por SUR y 
VICENS en las lM Jornadas sobre Modelos 
Económetricos. Madrid. Junio 1986. 
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cientemente sencillos y flexibles en su realización. 
Evidentemente el procedimiento más sencillo sería el 
de Mínimos Cuadrados Ordinarios (MCO) no sólo por el 
proceso inherente a la estimación sino adicionalmente 
por la posibilidad de exogeneizar variables sin alte-
rar las estimaciones del resto de ecuaciones, situa-
ción bastante normal cuando el modelo se utiliza para 
la previsión y se determinan escenarios alternativos 
incidiendo directamente sobre alguna variable endóge-
na. Sin embargo los problemas de sesgo e inconsisten-
cia que conllevan plantean graves interrogantes. 
Los métodos basados en información limitada y más 
concretamente Mínimos Cuadrados en dos Etapas (MC2E) 
serían un procedimiento intermedio ya que por un lado 
evitaría la inconsistencia de MCO y por otro la gran 
sensibilidad a errores de especificación y medida y 
su transmisión desde una variable o ecuación al con-
junto del modelo en los métodos de información com-
pleta. 
Como es sabido tampoco es simple e inmediata la uti-
lización de MC2E en modelos grandes como es el caso 
que nos ocupa. Si bien las restricciones de identifi-
372. 
caeion (ecuaciones sobreidentificadas o exactamente 
identificadas) no es un problema en modelos de gran-
des dimensiones donde el número de exógenas que no 
aparecen en una ecuación es muy superior al de endó-
genas que intervienen, los problemas si surgen en las 
estimaciones de la primera etapa, esto es en las es-
timaciones de las variables endógenas que intervienen 
como explicativas de una ecuación. Las estimaciones 
de las variables endógenas de una ecuación son fun-
ción de todas las variables predeterminadas del mode-
lo; el número de estas crece de forma elevada y se 
plantean serios problemas con los grados de libertad 
disponibles. Así en el modelo que nos ocupa con un 
total de 97 variables predeterminadas es imposible 
efectuar las estimaciones de la forma reducida. En 
cualquier caso y con modelos basados en datos anua-
les, disponer de series con 20-25 observaciones suele 
ser habitual, y también suele serlo el que el número 
de predeterminadas para modelos globales de la econo-
mía supere esta cifra. 
Existen algunas alternativas de solución para evitar 
la imposibilidad de hecho de aplicar MC2E y que bási-
camente podemos resumirlas en utilizar una parte o un 
conjunto alternativo al de variables predeterminadas 
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del modelo en las estimaciones de la forma reducida. 
Nosotros hemos optado por la utilización de los pri-
meros componentes principales de las variables prede-
terminadas, dadas las necesidades de aplicación re-
queridas al modelo descrito anteriormente. 
Con las restricciones de flexibilidad y operatividad 
mencionadas, nuestro trabajo se ha orientado hacia la 
utilización de componentes principales sobre el con-
junto de variable predeterminadas del modelo ya que, 
seleccionado el proceso y el número de componentes, 
la sobrecarga en el proceso de estimación puede con-
siderarse irrelevante. De esta forma, si consideramos 
la ecuación i del sistema normalizado, 
Y. - Y ± y . + Xi Bt + Ci 
donde Y. es la matriz de 94-1 variables endógenas 
del modelo que aparecen como explicativas en la ecua-
ción, X. es la matriz de K^ variables predetermi-
nadas de la ecuación y y . , 6^  son los paráme-
tros de la forma estructural, con las hipótesis habi-














siendo Yi las estimaciones en la forma reducida, 
primera etapa. 
-l Y. - X (X' X) X' Y. i i 
y donde 
X - (X. '• X.) 
ii J 
con X. variables predeterminadas que interviene en 
la ecuación y X. resto de variables predeterminadas. 
Se trataría ahora de sustituir en X, X. por p com-
ponentes principales, utilizando en lugar de X la ma-
triz Z. 
Z = (X¿ F) 
Siendo F la matriz de componentes principales (CP) de 
orden (n, p) con p < K, sobre el total de variables 
predeterminadas X. En la propuesta inicial de Kloek y 
Mermes se establecían varias alternativas de uso de 
los CP entre las que cabe destacar la enunciada y la 
efectuada solo sobre las variables predeterminadas 
excluidas. Esta última no ha sido considerada por la 
complicación que supone el establecer una matriz F 
diferente para cada ecuación del modelo, no siendo 
operativa en nuestro caso. 
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De esta forma se trataría de encontrar la matriz F*, 
tal que 
F* = x e 
cumpliéndose que 
X' X = 6 A 8' 
siendo 
A = diag ( X. , X„ A ) 
l ¿ p 
y 0 ortogonal 
Así la matriz F formada por los primeros componentes 
principales es ortogonal y las matrices 6 y A son 
las matrices de vectores y raíces características de 
X' X. 
Básicamente las ventajas de esta aproximación podemos 
resumirla en dos puntos: 
1.- Evita los problemas asociados a la carencia de 
grados de libertad en la estimación de la forma 
reducida al poder utilizar un pequeño número de 
componentes en lugar del conjunto de variables 
predeterminadas. 
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2.- Al ser los componentes ortogonales se eliminan 
posibles problemas originados por la colineali-
dad de X.. 
El cuadro 1 recoge las raíces propias o característi-
cas obtenidas y cómo con 17 componentes se absorbe el 
100% de la varianza del total de 97 variables prede-
terminadas del modelo. Es de destacar la baja dimen-
sionalidad encontrada en la variación de las varia-
bles predeterminadas pues el porcentaje absorbido con 
1 componente es del 74%, con 3 el 90%, con 6 el 95% y 
con 9 el 98%. Ello estaría en línea con los trabajos 
previos de Klein y Mitchell pues si bien el último 
obtiene una mayor dimensionalidad, su punto de parti-
da es de más del doble de variables predeterminadas 
para un modelo de la economía de Estados Unidos. 
Dada la dimensionalidad encontrada y la ausencia de 
un criterio fiable y operativo para la determinación 
del número de componentes a utilizar, nos planteamos 
que con un 98% de varianza explicada podría empezarse 
el proceso. Este correponde con los 9 primeros compo-
nentes y con ellos se procedió a la solución del mo-
delo. El cuadro 2 recoge los valores obtenidos para 
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mo variables comunes en la estimación de la primera 
etapa de las ecuaciones del modelo. 
Sobre los componentes principales obtenidos se com-
probó su ortogonalidad en base al cálculo de la co-
rrelación existente entre los mismos, confirmándose 
la diagonalidad de la matriz asociada. 
6.1.2. Comparación de estimaciones 
El llevar a cabo la comparación de los dos métodos de 
estimación ha obligado a estimar el modelo para el 
mismo período muestral. Este ha sido finalmente 
1967-1984, debido a la imposibilidad de obtener in-
formación de algunas de las variables que afectan al 
comercio exterior, de las que solamente disponemos de 
información para este período. Las estimaciones por 
ambos procedimientos, no han arrojado resultados di-
vergentes, tanto en signo y valores de los parámetros 
como en los test de significación. En el anexo 1 del 
capítulo se adjuntan las estimaciones tanto por MC2E 
con 9 componentes como por MCO de las principales 
ecuaciones de comportamiento del modelo, como son: 
consumo en alimentación y no alimentación, consumo 
público, inversión desagregada en sus tres componen-
tes (Equipo, construcción no residencial y residen-
a 
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cial) exportaciones e importaciones de bienes por 
productos, los valores añadidos y empleos sectoria-
les, así como los deflectores utilizados tanto en la 
parte de demanda como en la de oferta. 
6.1.3. Resultados obtenidos en la simulación del 
modelo 
Con ambas alternativas, se han efectuado dos previ-
siones ex-post con el modelo. Una mediante solución 
estática para el período 1971-1984 y otra solución 
dinámica 1980-1984. En todas las soluciones los fac-
tores de ajuste fueron tomados como nulos dejando al 
modelo converger aisladamente y tomando los valores 
conocidos de las exógenas. 
La realización de una solución estática viene motiva-
da por el hecho de eliminar en el modelo el arrastre 
de algún período en el que o bien hay errores de me-
dida o bien la especificación no se ajusta para el 
conjunto del sistema a los datos observados, no re-
percutiendo el error del período en períodos poste-
riores. El cuadro 3 refleja los resultados obtenidos 
para la variable fundamental del modelo. Producto In-
381. 
terior Bruto por el lado de la demanda, su solución 
estática con MCO y MC2E9C, así como los valores his-
tóricos de la misma. 
Cuadro 3 
Producto Interior Bruto en pesetas constantes de 1970 

























































Estos resultados favorecen a la estimación por MC2E 
con 9 componentes, pues mientras la media del porcen-
taje de error absoluto es del 0,8% en este método, en 
MCO alcanza el 1,11%. Los cuadros 4, 5, 6 y 7, re-
flejan para el conjunto de variables más importantes 
del modelo la media del porcentaje de error absoluto 
(MAPE), la media del error (MEAN) y la media del 
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error absoluto para los resultados obtenidos en solu-
ción estática en el período 1971-84 y ambos métodos 
de estimación. 
De la comparación de estos cuadros se desprende que 
si bien no existen fuertes diferencias, es evidente 
una mejora en los resultados obtenidos en la solución 
del modelo con MC2E9C frente a los obtenidos por MCO, 
para prácticamente la globalidad de las variables 
consideradas. Asimismo los errores cometidos son in-
feriores al 2% en la solución por MC2E9C con la ex-
cepción de importaciones, precios de importación, in-
versión y empleo en el sector de construcción, mien-
tras que para la solución con MCO encontramos errores 
superiores al 2% en un mayor número de casos. 
La otra solución llevada a cabo con el modelo ha sido 
de tipo dinámico y para el período 1980-84. La justi-
ficación de este tipo de solución y el período elegi-
do viene motivado, por un lado, porque en solución 
dinámica el modelo funciona de forma más autónoma y, 
por otro, porque esta suele ser el tipo de solución 
al que habitualmente se somete al modelo Wharton-UAM. 
Se han tomado los últimos cinco años como período más 
próximo al período de previsión actual y los resulta-
dos obtenidos para las principales macromagnitudes se 
383. 
Cuadro 4 
Solución Estática MCO 
l A Í S H T E H B O N N INTERACTIVE SÍMüLATION SYSTEM 
BOh.i ONIVEASITY RELÉASE 4 
1 9 / fc/cfc 2 1 J 4 5 5 4 1 
E P K C J. 
P 2 H Í C L ! 
A N A L Y S I 5 
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recogen en el cuadro 8 para el modelo con MCO y en el 
cuadro 9 con MC2E9C. El cuadro 10 presenta la evolu-
ción del Producto Interior observado y el estimado 
por ambas alternativas. 
En la solución dinámica encontramos también una mayor 
bondad con los estimadores de HC2E9C para el Producto 
Interior Bruto, Consumo, Exportaciones, Importacio-
nes, Precios, Valor Añadido Agricultura, prácticamen-
te similares en Valor Añadido Servicio y Empleo e in-
ferior en Inversión, Valor Añadido Industria y Valor 
Añadido Construcción. 
En esta primera etapa del trabajo, sí se puede afir-
mar que el procedimiento es fácil de realizar y lle-
var a la práctica en contraposición a otras alterna-
tivas como la planteada por Fisher de ordenación y 
selección de las variables predetermiandas para cada 
ecuación. Esta característica posibilita la realiza-
ción rápida de la estimación del modelo ante cambios 
de especificación y de valores muéstrales, ya que las 
componentes principales seleccionadas son de rápida 
obtención y fácil implementación en el banco de datos. 
387. 
Cuadro 8 
S o l u c i ó n Dinámica MCO 
P r i n c i p a l e s Macromagnitudes 
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Cuadro 9 
S o l u c i ó n Dinámica MC2E9C 
P r i n c i p a l e s Macromagnitudes 
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Producto Interior Bruto a ptas. 1970 
Periodo Observado MCO MC2E9C 
1980 3714,3 3677,9 3695,7 
1981 3730,7 3693,0 3741,9 
1982 3767,1 3757,9 3780,3 
1983 3842,7 3829,6 3846,6 
1984 3930,2 3925,3 3890,1 
Si bien no creemos que el número adecuado de compo-
nentes sea el utilizado, dado los pocos grados de li-
bertad disponibles, los resultados indican una mejora 
por la utilización de MC2E9C, tanto en solución está-
tica como dinámica del modelo. 
Adicionalmente y aunque independientemente de la 
aplicación, la experiencia ha detectado problemas en 
la especificación de algunas ecuaciones como las re-
lativas a comercio exterior e inversión que serán 
tratadas en siguientes apartados. 
389. 
6.2. ANÁLISIS DE ESTABILIDAD ESTRUCTURAL EN LAS ECUA-
CIONES DE EXPORTACIÓN DE BIENES Y SERVICIOS 
La experiencia econométrica acumulada durante los úl-
timos veinte años en el área del comercio internacio-
nal, es no sólo considerable en si misma, sino inclu-
so en relación con otros campos. 
Aparte de la modelización del bloque exterior en cada 
modelo nacional, el comercio internacional ha sido 
tratado como tema central de los modelos mundiales o 
de integración de diferentes paises o zonas geográfi-
cas. Lo que ha supuesto una aportación importante en 
la modelización del comercio internacional y un punto 
de referencia para los modelizadores de los paises 
implicados en los proyectos de "linkage" de los mode-
los nacionales en un modelo mundial o "modelo de mo-
delos" como lo denomina HICKMAN (1983). 
Nos centramos en el presente apartado en un análisis 
estructural del bloque de comercio exterior del mode-
lo Wharton-UAM. Partimos de una revisión de las ecua-
ciones aisladas del mismo, comparando al respecto los 
diferentes resultados obtenidos en las sucesivas ver-
siones del modelo, tanto entre sí como con otras ex-
390. 
periencias a nivel internacional. El análisis se cen-
tra en la estabilidad de las elasticidades de las 
ecuaciones de comercio exterior y en los efectos di-
rectos de variaciones en ciertas variables claves pa-
ra el comercio internacional. 
Se ha elegido el bloque de comercio exterior para 
llevar a cabo el análisis por su gran inestabilidad e 
influencia dentro de un modelo. Esta afirmación viene 
refrendada por los trabajos de GOLDSTEIN y KHAN 
(1983) en este campo, y por los esfuerzos que las 
grandes instituciones llevan realizando en los últi-
mos años acerca del comercio exterior, publicando los 
errores de predicción que se cometen en el campo del 
comercio internacional y los efectos que tiene peque-
ñas variaciones de los valores de las variables mun-
diales sobre el comercio exterior. 
6.2.1. Análisis previo de valores de elasticidades (1) 
La experiencia internacional en modelos econométricos 
de demanda de exportaciones, es coincidente en la 
consideración de dos variables explicativas claves: 
(1) Estos resultados han sido presentados a las 
li§ Jornadas de Economía Internacional por PU-
LIDO y SUR. Valladolid. Abril 1986. 
391. 
1) una cierta medida de la actividad económica mun-
dial y 2) un indicador de la competitividad relativa 
.del país de origen, vía precios relativos. 
Nuestra experiencia personal en relación con las di-
ferentes versiones del modelo Wharton-UAM, ha ido 
desde un principio unida a la desagregación en dis-
tintas categorías de bienes y servicios (*). Un 
listado de variables explicativas utilizadas en 
nuestros diferentes ensayos, ha de incluir, entre 
otras: 
(*) En todas las versiones se han diferenciado las 
exportaciones (e importaciones) de turismo de 
los otros servicios. En cuanto a bienes, se han 
utilizado alternativamente agrupaciones de par-
tidas de la clasificación CUCI y de la nomencla-
tura de NIMEXE. En CUCI se ha trabajado a nivel 
de los grupos 0+1, 2+4, 3, 5+6+8+9 y 7. En no-
menclatura NIMEXE los grupos son: alimentación 
(secciones 00+01+02+03+04); productos energéti-
cos (05, solo diferenciado en importaciones); 
materias primas (06+07+08+09+10+11+13+15); bie-
nes de consumo (12+14+18+19+20+21) y bienes de 
equipo (16+17). 
392. 
Variables de actividad 
mundial 
- PIB mundial 
- Exportaciones mundia 
les totales 
- Exportaciones mundia 
les de productos ma-
nufacturados 
- PIB de los países de 
la OCDE 
Otras variables 
- Crédito a la exportación 
- Producción interior 
Los cuadros 11 y 12 adjuntos, resumen tanto los valo-
res estimados para España de las elasticidades deman-
da-actividad y demanda-precio, como los resultados 
Variables de precios 
relativos 
- Precios de exportación 
respecto a precios mun 
diales en dólares, co-
rregidos, por el tipo 
de cambio pta./dólar 
- Precios de exportación 
respecto a inflación 
en la OCDE, corregidos 
por la paridad efectiva 
de la peseta 
393. 
obtenidos en distintos países y estudios. En arabos 
casos se ha trabajado con elasticidades a largo pla-
. zo. 
El cuadro 11 incluye los valores de la última versión 
del modelo Wharton-UAM (estimada para el período 
1966-84), la media de los valores de las distintas 
versiones disponibles (*) y el recorrido (valor mayor 
y menor obtenido para esas elasticidades). Dada la 
influencia en los resultados de la variable de acti-
vidad elegida, el análisis se limita, para las expor-
taciones de bienes, a aquellas especificaciones homo-
géneas (las tres últimas), en que dicha variable es 
el volumen de exportación mundial de productos manu-
facturados . 
A su vez, el cuadro 12 incluye una reelaboración por 
nuestra parte, de la información en el trabajo de re-
(*) Las versiones corresponden a especificaciones 
alternativas del modelo realizadas en 1980, 
1981, 1983, 1984 y 1985, con períodos muéstra-
les respectivos 1961-67, 1961-82, 1963-82 y 
1966-84. 
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visión de GOLDSTEIN y KHAN (1985), que resume las 
elasticidades calculadas paca catorce países indus-
trializados en diez diferentes estudios multinaciona-
les. Para todos los países, y para el total, hemos 
calculado la media simple de las elasticidades y se-
ñalado el recorrido de estos parámetros. 
Dado que nuestra experiencia incluye estimaciones de-
sagregadas por categorías de bienes y la internacio-
nal aguí recogida se refiere solo al total, puede re-
sultar de interés el facilitar la comparación calcu-
lando el valor de la elasticidad agregada. 
Aunque no es completa la equivalencia entre el valor 
directamente agregado de una elasticidad y la agrega-
ción de elasticidades parciales, (*) en el cuadro 13 
adjunto incluímos un cálculo aproximado de las elas-
ticidades agregadas, para la versión actual del mode-
lo. A tales efectos, se ponderan las elasticidades de 
7*1 Como demostró formalmente THEIL (1954), el cál-
culo de un coeficiente agregado exige tener en 
cuenta no solo los coeficientes desagregados de 
la variable afectada, sino también los corres-
pondientes a las restantes variables de la 
ecuación. Sin embargo, a efectos operativos es 
habitual trabajar con la aproximación que supo-
ne el calcular una media ponderada de sólo los 
coeficientes de la variable de referencia. 
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cada grupo por su importancia relativa (medida por su 
participación en la exportación mundial de bienes en 
1984) y, para la elasticidad demanda-precio, se co-
rrige además por la variación relativa de precios co-
rrespondientes a cada grupo. 
En base a los datos incluidos en los cuadros ante-
riormente comentados, parecen relevantes las siguien-
tes consideraciones: 
Io) Las elasticidades obtenidas en la experiencia es-
pañola sobre ecuaciones de exportación son, en gene-
ral, acordes con la experiencia internacional. La 
elasticidad demanda-actividad en la versión actual 
del modelo se ha calculado en 1,79, siendo la media 
de las distintas estimaciones realizadas en los ca-
torce países considerados, de 1,55 y las correspon-
dientes a países como Francia o Italia de 1,62 y 1,80 
respectivamente. Estamos pues en línea con la afirma-
ción de Goldstein y Khan, de que "las elasticidades 
de demanda renta para un país industrializado repre-
sentativo caen en el rango de 1 a 2 tanto en exporta-
ción como en importación". 
399. 
2o) A nivel de elasticidades por grupos, la experien-
cia internacional disponible es poco concluyente (al 
menos en cuanto a exportaciones se refiere), aunque 
parece acorde con el hecho de que "las elasticidades 
demanda-precio sean significativamente mayores para 
manufacturados que para no-manufacturados". En nues-
tras estimaciones, superan el valor de 2 las elasti-
cidades precio de bienes manufacturados tanto de con-
sumo como de equipo y se encuentran por debajo inclu-
so de la unidad las elasticidades para productos ali-
menticios y materias primas. 
Para elasticidades demanda-actividad, también parece 
existir una relativa coincidencia internacional en 
que sean superiores los valores correspondientes a 
los grupos de manufacturados. Nuestras estimaciones 
son acordes con este planteamiento, siendo su valor 
para productos alimenticios inferior a la unidad y 
cercano o superior a dos, para materias primas y ma-
nufacturados intermedios, bienes de consumo y bienes 
de capital. 
3o) La dispersión en las elasticidades estimadas es 
considerable, tanto para diferentes modelos como para 
países distintos. A pesar de los criterios generales 
anteriormente apuntados, la elasticidad de las expor-
400. 
tac iones respecto a la actividad, se mueve para el 
conjunto de análisis recogidos por GOLDSTEIN y KHAN 
(1985), entre valores inferiores a uno y superiores a 
cuatro. Incluso no es extraño observar, para un mismo 
país y diferentes modelos, elasticidades de hasta dos 
o tres veces la estimación más alta respecto a la más 
reducida. La dispersión es incluso más acusada en lo 
referente a elasticidades demanda-precio. 
En nuestra experiencia con el modelo Wharton-UAM, he-
mos comprobado la decisiva influencia de la variable 
seleccionada de actividad mundial. Dada la muy dife-
rente evolución, principalmente desde la crisis ener-
gética, de magnitudes tales como la exportación mun-
dial de manufacturados o el PIB de los países de la 
OCDE, no es de extrañar que se produzcan discrepan-
cias considerables en las elasticidades estimadas en 
cada caso. Pero incluso utilizando una única variable 
de actividad , y para un mismo país, es posible en-
contrar ciertas oscilaciones en los valores estimados 
de las elasticidades, consecuencia de especificacio-
nes diferentes en otras variables, de definiciones 
estadísticas distintas de las variables implicadas en 
el análisis o de períodos de estimación alternativos. 
401. 
El tema resulta del máximo interés metodológico y de 
indiscutible trascendencia práctica. La mayor o menor 
estabilidad estructural de las ecuaciones de exporta-
ción, sus causas y posibles soluciones, será objeto 
de posterior análisis para el caso del modelo 
Wharton-ÜAM. 
6.2.2. Simulación inicial de las ecuaciones de ex-
portación 
En el cuadro 14 adjunto incluimos los resultados bá-
sicos de la estimación de las distintas ecuaciones de 
exportación. Las estimaciones corresponden a MCO ex-
cepto cuando aparece un valor para P , en cuyo caso 
se ha trabajado con un proceso AR(1) para los resi-
duos y se ha aplicado la técnica de Cochrane-Orcutt. 
Adicionalmente, se indica, entre paréntesis y debajo 
de cada parámetro como es habitual, el correspondien-
te valor de la t, así como el coeficiente de determi-
nación corregido, estadístico de Durbin-Watson y pe-
ríodo de estimación. 
Naturalmente, unos resultados estadísticamente satis-
factorios para cada una de las ecuaciones de un mode-
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cionamiento de un modelo en su conjunto. Para comen-
zar, debemos analizar las respuestas del modelo ante 
cambios en las exógenas (simulación de políticas al-
ternativas) o en los parámetros (sensibilidad de pa-
rámetros). Aunque este análisis cobra todo su interés 
cuando el modelo se considera en su conjunto, un pun-
to inicial de referencia nos lo puede proporcionar el 
subconjunto de ecuaciones de exportación. 
En el cuadro 15 resumimos algunos resultados para si-
mulaciones alternativas sobre el comportamiento de 
precios relativos (que será endógena para el modelo 
en su conjunto) y actividad mundial: 
a) La solución básica del modelo utiliza los valores 
previstos para el período 1986-89 provenientes de 
procesos más amplios de modelización a escala mundial 
(en nuestro caso, Wharton World Economic Outlook y 
proyecto LINK) en cuanto a variables internacionales 
de actividad, precios y tipos de cambio. El modelo 
determina en forma endógena nuestros precios de ex-
portación. En resumen y a nivel de valores medios pa-
ra todo el período, se trataría de ver cómo reaccio-
nan las exportaciones españolas ante un crecimiento 
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de nuestros precios relativos, corregidos por la pa-
ridad efectiva de la peseta, próxima al 1%. La res-
puesta del modelo, en base a la estructura estimada 
para el período 1966-84, es de un crecimiento de las 
exportaciones cercano al 8,5%. 
b) Diversas razones pueden llevar, al utilizador de 
un modelo a efectos de previsión, a rectificar los 
valores directos generados automáticamente por el 
mismo. Uno de los procedimientos más habituales, es 
el de trabajar con factores de ajsute ("add factors") 
que tratan de recoger los efectos de ciertos aspectos 
no directamente (o no suficientemente) incluidos en 
el modelo. Nuestras más recientes predicciones para 
el período 1986-89, han sido corregidas a la baja por 
razones tales como: 1) diferencias predicción reali-
zación en 1985 (año no incluido en el período de es-
timación); 2) presión exportadora por atonía de la 
demanda interior, no fácilmente mantenible hacia fu-
turo; 3) reestructuración del comercio internacional 
con menor tendencia a la participación española en 
407. 
las partidas de más rápida evolución (*). Una valora-
ción, necesariamente arbitraria, de estos diversos 
factores, nos han conducido a reducir en algo más de 
3 puntos de porcentaje el ritmo previsto de 
crecimiento de nuestras exportaciones de bienes. 
c) Entre las múltiples simulaciones alternativas que 
podrían plantearse hemos seleccionado dos (en ambos 
casos sin intervención de factores de ajuste). La 
primera se fija solo en un crecimiento del comercio 
mundial de orden del 4% y un comportamiento neutral 
de los precios; la consecuencia ligeramente superior 
al 7%. La otra alternativa elegida, ha sido especial-
mente pesimista: el comercio mundial se reduce hasta 
un ritmo de crecimiento del 3%,- similar al del PIB 
mundial y, además, nuestro país pierde ligeramente 
competitividad vía precios relativos corregidos por 
tipo de cambio. El resultado, según modelo, sería una 
evolución de las exportaciones, reducidas en su cre-
cimiento a un 4-5%. 
(*) En una reciente investigación, de M. DONES (UAM, 
1986) se plantea cómo las exportaciones totales 
en España, a pesar de aumentar, no están dirigi-
das hacia los mercados más idóneos, cara a su 
crecimiento futuro. 
408. 
6.2.3. Análisis de las ecuaciones de exportación en 
condiciones de cambio estructural. 
La estabilidad estructural de las ecuaciones de ex-
portación se puede verificar inicialmente mediante el 
ya habitual contraste de Chow. Este contraste resulta 
especialmente eficiente cuando el punto de ruptura 
puede encontrarse alrededor de la mitad del período 
de estimación, como es de suponer sería nuestro caso. 
Vamos pues a aplicar dicho contraste a cada una de 
las ecuaciones de exportación de bienes, tomando como 
posible año de ruptura 1975. Se trata, por tanto, de 
comparar los errores de una estimación para el perío-
do total 1964-84 con los errores de dos regresiones 
parciales, una para 1964-74 y otra para 1975-83. Si 
los errores son significativamente menores al traba-
jar por subperíodos, ello podría indicar un cambio de 
estructura en el año de corte. Naturalmente, un re-
sultado estadísticamente no significativo sólo indica 
que no puede rechazarse la hipótesis básica de esta-
bilidad estructural, al nivel de significación elegi-
do, pero no el gue no exista algún tipo de alteración 
de estructura. 
409. 
El contraste de Chow aplicado, a las ecuaciones de 
exportación, toma el valor de una distribución F con 
3 y 13 grados de libertad y un nivel de confianza del 
9 5 % d e F(3,13) - 3'41' 
Como se muestra en el cuadro 16 adjunto, solo puede 
rechazarse la estabilidad estructural en el caso de 
la ecuación de materias primas y productos manufactu-
rados industriales. En los -demás casos, existe siem-
pre una ganancia (menores errores) al partir el pe-
ríodo total en dos partes, pero ésta no es lo sufi-
cientemente elevada como para resultar estadística-
mente significativa. 
A pesar de que el contraste no permite rechazar la 
estabilidad estructural de tres de las cuatro ecua-
ciones, puede resultar interesante profundizar algo 
más en cada uno de esos casos. 
Así, en el cuadro 17 adjunto hemos incluido los re-
sultados básicos de una series de estimaciones de la 
ecuación de exportaciones de productos alimenticios, 
para distintos períodos móviles todos ellos de la 
misma extensión, así como para el período total y los 
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Si como puede suponerse en este caso (véase gráfico 
1), una hipótesis razonable (aunque estadísticamente 
no comprobada por el contraste de Chow) fuera la de 
un cambio de régimen en 1966-74 y 1975-84, podríamos 
estimar la ecuación conjunta en términos de los deno-
minados "svitching regression models". 
Así, la ecuación estimada para el caso de exportacio-
nes de productos alimenticios, que para el período 
1966-84 era: 
ln EXPAR - 3,44 + 0,74 ln WEXMG - 0,61 ln RERPA 
(15,6) (2,9) 
R"2 - 0,95; DW = 2,13 
pasaría ahora a ser, en términos de "switching 
regression" : 
ln EXPAR - 2,75 + 0,68 ln WEXMG - 0,41 ln RERPA 
(8,3) U,2) 
-3,48D + 0,52 ln DWEXMG + 0,22 ln DRERPA 
(1,3) (2,5) (0,5) 
R~2 - 0,96; DW = 2,46 
4 1 3 . 
GRÁFICO 1 
Evolución de l a s e la s t i c idades -ac t iv idad y pre-
cia de l a ecuacián de exportaciones de produc-
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414. 
siendo D una variable ficticia que toma el valor 1 a 
partir de 1975 y las variables DWEXMG y DRERPA las 
correspondientes variables de actividad mundial y de 
precios relativos, divididas por su valor en 1975 y 
multiplicadas por la ficticia. 
La otra alternativa de estimación sería el considerar 
coeficientes variables en el tiempo. Los resultados 
para las exportaciones de productos alimenticios, 
ahora son estimaciones estadísticamente no significa-
tivas, pero que nos sirven de punto de referencia, 
serían: 
ln EXPAR - 5,64 + 0,59 ln WEXMG - 0,71 ln RERPA 
(1,6) (0,5) 
-0,29D TIME + 0,04 T.ln DWEXMG + 0,22 ln DRERPA 
(1,0) (1,8) (0,1) 
R~2 « 0,96; DW = 2,37 
Un resumen de los resultados anteriores para las di-
ferentes ecuaciones ensayadas de exportación de pro-
ductos alimenticios, indican: 
415. 
- un cambio estructural estadísticamente no signi-
ficativo, lo que podría justificar el utilizar a 
efectos de predicción la estructura estimada pa-
ra el período 1966-84 con elasticidad-actividad 
de 0,74 y elasticidad-precio de -0,61 
- alternativamente, puede resultar significativo 
el cambio de régimen en la elasticidad-actividad 
(aunque no en precio) y, en este caso, a partir 
de 1975 sería más realista el considerar un va-
lor de 1,20 
- aún cabría la opción (poco significativa desde 
el punto de vista puramente estadístico) de una 
elasticidad-actividad variable en el tiempo, que 
cada año a partir de 1975 aumentaría en 0,04. 
El análisis realizado para la ecuación de exportación 
de productos alimenticios, se ha repetido para las 
restantes ecuaciones y los resultados se incluyen en 
los cuadros 18 a 22 y gráficos 2 a 4. 
Por supuesto que muchas de las pruebas pueden consi-











































































o o u 
n CM o * - t^ CM c^ 
Cft en CT> m CD co to (n O) 0) ib 01 0) 01 
o" o" o* d o* o* o" 
CM tn tn 







































* * * * * * * • * „ * « * n Q i ( 0 c p o £ > ^ 4 ü n (O (O 01 O) n n 8 


















g 8 £ fc P c? CM n 











* * m 












































































































•H í 8 
« 
tn m 





















































Oí (O C\J n c o c ó c d £ c < o g i c > 8 c 5 í ñ 
o í o i o i o i o i a í ^ f t v i o ^ i f i 
m a cp o OD n 
Oí 00 CM C* r- «- 8 8 8 2 
cy cy ru n n cu l i l i ? 7 ° 7 
*$ *H *n V 8 
c\i C\J m in 
cJ" c\T c\T c\T 
*£ 3 R¡ 8 *£ *8 





























































































o i . 

























TJ 09 | 5 i 
U O 






CM (O 8 O) en cü í f i 
csT c\T CM c\i 
S P 10 CM (D «~ 
t\i CÜ n 
CM O) 














































f^ in C\J o 
CM « - T - O 
co in in 
«- o 
a 5 
i i ? ? ? T ? 
* * * * * * * CM co o n c* n «-
C0 CM P3 CM U3 10 CO 
r> «- o n 
f^  ID CO Oí 











<p S P R CM P ) Í n n n n 


















































o g. 1 
•H 5 í 0) 


















































































•rt ? o r* 
•H 1 •P ID 
oí 35 


























































































































































































l í O} 














































































































































5 - 3 ¡S 
o 
a 






































































































































o T » 
u 












4 2 1 . 
GRÁFICO 2 
Evolucifin de l a s e l a s t i c i d a d e s - a c t i v i d a d y p r e c i o de l a ecuaci f in 
de expor tac iones de mater ias primas en d iversos subperfodos móvi les 
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GRÁFICO 3 
Evolución de las e last ic idades-act iv idad y precio de l a ecuación 
de exportaciones de bienes de equipo en diversos subperfodos mávil 
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ecuaciones originales sin consideración de cambio es-
tructural . 
Sin embargo, en nuestra opinión, pudieran obtenerse 
ciertas ventajas en el proceso de predicción y simu-
lación con la siguiente selección final de ecuaciones: 
Exportaciones de productos alimenticios: 
La consideración de dos regímenes distintos, (con 
cambio a partir de 1975) permite una ligera reducción 
adicional de errores de predicción y parece relativa-
mente aceptable en base a los resultados de las re-
gresiones con período móvil. 
ln EXPAR- [2,75-3,48D] + [0,68 ln WEXMG+0,52 ln DWEMG] 
(8,3) (2,5) 
+ [-0,41 ln RERPA + 0,22 ln DRERPA] 
(1,2) (0,5) 
R~2 =» 0,962; DW • 2,46 
Exportaciones de materias primas y productos indus-
triales: 
425. 
Cualquiera de los dos modelos ensayados de cambio es-
tructural permite corregir la autocorrelación resi-
dual que se detecta en la ecuación única para todo el 
período. Los resultados de las regresiones con perío-
do móvil nos inclinan hacia el modelo con parámetro 
de actividad variable tendencialmente en el tiempo. 
ln EXPMR» 0,66 + [1,18 + 0,008 TIME], ln WEXMG -
(10,3) (6,6) 
- 0,57 ln RERMP 
(5,1) 
R"2 - 0,998; DW = 2,23 
Exportaciones de bienes de consumo: 
El análissis de las regresiones para los últimos sub-
periodos, pone de manifiesto su escasa fiabilidad a 
partir de 1972-80 y unos valores de elasticidad ex-
cepcionalmente altos para el período total de estima-
ción. Nos inclinamos por el modelo con dos regímenes 
distintos (cambio a partir de 1975) que proporciona, 
además, una ligera reducción adicional de los errores 
de predicción: 
426. 
ln EXBCR- [3,73 - 0,59D] + [2,35 ln WEXMG -
(21,5) 
- 1,29 ln DWEXMG] + 
(2,7) 
+ [2,68 1 n RERBC + 1,41 ln DRERBC] 
(3,0) (1,2) 
R~2 =• 0,982; DW = 1,85 
Exportaciones de bienes de equipo: 
Los diferentes resultados son coincidentes en una es-
tabilidad estructural, al menos respecto a la varia-
ble explicativa básica de actividad. Por ello, mante-
nemos la ecuación inicial estimada para todo el pe-
ríodo 
ln EXBER m -1,54 + 2,08 ln WEXMG - 1,02 ln RERBE 
(33,6) (6,0) 
R"2 =» 0,988; DW - 1,60 
A efectos de valorar, en su conjunto, la incidencia 
de los cambios introducidos sobre las ecuaciones de 
exportación inicialmente propuestas, hemos elaborado 
el cuadro 23. En el mismo, comparamos los resultados 
previos sobre elasticidades agregadas, recogidos 
427. 
en el cuadro 13, con cálculos similares en base a las 
nuevas elasticidades aceptadas después del análisis 
de cambio estructural. 
Las nuevas elasticidades-actividad, implican una ele-
vación, con respecto a las estimaciones previas, en 
productos alimenticios y reducción en materias primas 
y en bienes de consumo. En su conjunto, la elastici-
dad agregada descendería de 1,79 a 1,55, cifra esta 
última que coincide con la media de la experiencia 
internacional considerada. 
Con relación a las elasticidades-precio, estadística-
mente menos significativas en todo los modelos consi-
derados, existen reducciones relativas en productos 
alimenticios y bienes de consumo. A nivel agregado se 
reduce su valor de -0,80 a -0,63, por debajo de la 
experiencia internacional media. 
Como los modelos están todos suficientemente ajusta-
dos al período de estimación (los errores son muy re-
ducidos), los cambios de elasticidades se compensan 
dentro de cada modelo al alterarse conjuntamente los 
diferentes parámetros del mismo. Así, para el último 
año del período de estimación, 1984, se dan estima-
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429. 
nes, tanto con los modelos iniciales como con los fi-
nalmente seleccionados. Sin embargo, a efectos de 
predicción las nuevas elasticidades son más conserva-
doras respecto a futuros ritmos de crecimiento. Para 
el caso de un mantenimiento de la competitividad de 
los productos españoles (precios relativos constan-
tes) y un crecimiento real de la actividad mundial 
(exportaciones mundiales de manufacturados) del orden 
de un 4%, el conjunto de ecuaciones iniciales daría 
un crecimiento superior en un punto a las finales (4% 
X 1,79 =» 7,16% frente a 4% x 1,55 = 6,20%). En otras 
palabras, una variación de la elasticidad de un -13%, 
afectaría en solo un 1% a la tasa de crecimiento de 
las exportaciones, confirmando consideraciones ante-
riormente adelantadas sobre sensibilidad paramétrica. 
Pero además, las nuevas ecuaciones proporcionan una 
estructura de reparto del comercio exterior por ca-
tegorías de productos que nos resulta ligeramente más 
acorde con la evolución del comercio exterior español 
durante los últimos años. 
En resumen pues, el análisis de sensibilidad de pará-
metros ha sido útil no solo para una mejor compren-
sión del funcionamiento del modelo, sino también a 
430. 
efectos de mejorar el propio proceso de predicción y 
simulación, incluso aunque estos avances sean sólo 
relativamente marginales. 
6.2.4. Análisis complementario de las ecuaciones de 
importación. 
La experiencia en modelización sobre importaciones 
nos marca una serie de variables explicativas claras: 
1) las variables que reflejar una cierta medida de la 
actividad económica interna de un país, y que, depen-
diendo del producto importado, será una magnitud eco-
nómica u otra y 2) una variable de precios relativos 
que mide la competitividad con los países de origen. 
Como comentábamos en páginas anteriores, la desagre-
gación de las importaciones ha sido realizada en base 
a las siguientes categorías de bienes y servicios: 
- productos alimenticios 
- materias primas 
- productos energéticos 
- bienes de consumo 
- bienes de equipo 
- turismo 
- otros servicios 
431. 
Las variables explicativas utilizadas en nuestros di-
ferentes ensayos, han incluido entre otras: 
Variable de actividad Variables precios 
- Renta disponible 
- Valor añadido indus-
trial 
- Consumo privado 
- Precios importación 
respecto precios in-
ternos 
- Precios de importación 
absolutos 
- PIB a precios de mercado 
Los cuadros 24, 25 y 26, resumen los valores para Es-
paña de las elasticidades sobre producción y sobre 
precios, así como los resultados obtenidos en dife-
rentes países. En todos los casos se trabaja como, 
anteriormente, con las elasticidades a largo plazo. 
El cuadro 24 incluye los valores de la última versión 
del modelo Wharton-UAM estimada para el período (66-
84), la media de los valores estimados en las versio-
nes existentes del modelo y el recorrido de las mis-
432. 
mas. El cuadro 25 es, como ocurría para exportacio-
nes, una reelaboración de la información recogida en 
el trabajo de Goldstein y Khan, que resume las elas-
ticidades para importaciones obtenidas a nivel inter-
nacional. El cuadro 26 recoge esta misma experiencia 
mundial, pero a nivel desgregado por categorías de 
productos. 
En base a los resultados recogidos en los cuadros ad-
juntos, podemos extraer las siguientes conclusiones: 
1) Las elasticidades actividad de las últimas estima-
ciones del modelo son ligeramente superiores a la ex-
periencia internacional para los grupos de los que 
disponemos de información. Aunque los valores 
obtenidos están dentro del recorrido, al igual que la 
media de las versiones anteriores del modelo. 
2) Con respecto a la elasticidad-precio, tanto para 
la última estimación, como para el conjunto de esti-
maciones obtenidas a lo largo de las diferentes ver-
siones del modelo Wharton-UAM, éstas son inferiores a 
la experiencia internacional, siendo los recorridos 
obtenidos por nuestro modelo bastante menos amplios 
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3) Existe una relativa coincidencia internacional con 
respecto a elasticidades mayores para los grupos de 
manufacturas o bienes de consumo, al igual que ocurre 
con nuestras estimaciones para este grupo, seguida de 
productos alimenticios. Nuestras estimaciones son al-
go superiores, situándose entre un 1,5% y 2% frente 
al 1% y el 1,5% en el contexto internacional para las 
dos categorías antes mencionadas. 
4) En relación a las elasticidades sobre precios para 
las categorías analizadas, nos encontramos con un 
comportamiento similar al mencionado para la elasti-
cidad-actividad, pero de signo contrario. Nuestras 
estimaciones arrojan unos valores inferiores a la ex-
periencia internacional, estando comprendidas entre 
un -0,10 y -1,31 para la última estimación del mode-
lo, frente a un -0,56 y -1,88 en la experiencia in-
ternacional. Sin embargo la mayor elasticidad-precio, 
corresponde en ambas experiencias a los mismos grupos 
(bienes de consumo y equipo). 
En resumen y para todas las categorías, comparando la 
experiencia internacional con la experiencia de nues-
tro modelo, calculando las elasticidades agregadas de 
importación a partir de las elasticidades por grupo, 
437. 
cuadro 27, nos encontramos con que la elasticidad so-
bre precio en nuestras estimaciones (-0,40) está muy 
por debajo de lo que señala la experiencia interna-
cional, situada entorno al -l. Esto podría tener su 
explicación en una estructura productiva menos com-
petitiva que la media de países industrializados, en 
algunos de los productos importados al no existir 
sustitutivos dentro del país de los bienes que se im-
portan, la influencia de precios sobre demanda de im-
portación es menor. En cuanto a la elasticidad-acti-
vidad, la experiencia internacional se sitúa en un 
1,42 y la proporcionada por nuestras últimas estima-
ciones en 1,22 lo que nos sitúa en línea con el resto 
de países analizados, siendo la muestra muy similar a 
la media de países como Canadá, Francia y Suecia. 
Los resultados de la estimación para las importacio-
nes en las diferentes categorías de bienes y servi-
cios analizados se recogen en el cuadro 28. Las esti-
maciones se han realizado por M.C.O., y junto con los 
valores de estimación aparecen los estadísticos t, 
(entre paréntesis), R coeficiente de determina-
ción corregido y el estadístico Durbin-Watson, así 
como el período de estimación para cada ecuación. 
_ 
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Al igual que se hizo para las ecuaciones de exporta-
ción, se somete al modelo en la parte de importacio-
nes a unos cambios en los valores de las exógenas, a 
efectos de analizar su funcionamiento, en una aplica-
ción parcial para sólo ese conjunto de ecuaciones. 
Las simulaciones que efectuamos son de dos tipos: 
a) Básica. Crecimiento del PIB en 2,1% para 1986 y 
precios de importaicón a niveles medios del 8-10%. 
b) Optimista. Crecimiento del PIB a ritmos superio-
res, 3,5% y mantenimiento de los precios a los 
mismos niveles que en la básica. 
Los resultados de ambas simulaciones se recogen en el 
cuadro 29. 
Para la simulación básica, sin factores de ajustes, 
el crecimiento total de las importaciones para el año 
1986, con los valores de las explicativas de un man-
tenimiento de la actividad interna moderada y unos 
precios de importación sostenidos a niveles anterio-
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La alternativa ofrece un resultado del 4,26% de in-
cremento ante un crecimiento de la actividad del 3,5% 
y precios mantenidos. 
Como resumen de lo expuesto hasta aguí, podemos decir: 
1) Que la modelización sobre importaciones está suje-
ta a tipos más heterogéneos de especificaciones que 
en el caso de exportaciones, aún cuando aparezcan 
unas determinadas variables fijas; (actividad inter-
na, precios internos, precios externos). 
2) Que la experiencia en la utilización de unas u 
otras variables depende del tipo de país a gue se es-
tá aplicando. Así hay evidencia empírica de gue unas 
veces se deben utilizar precios relativos y otras 
precios absolutos. 
3) En el mismo sentido, Goldstein y Khan apuntan 
pruebas empíricas del modelo de sustitución imperfec-
ta, como resultado de la "coexistencia de importacio-
nes y producción interior, y floreciente comercio en 
dos direcciones y la existencia de diferencia de pre-
cios significativos y no transitorios para el mismo 
producto en diferentes países así como entre el pre-
cio interior y el de importación". 
444. 
4) Existe toda una teoría sobre la inestabilidad de 
las elasticidades de importación como consecuencia 
del "quantum effect" originalmente sugerido por 
ORCDTT (1950) que señala que la elasticidad-precio 
será mayor para grandes cambios que para cambios pe-
queños . 
5) En nuestro caso y para las diferentes categorías 
de productos considerados, como puede observarse en 
los cuadros anteriores, han funcionado un tipo de va-
riables u otros, según el producto que considerába-
mos. Así para los grupos de alimentación, materias 
primas y productos energéticos, además de la variable 
de actividad interna, se han tenido en cuenta solo 
los precios de las importaciones, es decir precios 
absolutos. Tal opción, justificada empíricamente, 
puede tener su base teórica al considerar que los 
productos importados de estos bienes, no tienen sus-
titutivos en el interior del país, y aunque sus elas-
ticidades son muy pequeñas, la decisión de importar 
más o menos no depende, por tanto, de los precios de 
estos bienes en comparación con los interiores. 
445. 
En cuanto a los bienes de consumo y equipo, la situa-
ción cambia y si son influyentes las relaciones de 
precios importados con los interiores, siendo para 
estos grupos las elasticidades-precios algo mayores 
que en el resto de grupos. 
6.3. ANÁLISIS DE ERRORES DE PREDICCIÓN Y SIMULACIÓN 
DEL MODELO WHARTON-UAM 
En la línea de validación de los modelos macroecono-
metricos, hemos analizado los errores de predicción 
tanto de ecuaciones aisladas como del modelo en su 
conjunto centrados en el bloque de demanda. 
Se analizan los resultados que se obtienen de varia-
bles tales como el consumo, la inversión, las expor-
taciones y las importaciones, desagregadas en las di-
ferentes categorías que contempla el actual modelo 
Wharton-UAM y que comprenden 31 ecuaciones y 118 
identidades, siendo este uno de los bloques principa-
les, cuyo objeto es la determinación del producto fi-
nal y sus diferentes componentes. 
En la primera parte del análisis sólo se consideran 
las ecuaciones de forma aislada, realizando las 
446. 
comparaciones para el período 1983-1990. Este período 
cuenta con la ventaja de que en él, se tienen dos ti-
pos de simulaciones. La que corresponde con el perío-
do histórico conocido 1983-1984 o, simulación 
ex-post, y la correspondiente al período 1985-1990, o 
simulación ex-ante. Como la estimación del modelo 
llega hasta el año 1984, tenemos dos años 1985 y 1986 
de simulación ex-ante con variables exógenas y endó-
genas conocidas y por tanto con los ajustes necesa-
rios en las ecuaciones, es decir,-con las simulacio-
nes del tipo II descritas en el apartado 4.3.2 de la 
tesis y con las simulaciones del tipo I, habituales 
de los períodos de predicción para los años 1986-1990. 
Para el período 1987 a 1990, se toman los valores 
previstos para las variables exógenas que influyen en 
el bloque. Estos valores son obtenidos de distintas 
fuentes estadísticas tanto internacionales como na-
cionales, y los resultados de las variables endógenas 
analizadas para este período, están sujetos a que la 
hipótesis sobre la evolución de las variables exóge-
nas consideradas se correspondan con la realidad fu-
tura. 
447. 
En la segunda parte del análisis trataremos al modelo 
de forma conjunta. La solución se realiza para los 
años 1980-1984 (histórico) en el que el tipo de simu-
lación ex-post realizado es con ajustes cero, tanto 
en solución estática como dinámica. 
6.3.1. Componentes del Bloque Demanda 
El análisis que se ha llevado a cabo de los componen-
tes del P.I.B., se ha realizado a través de los coe-
ficientes estimados de las ecuaciones del bloque, ya 
que como las ecuaciones están estimadas en logarit-
mos, los valores de los coeficientes se aproximan a 
las elasticidades medias, no cometiendo un error su-
perior al 1% cuando los incrementos que toman las va-
riables no son superiores al 15%. En el cuadro 31, se 
pueden observar las diferencias existentes entre las 
tasas de variación y el logaritmo neperiano de las 
variables. 
La evolución del P.I.B. a precios de mercado en pese-
tas constantes de 1970, ha de ser analizada a través 
de sus componentes teniendo en cuenta la desagrega-




Diferencias entre tasas de crecimiento 




























En base a los comentarios anteriores, vamos a calcu-
lar los errores que se cometen en cada una de las 
ecuaciones de comportamiento del bloque, tanto para 
períodos históricos, como para períodos de previsión. 
El primer componente que vamos a analizar, es el co-
rrespondiente al consumo privado, que en el modelo se 
449. 
obtiene como suma de las partidas de consumo en ali-
mentación y no alimentación. 
El consumo en alimentación, se estima en términos per 
capita en función de la renta disponible, también per 
capita y su tendencia. Si tomamos incrementos histó-
ricos e incrementos esperados de las variables expli-
cativas de esta macromagnitud, tendremos la evolución 
del consumo privado en alimentación para el período 
1983-1990 que recoge el cuadro 32. En el podemos ob-
servar cómo para el período histórico (83-85), la 
ecuación no ha recogido el cambio de tendencia que se 
produce en 1984, y como hay que hacer una correción 
importante para el año 1985, manteniendo prácticamen-
te iguales a cero los ajustes para el resto del pe-
ríodo de previsión. 
La otra componente del consumo privado, el consumo en 
alimentación se explica en el modelo en función de la 
renta disponible, la participación de los salarios 
con respecto a la renta y como en el caso anterior a 
la propia evolución de la variable. Los valores es-
timados se recogen en el cuadro 33, que como en el 
caso anterior, muestran que para el año 1985 la ecua-
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Los resultados de estas dos primeras ecuaciones, pa-
recen sorprendentes a primera vista, ya que tanto pa-
ra el consumo en alimentación como para el consumo en 
no alimentación, -para el período histórico-, existen 
fuertes diferencias, es decir se necesitan valores de 
ajuste altos. No obstante debemos recordar que esta-
mos midiendo los errores sobre las tasas de varia-
ción, es decir errores de decimas de punto de porcen-
taje. 
Por consiguiente, se considera que las ecuaciones en 
el total del período de estimación pueden ser consi-
deradas como validas y no se pasa a su reespecifica-
ción. 
Con respecto al consumo público, que se explica en 
función del consumo privado y de su componente es-
tructural, la evolución es la registrada en el cuadro 
34, en el que se puede observar como la componente 
estructural debe ser corregida a la baja, debido al 
fuerte crecimiento que le imprime. Para evitar que 
este efecto sea tan fuerte se plantea una nueva ecua-
ción, que explique el consumo público en función de 
los salarios reales por personas ocupadas, SALREP700, 
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sueldos y salarios, y la evolución de estos en el 
sector público ha seguido históricamente la evolución 
del sector privado, la nueva ecuación estimada arroja 
unos resultados más acordes, tanto para el período 
histórico, como para el período de previsión, como 
puede comprobarse en el cuadro 35. 
Otro de los componentes del P.I.B., es la inversión, 
que en el modelo esta desagregada en tres categorías 
(construcción residencial, no residencial y transpor-
te y equipo), siendo esta variable una de las que ma-
yor dificultad de predicción presenta, debido a la 
poca fiabilidad de los datos sobre esta magnitud, in-
cluso en estadísticas oficiales. 
La inversión en construcción residencial en la ver-
sión 3 del modelo Wharton-UAM, está especificada en 
función del diferencial de precios de inversión en 
construcción residencial respecto a las rentas de al-
quileres (PIVH), la diferencia real del volumen de 
créditos del sector privado de un período a otro, 
desplazada un período (SPFBTR), y la inversión des-
plazada un período. 
Si observamos el cuadro 36, la variable de créditos 
es la causante de las mayores distorsiones, llegando 
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lo que se intenta una modelización que sea mas esta-
ble, llegando a especificar esta variable en función 
de los tipos de interés de las obligaciones no banca-
rias (SPFRMCI) y la renta familiar disponible real 
con una distribución de retardos de ALMON, con dos 
retardos y polinomio de 2o grado, siendo ahora las 
estimacionse las que se recogen en el cuadro 37, en 
el cual se puede apreciar como los valores de correc-
ción son menores que en la versión anterior. 
La inversión privada en construcción no residencial 
viene explicada por las variaciones del volumn de fi-
nanciación del período anterior (SFINARC), formado 
este por el ahorro de las empresas y por los créditos 
concedidos por el sistema crediticio al sector priva-
do; el volumen de inversión extranjera, tanto directa 
como en edificios y terrenos; un indicador del coste 
del capital (PCIV), variable que tiene en cuenta la 
presión fiscal y el tipo de interés del mercado de 
obligaciones; y el volumen de inversión del año pre-
cedente dado el carácter plurianual de muchas de es-
tas inversiones. La inversión en material de trans-
porte, maquinaria y otro material de equipo, se ex-
plica por las mismas variables que determinan la in-
versión en construcción no residencial, salvo la 
456. 
variable endógena desplazada que en este caso corres-
ponde a la inversión en transporte y equipo. En los 
cuadros 38 y 39 adjuntos, se puede observar la evolu-
ción de ambas variables y como las correcciones son 
también en este caso especialmente elevadas. 
Debido a las correcciones que ha habido que introdu-
cir en estas dos variables, se decide especificar las 
ecuaciones de forma diferente. Como en el período 
histórico se observa una evolución muy parecida de 
estas dos variables, nos inclinamos por la modeliza-
ción del agregado de ambas, es decir se modeliza la 
inversión fija privada (IVFP70), que se comporta de 
forma mas estable como puede comprobarse en el cuadro 
40. Las correcciones a realizar son menores que en 
los casos anteriores, aunque son aún elevadas, debido 
a la dificultad que comentábamos con anterioridad de 
la información sobre estas variables. Una vez deter-
minado el agregado, se procede a la desagregación en 
los dos conceptos anteriores, por medio de un proceso 
autorregresivo de primer orden para cada una de los 
componentes, siendo ahora los resultados, los que se 
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•i 5.0 W.i H.2 7.7 5.9 5.8 
Inversión en construcción no residencial versión 2 
1VEQPR?) 











B.O 1C.1 11.2 
•1.8 11.0 11.3 







5.8 -5.7 -3.0 7.2 
6.0 -3.9 -4.5 -0.9 
5.9 3.8 2.c 1.5 

















TOTAL -8.7 -1.8 U.O 11.3 11.2 7.7 6.0 6.0 
Cuadro 42 

























































































En exportaciones de bienes se comparan las estimacio-
nes obtenidas para las ecuaciones de estos, cuando no 
se consideraba el cambio estructural en ellas y con 
las estimaciones obtenidas una vez modificadas te-
niendo en cuenta la no estabilidad de estas variables. 
Los resultados para los cuatro tipos de bienes anali-
zados (productos alimenticios, semifacturados, de 
consumo y de equipo) en las dos versiones contempla-
das, se recogen en los cuadros 43 a 50, en los que se 
pueden apreciar cómo diferencias básicas para todos 
los productos analizados, el cambio de la variable 
sobre actividad, que ahora es el volumen mundial de 
exportaciones (WEXMG), frente al PIB de la OCDE, y 
los precios relativos que además como son variables 
endógenas para el modelo en su conjunto, se adjuntan 
sus diferentes evoluciones. En los mismos cuadros 
puede también observarse, cómo los valores de las 
elasticidades sobre precios se mantienen, mientras 
que las elasticidades de actividad son menores en las 
nuevas estimaciones, siendo ahora más acordes con la 
previsible evolución de las exportaciones de bienes. 
Con respecto a las exportaciones de servicios -que en 
el modelo están desagregadas en turismo y otros ser 
460. 
Cuadro 43 
Exportaciones de productos alimenticios versión 1 
EíPAR 






















3.9 7.4 4.5 5.0 5.8 4.7 
3.7 -3 .7 0.1 1.6 2.3 1.9 





- 0 . * 
TOTAL 4.3 6.1 . 7 . 5 6.1 5.9 
Cuadro 44 





.!™Ií:.„!!!L.!!;L 19B5 '1986 I987 1988 :m 1990 ,983 , w 19e5 l9B6 w "» i9B9 1990 
lf9 ;.9 10.6 4.5 1.3 3.2 3.9 5.4 4.8 ^ T T 7 ^ " ~ T T 1 7 " ~ 7 ¡ ~ 7 
-0.19 -7.0 8.3 .0 -4.5 -5.3 -3.9 -3.6 -3.3 1.3 -1.6 .0 0.9 1.0 0.7 0.7 o í 
-0.3 3.4 -í.i 3.7 e.6 0.7 -1.3 -0.9 
TOTAL 
5.7 14.5 4.3 6.1 7.5 6.1 5.9 5.5 
EER/PDCDE 24.4 19.3 18.2 17.1 15.7 14.4 13.4 i2.5 jj 7 
PXPAX 371.0 436.4 501.2 533.3 554.5 572.4 591.3 610.8 631.0 
RERPA 90.5 B4.2 91.2 91.2 67.1 B2.4 79.2 76.4 73.8 
XCAHBID -7.0 B.3 .0 -4.5 -5.3 -3.9 -3.6 -3.3 
461. 
Cuadro 45 






ELAST1C. 1983 1984 1985 1*86 1987 1988 i98« 1990 1983 198* 19E5 1986 1987 1988 1939 1990 
T o B ~ 2 . 4 9.6 2.8 3.1 3.6 2.9 2.9 2.7 9.8 18.8 11 . * 12.6 14.7 11.8 11.8 11.0 
-0.50 -9.0 5.8 -1.9 -4.6 -3.9 - 2 . ! 1.2 -2.3 4.5 -2.9 1.0 2.3 2.0 1.3 -0.6 1.2 
-1.8 -0.7 -9.0 -9.0 -9.7 -8.6 -6.8 -8.0 
12.5 15.2 3.» 5.9 6.9 4.5 *.* 4.2 
Cuadro 46 
Exportaciones de productos semifacturados versión 2 
E1HPRR 
ELASTIC. 1983 1964 1985 1986 1987 . 1988 1989 1990 1983 1964 1985 1986 1987 1988 1989 1990 
HEW8 T*0.008*i 



















3.9 5.* 4.8 
-2.3 -2.3 -2.3 






























EER/roCK 24.4 19.3 18.2 17.1 15.7 14.4 13.4 12.5 11.7 
ftm 368.9 424.9 485.3 508.0 511.3 532.7- 559.4 585.9 611.6 
RERHP 90.0 82.0 88.3 86.9 80.3 76.7 75.0 73.2 71.6 




Exportaciones de bienes de consumo versión 1 
ÍLASTiC. 1*83 l*tt 1'35 :'36 ¡9S7 W33 19B9 1*°0 Í9B3 1W4 ¡955 1986 1987 1938 [ ^ » « _ 
::;:;• c * s £ „ t t 6 ?.* 3 . i 3.6 2.» 2.9 £.- 13.* 25.7 15.* P . 3 E C I W . Z ^ « . i 
s * _ • - - » -•' -;-s -•' *•> '' '•' -SS i:! -,!:! 4::: 4?:; , S S 4:1 COTECCIW 
TOTA 
19,9 9.1 i . 3 6.3 6.5 4.1 3.5 
Cuadro 48 






























































TOTAL 19.9 9.1 6.3 6.3 6.5 4.1 3.9 3.8 
EER/FDCK 24.4 19.3 1B.2 P . l 15.7 l t .» 13^ i 2 > 5 | l i 7 
PXBCü 455.3 535.6 629.1 659.9 664.8 700.4 753.7 811.3 869.9 
PERBC l l i . l 103.4 114.5 112.8 104.4 100.9 101.0 UU.* 131.8 
X CA1BI0 -6.9 10.8 -1.4 -7.5 -3.4 0.1 0.4 0.4 
463. 
Cuadro 49 
Exportaciones de bienes de equipo versión 1 
EXBEP 
ELASTIC. 1'33 1954 1935 198i 1*87 1958 1990 i*iS3 1934 19B5 1986 1937 19B6 ¡9B? 1990 
OEBDP 4.49 2.4 4.6 2.8 3.1 3.6 2.9 2.9 2.7 10=8 20.7 12.6 13.9 16.2 13.0 13.0 12.1 
REERíE -1.25 -4.1 9.* 3.7 -3.5 -2.0 0.4 1.2 1.1 5.2 -12.0 -4.7 4.5 2.6 -0.5 -1.5 -1.4 
•CDRRtCCI3M -15.5 12.9 - O -12.1 -12.2 -B.4 -7.6 -6.9 
T0T6L .5 21.5 3.5 6.3 6.5 4.1 3.9 3.B 
Cuadro 50 
Exportaciones de bienes de equipo versión 2 
EiBERR 






3.9 10.6 4.5 1.3 3.2 3.9 5.4 4.8 8.2 22.2 9.4 2.7 6.7 8.2 11.3 10.0 
-4.0 12.2 3.9 -5.2 -2.6 0.6 1.0 1.0 4.0 -12.4 -4.0 5.3 2.7 -0.6 -1.0 -1.0 
-11.7 11.8 -2.3 -1.7 -2.8 -3.5 -6.4 -5.2 
TOTAL 0.5 21.5 3.1 6.3 6.5 4.1 3.9 3.8 
EER/P0CDE 24.4 19.3 18.2 17.1 15.7 14.4 13.4 12.5 11.7 
PXBE* 444.3 539.4 641.8 709.6 732.6 777.9 840.8 910.0 981.9 
RER8E 10B.4 104.1 116.8 121.3 115.0 112.0 112.7 113.8 114.9 
* CAMBIO -4.0 12.2 3.9 -5.2 -2.6 0.6 1.0 1.0 
464. 
vicios-, básicamente dependen de la evolución de va-
riables de comercio exterior y de variables de compa-
ración entre precios internacionales, que se ven 
afectadas por los tipos de cambios respectivos. En 
todo caso este tipo de exportaciones tienen un fuerte 
componente de error en la predicción, debido a la 
gran influencia que tienen sobre estas variables los 
acontecimientos de tipo político, difícilmente raode-
lizables (amenazas terroristas, incidentes bélicos, 
. . . . ) . Las evoluciones tanto de las exportaciones de 
otros servicios como de turismo se recogen en el cua-
dro 51, junto con las previsibles evoluciones de los 
tipos de cambio y los diferentes índices de precios 
en los países competidores. 
Las importaciones de bienes, desagregadas en cinco 
partidas correspondientes a alimentación, semimanu-
facturas, bienes de consumo, bienes de equipo y ener-
géticas, han sufrido pocos cambios con respecto a la 
versión del modelo anterior, después de haber reliza-
do un análisis similar al efectuado para exportacio-
nes. Los cambios más significatvos se encuentran en 
la ecuación de importaciones de bienes de guipo, que 
ahora se modeliza en función de las siguientes varia-
bles: Inversión en bienes de equipo, gastos de 
465. 
inversión en material de defensa, precios relativos 
de importaciones respecto a precios de inversión en 
equipo. Los resultados de ambas ecuaciones se recogen 
en el cuadro 52, en el que además aparecen los valo-
res de las variables explicativa de esta última ecua-
ción. 
Estas nuevas especificaciones sobre los componentes 
del PIB, han sido incorporadas al modelo, obteniendo 
la cuarta y última versión del mismo hasta el momen-
to. El conjunto de ecuacines de este nuevo modelo se 
recoge en el anexo 2 del capítulo. 
6.3.2. Resumen de resultados del Blogue Demanda 
Con las anteriores modificaciones, la evolución del 
PIB a precios de mercado en pesetas constantes de 
1970, presenta los resultados recogidos en el cuadro 
53. En la primera columna aparece la participación de 
cada componente en el total para 1984, ultimo año de 
estimación que con los incrementos de cada agregado, 
da las evoluciones teóricas del PIB para el período 
de previsión 1985-1990. No obstante, estas previsio-
nes se corrigen por considerar que estas participa-
ciones no se van a mantener constantes a lo largo de 
todo el período, aunque su evolución será muy lenta, 
466 
Cuadro 52 















































































TOTAL -8.3 4.B 12.3 11.0 8.1 7.0 ¿.6 6.3 
Importaciones de bienes de equipo versión 2 
IHBERR 






























































































































DEFENSA 258407.5 276297 303927 334319 367751 404526 444979 489477 538425 
PIVEQU1 396.2 464.6 513.4 549.2 541.0 576.8 616.2 653.2 689.0 
DEPIVE 652.2592 594.71 592.03 608.71 679.71 701.37 722.12 749.33 781.40 




























































Evolución del PIB 












































































apareciendo así una nueva previsión que denominaremos 
de solución, en la que se corrigen estas participa-
ciones a lo largo del horizonte de previsión. 
Las evoluciones de los distintos agregados del PIB, 
obtenido por identidades del modelo, de acuerdo a las 
diferentes desagregaciones efectuadas se recogen en 
los cuadros 54 a 57. Como en el caso anterior la par-
ticipación de cada componente sobre el total se co-
rrige para el período de previsión, apareciendo en 
todos los cuadros la macromagnitud teórica y la de 
solución. 
Cuadro 54 
Evolución del consumo privado 









































ó. CF?0 solución 1.3 2.6 2.7 2.8 3.1 3.3 
Cuadro 55 
Evolución de la inversión 
IVT70 = 1VFH70 • PINV70 = 
= 1VFP70 • 61UT70 • IVH70 • DINV70 
SPARTIC. 1985 1986 15£~ ',m 198" 1990 
1. IVFF70 0.68 5.* 15.6 12.9 6.* <i.5 4.6 
2. S1VT70 0.1* -5.0 -3.0 -5.0 6.0 2.0 2.5 
3. 1VH70 0.17 13.* 1.6 8.2 5.2 6.2 6.B 
*. DINV70 0.01 111.6 17.6 lo.8 13.2 6.5 0.0 
5. 1VT70 teórica 1.0 6.4 10.E 9.6 5.5 4.5 4.6 
7. AJUSTE (6.-5.) -1.0 -3.7 -1.8 0.7 0.6 0.» 
6. IVT70 solución 5.4 7.1 7.8 6.2 5.1 5.0 
469. 
Cuadro 56 
Evolución de las exportaciones 
EIBS70 * ttm * lim * EXBCR • EXBER • 
• SBEXBPCfc • EH070 • EXS070 • SDEXBPCR 
SPARTIC. 19B5 1986 1987 19BB 1989 1990 








9. E<55?0 t t f r 

















































































Evolución de las importaciones 
IHGS70 = IMPAR • IHHPR • KBCP • 1HER + 
• SB1KBPCR • 1HT070 * 1MSD70 • SB1MBPCR 


































































































Una vez introducidos los cambios en las especifica-
ciones del bloque de demanda se procedió a la solu-
ción total del bloque en el periodo 1980-1984 para 
comprobar el funcionamiento global del mismo en un 
período en el que existieran datos reales. La solu-
ción se efectuó con ajustes cero, es decir sin co-
rrección alguna en las estimaciones de los valores 
arrojados en cada ecuación de comportamiento y tanto 
en solución estática como dinámica, obteniéndose los 
resultados que aparecen en las tablas 1 y 2. 
La tabla 1 recoge las diferencias encontradas entre 
los valores reales de las variables endógenas del 
bloque y sus respectivas estimaciones, con valores 
reales para las variables exógenas en solución está-
tica, encontrando que para la varible fundamental, el 
PIB, el error cometido en el período es muy pequeño, 
aunque siguen poniéndose de manifiesto, errores im-
portantes en las componentes de comercio exterior. En 
inversión los errores están cercanos al 2% habiendo 
conseguido una mejora importante en esta componente 
con respecto a la versión anterior. La parte de con-
sumo es la que arroja menores desviaciones en cuanto 
a los valores observados y estimados. 
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Tabla 1 
Solución Estática Bloque Demanda 80-84 
VATIABLC//C C N T E K T KAPE fZth MAE RPSE 
GCPM7C 
GDPM7C 0.61 23.257 ¿3.257 28.15C 
CF70 
CF70 1 . 2 7 - 7 . 7 t 4 1 1 . 8 3 5 1 4 . i e 8 
CG70 
CG7C 1 . 5 1 - 0 . 5 0 6 5 . 9 2 2 7.OÍS 
CP70 
CP70 0 . 5 2 - f c . 5 5 7 1 3 . 8 0 2 1 6 . S 2 2 
CNF 70 
CNÍ70 0 . 2 6 - 1 . 1 9 2 4 . 6 7 9 5 . 0 7 2 
CF70N 
CF70N 1 . 2 7 - 0 . 2 0 6 0 . 3 1 3 C .377 
1VH70 
IVH70 2.10 -C.3A2 2.685 3.24É 
IVF70 
IVF70 2 . 2 3 - 4 . 6 9 8 1 3 . 1 1 3 1 8 . 9 3 3 
1VBNHP7C 
IVBMH«>70 1 . 5 9 - 0 . 0 6 4 3 . 0 4 6 4 . 1 2 2 
IV3NH70 
IVBNH70 1 . 1 5 - 0 . 0 6 4 3 . 0 4 6 4 . 1 2 2 
IVFH7C 
IVFH7C 2 . 1 8 - 5 . C 2 6 1 5 . 6 0 8 2C.66S 
IVFP7C 
IVFP70 2 . 6 1 - 4 . 6 9 8 1 3 . 1 1 3 1 8 . 9 3 3 
IV7 70 
I V T 7 0 2 . 1 6 - 5 . C 2 8 1 5 . 6 0 8 2 0 . 6 6 5 
1VE3PR70 
IVE0PR7O 3 . 6 2 - 4 . 7 4 1 1 1 . 0 8 9 1 5 . 6 1 6 
IVEQUI7C 
I V E 0 U I 7 C 3 . 4 7 ' - 4 . 7 4 1 1 1 . 0 8 9 1 5 . 6 1 7 
EXT070 










EXBER 1 4 . 2 0 1 6 . 7 4 9 1 6 . 7 4 9 1 7 . 7 6 7 
IMTO70 
















EX5S7C « » 0 1 3 0 . 2 7 9 3 0 . 2 7 9 3 4 . 9 6 8 
IPBPG70N 
IMRPG70N 0 * 0 3 - 0 . 0 0 0 0 . 0 0 0 G.OGO 
IMGS7C 
IMGS70 1 . 4 7 - 7 . 4 7 0 1 0 . 3 3 1 1 2 . 3 1 5 
5 . 1 2 
4 . 7 2 
3 . 1 7 
3 . 2 2 
2 2 . 4 4 
- 2 . 2 57 
4 . 2 4 1 
C .729 
8 . 2 6 C 
6 . 7 9 8 
6 . 5 7 4 
4 . 5 8 4 
3 . 0 7 9 
8 . 8 9 7 
6 . 7 9 8 
7 . 0 8 5 
5 .32 5 
3 . 5 8 5 
1 0 . 2 5 2 
7 . 1 9 É 
7 . 6 9 
4 . 8 8 
3 . 4 9 
7 . 4 1 
4 . 1 1 
2 . 3 4 
0 . 0 0 
- 1 . 1 5 3 
- 1 . 9 6 9 
- 1 . 7 9 3 
- 2 . 2 5 3 
0 . 4 4 5 
- 0 . 7 2 6 
- 0 . 0 0 1 
6 . 3 1 4 
4 . 2 6 3 
5 . 3 7 0 
3 . 1 6 7 
4 . 5 5 6 
1 . 5 4 4 
0 . 0 0 1 
7 . 4 4 8 
4 .68C 
6 . 1 3 3 
3 . 8 2 5 
5 . 2 3 4 




Solución Dinámica Bloque Demanda 80-84 
VAF.IABLE//C 0 N T E N T MAPE MEAN MAE RMSF. 











I V H 7 0 
IVH70 
I V F 7 0 





















































































- 1 . 1 3 6 
-0 .48 7 
- 0 . 9 2 6 
- 7 . 3 9 5 
C.219 
0.219 
- 8 . 3 0 9 
- 7 . 3 9 5 
- 3 . 3 0 9 
- 7 . 7 9 8 
- 7 . 7 9 9 
- 2 . 9 3 5 
4 .067 
0.567 
- 6 . 0 6 0 
0.410 
1.429 
- 3 . 9 5 3 
- 8 . 9 7 6 
- 3 - 4 7 7 
- 3 . 4 1 9 
- 2 . 2 5 0 
0.62 0 
- 1 . 7 4 0 
-0 .C01 
- 6 . 5 39 
-c .coc 
- 1 4 . 2 2 3 
1 8 . 0 3 4 
1 3 . 4 4 8 
5 . 1 4 9 
1 9 . 5 3 3 
4 . 9 4 9 
0 . 4 8 7 
2 . 6 8 5 
1 3 . 1 3 3 
3 . 9 9 4 
3 . 9 9 4 
1 5 . 4 7 9 
1 3 . 1 3 3 
1 5 . 4 7 9 
1 1 . 7 0 0 
1 1 . 7 0 0 
6 . 3 4 5 
4 . C 6 7 
3 . 0 5 4 
6 . 5 7 2 
2 . 1 3 0 
5 . 6 9 7 
3 . 9 5 3 
9 . 7 2 6 
4 . 4 3 3 
5 . 6 5 9 
3 . 1 4 7 
4 . 1 2 8 
1 .903 
0 . 0 0 1 
1 5 . 6 0 4 
O.OGC 
1 4 . 2 2 B 
2 2 . 7 9 6 
1 9 . 5 7 1 
6 . 6 0 8 
2 1 . 6 5 C 
5 . 1 3 1 
0 . 5 1 7 
3 . 4 0 C 
1 9 . 5 9 4 
4 . 8 2 3 
4 . 6 2 2 
2 1 . 1 7 C 
1 9 . 5 9 4 
2 1 . 1 7 C 
1 6 . 0 1 4 
1 6 . 0 1 4 
7 . 4 1 6 
4 . 5 7 1 
3 . 5 6 C 
9 . 1 1 1 
2 . 5 7 8 
6 . 1 4 8 
4 . 7 0 5 
1 1 . 2 0 7 
5 . 1 1 6 
6 . 8 2 2 
3 . 7 9 7 
4 . 9 6 4 
2 . 4 1 1 
0 . 0 0 2 
2 0 . 0 8 5 
•C.OOO 
1 6 . 9 4 7 
473. 
En la solución dinámica del bloque, en el que los va-
lores para las variables desplazadas son las estima-
dos por el modelo y no los reales, Tabla 2, se ob-
servan la mismas incidencias, es decir las componen-
tes que mayor error tienen son las de comercio exte-
rior, aunque estas en la solución dinámica son algo 
menores que en la solución estática. A su vez se gana 
en precisión en la estimación de la inversión y del 
consumo con respecto al modelo anterior, obtiendo un 
error medio para la variable fundamental, el PIB, en 
el período considerado inferior al 0,5%. 
La tarea pendiente, a partir de este momento, será la 
de analizar la componente causal del modelo con las 
nuevas especificaciones, para comprobar que no existe 
ninguna nueva interdependencia no deseada, en el mo-
delo completo, así como seguir analizando tanto las 
ecuaciones con respecto a su estabilidad estructural 




A6.1 Estimación de Ecuaciones por MC2E y MCO 
de las variables más significativas del 
modelo Wharton-UAM/3. 




Relación de ecuaciones del modelo Wharton-üAM/4 
DVEXMGD = DIN * LOG((VEXMG/140. 534)*100) 
AMORFH = EXP(LOG(AMORFH|l|) * Al + A2 ) + AMORFH& 
AMORGVT = EXP(LOG(AMORGVT|l|) * Al + A2 ) + AMORGYT& 
AMORFP = ( AMORFH - AMORG\T * ( KGVT|1| / K\TH|1| ) ) / 
( ( KVFP|1| + KVH|1| / 3. ) / K\TH|1| ) 
CCAFP = ( AMORFP * K\TP|1| ) / 100 
CCAH = ( 1. / 3. ) * ( AMORFP *~KVH|1| ) / 100 
CCAG = ( AMORGYT * KGVT|1| ) / 100 
DMCR7475 = EXP(DUMC7475) 
DUMAPSSX = EXP(DUMAPSS) 
DUMCR74 = EXP(DUMC74) 
DUMINDX = EXP(DUMIND) 
DLTMTOX = EXP(DUMTO) 
475. 
Anexo A6.1. 
Estimación MC2E con 9 componentes 
Consumo 
CnP. V ÍR lAfcLE 1 CF7GN J ü | LCG I 
I E S T . C ü t F . J LAHtL | LG | T K A \ S I - U M 4T IC N S I ST .GEv . | T 
i I I I 
1 | ,2:5c55 | Y L h 7 ^ . j O j LCG 
i i I 
. ¿5721? ] L F 7GI, j . | L-J-i 
1 1 1 
. 7 8 0 1 - J - 0 1 J CCi.¿7 j I 
J . T t ; 8 7 ' > 0 ! . 
I 
] , 7 r t / v C - j l 
3 . 4 2 
O.c 
BC í 
2 9 . 1 
7 0 . ? 
Í>L 
. c u : ; i ,\ATE j Jw 1.72 | f_ : . S - Í ^ I t -2^ 0 . 9 5 1 
CE?. i / í . , U t L ; I i - . H , | O | LCG | 
! E 3 T . 0 . E F . I LAacL I LG | T -. V\ S^CsMA T IC í S | ST .J = \ j . | T | 3C S 
I I I I i J I 
1 1 . 2 •: 1 £-.)'. | Ct T 7 j | i | L J ¿ 1 . 1 J i 5 I 2 . 6 3 j 43 . 0 
I I I I I I I 
2 1 . c J j e i 1 - . | VJM7D | O j Lüb I , i 2 2 5 I 4 . 8 6 | 5 4 . 7 
I 1 i 1 I I I 
2 | . ¿ 2 0 ) 7 1 | •.\GCY.1 I O | LCG I . 6 C 7 1 C - 0 1 I 1 .75 | 2 . 4 
I 1 I j I I I 
4 l - . / i ¿ 5 r ; C I CLÍ.^T I I I , ¿ 3 t J I 2 . 4 9 | 
SE C.C1C25 I f-i«HE 3 . 1 J I 67 34 | 3 * 1 .39 | R2 0 . 9 9 8 | K2C 0 . 9 9 7 
CEP. V í R I A E L E I C570 
| t o T . C E r . I L4cEL 
I O I 
, c c : : i . 
I 
I C -»7 O 
I 
l c;.',¿r 
LG J T \\$FÍK^ATIGNS I S I . J E V . I f | tíC 1 
3 I LGÜ 
I 
| . 4 5 5 ¿ ' > J 1 
I 
I . ? _ I - : - J I 
2 .60 
: t . 3 ¿ 
I 
. . i¿ 7 
1 1 . 3 
3 3 .2 
I '-7 L. j • 2 3.9 .3 | -2C O , ? c * 
Inversión 
4 7 6 . 
CEP. v A?. I^bL £ 
| E S T . U E F . 
1 1 .22uOE7 
2 1 .505C29 
3 1 .46475C 
4 1 . 1 0 3 ^ 3 : 
5 l - . l S ú S ó C 
6 J - J . 5 4 2 9 C 






















SF< JFV 1A T IC N 5 I 3T .CEV. 
I . ¿62U 
I . 3 1 5 6 
I . 773 4 
1 . 7 ( , - *dC-ú l 
i . 2 6 5 7 
I 3 .4-^4 
T 
1 . 2 6 
1 .58 
0 . 6 0 
i . 4 7 
0 . 4 1 
Ü .45 
EC % 
2 6 . 5 
4 5 . 8 
5 . 4 
1 1 . 3 
1 1 . 0 
SE . C 7 3 . C | MAi>t J 67 \L I 0». 1 . 5 6 | «¿ 0 . 9 0 ó | F 2C 0 . & 6 7 
CLP. V Í - K L L : 1 I V L C ? " 7 C I 0 | LCG I 
1 E S T . Ü : F . i L ^ L L I L U I T -,4,-jsr-ü= : v r i c \ : I S T . O E V . 1 i I BC < 
i i - . 4 5 c - i C ' - j - o : i I V C . ^ Í ? : i i i L L J I , J . 5 I O i o . i - s i 3 . 9 
2 1 , c 7 S i 4 r 1 S F I ; . ; , L | ¡ | L-G 1 .23 45 | 3 . 1 7 | 7 7 . 1 
2 | . T C — • - : j l ü o 1 : 1 LCG 1 . :>592 I 1 .62 | 1 3 . 3 
4 | . 5 t - i C 0 . 3 - - . l i n r t 1 0 1 LCG 1 . ¿ 7 7 0 ¡ 0 . 1 3 | 3 . 3 
5 | , i 7 3 í - ' ) . ; - ¿ : i ' ' F t l h i 0 | LCG I . 51'JO Ü - J l j D.24 j 2 . 4 
6 I - 2 . S 0 6 1 - I CCCST I | | 7 .<-Cr I 1 .21 | 
SE 0 . C 5 .PE O.c.7 | 67 - «4 1 . 7 8 | K¿ 0 . 9 4 7 1 P2C 0 . 9 2 6 
CEP. VARIAcLE I IVH7J 0 I LCG | 
LG | T-'AN$FL*rtVATIC.\S I ST .CEV. 1 I E á T . C O t F . | LAL i- L 
i 
I 
- . 4 4 ¿ 5 5 í ] r IVHk 
I 
. 1 - 5 f -s _ 1 GrFGTi 
J 
4 . : L 2 c i I . ; L ! , L T 




I . : G G I 
. «¿í.7: c -o i 
1 ' . i ¿ : 
SE C . '. PE . 7c5 | I 2C 0 . 7 ! 4 
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Exportaciones 
DEP. V A A I A t L E 
j EST.CDEF. 
| EX^ÍR | O | LCG I 
| LABEL | LG I TRANSFQRMATIÜNS I ST.CEV. 1 T | EC * 
1 | 1 . 61460 1 CEGG? I O | LOO 
1 1 I 
2 I - . 662577 | REERPA | 0 | LGG 
I I I 
l - .277297 1 CÜNST I I 
1 I i 
I 
I . 1 0 2 9 
I 
| . 2 0 0 6 
I 
I 1 . 2 1 3 
I 
1 5 . 7 0 
3 . ¿ O 
0 . 2 3 
8 2 . 2 
1 7 . 3 
SE 0 . C 6 4 5 2 | -1APE 1.26 | 67 - ¿4 J DW 2.4-á 1 P2 0 . 9 5 9 | R2C O .954 
CEP. V A R I L L E 
| EST.Ci E F . 
I tx . : r i< | o ] L :; | 
I LAbEu ! Lo | TrAr ,SFGK^ATI i jN3 | ST.OEV. | T | EC 
1 4 . G $ 4 S 5 




I CU, JT | 
i I 
1 O | LC3 
I I 
I O | LGG 
| . 80O6C-OI I 47 . 4 6 
I . I ^ r 9 
I 
I 1 . J 8 0 
I 3 . 0 5 
I 
I 1 1 . 1 1 
I 
9 4 . 0 
6 . 0 
SE 0 . C 5 6 J Í I MAPfc 0 . 7 9 | f 7 - d4 I O* i . 7 7 | R2 0.994- | R2C 0 . 9 9 3 
DEH. V ¿ * I £ £ L E I EX^Cr 
I fcST.COEF. 1 L A l t l 
I O I LCG I 
I LG j T R A N j F 0 M 4 T I Q N S | ST.ÜEV. I ac ? 
1 I 5 . 5 3 3 3 7 I LEGOP 
i I 
2 1 - 5 . 0 9 1 1 4 I H.EEf- ¡i* 
I T 
3 1 .2947ZC I CUiST 
I I 
SE C. 12 C • 2 I 
I O I L'J'a 
I I 
I O I LGG 
I I 
í. 7 
I . 4 4 4 8 
I 
I . 7 5 6 3 
I 
I 1 . 3 J 3 1 
i J « ¿ . 4-1 I '2C O .947 
DEP. VÍ-ilAcLS I E X Ú E A 1 O | LCG | 
| E J T . C Ü L F . ! L A Ü L L I Lb | r.ÑANaFOA.lATIÚNS 1 ST.DEV. | 7 | bC * 
1 j 4 . c I C t c 
1 - 1 . 2 9 6 9 4 


























I 1.2 81 
I 
SE C . C c 7 3 i | M.APE i . 7 -> I 6 7 I Da 1 . 44 I f*2 0 . 9 8 7 | k2C 0 . 9 8 5 
Importaciones 
DEP. V e r. i A 
| bST.CCLF j r • .-. \ j F i r ;•',;. T I r. \ i | s T . u E v. T | ec i 
_ . y 5 - ¿ 
- - . < - . s r - c 
J 
I LÍ-70 | O | L X 
I 1 1 
l c i t . b r j i 
I . 1 5 2 2 
] 
I . 5 3 4 : 
1 . 7 1 
9 . 29 
7 . 4 7 
1 5 . 5 
S4 .5 
SE J .•'. A PE C 9 J | c7 O* 1 .42 | K2 J . 9 4 4 | R2C 0 . 9 37 
CEP. V Í R I A E L E ] lMv.p,s 
I EST .CLEF. | L A Ü E L 
I O I LCG I 
I LG | IVAN3F J~MATICNS | S7.CEV, I T | EC % 
1 I I 
. 7 C 7 2 U 
- . c í 9 íc,: 
2 . 5 9 * 3 ; 
| ^ II Ü70 1 
1 O | 
I U L b T 1 
. 1 1 6 2 
. 2 7 5 1 
1 . T 5 4 
6 ,ít 




->_ 7 I / ; p L7 : « 1.2*+ I
 ? 2 u . 7 ? 2 | K 2 C 0 . 7 6 4 
4 7 9 . 
CEP. V£RIAfcLE 
J E b T . C r E F . 
1 i . 4 6 3 7 0 5 
2 I . 5 9 5 2 4 7 
= ¡ - . 1 E 6 C 6 C 














IM P t ¿ 
LAB E L 
I,vF'Er. 







































. 3 7 4 3 
. 8 1 67 C-
1 . 3C6 
1 
- ü l I 
T 
2 . C 8 
1 .59 
2 . 2 8 
0 . 6 7 
ec z 
2 9 . 8 
2 7 . 8 
3 2 . 4 
SE C . C c t c i I ,1AP! : .20 - ¿u | D* 2.íb | K2 0 . 9 1 3 | 1-2 C 0 . 8 9 4 
CEP. V ¿F. ÍAELE 1 íMbw* I 0 | L3G 





1 . 30 "5 3 7 | CU ü7J I 
- , t 3 7 4 5 j ; . ) - C l l Kl.L-CÜ.O 
- £ . £ 3 7 4 ^ | C L f . j T 
I 
O | L CÜ 
I 
i 
1 . 7 ? 9 t C - 0 l 
I 
I . 2 7 c 7 
I 1 . 4 3 4 
SE O . C 7 7 Ü | :1APt 
CEP. VAr I A L L E 





. 2 6 6 6 5 4 
- . 2 6 J c J ^ 
. 5 6 0 5 ^ : 
i fn e i 











S T . D t V . | T | QC % 
. 2 3 0 3 
. 3 / 3 3 
. : > - 9 1 
l . 3 47 
1 . 3 1 
0 . 9 7 
3 . 3 1 
0 . 9 4 
2 3 . 3 
1 5 . 6 
6 1 . 1 
bt U P E 6 7 3 » i . 62 | s2 0 . 7 6 0 | h'2C 0 . 7 0 S 
4 8 0 . 
V a l o r e s añadidos 
CEP. V £ k l * e i £ I * ¿ G 7 j 
| E S T . C J t F . i LAeEL "RANSFUF.-IATIUN ST.CEV. | T 1 dC I 
. 4 5 5 0 2 2 
. 1 1 8 72C 
11.8 74U 
l d . L t = I 
2 í . t i t : 
7 ü . : : Z i : 7 
¡ ^AG7J 
I 














. 1 4 5 3 
. 2 4 4 5 G - C Í 
7 . 2 7-J 
4 . 1 7 7 
4 . * r =3 
3 . 1 
4 , t 6 
5 . 9 4 
? .54 
28 .3 
2 0 . 5 
1 1 . 4 
1 2 . 7 
1 7 . 2 
SE £.. 1 0 : 3 2 ! ,-iAP i 7 | .")*< ! . 72 | .<¿ 0 . - /30 | -2C ü .9 72 
CEP. V í i - i u n . ' i - L J 
I ES r, 
3 
SE 
. 1.14 s 15 
] LAííCL 
I 






- l iT í^NS | ST .CEV. 
i I 
I 1 I 
i I 
¡ 0 I Lu 
! I 
1 i 
i Ü V V 
] 
I . 5 0 0 1 
4 . 2 9 
3 . 67 
2 . 1 4 
I 3C i 
5 2 . 5 
4 7 . 5 
0 . | {«.APE 3 . ¿ 4 | t 7 - d4 | Uh 0 . S 3 | R2 0 . 9 9 3 | K2C 0 . 9 9 2 
CEP. V/MIAELE | I.Í.ST7C | 3 
| EÓT . CL EF. J LHL EL | LG 
LC-: 
. i 6 ¿ - c 5 7 
. 5 1 1 7 2 0 
• i 7 1 





I U - Í . L T 
J 
TNAN'ÍF-JÍ-.MATIÜNS I S T . O E V . ] r | ac ? 
LCG 
| J * J .5¿ I *2 ' ) . i 6 d I R2C 0 . 9 6 1 
CEP. V / R I ^ C L : 1 u'S! I O I LCG I 









J C L f . i T 
i ] LOO 
J O | LCG 
I J 
| . 5 6 5 1 0 0 1 1 1 1 . 0 6 
I I 
| . 5 9 4 Ó C - 0 1 J 5 . 4 2 
i I 
| , 6 4 6 3 0 0 1 | 5 . 5 0 
1 I 
BC 
6 7 . 1 
3 2 . 9 
SE C.C070.1 ] tfAPE 0 .C7 | 67 - ih \ Dh 1 .46 | K¿ 0 . 9 9 9 | R2C 0 . 9 9 9 
Empleo 
DEP. V¿K I ' t . í 
1 tST . ¡ J " EF. 
i j . 7 2 3241 
2 | .A53HA4D-
2 I - . I I O C J Í 
4 | . ¿ d t Í r 7 
5 i 2 . 2 9 . - 9 
0 1 | 
i- r-C 3T 
L/ L EL 
tPCST 
LCSTEP 
U L C I \ ü 
DEr 1 







L J ."> 
T r A, ,\ 
L L J 
LCG 
L C G 
L Ob 
:P> - .1A T i LÍ N S I J Í . D E V . 
I . 1 1 7 2 
| . 1 7 Ofc 
| . 1 9 1 2 C - 0 1 
1 . - + I 4 5 O 0 Í 
I . 7 3 5 9 
T 
6 . 2 0 
1 0 . 2 7 
5 . 60 
4 . 0 2 
3 . 0 5 
3C « 
3 0 . 9 
1 .3 
3 9 . 6 
2 8 . 2 
SE C . C i é _ 7 I ,-ArS I c7 j . - . 1 . 80 | K2 0 . 5 4 7 | R2C 0 . 9 2 1 
CE?. V i U f t L L E 1 EPI<\J i 0 | L ü i | 
| E S T . C l E F . | L A D E L 1 LG | T - I A K 3 M M AT IuNS I ST.ÜEV. | T 1 BC i 
1 1 1 1 i i 1 
1 | . 6 4 3 2 1 2 | t P I h J 1 i | L'JG | , 6 0 6 ¿ ü - 0 1 | 1 3 . 9 9 | 2 6 . ó 
I j 1 i i i i 
2 | . 2 3 0 4 6 ? | UIi,D£P 1 l J LCG | . 5 i 5 4 C - G i | 4 . 4 7 J 2 7 . 4 
i 1 i 1 I I I 
l | - . 8 2 1 2 2 9 J - 0 1 | LíOÍ-. IÍ.OX 1 ü | LQG 1 . 1 4 9 7 0 - 0 1 ] 5 . 5 5 | 7 . 1 
1 1 1 j I I I 
4 | - . 1 1 0 6 7 1 | ULCIM) | 0 | Lub | . 1 9 1 1 C - G 1 I 5 . 7 9 | 2 8 . 9 
1 1 1 1 I I I 
5 | 2 . 1 4 0 1 0 | C Ü I , J T | | | . "5945 | 3 . 6 0 j 
1 I I I 1 1 1 
SE C. C i¿3¿ j ,-IAPr o . i 2 | 2 . 3 6 | í»2 0 . 9 3 b | R2U O .982 
DEP. V£« IAELE | 
| EST.CCEF. | 
i 1 
1 1 1 . 0 4 4 2 7 | 
i I 1 1 
2 ¡ . 5 6 8 2 4 4 | 
i i 
2 1 - . 9 2 1 S 2 9 J - C 1 I 
1 i 






UL C I.N 0 
CCÍí ST 
1 o l 
1 LG 1 
1 1 1 
•—
 








I . 1 1 1 4 
I . 2 5 3 3 
I . 2 7 4 & D -




9 . 3 7 
2 . 2 4 
2 . 4 6 
0 . 9 8 
1 BC i 
4 4 . 1 
2 4 . 5 
¡ 3 1 . 3 
SE C.C2416 | MAPE 0 . 1 9 | 67 I DW 1 .75 | P2 0 . 9 6 0 | R2C 0 . 9 5 1 
DFF. V / K l A t L E I LPCVN I O I I 
1 E 5 T . Ü J E F . 1 LALLL I LG | TKANSF JPÍ-3 AT10NS I 5 T . D E V . | T I ÜC í 
i í i i i i i 
1 | 1 . 0 3 1 7 7 I LfCVN I 1 I I . 2 5 0 2 I 4 . 7 4 | 4 6 . 7 
1 I I I 1 1 1 
2 | - . i : í 7 9 ó 4 ¡ L F ( V ! J | 2 | I . ¿ 4 6 6 | 2 . 6 3 | 2 8 . 6 
I I I I I I I 
2 l - . x i l C i C | UP»ATF | O I I . 4 3 9 0 0 - 0 1 1 2 . 5 3 | 2 4 . 6 
I I I I I I I 
4 I 2 ¿ . 1 2 ¿ 2 I CL'f.JT I I 1 9 . 0 1 6 | 2 . 5 7 | 
SF • c '., ¡ t .PE • ) .50 I 67 G« 2.J: 7 | «¿. 0 . 9 53 I P2C 0 . 9 4 9 
4 8 3 
Precios sectoriales 
C E P . V A R I A L - L : I PAO j o | LCG j 
I EST .CücF . 1 LAbCL j LG j TR i K S F U M f t r i L ' N S 1 ST.ÜEV. | T | 3C Z 
1 1 1 1 I I I 
1 J . 2 3 0 = 2 1 1 PAG j i | LLG | . 1 6 4 8 | 2 . 0 1 1 2 2 . 0 
1 1 1 1 • 1 I I 
2 1 .¿Ü62C¿ 1 uLCI„D I 0 | L C C j . 1 1 3 6 | 1 .74 | 3 7 . 6 
1 1 1 1 1 1 1 
2 1 .2zZCl<* 1 PN.PAT | 0 | LOi | . 1 2 4 5 1 1 .74 | 3 0 . 4 
1 I I I 1 1 1 
« 1 5 . 1 Ü Í 2 C | CLNST 1 I I . 3 7 5 3 1 ? .9 5 | 
1 1 1 1 I I I 
se . C 4 5 3C | -1APE O . i . 4 | ¿ 7 1 D * l . £ 3 I F2 0 . 9 9 4 1 R2C 0 . 9 9 2 
D E P . » Í . : ! . ' C L Í i P i r . : i a l L ;3 i 
I c j r . a L c . i LAt-£L i LV> i i -• ;\sr-ij<:•• & r IL .N¿ I S T . O E V . I T I BC Í 
I I I I I I I 
1 | . i < r Z 7 ? . J P i : ü I I I L ...'» I . t 7 ; J J - Q i | 7 . 3 2 | 3 4 . 0 
i i i I I I I 
1 i i i i i i 
2 | . " . 7 7 1 ^ 7 | V L L L . > i O j i _ J l I . 5 1 6 3 C—01 | 7 . 6 9 1 4 3 . 5 
I I I I I I I 
3 | . i C ^ l : 1 P . .GT | O | L ^ I . t ^ ¿ l C - O i | ?..1¿ | 3.7 
I 1 1 1 I I I 
4 | - . - , 2 c : i : I i . I ¡ s i c " 1 ! I O I u •-, I . 1 0 9 9 I 3 . 9 9 1 1 3 . 8 
I I J I I I I 
f l - . i t l n : , I Luí LT I I I . c 4 t 3 I 2 . 3 3 | 
, C i : ' J 2 | MAPL í . ' c I ¿7 | Oti 3 . 1 7 | R2 i . O JO | R2C 1 . 0 0 0 
DE?. V i ^ U t L i I PC£ I j Ll 




, _ ' l ü S í_-
; . 9 4 c ? c 
4 . 17 7 •; 1 
I I 
I P U I I 
I I 
I ^ C I T -:^T ¡ 
I I 
I U L L I .J I 
I 1 
I '_U : í I 
l I L 
U j L / . 
L . > 
. 7 - 9 0 ^ - 0 1 
. 4 o 2 4 
• i oto 
4 .27 
4 .20 
S .0 3 
3.87 
1 9 . 2 
1 3 . 7 
6 2 . 1 
b E O . <„ 2 2 9 C I i . : ' :«í ) . 9 9 9 | k?Z 0 . 9 9 9 
484 
C E P . V ¿ f ' I A í 3 L b 
| E S T . C - J t F . 
1 J . 5 5 3 £ 1 4 
2 1 . 5 1 2 9 2 Í 
2 J - I . 1 7 c 0 : 
4 1 - l . d 3 2 4 5 
i HS:F I 
1 L A b ^ L ¡ 
1 
J P G EH 
1 
J U L C l . i . i 
1 
1 WbEr . IPT 
i 1 

















L J J 
Tr -A\ 
L Jo 
L . J G 
L L ' j 
¿ F QH.« 
* 
• U 11 :NS S T . C E V . 
. 4 2 03 0 - 0 1 
. 5 9 2 0 J - G 1 . 
| . 2 9¿3 
I . 5 5 2 5 
T 
1 3 . 1 6 
3 ,6<j 
i . 9 7 
.'• . 3 2 
i ec * 
3 9 . 0 
4 7 . 2 
1 3 . 8 
SE ce:-*: ;,;.Y L Ll j-i I 0* 1.53 I i»2 1 .000 I F2C 1.000 
Precios de demanda 
DEP. VAr. !.\ELE 1 PCfT J 1 L Jv 
r j T . C ' . - c F . I LAc.lL ¡ LG I T.xAXJfJfJ.-'IrtTlLNS I S T . ü E v . | T | 3C i 
1 . 52 7 9 s c 
I . i 9 3 2 ; C 






























. 1 9 2 9 
. 2 i 6 3 
5 . 1 5 
3 . 1 0 
2 . 9 6 
5 2 . 0 
4 8 . 0 
SE C.C3ÍJC I MAPE 0 . 3 * | ¿7 | J . 2 . 5 9 j P¿ 0 . 9 9 4 | R2C 0 . 9 9 3 
0 E ? . V¿RIA£IE | PCiFT | 3 | 
E51 .CLEF . | L A b t i . | LG J TRANSF'JFM U U N Í | ST.CEV. | T j tíC % 
I 0 
j C«J.ST ! 
I 
I . 1 3 5 9 C - 0 1 I C 0 . 9 0 | 1 0 0 . 0 
I 
1 2 . 2 a 0 R .7 0 | 
< _ h -: i 
-2 0 ,99:á | H2C 0 .9 9 8 
D E F . V Í - N l A t L 
| E S T . C L e F 
j P I V t i N H T | O 
| LABEL ! L o 
LCG 1 




1 P I V A ' i H T | i | uLÜ 
I 1 1 
i fJCS T | 0 | LCG 
I I I 
j C U . ST | 1 
I I 
| . 6 C 6 d C - 0 1 | 6 . 9 2 
I I 
j . 7 0 5 ^ 0 - 0 1 1 5 . t 8 
I I 
I . 6 J C 9 C - Ü 1 I 2 . ¿ i 
5 4 . 0 
4 6 . C 
SE C . C J I Í ; I .<A»fc 0 . 3 9 I t i - 64 | j * 2 . 0 2 | f¿ 0 . 9 9 9 | K 2 C 0 . 9 9 8 
DtP. VA¡>1 A trLG I P l V E - i U I T I 0 | L IG I 
| E S T . C E F . 1 L A : 3 E L . ¡ LG i 1 - ',N > JKMA i' í L \ i | ¿ T . C E v . | T 1 ¿C % 
SE 
. 2 71 c. -' ¿ 
I F Í; Ü 
I 
1 P . ' t t T 




J . CÍ .20C-01 
i 
i 
| . t - W C - O l 
1 
| . 4 5: 5 Z- 01 
i 
9 . 9 5 
4 . 9 u 
7 . 3 7 
6 7 . J 
3 3 . 0 
C . C I i í - A P 6 7 - r,4 | K2 1 . 0 C 0 I K2C O . ^ 9 9 
CEP. VER IA ELE I r '1VHT 
| L j T . Ú E F . i L Í B E L 
; c - c 
. 2 7 9 6 2 9 
1-72 . O r : I 




I CLf, ST 
I o l I 
I LG | TnA.NSFOKMATir-NS I S T . Ü E V . | T J ¿C ? 





I .11 ti 
I 
j . 1 * 2 5 
I 
1 9.5<=9 
5 . 7 5 
1 . 9 6 
7 . 5 1 
7 4 . 6 
2 5 . 4 
SE • A r ' t I 6 7 1 OK 1 . 7 i I H¿ Ü . 9 Í 9 | P?C 0 . 9 9 9 
486. 




1 | .330971 
2 ¡ .671428 



































MAPE 0.10 | 67 - 84 | DW 1.81 | R2 0.998 
| CF70N | 0 | LOG | 
| LABEL | LG | TRANSFORMATIONS | ST. DEV. | 
| R2C 0. 997 
T | BC °„ 
.2229 70 | YDH70N 
I 
.670S07 | CF70N 
I 
.905óllD-01| CONST 
| O | LOG 
I I 













SE 0.01609 | MAPE 0.42 | 67 - 84 | DW 1.75 | R2 0.984 | R2C 0. 9S1 
DEP. VARIABLE | CG70 
| EST.COEF. | LABEL 
| 0 | LOG 


































SE 0.01251 ! MAPE 0.15 | 67 - 84 | DW 2.01 | R2 0.998 1 R2C 0. 99S 
Inversión 4 8 7 . 
DEP. VARIABLE 
| EST.COEF. 
1 i .328S36 
2 1 .467404 























































SE 0.07822 I MAPE 1.05 - 84 | DW 1.55 | R2 0.906 | R2C 0. SOS 
DEP. VARIABLE | 
| EST.COEF. | 
1 i-.456046D-01¡ 
2 [ .665396 | 
3 | .937973 | 
4 | .54461SD-01| 
5 1 . 209Ó2SD-01¡ 












































SE 0.05434 | MAPE 0.67 | 67 - 84 | DW 1.77 | R2 0.948 | R2C 0.926 
DEP. VARIABLE 
| EST. COEF. 
1 I .298913 
2 ¡-.475016 
3 1 .205267 
































SE 0.05953 | MAPE 0.S2 | ó: DW 1.55 | R2 0.765 | R2C 0. 715 
4 8 8 . 
Exportaciones 
DEP. VARIABLE | EXPAR | 0 | LOG 























1 | .9897D-01 
i 
1 | . 1797 
i 1 







0 .06274 | MAPE 1.22 | 67 - 84 | DW 2. ¿4 j R2 0 .961 | R2C 0.956 
DEP. VARIABLE | EXMPR | 0 | LOG 





- . 5 1 3 6 1 4 





























SE 0 .05574 | MAPE 0.SO | 67 - 84 | DW 1.69 | R2 0 .994 | R2C 0 .994 
DEP. VARIABLE | EXBCR | 0 | LOG 





- 4 . 4 7 7 1 0 


















| . 4023 
i 
1 | . 6 7 4 3 
i 1 







SE 0 .11723 | MAPE 2 . 7 3 | 67 - 84 | DW 2 .06 | R2 0 .955 | R2C 0.949 
489. 
DEP. VARIABLE 














































-•• "~ 5 = 3 a C 
ST. DEV. | T 
• 1431 i 32. 29 
• 1944 ¡ 7. 16 
1.209 | 9.42 
1 R2 0.987 | R2C 




DEP. VARIABLE | IMPAR 
| EST.COEF. | LABEL 
0 | LOG | 
































SE 0.05236 | MAPE 0.90 | 67 - 84 | DW 1.40 | R2 0.944 | R2C 0.937 
DEP. VARIABLE | IMMPR | 0 | LOG I 
| EST.COEF. | LABEL | LG | TRAXSFORMATIONS | ST.DEV. | T | BC % 
773247 | QIXD70 | 0 | LOG 
I I I 











SE 0.09436 | MAPE 1. 44 | 67 | DW 1.25 | R2 0. 793 | R2C 0. 765 
490. 
DEP. VARIABLE | IMPER | 0 | LOG | 
| EST. COEF. | LABEL | LG | TRANSFORMATIONS | ST.DEV. | T | BC °0 
1 | .359679 | IMPER ¡ 1 | LOG | .1639 | 2. 19 | 2 0 . 1 
2 | . 789562 | QIND70 j 0 | LOG | . 2484 | 3. 18 | 4 4 . 2 
3 | - . 2 2 7 4 3 8 | PMPEIND | 0 | LOG 1 . 5 3 3 3 D - 0 1 | 4 . 2 6 j 35 .7 
4 1-1.53760 | CONST | ! 1 -8878 | 1. 73 | 
SE 0.06516 | MAPE 1.14 | 67 - 84 | DW 2.10 | R2 0.917 | R2C 0.899 
DEP. VARIABLE | IMBCR 
| EST.COEF. | LABEL 
O | LOG | 
LG I TRANSFORMATIONS I ST.DEV. BC °0 
I I I 
1.80554 | QIND70 | O | LOG 
I I I 
•.714522D-01| PMBCIND | O | LOG 
•S.7745" CONST 
I I I 
SE 0.07712 | MAPE 1.90 | 67 - 84 DW 1. 31 | R2 0. 976 | R2C 0.972 
DEP. VARIABLE 
| EST.COEF. 
1 i .321299 
2 1-.501770 
3 ¡ .580367 



























| BC °0 
23. 0 
2 0 . 5 
5 6 . 4 
SE 0.10029 | MAPE 1.60 | 67 - 84 | DW 1.50 | R2 0.763 | R2C 0.712 
491. 
Valores añadidos 


















. V'.. i \ A -
z J r. t ::;'- . 
• .• ', . C , - • 
, T L . 7'- • . 
*" .(. • A / 
i - -. •' ' A 
A v. 
. ™* * 
1 V 
1 L u 
1 








j r.-u : 
i 








^ - ! 
AS 1 
i 
A A i 
i 





















,JF _< r \ *.\TIi 
-
i J 1 s r. ^  E v. 
i .:*''¿3>>.i 
. 1 4- ¿ ? 
1 7.1" 72 
'.-.<, 7f 













i 3 £ 
i C 1 
> ?» 
-A v 
A . 7 
29 . ;• 




DEP. VARIABLE | QIND70 
• | EST.COEF. | LABEL 
0 | LOG | 
LG | TRANSFORMATIOXS I ST. DEV. BC °0 
.471399 | QIND70 | 1 | LOG 
I I I 
.614488 | DD70 | 0 | LOG 
I I I 




4. 56 | 
4. 13 | 
2. 27 | 
oz. :> 
*7.5 
SE 0.02293 | MAPE 0.24 | 67 - 84 | DW 0.S3 | R2 0.993 | R2C 0. 992 
DEP. VARIABLE 
| EST. COEF. 
1 ¡ .172631 
2 | .508S62 
3 I .252816 































SE 0.01870 I MAPE 0. 28 ! 67 - S4 DW 0.51 I R2 0. 968 I R2C 0. 961 
* 
,->r.°. V *'- 1 ", L 
| L S T . r i F 
I 7 
! I • I r¿- A.'.ot ...- ¡,4 1 i |-4- | 3T.VL J. 
I ,t 
• - - -
. í >< + J -
\ o T 
. OT 7„ J - v ¿ 
c 7^  




1 ¡ .856353 
2 | .218096 
3 I-.8362S0D-
4 |-.105930 






































SE 0.013S2 I MAPE 0 .12 I 67 - S4 DW 2 .40 | R2 0 .986 | R2C 0 .982 
493. 
DEP. VARIABLE | 
| EST.COEF. | 
1 ¡ 1.06174 | 
2 | . 1929Ó2 1 
3 ¡ -.531741D-01¡ 
































SE 0.05222 | MAPE 0.48 | 67 - 84 | DW 2. 05 | R2 0.SS2 | R2C 0. 35: 
DEP. VARIABLE | 
| EST. COEF. | 
1 ¡ 1.045S3 | 
2 | .574133 | 
3 |-.931245D-01| 





































SE 0.0241Ó | MAPE 0.19 | 67 - 84 | DV 1.75 | R2 0.960 | R2C 0.951 
DEP. VARIABLE 
| EST.COEF. 
1 ¡ 1.09301 
2 |-.696503 
3 ¡-.110565 



























SE 0.29905 | MAPE 0.50 | 67 - 84 | DW 2. 37 | R2 0.958 | R2C 0. 949 
494. 
Precios sectoriales 















| 1 | LOG 
I I 
| 0 | LOG 
I I 
| 0 | LOG 
I I 
I I 








1.92 | 29.8 
I 
2.49 | .48. 6 
I 
1.37 | 21. ó 
I 
3.50 I 
DV 1. o4 | R2 0.994 | R2C 0.993 
DEP. VARIABLE | PIXD | 0 | LOG | 
| EST. COEF. | LABEL | LG | TRANSFORMATIONS | ST. DEV. | T | BC °„ 
1 | .4c2ó4S | PIXD | 1 | LOG | . 5óéOD-01| 8.17 | 31.7 
2 | .408743 | ULCIND | 0 | LOG j .473SD-01| 8. o3 | 44.5 
3 | .113255 IJPMGT ¡ 0 | LOG | .3306D-01| 3.43 | 9. S 
4 |-. 400652 | QINDEPT. | 0 | LOG | .S221D-01| 4.87 | 14.1 
5 ¡-.527168 ¡ CONST | | | .
 1 9 5 7 ¡ 2.69 
SE 0.01187 | MAPE 0.15 | 67 - 84 | DV 1.15 | R2 1.000 | R2C 1.000 
DEP. VARIABLE PCST I O LOG 





PCST | 1 
I 
QCSTEPT | O 
I 
















SE 0.02321 | MAPE 0.28 | ó: S4 | DV 2.03 | R2 0.999 | R2C 0. 999 
495. 
DEP. VARIABLE | PSER | 0 | LOG | 
| EST. COEF. | LABEL | LG | TRANSFORMATIONS | ST. DEV. | T | BC °„ 
1 1 .555676 ¡ PSER ¡ 1 ¡ LOG ¡ .415cD-01| 13.37 | 39.2 
2 ¡ .510300 i ULCIND | 0 | LOG | .5774D-01¡ S. 64 | 47.0 
3 ¡-1.21168 ¡ QSEREPT | 0 ¡ LOG ¡ .3000 | 4. 04 | 13. S 
4 |-1. 86801 ¡ CON'ST ¡ ¡ | .5519 | 3. 3S | 
SE 0.01463 | MAPE 0.22 | 67 -84 | DW 1.92 | R2 1.000 | R2C 1.000 
Precios de demanda 
DEP. VARIABLE | PCFT 
| EST.COEF. | LABEL 
0 | LOG | 
LG | TRANSFORMATIONS | ST. DEV. BC °c 
.519259 | PCFT 
I 
.621114 | PAG 
I 
-.662924 I CONST 
1 | LOG 
I 















MAPE 0.52 | 67 - 84 | DW 2.58 | R2 0.994 
| PCNTT | 0 | | 
| LABEL | LG | TRANSFORMATIONS | ST.DEV. | 
| R2C 0.993 
T | BC °o 
1. 23490 
•33.2761 
PIND I 0 | 







SE S. 72451 | MAPE 1.99 | 67 - 84 DW 2.69 I R2 0.99S I R2C 0. 99S 
496. 
DEP. VARIABLE | PIVENHT | O | LOG | 
| EST.COEF. | LAEEL | LG | TRANSFORMATIONS | ST.DEV. 
I I I 
.549493 | PIVENHT | 1 | LOG 
I I I 
.4225Ó4 | PCST | 0 | LOG 
I I I 









3 J . 
t-ó. S 
SE 0.03112 | MAPE 0. 38 | Ó: 84 DW 2.01 I R2 0.999 I R2C 0. 99S 
DEP. VARIABLE | PIVEQUIT | O | LOG | 
| EST.COEF. | LABEL | LG | TRANSFORMATIONS | ST.DEV. I T I BC 
SE 
682674 






O | LOG 
I 
O I LOG 








DW 2. OS I R2 1.000 | R2C 0.999 
DEP. VARIABLE | PIYHT | O | 















1 o | 
i i 1 1 
1 o | 
i i 1 1 
1 1 
1 1 
1 | .2179 
i 
| . 1314 j 
| 8 .930 
1 
6 . 3 1 
2. 05 
8. 15 
7 5 . 4 
24. 6 
SE 7.307Ó1 | MAPE 1.82 | 67 - 84 | DW 1.73 | R2 0.999 | R2C 0.999 
4 9 7 . 
Anexo A 6 • 2 
R e l a c i ó n d e e c u a c i o n e s d e l m o d e l o Whar ton-UAM/4 
DWEXMGD = DIN * LOG((WEXMG/140. 534)*100) 
AMORFH = EXP(L0G(AM0RFH|1|) * Al + A2 ) + AMORFHi 
AMORGVT = EXP(LOG(AMORGVT|l|) * Al + A2 ) + AM0RGVT& 
AMORFP = ( AMORFH - AMORGVT * ( KGVT|1| / KVFH|1| ) ) / 
( ( KVFP|1| + KVH¡1| / 3. ) / KVFH|1| ) 
CCAFP = ( AMORFP * KVFP|1| ) / 100 
CCAH = ( 1. / 3. ) * ( AMORFP * "kvH11] ) / 100 
CCAG = ( AMORGVT » KGVT|1| ) / 100 
DMCR7475 = EXP(DUMC7475) 
DUMAPSSX = EXP(DUMAPSS) 
DUMCR74 = EXP(DUMC74) 
DUMINDX = EXP(DUMIND) 
DLTMTOX = EXP(DUMTO) 
498. 
TRTGFRWN = TRTGFRWN|1| * Al +TRT1*A2+A3 + TRTGFRVS 
TRTHFRWN = EXP(LOG(TRTHFRWN|1|) *A1 + LOG(WRFGS) *A2 + 
L0G(KNEXM)*A3 + A4) + TRTHFRW& 
TROCFRVN = TRTHFRWN * Al + TROCFRWN|1| * A2 + A3 + TROCFRW& 
TRCAFRG = TRCAFRG|1| * Al + A2 + TRCAFRG& 
TRCOFRG = TRCOFRG|l| * Al + TRCOFRG|2| * A2 + A3 + TRCOFRG& 
TRCAFRGH = TRCAFRG * Al + TRCAFRGH|1| * A2 + A3 + TRCAFGHS 
TADPA = TADPACE * QMPACE + TADPARW * QMPARW 
TADPE = TADPECE * QMPECE + TADPERW * QMPERW 
TADMP = TADMPCE * QMMPCE + TADMPRW * QMMPRW 
TADBE = TADBECE * QMBECE + TADBERW * QMBERW 
TADBC = TADBCCE * QMBCCE + TADBCRW * QMBCRW 
SPFBTPF = SPFBTAPF - SPFBTAPF|1| 
SALRFRW = SALRFRW|1| * Al + A2 + SALRFRW& 
RFRI = EXP(LOG(RFRI|l|) *A1 + A2 ) + 
RFRI& 
REXFRIND = ( REXFR / 0.181 ) * 100 
REXITIND = ( REXIT / 1.595 ) * 100 
QSEREPT = TIME-0.00702469 + 0.145897 
QAGEPT = TIME*0. 00622921 - 0.0115636 
QCSTEPT = TÍMELO.00470539 + 0.0916774 
QINDEPT = TIME*0. 0158055 - 0.0392011 
PMTOT = EXP(LOG(PVTO) * Al + LOG(PMTOT|1|)*A2+A3) + PMTOT& 
P.MST = EXP(LOG(PVTO) * Al + LOG(PMST|1|) * A2 + A3) + PMST& 
PMMPD = EXP( LOG(PEVP) * Al + LOG(F75S41 * A2 + 
A3 ) + PMMFD& 
PMPAD = EXP( LOG(PEWP) * Al + LOG(F7664) * A2 + 
A3 ) + PMPAD& 
PMPED = EXP( LOG(PEWFU) * Al + LOG(F717273) * A2 + 
A3 ) + PMPED& 
PMPET = ( PMPED * XRATIND ) / 100 
PMBCD = EXPCLOG(PEWMG) * Al + LOG(FS0S4) * A2 + 
A3) + PMBCD& 
PMBED = EXP(LOG(PEVMG) * Al + L0G(F73S4) * A2 + 
A3) + PMBED& 
PFRI = PFRI|1|*A1+FRDI*A2 + A3 + PFRI& 
PRFRI = PFRI - RFRI 
SDRFI = SDRFI|1| *A1 + PRFRI * A2 + DSDRFI1--A3 + DSDRFI2'-A4+ 
A5+SDRFI& 
PNFRI = PFRI - RFRI + SDRFI 










































































3.6101083 ) * 100 
4.31034483 ) * 100 
305 * IREXFRIN + 16. 9 
9. 226 * IREXITIN + 11.60 * IREXGBIN + 
6. 831 * IREXNDIN + 3. 564 * IREXBGIN + 
3.835 * IREXSWIN + 5.205 * IREXJPIN ) / 100. 
500. 
GFINANS = GFINAN|1| + GFISAN|2| + GFINAN|3| + GFINAN|4| 
SPFRGFIN = GFINANS * SPFRMCI 
IPOCDE = ( POCDE / IPC ) * 100 
GINT = GINT|1|*A1+SPFRGFIN*A2+A3+GINT& 
IXRATINT = IPOCDE * ( 1- / ER ) * 100 
IXRATIND = EXP(L0G(IXRATINT)*1. 09027-0. 130454+ 
0. 8S7574*(LOG(IXRATIND|l|)-(L0G(IXRATINT|l|)*1. 09027-0. 130454)))+ 
IXRATIN& 
EER = ( ER * IXRATIND ) / 100 
IXRAT = ( IXRATIND * 0.01427959 ) / 100 
XRAT = 1. / IXRAT 
REERPC = ( IPC / POCDE ) * EER 
VRFGS = ( ( VRFR * REXFR + VRGF * REXGF ) / 2. ) * 
XRAT * 100 / 245.419 
RFRIDOL = (RFRI/XRAT)*1000. 
PFRIDOL = (PFRI/XRAT)*1000. 
XRATIND = ( XRAT / 70.03 ) * 100 
TROH = EXP(LOG(TRTHFRVN)"0. 935625+0. 261673+0. 575111-(L0G(TR0H|11 )-
(L0G(TRTHFRWN|11)*0.935625+0. 281673)))+TROH& 
PMBCT = ( PMBCD * XRATIND ) / 100 
PMBET = ( PMBED * XRATIND ) / 100 
PMMPT = ( PMMPD * XRATIND ) / 100 
PMPAT = ( PMPAD * XRATIND ) / 100 
PMBC = PMBCT * ( 1 + TADBC ) * ( 1 + TICBC ) 
PMBE = PMBET * ( 1 + TADBE ) * ( 1 + TICBE ) 
PMMP = PMMPT * ( 1 + TADMP ) * ( 1 + TICMP ) 
PMPA = PMPAT * ( 1 + TADPA ) * ( 1 + TICPA ) 
PMPE = PMPET * ( 1 + TADPE ) * ( 1 + TICPE ) 
PXBET = PXBET|1|*A1+PMBET*A2+A3+PXBET& 
PXBEX = PXBET * ( 1 + TECBE ) 
PXBE = PXBET * ( 1 + TDFBE ) 
PMGTOT = ( PMPAT * QIMPA + PMMPT * QIMMP + PMPET * QIMPE + 
PMBCT - QIMBC + PMBET - QIMBE ) / 100 
PMGT = PMGTOT*0. 775522+15.8866+0.66óól5*(PMGT|11-(PMGTOT|11* 
0.775522+15.8866))+PMGT& 
PAG =EXP(LOG(PAG|1|)*Al+LOG(ULCIND)*A2+LOG(PMPAT)*A3+A4)+PAG& 
PCF = PCFT * ( 1 + TPI1*DÜMIVA + TPI2*(1 - DUMIVA)) 
PCFT = EXP(LOG(PCFT|l|)*Al+LOG(PAG)*A2+A3)+PCFT& 
PCNF = PCNFT * ( 1 + TPI1*DUMIVA + TPI2*(1 - DUMIVA)) 
PCNFT = PIND*A1 + A2 + PCNFT& 
PCP = ( PCF * QCF + PCNF * QCNF ) / 100. 
PCPRATE = ( ( PCP - PCP|1| ) / PCP|1| ) * 100 
PIND = EXP(LOG(ULCIND)*0. 778364+L0G(PMGT)-»0. 224273+ 
LOG(QINDEPT)*(-l. 03351)-1. 5ü280+0. 653445*(LOG(PIND|11 )-
(LOG(ULCIND|1¡)*0. 77S364+LOG(PMGT|11)*0. 224273+ 
LOG(QINDEPT|l|)"(-l.03351)-1.56280)))+PIND& 
SALEPRAT = F2SALR * ( IMUPRAT * 13.7079 + 
PCPRATE» 1.19354 - 1.16511 + SALEPRli ) + 
F1SALR * ( SALRPRAT » 0.948026 + 3.9S577 + 
SALEPR2& ) 
SALREP = SALREP|1| * (1 + ( SALEPRAT / 100 )) 
ULCIND = ( SALREP / ( 1246.686 / 12539.293 )) * 100 
PMBCCNF = ( PMBC / PCNF ) "* 100 
SALREP70 = ( SALREP / PCP ) * 100 
CG70 = EXP(LOG(SALREP70) * Al + L0G(CG70¡1|) * A2 + 
A3) + CG70& 
PMBCIND = ( PMBC / PIND ) * 100 
PMBEIND = ( PMBE / PIND \ * 100 
PMMPIND = ( PMMP / PIND ) * 100 
PMPAAG = ( PMPA / PAG ) * 100 
PMPEIND = ( PMPE / PIND ) * 100 
PCPW = ( ( PCP / XRATIND ) / ( 0.5 * ( PCPIT * REXITIND + 
PCPFR * REXFRIND ) ) ) * 1000000 
EXT070 = EXP(LOG(PCPV) * Al + LOG(WEXTO) * A2 + 
L0G(DUM67)* A3 + LOG(EXT070|1|) * A4 + 
A5 ) + EXT070S. 
PSER = EXP(LOG(PSER|1|)*Al+L0G(ÜLCIND)*A2+L0GtQSEKEPT)*A3+ 
A4)+PSER& 
PXS = PXS j1j * Al + PCP »A2 +A3 + PXS& 
PXPAT = PXPAT|1|*A1+PMPAT*A2+PAG*A3+A4+PXPAT& 
PXPAX = PXPAT * ( 1 + TECPA ) 
PXPA = PXPAT * ( 1 + TDFPA ) 
PXMPT = PIND*A1+PMMPT*A2+A3+PXMPT& 
PXMPX = PXMPT * ( 1 + TECMP ) 
PXMP = PXMPT * ( 1 + TDFMP ) 
PXBCT = PXBCT|1|»A1+PIND*A2+PMBCT*A3+A4+PXBCT& 
PXBC = PXBCT * ( 1 + TDFBC ) 
PXBCX = PXBCT - ( 1 + TECBC ) 
PXGTO = ( PXPA » QEXPA + PXMP * QEXMP + 
PXBC * QEXBC + PXBE * QEXBE ) / 100. 
PXG = PXGTO*l.03303-7.05726+0.507ó95*(PXG|1|-(PXGTO|1|-
1. 03303-7.05726))+PXG& 
PIVEQUIT =EXP(LOG(PIND) * Al + LOG(PMBET) * A2 + A3) + PIVEQUI& 
PIVEQUI = PIVEQUIT * ( 1 + TPI1 * DUMIVA + TPI3 * ( 1- DUMIVA )) 
DEFENSAR = (DEFENSA / PIVEQUI ) * 100 
PMBEQUI = ( PMBE / PIVEQUI ) * 100 
PCST = EXP(L0G(PCST|1|)*A1+L0G(QCSTEPT)*A2+L0G(ULCIND)*A3 + 
A4) + PCST& 
PGDPC = ( PAG * QQAG + PIND * QQIND + PCST * QQCST + 
PSER * QQSER )_ / 100. 
PIVHT = PIND*A1+PCST*A2+A3+PIVHT& 
PIVH = PIVHT * ( 1 + TPI1 * DUMIVA + TPI2 * ( 1 - DUMIVA )) 
PIVHR = ( PIVH / PIR ) * 100 
PIVBNHT = EXP(L0G(PIVBNHT|1|)*A1+L0G(PCST)*A2+A3)+PIVBNHT& 
PIVBNH = PIVBNHT * ( 1 + TPI1 * DUMIVA + TPI2 * ( 1 - DUMIVA )) 
PGIVT = 0. 15 * PIVEQUI + 0. 85 * PIVBNH 
PIVBNHPR = ( PIVBNH * QIVBNHP - .85 » PGI\T - QGIYTB ) / 100 
PIVEQPR = ( PIVEQUI * QIVEQUIP - . 15 * PGIVT * QGIYTE ) / 100 
PIYFP = ( PIVEQPR*QIYEQPR * PIVBNHPR*QIYBNH70) / 100 
PI\T = ( PIYFP * QIVFP + PGIVT * QGIVT ) / 100. 
SPFBTR = ( ( SPFBTAPF - SPFBTAPF|1| ) / PIVF ) * 100 
RFDIR = ( ( FRDI + FRBL ) / PIVF ) * 100 
PIVFH = ( PIVF * QIVF + PIVH * QIVHH ) / 100. 
GIVT = ( GIVT70 * PGIVT ) / 100 
GTER = EXP(L0G(GTER|1|)*A1+L0G(GIVT)*A2+L0G(DGTER)*A3+A4) + GTER& 
PIVCST = ( PIVH * QIVHC + PIVBNH * QIVBNH ) / 100. 
PCPT = PCP / ( 1 + TPI1*DUMIVA + TPI2*(1 - DUMIYA)) 
PXTOT = PXT0T|1|*A1+PCPT * A2 + A3 + PXTOT& 
PXTO = PXTOT * ( 1 + TPI1 'V DÜMIVA + TPI2 * ( 1 - DUMIYA )) 
EXTO = ( EXT070 * PXTO ) / 100 
PXGS = ( PXG * QXG + PXTO * QXTO + PXS * QXS ) / 100. 
PCPI = ( PCP * QCP + PXTO * QEXTO - PMTOT * QIMTO ) / 100 
PCG =EXP(LOG(PCP)*0.929613+0. 667689+0. 920493*(L0G(PCG|11)-
(L0G(PCP111)*0. 929613+0. 667689)))+PCG& 
CG = ( CG70 * PCG ) / 100 
PMGST = ( PMGT * QMG + PMTOT * QMTO + PMST * QMS ) / 100. 
BTR = TRTHFRWN + TROCFRWN + TRTGFRWN 
BTRDOL = (BTR/XRAT)*1000. 
RERPA = ( PXPAX / POCDE ) * EER 
RERBE = ( PXBEX / POCDE ) * EER 
RERBC - ( PXBCX / POCDE ) * EER 
RERMP = ( PXMPX / POCDE ) * EER 
DRERPAD = DIN * LOG((RERPA / 99.16336 ) * 100 ) 
DRERBCD = DIN * LOG((RERBC / 86.73686 ) * 100) 
EXBCR= EXP(LOG(WEXMG) * Al + DVEXMGD * A2 + 
504. 
LOG(RERBC) * A3 + DRERBCD * A4 + 
LOG(Dl) * A5 + A6 ) + EXBCR& 
EXBER = EXPCLOG(VEXMG) * Al 4 LOG(RERBE) * A2 + 
A3 ) + EXBER& 
EXMPR = EXP(LOG(VEXMG) * ( Al + TIME * A2 ) + 
LOG(RERMP) * A3 + A4 ) + EXMPR& 
EXPAR = EXP(LOG(WEXMG) * Al + DVEXMGD * A2 + 
LOG(RERPA) * A3 + DRERPAD * A4 + 
LOG(Dl) * A5 + A6 ) + EXPAR& 
EXBE = ( EXBER * PXBE ) / 100 
EXBC = ( EXBCR * PXBC ) / 100 
EXMP = ( EXMPR * PXMP ) / 100 
EXPA = ( EXPAR * PXPA ) / 100 
EXGTOT70 = EXPAR + EXBER + EXMPR + EXBCR 
SDEXBPGR = EXGTOT70 * Al + SDEX1 * A2 + A3*SDEX2 + 
A4 + SDEXBPG& 
EXBPG70 = EXGTOT70 + SDEXBPGR 
EXBPG = ( EXBPG70 * PXG) / 100 
EXGTOT = EXPA + EXMP + EXBC + EXBE 
SDEXBPG = EXBPG - EXGTOT 
PDINV = EXP(LOG(PIND)*A2+LOG(PDINV|1|)*A1+L0G(DUMCR74)*A3+A4)+ 
PDINV& 
PIVT = ( PIVFH * QIVFH + PDINV * QDINV ) / 100. 
PGDPM = ( PCP * QCPM + PCG * QCG + PIVT * QIVT + 
PXGS * QEXGS - PMGST * QIMGS ) / 100. 
PMAG = ( PAG / PGDPM ) * 100 
PMCST = ( PCST / PGDPM ) * 100 
PMIND = ( PIND / PGDPM ) * 100 
PMSER = ( PSER / PGDPM ) * 100 
DINV = ( DINV70 * PDINV ) / 100 
KGVT = KGVT|1| + GIVT - CCAG 
GIVTN70 = ( ( GIVT - CCAG ) / PGIVT ) * 100 
KGVT70 = KGVT70|1| + GIVTN70 
GIVRATE = ( GIYTN70 / GI\T70 ) * 100 
IVH70 = EXP(LOG(YDH70) * Al + LOG(YDH70|1|) * A2 + 
L0GCYDH70|2|) * A3 + LOG(SPFRMCI) * A4 + 
LOG(IVH70|1|) * A5 + Aó) + IVH70S 
IVH = ( IVH70 * PIVH ) / 100 
EPSER = QSER70 * Al + QSER70|1| * A2 + DUMEP * A3 + 
EPSER|1| * A4 + A5 + EPSER& 
EPCST = QCST70 * Al + DUMEP * A2 + TIME * A3 + 
EPCST|1| * A4 + A5 + EPCST& 
EPAG = QAG70 * Al + DUMEP * A2 + EPAG|1| * A3 + A4 + EPAGS 
EPIND = QIND70 * Al + DUMEP * A2 + TIME * A3 + 
EPIND|1| * A4 + A5 + EPIND& 
EP = EPAG + EPIND + EPCST + EPSER 
SALR = SALREP - EP 
GCSH = GCSHE * EP 
GCSHE = EXP(LOG(VR) * Al + LOG(GCSHE|1|) * A2 + A3) + GCSHES 
VAGE = SALR - GCSH 
WR = ( WAGE / EP ) * 1000 
GBSS = EXP(LOG(GBSS|1[)*A1+L0G(GCSH)*A2+L0G(DUMAPSSX)*A3+ 
A4) + GBSS& 
CF = ( CF70 * PCF ) / 100 
CF70 = CF70N * N 
CF70N = EXP(L0G(YDH70N) * Al + L0G(CF70N|1|) * A2 + 
A3 ) + CF70N& 
CIV = ( 100 - RPP * (TPI1 - TPI3 ) * ( 1 - DUMIVA ) + 
SPFRMCI ) / ( 100. - RPP ) 
CNF = ( CNF70 * PCNF ) / 100 
CNF70 = EXP(LOG(CNF70|1|) * Al + L0G(YDH70) * A2 + 
LOG(WAGEYD) * A3 + A4 )+ CNF70& 
CP = CF + CNF 
CP70 = CF70 + CNF70 
DDA70 = CF70 + EXPAR 
DDS70 = CNF70 + EXS070 + CG70 
506. 
DD70 = IYT70 + CNT70 + EXECR + EXBER 
EXGS = ( EXGS70 * PXGS ) / 100 
EXS070 = EXP(LÜG(IMEX)*1. 30132-4. 29ÓS3+ 
0. 601523--(LOG(EXSO70| ll)-(LOG(IHEX| 11 )"1. 30132-4. 29683))) + 
EXS070& 
EXGSSD = EXBPG70 + EXTO70 + EXS070 
EXGS70 = EXBPG70 + EXTO70 + EXS070 + SDEXBPCR 
GDPC = QIND + QAG + QSER + QCST 
GDPM = CP + CG + IVT + EXGS - IMGS 
GIP = EXP(LOG(GIP|l|)*Al+LOG(GDPM)*A2+A3) + GIP& 
GTCP = SUCP * Al + A2 + GTCP& 
GTH = GTH|1| -Al + SALRNVI * A2 + A3 + GTHS 
IMBCR = EXP(LOG(CNT70) * Al + LOG(PMBCCNT) * A2 + 
A3 ) + IMBCR& 
IMBER = EXP(L0G(IVEQUI70) * Al + LOG(PMBEQUI) * A2 + 
LOG(DEFENSAR) » A3 + LOG(F7S79) » A4 + 
A5 ) + IMBER& 
IMBPG70 = IMGTOT70 + SDIMBPGR 
IMEX = EXGTOT70 + IMGTOT70 
IMGS = ( IMGS70 * PMGST ) / 100 
IMGS70 = IMBPG70 + IMT070 + IMS070 + SDIMBPCR 
IMGTOT70 = IMPAR + IMBER + IMMPR + IMBCR + IMPER 
IMMPR = EXP(LOG(DD70) * Al + LOG(PMMP) * A2 + 
LOG(F777S) * A3 + A4 ) + IMMPR& 
IMPAR = EXP(LOG(PMPA) * Al + LOG(CF70) * A2 + 
A3) + IMPAR& 
IMPER = EXP(LOG(DD70) * Al + LOG(PMPE) * A2 + 
LOG(F777S) * A3 + A4 ) + IMPER& 
IMS070 = EXP(LOG(IMSO70|l|) * Al+LOG(IMEX) * A2 + A3 ) + 
IMSO70& 
IMT070 = EXP(LOG(YDH70) * Al + L0G(DUMCR74) * A2 + 
LOG(IMTO70|l|) * A3 + A4 ) + IMTO70& 
IVBNHP = (IVBNHP70 * PIVBNHPR) / 100 
507. 
IVBNHP70 = IVFP70 - IVEQPR70 
IYBXH70 = IVBNHP70 + .85 * GIVT70 
IYEQPR = (IVEQPR70 * PIVEQPR) / 100 
IYEQPR70 = EXP(LOG(I\TP70) * 1.00S6S - 0.554255 +• 
0.609Ó6Ó * (LOG(IVEQPR70|1|) -
LOG(IVFP70|1|) * 1.00868 + 0.554255 )) + 
IVEQPR7& 
IVF = IVFP + GIVT 
IVFH = IVF + IVH 
IVFH70 = IVF70 + IVH70 
IVFP = IVEQPR + IVBNHP 
IVFP70 = EXP(LOG(GDPM70) * Al + LOG(GDPM70|1|)*A2+ 
LOG(GDPM70|2|) * A3 + LOG(PCIV) » A4 + 
L0G(SF1NARC|1|) * A5 + Aó ) + IVFP70& 
I\T70 = IVFP70 + GIVT70 
IVT = IVFH + DINV 
IVT70 = IVFH70 + DINV70 
NVI = EXP(LOG(GDPM) * Al + LOG(NVIVAGE|1|) * A2 + 
+ A3 ) + NWI& 
NWICP = NVI + PNFRI + GIP - GINT 
PCIV = CIV * PIVF 
QAG = ( QAG70 * PAG ) / 100 
QAG70 = QAG70|1|*A1+DDA70*A2 + DUMAG0*A3 + DUMAG3-A4 + 
DUMAG4*A5 + A6 + QAG70& 
QCST = ( QCST70 * PCST ) / 100 
QCST70 = EXP(L0G(IVH70)*0.422928+L0G(IVBNH70)*0. 325451+ 
1. 46218+0. 508845*(LOG(QCST70111) -
(LOG(IVH70|11)-0. 422928+LOG(IVBNH70|1|)*0. 325451+ 
1.46218)))+QCST70& 
QIND = ( QIND70 * PIND ) / 100 
QIND70 = EXP(LOG(DD70)*0. 824228+0. 722739+ 
0. 911135*(LOG(QIND70|1|)-(LOG(DD70|1|)*0.624228+0. 722739)))+ 
QIND70& 
QSER = ( QSER70 * PSER ) / 100 
QSER70 =EXP(LOG(QSER70|1|)*A1 + LOG(DDS70) * A2 + A3)+QSER70& 
508. 
RPP = ( GTCP / SCP ) * 100 
SALRNVI = SALR + NWI 
SCP = SUCP - NVICP - GTCP - SDSUCP 
SDEXBPCR = SDEXBPCR|1| * Al + EXGSSD * A2 + DUMTOX * A3 + 
A4+SDEXBPC& 
SDIMBPCR =SDIMBPCR|1| * Al + IMGTOT70*A2 + 
SDIM1*A3 +A4 + SDIMBPC& 
SDIMBPGR = SDIMBPGR|1| * Al + IMGT0T70 » A2 + A3 + SDIMBPG& 
SDSUCP = SUNVGTCP *A1 + DSDSUCP1*A2 + DSDSÜCP2-A3+ 
A4 + SDSUCP& 
SüCP = GDPC - SALR - CCAG 
SUNVGTCP = SUCP - NVICP - GTCP 
VAGEYD = ( VAGE / YDH ) * 100 
YDH = SALR + NWI + GBSS + TROH - GTH - GCSH 
YDH70 = ( YDH / PCP ) * 100 
YDH70N = YDH70 / N 
GDPM70 = CP70 + CG70 + IYT70 + EXGS70 - IMGS70 
IVEQUI70 = IVEQPR70 + . 15 * GIVT70 
LFCV = ( LFCVN - N * 1000 ) / 100 
LFCVN = LFCVN|1|-Al+LFCVN|2|*A2+UPRATE*A3+A4+LFCVN& 
UP = LFCV - EP 
UPRATE = ( UP / LFCV ) * 100 
GCS = GCS|1| *A1 + GCSH * A2 + A3 + GCS& 
WR70 = ( WR / PGDPM ) * 100 
WR70RATE = ( ( WR70 - WR70|1| ) / WR70|1| ) * 100 
GGBSS = GBSS*0.959954-0.949297+0. 572524*(GGBSS|1|-
(GBSS111*0. 959954-0. 949297))+GGBSS& 
WRC = ( ( WR / 82.4239 ) / ( PCIV / 134.1463 ) ) * 100 
ULCIN = ( ( SALR / GDPM ) / ( 1246.686 / 2576.154 ) ) * 100 
SH = YDH - CP 
SHRATE = ( SH / YDH ) * 100 
SFINARC = ( ( SCP + SPFETPF ) / PIVF ) * 100 
SCPRATE = ( SCP / SUCP ) *' 100 
QAGEP = QAG70 / EPAG 
QCSTEP = QCST70 / EPCST 
QINDEP = QIND70 / EPIND 
QSEREP = QSER70 / EPSER 
NVIWAGE = NWI / (NWI + WAGE ) 
IVEQUI = ( I\7EQUI70 * PIVEQUI ) / 100 
IVCST70 = IVH70 + IVBNH70 
IVBNH = ( IVBNH70 * PIVBNH ) / 100 
IVCST = IVH + IVBNH 
IMTO = ( IMT070 * PMTOT ) / 100 
IMSO = ( IMS070 - PMST ) / 100 
CPI70 = CP70 + EXT070 - IMT070 
CPI = CP + EXTO - IMTO 
IMBC = ( IMBCR * PMBCT ) / 100 
IMBE = ( IMBER * PMBET ) / 100 
IMMP = ( IMMPR - PMMPT ) / 100 
IMPA = ( IMPAR * PMPAT ) / 100 
IMPE = ( IMPER * PMPET ) / 100 
GINTI = EXP(L0G(IMPA)*A1 +LOG(FIT60)*A2+A3) + GINTI& 
IMGSSD = IMBPG70 + IMT070 + IMS070 
IMBPG = (IMBPG70 * PMGT ) / 100 
SDIMBPC = IMGS - IMBPG - IMTO - IMSO 
BBPG = EXBPG - IMBPG 
BBPGDOL = (BBPG/XRAT)*1000. 
IMGTOT = IMPA + IMMP + IMPE + IMBC + IMBE 
SDIMBPG = IMBPG - IMGTOT 
510. 
GADÜAM = IMPA * TADPA + IMMP * TADMP + IMPE * TADPE + 
IMBC - TADBC + IMBE * TADBE 
GSUBS = EXP(L0G(GSITBS¡1()*A1+L0G(GDPM)*A2+A3)+GSUBS5. 
GGASCO = GSUBS + GINT + GGBSS 
GSUBS70 = ( GSÜBS / PGDPC ) * 100 
GINTP = EXP(LOG(GDPC)*A2+LOG(GINTP|l|)*Al+A3)+GINTP& 
GDPMRATE = ( ( GDPM70 - GDPM70|1| ) / GDPM70|1| ) * 100 
MISRATE = UPRATE + PCPRATE - GDPMRATE 
GDPC70 = QAG70 + QIND70 + QCST70 + QSER70 
GDPC70EP = ( GDPC70 / EP ) * 100 
GDC70ER = ( ( GDPC70EP - GDPC70EP|1| ) / GDPC70EP|1| ) * 100 
GCAP = GDPM * Al + GCAP|1| * A2 + A3 + GCAPS 
FINCP = SCP + ( TRCAFRG - TRCAFRGH ) - I\TP - DINV - GCAP 
EXSO = ( EXS070 * PXS ) / 100 
BBPGSS = EXBPG + EXTO + EXSO + RFRI - ( IMBPG + IMTO + IMSO + PFRI ) 
BCA = BBPGSS + BTR 
BCARATE = ( BCA / GDPM ) * 100 
BCADOL = (BCA/XRAT)*1000. 
BBPGS = BBPG + EXTO - IMTO + EXSO - IMSO 
BBPS=EXTO+EXSO+RFRI-(IMTO+IMSO+PFRI) 
BBPGSDOL = (BBPGS/XRAT)-1000. 
BBPSDOL = (BBPS/XRAT)*1000. 
SDEXBPC = EXGS - EXBPG - EXTO - EXSO 
DDINV = GDPM + IMGS - DINV 
CN = CP + CG 
CIVA = CF + CNF + EXTO + IVH 
GTIVA = CIVA * TPI4 
GINDT = GINTP + GINTI + GTIVA + GADUAM 
GINGCO = GINDT + GTH + GTCP + GCS + GIP + TRCOFRG 
YDG = CCAG + GINGCO - GGASCO 
YD = YDH + YDG + SCP 
SG = YDG - CG 
SNB = SH + SCP + SG 
GFINAN = SG + GCAP - TRCAFRG - GIVT - GTER 
GFINRATE = ( GFINAN / GDPM ) * 100 
FIN = FINH + FINCP + GFINAN 
FINV = FIN - ( EXGS - IMGS ) - PNFRI - SALRFRW 
TRSCE = (GINDT - ( TVCEE * CIVA + GI.NTI + GADUAM )) * 
( 1 - DUMIVA ) 
SDGDP = GDPM - GDPC - GINDT + GSUBS 
GTTOT = GINDT + GTH + GTCP + GCAP 
GINDT70 = ( GINDT / PGDPC ) * 100 
SDGDP70 = GDPM70 - GDPC70 - GINDT70 + GSUBS70 
KVH = KVH|1| + IVH - ( C AMORFP * KVH|1| ) / 300. ) 
KVH70 = ( KVH / PIVH ) - 100 
KVFP = KVFP|1| + IVFP - CCAFP 
KVFH = KVFP + KVH + KGVT 
IVFPN70 = ( ( IVFP - CCAFP ) / PIVFP ) * 100 
IVFPRATE = ( IVFPN70 / IVFP70 ) * 100 
KVFP70 = KVFP70|1| + IVFPN70 
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