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Capitolo 1
Introduzione
In questo lavoro di tesi vengono affrontati i problemi di equilibrio
variazionale su reti, analizzandone la modellizzazione e la risoluzione.
Dopo aver descritto la teoria legata ai problemi di flusso su reti, incen-
triamo la nostra attenzione sugli algoritmi risolutivi. Alcuni algoritmi
trovati in letteratura utilizzano le disequazioni variazionali per trovare
le soluzioni di tali problemi, ma hanno bisogno della condizione di
monotonia o forte monotonia delle disequazioni variazionali. Il nostro
scopo e` quello di trovare un algoritmo che risolva anche disequazioni
variazionali non monotone. Proponiamo, cos`ı, un algoritmo per tali di-
sequazioni variazionali e per verificarne la efficienza lo implementiamo
con Matlab e lo usiamo per risolvere alcuni problemi noti in letteratura,
di cui conoscevamo la soluzione.
Nel primo capitolo modellizziamo i problemi di flusso di rete at-
traverso cammini e archi e descriviamo il principio di Wardrop. Mo-
striamo la relazione che c’e` tra le V I e le formulazioni su cammini e
sugli archi e introducendo le funzioni “gap” dimostriamo l’equivalenza
tra le V I e i problemi di minimo non vincolato.
Nel secondo capitolo mostriamo tre principali metodi risolutivi:
Metodo basato su schemi iterativi generali, Metodo dell’extragradiente,
Metodo di discesa. Alla fine del capitolo mostriamo l’algoritmo propo-
sto per risolvere le V I monotone e non monotone.
Nel terzo capitolo raccogliamo una serie di problemi test trovati in
letteratura e confrontiamo i risultati ottenuti implementando l’algori-
tmo proposto, con altri risultati trovati con altri algoritmi.
5
Capitolo 2
Problemi e modelli
2.1 Introduzione
Nei primi paragrafi di questo capitolo diamo una modellizzazione
matematica dei problemi di flusso di equilibrio su reti di trasporto, in-
troducendo la nozione di rete (G(N ,A,W)) e il principio di Wardrop.
Definiamo, inoltre, due formulazioni equivalenti: una sui cammini e
una sugli archi. Nei paragrafi successivi, introduciamo le disequazioni
variazionali (V I), i problemi di complementarieta` (NCP ) e i problemi
lineari di complementarieta` (LCP ) per risolvere modelli matematici
di problemi di flusso di equilibrio su reti e mostriamo sotto quali ipo-
tesi abbiamo l’esistenza e l’unicita` delle soluzioni di tali disequazioni.
Dopo aver descritto le proprieta` delle soluzioni delle disequazioni va-
riazionali arriviamo a dire che, nel caso di un operatore dei costi con
jacobiano simmetrico, il problema di disequazione variazionale puo` es-
sere trasformato in un problema di costo minimo e mostriamo l’equi-
valenza tra le V I e le formulazioni sui cammini e sugli archi introdotte
in precedenza. Quando non abbiamo le ipotesi di simmetria, la dise-
quazione variazionale puo` essere trasformata in un problema di minimo
utilizzando le funzioni “gap” e le funzioni “gap” regolarizzate. Inoltre
introduciamo le “D-gap”, ne descriviamo le proprieta` e mostriamo la
relazione che c’e` tra esse e le disequazioni variazionali. Infine nell’ul-
timo paragrafo, con l’introduzione della Lagrangiana Implicita, dimo-
striamo sotto quali ipotesi abbiamo l’equivalenza tra i problemi NCP
e le disequazioni variazionali con i problemi di minimo non vincolato.
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2.2 Modellizzazione matematica dei problemi
In questa sezione diamo due formulazioni del problema di flusso di
equilibrio su reti di trasporto: la prima utilizzando il sistema coppie-
cammini e la seconda utilizzando il sistema archi-cammini.
Sia G = (N ,A,W) una rete, dove N e` l’insieme dei nodi e A
e` l’insieme degli archi diretti e W e` l’insieme delle coppie di origine e
destinazione (brevemente dette coppie OD). Per ogni elemento w inW,
Pw denota l’insieme dei cammini (sequenze di archi), che connettono la
coppia w; P = ∪Pw; Cp la funzione costo sul cammino p dipendente in
generale dal vettore F = (Fp)p∈Pw dei flussi sui cammini e Fp il flusso
sul cammino p ∈ P .
Fissato F, poniamo
piw = min
p∈Pw
Cp,
ossia piw e` il costo minimo tra quelli dei cammini in Pw.
Principio di WARDROP
Il tempo di viaggio sulle vie attualmente usate e` minore o uguale a
quello che vorrebbe essere sperimentato da un veicolo singolo su un’altra
via non usata.
Diamo le seguenti condizioni:
∀w ∈ W
Fp > 0 ⇒ Cp = piw ∀p ∈ Pw (2.1)
Fp = 0 ⇒ Cp ≥ piw ∀p ∈ Pw. (2.2)
Osservazione 2.2.1. Un flusso F che soddisfa (2.1) e (2.2), soddisfa
il principio di Wardrop.
Le condizioni (2.1) e (2.2) possono essere riassunte con la seguente:
Fp(Cp − piw) = 0 ∀p ∈ Pw ∀w ∈ W.
Data la rete sono inoltre assegnate le richieste dw ≥ 0 ∀w ∈ W, ossia
quantita` positive per le quali un flusso F sara` ammissibile se vale∑
p∈Pw
Fp = dw ∀w ∈ W (2.3)
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e la condizione di non negativita` del flusso e del costo:
Fp ≥ 0 ∀p ∈ Pw ∀w ∈ W (2.4)
piw ≥ 0 ∀w ∈ W. (2.5)
Introducendo la matrice di incidenza coppie-cammini Φ = (Φw,p):
Φw,p =
{
1 se p ∈ Pw
0 altrimenti
l’insieme dei flussi ammissibili diventa:
Kr = {F ∈ R|P |1 : F ≥ 0, ΦF = d}
dove d = (dw)w∈W , P =
⋃
w∈W Pw e F = (Fp)p∈P .
Definizione 2.2.1. Un flusso ammissibile di cammini F ∗ ∈ Kr e` un
flusso di equilibrio sui cammini se per ogni coppia OD, w ∈ W,
c’ e` un λw tale che per ogni cammino p ∈ Pw abbiamo:
Cp(F
∗)
= λw se F ∗p > 0≥ λw se F ∗p = 0
Problema: Un problema di flusso su cammini e` trovare un flusso di
equilibrio sui cammini.
Una seconda formulazione archi-cammini considera, invece, il flusso
sugli archi. Chiamo fa il flusso sull’arco a e f=(fa)a∈A il vettore dei
flussi sugli archi. ∀a ∈ A vale:
fa =
∑
p∈P
∆a,pFp (2.6)
dove ∀a ∈ A, ∀p ∈ P
∆a,p =
{
1 se il cammino p usa l′ arco a
0 altrimenti
1| P | indica la cardinalita` dell’insieme P
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definisce la matrice di incidenza archi-cammini, ∆ = (∆a,p), per la rete
G. Quindi, f e` dato da
f = ∆F
Indichiamo la funzione costo sull’arco a, non negativa e dipendente in
generale dal vettore f , con ca(f) e il vettore dei costi c(f) = (ca(f))a∈A.
Assumendo la proprieta` di additivita` dei costi sui cammini, cioe`:
Cp(f) =
∑
a∈A
∆a,pca(f),
essendo f = ∆F otteniamo
C(F ) = ∆T c(∆F ).
Quindi l’insieme dei flussi ammissibili sugli archi e` :
K l = {f ∈ R|A|2 : ∃F ∈ Kr tale che f = ∆F}.
Abbiamo cos`ı due possibili formulazioni : una sui cammini e una sugli
archi.
Definizione 2.2.2. Un flusso ammissibile sugli archi f ∗ ∈ K l e` un
flusso di equilibrio sugli archi se esiste un flusso di equilibrio sui
cammini F ∗ tale che f ∗ = ∆F ∗.
Problema: Il problema diventa trovare un flusso di equilibrio sugli
archi.
2.2.1 Proprieta` delle soluzioni di equilibrio
I seguenti teoremi mostrano in che senso la formulazione coppie cam-
mini e quella archi-cammini sono equivalenti e sotto quali ipotesi la
soluzione esiste ed e` unica.
Definizione 2.2.3. Si definisce (Traffic Assignment Problem) TAP il
seguente problema di ottimizzazione:
min
∑
a∈A
∫ fa
0
ca(s)ds
f ∈ K l
2| A | indica la cardinalita` dell’insieme A
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Teorema 2.2.1. [24] Se valgono le seguenti affermazioni:
• La rete sia fortemente connessa3;
• La richiesta, dw, sia non negativa per ogni coppia in W;
• La funzione dei costi ca sia positiva e continua per ogni a ∈ A
allora esiste una soluzione ottima f ∗ per il problema TAP.
Dimostrazione. Poiche´ l’insieme dei vincoli e` limitato, per il teorema
di Weierstrass esiste una soluzione ottima per TAP.
2.3 Le disequazioni variazionali e le loro proprieta`
Sia X ⊆ Rn un insieme non vuoto, chiuso e convesso, e F : X −→ Rn
una mappa continua su X. Risolvere una Disequazione variazionale
(VI(F,X)) significa trovare un x∗ ∈ X tale che
〈F (x∗), x− x∗〉 ≥ 0 ∀x ∈ X
dove 〈·, ·〉 indica il prodotto scalare usuale in Rn.
Una V I(F, X) si dice problema di Complementarieta` (NCP ) se
X = Rn+
e come si vede nel teorema 2.3.1 equivale a trovare un x∗ ≥ 0 tale che:
F (x∗) ≥ 0 e 〈F (x∗), x∗〉 ≥ 0. (2.7)
Quando la mappa F e` una mappa affine, cioe` quando F (x) = Mx + b,
dove M e` una matrice n× n e b e` un vettore n× 1, il problema (2.7) e`
conosciuto come problema lineare di complementarieta` (LCP ).
La relazione che c’ e` tra il problema di complementarieta` e il problema
VI(F,X) e` la seguente:
Teorema 2.3.1. [22] V I(F, Rn+) e il problema (2.7) hanno le stesse
soluzioni.
3Per le definizioni usate in questo e nei prossimi capitoli invitiamo a leggere l’Appendice
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Le condizioni che seguono garantiscono l’esistenza e l’unicita` delle
soluzioni di V I(F, X).
Definizione 2.3.1. Sia X un sottoinsieme di Rn non vuoto, chiuso
e convesso, e sia G una matrice n × n simmetrica e definita positiva.
Si chiama proiezione di un punto y ∈ Rn su un insieme X,
con la norma G,e si denota con PrX(y), la soluzione del seguente
problema:
min
x∈X
‖ y − x ‖G
dove ‖ x ‖G = (xT Gx) 12 denota la norma G di un vettore x ∈ Rn.
Osservazione 2.3.1. [22] Dalla definizione di proiezione abbiamo:
〈x− PrX(x), G(y − PrX(x))〉 ≤ 0, ∀x ∈ Rn ∀y ∈ X (2.8)
Teorema 2.3.2. [15] Sia X ⊂ Rn compatto e convesso e sia F : X −→
X continua. Allora F ammette un punto fisso4.
Teorema 2.3.3. [15] Sia X un sottoinsieme convesso chiuso di Rn.
Allora y = PrX(x) se e solo se
y ∈ X : 〈y, η − y〉 ≥ 〈x, η − y〉 ∀η ∈ X
o
〈y − x, η − y〉 ≥ 0 ∀η ∈ X.
Teorema 2.3.4 (Esistenza). Sia X ⊂ Rn compatto e convesso e sia
F : X −→ Rn continua. Allora esiste un x∗ soluzione di V I(F, X).
Dimostrazione. x∗ e` soluzione se e solo se vale:
〈x∗, x− x∗〉 ≥ 〈x∗ − F (x∗), x− x∗〉 ∀x ∈ X.
La mappa PrX(I − F ) : X −→ X, con Ix = x, e` continua quindi per
il teorema 2.3.2 ammette un punto fisso x∗ ∈ X, quindi
x∗ = PrX(I − F )x∗.
Grazie al teorema 2.3.3 ho la tesi
4Consultare l’appendice per la definizione di punto fisso.
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Teorema 2.3.5. Sia X ⊂ Rn chiuso e convesso e sia
F : X −→ Rn
continua. Condizione necessaria e sufficiente affinche´ esista una soluzione
per il problema VI(F,X) e` che esista un R > 0, tale che esista una
soluzione di V I(F, XR), dove XR = X ∩ B(0, R) e B(0, R) e` la palla
chiusa di centro l’origine e raggio R.
Dimostrazione. Poiche´ XR ⊂ X, e` immediato che se esiste una soluzione
x∗ per V I(F, X) allora esiste anche una soluzione per V I(F, XR) con
R >‖ x∗ ‖. Sia xR soluzione di V I(F, XR) per un certo R ∈ R+. Se per
ogni y poniamo w = xR + (y− xR) per  ≥ 0 sufficientemente piccolo,
abbiamo che w ∈ XR. Vale quindi
xR ∈ XR ⊂ X :
0 ≤ 〈F (xR), w − xR〉 = 〈F (xR), y − xR〉 per y ∈ X,
cioe` xR e` soluzione di V I(F, X).
Supponendo F continua, vale:
Teorema 2.3.6 (Esistenza). Se vale almeno una delle seguenti con-
dizioni
1. L’insieme X e` limitato
2. La mappa F e` coerciva5
allora esiste una soluzione per il problema VI(F,X).
Dimostrazione. 1. Da [24]
2. Se F e` coerciva, esiste x0 ∈ K tale che
lim
x∈K, ‖x‖→+∞
〈F (x)− F (x0), x− x0〉
‖ x− x0 ‖ = +∞.
Scelgo H >‖ F (x0) ‖ e R >‖ x0 ‖ tale che
〈F (x)− F (x0), x− x0〉 ≥ H ‖ x− x0 ‖
5La definizione si trova nell’appendice
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per ‖ x ‖≥ R e x ∈ X.
Allora
〈F (x), x− x0〉 > H ‖ x− x0 ‖ +〈F (x0), x− x0〉
≥ H ‖ x− x0 ‖ − ‖ F (x0) ‖‖ x− x0 ‖
quindi:
〈F (x), x− x0〉 ≥ (H− ‖ F (x0) ‖)(‖ x ‖ − ‖ x0 ‖) > 0 (2.9)
per ‖ x ‖≥ R. Ora sia xR ∈ XR la soluzione di V I(F, XR), allora
〈F (xR), xR − x〉 = −〈F (xR), x− xR〉 ≤ 0 ∀x ∈ XR
e in particolare vale per x0 ∈ XR, quindi:
〈F (xR), xR − x0〉 = −〈F (xR), x0 − xR〉 ≤ 0 ∀x0 ∈ XR
quindi, grazie alla 2.9 ho ‖ xR ‖< R, applicando il teorema 2.3.5
ho la tesi.
Proposizione 2.3.1. [24] Se F e` pseudomonotona allora l’insieme
delle soluzioni e` convesso; se F e` coerciva allora l’insieme delle soluzioni
e` limitato.
Teorema 2.3.7. Se F e` strettamente monotona su X ed esiste una
soluzione di VI(F,X), allora essa e` unica.
Dimostrazione. Supponiamo che x1 e x2 siano distinti e siano entrambi
soluzioni di V I(F, X). Allora poiche´ sono soluzioni valgono:
〈F (x1), x− x1〉 ≥ 0 ∀x ∈ X (2.10)
〈F (x2), x− x2〉 ≥ 0 ∀x ∈ X. (2.11)
Sostituendo x2 in (2.10) e x1 in (2.11) e sommando le risultanti dise-
quazioni otteniamo:
〈F (x1)− F (x2), x2 − x1〉 ≥ 0
che e` in contraddizione con l’ipotesi di stretta monotonia di F , quindi
x2 = x1.
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Teorema 2.3.8 (Unicita` ). Se F e` fortemente monotona su X, allora
esiste un’ unica soluzione per VI(F,X).
Dimostrazione. L’esistenza segue dal fatto che la forte monotonia im-
plica la coercivita`, l’unicita` segue dal fatto che la forte monotonia
implica la stretta monotonia.
Quindi nel caso di un insieme X non limitato, la forte monotonia mi
garantisce l’esistenza e l’unicita` di una soluzione di V I(F, X).
Le seguenti proposizioni identificano la relazione che c’e` tra un prob-
lema di ottimizzazione e una V I. Sia X un insieme chiuso e convesso
di Rn e f ∈ C1(X).
Proposizione 2.3.2. Supponiamo che esiste un x∗ in X tale che
f(x∗) = min
x∈X
f(x).
Allora x∗ e` una soluzione della V I(∇f, X).
Dimostrazione. Se x ∈ X, allora posso scrivere z ∈ X come:
z = x∗ + t(x− x∗) per 0 ≤ t ≤ 1.
In piu` la funzione
φ(t) = f(x∗ + t(x− x∗)) per 0 ≤ t ≤ 1
assume minimo per t = 0.
Quindi
0 ≤ φ′(0) = 〈∇f(x∗), x− x∗〉.
Proposizione 2.3.3. Supponiamo che f sia convessa e che x∗ soddisfi:
〈∇f(x∗), x− x∗〉 ≥ 0 ∀x ∈ X.
Allora
f(x∗) = min
x∈X
f(x).
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Dimostrazione. Poiche´ f e` convessa vale,
f(x) ≥ f(x∗) + 〈∇f(x∗), x− x∗〉 per ogni x ∈ X
ma 〈∇f(x∗), x− x∗〉 ≥ 0, quindi
f(x) ≥ f(x∗).
Proposizione 2.3.4. Sia f : X −→ R con X ⊂ Rn e f ∈ C1(X),
convessa (strettamente monotona). Allora F = ∇f e` monotona (stret-
tamente monotona).
Dimostrazione. Siano x, x′ ∈ X, allora
f(x) ≥ f(x′) + 〈F (x′), x− x′〉
e
f(x′) ≥ f(x) + 〈F (x), x′ − x〉.
Sommando queste due disequazioni otteniamo:
〈F (x′)− F (x), x′ − x〉 ≥ 0
per x, x′ ∈ X.
Quindi F e` monotona. Nello stesso modo dimostro che F e´ stretta-
mente monotona se lo e` f .
Teorema 2.3.9. [22] Assumiamo che F ∈ C1(X) e che la matrice
Jacobiana ∇F sia simmetrica e semidefinita positiva. Allora esiste
una funzione convessa a valori reali f : X −→ R che soddisfa
∇f = F.
Inoltre x∗ e` soluzione di VI(F,X) se e solo se x∗ risolve:
min
x∈X
f(x). (2.12)
Quindi una V I puo` essere riformulata come un problema di ot-
timizzazione convesso quando valgono le condizioni di simmetria e di
semidefinita positivita`.
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2.3.1 Relazione tra le formulazioni sui cammini e sugli archi
con le V I
Nella seguente sezione mostreremo la relazione che c’e` tra le V I e i
problemi di flusso di equilibrio su reti di trasporto.
Teorema 2.3.10. [20] F ∗ ∈ Kr e` un flusso di equilibrio sui cammini
se e solo se e` soluzione della seguente V I:
〈C(F ∗), F − F ∗〉 ≥ 0 ∀F ∈ Kr. (2.13)
Teorema 2.3.11. f ∗ ∈ K l e` un flusso di equilibrio sugli archi se e solo
se e` soluzione della seguente V I:
〈c(f ∗), f − f ∗〉 ≥ 0 ∀f ∈ K l. (2.14)
Dimostrazione. Basta provare l’equivalenza tra (2.13) e (2.14) sotto
l’ipotesi di additivita`.
Sia F ∗ soluzione di (2.13). Allora il flusso F ∗ corrisponde ad un flus-
so di equilibrio sugli archi f ∗ ∈ K l tramite la (2.6). Per l’ipotesi di
additivita`, ogni coppia (F, f) che soddisfa (2.3), (2.4), (2.6), soddisfa:
〈C(F ∗), F − F ∗〉 = 〈C(f ∗), f − f ∗〉 (2.15)
e (2.13) implica (2.14). Viceversa, sia f ∗ ∈ K l soluzione di (2.14) e
costruiamo un flusso di equilibrio sui cammini F ∗ ∈ Kr che soddisfa
(2.3), (2.4), (2.6) insieme con f ∗. Allora possiamo concludere che per
ogni coppia (F, f) cos`ı costruita vale (2.15) e in piu` (2.14) implica
(2.13). Quindi le due disequazioni sono equivalenti.
Osservazione 2.3.2. Quando le funzioni dei costi sono differenziabili,
positive, strettamente crescenti e separabili, nel senso che
ca(f) = ca(fa) ∀a ∈ A
allora f ∗ e` un flusso di equilibrio sugli archi se e solo se risolve il
problema TAP (2.2.3).
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2.4 Le funzioni “GAP”
Quando F non e` il gradiente di una funzione, la V I(F, X) non puo`
essere convertita in un equivalente problema di ottimizzazione della
forma (2.12). Per ovviare a questo problema introduciamo le funzioni
“gap”.
Definizione 2.4.1. Sia K ⊂ X. La funzione s : X −→ R e` una
funzione “gap” per VI(X,F) se e solo se :
• s(y) ≥ 0, ∀y ∈ K
• s(y) = 0 e y ∈ K se e solo se y e` soluzione per VI(F,X).
Se s e` una funzione “gap” per V I(F, X), allora la V I(F, X) puo`
essere riformulata come il seguente problema di ottimizzazione:
min
x∈X
s(x).
Le proprieta` richieste affinche´ le funzioni “gap” possano essere usate in
alcuni algoritmi risolutivi per le V I(F, K) sono:
• s e` differenziabile.
• Ogni punto stazionario o minimo locale di s su X e` anche un
minimo globale di s su X.
• Per ogni dato punto x vale,
dist(x, X∗) ≤ c|s(x)|
dove X∗ e` l’insieme delle soluzioni di V I(F, X) e c e` una costante
positiva.
In [2] sono state introdotte alcune funzioni “gap” per V I(F, X)
basate sulla funzione L˜ : X ×X −→ Rn:
L˜(x, y) = s(x)− s(y) + [F (x)−∇s(x)]T (x− y), (2.16)
dove s : Rn −→ Rn ∪ {+∞} e` convessa e s ∈ C1(X).
Il seguente teorema mette in relazione i punti di sella di L˜ con
l’insieme delle soluzioni di V I(F, X):
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Teorema 2.4.1. [2] Se (x∗, y∗) ∈ X ×X soddisfa
L˜(x∗, y) ≤ L˜(x∗, y∗) ≤ L˜(x, y∗)
per ogni (x, y) ∈ X ×X, allora x∗ risolve V I(F, X).
Grazie al precedente teorema possiamo dare due possibili formu-
lazioni per le V I, introducendo due differenti funzioni “gap”. La
prima:
G˜(x) = sup
y∈X
L˜(x, y), x ∈ X (2.17)
e la corrispondente formulazione come problema di ottimizzazione e`:
inf
x∈X
G˜(x)
dove G˜ : X −→ Rn ∪ {+∞}.
Notiamo che (2.17) e` un problema convesso, poiche´ L˜ e` concava in y,
e che L˜(x, ·) e` un’ invariante per addizione di una funzione affine s.
Ponendo, in (2.16), s ≡ 0 otteniamo la funzione g : Rn −→ R:
g(x) = sup
y∈X
{〈F (x), x− y〉}. (2.18)
In generale non e` differenziabile, ma ha la proprieta` che il suo minimo
su X coincide con la soluzione del problema V I(F, X), quindi tale
problema puo` essere riformulato come un problema di ottimizzazione
[3]:
min
x∈X
g(x).
Osservazione 2.4.1. Se l’insieme X e` limitato, allora la funzione
g e` finita ovunque. Altrimenti potrebbe esistere un punto x tale che
l’estremo superiore valga ∞.
I seguenti teoremi illustrano le proprieta` di tale funzione.
Teorema 2.4.2. [14] Sia 〈F (·), ·〉 convessa e assumiamo che ogni com-
ponente di F sia concava in x. Allora g definita in (2.18) e` convessa.
Teorema 2.4.3. [14] Se g e` convessa, allora
∂g(x) = conv6{F (x) + 〈∇F (x), x− y〉 : y ∈ Φ(x)}
dove ∂g(x) denota il sottodifferenziale7 di g in x e Φ(x) e` l’insieme
6Per la definizione di involucro convesso consultare l’appendice
7Per la definizione consultare l’appendice
18
delle soluzioni di maxy∈X{〈F (x), x− y〉}.
Teorema 2.4.4. [14] g e` differenziabile in x se e solo se Φ(x) ha un
unico elemento.
La seguente funzione “gap” duale puo` essere usata per riformulare il
problema V I(F, X):
h(x) = max
y∈X
〈F (y), x− y〉.
Quando F e` monotona, segue che:
g(x) ≥ h(x) ∀x ∈ Rn. (2.19)
Poiche´ g(x) = 0 e x ∈ X se e solo se x risolve V I(F, X), e poiche´
h(x) ≥ 0 per ogni x ∈ X, la disequazione (2.19) indica che h(x) = 0 e
x ∈ X vale per ogni soluzione x di V I(F, X), purche´ F sia monotona.
Quindi quando F e` monotona, ogni soluzione di V I(F, X) e` anche
soluzione del problema:
min
x∈X
h(x).
2.4.1 Le funzioni “gap” regolarizzate
In [10] viene considerata la seguente funzione “gap” regolarizzata:
fα(x) = max
y∈X
{
〈F (x), x− y〉 − α
2
‖ y − x ‖2
}
(2.20)
dove α e` una costante reale positiva. In (2.20) viene massimizzata una
funzione concava su un insieme chiuso e convesso, quindi il massimo
esiste sempre e la funzione e` a valori finiti ovunque. In piu` poiche´ il
massimo e` unico, la funzione fα e` differenziabile ovunque; piu` precisa-
mente, se chiamiamo yα(x) il punto di massimo si puo` dimostrare che
il gradiente di fα e` dato da:
∇fα(x) = F (x)− [∇F (x)− αI]T (yα(x)− x). (2.21)
La funzione “gap” regolarizzata (2.20), essendo una funzione “gap” ha
le seguenti proprieta`:
• fα(x) ≥ 0, ∀x ∈ X
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• fα(x) = 0 e x ∈ X se e solo se x e` soluzione per V I(F, X).
Il problema V I(F, X) e` equivalente a
min
x∈X
fα(x). (2.22)
In generale la funzione fα potrebbe avere minimi locali o punti
stazionari che che non risolvono V I(F, X). A questo riguardo abbiamo
il seguente risultato:
Teorema 2.4.5. [10] Assumiamo che lo jacobiano ∇F (x∗) sia definito
positivo su X. Se x∗ e` un punto stazionario per (2.22), cioe`
〈∇fα(x∗), y − x∗〉 ∀y ∈ X, (2.23)
allora x∗ risolve V I(F, X).
Dimostrazione. Poniamo x = x∗ come notazione e supponiamo che
risolva (2.23). Allora sostituendo la formula (2.21) in (2.23) e ponendo
y = yα(x), abbiamo:
〈F (x) + αI(yα(x)− x), yα(x)− x〉 ≥ 〈∇F (x)(yα(x)− x), yα(x)− x)〉.
(2.24)
Poiche´ yα(x) = PrX(x− (αI)−1F (x)) dall’osservazione (2.3.1) segue:
〈x− (αI)−1 − yα(x), αI(y − yα(x))〉 ≤ 0 ∀y ∈ X. (2.25)
In particolare ponendo y = x nella (2.25), otteniamo:
〈x− (αI)−1F (x)− yα(x), αI(x− yα(x)〉
= 〈F (x) + αI(yα(x)− x), yα(x)− x)〉 ≤ 0. (2.26)
Cos`ı dalla (2.24) e dalla (2.26) abbiamo
〈∇F (x)(yα(x)), yα(x)− x)〉 ≤ 0. (2.27)
Poiche´ ∇F (x) e` definita positiva segue che (2.27) vale se e solo se
x = yα(x). Per il teorema 2.3.4 x risolve la V I(F, X).
Queste proprieta` valgono anche nel caso in cui al posto di α ci sia
una matrice quadrata G simmetrica e definita positiva.
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2.4.2 Le funzioni “D-gap”
Consideriamo la funzione “gap” regolarizzata (3.45). Generaliziamo
tale funzione attraverso:
fˆα(x) = max
y∈X
Ψα(x, y),
dove
Ψα(x, y) = 〈F (x), x− y〉 − αΦ(x, y),
con α costante positiva e dove Φ : R2n −→ R soddisfa le seguenti
condizioni:
(1): Φ e` C1(R2n);
(2): Φ e` non negativa su R2n;
(3): Φ(x, ·) e` tale che esiste una costante λ > 0 tale che, per ogni
x ∈ Rn vale:
Φ(x, y1)− Φ(x, y2) ≥ 〈∇yΦ(x, y2), y1 − y2〉+ λ ‖ y1 − y2 ‖2
∀y1, y2 ∈ Rn.
(4): Φ(x, y) = 0 se e solo se x = y.
La funzione fˆα gode quindi delle seguenti proprieta`:
• fˆα e` non negativa su X;
• fˆα(x) = 0 e x ∈ X se e solo se x e` soluzione di V I(F, X);
• fˆα ∈ C1 e
∇fˆα(x) = F (x) +∇F (x)T (x− yα(x))− α∇xΦ(x, yα))
dove yα(x)
8 denota l’unico minimo di −Ψα(x, ·) su X.
Lemma 2.4.1. [33] Sia Φ che soddisfa 1-4. Allora ∇yΦ(x, y) = 0 se
e solo se x = y.
8yα(x) = PrX(x− α
−1F (x)) se Φ(x, y) = (1/2) ‖ y − x ‖2
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Consideriamo la funzione gαβ : R
n −→ R definita da:
gαβ(x) = fˆα(x)− fˆβ(x)
= max
y∈X
Ψα(x, y)−max
y∈X
Ψβ(x, y)
= 〈F (x), yβ(x)− yα(x)〉+ βΦ(x, yβ(x))− αΦ(x, yα(x)),
dove α e β sono parametri arbitrari tali che 0 < α < β, fˆα e Ψα sono
le funzioni sopra definite.
Chiameremo tale funzione “D-gap”.
Mostriamo ora varie proprieta` di gαβ e stabiliamo l’equivalenza tra
V I(F, X) e il problema non vincolato di ottimizzazione di gαβ. Diamo
poi delle condizioni sotto cui ogni punto stazionario di gαβ e` soluzione
di V I(F, X).
Teorema 2.4.6. [33] Assumiamo che Φ soddisfi 1-4. Allora gαβ e`
differenziabile e
∇gαβ(x) = ∇F (x)T (yβ(x)−yα(x))+β∇xΦ(x, yβ(x))−α∇xΦ(x, yα(x)).
Proposizione 2.4.1. Assumiamo che Φ soddisfi 3. Allora abbiamo:
(β − α)Φ(x, yβ(x)) ≤ gαβ(x) ≤ (β − α)Φ(x, yα(x)), ∀x ∈ Rn
Dimostrazione. Dalla definizione abbiamo:
gαβ(x) = max
y∈X
Ψα(x, y)−max
y∈X
Ψβ(x, y)
= 〈F (x), x− yα(x)〉 − αΦ(x, yα(x))
− 〈F (x), x− yβ(x)〉 − βΦ(x, yβ(x))
≥ 〈F (x), x− yβ(x)〉 − αΦ(x, yβ(x))
− 〈F (x), x− yβ(x)〉 − βΦ(x, yβ(x))
≥ (β − α)Φ(x, yβ(x)).
L’altra disegualianza puo` essere dimostrata nello stesso modo.
Lemma 2.4.2. Assumiamo che Φ soddisfi 1-4. Allora per ogni α > 0,
x = yα(x) se e solo se x e` soluzione di V I(F, X).
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Dimostrazione. Sia x soluzione di V I(F, X). Allora x soddisfa:
〈F (x), y − x〉 ≥ 0 ∀y ∈ X.
Poiche´ yα(x) minimizza −Φ(x, ·) su X, la seguente condizione e` sod-
disfatta:
〈−∇yΨα(x, yα(x)), u− yα(x)〉 = 〈F (x)− α∇yΦα(x, yα(x)), u− yα(x)〉 ≥ 0
(2.28)
∀u ∈ X.
Poiche´ x ∈ X, la (2.28) implica:
〈F (x)− α∇yΦα(x, yα(x)), u− yα(x)〉 ≥ 0,
quindi
〈F (x), yα(x)− x〉 ≥ 0.
Sommando le ultime due disequazioni abbiamo:
〈α∇yΦα(x, yα(x)), x− yα(x)〉 ≥ 0.
La forte convessita` di Φ(x, ·) implica:
〈∇yΦα(x, yα(x)), x− yα(x)〉+ λ ‖ x− yα(x) ‖2
≤ Φ(x, x)− Φ(x, yα(x)) ≤ 0.
Quindi
‖ x− yα(x) ‖= 0
cioe`
x = yα(x).
Viceversa, se x = yα(x), allora la (2.28) e il lemma 2.4.1 implicano:
〈F (x), u− x〉 ≥ 0 ∀u ∈ X.
quindi x e` soluzione di V I(F, X).
Stabiliamo ora la corrispondenza tra la V I(F, X) e il problema di
ottimizzazione non vincolato di gαβ.
Teorema 2.4.7. Assumiamo che Φ soddisfi 1-4. Allora gαβ e` non
negativa su Rn. In piu` gαβ(x) = 0 se e solo se x e` soluzione di
V I(F, X).
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Dimostrazione. Dalla proposizione 2.4.1 abbiamo:
(β − α)Φ(x, yβ(x)) ≤ gαβ(x), ∀x ∈ Rn. (2.29)
Quindi dalla condizione (2) segue che gαβ e` non negativa su R
n.
Supponiamo che gαβ = 0. Allora (2.29), le condizioni (2) e (4) im-
plicano che x = yα(x). Quindi per la condizione (4) Φ(x, yα(x)) = 0.
Allora, poiche´ gαβ e` non negativa, abbiamo gαβ(x) = 0.
Quindi il problema di ottimizzazione non vincolato
min
x∈Rn
gαβ(x)
e` equivalente a V I(F, X). Osserviamo che per questa equivalenza non
facciamo ipotesi su F . Per una funzione generale F , comunque, gαβ
potrebbe avere punti stazionari che non risolvono V I(F, X), quindi e`
importante dare delle condizioni per cui ogni punto stazionario di gαβ
sia soluzione di V I(F, X). Per fare cio` abbiamo bisogno di un’altra
condizione su Φ:
(5). per ogni x, y ∈ Rn, ∇xΦ(x, y) = −∇yΦ(x, y).
Lemma 2.4.3. Assumiamo che Φ soddisfi 1-5. Allora, per ogni x ∈ Rn
abbiamo:
〈yβ(x)− yα(x), β∇xΦ(x, yβ(x))− α∇xΦ(x, yα(x))〉 ≥ 0
Dimostrazione. Dalla 5, abbiamo
〈yβ(x)− yα(x), β∇xΦ(x, yβ(x))− α∇xΦ(x, yα(x))〉
= 〈F (x) + β∇yΦ(x, yβ(x)), yα(x)− yβ(x)〉
+〈F (x) + α∇yΦ(x, yα(x)), yβ(x)− yα(x)〉.
Poiche´ yβ(x) minimizza −Ψ(x, ·) su S, la condizione (2.28) e` soddis-
fatta. Quindi ponendo u = yα(x) in (2.28) osserviamo che il primo
termine del lato destro della (2.4.2) e` non negativo. In modo analogo
anche il secondo termine e` non negativo, per cui abbaimo la tesi.
Teorema 2.4.8. [33] Assumiamo che Φ soddisfi 1-5. Supponiamo che
∇gαβ(x) = 0. Se ∇F (x) e` definito positivo, allora x e` soluzione di
V I(F, X).
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Lemma 2.4.4. [33] Assumiamo che Φ soddisfi 1-4 e
6. ∇yΦ(x, ·) e` uniformemente lipschitziana.
Supponiamo che F sia fortemente monotona con costante µ su Rn. Se
F e` lipschitziana su Rn o X e` compatto, abbiamo
lim
‖x‖→∞
gαβ(x) =∞
quindi, gli insiemi di livello della “D-gap” sono compatti.
2.4.3 Equivalenza tra NCP e VI con i problemi di minimo
non vincolato
Consideriamo il problema NCP di trovare un x ∈ Rn tale che
F (x) ≥ 0, x ≥ 0, 〈x, F (x)〉 = 0,
dove F : Rn −→ Rn.
Il problema di minimo vincolato correlato a NCP e`:
(MP ) min
x
{〈x, F (x)〉|F (x) ≥ 0, x ≥ 0}.
Il nostro scopo e` convertire il problema MP in un problema di min-
imo non vincolato su Rn. A questo punto introduciamo la seguente
lagrangiana aumentata:
L(x, u, v, α) = 〈x, F (x)〉+ 1
2α
(‖ (−αF (x) + u)+ ‖2 − ‖ u ‖2
+ ‖ (−αx + v)+ ‖2 − ‖ v ‖2)
dove (z+)i = max{zi, 0}, i = 1..n.
Quando u viene sostituito da x e v da F (x) otteniamo la seguente
Lagrangiana implicita:
M(x, α) = 〈x, F (x)〉+ 1
2α
(‖ (−αF (x) + x)+ ‖2 − ‖ x ‖2 +
+ ‖ (−αx + F (x))+ ‖2 − ‖ F (x) ‖2). (2.30)
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Questa Lagrangiana fu introdotta per la prima volta in [18].
Ora vogliamo illustrare le proprieta` di tale Lagrangiana implicita.
Scomponiamo M(x, α) come segue:
M(x, α) =
n∑
i=1
Mi(x, α)
dove
Mi(x, α) = xiFi(x) +
1
2α
((−αFi(x) + xi)2+ − x2i
+(−αxi + Fi(x))2+ − Fi(x)2).
Il seguente teorema stabilisce la corrispondenza tra le soluzioni di NCP
e il minimo globale non vincolato della Lagrangiana implicita.
Teorema 2.4.9. La lagrangiana implicita M e` non negativa su Rn ×
(1,∞). Per α ∈ (1,∞), M(x, α) si annulla se e solo se x risolve NCP.
Dimostrazione. (⇐=)
Sia x ∈ Rn, α ∈ (1,∞) e sia Fi = Fi(x). Consideriamo quattro casi:
Caso 1: −αFi + xi ≥ 0, −αxi + Fi ≥ 0.
Segue che
xi ≥ αFi ≥ α2xi eFi ≥ αxi ≥ α2Fi.
Poiche` α2 > 1, noi abbiamo xi ≤ 0 e Fi ≤ 0 quindi :
2αMi(x, α) = 2αxiFi + (+α
2Fi + x
2
i − 2αxiFi)− x2i +
(−2αxiFi + α2x2i + F 2i )− F 2i
= α2F 2i + α
2x2i − 2αxiFi
= (αFi − αxi)2 + 2α(α− 1)xiFi ≥ 0.
Caso 2: −αFi + xi ≥ 0, −αxi + Fi < 0.
Noi abbiamo:
2αMi(x, α) = (α
2 − 1)F 2i ≥ 0. (2.31)
Caso 3: −αFi + xi < 0, −αxi + Fi ≥ 0.
2αMi(x, α) = (α
2 − 1)x2i ≥ 0. (2.32)
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Caso 4: −αFi + xi < 0, −αxi + Fi < 0.
Segue che
xi < αFi < α
2xi eFi < αxi < α
2Fi.
Poiche` α2 > 1, noi abbiamo xi > 0 e Fi > 0 quindi :
2αMi(x, α) = 2αxiFi − x2i − F 2i ≥〈
2x2i − x2i − F 2i = x2i − F 2i
2F 2i − x2i − F 2i = F 2i − x2i
〉
≥ |x2i − F 2i | ≥ 0. (2.33)
Poiche´ i quattro casi esauriscono tutte le possibilita` ho che
M(x, α) =
n∑
i=1
Mi(x, α)
e` non negativa su Rn × (1,∞).
Osserviamo che:
F (x) ≥ 0, x ≥ 0, xF (x) = 0 ⇐⇒ x = (−αF (x) + x)+ (2.34)
⇐⇒ F (x) = (−αx + F (x))+(2.35)
Supponiamo che x risolva NCP, e sia α ∈ (1,∞). Per 2.34
xF (x) = 0, x = (−αF (x) + x)+ , F (x) = (−αx + F (x))+
Segue che M(x, α) = 0.
(=⇒)
Se M(x, α) = 0 per qualche x ∈ Rn e α ∈ (1,∞) segue che
Mi(x, α) = 0, i = 1, ...., n.
Guardiamo ora i casi corrispondenti ai casi precedenti:
Caso 1′: Poiche´ xi ≤ 0, Fi ≤ 0, α > 1, e Mi(x, α) = 0 abbiamo che
Fi = xi e xiFi = 0. Quindi xi = Fi = 0.
Caso 2′: Da (2.31), α > 1, Mi(x, α) = 0, segue che
Fi = 0, xi > 0.
Caso 3′: Da (2.32), α > 1, Mi(x, α) = 0, segue che
Fi > 0, xi = 0.
27
Caso 4′: Da (2.33) e Mi(x, α) = 0 segue che x
2
i = F
2
i . Poiche´ xi > 0
e Fi > 0 noi abbiamo che xi = Fi e quindi xi = Fi = 0 che
contraddice l’assunzione del Caso 4:
−αFi + xi < 0.
Combinando i casi 1′, 2′, 3′ abbiamo che x risolve NCP .
Corollario 2.4.1. [18] Se F e` differenziabile in x∗ soluzione di NCP ,
allora ∇M(x∗, α) = 0 per α ∈ (1,∞).
Teorema 2.4.10. [18] Sia x∗ una soluzione non degenere di NCP, cioe`
(x∗ + F (x∗))j > 0.
Sia F differenziabile due volte in x∗, e sia {∇F (x∗)J , IK; j ∈ J, k ∈ K}9
linearmante indipendente, dove
J = {j|Fj(x∗) = 0}, K = {k|x∗k = 0}.
Allora M(x∗, α) = 0 e x∗ e` localmente l’unica soluzione di minimo
globale di M(·, α) per α ∈ (1,∞).
In [26] viene generalizzato il precedente risultato, riformulando il
problema V I(F, X) come un problema di minimo non vincolato. Con-
sideriamo la seguente funzione “gap” regolarizzata :
f(x, α) = −〈αF (x), Hα(x)− x〉−1
2
〈Hα(x)− x, G(Hα(x)− x)〉 (2.36)
dove Hα(x) = PrX(x− αG−1F (x)), α > 0.
Proposizione 2.4.2. [10] x ∈ Rn risolve il problema VI(F,X) se e
solo se x = Hα(x).
Sia la funzione f : Rn −→ R definita da (2.36) con α > 0. Allora
valgono i seguenti lemmi:
9Se F e` differenziabile in x, allora ∇F (x) denota la matrice Jacobiana n×n, con le righe
∇Fi(x), i = 1..n, dove ∇Fi(x) e` il vettore gradiente 1×n (∂Fi(x)/∂x1, .., ∂Fi(x)/∂xn). La
matrice identita` di ogni ordine viene denotata con I. Se J ⊂ {1..n} allora FJ (x) = Fi∈J(x)
e IJ = Ii∈J .
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Lemma 2.4.5. [10] f ≥ 0 per ogni x ∈ X e f(x, α) = 0 se e solo se x
risolve VI(F,X).
Lemma 2.4.6. [26] Se la mappa F e` differenziabile in modo contin-
uo, allora f(·, α) e` ancora differenziabile in modo continuo e il suo
gradiente e`:
∇f(x, α) = αF (x)− [α∇F (x)−G](Hα − x). (2.37)
Per la definizione di Hα(x) vale:
f(x, α) = max
y∈X
−〈αF (x) + 1
2
G(y − x), y − x〉.
Possiamo cos`ı ridefinire la lagrangiana implicita (2.30) come:
M(x, α) =
1
α
f(x, α)− αf(x, 1
α
).
Teorema 2.4.11. Assumiamo che F sia differenziabile su Rn e x∗ sia
un punto stazionario di M(·, α). Se ∇F (x∗) e` definito positivo, allora
x∗ e` una soluzione di VI(F,X).
Dimostrazione. Dalla (2.37) abbiamo che:
∇M(x, α) = −
(
∇F − 1
α
G
)
(Hα(x)− x) + (∇F −αG)
(
H 1
α
(x)− x
)
.
(2.38)
Sia Rα(x) = x − Hα(x). Poiche` F e` differenziabile, M(·, α) e` ancora
differenziabile. Se x∗ ∈ Rn e` un punto stazionario di M(·, α), segue da
2.38:
∇F (x∗) =
(
H 1
α
(x∗)−Hα(x∗)
)
+ G
(
αR 1
α
(x∗)− 1
α
Rα(x
∗)
)
= 0.
Moltiplicando entrambi i membri della precendente equazione per
H 1
α
(x∗)−Hα(x∗) abbiamo:〈
H 1
α
(x∗)−Hα(x∗),∇F (x∗)
(
H 1
α
(x∗)−Hα(x∗)
)〉
+〈
H 1
α
(x∗)−Hα(x∗), G
(
αR 1
α
(x∗)− 1
α
Rα(x
∗)
)〉
= 0.
Dalla (2.8) abbiamo〈
H 1
α
(x∗)−Hα(x∗), G
(
αR 1
α
(x∗)− 1
α
Rα(x
∗)
)〉
≥ 0
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che combinata con l’ipotesi di positiva definitezza di ∇F (x∗) da:
H 1
α
(x∗)−Hα(x∗) = R 1
α
(x∗)− 1
α
Rα(x
∗) = 0.
Poiche´ G e` una matrice simmetrica definita positiva:
R 1
α
(x∗) =
1
α
Rα(x
∗) = 0.
Quindi x∗ e` una soluzione di V I(F, X).
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Capitolo 3
Algoritmi
3.1 Introduzione
Questo capitolo e` diviso in tre sezioni che raggruppano tre metodi
diversi per risolvere le V I.
Nella prima sezione illustriamo gli algoritmi basati su schemi ite-
rativi; tali algoritmi risolvono problemi vincolati e hanno la caratte-
ristica di scomporre il problema generale in sottoproblemi piu` semplici
da risolvere. Tali algoritmi sono: Algoritmo delle proiezioni, Algo-
ritmo rilassato delle proiezioni, Algoritmo delle proiezioni modificato,
Algoritmo di Newton. Nella seconda sezione introduciamo il meto-
do dell’extragradiente e descriviamo alcuni algoritmi ad esso correlati.
Tale metodo incrementa l’iterazione con una doppia proiezione e ha
il vantaggio di usare solo la monotonia dell’operatore della V I. Gli
algoritmi trattati sono: Algoritmo dell’extragradiente, Algoritmo del-
l’extragradiente modificato da Khobotov, Algoritmo di Tseng e Solodov.
Nell’ultima sezione, infine, descriviamo alcuni algoritmi basati sulla
ricerca di una direzione di discesa. Gli algoritmi descritti in questa
sezione sono: Algoritmo del gradiente, Un algoritmo di Newton global-
mente convergente, Un algoritmo di Newton ibrido, Un algoritmo per
problemi non vincolati. Proponiamo, inoltre, una direzione di discesa
che non richiede la forte monotonia o la monotonia dell’operatore e uti-
lizzando questa direzione, proponiamo un algoritmo per minimizzare
le “D-gap”, la cui validita` verra` mostrata nell’ultimo capitolo.
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3.2 Schema iterativo generale
In questa sezione diamo uno schema generale per risolvere le V I(F ; K).
Tale schema e` usato nell’ Algoritmo delle Proiezioni, nell’ Algoritmo
Rilassato delle proiezioni, nell’ Algoritmo modificato delle proiezioni e
nel metodo di Newton.
Assumiamo che esista g : X ×X −→ Rn con le seguenti proprieta`:
(i) g(x, x) = F (x), ∀x ∈ X
(ii) per ogni punto fissato (x, y) ∈ X, la matrice ∇xg(x, y) sia sim-
metrica e definita positiva,
dove X e` un insieme chiuso, convesso e compatto.
Utilizzando una funzione g con le proprieta` sopra descritte, abbiamo il
seguente algoritmo:
Algoritmo
Passo 1: Scegliamo x0 ∈ X e fissiamo  > 0.
Poniamo k := 1
Passo 2: Scegliamo xk risolvendo la seguente V I:
〈g(xk, xk−1), (x− xk)〉 ≥ 0 ∀x ∈ X
Passo 3: Se |xk − xk−1| ≤ , allora STOP;
altrimenti poniamo k := k + 1 e andiamo al passo 2
Poiche´ ∇xg(x, y) e` simmetrica e definita positiva, l’integrale
∫
g(x, y)dx
definisce una funzione f : X ×X −→ R tale che, per y ∈ X, f(·, y) sia
strettamante convessa e
g(x, y) = ∇xf(x, y).
Quindi la V I del Passo 2 dell’algoritmo e` equivalente a risolvere:
min
x∈X
f(x, xk−1).
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Osservazione 3.2.1. [22] Se la sequenza generata {xk} e` convergente,
allora per la continuita` di g vale:
〈F (x∗), (x− x∗)〉 = 〈g(x∗, x∗), (x− x∗)〉 ≥ 0
e quindi x∗ e` soluzione della V I(F, X).
Una condizione che mi garantisce la convergenza di {xk} e` data da:
Teorema 3.2.1. Assumiamo che
| ‖ ∇xg 12 (x1, y1)∇yg(x2, y2)∇xg 12 (x3, y3) ‖ | < 1 (3.1)
∀(x1, y1), (x2, y2), (x3, y3) ∈ X
e | ‖ · ‖ | denota la norma standard di una matrice n×n come trasfor-
mazione lineare su Rn. Allora la sequenza {xk} generata dall’algoritmo
converge ad una delle soluzioni di V I(F, X).
Dimostrazione. Basta dimostrare che {xk} e` di Cauchy in Rn. Scrivi-
amo la disequazione del passo 2 per k = m e x = xm+1, e per k = m+1
e x = xm:
〈g(xm, xm−1), (xm+1 − xm)〉 ≥ 0 (3.2)
〈g(xm+1, xm), (xm − xm+1)〉 ≥ 0. (3.3)
Sommando (3.2) e (3.3) otteniamo un’ espressione equivalente a :
〈g(xm+1, xm)− g(xm, xm), xm+1 − xm〉
≤ 〈g(xm, xm−1)− g(xm, xm), xm+1 − xm〉. (3.4)
Per il teorema del valor medio, esiste un t ∈ [0, 1] tale che:
〈g(xm+1, xm)− g(xm, xm), xm+1 − xm〉
= [xm+1 − xm]T∇xg(txm + (1− t)xm+1, xm)[xm+1 − xm]. (3.5)
Sia, ora,
Gm = ∇xg(txm + (1− t)xm+1, xm).
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Gm e` simmetrica e definita positiva. Posso cos`ı riscrivere la (3.4):
[xm+1 − xm]T Gm[xm+1 − xm]
≤ [g(xm, xm−1)− g(xm, xm)]T G−1m Gm[xm+1 − xm].
Definiamo ora il prodotto scalare su Rn:
(x, y)m = x
T Gmy
che induce la norma ‖ · ‖m, che a sua volta induce l’operatore norma:
| ‖ G ‖ |m = sup
‖x‖m=1
‖ Gx ‖m= sup
‖G
1
2
mGx‖=1
‖ G
1
2
mGx ‖
= sup
‖G
1
2
mGx‖=1
‖ G
1
2
mGG
− 1
2
m G
1
2
mx ‖= | ‖ G
1
2
mGG
− 1
2
m ‖ |.
Quindi la (3.5) puo` essere riscritta:
‖ xm+1 − xm ‖2≤ (G−1m [g(xm, xm−1)− g(xm, xm)], xm+1 − xm)m. (3.6)
Applicando la disugualianza di Schwarz alla (3.6), otteniamo:
‖ xm+1 − xm ‖m ≤ ‖ G−1m [g(xm, xm−1)− g(xm, xm)] ‖m
= ‖ G− 12m [g(xm, xm−1)− g(xm, xm)] ‖
= ‖ G 12m−1G−
1
2
m−1G
−
1
2
m [g(x
m, xm−1)− g(xm, xm)] ‖
= ‖ G− 12m−1G−
1
2
m [g(x
m, xm−1)− g(xm, xm)] ‖m−1
≤ sup
s∈[0,1]
| ‖ G− 12m−1G−
1
2
m ∇yg(xm, sxm−1 + (1− s)xm) ‖ |m−1
‖ xm − xm−1 ‖m−1
= sup
s∈[0,1]
| ‖ G− 12m ∇yg(xm, sxm−1 + (1− s)xm) ‖ |
‖ xm − xm−1 ‖m−1
≤ λ ‖ xm − xm−1 ‖m−1,
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dove λ < 1. Quindi:
‖ xm+1 − xm ‖m≤ λ ‖ xm − xm−1 ‖m−1≤ ... ≤ λm ‖ x1 − x0 ‖0 . (3.7)
Inoltre, poiche´ ∇xg(x, y) non e` singolare, per ogni (x, y) nell’insieme
compatto X ×X, esiste un β > 0, tale che:
‖ x ‖≤ 1
β
‖ x ‖m, ∀x ∈ X, m = 0, 1, 2, ..,
e β2 e` il minimo su X ×X del minimo degli autovalori di ∇xg(x, y).
Conseguentemente la (3.7) diventa:
‖ xk+r − xk ‖ ≤
k+r−1∑
m=k
‖ xm+1 − xm ‖≤ 1
β
k+r−1∑
m=k
‖ xm+1 − xm ‖m
≤ 1
β
‖ x1 − x0 ‖0
k+r−1∑
m=k
λm ≤ 1
β
‖ x1 − x0 ‖ λ
k
1− λ
che stabilisce che {xm} e` una successione di Cauchy in Rn
Una condizione necessaria affinche´ valga la (3.1) e` che F sia stretta-
mente monotona.
3.2.1 Metodo delle proiezioni
Il metodo delle proiezioni risolve il problema V I(F, X) attraverso una
sequenza di sottoproblemi che sono equivalenti a problemi di program-
mazione quadratica utilizzando lo schema iterativo introdotto nella
sezione precedente. Tali problemi, se l’operatore e` definito positivo,
sono tra i piu` semplici da risolvere tra i problemi di ottimizzazione non
lineare.
Tale metodo considera
g(x, y) = F (y) +
1
ρ
G(x− y), ρ > 0 (3.8)
dove F : X −→ Rn, F ∈ C1, X un insieme chiuso, convesso e compatto
e G e` una matrice simmetrica definita positiva fissata. Ad ogni passo
k di tale algoritmo il sottoproblema che deve essere risolto e`:
min
x∈X
1
2
xT ·Gx + (ρF (xk−1)−Gxk−1)T · x (3.9)
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In particolare, se G e` una matrice diagonale allora (3.9) e` un prob-
lema di programmazione quadratica separabile. La condizione per la
convergenza data dal teorema (3.2.1), diventa:
Teorema 3.2.2. [22] Assumiamo che F sia fortemente monotona e
lipschitziana e supponiamo che valga
| ‖ I − ρG− 12∇xF (x)G− 12 ‖ | < 1 ∀x ∈ X (3.10)
dove ρ > 0 e` fissato. Allora la successione generata dal metodo delle
proiezioni converge alla soluzione di V I(F ; K).
Notiamo che per il teorema 2.3.3 l’ iterazione generata al passo 2
dell’algoritmo puo` essere scritta:
xk+1 = PrX(x
k − ρG−1F (xk)) (3.11)
L’efficienza di tale algoritmo dipende dalla complessita` del problema
(3.9).
Per ovviare a questo problema in [12] viene proposto un nuovo algo-
ritmo che utilizza un’approssimazione dell’insieme X. Presentiamo tale
algoritmo nel paragrafo successivo.
36
3.2.2 Metodo rilassato delle proiezioni
In questo algoritmo sostituiamo ad ogni iterazione la proiezione in
(3.11) con la proiezione su un semispazio contenente S. Poiche´ quest’ul-
tima proiezione da un punto di vista computazionale e` eseguibile piu`
velocemente, la risultante iterazione puo` essere esplicitamente rappre-
sentata senza ricorrere all’operatore della proiezione. A differenza del
metodo precedente, l’algoritmo proposto in questa sezione genera una
successione {xk} non interamente contenuta in X, quindi la convergen-
za di {xk} vale sotto appropriate ipotesi. Sia {ρk} una successione di
parametri positivi tali che:
lim
k→∞
ρk = 0,
∞∑
k=1
ρk =∞ (3.12)
e sia G una matrice simmetrica definita positiva.
Algoritmo
Passo 1: Scegliamo x0 ∈ X. Poniamo k := 1
Passo 2: Scegliamo gk ∈ ∂c(xk) e sia:
T k = {x ∈ Rn|c(xk) + 〈gk, x− xk〉 ≤ 0}
Passo 3: Calcoliamo la proiezione di xk − ρkG−1F (xk)/ ‖ F (xk) ‖ sul
semispazio T k rispetto alla norma ‖ · ‖G,
e la poniamo uguale a xk+1
Passo 4: Se ‖ xk+1 − xk ‖<  allora STOP. Altrimenti poniamo
k = k + 1 e torniamo al passo 2.
Dalla definizione di T k abbiamo che tale semispazio contiene X per ogni
iterazione k. Quindi, sostituendo le notazioni F (xk) e c(xk) rispetti-
vamente con le notazioni F k e ck e chiamando Pk la proiezione su T
k
sotto la norma G, le iterazioni dell’algoritmo possono essere scritte:
xk+1 = Pk(x
k − ρkG−1F k/ ‖ F k ‖)). (3.13)
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In piu`, poiche´ xk+1 e` l’unica soluzione del problema di programmazione
quadratica:
min
1
2
‖ x− (xk − ρkG−1F k/ ‖ F k ‖) ‖2
con vincoli:
ck + 〈gk, x− xk〉 ≤ 0
possiamo direttamente calcolare xk+1 come:
xk+1 = xk −G−1(τkF k + λkgk)
dove
τk = ρk/ ‖ F k ‖, λk = max{0, (ck − τk〈F k, G−1gk〉)/〈gk, G−1gk〉}.
I seguenti teoremi e lemmi ci assicurano la validita` del criterio di
arresto e la convergenza della successione generata da tale algoritmo.
Teorema 3.2.3. Se xk+1 = xk per qualche k, allora xk e` soluzione
della VI(F,X).
Dimostrazione. Supponiamo che xk+1 = xk. Allora, poiche´ xk soddisfa:
c(xk) + 〈gk, xk+1 − xk〉 ≤ 0,
abbiamo c(xk) ≤ 0, cioe` xk ∈ X. Poiche´ xk+1 e` data da (3.13),
possiamo dimostrare che soddisfa:
〈F k + ρ−1k ‖ F k ‖ G(xk+1 − xk), x− xk+1〉 ∀x ∈ T k.
Ponendo xk+1 = xk e considerando il fatto che S ⊂ T k, abbiamo:
〈F k, x− xk〉 ∀x ∈ S.
Supponiamo ora che l’algoritmo generi una successione con infiniti
termini {xk}.
Lemma 3.2.1. [12] Sia x un punto arbitrario in Rn. Allora, per ogni
k, abbiamo:
‖ Pk(x)− z ‖2G≤‖ x− z ‖2G − ‖ Pk(x)− x ‖2G ∀z ∈ X.
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Lemma 3.2.2. [12] Sia {ξk} e {ηk} una sequenza di numeri non
negativi, e µ ∈ [0, 1) costante. Se valgono:
ξk+1 ≤ µξk + ηk, k = 1, 2, ...,
e se
lim
k→∞
ηk = 0
allora:
lim
k→∞
ξk = 0.
Lemma 3.2.3. La successione {xk} e` limitata.
Dimostrazione. Sia z ∈ X tale che esiste β > 0 e un insieme limitato
D ⊂ Rn tali che:
〈F (x), x− z〉 ≥ β ‖ F (x) ‖ ∀x 6∈ D.
Sia M > 0 tale che ‖ x − z ‖G< M per ogni x ∈ D. Poiche´ il lemma
3.2.1 implica
‖ Pk(x)− z ‖2G≤‖ x− z ‖2G,
segue da (3.13) che:
‖ xk+1 − z ‖2G ≤ ‖ (xk − ρkG−1F k/ ‖ F k ‖)− z ‖2G
= ‖ xk − z ‖2G −2ρk〈F k, xk − z〉/ ‖ F k ‖ +
+ ρ2k〈F k, G−1F k〉/ ‖ F k ‖2 .
Cos`ı, se ‖ xk − z ‖G≥ M , abbiamo
‖ xk+1 − z ‖2G≤‖ xk − z ‖2G −ρk(2β − ρkν−1),
dove ν e` il piu` piccolo autovalore di G. Poiche´ limk→∞ ρk = 0 otteni-
amo:
‖ xk+1 − z ‖G<‖ xk − z ‖G, (3.14)
per un k abbastanza grande.
Dalla (3.13):
‖ xk+1 − Pk(xk) ‖G≤ ρk ‖ G−1F k ‖G / ‖ F k ‖≤ ρkν−1/2.
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Poiche´ dalla disegualianza triangolare abbiamo:
‖ xk−z ‖G≤‖ xk+1−Pk(xk) ‖G + ‖ Pk(xk)−z ‖G≤‖ xk+1−Pk(xk) ‖G + ‖ xk−z ‖G,
vale
‖ xk+1 − z ‖G≤ ρkν−1/2+ ‖ xk − z ‖G .
Inoltre vale:
‖ xk+1 − z ‖G≤‖ xk − z ‖G +
per k abbastanza grande, e  > 0 costante sufficientemente piccola.
Quindi la successione {xk} e` limitata.
Lemma 3.2.4. [12]
lim
k→∞
dist[xk, X]1 = 0.
Osservazione 3.2.2. [12] Vale:
‖ PrX(xk)− xk ‖≤ κ ‖ Pk(xk)− xk ‖
dove κ ≥ 1.
Lemma 3.2.5.
lim
k→∞
‖ xk+1 − xk ‖= 0.
Dimostrazione. Notiamo che
‖ xk+1 − xk ‖G ≤ ‖ xk+1 − Pk(xk) ‖G + ‖ Pk(xk)− xk ‖G
≤ ρkν−1/2 + dist[xk, T k]
per ogni k. Inoltre, poiche´ limk→∞ ρk = 0 e poiche´ X ⊂ T k abbiamo:
dist[xk, T k] ≤ dist[xk, X].
Per il lemma 3.2.4 ho la tesi.
Sia, per ogni δ > 0:
Xδ = {x ∈ Rn|dist[x, X] < δ}.
Assumiamo che F sia continua su Xδ per qualche δ e che sia fortemente
monotona su Xδ.
Diamo ora il risultato piu` importante:
1Per la definizione consultare l’appendice
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Teorema 3.2.4. La sequenza {xk} generata dall’algoritmo converge
alla soluzione x∗ di VI(F,X).
Dimostrazione. Notiamo che, dal lemma 3.2.4, xk ∈ Xδ per tutti i k
abbastanza grandi. Poiche´ F e` fortemente monotona su Xδ abbiamo:
〈F k, xk+1 − x∗〉 ≥ α ‖ xk+1 − xk ‖2 +〈F ∗, xk − x∗〉+ 〈F k, xk+1 − xk〉,
dove F ∗ = F (x∗).
Sia  > 0 arbitrario. Allora, poiche´ x∗ e` soluzione della V I(F, X)
segue dai lemmi 3.2.3, 3.2.4 che la seguente disegualianza vale per tutti
i k abbastanza grandi:
〈F ∗, xk − x∗〉 ≥ −.
Poiche´ il lemma 3.2.3 implica che anche {F k} e` limitata, otteniamo dal
lemma 3.2.5:
〈F k, xk+1 − xk〉 ≥ − ‖ F k ‖‖ xk+1 − xk ‖≥ −
per k abbastanza grande. Dalle precedenti disequazioni segue:
〈F k, xk+1 − x∗〉 ≥ α ‖ xk+1 − x∗ ‖2 −2. (3.15)
Supponiamo, ora, che esista un γ > 0 tale che:
‖ xk+1 − x∗ ‖≥ γ ∀k. (3.16)
Questa implica che esiste un σ > 0 tale che:
‖ F k ‖≥ σ ∀k. (3.17)
Se cio` non fosse vero, potremo scegliere una sottosuccessione di {F k}
convergente a 0. Poiche´ {xk} si avvicina ad X e poiche´ F e` continua
su Xδ, ogni limite della successione {xk} corrisponde alla soluzione di
V I(F, X). Questo contraddice la (3.16).
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Allora dal lemma 3.2.1 abbiamo:
‖ xk+1 − x∗ ‖2G≤‖ (xk − ρkG−1F k/ ‖ F k ‖)− x∗ ‖2G
− ‖ xk+1 − (xk − ρkG−1F k/ ‖ F k ‖) ‖2G
≤‖ xk − x∗ ‖2G −2ρk〈F k, xk+1 − x∗〉/ ‖ F k ‖ . (3.18)
Poiche´  in (3.15) era arbitrario, la disegualianza (3.15) vale per
 = αγ2/4
e per k abbastanza grande. In piu` per (3.15), (3.16), (3.17), (3.18)
esiste k > 0 tale che:
‖ xk+1 − x∗ ‖2G≤‖ xk − x∗ ‖2G −αγ2ρk/σ ∀k ≥ k. (3.19)
Inoltre sommando le disegualianze (3.19) da k = k a k = k + l,
otteniamo:
‖ xk+l+1 − x∗ ‖2G≤‖ xk − x∗ ‖2G −(αγ2/σ)
k+l∑
k=k
ρk
per ogni l > 0. Questo e` impossibile per le ipotesi (3.12) fatte su ρ,
quindi possiamo concludere che non esiste γ che soffisfi la (3.16). In
altre parole {xk} ammette una sottosuccessione convergente a x∗.
Per provare che l’intera successione {xk} converga a x∗, supponi-
amo, per assurdo, che esista una sottosuccessione che converge a un
ounto x′ ∈ X distinto da x∗. Allora, poiche´ limk→∞ ‖ xk+1−xk ‖G= 0,
dal lemma 3.2.5, deve esistere un γ > 0 e un intero arbitrariamente
grande j tale che
‖ xj − x∗ ‖G≥ γ e ‖ xj+1 − x∗ ‖G≥‖ xj − x∗ ‖G . (3.20)
Per j abbastanza grande, abbiamo:
‖ xj+1 − x∗ ‖G<‖ xj − x∗ ‖G
che contraddice la (3.20). Quindi {xk} converge a x∗.
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3.2.3 Metodo delle proiezioni modificato
Nei metodi precedenti abbiamo supposto che l’operatore F della V I(F, X)
fosse fortemente monotono o strettamente monotono. In questa sezione
mostriamo un algoritmo [6] delle proiezioni modificato nel caso in cui
l’operatore sia della forma:
F = AT FA
dove A : Rn −→ Rm e` un’ applicazione lineare, F : Rm −→ Rm e`
continua, lipschitziana e fortemente monotona e X e` un poliedro.
La V I(F, X) diventa:
〈AT FA(x∗), x− x∗〉 ≥ 0 ∀x ∈ X. (3.21)
Chiamiamo per ogni x ∈ X, α > 0
xˆ(x, α) = PrX(x− αG−1AT FA(x)).
Con questa notazione, l’iterazione del metodo delle proiezioni puo` es-
sere scritta come:
xk+1 = xˆk(x, α). (3.22)
Possiamo, cos`ı ottenere xk+1 come unica soluzione del problema:
min
x∈X
(x− xk)T F (xk) + 1
2α
(x− xk)T G(x− xk).
Per ogni soluzione x∗ ∈ X di (3.21) e α > 0 abbiamo:
xˆ(x∗, α) = x∗.
Sia X∗ l’insieme di tutte le soluzioni di (3.21). X∗ e` un poliedro dato
da:
X∗ = {x ∈ X|Ax = y∗}
dove y∗ e` l’unica soluzione di
〈F (y∗), y − y∗〉 ≥ 0 ∀y ∈ Y
con Y = AX = {y|y = Ax, x ∈ X}.
Se xk ∈ X∗ per qualche k, l’algoritmo termina. La seguente propo-
sizione ci assicura la convergenza dell’algoritmo:
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Proposizione 3.2.1. [6] Assumiamo che F sia Lipschitziana,
continua e fortemente monotona e che X sia un poliedro. Allora val-
gono:
i) Esistono due scalari positivi, q(S) e r(S), dipendenti da S in modo
continuo, tali che
∀x ∈ X e α > 0
‖ xˆ(x, α)− p[xˆ(x, α)] ‖2≤ [1− 2αq(S) + α2r(S)] ‖ x− p(x) ‖2
dove
p(x) = argmin{‖ x− z ‖ |z ∈ X∗}
ii) Esiste un α > 0 tale che per ogni α ∈ (0, α] la sequenza {xk}
generata dall’algoritmo converge alla soluzione x∗ di V I(F, X).
Il raggio di convergenza e` almeno lineare, nel senso che, per ogni
α ∈ (0, α] e x0 ∈ X, esiste uno scalare β (dipendente da α) e q
(dipendente da α e x0) tale che q > 0, β ∈ (0, 1), e
‖ xk − x∗ ‖≤ qβk k = 0, 1, ..
Per poter applicare l’ iterazione (3.22) ai problemi di flusso di equi-
librio su reti di trasporto, riprendendo le notazioni del primo paragrafo
riguardo alla formulazione coppie-cammini, chiamo
X = {x|
∑
p∈Pw
xp = dw, xp ≥ 0, ∀p ∈ Pw, w ∈ W}
dove xp e` il flusso sul cammino p
2 e dw sono le richieste per la coppia
w ∈ W.
Ogni vettore di flussi sui cammini x ∈ X definisce un vettore di flussi
sugli archi y3 attraverso la seguente equazione:
∀a ∈ A
ya =
∑
p∈P
∆a,pxp (3.23)
dove, ∀a ∈ A e ∀p ∈ P , ∆a,p indica la matrice di incidenza archi-
cammini. Il vettore y = (ya) corrispondente a x = (xp) puo` essere
scritto come:
y = ∆x.
2Nel primo paragrafo del primo capitolo tale flusso era indicato con Fp
3Nel primo paragrafo del primo capitolo tale flusso era indicato con fa
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Ponendo A = ∆ otteniamo, l’insieme dei flussi sugli archi ammissibili
diventa:
Y = AX = {y|y = Ax, x ∈ X}.
Assumiamo che per ogni arco a ∈ A sia data una funzione F a : Y −→ R
tale che F a(y) > 0 per ogni y ∈ Y . Chiamiamo F (y) = (F a(y))a∈A.
Assumiamo che F (y) sia Lipschitziana, continua e fortemente mono-
tona.
Per ogni x ∈ X e y = Ax, il vettore F (y) definisce, per ogni w ∈ W e
p ∈ Pw, la seguente:
Fp(x) =
∑
a∈A
∆a,pF a(y). (3.24)
Il problema consiste nel trovare x∗ ∈ X tale che, per ogni p ∈ Pw e
w ∈ W, vale:
Fp(x
∗) = min
p∈Pw
Fp(x
∗) se x∗p > 0.
Se noi chiamiamo F (x) = (Fp(x))p∈Pw,a∈A, abbiamo dalla (3.23) e
dalla(3.24):
F (x) = AT F (Ax)
e il problema e` equivalente a trovare una soluzione x∗ ∈ X della
seguente V I:
〈F (x∗), x− x∗〉 ≥ 0 ∀x ∈ X.
Sia W = {w1, w2, ...., wM} e consideriamo l’algoritmo delle proiezioni
con l’iterazione (3.22) considerando come matrice G la seguente:
G =
 G1 0G2
0 GM
 .
Ogni blocco Gi corrisponde alla coppia wi. Assumiamo che ogni blocco
sia una matrice definita positiva simmetrica. L’iterazione (3.22) puo´
essere implementata per trovare xk+1 risolvendo un problema di pro-
grammazione quadratica. Considerato che la matrice G e` diagonale a
blocchi e che l’insieme dei vincoli e` decomponibile, il problema di pro-
grammazione quadratica puo` essere scomposto in un insieme di sotto
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problemi quadratici per ogni coppia w ∈ W. La forma di questi sotto
problemi nel caso in cui ogni blocco Gi si diagonale con elementi gi
lungo la diagonale e` la seguente:
min
∑
p∈Pwi
{
(xp − xkp)Fp(xk) +
gp
2α
(xp − xkp)2
}
(3.25)
∑
p∈Pwi
xp = dw (3.26)
xp ≥ 0 ∀p ∈ Pw (3.27)
dove xkp con p ∈ Pwi e i = 1..M sono le componenti del vettore xk.
La convergenza di questo problema e` assicurata dalla proposizione 3.2.1
applicata a questo algoritmo.
L’algoritmo finora descritto e` efficente se Pwi non contiene molti cam-
mini. In alcuni problemi, comunque, il numero di cammini potrebbe
essere molto elevato. In questo caso e` preferibile cominciare con un
sottoinsieme di Pwi e aumentare tale sottoinsieme.
Nel seguente algoritmo illustriamo come viene incrementato il sottoin-
sieme di Pwi nel caso in cui Pwi abbia una elevata cardinalita`.
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Algoritmo nel caso in cui la cardinalita` di Pwi e` grande
Passo 1: Un sottoinsieme P 0wi ⊂ Pwi per ogni wi ∈ W e un x0 tale che
per ogni wi ∈ W vale:
x0p = 0 se p 6∈ P 0wi
Passo 2: Alla k-esima iterazione ∀wi ∈ W abbiamo: P kwi ⊂ Pwi e xk
che soddisfa:
xkp = 0, se p 6∈ P kwi
Passo 3: Calcoliamo ∀wi ∈ W il cammino minimo pkwj ∈ Pwi . Poniamo
P k+1wi = P
k
wi ∪ pkwj
Passo 4: Risolviamo:
min
∑
p∈P k+1wi
{
(xp − xkp)Fp(xk) +
gp
2α
(xp − xkp)2
}
∑
p∈P k+1wi
xp = dwi
xp ≥ 0 ∀p ∈ P k+1wi
Passo 5: Se xkp, p ∈ P k+1wi e` soluzione del precedente problema, poniamo:
xk+1p =
{
xp se p ∈ P k+1wi
0 se p 6∈ P k+1wi
Passo 6: Altrimenti poniamo k = k + 1 e torniamo al passo 2
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Notiamo che il problema al passo 4 e` identico al problema (3.25), ad
eccezione del fatto che coinvolge solo i cammini di P k+1wi . Le proprieta`
della convergenza e del raggio di convergenza di tale algoritmo sono
identiche a quelle dell’ algoritmo con l’insieme dei cammini completo.
Il criterio di STOP considerato in questi tre algoritmi e` :
Se ‖ xk+1 − xk ‖<  allora STOP.
In ([6]) hanno introdotto la Misura di convergenza:∑
w∈W
∆xkw
dw
∆F kw
F kmin,w
(3.28)
dove dw e` la richiesta riferita alla coppia w, ∆x
k
w e` la porzione della
domanda che non sta sul cammino piu` breve della coppia w alla fine
dell’iterazione k, ∆F kw e` la differenza del costo massimo e del costo
minimo e F kmin,w e` il costo minimo (costo del cammino piu` breve). La
(3.28) e` zero se e solo se il corrispondente flusso trovato e` il flusso di
equilibrio.
3.2.4 Metodo di Newton
Come per il metodo delle proiezioni, il metodo di Newton propone
di generare una successione {xk} risolvendo delle “sotto” disequazioni
variazionali.
In questo caso viene considerata g : X ×X −→ Rn definita:
g(x, y) = F (y) +∇F (y)T (x− y),
(e vale g(x, x) = F (x)). Quindi l’algoritmo del metodo di Newton e`
identico all’algoritmo del metodo delle proiezioni, dove g e` la funzione
descritta sopra.
Per stabilire la convergenza del metodo di Newton, introduciamo la
nozione di soluzione regolare.
Definizione 3.2.1. Sia x∗ una soluzione della V I(F, X). Allora x∗ e`
chiamata regolare se esiste un intorno N di x∗ e una scalare δ > 0
tali che, per ogni y con ‖ y ‖< δ, esiste un’ unica x(y) ∈ N che risolve
la V I(F y, X), dove F y : Rn −→ Rn e` definita da:
F y = F (x∗) + y +∇F (x∗)(x− x∗);
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in piu` la soluzione x(y) e` lipschitziana, cioe` esiste una costante L > 0
tale che, per ‖ y ‖< δ e ‖ z ‖< δ, vale
‖ x(y)− x(z) ‖≤ L ‖ y − z ‖ .
Teorema 3.2.5. [13] Sia X un sottoinsieme chiuso, convesso di Rn
e F : Rn −→ Rn, F ∈ C1(X) e x∗ soluzione regolare di VI(F,X). Allora
esiste un intorno N di x∗ tale che, dato un punto iniziale x0 ∈ N , la
successione generata dal metodo di newton e` ben definita e converge a
x∗. In piu` se ∇F e` continua e Lipschitziana in un intorno di x∗, allora
la convergenza e` quadratica, cioe` esiste una costante c > 0 tale che, per
k abbastanza grande,
‖ xk+1 − x∗ ‖≤ c ‖ xk − x∗ ‖2 .
3.3 Metodo dell’Extragradiente
Come gia` detto in precedenza, il metodo delle proiezioni richiede, per
avere convergenza, la restrittiva assunzione che l’operatore F della V I
sia fortemente monotono. In questa sezione vogliamo illustrare un
algoritmo che supera questa difficolta` utilizzando come iterazione la
seguente doppia proiezione:
xk+1 = PrX(x
k − αF (PrX(xk − αF (xk)))).
Algoritmo
Passo 1: Scegliamo x0 ∈ X. Poniamo k := 1
Passo 2: Incrementiamo xk:
xk+1 = PrX(x
k − αF (PrX (xk − αF (xk))).
Passo 3: Se |xk − xk−1| ≤ , per qualche  > 0 allora STOP;
altrimenti poniamo k := k + 1 e andiamo al passo 2
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Sia X∗ l’insieme delle soluzioni di V I(F, X). Si definiscono:
d(x, X∗) = min
x∗∈X∗
‖ x− x∗ ‖ Rα(x) = x− PrX(x− αF (x)).
Lemma 3.3.1. [31] Sia F lipschitziana su X con costante λ. Per ogni
α ∈ (0, +∞),
T (x) = PrX(x− αF (PrX(x− αF (x)))
soddisfa:
(1− αλ) ‖ Rα(x) ‖≤‖ x− T (x) ‖≤ (1 + αλ) ‖ Rα(x) ‖,
∀x ∈ X
Proposizione 3.3.1. [31] Sia F lipschitziana con costante λ e mono-
tona. Per ogni α ∈
(
0,
1
λ
)
, T e Ψ(x) = d(x, X∗)2 soddisfano:
(a): Ψ(x)− Ψ(T (x)) ≥ 1
2
(1− αλ) ‖ x− T (x) ‖2 ∀x ∈ X.
(b): Esistono scalari positivi τ1 e τ2 tali che la seguente
min{Ψ(x), Ψ(T (x))} ≤ τ1 ‖ x− T (x) ‖2,
∀x ∈ X con ‖ x− T (x) ‖≤ τ2
vale se e solo se esistono scalari positivi τ3, τ4 tali che vale
d(x, X∗) ≤ τ3 ‖ Rα(x) ‖, ∀x ∈ X con ‖ Rα(x) ‖≤ τ4 (3.29)
Per il teorema 12 in [17] per α ∈
(
0,
1
λ
)
, la successione generata
dall’algoritmo converge ad un elemento di X∗.
Corollario 3.3.1. [31] Assumiamo che F sia monotona e lipschitziana
su X con costante λ. Assumiamo, inoltre, che per ogni α ∈ (0, +∞) ,
esitano scalari positivi tali che valga (3.29). Allora, per ogni x0 ∈ X
e per ogni α ∈
(
0,
1
λ
)
, la successione generata {xk} converge ad un
elemento di X∗ almeno linearmente.
.
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3.3.1 Il metodo dell’extragradiente modificato da Khobotov
Come per il metodo dell’extragradiente, Khobotov considera come pas-
so
xk+1 = PrX(x
k − αkF (PrX(xk − αkF (xk)))) (3.30)
con la differenza che la costante αk dipende dal passo. Poniamo
xk = PrX(x
k − αkF (xk)).
Teorema 3.3.1. [16] Sia X un sottoinsieme convesso di Rn e
F : X −→ Rn
monotona. Sia x0 ∈ X e {xk} la successione definita dal passo (3.30).
Allora, per ogni successione {αk} non negativa e per ogni x∗ soluzione
di V I(F, X), abbiamo
‖ xk+1−x∗ ‖2≤‖ xk−x∗ ‖2 − ‖ xk−xk ‖2
{
1− α2k
‖ F (xk)− F (xk) ‖2
‖ xk − xk ‖2
}
.
Inoltre se αk e` tale che
0 < αk ≤ min
{
α, 
‖ xk − xk ‖
‖ F (xk)− F (xk) ‖
}
. (3.31)
con  ∈ (0, 1) e α uguale al massimo valore del passo ed e` costante, allo-
ra il metodo di Khobotov e` convergente a una soluzione x∗ di VI(F,X),
cioe`
lim
k→∞
min
x∗
‖ x∗ − xk ‖= 0.
Dimostrazione. Per la proprieta` delle proiezioni su un insieme convesso
X vale:
〈x− PrX(x), v − PrX(x)〉 ≤ 0. (3.32)
Segue che
‖ x− v ‖2=‖ x− PrX(x) + PrX(x)− v ‖2=‖ x− PrX(x) ‖2 −
2〈x− PrX(x), v − PrX(x)〉+ ‖ v − PrX(x) ‖2≥
‖ x− PrX(x) ‖2 + ‖ v − PrX(x) ‖2 .
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Ponendo v = x∗ e x = xk − αkF (xk), otteniamo
‖ xk − αkF (xk)− x∗ ‖2≥‖ xk − αkF (xk)− xk+1 ‖2 + ‖ x∗ − xk+1 ‖2,
che porta a
‖ xk+1 − x∗ ‖2≤‖ xk − αkF (xk)− x∗ ‖2 − ‖ xk − αkF (xk)
−xk+1 ‖2=‖ xk − x∗ ‖2 − ‖ xk − xk+1 ‖2 +2αk〈F (xk), x∗ − xk+1〉.
(3.33)
Poiche´ F e` monotono, abbiamo
0 ≤ 〈F (x)− F (x∗), x− x∗〉 = 〈F (x), x− x∗〉
−〈F (x∗), x− x∗〉 ≤ 〈F (x), x− x∗〉, x ∈ X.
Per cui
〈F (xk), x∗ − xk+1〉 = 〈F (xk), x∗ − xk〉+ 〈F (xk), xk − xk+1〉
≤ 〈F (xk), xk − xk+1〉.
Con alcune minorazioni, dalla (3.33) abbiamo
‖ xk+1 − x∗ ‖2≤‖ xk − x∗ ‖2 − ‖ xk − xk ‖2 −
‖ xk − xk+1 ‖2 +2αk ‖ F (xk)− F (xk) ‖‖ xk+1 − xk ‖2 . (3.34)
Quindi per ogni xk+1, xk,xk, αk, abbiamo
‖ xk+1−xk ‖2 +α2k ‖ F (xk)−F (xk) ‖2≥ 2αk ‖ F (xk)−F (xk) ‖‖ xk+1−xk ‖ .
Dalla (3.34) otteniamo
‖ xk+1 − xk ‖2≤‖ xk − x∗ ‖2 − ‖ xk − xk ‖2 −
‖ xk − xk+1 ‖2 + ‖ xk+1 − xk ‖2 +α2k ‖ F (xk)− F (xk) ‖2 . (3.35)
Consideriamo l’insieme
Rk(x
∗) = {x|x ∈ X ∩Rk(x∗)}
dove Rk(x
∗) = {x| ‖ x− x∗ ‖2≤‖ xk − x∗ ‖2}.
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Per k = 0, grazie alla (3.33), l’insieme R0(x
∗) e` limitato.
Definiamo ora l’insieme
R̂0(x
∗) = {x|x = PrX(x− α˜b˜0), x ∈ R0(x∗), b˜0 ∈M0}
dove 0 ≤ α˜ ≤ α e
M0 = {z|z ∈ Rn, ‖ z ‖≤ max
x
‖ F (x) ‖, x ∈ R0(x∗)}.
Allora per ogni b˜0 ∈ M0, x ∈ R0(x∗), l’insieme R̂0(x) e` limitato, e
R0(x
∗) ⊂ R̂0(x∗). Esiste, quindi, una costante L0 <∞ tale che
‖ F (x0)− F (x0) ‖≤ L0 ‖ x0 − x0 ‖ (3.36)
per ogni x0, x0 ∈ R̂0(x∗).
Allora per k = 0 otteniamo dalla (3.35)
‖ x1 − x∗ ‖2≤‖ x0 − x∗ ‖2 − ‖ x0 − x0 ‖2 (1− α20L20).
Possiamo quindi scegliere α0 in modo che 1−α20L20 > 0. Nel nostro caso
il punto x1 sta in R0(x
∗), quindi R1(x
∗) ⊂ R0(x∗), x0 6= x0. Possiamo
quindi scegliere α0 in modo che verifichi
0 < α0 ≤ min{α, 
L0
}, 0 <  < 1.
Inoltre dalla (3.35), ponendo k = 0 e x0 6= x0, abbiamo
‖ x1−x0 ‖2≤‖ x0−x∗ ‖2 − ‖ x0−x0 ‖2
(
1− α0 ‖ F (x
0)− F (x0) ‖2
‖ x0 − x0 ‖2
)
,
se inoltre
0 < α0 ≤ min
{
α, 
‖ x0 − x0 ‖
‖ F (x0)− F (x0) ‖
}
,  = const, 0 <  < 1
e` chiaro che x1 ∈ R0(x∗).
Dalla (3.36)
1
L0
≤ ‖ x
0 − x0 ‖
‖ F (x0)− F (x0) ‖ .
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Se xk = xk ad una qualche iterazione del metodo con αk 6= 0, allora
xk e` soluzione della V I(F, X). Per cui dalla proprieta` delle proiezioni
(3.32), dato v ∈ X e x = xk − F (xk), abbiamo
〈xk − αkF (xk)− xk, v − xk〉 ≤ 0.
Segue che, con xk = xk, abbiamo 〈F (xk), v − xk〉 ≥ 0 per ogni v ∈ X.
Questo significa che xk e` soluzione della V I(F, X).
Consideriamo, ora, l’insieme
R̂1(x
∗) = {x|x = PrX(x− α˜b˜1), x ∈ R1(x∗), b˜1 ∈M1}
dove 0 ≤ α˜ ≤ α e
M1 = {z|z ∈ Rn, ‖ z ‖≤ max
x
‖ F (x) ‖, x ∈ R1(x∗)}.
L’insieme R̂1(x
∗) ⊂ R̂0(x∗), poiche´ R1(x∗) ⊂ R0(x∗), mentre
max
ex
‖ F (x˜) ‖≤ max
x
‖ F (x) ‖, x˜ ∈ R1(x∗), x ∈ R0(x∗).
Ripetendo questa procedura per k = 2, 3.., troviamo che ad ogni it-
erazione, αk puo` essere scelto in accordo con la condizione (3.31), in
modo che
Rk(x
∗) ⊂ ... ⊂ R0(x∗) e R˜k(x∗) ⊂ .. ⊂ R˜0(x∗)
per ogni k, dove
R̂k(x
∗) = {x|x = PX(x− α˜b˜k), x ∈ Rk(x∗), b˜k ∈Mk}
mentre
Mk = {z|z ∈ Rn, ‖ z ‖≤ max
x
‖ F (x) ‖, x ∈ Rk(x∗)}.
Poiche´ gli R̂k(x
∗) sono limitati, esistono Lk < ∞ tali che ‖ F (xk) −
F (xk) ‖≤ Lk ‖ xk − xk ‖ per ogni xk, xk ∈ R̂k(x∗), e poiche´ Rk(x∗) ⊂
... ⊂ R0(x∗), allora L0 ≥ ... ≥ Lk.
Esiste cos`ı una costante α̂ = min{α, /L0}, 0 <  < 1, tale che, ad ogni
iterazione, possiamo scegliere αk secondo la (3.31) in modo che
0 < α̂ ≤ αk ≤ min
{
α, 
‖ xk − xk ‖
‖ F (xk)− F (xk) ‖
}
. (3.37)
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Allora dalla (3.35) abbiamo
‖ xk+1−x∗ ‖2≤‖ xk−x∗ ‖2 − ‖ xk−x∗ ‖2
(
1− α2k
‖ F (xk)− F (xk) ‖
‖ xk − xk ‖
)
.
(3.38)
Grazie alla (3.37) e alla (3.38) valgono per, k →∞, xk+1 → x∗ oppure
‖ xk − xk ‖→ 0. Se vale la prima il teorema e` dimostrato. Se la
seconda e` vera e αk ≥ α̂ troviamo 〈xk − αkF (xk)− xk, v − xk〉 ≤ 0
per ogni v ∈ X. Inoltre, per k → ∞, per ogni v ∈ X, abbiamo
〈F (xk), v − xk〉 ≥ 0. Questo significa che x̂ e` soluzione della V I(F, X),
dove
x̂ = lim
k→∞
xk. (3.39)
Nella dimostrazione del teorema precedente, ad ogni iterazione k e`
possibile trovare un sottoinsieme compatto di X, Xk, dove F sia lip-
schitziana. Denotiamo con Lk la costante di Lipschitz all’iterazione
k−esima dell’algoritmo. Poiche´ per ogni k vale Xk+1 ⊂ Xk, segue che
L0 ≥ L1 ≥ .. ≥ Lk ≥ ...
C’e` cos`ı una costante α˜ ∈ (0, β/L0), con β ∈ (0, 1) tale che ad ogni
iterazione noi possiamo scegliere αk in tale modo da far valere:
0 < α˜ ≤ αk ≤ min
{
α, β
‖ xk − xk ‖
‖ F (xk)− F (xk) ‖
}
,
dove α e` costante e varia da problema a problema. Il seguente algoritmo
mostra come trovare α4:
4Nella prima iterazione scegliamo α costante arbitraria
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Algoritmo per α
Passo 1: Poniamo α = αk−1
Calcoliamo F (xk)
e troviamo x:
x = PrX(x
k)− αF (xk),
con α = α.
Calcoliamo F (x).
Passo 2: Se F (x) = 0 allora x e` soluzione di V I(F,X).
Altrimenti andiamo al passo 3.
Passo 3: Se α > β
‖ xk − xk ‖
‖ F (xk)− F (xk) ‖ applichiamo una regola di
riduzione di α fino a che la disequazione non vale
e andiamo al passo 2.
Passo 4: Se la disequazione del passo 3 non vale poniamo αk = α
e incrementiamo:
xk+1 = PrX(x
k − αF (x)).
Vogliamo mostrare un regola di riduzione per α che possiamo uti-
lizzare al Passo 3 dell’algoritmo. Questa regola e` stata introdotta in
[19] e suggerisce di prendere
α = min
{
α
2
,
1√
2
‖ xk − xk ‖
‖ F (xk)− F (xk) ‖
}
Notiamo che questa regola non e` sempre effettiva, infatti se nella pri-
ma iterazione αk assume valori piccoli, questo valore non cambia nelle
iterazioni successive. In [30] viene mostrata un scelta iniziale diversa
dell’ α del Passo 1, cioe` il passo 1 viene modificato scegliendo:
α = αk−1 +
(
β
‖ xk−1 − xk−1 ‖
‖ F (xk−1 − F (xk−1 ‖ − αk−1
)
γ,
dove γ ∈ (0, 1), β ∈ (0, 1).
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La regola di riduzione di α diventa quindi:
α = max
{
α˜, min
{
ξα, β
‖ xk−1 − xk−1 ‖
‖ F (xk−1 − F (xk−1 ‖
}}
,
dove ξ ∈ (0, 1).
3.3.2 Il metodo dell’extragradiente modificato da Tseng e
Solodov
In questa sezione mostriamo una nuova classe di metodi per risolvere
le V I(F, X) proposta in [29]. L’idea e` quella di scegliere una matrice
P definita positiva, simmetrica e n× n, e un punto iniziale x ∈ Rn. Il
Passo due del metodo dell’extragradiente, diventa, quindi:
xk+1 = xk − γP−1(Tα(xk)− Tα(PrX(xk − αF (xk))),
dove γ e` una costante positiva dipendente dall’iterazione e Tα = I−αF
fortemente monotona con α ∈ (0,∞).
L’ algoritmo che presentiamo richiede che F sia lipschitiziana e α e`
fissato. Questi metodi richiedono solo una proiezione per iterazione
e hanno il vantaggio di poter scegliere la matrice P in modo da poter
accelerare la convergenza. Chiamiamo X∗ l’insieme delle soluzioni della
V I(F, X).
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Algoritmo
Passo 1: Scegliamo x0 ∈ Rn, P definita positiva, simmetrica e n× n.
Scegliamo θ ∈ (0, 2) e α ∈ (0, 1/λ), dove λ soddisfa:
〈x− z, F (x)− F (z)〉 ≤ λ ‖ x− z ‖2, ∀x, z ∈ Rn.
(Ad esempio λ uguale alla costante di Lipschitz).
Poniamo k := 0
Passo 2: Incrementiamo xk:
xk+1 = xk − γkP−1(xk − PrX(xk − αF ((xk)))−
αF (xk) + αF (PrX(x
k − αF (xk))).
dove
γk = θ(1− αλ) ‖ P−1/2(xk − PrX(xk − αF (xk))− αF (xk)+
αF (PrX(x
k − αF (xk))) ‖−2‖ xk − PrX(xk − αF (xk) ‖2.
Passo 3: Se |xk − xk−1| ≤ , per qualche  > 0 allora STOP;
altrimenti poniamo k := k + 1 e andiamo al passo 2
Teorema 3.3.2 (Convergenza). Sia F monotona e lipschitziana e
sia X∗ l’insieme delle soluzioni di V I(F, X) non vuoto. Allora la
successione {xk} generata dall’algoritmo converge ad un elemento di
X∗.
Dimostrazione. Sia x∗ ∈ X∗. Per ogni k ∈ {0, 1, ...} abbiamo:
‖ xk − x∗ ‖P = ‖ xk − x∗ − γkP−1(xk − PrX(xk − αF ((xk)))− αF (xk)
+ αF (PrX(x
k − αF (xk))) ‖P
= ‖ xk − x∗ ‖2P −2γk(xk − x∗)T (xk − PrX(xk − αF ((xk)))
− αF (xk) + αF (PrX(xk − αF (xk)))
+ γ2k ‖ P−1/2(xk − PrX(xk − αF ((xk)))− αF (xk)
+ αF (PrX(x
k − αF (xk))) ‖2 .
Per le proprieta` della proiezione,
0 ≤ 〈y − PrX(xk − αF (xk)), αF (xk) + PrX(xk − αF (xk))− xk〉, ∀y ∈ X.
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Poiche´ x∗e` soluzione di V I(F, X), abbiamo
0 ≤ 〈y − x∗, F (x∗)〉, ∀y ∈ X.
Prendendo y = x∗ nella prima disequazione e
y = PrX(x
k − αF (xk))− xk
nella seconda, aggiungendo le risultanti disequazioni, abbiamo:
0 ≤ 〈x∗ − PrX(xk − αF (xk)), αF (xk) + PrX(xk − αF (xk))− xk〉
+ α〈PrX(xk − αF (xk))− x∗, F (x∗)〉
= α〈x∗ − PrX(xk − αF (xk)), F (PrX(xk − αF (xk)))− F (x∗)〉
+ 〈x∗ − xk, αF (xk) + PrX(xk − αF (xk))− xk
− αF (PrX(xk − αF (xk)))〉
+ α〈xk − PrX(xk − αF (xk)),−F (PrX(xk − αF (xk))) + F (xk)〉
− ‖ xk − PrX(xk − αF (xk))) ‖2
≤ 〈x∗ − xk, αF (xk) + PrX(xk − αF (xk))− xk
− αF (PrX(xk − αF (xk)))〉
+ α〈xk − PrX(xk − αF (xk)),−F (PrX(xk − αF (xk))) + F (xk)〉
− ‖ xk − PrX(xk − αF (xk))) ‖2
≤ 〈x∗ − xk, αF (xk) + PrX(xk − αF (xk))− xk
− αF (PrX(xk − αF (xk)))〉
− (1− αλ) ‖ xk − PrX(xk − αF (xk))) ‖2,
quindi
‖ xk+1 − x∗ ‖2P ≤ ‖ xk − x∗ ‖2P −2γk(1− αλ)
‖ xk − PrX(xk − αF (xk))) ‖2
+ γ2k ‖ P−1/2(xk − PrX(xk − αF ((xk)))− αF (xk)
+ αF (PrX(x
k − αF (xk))) ‖−2
‖ xk − PrX(xk − αF (xk))) ‖4 .
Poiche´ quest’ultima vale per ogni k , segue che ‖ xk − x∗ ‖P e` non
crescente e che ‖ xk − PrX(xk − F (xk)) ‖→ 0 per k → ∞. Questo
mostra che {xk} e` limitata e ogni punto che soddisfa
xk − PrX(xk − F (xk)) = 0
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sta in X∗. Scegliendo x∗ in modo che
x∗ − PrX(x∗ − F (x∗)) = 0,
concludiamo che ‖ xk − x∗ ‖→ 0 per k → ∞, cioe` la successione
generata converrge a x∗.
Questo metodo non e` molto pratico da usare, a causa del non sempre
facile calcolo di λ. Per ovviare a questo fatto presentiamo un secondo
algoritmo in cui α non e` fissato, ma per la convergenza richiede solo la
monotonia e la continuita` di F , mantenedo le proprieta` dell’algoritmo
sopra presentato.
Algoritmo
Passo 1: Scegliamo x0 ∈ Rn,
P definita positiva, simmetrica e n× n.
Scegliamo θ ∈ (0, 2) e α−1 ∈ (0,∞), ρ ∈ (0, 1) e β ∈ (0, 1).
Scegliamo αk come il piu` grande α ∈ {αk−1, αk−1β, αk−1β2, ....}
tale che
α〈xk − PrX(xk − αF (xk)), F (xk)− F (PrX(xk − αF (xk))〉
≤ (1− ρ) ‖ xk − PrX(xk − αF (xk)) ‖2
per ogni α ∈ (0,∞).
Poniamo k := 0
Passo 2: Incrementiamo xk:
xk+1 = xk − γkP−1(xk − PrX(xk − αkF ((xk))− αkF (xk)
+αkF (PrX(x
k − αkF (xk))), dove
γk = θρ ‖ P−1/2(xk − PrX(xk − αkF (xk))− αkF (xk)+
αkF (PrX(x
k − αkF (xk))) ‖−2‖ xk − PrX(xk − αkF (xk) ‖2.
Passo 3: Se |xk − xk−1| ≤ , per qualche  > 0 allora STOP;
altrimenti poniamo k := k + 1 e andiamo al passo 2.
La condizione che ci permette di trovare α puo` essere vista come una
locale approssimazione della condizione dell’algoritmo precedente:
α < 1/λ.
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Infatti se poniamo
λk =
(〈xk − PrX(xk − αF (xk)), F (xk)− F (PrX(xk − αF (xk))〉
‖ xk − PrX(xk − αkF (xk) ‖2
allora la condizione su α del secondo algoritmo si riduce a:
α ≤ (1− ρ)/λk.
Teorema 3.3.3. Assumiamo che F sia monotona e continua e che
l’insieme delle soluzioni X∗ di V I(F, X) sia non vuoto. Allora la
successione {xk} generata dall’algoritmo converge ad un elemento di
X∗.
Dimostrazione. Osserviamo che per ogni iterazione k, la disequazione
al Passo 1 dell’algoritmo vale per α abbastanza piccolo, quindi gli αk
sono ben definiti. Per dimostrare cio` notiamo che
PrX(x
k − αF (xk))→ PrX(xk)
per α→ 0, quindi se xk 6∈ X il membro destro della disequazione tende
ad un limite positivo, mentre il membro sinistro tende a zero per α→ 0
e quindi l’osservazione e` dimostrata.
Se xk ∈ X, cioe´ xk = PrX(xk), allora, poiche´ F e` continua e
PrX(x
k − αF (xk))→ PrX(xk) = xk
per α→ 0, abbiamo
‖ F (xk) ‖‖ F (xk)− F (PrX(xk − αF (xk))) ‖≤ (1− ρ) ‖ r(xk) ‖2
dove r(xk) = xk − PrX(xk − F (xk)). Per ogni α vale
〈α(xk − PrX(xk − αF (xk))), F (xk)− F (PrX(xk − αF (xk)))〉
= 〈α(PrX(xk)− PrX(xk − αF (xk))), F (xk)− F (PrX(xk − αF (xk)))〉
≤ α2 ‖ F (xk) ‖‖ F (xk)− F (PrX(xk − αF (xk))) ‖
≤ α2(1− ρ) ‖ r(xk) ‖2
≤ (1− ρ) ‖ xk − PrX(xk − αF (xk)) ‖2 .
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Sia x∗ un elemento di X∗. Per ogni k, come nella dimostrazione del
teorema precedente, abbiamo
‖ xk+1 − x∗ ‖2 ≤ ‖ xk − x∗ ‖2 (3.40)
− θ(2− θ)ρ2 ‖ xk − PrX(xk − αF (xk)) ‖4(3.41)
‖ P−1/2(xk − PrX(xk − αkF (xk)) (3.42)
− αkF (xk) (3.43)
+ αkF (PrX(x
k − αkF (xk))) ‖−2 . (3.44)
Cos`ı la successione {xk} e` limitata e la successione
{‖ xk − PrX(xk − αkF (xk)) ‖} → 0.
Inoltre la successione {αk} e` non crescente, quindi ha un limite che
chiamiamo α∞. Nel caso in cui α∞ > 0, poiche´
{‖ xk − PrX(xk − αkF (xk)) ‖} → 0
e poiche´ F e l’operatore proiezione sono continui, abbiamo che ogni
punto di accumulazione x∞ della successione {xk} soddisfa:
x∞ = PrX(x
∞ − α∞F (x∞)),
e quindi sta in X∗.
Nel caso in cui α∞ = 0 supponiamo per assurdo che ogni punto di
accumulazione di {xk} non stia in X∗. Poiche´ α∞ = 0, deve esistere
una sottosuccessione K di {0, 1, 2, ..., } che soddisfa αk < αk−1 per ogni
k ∈ K e a meno di sottosuccessione possiamo assumere che {xk}k∈K
converga ad un qualche x∞ 6∈ X∗. Poiche´ x∞ 6∈ X∗, per la continuita` di
F e per il fatto che la disequazione al Passo 1 dell’algoritmo vale per
α abbastanza piccolo, per ogni k ∈ K abbastanza grande (quindi xk
vicino a x∗ e αk−1 abbastanza piccolo) abbiamo che α = αk−1 soddisfa
la disequazione al Passo 1. Questo implica che possiamo scegliere
αk = αk−1 per ogni k ∈ K, ma cio` e` in contraddizione con le ipotesi
fatte su K. Quindi la successione {xk} ha almeno un punto di ac-
cumulazione, detto x∞, che sta in X∗. Ponendo x∗ = x∞ in (3.40),
otteniamo che la successione {‖ xk − x∗ ‖} e` non crescente. Poiche´
questa successione ammette una sottosuccessione convergente a zero,
l’intera successione converge a zero.
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3.4 Metodi di discesa
Gli algoritmi finora discussi generavano la successione {xk} risolvendo
delle VI(F,X) che, purtroppo, non sono sempre facili risolvere.
I problemi di ottimizzazione (equivalenti ad una V I(F, X)) possono
essere risolti con algoritmi di discesa che possiedono una convergenza
globale. Tali metodi si basano sulla ricerca di una direzione di discesa
d. Come spiegato nel primo capitolo, se F e` il gradiente di una fun-
zione f differenziabile, il problema diventa quello di minimizare tale
funzione. Una condizione necessaria e sufficente per fare cio` e` che ∇F
sia simmetrico per ogni x. Quando cio` non avviene vengono introdotte
le funzioni “gap” e quelle “gap” regolarizzate e il problema diventa:
min
x∈X
fα(x).
I metodi di discesa considerano l’iterazione:
xk+1 = xk + αkd
k
dove se ∇fα(xk) 6= 0, dk e` una direzione di discesa, cioe` soddisfa:
〈dk,∇fα(xk)〉 < 0 se ∇fα(xk) 6= 0
dk = 0 se ∇fα(xk) = 0
In [10] e` stato introdotto un metodo di discesa per risolvere le
V I(F, K) con operatore asimmetrico. Tale metodo utilizza le “gap”
regolarizzate ed e` globalmente convergente.
Consideriamo G una matrice n × n simmetrica e definita positiva, e
definiamo fG : R
n −→ R la seguente funzione “gap” regolarizzata:
fG(x) = sup{〈F (x), x− y〉 − 1
2
〈y − x, G(y − x)〉|y ∈ X}. (3.45)
Se F ∈ C1, il gradiente di fG e`:
∇fG(x) = F (x)− [∇F (x)−G]T (H(x)− x).
Consideriamo il vettore d:
d = PrX(x−G−1F (x))− x. (3.46)
come direzione di discesa. Chiamo H(x) = PrX(x−G−1F (x)).
63
Proposizione 3.4.1. Sia F : Rn −→ Rn, F ∈ C1. Se ∇F (x) e`
definita positiva su X, allora per ogni x ∈ X il vettore d = H(x) − x
soddisfa:
〈∇fG(x), d〉 < 0
con d 6= 0. In piu`, se F e` fortemente monotona con modulo µ > 0 su
X, per ogni x ∈ X vale:
〈∇fG(x), d〉 < −µ ‖ d ‖2 .
Dimostrazione. Da (3.45) e (3.46), abbiamo:
〈∇fG(x), d〉 = 〈F (x) + G(H(x)− x), H(x)− x〉
− 〈∇F (x)(H(x)− x), H(x)− x〉.
Poiche´ H(x) = PrX(x−G−1F (x)), dall’osservazione (1.4.1) segue:
〈x−G−1F (x)−H(x), G(y −H(x))〉 ≤ 0, ∀y ∈ X
che implica
〈F (x) + G(H(x)− x), H(x)− x〉 ≤ 0.
Combinando le precedenti disequazioni, otteniamo
〈∇fG(x), d〉 ≤ −〈∇F (x)(H(x)− x), H(x)− x〉 = −〈∇F (x)d, d〉.
Se ∇F e` definita positiva, ho la tesi. Per l’osservazione (3.8.3), se F e`
fortemente monotona, allora:
〈∇fG(x), d〉 < −µ ‖ d ‖2 . (3.47)
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Algoritmo
Passo 1: Scegliamo x0 ∈ X e fissiamo un  ∈ (0, 1).
Sia k = 0
Passo 2: Cerchiamo tk ∈ [0, 1] risolvendo:
fG(x
k + tkdk) = min{fG(xk + tdk)0 ≤ t ≤ 1}
Passo 3: Poniamo xk+1 = xk + tkdk dove dk = H(xk)− xk
Passo 4: Se ‖ xk − xk+1 ‖<  STOP,
altrimenti vai Passo 2.
Teorema 3.4.1. [10] Se X e` compatto e F : Rn −→ Rn, F ∈ C1 e
∇F e` definita positiva per ogni x ∈ X, allora, per ogni punto iniziale
x0 ∈ X, la successione {xk} sta in X e converge all’unica soluzione di
V I(F, X).
Se F e` fortemente monotona, possiamo stabilire la convergenza con-
siderando la seguente regola di Armijo:
sia α > 0 e 0 < β < 1 costanti. Dato il punto xk e la direzione dk
dell’iterazione k-esima, determiniamo tk come tk = βlk dove lk e` il piu`
piccolo intero non negativo l tale che:
fG(x
k + tkdk) ≤ fG(xk)− αβl ‖ dk ‖2 . (3.48)
Teorema 3.4.2. Sia {xk} la successione generata dall’iterazione xk+1 =
xk + tkdk, dove dk = H(xk)−xk e tk sono definiti dalla regola di Armi-
jo. Supponiamo che X sia compatto e che F : Rn −→ Rn sia F ∈ C1
e fortemente monotona con modulo µ > 0 su X. Supponiamo, inoltre,
che F e ∇F siano lipschitziane su X. Allora la successione {xk} sta in
X e converge all’unica soluzione di V I(F, X), per ogni punto iniziale
x0 ∈ X, se la costante α e` scelta tale che α < µ.
Dimostrazione. Poiche´ le proprieta` delle proiezioni e la lipschitzianita`
di F ci assicurano che H e` lipschitziana, segue che ∇fG e` lipschitziana
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e quindi esiste una costante L > 0 tale che
‖ ∇fG(x)−∇fG(x′) ‖≤ L ‖ x− x′ ‖, ∀x, x′ ∈ X.
Dalla (3.47) e dalla lipschitzianita` di ∇fG segue, per 0 ≤ t ≤ 1,
fG(x
k + tk)− fG(xk) =
∫ t
0
〈∇fG(xk + sdk), dk〉ds
= t〈∇fG(xk, dk〉
+
∫
1
0
〈∇fG(xk + sdk)−∇fG(xk), dk〉ds
≤ −µt ‖ dk ‖2 +
∫
1
0
Ls ‖ dk ‖2 ds
= (−µt + 1
2
Lt2) ‖ dk ‖2 .
Quindi
fG(x
k + tdk) ≤ fG(xk)− αt ‖ dk ‖2
vale per ogni t tale che 0 ≤ t ≤ min{1, 2(µ−α)/L}, con α < µ. Quindi
poiche´ tk = βlk , vale
tk > min{β, 2β(µ− α)/L} (3.49)
per ogni k.
Poiche´ tk ≤ 1, la convessita` di X ci assicura che la successione {xk}
generata dall’algoritmo e` contenuta in X. La (3.48) implica
fG(x
k + 1) ≤ fG(xk)− αtk ‖ dk ‖2 . (3.50)
Dalla (3.49) e dalla (3.50) segue
lim
k→∞
‖ dk ‖= 0. (3.51)
Dalla compattezza di X segue che la successione {xk} ha almeno un
punto di accumulazione. In piu`, poiche´ dk = H(xk) − xk e poiche´ la
mappa H e` continua, la (3.51) implica che ogni tale punto di accumu-
lazione e` un punto fisso per H. Dal teorema 2.3.4 segue che ogni punto
di accumulazione della successione {xk} risolve la V I(F, X). Poiche´ la
forte monotonia di F garantisce l’unicita` della soluzione della V I, al-
lora la successione generata dall’algoritmo converga all’unica soluzione
della V I(F, X).
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3.4.1 Un metodo di Newton globalmente convergente
Sia F ∈ C1(X) e fortemente monotona su X. Fissato x ∈ X conside-
riamo la seguente:
〈F (x) +∇F (x)T (z − y), y − z〉 ≥ 0 ∀y ∈ X. (3.52)
Questa disequazione ha un’unica soluzione z che denotiamo con Z(x).
Sia fG la funzione “gap” regolarizzata del metodo precedente (3.45).
Poniamo per semplicita` fG = f . Il metodo illustrato in questa sezione
incorpora la regola di tipo Armjio con il metodo di Newton.
Proposizione 3.4.2. Se F ∈ C1(X) e se F e` fortemente monotona su
X, allora la mappa Z : X −→ X e` continua su X. Inoltre, x e` soluzione
di VI(F,X) se e solo se x soddisfa x = Z(x).
Dimostrazione. La prima parte del teorema la troviamo dimostrata in
[13]
Per provare la seconda parte supponiamo che x = Z(x). Dalla (3.52)
segue
〈F (x), y − x〉 ≥ 0 ∀x ∈ X.
Quindi x e` soluzione della V I(F, X). Viceversa, supponiamo che x
risolva la V I(F, X). Allora poiche´ Z(x) ∈ X, segue
〈F (x), Z(x)− x〉 ≥ 0.
Inoltre segue anche che
〈F (x) +∇F (x)T (Z(x)− x), x− Z(x)〉 ≥ 0.
Sommando le due disequazioni, otteniamo
〈Z(x)− x,∇F (x)T (Z(x)− x)〉 ≤ 0.
Poiche´ la forte monotonia di F ci assicura che ∇F e` definita positiva,
segue che
x = Z(x).
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Proposizione 3.4.3. Sia x∗ una soluzione di V I(F, X). Se F e` forte-
mente monotona con modulo µ su X, allora f soddisfa
f(x) ≥ (µ− 1
2
‖ G ‖) ‖ x− x∗ ‖2, ∀x ∈ X.
In particolare, se la matrice G e` scelta tale che ‖ G ‖< 2µ, allora
lim
x∈X,‖x‖→∞
f(x) = +∞.
Dimostrazione. Dalla definizione di forte monotonia, abbiamo
〈F (x)− F (x∗), x− x∗〉 ≥ µ ‖ x− x∗ ‖2, ∀x ∈ X,
e poiche´ x∗ e` una soluzione della V I(F, X), vale
〈F (x∗), x− x∗〉 ≥ 0 ∀x ∈ X.
Sommando queste due disequazioni, otteniamo
〈F (x), x− x∗〉 ≥ µ ‖ x− x∗ ‖2 ∀x ∈ X. (3.53)
Poiche´ 〈x− x∗, G(x− x∗)〉 ≤‖ G ‖‖ x∗ − x ‖2, per la (3.53) e la (3.45)
abbiamo
f(x) ≥ −〈F (x), x∗ − x〉 − 1
2
〈x∗ − x, G(x∗ − x)〉
≥ µ ‖ x− x∗ ‖2 −1
2
‖ G ‖‖ x− x∗ ‖2
= (µ− 1
2
‖ G ‖) ‖ x− x∗ ‖2 .
I seguenti risultati mostrano che la direzione dk = Z(xk)−xk e` una
direzione di discesa e che il numero αk puo` essere trovato in un numero
finito di passi.
Lemma 3.4.1. Sia F fortemente monotona con modulo µ su X. Se xk
non e` soluzione di V I(F, X), allora il vettore dk = Z(xk)−xk soddisfa:
〈∇f k, dk〉 < −(µ− 1
2
‖ G ‖) ‖ dk ‖2,
dove f k = f(xk).
In particolare, se la matrice G e` scelta sufficentemente piccola da sod-
disfare ‖ G ‖≤ 2µ, allora dk e` una direzione di discesa per f .
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Algoritmo
Passo 1: Scegliamo x0 ∈ X, β ∈ (0, 1), γ ∈ (0, 1), σ ∈ (0, 1) e k = 0.
Fissiamo  ∈ (0, 1)
Passo 2: Cerchiamo Z(xk) che risolve:
〈F (xk) +∇F (xk)T (Z(xk)− xk), x− Z(xk)〉 ≥ 0 ∀x ∈ X,
poniamo dk = Z(xk)− xk
Passo 3: Se f(xk + dk) ≤ γf(xk) poniamo αk = 1 e andiamo al Passo 5,
altrimenti andiamo al passo 4
Passo 4: Poniamo m = 0 e cerchiamo m nel modo seguente: fintanto che
f(xk)− f(xk + βmdk) < −σβm〈∇f(xk), dk〉 poniamo
m = m + 1 .
Sia, quindi, α = βm e andiamo al Passo 5.
Passo 5: xk+1 = xk + αkd
k; k = k + 1.
Se ‖ xk − xk+1 ‖<  allora STOP.
Altrimenti vai al Passo 2.
Dimostrazione. Per semplicita` di scrittura omettiamo l’esponente k in
xk e dk. Poiche´ d = Z(x)− z, segue
〈∇f(x), d〉 = F (x)Z(x)− x− 〈(∇F (x)T −G)(Z(x)− x), H(x)− x〉
= 〈F (x) +∇F (x)T (Z(x)− x), Z(x)− x〉
− 〈Z(x)− x,∇F (x)T (Z(x)− x)〉
+ 〈F (x) +∇F (x)T (Z(x)− x), x−H(x)〉
− 〈F (x), x−H(x)〉 − 〈G(Z(x)− x), x−H(x)〉
= −〈F (x) +∇F (x)T (Z(x)− x), H(x)− Z(x)〉
+ {〈F (x), H(x)− x〉+ 1
2
〈H(x)− x, G(H(x)− x)〉}
− 〈d,∇F (x)d〉+ 1
2
〈d, Gd〉 − 1
2
‖ Z(x)−H(x) ‖2G .
Per come e` definita Z, −〈F (x) +∇F (x)T (Z(x)− x), H(x)− Z(x)〉 e`
non positivo; per la definizione di f ,
{〈F (x), H(x)− x〉+ 1
2
〈H(x)− x, G(H(x)− x)〉}
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e` uguale a −f(x), che e` strettamente negativo, quindi
〈∇f(x), d〉 < −〈d,∇F (x)d〉+ 1
2
〈d, Gd〉.
Poiche` F e` fortemente monotona, 〈d,∇F (x)d〉 ≥ µ ‖ d ‖2 e poiche´
〈d, Gd〉 ≤‖ g ‖‖ d ‖2 abbiamo
〈∇f(x), d〉 < −(µ− 1
2
‖ G ‖) ‖ dk ‖2 .
L’ultima parte del lemma segue immediatamente.
Nel seguente teorema supponiamo che non ci sia un criterio di
convergenza e quindi che l’algoritmo generi un successione infinita di
punti.
Teorema 3.4.3 (Convergenza globale). Sia F ∈ C1 e fortemente
monotona con modulo µ su X. Se la matrice G e` scelta in modo da
soddisfare ‖ G ‖< 2µ, allora per ogni punto iniziale x0 ∈ X, la suc-
cessione {xk}, generata dall’algoritmo, sta in X e converge all’unica
soluzione del problema V I(F, X).
Dimostrazione. Poiche´ xk e xk + dk sono entrambi su X e poiche´
0 ≤ αk ≤ 1,
segue dalla convessita` di X che la successione {xk} e` interamente con-
tenuta in X. In piu` dal lemma 3.4.1 e dal passo 4, la successione
{f(xk)} e` non crescente. Questo, insieme alla proposizione 3.4.3 impli-
ca che {xk} e` limitata, e quindi ha almeno un punto di accumulazione.
Se f(xk + dk) ≤ γf(xk) viene soddisfatta molte volte, allora
lim
k→∞
f(xk) = 0.
Poiche´ f e` continua, f(x) = 0 per ogni punto di accumulazione x di
{xk}. In piu` per come e` definita f , x e` una soluzione di V I(F, X). Per
la forte monotonia di F , la V I(F, X) ha un’unica soluzione, quindi la
successione {xk} converge all’unica soluzione della V I(F, X).
Supponiamo, ora, che f(xk + dk) ≤ γf(xk) valga solo per un numero
finito di k. Sia {xk}k∈K una sottosuccesione di {xk} e sia x il suo
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punto limite. Poiche´ dk = Z(xk) − xk e poiche´ Z(·) e` continua per la
proposizione 3.4.2, la successione {dk} converge al vettore d = Z(x)−x.
In piu`, sempre dalla proposizione 3.4.2, per provare che x e` soluzione
di V I(F, X) e` sufficiente mostrare che
d = 0.
Assumiamo il contrario. Allora esiste un  > 0 e un indice k tali che
‖ dk ‖≥ , ∀k ∈ K, k ≥ k.
Cosi segue che
〈∇f(xk), dk〉 < −(µ− 1
2
‖ G ‖)2, ∀k ∈ K, k ≥ k,
da cui otteniamo
〈∇f(x), d〉 ≤ −(µ− 1
2
‖ G ‖)2 < 0. (3.54)
Inoltre valgono
f(xk)− f(xk+1) ≥ −σαk〈∇f(xk), dk〉
e per ogni k ∈ K abbastanza grandi:
f(xk)− f
(
xk +
αk
β
dk
)
< −σαk
β
〈∇f(xk), dk〉, ∀k ∈ K. (3.55)
Poiche` la successione {f(xk)} e` non negativa e decrescente in modo
monotono, abbiamo
αk〈∇f(xk), dk〉 → 0.
Quindi
{αk}k∈K → 0.
Dividendo entrambi i membri della (3.55) per
αk
β
e facendo il limite,
otteniamo
−〈∇f(x), d〉 < −σ〈∇f(x), d〉.
Poiche´ σ < 1 abbiamo:
〈∇f(x), d〉 ≥ 0.
che contraddice la (3.54).
Conseguentemente, abbiamo d = 0, cioe` x e` soluzione di V I(F, X).
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Quindi ogni punto di accumulzione della {xk} e` soluzione della V I(F, X).
In piu` la forte monotonia di F ci assicura l’unicita` di tale soluzione,
quindi la successione generata dall’algoritmo converge all’unica soluzione
della V I(F, X).
3.4.2 Metodo del Gradiente
Con l’introduzione della Lagrangiana implicita possiamo trasformare
una V I(F, K) in un problema di minimo non vincolato. Mostriamo
ora un metodo di discesa che risolve tale problema. Consideriamo il
problema generale: {
min f(x)
x ∈ Rn
con f(x) ≥ 0, ∀x ∈ Rn, f : Rn −→ Rn, f ∈ C1 su Rn e ∇f(x) 6= 0.
Allora e` noto che la direzione − ∇f(x)‖ ∇f(x) ‖ e` una direzione di discesa.
Algoritmo
Passo 1: Scegliamo x0 ∈ X,  > 0 e k = 0
Passo 2: Se ‖ ∇f(x0) ‖<  STOP
Passo 3: Sia dk = −∇f(xk) e sia λk la soluzione ottima del problema di
minimizzare f(xk + λdk) con vincolo λ ≥ 0.
Sia xk+1 = xk + λkd
k. Poniamo k = k + 1
Passo 4: Se ‖ ∇f(xk) ‖<  STOP. Altrimenti vai al passo 2.
Lemma 3.4.2. [7] Se f e` lipschitziana con K costante di lipschitz,
allora:
f(x + y) ≤ f(x) + yT∇f(x) + K
2
‖ y ‖2, ∀x, y ∈ Rn.
Proposizione 3.4.4 (Convergenza). Supponiamo che f sia lipschitziana
con costante di lipschitz uguale a K. Consideriamo la successione {xk}
72
generata dal Passo 3 dell’algoritmo. Se 0 < λ <
2
K
, allora
lim
k→+∞
∇f(xk) = 0.
Dimostrazione. Usando il lemma 3.4.2 otteniamo che
f(xk+1) ≤ f(xk)− λ
(
1− Kλ
2
)
‖ ∇f(xk) ‖2 .
Sia β = λ
(
1− Kλ
2
)
. Poiche´ β e` positiva e poiche´ f(x) ≥ 0, ∀x ∈ Rn,
otteniamo:
0 ≤ f(xk+1) ≤ f(x0)− β
k∑
τ=0
‖ ∇f(τ) ‖2, ∀k.
Quindi
∞∑
τ=0
‖ ∇f(τ) ‖2≤ 1
β
f(x0) < +∞.
Per cui
lim
k→+∞
∇f(xk) = 0.
3.4.3 Un metodo di Newton di discesa ibrido
In questa sezione proponiamo un metodo di Newton ibrido di discesa e
mostriamo che esso e` globalmente convergente e localmente convergente
in modo quadratico, sotto appropriate condizioni.
Consideriamo il caso il cui la funzione Φ del paragrafo precedente
sia:
Φ(x, y) =
1
2
‖ y − x ‖2
Sia x ∈ Rn e consideriamo la seguente disequazione variazionale:
〈F (x) +∇F (x)T (z − x), y − z〉 ≥ 0 ∀y ∈ X.
Se ∇F (x) e` definito positivo, il problema ha un’unica soluzione che
denotiamo con z(x), e x risolve la V I(F, X) se e solo se z(x) = x.
L’algoritmo presentato in questa sezione utilizza la soluzione della dis-
equazione variazionale come direzione di discesa, piu` precisamente uti-
lizza la direzione di Newton d = z(x) − x.
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Il seguente lemma stabilisce sotto quali ipotesi tale direzione e` di discesa
per la “D-gap”.
Lemma 3.4.3. Sia x ∈ Rn. Supponiamo che ∇F (x) e` definito positi-
vo. Se x non e` soluzione di V I(F, X), allora il vettore d(x) = z(x)−x
soddisfa la disegualianza:
〈d(x),∇gαβ(x)〉 ≤ −〈d(x), Gαβ(x)d(x)〉
dove Gαβ(x) e` una matrice simmetrica n× n definita:
Gαβ(x) = ∇F (x) +∇F (x)T − αI − β−1∇F (x)∇F (x)T .
In particolare, se α e β sono scelti abbastanza piccoli e sufficentemente
grandi, rispettivamente, in modo da rendere la matrice Gαβ(x) definita
positiva, allora d(x) e` una direzione di discesa per la “D-gap” in x.
Dimostrazione. Poiche` yα(x), yβ(x) ∈ X, segue:
〈F (x) +∇F (x)T (z − x), yα(x)− z〉 ≥ 0 (3.56)
e
〈F (x) +∇F (x)T (z − x), yβ(x)− z〉 ≥ 0.
La disequazione (3.56) implica:
〈F (x), z(x)− yα(x)〉 ≤ 〈∇F (x)T (z(x)− x), yα(x)− z(x)〉.
Dalla definizione di yα(x) e dal fatto che x ∈ X, abbiamo:
〈x− α−1F (x)− yα(x), z(x)− yα(x)〉 ≥ 0. (3.57)
che implica
〈F (x), z(x)− yα(x)〉 ≥ 〈α(yα(x)− x), yα(x)− z(x)〉. (3.58)
Similmente abbiamo
〈F (x), z(x)− yβ(x)〉 ≥ 〈β(yβ(x)− x), yβ(x)− z(x)〉.
Dalla (3.57) e dalla (3.58) segue:
〈α(yα(x)− x), yα(x)− z(x)〉 ≤ 〈∇F (x)T (z(x)− x), yα(x)− z(x)〉,
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che da:
〈d(x),∇F (x)(x− yα(x))〉 = 〈∇F (x)T (z(x) − x), x− yα(x)〉
= −〈∇F (x)T (z(x)− x), z(x)− x〉
− 〈∇F (x)T (z(x) − x), yα(x)− z(x)〉
≤ −〈∇F (x)T d(x), d(x)〉
+ α〈yα(x)− x, z(x)− x〉
− α ‖ yα(x)− x ‖2
= −〈∇F (x)T d(x), d(x)〉
+ α〈yα(x)− x, d(x)〉
− α ‖ yα(x)− x ‖2,
inoltre abbiamo:
β〈yβ(x)− x, d(x)〉 = β〈z(x)− x), yβ(x)− x〉
≤ −〈F (x), yβ(x)− z(x)〉 − β ‖ yβ(x)− x ‖2
≤ −〈∇F (x)T (z(x) − x), z(x)− x〉
− β ‖ yβ(x)− x ‖2
+ 〈∇F (x)T (z(x)− x), yβ(x)− x〉
= −〈∇F (x)T d(x), d(x)〉+ β ‖ yβ(x)− x ‖
− 〈∇F (x)T d(x), yβ(x)− x〉.
Chiamiamo per comodita`:
Rα(x) = yα(x)− x, Rβ(x) = yβ(x)− x.
Dalla definizione di “D-gap” abbiamo:
∇gαβ(x) = (∇F (x)− αI)Rα(x)− (∇F (x)− βI)Rβ(x),
quindi
〈d(x),∇gαβ(x)〉 ≤ −〈d(x), Gαβ(x)d(x)〉.
Questo prova la prima parte del lemma. La seconda parte viene diret-
tamente dalla prima.
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Mostriamo ora l’algoritmo
Algoritmo
Passo 1: Scegliamo x0 ∈ Rn, ω ∈ (0, 1), ζ ∈ (0, 1), δ ∈ (0, 1), σ ∈ (0, 1)
e  ≥ 0 abbastanza piccolo. Sia k = 0
Passo 2: Se gαβ(x
k) ≤  o se ‖ ∇gαβ(xk) ‖≤ , allora STOP.
Altrimenti andiamo al Passo 3.
Passo 3: Cerchiamo Z(xk) che risolve:
〈F (xk) +∇F (xk)T (Z(xk)− xk), x− Z(xk)〉 ≥ 0 ∀x ∈ X ,
poniamo dk = Z(xk)− xk
Passo 4: Se la V I del passo precedente e` risolvibile,
allora andiamo al Passo 5,
altrimenti poniamo dk = −∇gαβ(xk) e andiamo al Passo 7.
Passo 5: Se gαβ(x
k + dk) ≤ ζgαβ(xk) allora poniamo λk = 1
e andiamo al passo 7
Passo 6: Se dk non soddisfa
〈∇gαβ(xk), dk〉 ≤ −σ max{‖ ∇gαβ(xk) ‖2, ‖ dk ‖2}
allora poni dk = −∇gαβ(xk)
e andiamo al Passo 7
Passo 7: Troviamo il piu` piccolo intero non negativo mk tale che:
gαβ(x
k + ωmkdk)− gαβ(xk) < −δωmk〈∇gαβ(xk), dk〉
e poniamo λk = ω
mk
Passo 8: Sia xk+1 = xk + λkd
k; k = k + 1 e andiamo al Passo 2.
Il seguente teorema stabilisce la convergenza globale dell’algoritmo.
Teorema 3.4.4. Supponiamo che F ∈ C1. Sia  = 0 e supponiamo
che l’algoritmo generi una successione infinita {xk}. Allora ogni punto
di accumulazione x∗ di {xk} e` un punto stazionario della “D-gap”.
Dimostrazione. Se la disequazione del Passo 5 e` soddisfatta per una
soluzione dk della disequazione del Passo 3, allora
lim
k→∞
gαβ(x
k) = 0.
Dalla continuita` di gβα, abbiamo che gαβ(x
∗) = 0 per ogni punto di
accumulazione x∗ della successione {xk}. Quindi x∗ e` un punto di
minimo globale ed e` un punto stazionario per gβα. Consideriamo, ora,
il caso in cui una soluzione dk della disequazione del Passo 3 soddisfa
la disequazione del Passo 5 solo per un numero finito di k. Assumiamo
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quindi che la disequazione del Passo 5 non valga per tutti i k.
Sia {xk}k∈K una arbitraria sottosuccessione convergente e x∗ il suo
punto limite. Supponiamo che ∇gαβ(x∗) = 0. Allora esiste un 1 > 0
tale che
‖ ∇gαβ(x∗) ‖≥ 1, ∀k ∈ K. (3.59)
Per costruzione, la condizione del Passo 6 e` soddisfatta per tutti i k.
Quindi dalla disequazione del Passo 5 e dalla (3.59) segue:
〈∇gαβ(xk), dk〉 ≤ −σ21 < 0, ∀k ∈ K. (3.60)
In piu`, se ‖ ∇gαβ(xk) ‖≤‖ dk ‖, allora la disequazione del Passo 5
implica
− ‖ ∇gαβ(xk) ‖ · ‖ dk ‖≤ 〈∇gαβ(xk), dk〉 ≤ −σ ‖ dk ‖2,
da cui
‖ ∇gαβ(xk) ‖≥ σ ‖ dk ‖ .
Questa disequazione vale anche quando ‖ ∇gαβ(xk) ‖>‖ dk ‖, poiche`
σ ≤ 1. In piu` la sottosuccessione {dk}k∈K e` limitata e assumiamo che
converge ad un vettore d∗. Dalla regola di ricerca del Passo 7 segue:
gαβ(x
k+1)− gαβ(xk) ≤ δλk〈∇gαβ(xk), dk〉 (3.61)
e
gαβ(x
k + ω−1λkd
k)− gαβ(xk) > δω−1λk〈∇gαβ(xk), dk〉 (3.62)
per tutti i k ∈ K. Poiche´ {gαβ(xk)} e` decrescente e non negativa, la
(3.61) implica
lim
k→∞,k∈K
〈∇gαβ(xk), dk〉 = 0,
e insieme alla (3.60)
lim
k→∞,k∈K
λk = 0.
Dividendo entrambi i membri della (3.62) per λk/ω e facendo il limite,
otteniamo
〈∇gαβ(x∗), d∗〉 ≥ δ〈∇gαβ(x∗), d∗〉.
Poiche´ 0 < δ < 1, abbiamo
〈∇gαβ(x∗), d∗〉 ≥ 0,
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e insieme alla (3.60) implica
∇gαβ(x∗) = 0.
Corollario 3.4.1. Supponiamo che F ∈ C1 sia fortemente monotona
su Rn. Allora per ogni punto iniziale x0 ∈ Rn, la successione generata
dall’algoritmo converge all’unica soluzione della V I(F, X).
Dimostrazione. Poiche´ F e` fortemente monotona, per il lemma 2.4.4,
gli insieme di livello della “D-gap” sono limitati. Poiche´ la successione
{gαβ} e` non crescente, la limitatezza degli insieme di livello ci garantisce
la limitatezza di tale successione e quindi l’esistenza di almeno un punto
di accumulazione. Per il teorema 3.4.4 ogni punto di accumulazione x∗
e` un punto stazionario della “D-gap”, quindi, per la forte monotonia
di F e per il teorema 2.4.8, x∗ e` l’unica soluzione della V I(F ; X).
Prima di provare la convergenza quadratica dell’algoritmo, enunci-
amo i seguenti lemmi:
Lemma 3.4.4. Sia x∗ una soluzione di V I(F, X) e sia
B(∆) = {x ∈ Rn| ‖ x− x∗ ‖≤ ∆}.
Se F e` fortemente monotona con modula µ e lipschitziana con costante
κ > 0 su B(∆) per qualche ∆ > 0, allora esistono costanti c1, c2 tali
che
c1 ‖ x− x∗ ‖2≤ gαβ(x) ≤ c2 ‖ x− x∗ ‖2, ∀x ∈ B(∆). (3.63)
Lemma 3.4.5. Sia x∗ una soluzione di V I(F, X). Se ∇F (x∗) e` defini-
to positivo, allora x∗ e` una soluzione regolare.
Teorema 3.4.5. Sia x∗ un punto di accumulazione della successione
{xk} generata dall’algoritmo. Supponiamo che F ∈ C1, ∇F (x∗) sia
definita positiva e ∇F lipschitziana in un intorno di x∗. Allora la
successione {xk} converge quadraticamente a x∗.
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Dimostrazione. Per il teorema 3.4.4, x∗ e` un punto stazionario della
“D-gap”. Dal teorema 2.4.8, se ∇F (x∗) e` definita positiva, allora x∗ e`
una soluzione della V I(F, X). Inoltre per il lemma 3.4.5 x∗ e` anche una
soluzione regolare. Poiche´ ∇F e` lipschitziana in x∗ , esiste un ∆1 > 0
tale che F e` fortemente monotona e lipschitziana su B(∆1). Dal lemma
3.4.4 abbiamo
c1 ‖ x− x∗ ‖2≤ gαβ(x) ≤ c2 ‖ x− x∗ ‖2, ∀x ∈ B(∆1), (3.64)
per qualche c1, c2 > 0. Inoltre scegliendo un ∆1 abbastanza piccolo,
possiamo assumere ∇F lipschitziana su B(∆1). Allora per il teorema
3.2.5 esiste un ∆2 > 0 tale che, per ogni punto iniziale scelto in B(∆2),
abbiamo
‖ Z(x)− x∗ ‖≤ c3 ‖ x− x∗ ‖2, ∀x ∈ B(∆2) (3.65)
per qualche costante c3 > 0. Sia ∆3 = min{∆1, ∆2}. Allora dalla(3.64)
e dalla (3.65) segue:
gαβ(Z(x)) ≤ c2c3 ‖ x− x∗ ‖4, ∀x ∈ B(∆3). (3.66)
Sia
∆4 = min
{
∆3,
√
ζc1
c2c3
}
.
Allora dalla (3.66) segue che, per ogni x ∈ B(∆4), vale
gαβ(Z(x)) ≤ ζc1 ‖ x− x∗ ‖2≤ ζgαβ(x),
dove la prima disequazione segue dalla scelta di ∆4 e la seconda dalla
(3.64). Questo implica che, quando xk ∈ B(∆4), abbiamo
dk = Z(xk)− xk
e λk = 1, quindi x
k+1 = z(xk). Dalla (3.65) segue che la successione
generata converge quadraticamente.
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3.4.4 Un metodo di discesa che utilizza le “D-gap”
Introduciamo ora un metodo di discesa per risolvere le V I(F, X) at-
traverso l’uso della “D-gap”. Prendiamo Φ che soddisfi le condizioni
1-6 del paragrafo 2.4.2.
Il teorema 2.4.6 e il lemma 2.4.3 indicano che, quando ∇F e` definito
positivo, il vettore
d = yα(x)− yβ(x)
e` di discesa per la “D-gap”, cioe` d 6= 0 e ∇gαβ(x) 6= 0 implicano:
〈∇gαβ(x), d〉 = −〈yβ(x)− yα(x),∇F (x)(yβ(x)− yα(x))〉
− 〈yβ(x)− yα(x), β∇xΦ(x, yβ(x))− α∇xΦ(x, yα(x))〉 < 0.
Potremmo, quindi, considerare un metodo di discesa che considera il
vettore d definito sopra. Tale metodo vorrebbe generare una succes-
sione convergente ad un punto x tale che
d = yα(x)− yβ(x) = 0
Osserviamo, pero`, che la sola condizione yα(x) = yβ(x) non ci assicura
che x e` una soluzione di V I(F, X). Per essere soluzione, x deve essere
anche un punto stazionario della “D-gap”.
Consideriamo allora il vettore
d = r(x) + ρs(x)
come direzione di discesa, dove
r(x) = yα(x)− yβ(x),
s(x) = −β∇xΦ(x, yβ(x)) + α∇xΦ(x, yα(x)),
e ρ e` una costante positiva abbastanza piccola.
Lemma 3.4.6. Assumiamo che Φ soddisfi 1-6. Supponiamo che F sia
fortemente monotona con modulo µ su Rn o X compatto. Sia X0 ∈ Rn
un punto arbitrario. Allora esiste una costante positiva ρ tale che, per
ogni x nell’insieme di livello T (x0) = {x|gαβ(x) ≤ gαβ(x0)}, il vettore
d = r(x) + ρs(x) soddisfa:
〈d,∇gαβ(x)〉 ≤ −µ
2
‖ (r(x) ‖ +ρ ‖ s(x) ‖)2.
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Dimostrazione. Dal teorema 2.4.6, abbiamo
〈d,∇gαβ(x)〉
= 〈d,∇F (x)(−yα(x) + yβ(x))〉
+ 〈d, β∇xΦ(x, yβ(x))− α∇xΦ(x, yα(x))〉
= −〈d,∇F (x)r(x)〉 − 〈d, s(x)〉
= −〈r(x),∇F (x)r(x)〉 − ρ〈s(x),∇F (x)r(x)〉
− 〈r(x), s(x)〉 − ρ ‖ s(x) ‖2 .
Per il corollario 2.4.4, l’insieme di livello T (x0) e` limitato e quindi
compatto. Poiche´ ∇F (x) e` continua, esiste una costante τ > 0 tale che
‖ ∇F (x) ‖≤ τ, ∀x ∈ T (x0).
Quindi abbiamo:
−〈s(x),∇F (x)r(x)〉 ≤ τ ‖ r(x) ‖‖ s(x) ‖, ∀x ∈ T (x0).
Poiche´ F e` fortemente monotona con modulo µ, abbiamo:
〈r(x),∇F (x)r(x)〉 ≥ µ ‖ r(x) ‖2 .
Dal 2.4.3 abbiamo:
〈r(x), s(x)〉 ≥ 0.
Segue, cos`ı,
〈d,∇gαβ(x)〉 ≤ −µ ‖ r(x) ‖2 +τρ ‖ r(x) ‖‖ s(x) ‖ −ρ ‖ s(x) ‖2 .
(3.67)
Il membro destro della (3.67) puo` essere scritto come:
− µ ‖ r(x) ‖2 +τρ ‖ r(x) ‖‖ s(x) ‖ −ρ ‖ s(x) ‖2
= −µ
2
(‖ r(x) ‖ +ρ ‖ s(x) ‖)2 − 1
2
(
√
µ ‖ r(x) ‖ −√ρ ‖ s(x) ‖)2
+
1
2
(µρ− 1)ρ ‖ s(x) ‖2
+
√
ρ(µ
√
ρ + τ
√
ρ−√µ) ‖ r(x) ‖‖ s(x) ‖ .
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Scegliendo ρ in modo che soddisfi:
ρ ≤ min{ 1
µ
,
µ
(µ + τ)2
}
abbiamo
µρ− 1 ≤ 0, µ√ρ + τ√ρ− µ ≤ 0.
Quindi
〈d,∇gαβ(x)〉 ≤ −µ
2
(‖ r(x) ‖ +ρ ‖ s(x) ‖)2.
Mostriamo ora l’algoritmo che utilizza la direzione d finora considerata:
Algoritmo
Passo 1: Scegliamo x0 ∈ Rn, ρ > 0, γ ∈ (0, 1) e h > 0 k = 0
Passo 2: Se gαβ(x
k) = 0, allora STOP. Altrimenti vai al passo 3.
Passo 3: Sia dk = r(xk) + ρs(xk).
Passo 4: Sia m il piu` piccolo intero non negativo tale che
gαβ(x
k + γmdk)− gαβ(xk) ≤ −γmh(‖ r(xk) ‖ +ρ ‖ s(xk) ‖)2
e poniamo
xk+1 = xk + tkd
k, dove tk = γ
m.
Ritorna al passo 2 con k = k + 1
Stabiliamo un criterio di convergenza per l’algoritmo.
Teorema 3.4.6. Assumiamo che Φ soddisfi 1-6. Supponiamo che F
sia fortemente monotona con costante µ su Rn e lipschitziana su Rn
o X e` compatto. Supponiamo inoltre che ρ sia piccolo abbastanza da
mantenere la condizione di discesa della direzione e che h < (µ/2).
Allora la successione {xk} generata dall’algoritmo converge all’unica
soluzione di V I(F, X).
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Dimostrazione. Dalla proprieta` di discesa dell’algoritmo, la successione
generata e` contenuta nell’insieme di livello:
T (x0) = {x|gαβ(x) ≤ gαβ(x0)}.
Dal corollario 2.4.4 l’insieme di livello e` compatto, quindi esiste almeno
un punto di accumulazione di {xk}. Poiche´ la successione {gαβ(xk)} e`
non negativa e decresce in modo monotono, converge a qualche gαβ(x
∗) ≥
0 dove x∗ e un punto di accumulazione di {xk} . Assumiamo che
gαβ(x
∗) > 0. Sia {xk}k∈K una sottosuccessione convergente a x∗. Noti-
amo che yα(·) e yβ(·) sono continue e la limitatezza di {xk} mi implica
la limitatezza di {r(xk)} e di {s(xk)}, che a loro volta implicano la
limitatezza di {dk}. Possiamo assumere che dk → d∗. Notiamo che
d∗ = r(x∗) + ρs(x∗),
perche` r ed s sono continue.
Dalla regola di ricerca de γ dell’algoritmo abbiamo:
gαβ(x
k + tkd
k)− gαβ(xk) ≤ −tkh(‖ r(xk) ‖ +ρ ‖ s(xk) ‖)2,
che implica che {tk(‖ r(xk) ‖ +ρ ‖ s(xk) ‖)2} converge a 0.
Se {tk} e` limitato lontano da 0, abbiamo:
‖ r(xk) ‖ +ρ ‖ s(xk) ‖→ 0
cioe`
‖ r(x∗) ‖ +ρ ‖ s(x∗) ‖= 0.
Supponiamo che esista una sottosuccessione tale che tk → 0. Allora la
regola di ricerca indica che:
gαβ(x
k + t′kd
k)− gαβ(xk)/t′k > h(‖ r(xk) ‖ +ρ ‖ s(xk) ‖)2,
dove t′k = tk/γ. Poiche` t
′
k → 0, vale:
〈∇gαβ(x∗), d∗〉 > h(‖ r(x∗) ‖ +ρ ‖ s(x∗) ‖)2.
Poiche´ d∗ = r(x∗)+ρs(x∗), il lemma 3.4.6 e la disequazione precedente
implicano che
−h(‖ r(x∗) ‖ +ρ ‖ s(x∗) ‖)2 ≤ −µ
2
(‖ r(x∗) ‖ +ρ ‖ s(x∗) ‖)2.
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Vale h < (µ/2), quindi:
‖ r(x∗) ‖ +ρ ‖ s(x∗) ‖= 0.
Conseguentemente abbiamo
r(x∗) = 0, s(x∗) = 0.
Per come sono definite r ed s vale
∇gαβ(x∗) = 0.
Dal teorema 2.4.8 segue che x∗, punto di accumulazione di {xk}, risolve
V I(F, X). Dal teorema 2.4.7 gαβ(x
∗) = 0. Questo e` in contraddizione
con la nostra ipotesi che gαβ(x
∗) > 0. In piu`, abbiamo che gαβ(x
k)→ 0,
che implica che ogni punto di accumulazione di {xk} soddisfa
gαβ(x
∗) = 0,
e quindi risolve V I(F, X). La forte monotonicita` di F ci assicura che
V I(F, X) ha un’unica soluzione, quindi concludiamo che {xk} converge
alla soluzione di V I(F, X).
3.4.5 Algoritmo modificato per operatori monotoni e non
L’algoritmo introdotto nella sezione precedente risolve, sotto opportune
ipotesi, una V I.
Una condizione essenziale per la convergenza di tale algoritmo e per la
condizione sulla direzione e` la forte monotonia dell’ operatore F . In
questa sezione mostriamo una versione modificata di tale algoritmo che
non utilizza la forte monotonia.
Scelte due costanti α e β con α < β, riprendiamo la definizione di
“D-gap” data precedentemente:
gαβ(x) = min
y∈K
(〈F (x), x−y〉−α ‖ x−y ‖)−min
y∈K
〈(F (x), x−y〉−β ‖ x−y ‖).
Posto
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r(x) = yα(x)− yβ(x)
s(x) = α(x− yα(x))− β(x− yβ(x))
dove yα(x) e yβ(x) sono le soluzioni di
min
y∈K
(〈F (x), x− y〉 − α ‖ x− y ‖)
min
y∈K
(〈F (x), x− y〉 − β ‖ x− y ‖).
Poiche´ nei nostri problemi abbiamo solo la convessita` e la com-
pattezza dell’insieme dei vincoli, abbiamo modificato tale algoritmo in
modo da non utilizzare l’ipotesi di forte monotonia. Abbiamo scelto
una direzione ancora della forma :
d(x) = r(x) + ρs(x),
ma scegliendo il paramentro ρ in modo diverso dall’algoritmo descritto
nella sezione precedente. Il seguente teorema [1] mostra sotto quali
ipotesi d e` di discesa e in che modo viene scelto ρ.
Teorema 3.4.7. Sia x ∈ Rn. Se
‖ s(x) ‖>‖ r(x) ‖ ‖ ∇F (x) ‖, (3.68)
allora esiste una costante positiva ρ tale che la direzione
d(x) = r(x) + ρs(x),
soddisfa
〈d(x),∇gαβ(x)〉 < 0. (3.69)
Dimostrazione. In piu` vale
〈d(x),∇gαβ(x)〉 = 〈d(x),∇F (x)(yβ(x)− yα(x))〉
+ 〈d(x), β(x− yβ(x))− α(x− yα(x))〉
= −〈d(x),∇F (x)r(x)〉 − 〈d(x), s(x)〉
= −〈r(x),∇F (x)r(x)〉 − ρ〈s(x),∇F (x)r(x)〉
− 〈r(x), s(x)〉 − ρ ‖ s(x) ‖2 .
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Poiche´ 〈r(x), s(x)〉 ≥ 0 [33], abbiamo
〈d(x),∇gαβ(x)〉 ≤ −〈r(x),∇F (x)r(x)〉−ρ〈s(x),∇F (x)r(x)〉−ρ ‖ s(x) ‖2 .
In piu`
−〈r(x),∇F (x)r(x)〉 < ‖ r(x) ‖2‖ ∇F (x) ‖
−〈s(x),∇F (x)r(x)〉 < ‖ r(x) ‖ ‖ s(x) ‖ ‖ ∇F (x) ‖
allora
〈d(x),∇gαβ(x)〉 ≤
‖ r(x) ‖2‖ ∇F (x) ‖ +ρ ‖ r(x) ‖ ‖ s(x) ‖ ‖ ∇F (x) ‖ −ρ ‖ s(x) ‖2 .
cioe`
〈d(x),∇gαβ(x)〉 ≤
‖ r(x) ‖2‖ ∇F (x) ‖ +ρ ‖ s(x) ‖ (− ‖ s(x) ‖ + ‖ r(x) ‖ ‖ ∇F (x) ‖).
Allora, per ogni costante ρ tale che
ρ >
‖ r(x) ‖2‖ ∇F (x) ‖
‖ s(x) ‖ (‖ s(x) ‖ − ‖ r(x) ‖ ‖ ∇F (x) ‖) ,
la disequazione (3.69) e` vera.
Quindi nell’algoritmo viene scelta una costante positiva h per cui:
ρ =
‖ r(x) ‖2‖ ∇F (x) ‖
‖ s(x) ‖2 − ‖ r(x) ‖ ‖ s(x) ‖ ‖ ∇F (x) ‖ + k (3.70)
Con tale scelta di ρ la direzione di discesa da noi considerata e` :
d(x) = r(x) + ρs(x).
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3.4.6 Algoritmo
L’ algoritmo proposto e` un metodo di discesa per minimizzare la “D-
gap” non vincolata gαβ. Quando la condizione
‖ s(xk) ‖>‖ r(xk) ‖ ‖ ∇F (xk) ‖, (3.71)
non e` vera, −∇gαβ(xk) viene usato come direzione di discesa.
Il parametro  coincide con la rispettiva tolleranza delle funzioni di
MATLAB. I parametri η, ξ sono costanti reali in [0, 1] usate come
lunghezza del passo nella ricerca sulla direzione. Quando tale ricerca
non produce un punto migliore di xk noi applichiamo un ricerca “ca-
suale” vicino a xk usando un numero reale casuale in [0, 1] chiamato
rand. La costante intera RANDOM nelle tabelle denota quante volte
questa ricerca casuale viene fatta. Il parametro M e` un numero intero
positivo e indica il massimo numero di iterazioni; α e β sono costanti
positive tali che α < β; h e` una costante positiva usate per prendere
ρk in modo che dk sia una direzione di discesa.
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Riassumiamo ora l’algoritmo nella seguente tabella:
Algoritmo
Passo 1: Scegliamo un punto iniziale x0 ∈ Rn,
costanti positive α,β, h, ξ, η, γ, , con
α < β e scegliamo il parametro positivo M .
Poniamo k := 0.
Passo 2: Se |gαβ(xk)| < , allora STOP. Altrimenti, vai al Passo 3.
Passo 3: Se ‖ s(xk) ‖ (‖ s(xk) ‖ − ‖ r(xk) ‖ ‖ ∇F (xk) ‖) < 
poniamo dk = −∇gαβ(xk) e andiamo al Passo 5.
Altrimenti andiamo al Passo 4.
Passo 4: Poniamo ρk =
‖ r(xk) ‖2‖ ∇F (k) ‖
‖ s(xk) ‖ (‖ s(xk) ‖ − ‖ r(xk) ‖ ‖ ∇F (xk) ‖) + h,
dk = r(xk) + ρks(xk).
Passo 5: Poniamo i = 1. Fintanto che i ≤ 10 e
gαβ(x
k + iηdk/ ‖ dk ‖) < gαβ(xk + (i− 1)ηdk/ ‖ dk ‖),
Poniamo i = i + 1;
Passo 6: Se i = 1, poniamo j = 1. Fintanto che j < 10 e
gαβ(x
k) < gαβ(x
k + ξjηdk/ ‖ dk ‖),
poni j = j + 1.
Passo 7: Se i > 1
xk+1 := xk + (i− 1) · η · dk/ ‖ dk ‖,
altrimenti se j < 10
xk+1 := xk + ξj · η · dk/ ‖ dk ‖, altrimenti
xk+1 := xk + rand · 0.0001 · dk/ ‖ dk ‖,
dove rand e` un numero reale casuale in (0, 1).
Passo 8: Se k < M , andiamo al Passo 2 con k = k + 1.
Nelle tabelle del capitolo seguente vengono introdotti due valori:
Aus(xM) e conv(xM ) [6] che vengono usati per testare la soluzione xM
trovata nell’algoritmo. In particolare, osserviamo che la seconda puo`
essere usata solo per problemi su flussi di rete.
La prima misura e` la quantita`
Aus(xM) = max
x∈S
〈F (xM), xM − y〉
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che e` la funzione “gap” introdotta in [3] calcolata in xM .
Osserviamo che quando F ha componenti non negative e
S = {x ∈ Rn+|Ax = b},
la V I e` un problema su flussi di rete dove Ax = b sono le equazioni di
conservazione di F , A e` la matrice di incidenza m × n e b e` il vettore
delle richieste per le coppie origine e destinazione.
In questo caso la misura di convergenza considerata e` la misura (3.28)
cos`ı modificata:
conv(xM) =
m∑
i=1
∆i(x
k)
bi
. (3.72)
Come per l’espressione (3.28), anche la (3.72) zero se e solo se xk sod-
disfa il principio di Wardrop, quindi puo` essere usata come test per la
bonta` del flusso xk.
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Capitolo 4
Esempi e risultati
4.1 Introduzione
Per valutare gli effetti dell’ algoritmo da noi proposto nel capitolo prece-
dente, abbiamo raccolto e risolto un insieme di problemi per V I(F ; X).
Per ogni problema conosciamo a priori la soluzione ottima e questo ci
serve per avere un confronto numerico fra tale soluzione e le nostre
trovate con l’algoritmo.
Ricordiamo che al nostro algoritmo diamo in input il numero di ite-
razioni (M) massimo da fare, i parametri α, β, h, η, ξ e il punto iniziale.
Inoltre xM rappresenta il punto trovato alla M − esima iterazione;
Aus(xM) e conv(xM) rappresentano rispettivamente la funzione “gap”
di Auslender e la misura di convergenza. Tale algoritmo e` stato imple-
mentato con l’utilizzo di Matlab. I problemi test del secondo paragrafo
sono problemi trovati in letteratura:
Mathiesen, Kojima-Shindo, Rete di Braess, U.O.T.P, Harker .
L’ultimo problema descritto e` un problema su rete con due coppie di
nodi e quattro archi. Tale problema ha operatore non monotono. Nel-
la terza sezione mostriamo alcune tabelle: la prima riassume i risultati
computazionali ottenuti implementando l’algoritmo proposto. In par-
ticolare scegliendo i parametri α, β, h, η, ξ come descritto nella tabella,
otteniamo una soluzione xM tale che ‖ x˜ − xM ‖< 10−3 con M ite-
razioni. Nelle tabelle che seguono, il punto xM viene confrontato con
alcune soluzioni algoritmiche trovate in letteratura.
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4.2 Problemi Test
In questa sezione illustriamo alcuni problemi Test su cui abbiamo im-
plementato l’algoritmo illustrato nel paragrafo 2.4.6. Osserviamo che
per alcuni di essi non e` semplice stabilire la forte monotonia di F e in
particolare nell’esempio tratto da [32] F non e` fortemente monotono.
4.2.1 Problema di Mathiesen
La funzione F e` definita da: [21]
F (x1, x2, x3) = −
 0.9(5x2 + 3x3)/x10.1(5x2 + 3x3)/x2 − 5
−3

e l’insieme dei vincoli e`:
S = {x ∈ R4+|x1 + x2 + x3 = 1, x1 − x2 − x3 ≤ 0}
Una soluzione e` x∗ = [0.5, 0.08, 0.41].
4.2.2 Problema di Kojima-Shindo
La funzione F e` definita da [23]
F (x1, x2, x3, x4) = −

3x21 + 2x1x2 + 2x
2
2 + x3 + 3x4 − 6
2x21 + x1 + x
2
2 + 10x3 + 2x4 − 2
3x21 + x1x2 + 2x
2
2 + 2x3 + 9x4 − 9
x21 + 3x
2
2 + 2x3 + 3x4 − 3

e l’insieme dei vincoli e`:
S = {x ∈ R4+|x1 + x2 + x3 + x4 = 4}
Una soluzione approssimata e` x∗ = [1.22, 0, 0, 2.77].
4.2.3 Rete di Braess
La seguente figura illustra il paradosso di Braess:
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(1,2); (1,3); (2,3); (2,4); (3,4)
1

// 2
  
 
 
 
 
 
 

3 // 4
Figura 4.1: La rete del paradosso di Braess
La funzione F e` definita da [19]
F (x1, x2, x3, x4, x5) =

10 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 10


x1
x2
x3
x4
x5
 +

0
50
10
50
0

e l’insieme dei vincoli e`:
S = {x ∈ R5+|x1+x2 = 6,−x1+x3+x4 = 0,−x2−x3+x5 = 0,−x4−x5 = −6}.
Una soluzione e` x∗ = [4, 2, 2, 2, 4].
4.2.4 Problema U.O.T.P. (User Optimized Traffic Pattern)
La funzione F e` definita da [9]
F (x1, x2, x3, x4, x5) =

10 0 0 5 0
0 15 0 0 5
0 0 20 0 0
2 0 0 20 0
0 1 0 0 25


x1
x2
x3
x4
x5
 +

1000
950
3000
1000
1300

e l’insieme dei vincoli e`:
S = {x ∈ R5+|x1 + x2 + x3 = 210; x4 + x5 = 120}.
Una soluzione proposta e` x∗ = [120, 90, 0, 70, 50].
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4.2.5 Problema di Harker
La funzione F : Rn ←→ Rn e` definita da [13]
F (x) =
[
c + L
1
b x
1
b − p(Q)
(
e− x
γQ
)]
dove p(Q) = 5000
1
γ Q
−1
γ , Q =
∑n
i xi. L’insieme dei vincoli
S = {x ∈ Rn+|
n∑
i=1
xi = n}.
Consideriamo i seguenti due casi. Il primo dove n = 5,
c=[10,8,64,2],
b=[1.2,1.10,1,0.9,0.8],
L=[5,5,5,5,5],
e=[1,1,1,1,1],
γ=1.1.
Una soluzione e` x∗ = [0.95, 0.97, 0.99, 1.02, 1.04].
Il secondo dove n = 10,
c=[5,3,8,5,1,3,7,4,6,3],
b=[1.2,1,0.9,0.6,1.5,0.7,1.1,0.95,0.75],
L=[10,10,10,10,10,10,10,10,10,10],
e=[1,1,1,1,1,1,1,1,1,1],
γ=1.2.
Una soluzione e` x∗ = [1.20, 1.12, 0.83, 0.55, 1.58, 1.12, 0, 64, 1.17, 0.95, 0.79].
4.2.6 Problema di Wynter
La funzione F e` definita da [32]
F (x1, x2, x3, x4) =

1.5 0 5 0
0 1.5 0 5
1.3 0 2.6 0
0 1.3 0 2.6


x1
x2
x3
x4
 +

30
30
28
28
 .
e l’insieme dei vincoli e`:
S = {x ∈ R4+|x1 + x2 = 16, x3 + x4 = 4} .
Il problema ha tre soluzioni: x′ = [1.3331466740], x′′ = [8, 8, 2, 2],
x′′′ = [14.667, 1.333, 0, 4].
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4.3 Risultati numerici
In questa sezione mostriamo le tabelle con i risultati numerici ottenu-
ti implementando l’algoritmo del paragrafo 2.4.6 e confrontandoli con
altri risultati computazionali trovati in letteratura, ottenuti da altri al-
goritmi. I numeri 1, 2, 3, 4, 5 che si trovano nelle tabelle accanto al
nome “algoritmo”, si riferiscono al numero di colonna della tabella di
[30].
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Risultati Numerici
Problemi Test M α β h random η ξ xM F (xM ) Aus(xM ) conv(xM )
Mathiesen 50 20 25 0.2 0 1/62 2/5 0.5000 -3.0000 2.0323e-007 –
0.0833 3.0000
0.4167 3.0000
Kojima-Shindo 30 2.6 3 0.1 0 1/20 1/2 1.2247 6.8258 7.0286e-007 -1.2158e-008
-0.0000 7.7753
0.0000 20.4743
2.7753 6.8258
Braess 60 5 6 0.1 0 1/20 1/2 4.0000 40.0000 -5.7625e-006 0
Network 2.0000 52.0000
2.0000 12.0000
2.0000 52.0000
4.0000 40.0000
User-Opt. Traf. Patt. 35 11.1 11.5 0.3 0 1/2 1/5 120.0000 2550.0002 2.4625e-001 1.6173e-009
90.0000 2550.0007
0.0000 3000.0000
70.0000 2640.0001
50.0000 2640.0003
Harker’s Nash-C 10 2 2.3 10 0 1/20 3/10 0.9756 -425.1917 -5.1056e-001 –
(n=5) 0.9907 -425.1914
1.0037 -425.1915
1.0135 -425.1918
1.0179 -425.1919
Harker’s Nash-C 30 20 23 0.30 0 1/20 1/2 1.2062 -146.6950 4.3882e-001 –
(n=10) 1.1217 -146.6943
0.8311 -146.6934
0.5584 -146.6677
1.5871 -146.7101
1.1217 -146.6943
0.6435 -146.6947
1.1766 -146.6946
0.9523 -146.6939
0.7994 -146.6945
Wynter 160 4 4.5 0.1 0 1/20 1/2 14.6666 52.0000 1.3385e-004 8.3337e-002
1.3334 52.0000
0.0000 47.0666
4.0000 40.1334
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Mathiesen
Algoritmo Algoritmo 2 Algoritmo 3 Algoritmo 4 Algoritmo 5
[30] [30] [30] [30]
x0 0.40 0.1 0.1 0.1 0.1
0.30 0.8 0.8 0.8 0.8
0.30 0.1 0.1 0.1 0.1
x∗ 0.5000 0.50 0.50 1 0.50
0.0833 0.0835 0.836 0 0.0833
0.4167 0.4165 0.4164 0 0.4167
iterazioni 50 31 31 91 13
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Kojima-Shindo
Algoritmo Algoritmo Algoritmo 1 Algoritmo 2 Algoritmo 3 Algoritmo 4 Algoritmo 5
[30] [30] [30] [30] [30] [30]
x0 2 2 2 2 2 2 2
0 0 0 0 0 0 0
0 0 0 0 0 0 0
2 2 2 2 2 2 2
x∗ 1.2247 1.2243 1.2254 1.2249 1.2250 1.2327 1.2248
-0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 -0.0000 0
2.7753 2.7757 2.7746 2.7751 2.7750 2.7674 2.7752
iterazioni 30 38 64 32 32 56 12
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Rete di Braess
Algoritmo Algoritmo Algoritmo 1 Algoritmo 2 Algoritmo 3 Algoritmo 4 Algoritmo 5 Algoritmo
[30] [30] [30] [30] [30] [30] [19]
x0 6 6 6 6 6 6 6 6
0 0 0 0 0 0 0 0
6 6 6 6 6 6 6 6
0 0 0 0 0 0 0 0
6 6 6 6 6 6 6 6
x∗ 4.0000 3.9998 4.0002 4.0001 4.0001 4.0023 4.0001 4.00
2.0000 2.0002 1.9998 1.9999 1.9999 1.9978 1.99999 2.00
2.0000 1.9996 2.0003 2.0002 2.0003 2.0045 2.00002 2.00
2.0000 2.0002 1.9998 1.9999 1.9999 1.9978 1.99999 2.00
4.0000 3.9998 4.0002 4.0001 4.0001 4.0023 4.00001 4.00
iterazioni 60 40 49 35 35 64 22 30
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User-Opt. Traf. Pat.
Algoritmo Algoritmo 1 Algoritmo 2 Algoritmo 3 Algoritmo 4 Algoritmo 5 Algoritmo Algoritmo
[30] [30] [30] [30] [30] [9] [10]
x0 80 70 70 70 70 70 70 70
80 70 70 70 70 70 70 70
50 70 70 70 70 70 70 70
60 60 60 60 60 60 60 60
60 60 60 60 60 60 60 60
x∗ 120.0000 119.9997 119.9999 119.9998 119.9999 120.0000 120.0058 120.0
90.0000 90.0003 90.0001 90.0002 90.0000 90.0000 89.9942 89.9
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1
70.0000 70.0000 69.9998 69.9997 70.0000 70.0000 69.9992 69.9
50.0000 50.0000 50.0002 50.0003 50.0000 50.0000 50.0008 50.4
iterazioni 35 53 46 48 18 34 92 20
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Harker (n=5)
Algoritmo Algoritmo 1 Algoritmo 2 Algoritmo 3 Algoritmo 4 Algoritmo 5
[30] [30] [30] [30] [30]
x0 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
x∗ 0.9756 0.9755 0.9755 0.9756 0.9757 0.9753
0.9907 0.9905 0.9905 0.9905 0.9905 0.9904
1.0037 1.0034 1.0034 1.0034 1.0034 1.0034
1.0135 1.0131 1.0131 1.0131 1.0131 1.0132
1.0179 1.0174 1.0175 1.0174 1.0174 1.0176
iterazioni 10 20 19 20 11 18
100
Harker (n=10)
Algoritmo Algoritmo 1 Algoritmo 2 Algoritmo 3 Algoritmo 4 Algoritmo 5
[30] [30] [30] [30] [30]
x0 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
x∗ 1.2062 1.2066 1.2065 1.2065 1.2034 1.2065
1.1217 1.1219 1.1219 1.1219 1.1280 1.1218
0.8311 0.8313 0.8312 0.8312 0.8498 0.8312
0.5584 0.5581 0.5582 0.5581 0.5609 0.5581
1.5871 1.5877 1.5880 1.5879 1.5257 1.5883
1.1217 1.1219 1.1219 1.1219 1.1280 1.1218
0.6435 0.6436 0.6435 0.6435 0.6507 0.6435
1.1766 1.1769 1.1769 1.1769 0.1781 1.1768
0.9523 0.9525 0.9525 0.9525 0.9679 0.9524
0.7994 0.7995 0.7995 0.7995 0.8077 0.7995
iterazioni 30 55 39 40 41 39
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Wynter
Algoritmo Algoritmo
[32]
x0 13 –
3 –
1 –
3 –
x∗ 14.6666 14.6667
1.3334 1.3333
0.0000 -0.0000
4.0000 4.0000
iterazioni 160 –
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Capitolo 5
Appendice
Definizione 5.0.1. P (x, ·) e` uniformemente lipschitziana se es-
iste una costante L > 0 tale che, per ogni x ∈ Rn, vale:
‖ P (x, y1)− P (x, y2) ‖≤ L ‖ y1 − y2 ‖, ∀y1, y1 ∈ Rn
Definizione 5.0.2. La rete si dice fortemente connessa se esiste
almeno un cammino che unisce ogni coppia OD in W
Sia F : K ⇒ Rn, una multifunzione.
Definizione 5.0.3. Il grafico di F , graf (F ), e` l’insieme
{(x, u) ∈ X × U : u ∈ F (x)}
Definizione 5.0.4. F e` una mappa coerciva se esiste x0 ∈ K tale
che
lim
x∈K, ‖x‖→+∞
〈F (x)− F (x0), x− x0〉
‖ x− x0 ‖ = +∞,
Definizione 5.0.5. F e` quasimonotona se
〈v, x− y〉 > 0⇒ 〈u, x− y〉 ≥ 0 per ogni (x, u), (y, v) ∈ graf (F )
Definizione 5.0.6. F e` pseudomonotona
se 〈v, x− y〉 ≥ 0⇒ 〈u, x− y〉 ≥ 0 per ogni (x, u), (y, v) ∈ graf (F )
Definizione 5.0.7. F e` monotona
se 〈u− v, x− y〉 ≥ 0 per ogni (x, u), (y, v) ∈ graf (F )
Definizione 5.0.8. F e` strettamente quasimonotona se e` quasi-
monotona e se per ogni x, y ∈ K distinti, ∃z ∈ (x, y), tale che 〈w, x− y〉 6=
0 per ogni w ∈ F (z)
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Definizione 5.0.9. F e` strettamente monotona se 〈u− v, x− y〉 >
0 per ogni (x, u), (y, v) ∈ graf (F ), con x 6= y
Definizione 5.0.10. F e` fortemente monotona con modulo α
se 〈u− v, x− y〉 ≥ α‖x− y‖2 per ogni (x, u) e (y, v) ∈ graf (F )
Se F non e` una multifunzione, cioe` F : Rn −→ Rn, diamo le seguenti
definizioni:
Definizione 5.0.11. F e` monotona se 〈F (x)− F (y), x− y〉 ≥ 0 per
ogni x, y ∈ Rn
Definizione 5.0.12. F e` strettamente monotona
se 〈F (x)− F (y), x− y〉 > 0 per ogni x, y ∈ Rn, con x 6= y
Definizione 5.0.13. F e` fortemente monotona con modulo α > 0
se 〈F (x)− F (y), x− y〉 ≥ α ‖ x− y ‖2 per ogni x, y ∈ Rn.
Definizione 5.0.14. Sia M(x) una matrice n×n, i cui elementi mij(x);
i=1,..,n; j=1,..,n, sono funzioni definite su un insieme S ⊂ Rn, e` detta
semidefinita positiva su S se:
vT M(x)v ≥ 0 ∀v ∈ Rn, x ∈ S
E` detta definita positiva su S se:
vT M(x)v > 0 ∀v 6= 0, v ∈ Rn, x ∈ S
E` detta fortemente definita positiva su S se:
vT M(x)v ≥ α ‖ v ‖2 per α > 0, v ∈ Rn, x ∈ S
Osservazione 5.0.1. [22] Se F e` differenziabile in modo continuo e la
matrice jacobiana ∇F (x) e` definita positiva per tutti gli x ∈ X, allora
F e` strettamente monotona su X.
Osservazione 5.0.2. [22] Se F e` differenziabile, F e` monotona su X
se e solo se il ∇F (x) e` semidefinito positivo per tutti gli x ∈ X.
Osservazione 5.0.3. [22] F e` fortemente monotona su X con modulo
α se e solo se ∇F (x) e` fortemente definito positivo con modulo α.
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Definizione 5.0.15. Sia F : X −→ X ; un punto x ∈ X e` detto
punto fisso di F se
F (x) = x.
Definizione 5.0.16. Dato un insieme X, l’ involucro convesso o
conv{x} e` l’insieme di tutte le combinazioni convesse di elementi di X.
Definizione 5.0.17.
‖ x ‖= (
n∑
i=1
x2i )
1
2
Definizione 5.0.18.
X = {x ∈ Rn|c(x) ≤ 0}
dove c : Rn −→ Rn e` convessa e tale che esiste un x0 ∈ Rn con
c(x0) < 0.
Definizione 5.0.19. Sia c : Rn −→ Rn. Il sottodifferenziale di c e`:
∂c(x) = {g ∈ c(y) ≥ c(x) + 〈g, y − x〉∀y ∈ Rn}
Definizione 5.0.20. Si definisce distanza di un punto x ∈ Rn da un
insiema X rispetto alla norma G, la seguente:
dist[x, X] = min{‖ x− z ‖G |z ∈ X}
e denotiamo per ogni δ > 0:
Xδ = {x ∈ Rn|dist[x, X] < δ}.
Definizione 5.0.21. Un vettore x∗ che soddisfa:
∇f(x∗) = 0.
e` un punto critico.
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