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We perform a Quantum Monte Carlo study of a spin-balanced two-dimensional cold Fermi gas
on an optical lattice, which can be experimentally realized with laser standing waves. The system
is modeled with a Hubbard hamiltonian with on-site attractive interaction. At half-filling, when
on average one fermion occupies each lattice site, the system displays an intriguing supersolid
phase: a superfluid with a checkerboard density modulation. Interfacing unbiased Auxiliary-Field
Monte Carlo simulations with state-of-art analytic continuation techniques, we compute the density
dynamical structure factor S(q, ω) of the system, in order to characterize the dynamical properties of
this supersolid phase. We find evidence of the existence of two collective modes, which we interpret
as arising from the two broken symmetries in the system: s-wave pairing superfluidity coexists
with a non-uniform local density. The mapping U → −U in the Hubbard model makes these results
important for the repulsive model as well. Furthermore, this work paves the way for an investigation
of the behavior of the model when we move away from half-filling, either changing the density or
introducing a spin polarization.
I. INTRODUCTION
Cold atomic gases provide an unprecedented opportu-
nity to explore many-body physics and unravel phenom-
ena that arise from the interplay among quantum me-
chanics, quantum statistics and interatomic forces [1, 2].
These gases are unique in the amazing degree of experi-
mental control which is possible over the physical param-
eters. Different microscopic hamiltonians can be engi-
neered, and the interatomic forces can be tuned through
the Feshbach resonance mechanism. The systems can
be embedded in several kinds of external fields, includ-
ing optical lattices [3, 4] and synthetic magnetic fields
[5]. This unprecedented control allows us to mimic ex-
perimental conditions that can be found in some of the
most mysterious systems in the universe, like unconven-
tional superconductors or nuclear matter inside neutron
stars, just to mention two examples [6–8], by tuning a few
easily adjustable parameters to achieve the desired force
law and thermodynamic state. Furthermore, we have the
unique possibility to explore new phases of matter, like
exotic superfluid phases that, in some cases, may even
display important topological properties [9].
One very intriguing phase that can be investigated
with cold atoms is the supersolid, where superfluidity co-
exists with crystalline order. This phase has been an ob-
ject of speculation for a few decades and was predicted in
several theoretical studies going back to the ’70s [10, 11].
Historically, the first candidate in the quest for super-
solidity in realistic systems was 4He and a huge interest
was triggered in the early 2000s [12], when several ex-
perimental groups were able to detect non-classical ro-
tational inertia in solid 4He. Unfortunately, follow up
experiments supported by the vast majority of theoreti-
cal works proved that the ground state of bulk solid 4He
is not a superfluid. We now have strong evidence that
4He can be found in either a superfluid or a crystalline
phase, but the two phases do not coexist [13]. The next
candidate is naturally a Bose-Einstein condensate real-
ized with cold atoms. Although, at first sight, the dilute-
ness of such a system appears to rule out the possibility
of having a stable crystalline phase, a supersolid phase
was observed in Bose-Einstein condensates coupled with
light [14–16]; moreover, very recently exciting theoretical
and experimental results were published clearly indicat-
ing the possibility of realizing a supersolid by engineering
a combination of a short-range repulsion and a long-range
dipolar interatomic potential [17–22].
Interestingly, it has been known for quite a long time
that a supersolid phase can also be found in fermionic sys-
tems. In fact, if we confine a fermionic cold gas, made of
Lithium or Potassium atoms, in a quasi two-dimensional
geometry where an optical lattice is generated using laser
standing waves, it is expected that a supersolid state of
matter can be realized if the particle density is accurately
tuned in such a way that, on average, we have one fermion
in each valley of the optical lattice. This condition is re-
ferred to as ”half-filling”. In the ’90s a seminal paper on
the two-dimensional attractive Hubbard model, which is
known to be an accurate model of the experimental sit-
uation described above, predicted the stability of such a
phase [23]. Quantum Monte Carlo (QMC) calculations
for the attractive Hubbard model at half-filling provided
evidence for long range order both in the density-density
correlations, implying the system is a solid, and in the
pairing correlation, implying a superfluid phase [4, 23].
Incidentally, we mention that numerical simulations pre-
dict that the supersolid state realized with cold atoms
on an optical lattice is stable only at half-filling, while
the crystalline order immediately melts as the particle
density is changed [4, 23].
As it is well known from the the study of 4He and
its celebrated phono-rotonic dispersion relation of den-
sity fluctuations, a crucial property of any superfluid
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2is the spectrum of density fluctuations, which is con-
tained in the dynamical structure factor S(q, ω) of the
system. The calculation of S(q, ω) for a supersolid two-
dimensional cold Fermi gas on an optical lattice at zero
temperature is the main focus of this paper. We perform
the study using cutting edge Auxiliary-Field Quantum
Monte Carlo (QMC) techniques [24] interfaced with state
of the art analytic continuation techniques [25, 26]. With
QMC we perform an exact calculation of the intermediate
scattering function in imaginary time; in this context, ex-
act means that we are able to tune the parameters of the
methodology in such a way that the systematic error is
below the level of statistical uncertainty. We stress that
this is quite unique for fermionic systems and is made
possible by the particular formulation of the Auxiliary-
Field QMC which is free of the celebrated sign problem
for the attractive Hubbard model, as long as we study
spin balanced systems [27]. In particular, we exploit re-
cent methodological advancements in the Auxiliary-Field
QMC technique that allow us to compute exact dynam-
ical correlations in imaginary time with a very favorable
scaling as a function of the size of the system [27–29].
The analytic continuation, which is necessary to esti-
mate properties in real time, in particular S(q, ω), is
performed using the Genetic Inversion via Falsification
of Theories (GIFT) technique [25, 26], which has been
proved to provide robust results for quantum many-body
systems [28, 30–33].
Through a comparison with the results for the non-
interacting Hubbard model at half-filling, we find ev-
idence that the interaction gives rise to a very inter-
esting well defined collective mode ω(q) emerging from
the particle-hole background and resembling a phononic
spectrum, clearly suggesting that the particles move co-
herently in the supersolid phase. The mode has a ”ro-
tonic” minimum at q = (pia ,
pi
a ), a being the lattice pa-
rameter, whose frequency vanishes in the thermodynamic
limit, corresponding to a crystalline checkerboard order.
At higher energy, our results are consistent with the ex-
istence of an intriguing second collective mode: we in-
terpret the presence of the two modes as a consequence
of the two symmetries that are broken in the supersolid
phase [19–22, 34, 35], and namely the translational sym-
metry and the U(1) symmetry. The fate of these modes
when we move away from half-filling, either changing the
density or introducing some spin polarization, will be the
subject of future studies.
It is important to observe that, although our main
focus is the attractive Hubbard model and its super-
solid phase, our results are also very important for the
repulsive model: in fact, if we change the sign of the
interaction in the Hamiltonian, a well known mapping
transforms the supersolid phase into an antiferromag-
netic phase, as the particle density is mapped into the
spin density. We will discuss this in more detail below.
In regard to this, we hope that our results will provide
useful benchmarks for other methodologies, both in the
realm of many-body theories and in computer simula-
tions.
The paper is structured as follows: in Section II we will
introduce the microscopic model of the system and we
will briefly describe the Quantum Monte Carlo method,
together with the analytic continuation technique. In
Section III we will present our results for S(q, ω), to-
gether with other important correlation functions for the
physical system. In Section IV we will discuss the broad
significance of our results and the importance for con-
densed matter physics. Finally, we will draw our conclu-
sions in Section V.
II. MODEL AND METHOD
We model the system using the two-dimensional Hub-
bard hamiltonian, describing a collection of structureless
fermions with spin 1/2 moving on a lattice, representing
the optical lattice which is experimentally realized with
standing waves of laser light:
Hˆ = Kˆ + Vˆ
Kˆ = −t
∑
〈r,r′〉,σ
cˆ†r,σ cˆr′,σ
Vˆ = U
∑
r
nˆ↑(r)nˆ↓(r)
(1)
with:
nˆσ(r) = cˆ
†
r,σ cˆr,σ . (2)
In Eq. (1), r runs over the sites of a square lattice made of
Ns = L×L sites, defined by the minima of the optical lat-
tice, while σ is the spin orientation. The first term in the
hamiltonian Eq. (1) is the kinetic energy, describing par-
ticles hopping among nearest-neighbor lattice sites with
amplitude t, while the second term is the on-site inter-
action, whose strength is given by the parameter U . In
this paper, we will focus on the attractive case, and thus
U < 0. The symbol 〈r, r′〉 means that the sites are near-
est neighbors. We will use periodic boundary conditions
throughout this paper. The Hubbard model [36, 37] is
one of the most widely studied models in atomic physics
and in condensed matter physics. Despite its apparent
simplicity, no analytical solutions to this hamiltonian are
known in more than one dimension. Although in most
applications the Hubbard model has a repulsive interac-
tion, related to Coulomb force, also the attractive case
is extremely interesting, both in the realm of cold atoms
and in condensed matter physics [38].
The main purpose of this paper is to compute the dy-
namical structure factor of the system at zero tempera-
ture:
S(q, ω) =
1
N
∫ +∞
−∞
dt
2pi
〈
Ψ0 |eitHˆ nˆqe−itHˆ nˆ−q|Ψ0
〉
(3)
where |Ψ0〉 is the ground state of (1), while nˆq is the
3Fourier component of the density of particles:
nˆq =
∑
k,σ
cˆ†k,σ cˆk+q,σ . (4)
All the momenta, q and k belong to the first Brillouin
zone of the square lattice, [−pia , pia ] × [−pia , pia ]. All the
lengths in this paper will be measured in units of a and,
therefore, we will set a = 1 from now on. Since our nu-
merical approach requires us to work with finite lattices
of linear size L and we choose periodic boundary con-
ditions, the momenta are discretized: k = 2piL n, where
n ∈ Z2.
Computing Eq. (3) for a correlated quantum sys-
tem is a huge challenge: in this work, we will use the
cutting-edge Auxiliary-Field QMC technique to sample
at the same time both the ground state wave function of
the system |Ψ0〉 and the propagator in imaginary time
exp(−τHˆ): this will allow us to compute exactly the in-
termediate scattering function in imaginary time, as dis-
cussed below. We will then use the Genetic Inversion via
Falsification of Theories (GIFT) to perform the analytic
continuation necessary to compute S(q, ω).
The Auxiliary-Field QMC technique relies on the pro-
jection formula:
|Ψ0〉 ∝ lim
β→+∞
e−β(Hˆ−E0)|φ0〉 (5)
which allows us to asymptotically project a given approx-
imation |φ0〉 to the ground state wave function of the sys-
tem onto the ground state itself. In (5) E0 is an estimate
of the ground state energy while the approximation |φ0〉
is chosen to be a Slater determinant with N↑ spin-up and
N↓ spin-down particles, such that |φ0〉 is not orthogonal
to the Np-particle (Np = N↑+N↓) ground state |Ψ0 〉 of
(1). In the simplest case, |φ0〉 is simply the ground state
wave function of the non-interacting Hubbard model. In
this work we will focus on the behavior of the model at
half-filling, which means that Np = L × L, and without
spin polarization, meaning N↓ = N↑.
Starting from a Trotter decomposition:
e−β(Hˆ−E0) =
(
e−δτ(Hˆ−E0)
)M
, δτ =
β
M
(6)
which allows us to rely on the behavior of the propa-
gator for small imaginary time δτ , the Auxiliary-Field
QMC method uses an Hubbard-Stratonovich transforma-
tion which yields the following expression:
e−δτ(Hˆ−E0) '
∫
dx p(x) Bˆ(x) δτ → 0 . (7)
In Eq. (7) the integrations runs over all the possible con-
figurations of an auxiliary field x defined on the lattice:
in our case, x is an Ising field, x(r) = ±1. The function
p(x) is a uniform probability density on the space of the
configurations of the auxiliary field: p(x) = 1
2Np . An ex-
plicit expression for the operator Bˆ(x) appearing in (7)
is given by the following [39]:
Bˆ(x) = eδτE0 e−δτKˆ/2
∏
r
bˆr(x(r)) e
−δτKˆ/2 (8)
where Kˆ is the kinetic energy of the Hubbard model,
while:
bˆr(x) = e
−δτU(nˆ(r)−1)/2 eγx(nˆ(r)−1) (9)
with nˆ(r) = nˆ↑(r)+nˆ↓(r) being the particle density oper-
ator while cosh(γ) = exp
(
δτ |U |
2
)
. From the point of view
of the physical interpretation, the Hubbard-Stratonovich
transformation allows us to map the interacting problem
onto an ensemble of non-interacting systems of fermions
moving in random external potentials. The average over
the ensemble recovers the fully interacting model. From
the point of view of implementation, the key point of the
methodology is the fact that the operator Bˆ(x) defined in
Eq. (8) is the exponential of a one-body operator depen-
dent on the auxiliary field configuration. This implies
that the operator Bˆ(x) maps Slater determinants into
Slater determinants. This allows the QMC procedure to
implement a random walk whose state space coincides
with the manifold of Slater determinants with Np parti-
cles. Such a random walk opens the possibility to com-
pute expectation values of any physical property, say Oˆ,
using Monte Carlo integration, relying on the expression:
〈 Oˆ 〉 '
∫
dx1 . . . dx2M pi(x0, . . . ,x2M )O(x0, . . . ,x2M )∫
dx1 . . . dx2M pi(x0, . . . ,x2M )
(10)
where 〈 Oˆ 〉 is shorthand for 〈Ψ0 | Oˆ |Ψ0〉, while:
pi(x1, . . . ,x2M ) =
2M∏
i=1
p(xi)〈φL |φR〉
O(x1, . . . ,x2M ) = 〈φL |Oˆ |φR〉〈φL |φR〉 .
(11)
The “left” and “right” Slater determinants are defined
as:
〈φL | = 〈φ0 | Bˆ(x2M ) . . . Bˆ(xM+1)
|φR〉 = Bˆ(xM ) . . . Bˆ(x1)|φ0〉 .
(12)
In the simplest implementation of the methodology, we
use the non-interacting wave function as the initial wave
function:
|φ0〉 =
∏
k,σ ε(k)<εF
cˆ†k,σ|0〉 (13)
where ε(k) = −2t(cos(kx) + cos(ky)) is the dispersion
relation of the non-interacting two-dimensional Hubbard
model, εF is the Fermi energy, while the operator:
cˆ†k,σ =
1√Ns
∑
r
eik·r cˆ†r,σ (14)
4creates one particle with spin orientation σ in a plane
wave eik·r/
√Ns. In the the state |φ0〉, all the orbitals
of the particles in the system will be plane-waves. The
Slater determinant |φR〉, for a given imaginary time de-
pendent configuration of the auxiliary-field (x1, . . . ,x2M )
will be obtained from |φ0〉, by applying the product of the
operators Bˆ(xi) to the plane waves, once for each parti-
cle in the system. Similarly we build 〈φL |. Each Slater
determinant |φ〉 is parametrized as Φ = Φ↑ ⊗ Φ↓ where
Φσ is a Ns×Nσ complex matrix, containing all the com-
ponents 〈r, σ|φ〉. The matrix elements O are obtained
with simple linear algebra manipulations. This is the
essence of the QMC method: we randomly sample imagi-
nary time dependent configurations of the auxiliary-field
and this allows us to implement a random walk in the
manifold of the Slater determinants for Np particles; an
average over all the possible random walks yields physi-
cal properties of the correlated systems. Several techni-
cal improvements can make the technique more efficient,
including importance sampling and force bias [27, 40].
The resulting methodology has a very favorable scal-
ing as a function of the size of the system: precisely it
scales as O(N 2pNs). It important to mention that, for the
spin-balanced (N↑ = N↓) attractive Hubbard model, the
method is sign-problem free, which implies that we can
compute exact physical properties of the system. By ex-
act we mean that, for a given choice of Np and Ns, we
can always choose the parameters of the Quantum Monte
Carlo run, and namely the time step δτ and the total
projection time β = Mδτ , in such a way that the sys-
tematic error is smaller than the statistical uncertainty
for a given computation time. The Auxiliary-Field QMC
method can be extended to the calculation of dynamical
properties. As described in detail in the papers [28, 29],
it is possible to compute exactly dynamical correlations
in imaginary time, like the intermediate scattering func-
tion:
F (q, τ) =
〈
Ψ0 |eτHˆ nˆqe−τHˆ nˆ−q|Ψ0
〉
(15)
without effecting the favorable scaling of the methodol-
ogy. This is easily achieved since the imaginary time
evolution operator e−τHˆ is the same operator that al-
lows us to sample the ground state wave function using
the projection formula (5), and the same formal manip-
ulations can be applied to it. This results in an efficient
algorithm to compute F (q, τ), with the same complex-
ity that is required by static calculations. We use the
intermediate scattering function from Quantum Monte
Carlo as an input for the analytic continuation problem,
that is needed to estimate the dynamical structure factor
S(q, ω) through the relation:
F (q, τ) =
∫ +∞
0
dω e−τωS(q, ω) . (16)
We stress one more time that our calculations of F (q, τ)
are unbiased, as no sign problem exists for the spin-
balanced attractive Hubbard model in the framework
FIG. 1. (Color online) Energy per site of the Hubbard model
at half-filling for U/t = −4 as a function of 1
L
, where L is
the linear size of the system. The energies are in units of the
hopping amplitude t.
of the Auxiliary-Field QMC methodology. We use the
state-of-art Genetic Inversion via Falsification of Theo-
ries (GIFT) [25, 26] method to estimate the dynamical
structure factor S(q, ω) starting from F (q, τ). We im-
prove the accuracy of the procedure by including the f -
sum rule, which will be discussed in appendix A. This
method has been widely employed to study dynamical
properties of superfluid 4He in different dimensionalities
[25, 26, 30, 32], normal 3He [33], cold atomic systems
[28, 31, 34, 41] and the Hubbard model [29], and it is
known to provide robust results. In the following section
we will present our results.
III. RESULTS
We study the attractive Hubbard model on a square
lattice with Ns = L×L sites hosting Np particles at half-
filling, that is Np = Ns and spin balance. The strength
of the interaction is chosen to be U/t = −4. Since we tar-
get bulk properties, it is crucial to perform size extrapo-
lation, in order to make sure that the size effects are be-
low the level of the statistical uncertainties in the Monte
Carlo calculations. In Fig. 1 we plot the energy per site as
a function of the linear size, for L = 4, 6, 8, 10, 12, 14, 16.
The results clearly show that, within an uncertainty of
the order of 10−3 the energy per site converges to its bulk
limit around L = 10. All the calculations that we will
present will be for L = 12. All the other parameters of
the simulations, like time-step and total projection time
are tuned in such a way that the systematic error is below
the level of the uncertainties in the Monte Carlo data.
Before presenting our results for the dynamical prop-
erties, which are the central product of this work, we
present our results about the density correlation and the
pairing correlations, defined respectively as:
Cn(r) = 〈Ψ0 | nˆ(r)nˆ(0) |Ψ0〉 (17)
where nˆ(r) = cˆ†r,↑cˆr,↑ + cˆ
†
r,↓cˆr,↓ and:
Cpair(r) =
〈
Ψ0 | ∆ˆ†(r)∆ˆ(0) |Ψ0
〉
(18)
5FIG. 2. (Color online) Left panel: density correlation Cn(r) (dimensionless) for the attractive Hubbard model with U/t = −4
as a function of the position r = (x, y). Two colors have been chosen to aid the reader: red for higher density lattice sites
and blue for lower density lattice sites. Right panel: a slice of the density correlation taken with x = 0. The uncertainties are
plotted but may be difficult to see, as they are consistently below the size of the symbols.
.
FIG. 3. (Color online) Pairing Correlation Cpair(r) for the
attractive Hubbard model at half-filling with U/t = −4 as a
function of the distance |r|. The uncertainties are plotted but
may be difficult to see, as they are consistently below the size
of the symbols.
where the on-site pairing is defined as:
∆ˆ(r) = cˆr,↓cˆr,↑ . (19)
The density correlations, shown in Fig.2, exhibit clear
long-range order. The system is in a crystalline phase,
with a checkerboard modulation of the particle of wave
vector q = (pi, pi); that is, the order parameter has the
form:
n(r) = 1 +A cos(q · r), A < 1. (20)
We observe that this is not the trivial order imposed
by the optical lattice: it is a density modulation that
arises from the interplay between interatomic correlations
and nesting of the non-interacting Fermi surface at half-
filling, as we we will discuss in more detail below.
The pairing correlation is shown in Fig.3 as a function
of distance |r| and clearly displays convergence to a non-
zero limit:
Cpair(r)→ n20, |r| → +∞. (21)
This indicates the emergence of off-diagonal long range
order, corresponding to a superfluid phase. The order
parameter n0 plays the role of a condensate fraction. In-
tuitively, the singlet-pairs that form in the system as a
consequence of the attractive interaction become coher-
ent and form a Bose-Einstein condensate. We observe
that the pairs have total spin equal to zero, and thus obey
Bose statistics in the limit of strong attraction. The com-
bination of the long-range orders in both the density and
pairing correlations is the signature of a supersolid phase,
which appears to be the equilibrium state at half-filling.
The central result of our paper is the calculation of the
dynamical structure factor S(q, ω) of the system in this
unique phase. In order to shed light into the physical in-
formation contained in S(q, ω), we find it useful to show
the results together with the non-interacting exact dy-
namical structure factor, which we denote S0(q, ω) and
6FIG. 4. (Color online) Left panel: color plot of the dynamical structure factor S(q, ω) (arbitrary units) for the attractive
Hubbard model at half-filling with U/t = −4 as a function of momentum q along a triangle in the first Brillouin zone and
frequency ω, in units of the hopping amplitude t. Right panel: color plot of S0(q, ω) (arbitrary units) for the non-interacting
system at the same density. The points in the first Brillouin zone are labeled as Γ = (0, 0), Σ = (0, pi), and M = (pi, pi).
FIG. 5. (Color online) Density response function χ(q), as a
function of the magnitude of the momentum vector q of the
density modulation imposed on the system, defined along a
triangle in the first Brillouin zone. The points in the first
Brillouin zone are labeled as Γ = (0, 0), Σ = (0, pi), and M =
(pi, pi). The uncertainties, on this scale, are below the size of
the symbols.
which is given by:
S0(q, ω) =
1
2pi2
∫
[−pi,pi]2
dk δ (ω − (ε(k + q)− ε(k)))
{θ(εF − ε(k)) (1− θ(εF − ε(k + q)))}
(22)
where ε(k) = −2t (cos kx + cos ky) is the dispersion re-
lation of the Hubbard model, while εF is Fermi energy,
which vanishes at half-filling due to particle-hole symme-
try. The results are shown in Fig. 4, where the inter-
acting S(q, ω) is shown in the left panel, while the non-
interacting S0(q, ω) is plotted in the right panel. The mo-
mentum runs along the triangle in the first Brillouin zone
defined by the vertices Γ = (0, 0), Σ = (0, pi), M = (pi, pi).
The non-interacting dynamical structure factor captures
all the particle-hole excitations allowed by the dispersion
relation ε(k); we stress that, at half-filling, the Fermi
surface is defined by the equation ε(k) = 0 and has a
characteristic diamond shape. It displays an important
nesting property, related to the wave vector (pi, pi): if a
momentum k belongs to the Fermi surface at half-filling,
then k + (pi, pi) still belongs to the Fermi surface. This
is the reason for the fact that S0((pi, pi), ω = 0) does not
vanish: it is possible to transfer momentum (pi, pi) at zero
energy cost. This generates an instability towards a state
of modulated density, which becomes stable as soon as
we switch the interaction on. The stability of the ordered
phase in the interacting system appears very clearly as a
peak of S((pi, pi), ω) at ω = 0. We stress that, as the lat-
tice that we are simulating is finite, the peak at q = (pi, pi)
is at a finite but very small ω and tends to zero in the
thermodynamic limit. For the 12 × 12 system, we esti-
mate that the peak has an energy ω(pi, pi) <∼ 10−2 t.
Very interestingly, from the comparison between the
non-interacting dynamical structure factor and the inter-
acting S(q, ω) we immediately see that, in the interact-
ing system, most of the spectral weight becomes concen-
trated around a well defined collective mode ω(q). This
mode has a clear phononic shape and displays a “roton”
minimum at q = (pi, pi), which vanishes in the thermo-
dynamic limit and corresponds to the checkerboard crys-
talline structure of the system. Our data strongly sug-
gest that ω(q)→ 0 also as q→ 0, although the smallest
momentum that we considered is q = (pi6 , 0) due to the
finite size of the lattice. We observe that the mode ω(q)
has a broadening, with a width on the order of 0.5 t,
which arises from the possible decay of the mode into
7particle-hole excitations and from uncertainty in the an-
alytic continuation method. We also see an interesting
higher energy branch, carrying smaller spectral weight;
the existence of two modes can be expected in a super-
solid [34, 35] if we consider that the system is breaking at
the same time translational symmetry, giving rise to the
crystalline order, and U(1) symmetry, giving rise to the
pairing order. The intensity of the higher energy mode
appears to be very small close to q = (pi, pi), which can
be a consequence of its decay in the particle-hole con-
tinuum. We also notice, in the interacting system, an
evident depletion of the particle-hole continuum below
the coherent mode, which thus cannot decay into simple
particle-hole excitations.
This mode ω(q), together with the higher energy
mode, emerging from the broad particle-hole continuum
typical of a non-interacting fermionic system as we switch
on the interatomic interaction is a spectacular manifes-
tation of quantum coherence. As soon as the particles
start to attract each other, the fermions start to organize
in pairs. These pairs form a Bose-Einstein condensate
and the coherent fluid of pairs organize in a spatially
modulated density pattern. The modes that we found
describes the low energy dynamics of this very unique
quantum system.
Finally, in Fig. 5 we show our result for the density
response function:
χ(q) = −n
∫ +∞
0
dω
S(q, ω)
ω
(23)
where n is the particle density, equal to one in our case.
Physically, χ(q) is the linear response function describ-
ing the response of the particle density to an external
potential trying to impose to the system a density mod-
ulation with wave-vector q. The function appears to be
smooth as a function of q, apart from the divergence at
q = (pi, pi), which is the momentum of the checkerboard
crystalline order. We comment that the value χ(pi, pi)
that we obtain is large but finite, as we are simulating
a finite system; χ(pi, pi) diverges in the thermodynamic
limit.
IV. DISCUSSION: RELEVANCE FOR
REPULSIVE MODELS
We would like to take the opportunity here to stress
that our results are not only significant for the attractive
Hubbard model, and thus to the supersolid phase that
can be realized with cold atoms on an optical lattice, but
they are also relevant for the repulsive Hubbard model.
In fact, if we consider the partial particle-hole transfor-
mation defined as:
dˆ†r,↑ = cˆ
†
r,↓
dˆ†r,↓ = (−1)r cˆr,↓
(24)
where (−1)r = (−1)x+y if r = (x, y) and we focus on
the model at half-filling, the hamiltonian preserves the
form (1) with U → −U . This can be easily proved by
taking into account the fact that the square lattice is a
bipartite lattice, through the following simple algebraic
manipulations:
Kˆ = −t
∑
〈r,r′〉,σ
cˆ†r,σ cˆr′,σ = −t
∑
〈r,r′〉,σ
dˆ†r,σdˆr′,σ
Vˆ = U
∑
r
cˆ†r,↑cˆr,↑cˆ
†
r,↓cˆr,↓ = U
∑
r
dˆ†r,↑dˆr,↑dˆr,↓dˆ
†
r,↓
=
UL2
2
− U
∑
r
dˆ†r,↑dˆr,↑dˆ
†
r,↓dˆr,↓
(25)
where in the last step we used the fact that we are at
half-filling and that we work in the sector of the Hilbert
space with N↑ = L
2
2 .
We observe that the fluctuation of the particle density
is mapped onto the spin density along the z direction,
perpendicular to the plane, since:
nˆ(r)− 1 = cˆ†r,↑cˆr,↑ + cˆ†r,↓cˆr,↓ − 1
= dˆ†r,↑dˆr,↑ − dˆ†r,↓dˆr,↓ = 2Sˆz(r) .
(26)
Also, the on-site pairing is mapped onto the (staggered)
spin density along x-direction, in-plane, since:
1
2
(
∆ˆ(r) + ∆ˆ†(r)
)
=
1
2
(
cˆr,↓cˆr,↑ + cˆ
†
r,↑cˆ
†
r,↓
)
=
1
2
(
(−1)rdˆ†r,↓dˆr,↑ + (−1)rdˆ†r,↑dˆr,↓
)
= (−1)rSˆx(r) .
(27)
The important message is that our calculations pro-
vide exact results for the repulsive Hubbard model at
half-filling. The superfluid phase that we detect in the
attractive model from the pairing correlation function
is mapped onto an antiferromagnetic order in the x-
direction, in-plane. The crystalline phase, which we de-
tect from the density correlation functions is mapped
onto an antiferromagnetic order in the z-direction, per-
pendicular to the plane. Finally, the dynamical struc-
ture factor is mapped to the spin structure factor in the
z-direction, and the collective modes that we found give
information about the spectrum of spin density modu-
lations in the repulsive system. We expect that our re-
sults provide important benchmarks also for the repul-
sive model, where several methodologies, like for exam-
ple, just to mention a few, dual-fermions approaches [42],
several generalization of dynamical mean field theories
and slave bosons [43] are systematically used due to the
importance of the model for unconventional superconduc-
tors. In particular, as most of the above mentioned meth-
ods work at finite temperature, our results can provide
very useful benchmarks for the zero-temperature limit
which, in general, is very hard to study using finite tem-
perature approaches.
Before drawing our conclusions we would like to stress
an important point: in the repulsive model, we expect
8that in the bulk limit, due to isotropy, there is a degener-
acy in the ground state corresponding to the possibility of
rotating the antiferromagnetic order parameter through
any angle. More formally, the model has SU(2) sym-
metry. Practically, we can have antiferromagnetic order
with order parameter pointing along arbitrary directions
is space. If we now consider the mapping U → −U and go
to the attractive model, the above mentioned symmetry
unveils an interesting symmetry between crystalline or-
der, which would correspond to antiferromagnetic order
along the z direction and superfluid order, which would
correspond to antiferromagnetic order along the x direc-
tion. In the supersolid phase both orders are present at
the same time, which corresponds to antiferromagnetic
order in the xz plane. This is very important as it makes
the landscape fertile for novel exotic phases which may
appear when we move from half-filling, either changing
the particle density or breaking the spin balance. We
plan to investigate this in future studies, both from the
static and the dynamical point of view. This may pave
the way for deep insights into the physics of pairing, with
important applications both in cold atoms and in con-
densed matter physics.
V. CONCLUSIONS
We used an exact methodology to sample the ground
state of the attractive Hubbard model at half-filling. We
computed density and pairing correlations in the bulk
limit and confirmed the existence of a supersolid phase,
with long-range order both in the density correlations,
corresponding to a crystalline checkerboard order with
wave vector q = (pi, pi) and in the on-site pairing corre-
lations, corresponding to a superfluid phase. Our central
result was the study of the spectrum of density corre-
lations of the system: we were able to compute exactly
the intermediate scattering function in imaginary time
and we used the state-of-art GIFT method to perform
the analytic continuation necessary to obtain an estima-
tion of the dynamical structure factor S(q, ω). In or-
der to shed light into the dynamical properties of the
supersolid phase, we found useful to show a compar-
ison with the non-interacting dynamical structure fac-
tor at the same density. We found interesting collective
modes which arises when the interactions are switched
on: one lower energy mode ω(q) which clearly vanishes
at q = (pi, pi) and a higher energy branch, carrying less
spectral weigh: we interpret the two modes as related to
the two symmetry breaking mechanisms that take place
at the same time, leading to crystalline order and super-
fluidity. Although finite size effects do not allow us to
have access to the limit q→ 0, we expect that ω(q) will
vanish in that limit and the data appear to be consistent
with this. Apart from the intrinsic interest of the super-
solid phase that can be realized in fermionic cold atoms,
we hope that our results will serve as useful benchmarks
for correlated approaches to quantum systems, as our
calculations in imaginary time are unbiased, which is a
very rare finding in many-body problems. Moreover, we
expect that the relevance for repulsive models, together
with the relevance of the Hubbard model in material
science, will stimulate further research aiming at char-
acterizing dynamical properties of many-body systems.
Finally, we plan to investigate, in future studies, the be-
havior of the model as we move away from half-filling.
In particular, we would like to allow the particle den-
sity to change, in order to see if there may be a density
modulated phase which becomes stable at some values
of the filling, and to break the spin balance, which is
expected to allow the system to develop highly nontriv-
ial pairing mechanisms, related to exotic phases like the
Fulde-Ferrel-Larkin-Ovchinnikov phase.
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ence and Engineering Discovery Environment (XSEDE),
which is supported by National Science Foundation
grant number ACI-1053575. D.E.G. acknowledges the
CINECA awards IscraB PANDA and IscraC RENNA for
the availability of high performance computing resources
and support.
Appendix A: The f-sum Rule for the Hubbard
Model
In this appendix we will present some details about the
analytic calculation of the f -sum rule for the Hubbard
Hamiltonian. The main purpose is to obtain a simple
expression for the first moment:
M1(q) =
∫ +∞
0
dω ωS(q, ω) (A1)
the following exact expression holds:
M1(q) = 1
2N
〈∑
k,σ
(ε(k + q) + ε(k− q)) cˆ†k,σ cˆk,σ − 2Tˆ
〉
(A2)
where:
Tˆ =
∑
k,σ
ε(k)cˆ†k,σ cˆk,σ (A3)
is the kinetic energy operator of the Hubbard model, with
the usual dispersion relation:
ε(k) = −2t
d∑
i=1
cos(ki) (A4)
with d being the dimensionality.
We stress that the result (A2) critically depends on the
form of the dispersion relation and it reduces to the tradi-
tional f -sum rule when the quadratic dispersion is used.
We also comment that (A2) cannot be evaluated analyt-
ically as this would require the calculation of the spin
9FIG. 6. (Color online) For q = 2pi
L
(3, 3) we show the com-
parison between the intermediate scattering function as com-
puted from QMC (blue dots with errorbars connected by full
line to guide the eye) and the straight line y(τ) = F (q, τ =
0)− τM1(q). We see that the line y(τ) is clearly tangent to
F (q, τ) at τ = 0. The inset is just a zoom in.
resolved momentum distribution: n(k, σ) = 〈 cˆ†k,σ cˆk,σ 〉;
however this quantity can be easily obtained from a QMC
simulation.
In order to derive (A2) we start from the expression:
S(q, ω) =
1
N
∑
n
δ (ω − (En − E0)) |〈Ψ0 |nˆq |Ψn〉|2
(A5)
where {|Ψn〉} is an orthonormal basis of eigenvectors of
the Hamiltonian related to the eigenvalues {En}. Also:
nˆq =
∑
k,σ
cˆ†k,σ cˆk+q,σ (A6)
is the Fourier transform of the local density of the parti-
cles.
From (A5) we immediately conclude that:
M1(q) = 1
N
∑
n
(En − E0) |〈Ψ0 |nˆq |Ψn〉|2 . (A7)
This equality through simply algebraic manipulations
can be recast as:
M1(q) = 1
2N
〈 [[
nˆq , Hˆ
]
, nˆ−q
] 〉
. (A8)
The main result (A2) follows from the simple but lengthy
explicit evaluation of the commutators.
The possibility to compute the first momentM1(q) is
important for the analytic continuation procedure, as it
allows us to improve the constraints in the GIFT method.
The relation between the f -sum rule and the intermedi-
ate scattering function rests on the following equality:
∂
∂τ
F (q, τ = 0) = −M1(q) . (A9)
We find it useful to show in Fig. 6 that this relation is
satisfied by our QMC calculations, this being a further
cross-check for the accuracy of QMC. In fact, although
there is no sign problem, making the results unbiased, the
calculation of F (q, τ) requires the sampling of the imag-
inary time evolution, while M1(q) just requires static
calculations, which are more straightforward. Relation
(A9) provides a useful additional verification of the ac-
curacy of the evaluation of F (q, τ).
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