Despite vibrational properties being critical for the ab initio prediction of the finite temperature stability and transport properties of solids, their inclusion in ab initio materials repositories has been hindered by expensive computational requirements.
Introduction
Large databases of calculated material properties, such as AFLOW.org 1,2 , the Materials Project 3 , and OQMD 4 , have become powerful tools for accelerated materials design [5] [6] [7] . Ab initio relaxed crystal structures and ground state energies are routinely provided in these repositories, and often used to evaluate phase diagrams starting from zero temperature or with simple approximations 8 . With this approach roughly 50% of the experimentally known compounds are found above the convex hull. 9, 10 This can be due to the experimental structure being truly metastable. Another possible explanation could be the lack of accuracy of standard density functional approximations. 11 However, an important factor will undoubtedly be that phonon-related contributions are highly important at the temperatures of interest [12] [13] [14] [15] [16] .
These contributions are often neglected, principally due to the high computational cost posed by the interatomic force constants (IFC) matrix, i.e.the Hessian, or second derivatives of the energy with respect to the atomic displacements. Similarly, structural global energy minimization methods, such as USPEX 17, 18 , generate hundreds of relaxed candidate structures. However, both for large databases and global energy methods, the vibrational energy contributions are typically too expensive to be calculated with brute force. A considerable advantage would come from an on-the-fly estimation of vibrational free energies during the search.
Neglecting phonon contributions to the free energy is obviously wrong and this practice is mainly due to computational necessities. Obtaining the Hessian typically requires one or two orders of magnitude more computer time than the corresponding structural relaxation. Machine learning (ML) algorithms can be used to avoid costly calculations. ML has been successfully used to predict IFCs for compounds from the same crystal structure but different chemical composition 24, 25 , which was subsequently shown to be a major factor determining the vibrational free energy of compounds 26 . However, the more complex problem of predict- 
Approach
The interatomic force constants between atom i and j constitute a second-order tensor defined by the second derivatives of the PES with respect to atomic displacements
For ML to predict the Φ ij 's we need to construct atom-centered descriptors based on an internal coordinate representation that is invariant with respect to the symmetries of the systems, as well as permutations among atoms of the same species. A similar challenge is faced in force-field fitting 27-29 but here we face the additional problem of generalizing the concept to tensors.
Scalar quantities of the physical system, like the energy, are expressed in this representation as functions of a set of scalar descriptors, {g α i,j }, based on these internal coordinates.
Vector quantities associated to the i th -atom can similarly be expressed by descriptors g α ij r ij , that transform contravariantly. More generally, however, one can produce quantities that transform as tensors by taking gradients of the scalar descriptors.
We choose a series of Gaussians, similar to those used in force-field fitting 27 , to represent the pair part
where {a α } are a set of radii spanning a few interatomic distances encompassing atoms i and j. Taking the gradients of these scalar descriptors leads to 3 × 3 matrices defined for each atomic pair (i, j) as:
where η and η run over the three Cartesian coordinates. While the δ term transforms as a scalar, the r η ij r η ji term corresponds to the outer product of the gradients of scalar function g and transforms as a rank-2 tensor. Therefore, descriptors of the type
transform as rank-2 tensors and can be used for the regression of Hessians. Periodic boundary conditions within the supercell spanning the force cut-off range (here 5 × 5 × 5) require an extra modification of the descriptor as
where R m are the translation vectors connecting identical atoms in the supercell.
The set of descriptors above can be extended to higher orders, at an increased computational expense. For instance, the following set of rank-2 tensor descriptors would capture further 3-body interactions.
where θ ijk is the angle formed by atoms i,j and k. The gradients of θ ijk can be expressed in terms of cross products of pairs in {i, j, k} and D
ij transform as a tensor. There are other ways to define descriptors involving two and three-atom terms 27, 30 . However, to the best of our knowledge, direct regression of Hessians using invariant tensorial-form descriptors has not been attempted before.
Descriptors D (2)α i,j are used to predict Φ ij , i.e. the 3 × 3 matrices of IFCs between different i-and j-atoms. Atomic force constants of the form, Φ ii , which simply describes the forces on atom i due to its own displacement, cannot come from D (2)α i,i . Thus, the whole environment is included through the sum:
where j indices through all the atoms of the supercell , including i itself. To get the whole IFCs, two different ML models are then trained:
For clarity of the presentation, the dependence on chemical species, required for multicomponent systems, has not been included in previous the formulas. Given a set of species {s}, the descriptors can be written as D
, with s and s species indices.
Results and discussion
Data set. The ML approach is developed for a test chemical system: the metastable structures of KZnF 3 (a cubic perovskite at 0K, chosen for simplicity). The initial data set consists of 267 KZnF 3 structures with 10 atoms per unit cell, randomly generated by the first-generation run of the USPEX code 17, 18 , and optimized using density functional theory (DFT) 31,32 as implemented in VASP 33 . The projector augmented wave (PAW) method is employed to deal with the core and valence electrons 34 . The data sets preparation follows AFLOW.org high-throughput recommendations 1, 35, 36 , and the kinetic energy cutoffs are set to 450 eV for the plane wave basis. The force constant matrices and the phonon frequencies are computed at Γ using density functional perturbation theory 37 .
The identification and reduction of symmetrically equivalent cells is performed through the following structural fingerprint. For every structure C, descriptors are computed for
, where {s, s } are the species indices (these same descriptors are also employed to predict the IFC matrix invariants, as detailed later). The sum over the pairs leades to a fingerprint K for a given structure C:
The distance d(C 1 , C 2 ) between structures C 1 and C 2 is then defined as:
After combinatorial analysis between the structures, an optimum distance's threshold of 0. force constants predicted versus calculated -are compared in Figure 2 and listed in Table 1 . The RF results indicate that very good predictions can be obtained using only simple two-atom descriptors. The extension to the 3-atom environments, Eq. 6, does not noticeably improve the outcome, implying that the key factors determining the IFCs are the species and relative positions between atoms' pairs, without much contribution from other environmental atoms. 3-atom descriptors take much longer to calculate, are much more numerous than the pair descriptors, and therefore impose constraints onto the number of accessible radii {α}, potentially leading to sub optimal results. Thus, it is possible that other descriptor algebraic formalisms and/or broader training sets -more systems and larger structurescould improve the outcome when 3-atom environments are accessed. This is beyond the scope of the current work and it will be tackled in the future. The specific heats at constant volume, vibrational entropies and free energies are computed at 300 K from the phonon frequencies ω following Ref. 40 (N atoms is the number of atoms in the cell and n ω is the Bose-Einstein distribution):
The quantities are depicted in Figure on the other metastable systems available, without having to include any unstable structures to populate the empty configurational space between energy minima. The property can be leveraged for the quick estimation of vibrational contributions to phase stability and transport properties of materials, and to enable the high-throughput ab initio screening of these properties at finite temperatures.
Conclusions
We have shown that Hessians and associated vibrational properties of multi-component metastable structures can be efficiently predicted by machine learning regressions without the need of developing full force fields. The key factors determining the interatomic force constants are captured by tensor descriptors depending only on the species and distance between atoms' pairs. The main features of the vibrational spectrum -maximum, mean and variance -are correctly reproduced. ML predictions of thermodynamic propertiesspecific heat, vibrational free energy and entropy -correlate well with the DFT calculations.
Once trained, the model allows for the rapid vibrational characterization of relaxed structures with arbitrary complexity at low computational cost and the efficient comparison of polymorphs competing for stability at finite temperature. It is envisioned that machine learning vibrational-approaches will enable the use of the abundant online repositories information for efficient high-throughput screening of stability and transport at finite temperature.
