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Abstract
In the following article we consider approximate Bayesian computation (ABC) for certain
classes of time series models. In particular, we focus upon scenarios where the likelihoods of
the observations and parameter are intractable, by which we mean that one cannot evaluate
the likelihood even up-to a positive unbiased estimate. This paper reviews and develops a
class of approximation procedures based upon the idea of ABC, but, specifically maintains
the probabilistic structure of the original statistical model. This idea is useful, in that it
can facilitate an analysis of the bias of the approximation and the adaptation of established
computational methods for parameter inference. Several existing results in the literature are
surveyed and novel developments with regards to computation are given.
Keywords: Approximate Bayesian Computation; Hidden Markov Model; Observation Driven
Time Series.
1 Introduction
Consider an observable, discrete-time stochastic process {Yn}n≥1, Yn ∈ Y ⊆ Rdy , a latent and
unobserved discrete-time stochastic process {Xn}n≥1, Xn ∈ X ⊆ Rdx , a parameter θ ∈ Θ ⊆ Rdθ
and i.i.d. sequence of random variables {φn}n≥1, φn ∈ Φ ⊆ Rdφ , whose distribution can depend
upon θ (dy, dx, dθ, dφ ∈ N). This article is concerned with the class of statistical models, for
n ≥ 1, ϕn,θ : N×Θ× Yn−1 × X→ Y
Yn = ϕn,θ(y1:n−1, xn, φn)
where y1:n−1 := (y1, . . . , yn−1), n ≥ 2, y1:−1 is assumed null, which induces a joint Lebesgue
(assumed for simplicty of presentation) density of the model
pθ(y1:n, x1:n) =
( n∏
i=1
pθ(yi|y1:i−1, xi)
)
pθ(x1:n) (1)
where we use pθ(·) to denote conditional and joint probability densities w.r.t. Lebesgue measure
and Pθ(·) will denote the associated distribution. This collection of models is rather flexible and
contains:
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1. I.I.D. models, when x1:n is null and ϕn,θ does not depend on y1:n−1
2. Observation-driven time series models (ODTS) (e.g. [20]), when x1:n is null
3. Hidden Markov models (HMMs) (e.g. [15]), when x1:n follows a Markov chain and ϕn,θ
does not depend on y1:n−1
4. Some Non-Linear time series models (e.g. [36]), such as causal and invertible bilinear time
series models [42, 55] (when x1:n is null).
The class of models is quite large and includes many popular classes including some GARCH
models ([10]), stochastic volatility models (e.g. [51]) and partially observed Markov jump process
models (e.g. [40]). The list of applications is numerous ranging from economics, biology and
engineering; the reader is referred to the afore mentioned references for specific applications and
details.
The particular scenario of interest in this article is when one can exactly sample the process
{φn}n≥1 and evaluate for n ≥ 1, ϕn,θ, but that the density function pθ(yi|y1:i−1, xi) is unknown
up-to a positive and unbiased estimate (this can occur see [44]); we will call the likelihood
intractable. If the density function pθ(yi|y1:i−1, xi) is known up-to a positive and unbiased
estimate and suppose that this estimate is
∏n
i=1 pˆθ(yi|y1:i−1, xi, Zi) for some random variables
{Zn}n≥1 where E[
∏n
i=1 pˆθ(yi|y1:i−1, xi, Zi)] =
∏n
i=1 pθ(yi|y1:i−1, xi) (the expectation is w.r.t. the
law of {Zn}n≥1), then the approximation schemes we will discuss are not always needed as exact
(possibly Monte Carlo-based) inference procedures are possible. Later in the article, we will
consider cases when pθ(x1:n) is intractable in some way, but for now, we will assume, when it
is in the model, that this density is known point-wise up-to a constant. We also remark, in
Section 2.1, we will show that if one can evaluate the density of the noise terms pθ(φi) then,
indeed one does not require the ability to sample the {φn}. For the class of problems of interest,
for either likelihood-based or Bayesian inference methods, the complexity of the model is such
that even when using advanced methods such Markov chain Monte Carlo (MCMC) or sequential
Monte Carlo (SMC) exact statistical inference is seldom possible. One of the standard solutions
to this problem is to introduce an approximation of the statistical model and an often adopted
approach is that of using Approximate Bayesian Computation, especially when taking a Bayesian
perspective to statistical estimation; see for instance [57] for a recent overview.
Before continuing, it is noted that the scenario of intractable likelihoods will occur in many
applications. Perhaps the most common is when {φn}n≥1 is distributed according to a model
which can be simulated, but pθ(φ) is not known; a good example is the stable distribution - this
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would find applications for i.i.d. models and HMMs (see [65, 78]) applied in finanical contexts
where the heavy tails of these distributions are a realistic modelling choice. Other models used
in practice include the Lotka-Voltera model [12] used for stochastic-kinetic networks and the
g − and− k distribution used for ‘non-standard’ data [43].
1.1 Approximate Bayesian Computation
Suppose that one places a prior density pi on θ ∈ Θ, the standard ABC approximation (see
e.g. [67]) of the posterior associated to the likelihood in (1):
pi(θ, x1:n|y1:n) ∝ pθ(y1:n, x1:n)pi(θ)
is to take, for  > 0:
pi(θ, x1:n, u1:n|y1:n) ∝ I{u1:n∈Yn:d(s(u1:n),s(y1:n))<}(u1:n)pθ(u1:n, x1:n)pi(θ) (2)
where u1:n ∈ Yn are auxiliary data, pθ(u1:n, x1:n) is as (1), S : Yn → Rds is a summary of
the data, d : R2ds → R+ is distance on the summary statistics. If the summary statistics are
sufficient for the data, then one can show (under minimal assumptions) that as  ↓ 0 that the
(marginal) ABC posterior pi(θ, x1:n|y1:n) is in some sense exactly pi(θ, x1:n|y1:n). It is remarked
that if Y is countably infinite (we assume this is not the case), then it is possible to take  = 0
and if S is sufficient, this leads to exact inference as proposed in [71]. We note that the indicator
function is used in (2), but it can be replaced with a kernel density; we focus upon indicator
functions in this article. The approximation (2) is particularly amenable to inference, in that, in
the framework of this article one can sample u1:n|x1:n, θ exactly from the true model; this fact
is very useful in that it would allow one to apply a number of computational algorithms such as
rejection sampling, importance sampling, MCMC or SMC (this explained in detail later in the
article). The problems with this approximation include:
• If the statistics s are not sufficient, one does not always recover the exact posterior, even if
 = 0. This can make it difficult to characterize, mathematically, the bias in approximation.
Selecting summary statistics can then be challenging, although, there are approaches such
as [37].
• In many practical models, there is a trade-off between making  small (accuracy of the
approximation) and allowing a computational method to work well (accuracy in compu-
tation). The approximation (2) does not often help this former trade-off due to the fac-
tor I{u1:n∈Yn:d(s(u1:n),s(y1:n))<}(u1:n), which may mean that  has to be relatively large
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for a computational algorithm to produce reliable results. For example in a rejection al-
gorithm which samples θ, x1:n, u1:n from pi(θ)pθ(u1:n, x1:n) the acceptance probability is
I{u1:n∈Yn:d(s(u1:n),s(y1:n))<}(u1:n); if n is large one may need to make  quite large to yield
reasonable acceptance rates.
• In the context of this article, (2) does not retain the probabilistic structure of the model.
For example one does not have
pi(θ, x1:n|y1:n) ∝
( n∏
i=1
pθ(yi|y1:i−1, xi)
)
pθ(x1:n)pi(θ)
for some probability density pθ(yi|y1:i−1, xi). The issue with this is that the techniques of
inference for the original model (e.g. for HMMs one often uses SMC methods) cannot be
used, without modification, which creates an additional difficulty. Another issue is that a
theoretical study of the ABC approximation may be far more difficult than is the case when
the probabilistic structure of the model is retained. Although there are several results in
the literature (e.g. [9]) one could argue that a more precise analysis could be undertaken
by retaining the structure of the model.
The points here have been made in many other articles including [5, 6, 34, 46, 48]. Thus our
objective is to use a different ABC approximation which, to an extent, can deal with some of
the deficiencies raised here. We note that there are a great deal of extensions of the standard
ABC approach (such as regression adjustment [7]), but the argument made in this article, is that
the approximation to be reviewed and developed here, is very reasonable, especially for the case
when dy is low to moderate.
The ABC-based approximation we consider is as follows, which can deal with some of the
issues outlined above
pi(θ, x1:n|y1:n) ∝ pθ(y1:n, x1:n)pi(θ)
where
pθ(y1:n, x1:n) =
( n∏
i=1
pθ(yi|y1:i−1, xi)
)
pθ(x1:n) (3)
and
pθ(yi|y1:i−1, xi) =
∫
Y
I{ui∈Y:d(ui,yi)<}(ui)pθ(ui|y1:i−1, xi)dui∫
{u∈Y:d(u,yi)<} du
.
Typically, one needs to be able to evaluate the ABC posterior pointwise up-to a normalizing
constant (for example for Monte Carlo algorithms) which is often not the case for pi(θ, x1:n|y1:n).
One particular choice is to define an ABC posterior on an extended state-space from Θ× Xn to
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Θ× Xn × Yn, setting
pi(θ, x1:n, u1:n|y1:n) ∝ pθ(y1:n, u1:n, x1:n)pi(θ)
pθ(y1:n, u1:n, x1:n) =
( n∏
i=1
I{ui∈Y:d(ui,yi)<}(ui)pθ(ui|y1:i−1, xi)∫
{u∈Y:d(u,yi)<} du
)
pθ(x1:n).
The probabilistic structure in (1) is retained in (3). We note that the issue in the second bullet
point for problems of standard ABC approximations is dealt with to an extent; it breaks the
global dependence (on the data i.e. the factor I{u1:n∈Yn:d(s(u1:n),s(y1:n))<}(u1:n)) into a collection
of smaller and possibly easier to handle (from a computational perspective) sub-problems (i.e. the
factors I{ui∈Y:d(ui,yi)<}(ui)). This type of approximation has been studied in various special cases
in [5, 13, 22, 21, 25, 34, 46, 47, 48, 58, 59, 76], the actual intepretation will allow one, as we
will explain later on in this article, to perform asymptotically in n (for some classes of models
and under some assumptions and modifications) consistent parameter estimation when taking
a likelihood based (i.e. trying to optimize log[pθ(y1:n, u1:n, x1:n)]) or Bayesian approach to this
task. The approximation does not use any summary statistics; this is only an option if dy is
small to moderate - this latter scenario is sufficiently rich in that one does not always attempt
to fit the original model (i.e. approximation is not needed) if this were not the case.
This article will consider the ABC approximation (3) for a variety of special cases (that is, the
models 1.-3. mentioned above). We will review and discuss both the inferential aspects associated
to this approximation (such as consistency in parameter estimation, bias and so fourth) and the
computational methods that can be used to fit the models. Several original remarks are made
along the way. It is remarked that a comprehensive comparison of (some) computational methods
for ABC approximations posteriors based upon (3) and those based upon (2) can be found in [5].
1.2 Structure of the Article
The article is structured as follows. In Section 2 we investigate our ABC approximation in more
details, discuss the notion of ABC and some alternative approximation schemes. In Section 3
we consider three classes of models which include i.i.d. models, ODTS models and HMMs. We
discuss the ABC approximation and adjustments which can allow one to perform asymptotically
consistent parameter estimation. In Section 4 we give a variety of computational methods which
can be used to fit the particular ABC approximations discussed in Section 3. We mainly consider
SMC and MCMC methods, of which we assume the reader has some familiarity. Other approaches
such as expectation-propagation are also considered. In Section 5 the article is concluded and
future research work is discussed. The appendix houses some proofs and assumptions of some
propositions which are given in the article.
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2 Some Remarks on ABC
2.1 The Approximation
We begin our review by making some remarks on the approximation in (3). We first show, using
arguments from [8] that the approximation bias will disappear as  → 0. Throughout d is the
Euclidean distance; it does not appear that in practice the selection of the distance criterion
makes a significant difference. We have the following result for any bounded, measurable real-
valued function ξ : Θ × Xn → R. The assumption (A1) along with the proof is in Appendix
A.1.
Proposition 2.1. Assume (A1). Then for almost every y1:n ∈ Yn
lim
→0
∫
Θ×Xn
ξ(θ, x1:n)pi
(θ, x1:n|y1:n)dx1:ndθ =
∫
Θ×Xn
ξ(θ, x1:n)pi(θ, x1:n|y1:n)dx1:ndθ.
The result is fairly standard in the literature and is included for completeness of the article as
well as for pedagogical purposes. Essentially it tells us, at the level of approximation, but before
any fitting is considered, that one would like to make  as small as possible.
The extended ABC posterior, to be defined below, is needed for computational algorithms,
as one does not know pi(θ, x1:n|y1:n) point-wise up-to a normalizing constant; this is the main
requirement of most Monte Carlo based simulation methods, which are often needed to draw
inference from the ABC posterior. An important remark concerning the extended ABC posterior
pi(θ, x1:n, u1:n|y1:n) ∝ pθ(y1:n, u1:n, x1:n)pi(θ)
where pθ(y1:n, u1:n, x1:n) is as equation (3) is not the only choice which yields pi
(θ, x1:n|y1:n) as
a marginal where
pi(θ, x1:n|y1:n) =
∫
Yn
pi(θ, x1:n, u1:n|y1:n)du1:n.
One possible alternative is the density
pθ(y1:n, φ1:n, x1:n) =
( n∏
i=1
I{φi∈Φ:d(ϕi,θ(y1:i−1,xi,φi),yi)<}(φi)pθ(φi)∫
{φ∈Φ:d(ϕi,θ(y1:i−1,xi,φ),yi)<} dφ
)
pθ(x1:n)
which we term the collapsed representation of the model, paralleling this idea for HMMs (see
[61]). The subsequent ABC posterior is pi(θ, x1:n, φ1:n|y1:n) ∝ pθ(y1:n, φ1:n, x1:n)pi(θ). This type
of decomposition, as discussed in both [4, 78] in the context of ABC is particularly interesting,
indeed, if pθ(φ) is known point-wise up-to a constant, then (as remarked by [4]) one no longer
requires the ability to sample the data, that is, to sample the {φn}n≥1. This is because, assuming
one can evaluate the prior pi(θ), the ABC posterior can be evaluated point-wise and up-to a
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normalizing constant. It is remarked that the collapsed representation might be bourne out of
inferential considerations, such as inability to sample the data. The collapsed representation will
be particularly useful for HMMs as we will discuss in Section 3.3.
In Section 4 we will see different extended ABC posteriors that can yield computational
algorithms which are more efficient (in some sense) than if one considered pi(θ, x1:n, u1:n|y1:n).
It should be noted that this is a computational consideration and not an inferential one; that is
computational improvements can be yielded and not necessarily inferential ones. At this stage,
we do not dwell on these points and give extended ABC posteriors pi(θ, x1:n, u1:n|y1:n) (or the
collapsed version) in our subsequent discussions (up-to Section 4). The reader, should, however,
keep these ideas in mind.
2.2 Noisy ABC
An interesting idea, developed in [37, 77] is the notion of noisy ABC, a term apparently coined
in [37], see also [22]. The idea, which follows [77, Theorem 1], is this; the model which is to be
fitted is:
pi(θ, x1:n|y1:n) ∝
( n∏
i=1
pθ(yi|y1:i−1, xi)
)
pθ(x1:n)pi(θ).
The idea is then if the data are from the original model i.e. that in (1) (although this is not a
pre-requisite of using the approach), then instead of using the original observations y1:n, one uses
perturbed observations defined as, for i ≥ 1
Zi|y1:i ∼ U{z∈Y:d(z,yi)<}
where UA is the uniform distribution on a set A. Then, one fits the model
pi(θ, x1:n|z1:n) ∝
( n∏
i=1
pθ(zi|z1:i−1, xi)
)
pθ(x1:n)pi(θ).
using the techniques that were to be adopted when using the original data. The intuition is that
the perturbed observations are now from the model that is actually being fitted and one hopes
for favourable statistical properties of estimates of θ and the associated posterior (as well as the
x1:n if they are of interest).
From a mathematical perspective [37, Theorem 2] show that noisy ABC is calibrated, that
is, roughly, that the noisy ABC posterior has good properties when the number of data are large
(although as pointed out by [68], there appear to be some missing technicalities in their result).
Similar results are derived in [21, 22] for HMMs except when concerning both Bayesian and
7
classical estimation, that is computing
θ˜n = argmaxθ∈Θ
(
1
n
log
(∫
Xn
( n∏
i=1
pθ(zi|z1:i−1, xi)
)
pθ(x1:n)dx1:n
))
. (4)
In particular consistency and asymptotic normality properties are investigated. The main point
is that (for HMMs and under assumptions) the noisy ABC MLE in (4) is consistent (that is,
returns the true parameter that generated the data, θ? say) as n→∞, whatever  > 0 is chosen.
We will investigate this idea in more details in the subsequent sections of the paper.
2.3 Alternatives to ABC
At its core, ABC is simply a way to approximate the posterior density and one may question
why to choose ABC versus many other alternatives, such as indirect inference [41]. The purpose
of this article is not to go into comparisons between various approximation schemes (that has
been done in many articles such as [37, 48]), but we make some mention of alternatives here.
Perhaps the main competitor to ABC is indirect inference; [37, Theorem 5] indicates that in
some scenarios ABC can be more accurate as → 0.
In the context of HMMs there are a variety of alternatives such as nonparametric particle
filtering [14, 39]; a comparison with ABC is discussed in [48]. For HMMs there is also a link
between ABC and the ensemble Kalman filter (e.g. [35]) see [62], which is an approximation
of the filtering density of an HMM (this is discussed later on): a direct comparison of these
ideas does not appear to be in the literature. An approach proposed by for cases where the
observation model is ‘unknown’ is developed in [49], but these scenario are even more complex
than encountered in this article.
Some ideas which are based upon ABC, but different to those considered in this article can
be found in [72, 76]. In [72] the authors form a kernel density estimate of the ABC likelihood
from θ samples drawn from the ABC posterior distribution of θ. They then maximise this kernel
density estimate as an approximation to MLE. In [76], they use an ABC approximation based
upon (3) (except with a non-negative kernel), and use a similar idea to [72] in building a kernel
density estimate except for the posterior on θ.
One technique found in the data assimilation literature, termed randomized maximum likeli-
hood (e.g. [63]), involves repeated simulations from the prior and likelihood, to obtain estimators
of parameters and is, to an extent, related to ABC (although is not necessarily adopted when
the likelihood is intractable). To our knowledge, this approach has not been systematically
understood, nor compared to ABC.
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3 Models
3.1 I.I.D. Models
3.1.1 Approximation
In the context that there is no latent process {Xn} and ϕn,θ does not depend upon Y1:n−1 one
has the following version of the ABC approximation in (3) pθ(y1:n) =
(∏n
i=1 p

θ(yi)
)
where
pθ(yi) =
∫
Y
I{ui∈Y:d(ui,yi)<}(ui)pθ(ui)dui∫
{u∈Y:d(u,yi)<} du
. (5)
yielding the extended ABC posterior:
pi(θ, u1:n|y1:n) ∝
( n∏
i=1
I{ui∈Y:d(ui,yi)<}(ui)pθ(ui)
)
pi(θ). (6)
One can also use collapsed versions as in Section 2.1 and replace the y1:n with z1:n as in Section
2.2. Approximations of these type have been used in [5, 78] and include α−stable models [65]
where the observations possess an α−stable distribution and the g − and − k distribution. In
the former model [65] show that it is difficult in the ABC approximation (2) to select summary
statistics; the utility of the ABC approximation based upon (3) is thus evident, where this
problem as been removed. In general this ABC approximation is expected to be of interest if one
can sample the {φn}n≥1 but cannot evaluate the associated density, or if one cannot sample the
{φn}n≥1 but can evaluate the associated density (for which the collapsed representation could
be used). We now further discuss why this approximation might be useful in practice.
3.1.2 Properties of the Approximation
One reason why the ABC approximation based around (3) for this and other models is quite
reasonable is as follows. Suppose that one is only interested in likelihood-based inference on θ
(we discuss Bayesian inference below), then one would seek to find the MLE:
θ̂n = argmaxθ
( 1
n
n∑
i=1
log(pθ(yi))
)
.
As mentioned above, one could also consider the noisy ABC MLE:
θ˜n = argmaxθ∈Θ
( 1
n
n∑
i=1
log(pθ(zi))
)
.
Now suppose that the data Yi are distributed according to the true model i.e. Yi
i.i.d.∼ Pθ?(·),
θ? ∈ Θ. Also define
θ?, = argmaxθ∈Θ
∫
Y
log(pθ(y))pθ∗(y)dy.
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Write
a.s.→ to denote almost sure convergence as n → ∞. Then we have the following result for
i.i.d. models that mirrors results in [21, 22, 46] and whose proof and assumptions can be found
in Appendix A.2.
Proposition 3.1. Assume (A2). Then for any  > 0
• θ̂n a.s.→ θ?,
• θ˜n a.s.→ θ?.
The result shows that the MLE associated to standard ABC will converge to a point θ?,
which may be different than the true parameter; to show that it is always different requires some
work, see for instance [22, Theorem 1] for HMMs. Converesely the noisy ABC MLE will return
the true parameter as the number of data grow. There are a number of issues to be discussed
about results of this type. Firstly, the result is assuming that the data are being generated
from the model under study, which some investigators may not be prepared to assume; in such
scenarios one would then prefer to use ABC against noisy ABC as one relies on the true data
instead of perturbing it (see also [37] for some discussion). Secondly, the result shows that whilst
the noisy ABC estimate will, for a large number of data, give the true parameter, it does not
characterize whether there is any loss in efficiency in using noisy ABC versus the true MLE
(which one cannot obtain as the likelihood is intractable). This can be achieved by considering
asymptotic normality and the Fisher information matrix; we direct the reader towards [22] where
in the context of HMMs it is shown that there is a loss of efficiency and its dependence upon 
is characterized. Thirdly, the result does not take into account that one can seldom compute the
estimators analytically; so the importance of these points may be reduced. Finally, the result
does not say anything about the ABC posterior. The result is easily extended to the MAP
estimator, if the prior density on θ is bounded away from zero (which could happen, as we have
assumed Θ is compact). More generally one may want to consider Bayesian consistency and
Bernstein-Von Mises theorems; we direct the reader to [21] for more discussion on this issue.
The main point to take on board from Proposition 3.1 is that the ABC approximation is quite
reasonable, in that very sensible parameter estimates can be yielded. Inspection of the proofs
help to support some of the points made in the introduction; the removal of summary statistics
combined with retaining the probabilistic structure of the likelihood has allowed one to discover
some of the underlying properties of the ABC approximation. One could extend Proposition 3.1
to include summary statistics as done in [22].
To illustrate the point in Proposition 3.1, we provide a numerical example that considers the
model: Yn = θ + φn, where φn
i.i.d.∼ N (0, 1) where N (0, 1) is the standard normal distribution in
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one-dimension. We assume that a priori θ ∼ N (0, 1). We generated two data-sets of size 100 and
1000 from the model (when θ = 0) and whilst ABC is not needed here (the posterior is known
analytically) we fit a standard and noisy ABC approximation to the data. We run Algorithm 4
(in Section 4) and plot a density estimate of the samples in Figure 1. The plot shows, reasonably
clearly that the MAP estimator for noisy ABC is closer to that of the true parameter (which is
zero) as n grows, than that of the standard ABC MAP.
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Figure 1: Marginal MCMC Density Plots for Normal Means Example. The thin density line is
the true posterior, the noisy ABC posterior is the red dash line and the standard ABC posterior
is the dash-dot green line.
3.2 Observation-Driven Time Series
3.2.1 Model and Approximation
The model can be described as follows. We observe {Yn}n∈N, which are associated to an unob-
served process {Xn}n∈N which is potentially unknown. Define the process {Yk, Xk}k∈N0 (with
y0 some arbitrary point on Y) and X0 to be introduced below. Denote by Fk as the information
in {Yn, Xn} up-to time k. The model is defined as, for n ∈ N0 (using P to denote probability)
Pγ(Yn+1 ∈ A|Fn) =
∫
A
pγ(yn+1|xn)dyn+1 A ⊆ Y
Xn+1 = Ψ
γ(Xn, Yn+1)
Pγ(X0 ∈ B) =
∫
B
νγ(x0)dx0 B ⊆ Y
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where γ ∈ Γ ⊆ Rdγ , Ψ : Γ×X×Y → X and νγ(x0) is a probability density on X for every γ ∈ Γ.
Next, we define a prior probability density ϑ(γ) and write pi(x0, γ) = νγ(x0)ϑ(γ) assumed to be
a proper joint probability density on X×Γ. Thus, given n observations the object of inference is
the posterior distribution on Γ× X:
pi(γ, x0|y1:n) ∝
(
n∏
i=1
pγ(yi|Ψγi−1(y0:i−1, x0))
)
pi(x0, γ) (7)
where we have used the notation for i > 1, Ψγi−1(y0:i−1, x0) = Ψ
γ ◦ · · · ◦Ψγ(x0, y1), Ψγ1(y0, x0) :=
Ψγ(x0, y0), Ψ
γ
0(x0, y0) := x0. Note that pγ(yi|xi−1) is a Lebesgue density assumed to be induced
by the relationship Yi = ϕγ(Ψ
γ
i−1(y0:i−1, x0), φn) for {φn}n≥1 and i.i.d. sequence, and whilst
{Xn}n≥0 is a latent process one can consider θ = (γ, x0), Θ = Γ × X, so that the model falls
into the framework of this article. In most applications of practical interest, the posterior cannot
be computed point-wise and one has to resort to numerical methods, such as MCMC, to draw
inference on θ and/or x0. The models which lie under this class are some GARCH models and
some Bayesian inverse problems (see e.g. [50] and the references therein).
The extended ABC approximation for this model is
pi(x0, γ, u1:n|y1:n) ∝
( n∏
i=1
I{u:Y:d(u,yi)<}(ui)pγ(ui|Ψγi−1(y0:i−1, x0))
)
pi(x0, γ)
which is not dissimilar to the i.i.d. case. Indeed, one can use similar computational methods to the
i.i.d. case to fit the model. It is also remarked that one can introduce a collapsed representation
as well as noisy ABC for this class of models.
3.2.2 Properties of the Approximation
The ABC approximation for ODTS models has a similar structure to the i.i.d. model. However,
to prove results of the type in Proposition 3.1 one has to appeal to the consistency theory for
such models which can be found in [29]. This is done in [46], but under very strong assumptions
which imply that Y,Θ are compact state-spaces. Indeed, there are numerous results which could
be proved (but do not appear to be) for ABC approximations of such classes of models, including
Bayesian consistency and Bernstein von-Mises theorems.
3.3 Hidden Markov Models
3.3.1 Model and Approximation
Hidden Markov Models are widely used in statistics; see [15] for a recent overview. An HMM is a
pair of discrete-time stochastic processes, {Xn}n≥1 and {Yn}n≥1. The hidden process {Xn}n≥1
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is a Markov chain with x0 a given point and transition density pθ(xn|xn−1), i.e
P(Xn ∈ A|Xn−1 = xn−1) =
∫
A
pθ(xn|xn−1)dxn n ≥ 1 (8)
where A ⊆ X. The observation Yn is assumed to be conditionally independent of other variables
given {Xn}n≥0 and its conditional distribution is specified by a density pθ(yn|xn)
P(Yn ∈ B|{Xk}k≥0 = {xk}k≥0) =
∫
B
pθ(yn|xn)dyn n ≥ 1 (9)
with B ⊆ Y. When the parameters of the model are fixed, particular interest is in the filtering
density
piθ(xn|y1:n) ∝
∫
Xn−1
n∏
i=1
pθ(yi|xi)pθ(xi|xi−1)dx1:n−1
and joint smoothing density
piθ(x1:n|y1:n) ∝
n∏
i=1
pθ(yi|xi)pθ(xi|xi−1).
We note that in general, expectations w.r.t. the associated distributions are not known analyt-
ically (with the exception of a few special cases), even if pθ(yi|xi)pθ(xi|xi−1) can be evaluated.
Typically SMC methods are used to approximate these latter distributions.
The extended ABC approximation, which, to our knowledge first appeared in [25] (when θ is
fixed), is
pi(θ, x1:n, u1:n|y1:n) ∝
( n∏
i=1
I{u∈Y:d(u,yi)<}(ui)pθ(ui|xi)pθ(xi|xi−1)
)
pi(θ) (10)
it should be noted that the densities in (8) and (9) can be time-inhomogeneous, but we have
adopted a time-homogeneous representation for simplicity of notation. The representation has
been used in many articles; a non-exhaustive list is [13, 21, 22, 34, 47, 48, 58, 59]. A collapsed
representation may be adopted and is discussed further in Section 3.3.3 and, as before one can
easily adopt a noisy ABC approach. A variety of models fall into the class of HMMs, including
stochastic volatility models.
3.3.2 Properties of the Approximation
The ABC approximation of HMMs appears to be the most extensively studied, of all the approx-
imations considered in this article. Some theoretical results are as follows. When one considers
θ fixed and uses the original data (i.e. standard ABC) [48] show under strong assumptions that
for a bounded measurable ξ : X→ R∣∣∣ ∫
X
ξ(x)[piθ(xn|y1:n)− piθ(xn|y1:n)]dxn
∣∣∣ ≤ C sup
x∈X
|ξ(x)|
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where C does not depend on n. That is to say, that the bias of the ABC approximation of the
filter does not necessarily increase with n and can be controlled by making  arbitrarily small.
Similarly [58] show under assumptions that for ξ1, . . . , ξn bounded, measurable with ξi : X→ R∣∣∣ ∫
Xn
( n∑
i=1
ξi(xi)
)
[piθ(x1:n|y1:n)− piθ(x1:n|y1:n)]dx1:n
∣∣∣ ≤ Cnmax
i
(
sup
x∈X
|ξi(x)|)
)
where C does not depend on n, which says that the bias of the ABC approximation of the
expectation of additive functions w.r.t. the smoothing distribution grows at most linearly with
respect to n and could be controlled by making  suitably small. Results of this type are of
particular interest in smoothing; see e.g. [28] for further details. Additional results associated to
the ABC bias of the filter derivative, that is |∇θ[
∫
X
ξ(x)[piθ(xn|y1:n) − piθ(xn|y1:n)]dxn]| can be
found in [21, 22, 34]; these latter results can be used in the proofs of the results to be discussed
below, or of independent interest of themselves (see e.g. [66] why this is the case).
More interesting, perhaps are results regarding parameter estimation. In the context of
Proposition 3.1, [22] have shown (under assumptions) that the MLE associated to standard
ABC (i.e. θ̂n = argmaxθ∈Θ
1
n log[p

θ(y1:n)]) has an intrinsic bias as n grows, indeed they find
the bias as a function of . This result is more precise than that provided in Proposition 3.1
which does not show that the ABC MLE is necessarily different from the true parameter and
does not characterize the asymptotic bias. [22] then show that the noisy ABC MLE (i.e. θ˜n =
argmaxθ∈Θ
1
n log[p

θ(z1:n)]) is asymptotically consistent and then give an asymptotic normality
result
√
n(θ˜n − θ∗)⇒ Ndθ (0, I())
where⇒ denotes convergence in distribution as n grows andNdθ (0, I()) denotes the dθ−dimensional
normal distribution with zero mean vector and covariance matrix I(). The authors go even fur-
ther, in that they compare I() with the Fisher information matrix associated to the MLE; the
loss of efficiency (the price to pay for using an ABC approximation) is given as a function of
. These results are further refined in [21] and Bayesian consistency and Bernstein von-Mises
theorems are considered for the the noisy ABC posterior.
3.3.3 The Collapsed Representation
The collapsed representation (as discussed in Section 2.1) is particularly interesting for HMMs.
A version can be found in [78], but we will present something slightly different, which allows one
to deal with scenarios where the transition density of the hidden Markov chain pθ(xn|xn−1) is
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also intractable. We will suppose that the hidden Markov chain satisfies
Xn = ρθ(xn−1, ηn) n ≥ 1
where {ηn} is an i.i.d. sequence of random variables ηn ∈ Ξ ⊆ Rdη and ρ : Θ × X × Ξ → X.
Not all hidden Markov chains will fall in this class, but it is sufficiently large to be of practical
interest. Then, one may adopt the following ABC approximation
pi(θ, φ1:n, η1:n|y1:n) ∝
( n∏
i=1
I{φ∈Φ:d(ϕi,θ(xn,φ),yi)<}(φi)pθ(φi)pθ(ηi)
)
pi(θ)
where we have that xn = ρθ(ρθ(◦ · · · ◦ ρθ(x0, η1), ηn−1), ηn). The key point here is that one can
then estimate so-called doubly intractable HMMs if either pθ(φi)pθ(ηi) are known or one can
sample them both (or a combination of these). This idea can be found in [79] and relies upon
the approach in [61].
4 Computation
4.1 Introduction
We will now describe a collection of computational methods which can be used to fit the ABC
approximations considered in the previous section. We note that the computation of ODTS
models is much the same as for i.i.d. models and thus we only consider i.i.d. models. The
reader is reminded that some familiarity with SMC and MCMC methods is assumed; complete
introductions can be found in [30, 69]. We also remark that at this stage, at the level of ABC
approximations, one would like to make  as close as possible to zero; we shall see (and as discussed
for example in [37]) that there is a trade-off in making  small and allowing the computational
method to provide reliable results. One point is that the computational methods are designed
for the scenario where an indicator function is used in the ABC approximation. Some mention
of what can be done when non-negative kernels are used instead will be given. Note also, that
all the algorithms are given when using the observed data y1:n; the approach for noisy ABC is
exactly the same except one replaces y1:n with z1:n.
4.2 MCMC Methods for I.I.D. Models
We will now consider sampling from pi(θ|y1:n) ∝ pθ(y1:n)pi(θ), pθ(y1:n) =
∏n
i=1 p

θ(yi), where
pθ(yi) is given in (5). An MCMC algorithm, is given in Algorithm 1. In general this approach
is not feasible because one does not know the term pθ(y1:n). The idea is to advocate algorithms
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Algorithm 1 A marginal M-H algorithm for pi(θ|y1:n)
1. (Initialisation) At t = 0 sample θ0 from the prior.
2. (M-H kernel) For t ≥ 1:
• Sample θ′|θt−1 from a proposal Q(·|θt−1) with density q(θ′|θt−1).
• Accept the proposed state and set θt = θ′ with probability
1 ∧ p

θ′(y1:n)
pθt−1(y1:n)
× pi(θ
′)q(θt−1|θ′)
pi(θt−1)q(θ′|θt−1) ,
otherwise set θt = θt−1. Set t = t+ 1 and return to the start of 2.
by constructing targets on an auxiliary state-space (such as (6)) which can efficiently approx-
imate this marginal MCMC approach; this is the idea of the psuedo marginal [2]. The point
is to construct MCMC algorithms which can replicate the properties of the (hopefully) efficient
marginal MCMC algorithm. Note that the following ideas can be easily extended to the collapsed
representation discussed in Section 2.1. Also note that some of this discussion can be found in
[46], where even more details are given.
4.2.1 A Naive MCMC Algorithm
Initially consider the ABC approximation when extended to the space Θ× Yn:
pi(θ, u1:n|y1:n) ∝
( n∏
i=1
I{ui∈Y:d(ui,yi)<}(ui)pθ(ui)
)
pi(θ).
In Algorithm 2 we present a natural Metropolis-Hastings (M-H) proposal (which is essentially
the MCMC method of [56]) that could be used to sample from pi(θ, u1:n|y1:n). The one-step
transition kernel of the MCMC chain is usually described as the M-H kernel and follows from
Step 2 in Algorithm 1. It should be noted that one can implement ‘early rejection’ (e.g. [54]), in
that if for some i u′i /∈ {u ∈ Y : d(u, yi) < } then the proposal can be terminated, as it will be
rejected.
What is hopefully apparent from Algorithm 2 is that, interpreting the Hastings ratio as an
importance weight, the variance of this weight will play a critical role in the efficiency of the
algorithm. That is, in Algorithm 2 the Hastings ratio is∏n
i=1 I{u∈Y:d(u,yi)<}(u
′
i)∏n
i=1 I{u∈Y:d(u,yi)<}(ui)
× pi(θ
′)q(θ|θ′)
pi(θ)q(θ′|θ)
which is of a similar form to the Hastings ratio in Algorithm 1, except it replaces pθ′(y1:n)/p

θt−1(y1:n)
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Algorithm 2 M-H Proposal for basic ABC MCMC
• Sample θ′|θ from a proposal Q(·|θ) with density q(θ′|θ).
• Sample u′1:n from a distribution with joint density
∏n
i=1 pθ′(ui)
• Accept the proposed state (θ′, u′1:n) with probability:
1 ∧
∏n
i=1 I{u∈Y:d(u,yi)<}(u
′
i)∏n
i=1 I{u∈Y:d(u,yi)<}(ui)
× pi(θ
′)q(θ|θ′)
pi(θ)q(θ′|θ) .
with estimates ∏n
i=1 I{u∈Y:d(u,yi)<}(u
′
i)∏n
i=1 I{u∈Y:d(u,yi)<}(ui)
. (11)
If one supposes that Algorithm 1 is quite efficient, then one would hope to replicate similar
properties, which will occur if the variability of (11) is not too large, or that the individual
estimates (in the ratio) are quite well behaved. These individual estimates in the ratio are (up-to
a constant) unbiased estimates (expectation w.r.t.
∏n
i=1 pθ(ui)) of p

θ(y1:n) and it is this property
which allows Algorithm 2 to provide θ samples from the marginal distribution of interest. As we
have remarked previously the choice pi(θ, u1:n|y1:n) is one amongst potentially many densities
which will give our ABC posterior as a marginal. That is, if one can find a different extended
target, so that the variance (say for fixed θ - although that is another aspect of importance) of
the estimate of pθ(y1:n) is smaller, then one might expect that the associated MCMC algorithm
will mix better.
As noted, for example in [46], as n increases, the M-H kernel in Algorithm 2 will have an
acceptance probability that falls quickly with n. In particular, for any fixed θ, , the probability
of obtaining a sample with a non-zero acceptance probability will fall at an exponential rate in
n. This means that this basic ABC MCMC approach will be inefficient for moderate values of n.
4.2.2 MCMC with N Trials
The above issue can be dealt with by using N multiple trials (see for instance [27] in a SMC
context), so that for each data point the chance of getting an auxiliary data point in {u ∈ Y :
d(u, yi) < } is larger. This approach augments the posterior to a larger state-space, Θ × YnN ,
in order to target the following density:
pi(θ, u1:N1:n |y1:n) =
pi(θ)pθ(y1:n)∫
pi(θ)pθ(y1:n)dθ
1
pθ(y1:n)
( n∏
i=1
∑N
j=1 I{u∈Y:d(u,yi)<}(u
j
i )
N
∫
{u∈Y:d(u,yi)<} du
) n∏
i=1
N∏
j=1
pθ(u
j
i ).
17
Algorithm 3 M-H Proposal for ABC with N trials
• Sample θ′|θ from a proposal Q(·|θ) with density q(θ′|θ).
• Sample u′ 1:N1:n from a distribution with joint density
∏n
i=1
∏N
j=1 pθ′(u
j
i ) .
• Accept the proposed state (θ′, u′ 1:N1:n ) with probability:
1 ∧
∏n
i=1(
1
N
∑N
j=1 I{u∈Y:d(u,yi)<}(u′
j
i ))∏n
i=1(
1
N
∑N
j=1 I{u∈Y:d(u,yi)<}(u
j
i ))
× pi(θ
′)q(θ|θ′)
pi(θ)q(θ′|θ) .
One can show that the marginal of interest pi(θ|y1:n) is preserved, i.e.
pi(θ|y1:n) =
∫
YnN
pi(θ, u1:N1:n |y1:n)du1:N1:n =
∫
Yn
pi(θ, u1:n|y1:n)du1:n.
In Algorithm 3 we present an M-H kernel with invariant density pi. It is expected, especially
with N large, that this algorithm should be more efficient than in Algorithm 2 (which is the case
N = 1). This is because as N grows one expects
( n∏
i=1
∑N
j=1 I{u∈Y:d(u,yi)<}(u
j
i )
N
∫
{u∈Y:d(u,yi)<} du
)
to be close to pθ(y1:n) and hence the marginal algorithm described at the beginning of Section
4.2. It is noted in [46] that to ensure that the (relative) variance (w.r.t.
∏n
i=1
∏N
j=1 pθ(u
j
i )) of
the estimate of pθ(y1:n) does not depend upon n (possibly the major contributor to the variance
is n growing), one should set N = O(n).
It has been shown in [54] that even the M-H kernel in Algorithm 3 does not always perform
well. It can happen that the chain gets often stuck in regions of the state-space Θ where
αi(yi, , θ) :=
∫
{u∈Y:d(u,yi)<}
pθ(u)du
is small. Note that the αi(yi, , θ) could be larger by making  larger, but this is at the cost that
the ABC approximation is worse; before resorting to this, one might try to improve upon the
algorithm. Given this notation, we remark that
pθ(y1:n) =
n∏
i=1
αi(yi, , θ)∫
{u∈Y:d(u,yi)<} du
.
4.2.3 MCMC with a Random Number of Trials
The following MCMC kernel is developed in [46] and is based on the N−hit kernel of [53], which
was adapted to account for the data structure in the model. One of the problems of the MCMC
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Algorithm 4 M-H Proposal with a random number of trials
• Sample θ′|θ from a proposal Q(·|θ) with density q(θ′|θ).
• For i = 1, . . . , n repeat the following: sample u1i , u2i , . . . with probability density pθ′(ui)
until there are N samples lying in {u ∈ Y : d(u, yi) < }; the number of samples to achieve
this (including the successful trial) is m′k.
• Accept (θ′,m′1:n) with probability:
1 ∧
∏n
i=1
1
m′i−1∏n
i=1
1
mi−1
× pi(θ
′)q(θ|θ′)
pi(θ)q(θ′|θ) .
kernel in Algorithm 3 is that when αi(yi, , θ) is small, the algorithm gets stuck. The approach
is that, when this occurs one tries to use more computational effort, without necessarily being
more clever. The idea is that instead of sampling N samples for each data point i, the procedure
samples data-points until there are N points which lie in {u ∈ Y : d(u, yi) < }. [46] show how
this is possible by defining an appropriate target density, for N ≥ 2, mk ∈ {N,N + 1, . . . , },
1 ≤ k ≤ n:
pˆi(θ,m1:n|y1:n) =
pi(θ)pθ(y1:n)∫
pi(θ)pθ(y1:n)dθ
1
pθ(y1:n)
n∏
i=1
N − 1
(mi − 1)
∫
{u∈Y:d(u,yi)<} du
n∏
i=1
(
mi − 1
N − 1
)
αi(yi, θ, )
N (1−αi(yi, θ, ))mi−N .
It is shown in [46] that that the marginal w.r.t. θ is the one of interest:
pi(θ|y1:n) =
∑
m1:n∈{N,N+1,... }n
pin(θ,m1:n|y1:n).
The MCMC kernel is given in Algorithm 4. [46] show that one should set N = O(n) to
control the relative variance (w.r.t. n) w.r.t.
∏n
i=1
(
mi−1
N−1
)
αi(yi, θ, )
N (1−αi(yi, θ, ))mi−N of the
estimate of pθ(y1:n) which is
n∏
i=1
N − 1
(mi − 1)
∫
{u∈Y:d(u,yi)<} du
.
4.2.4 Simulations
We will consider the following ODTS model, also discussed in [46]. Set, for (Yn, Xn) ∈ R× R+
Yn+1 = κn n ∈ N0
Xn+1 = β0 + β1Xn + β2Y
2
n+1 n ∈ N0
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where κn|xn ind∼ S(0, xn, s1, s2) (i.e. a stable distribution, with location 0, scaleXn and asymmetry
and skewness parameters s1, s2; see [17] for more information). We set
X0 ∼ Ga(a, b), β0, β1, β2 ∼ Ga(c, d)
where Ga(a, b) is a Gamma distribution with mean a/b and θ = (β0:2) ∈ (R+)3. This is a
GARCH(1,1) model with an intractable likelihood, i.e. one cannot perform exact parameter in-
ference and has to resort to approximations.
We will consider a comparison of Algorithms 3 and 4. and we will fit the model to data from
the S&P 500 index from 03/1/11 to 14/02/13 (533 data points). In the priors, we set a = c = 2
and b = d = 1/8, which are not overly informative. In addition, s1 = 1.5 and s2 = 0; see [46]
for explanations. We consider  ∈ {0.01, 0.5} and only a noisy ABC approximation of the model.
The MCMC proposals on the parameters are normal random-walks on the log-scale and for both
algorithms we set N = 250.
In Figure 2 (a) we present the autocorrelation plot of 50000 iterations of both MCMC kernels
when  = 0.5 (for only the parameter β0 - other parameters can be seen in [46]). Algorithm 3
took about 0.30 seconds per iteration and Algorithm 4 took about 1.12 seconds per iteration.
The plot shows that both algorithms appear to mix across the state-space in a very reasonable
way. The MCMC procedure associated to Algorithm 4 takes much longer and in this situation
does not appear to be required.
In Figure 2 (b) we can observe the autocorrelation plots from a particular (typical) run when
 = 0.01. In this case, both algorithms are run for 200000 iterations. Algorithm 3 took about
0.28 seconds per iteration and Algorithm 4 took about 2.06 seconds per iteration. Whilst the
computational time for Algorithm 4 is considerably more than Algorithm 3, in the same amount
of computation time, it still moves more around the state space as suggested by Figure 2 (b);
algorithm runs of the same length are provided for presentational purposes. We were unable to
tune Algorithm 3 to make it mix well in this example and with many efforts. Conversely, for
Algorithm 4 we expended considerably less effort for very reasonable performance. The results
here suggest that one should prefer Algorithm 4 only in challenging scenarios, as it can be very
expensive in practice.
4.2.5 Using Non-Negative Kernels
If one chooses to use a non-negative kernel in the ABC approximation, then some the issues
discussed above will not be so relevant. In such scenarios one may attempt to use Algorithm 2
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Figure 2: Autocorrelation Plots for the Sampled Parameter β0. In the left plot (a), we run
Algorithm 3 (dot) and 4 (full) for 50000 iterations (both with N = 250) on the S & P 500 data,
associated to noisy ABC and  = 0.5. In the right plot we run Algorithm 3 (dot) and 4 (full)
for 200000 iterations (both with N = 250) on the S & P 500 data, associated to noisy ABC
and  = 0.01. The dotted horizontal lines are a default confidence interval generated by the R
package.
replacing the indicators with non-negative kernels. If this does not work well, one can resort to
more advanced methods such as those in [3].
4.3 SMC and MCMC Methods for HMMs
4.3.1 SMC Algorithms for Filtering
We first begin with SMC algorithms which can approximate the ABC filter, that is, when θ
is fixed. As we shall see, these type of algorithms will form a building block of the MCMC
algorithms to be presented in the next section.
We first present a standard SMC algorithm in Algorithm 5, which can be found in, for example
[13, 48]. The algorithm will allow one to approximate finite expecations w.r.t. the ABC filter
with density piθ(xn, un|y1:n) via
N∑
i=1
W in∑N
j=1W
j
n
ξ(xin, u
i
n)
where ξ : X× Y → R is an integrable function (w.r.t. the ABC filter). Convergence results as N
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grows can be found in [23, 24]. In Algorithm 5 an (unbiased (expectation w.r.t. the randomness
in the SMC algorithm) - see [23, 24]) estimate of pθ(y1:n) =
∫
Xn
pθ(y1:n, x1:n)dx1:n is
p,Nθ (y1:n) =
n∏
i=1
{( 1∫
{u∈Y:d(u,yi)<} du
)( 1
N
N∑
j=1
W ji
)}
. (12)
This point is useful later on. The algorithm will be used as part of an MCMC proposal, that is,
SMC within MCMC.
On inspection of Algorithm 5, it can be observed that there is a possibility that all the weights
{W in}1≤i≤N are zero and at which point, the algorithm is said to have collapsed. This could be
alleviated by making  larger, but then one loses accuracy in the ABC approximation; before
doing this, one may want to try improving the SMC algorithm. The property of the algorithm
collapsing is not desirable, especially in the context in which we will use it - the idea of using
it as part of a proposal in MCMC. That is to say, that the simulation of Algorithm 5 will be
the major contributor to the computational cost of an associated MCMC algorithm and, if the
SMC approach collapses (especially close to time n) one will have spent considerable effort on a
proposal which will be rejected.
One algorithm which has been proposed in the literature and which can potentially deal with
this problem is the alive particle filter (see [1, 47], see also [52]). This idea is related to Algorithm
4 in that it uses a random amount of effort to ensure that there are N samples alive. The alive
particle filter is presented in Algorithm 6. It should be noted that this algorithm only retain N−1
of the alive samples - this allows the following property: an (unbiased (expectation w.r.t. the
randomness in the SMC algorithm) - see [1, 47]) estimate of pθ(y1:n) is
p,Nθ (y1:n) =
n∏
i=1
N − 1
(mi − 1)(
∫
{u∈Y:d(u,yi)<} du)
. (13)
The unbiased property will be useful for the MCMC algorithms in the next Section. It should be
noted that one can also approximate the ABC filter just as above and convergence results can
be found in [47] (note that the result in [52] are for different estimates). This algorithm has been
further extended in [64] and we refer the reader to that article for details.
To end the section we note that if smoothing is of interest, then any of the standard SMC
approaches can be adopted such as [11, 28]; see [58] for some implementations.
4.3.2 Particle MCMC Algorithms
We now consider trying to sample from the ABC approximation of the posterior on the pa-
rameters, i.e. pi(θ|y1:n) ∝ pθ(y1:n)pi(θ); as this is not possible, we will construct algorithms on
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Algorithm 5 SMC for ABC.
1. Intialization: For i ∈ {1, . . . , N}, sample xi1 from a distribution with density qθ(x1) and
ui1|xi1 from the likelihood. Compute the weight W i1 = I{u∈Y:d(u,y1)<}(ui1)pθ(xi1|x0)/qθ(xi1).
Set n = 1
2. Resampling: Resample the particles (setting W in = 1). Denote the resulting particles
{(xˆin, uˆin)}1≤i≤N .
3. Sampling: For i ∈ {1, . . . , N}, sample xin+1|xˆin from a distribution with density
qθ(xn+1|xˆin) and uin+1|xin+1 from the likelihood. Compute the weight W in+1 =
I{u∈Y:d(u,yn+1)<}(uin+1)pθ(xin+1|xˆin)/qθ(xin+1|xˆin). Set n = n+ 1 and go to 2.
Algorithm 6 Alive SMC.
1. Intialization: Sample x11, . . . from a distribution with density qθ(x1) and u
1
1|x11, . . .
from the likelihood until there are N samples with W i1 > 0, W
i
1 =
I{u∈Y:d(u,y1)<}(ui1)pθ(xi1|x0)/qθ(xi1), record the number of samples required to do this, call
it m1. Set n = 1 and discard all samples except the first N − 1 with non-zero weight (call
these the alive particle).
2. Iteration: Resample (amongst the alive particles) xˆ1n, . . . according to the weights
W in then sample x
1
n+1|xˆ1n, . . . from a distribution with density qθ(xn+1|xˆ1n), . . . and
u1n+1|x1n+1, . . . from the likelihood until there are N samples with W in+1 > 0, W in+1 =
I{u∈Y:d(u,yn+1)<}(uin+1)pθ(xin+1|xˆin)/qθ(xin+1|xˆin), record the number of samples required
to do this, call it mn+1. Set n = n+ 1 and discard all samples except the first N − 1 with
non-zero weight and return to the start of 2..
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Algorithm 7 Particle Marginal Metropolis-Hastings, with standard SMC.
• Sample θ′|θ from a proposal Q(·|θ) with density q(θ′|θ).
• Run Algorithm 5 with parameter θ′ and record the estimate p,Nθ′ (y1:n) in (12).
• Accept θ′ with probability:
1 ∧ p
,N
θ′ (y1:n)
p,Nθ (y1:n)
× pi(θ
′)q(θ|θ′)
pi(θ)q(θ′|θ) .
extended state-spaces, such as in Section 4.2. It should be noted that algorithms which attempt
to sample the ABC posterior (10) using ‘standard’ MCMC methods, often do not work well; we
direct the reader to [3] for an explanation. We present two basic particle marginal Metropolis-
Hastings algorithms (PMMH) [3], which can work well in practice.
The first MCMC algorithm that we present is in Algorithm 7. This algorithm uses Algorithm
5 to propose new points in the state-space; as remarked above, due to the possiblity that the
SMC may collapse this algorithm may not be entirely satisfactory. We do not give details of the
target density (see [3]) but note that pi(θ|y1:n) is a marginal (which essentially follows because
the estimate p,Nθ (y1:n) is unbiased) and one of the key issues is the relative variance of p
,N
θ (y1:n)
w.r.t. the SMC algorithm that is simulated. In order to select N one can appeal to theoretical
results in SMC ([16]) which, as noted by [3] say that one should select N = O(n) to control
the relative variance of the estimate p,Nθ (y1:n) which appears in the acceptance probability.
More precise results for selecting N can be found in [31, 73]. Note that to fit the collapsed
representation of a HMM (as in Section 3.3.3) one can use a PMMH algorithm very similar to
Algorithm 7; see [61] for a PMMH algorithm for a collapsed representation of a HMM.
The second MCMC algorithm we present is in Algorithm 8. This MCMC kernel uses Algo-
rithm 6 as part of its proposal mechanism. Essentially this algorithm removes the issue of the
SMC collapsing, but the associated cost of each proposal may be significantly higher than in
Algorithm 7. As for the previous MCMC algorithm, we do not give details of the target (see
[47]) but one of the key issues why pi(θ|y1:n) is a marginal is that the estimate p,Nθ (y1:n) is
unbiased. The remarks for setting N are the same as for Algorithm 7, although, we note that
(under assumptions) the work in [47] indicates that the relative variance of (13) is less than that
of (12) and that potentially Algorithm 8 is more efficient than Algorithm 7; we discuss further
in the next section. It should be noted that for both Algorithms 7 and 8 inference for the state-
sequence x1:n can also be performed and we refer to [3] for details. We also note that a version
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Algorithm 8 Particle Marginal Metropolis-Hastings, with Alive SMC.
• Sample θ′|θ from a proposal Q(·|θ) with density q(θ′|θ).
• Run Algorithm 6 with parameter θ′ and record the estimate p,Nθ′ (y1:n) in (13).
• Accept θ′ with probability:
1 ∧ p
,N
θ′ (y1:n)
p,Nθ (y1:n)
× pi(θ
′)q(θ|θ′)
pi(θ)q(θ′|θ) .
of Algorithm 8 has been adopted in [32] for time series models, when Y is countably-infinite; in
such scenarios the data can be matched leading to exact inference - we refer the reader to [32]
for more details.
The section is concluded by remarking that there are more advanced algorithms in the lit-
erature. Examples include the approach in [64] and use of the particle Gibbs sampler ([3]) for
example using the alive particle filter as in [79] (who also considers the collapsed representation
for doubly intractable HMMs - the associated PMMH algorithm is very similar to Algorithm 7).
4.3.3 Simulations
We consider the following HMM, for n ≥ 1
Yn =φnβ exp(Xn)
Xn =εXn−1 + ηn
where x0 = 0, φn ∼ St(0, s1, s2, s3) (a stable distribution with location parameter 0, scale s1
asymmetry parameter s2 and skewness parameter s3) and ηn ∼ N (0, c). We set θ = (β, c, ε), with
priors c ∼ IG(2, 1/100), ε ∼ IG(2, 1/50) (IG(a, b) is an inverse Gamma distribution with mode
b/(a+ 1)) and β ∼ N (0, 10). Note that the inverse Gamma distributions have infinite variance.
We again consider the daily index of the S & P 500 index between 03/01/2011 − 14/02/2013
(533 data points).
We consider two scenarios to compare Algorithms 7 and 8. In the first situation we set
s2 = 1.75 and in the second, s2 = 1.2, with s1 = s3 = 1 in both situations. In the first case, we
make  not too large and in the second,  is significantly reduced. The noisy ABC approximation
is used. The SMC and alive SMC algorithms used the transition dynamics of the {Xn}n≥1 as the
qθ densities in Algorithms 5 and 6. Both algorithms are run for about the same computational
time, such that Algorithm 8 is run for 20000 iterations. The parameters are initialized with draws
from the priors. The proposal on β is a normal random walk and for (c, ε) a gamma proposal
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centered at the current point with proposal variance scaled to obtain reasonable acceptance rates.
We consider N = 1000 and for Algorithm 8 this value is lower to allow the same computational
time.
Our results are presented in Figure 3. In Figures 3 (a)-(b) we can see the output in the case
that s2 = 1.75 (only for β, more results are in [47]). It appears that both algorithms perform
very well; the acceptance rates were around 0.25 for each case. For this scenario one would
prefer Algorithm 7 as the algorithmic performance is very good, with a removal of a random
computational cost per iteration.
In Figures 3 (c)-(d) the output when s2 = 1.2 is displayed. In Figure 3 (c) we can see that
Algorithm 7 performs very badly, barely moving across the parameter space (despite significant
efforts to tune the algorithm), whereas the new PMMH algorithm has very reasonable perfor-
mance (Figure 3 (d)). In this case,  is very small, and Algorithm 5 collapses very often, which
leads to the undesirable performance displayed. As in Section 4.2.4 the results here suggest that
Algorithm 8 might be preferred in difficult sampling scenarios, but in simple cases it does not
seem to be required.
4.3.4 Using Non-Negative Kernels
As for i.i.d. models if one chooses to use a non-negative kernel in the ABC approximation, then
some the issues discussed above will not be so relevant. A starting point for MCMC algorithms
would be Algorithm 7 which uses Algorithm 5 except with the indicator replaced with the non-
negative kernel.
4.4 Expectation-Propagation
The computational methods discussed so far focus on exact computation for the ABC approx-
imation. The methods are certainly not simple to understand and often take a considerable
amount of effort in both coding as well as time to run. An idea put fourth in [5], for exactly the
class of models (and ABC approximations) considered in this article, is to try to infer the ABC
posterior using approximate computational methods. The authors also state that the approach
can be used as an initial investigation of data, instead of possibly the ‘final’ data analysis. The
idea is to use the expectation-propagation algorithm of [60]. The authors successfully implement
the methodology for a wide variety of statistical models. They also compare the methods to
the PMMH methods investigated in this article. Considerable gains in computational time are
reported, with some loss of accuracy in inference. This method seems to be very promising and
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an interesting alternative to using exact computational methods. The fact remains, however,
that a theoretical study of the increased loss in accuracy in inference may be more challenging
than ABC with exact computation - although the latter task is still not straight-forward.
4.5 Online Parameter Inference
This article has focussed upon time-series models, but the computational techniques discussed
thus far have focussed on batch parameter inference. We now briefly discuss methodologies that
have been used to perform online parameter inference for ABC, that is as data arrive sequentially.
In the context of i.i.d. and ODTS models one techniuqe that has been adopted in [33] is the
SMC sampler method of [18, 26]. This approach allows one to estimate the posterior density on
θ as data arrive. The method is based on MCMC and typically the computational effort per time
step grows with the time parameter, but the overall effort is only polynomial in n - O(n2).
For HMMs estimating the posterior density on θ is a notoriously difficult computational prob-
lem (for SMC methods), even when the likelihood is tractable; see [30]. One possible approach
is in [19], but again the computational cost per time step (which is polynomial in n) increases
with the time parameter. Online parameter estimation methods (i.e. whose cost does per-time
step does not increase with the time parameter), based upon maximum likelihood can be found
in [34, 78]; note that [78] has also been used for i.i.d. data. [37, pp. 435] also considers a type of
online estimation procedure for Lotka-Voltera models.
5 Discussion
In this article we have discussed both ABC approximations and computational methods for a
class of time series models found in many applications. There are a number of important and
interesting research directions, some of which we now list.
From a mathematical perspective there are several aspects which could be investigated.
Firstly, many of the consistency and asymptotic normality results have been given for specific
models. However, one suspects that general theorems (for both classical and Bayesian consis-
tency) for the entire class of models could be proved. In addition, in specific scenarios that have
been discussed, the mathematical assumptions could be significantly relaxed. This discussion
concerns only the approximation, and as such suggests that one wishes  to be as small as pos-
sible. As has been remarked in Section 4, making  arbitrarily small will make even the most
sophisticated computational algorithms collapse. So there is a need to both analyze biases (which
are deterministic) and the computational errors (which are stochastic) specifically for problems
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in ABC - this could allow one to find (as done in [37]) an optimal  in specific scenarios to
facilitate a trade off in the errors (a point also made in [57]). To further expand, the approach
advocated by this author (and others see [45, 57, 58]), is to decompose the error in approximation
as follows; let pi(ξ) be the expectation of a real-valued pi−integrable function ξ under the true
posterior, pi(ξ) the ABC approximation of it and pi,N (ξ) a Monte Carlo based (e.g. via MCMC)
approximation of pi(ξ), then (for example) considering the L1−error, one has
EN [|pi,N (ξ)− pi(ξ)|] ≤ EN [|pi,N (ξ)− pi(ξ)|] + |pi(ξ)− pi(ξ)|
where EN is the expectation w.r.t. the Monte Carlo randomness. The idea is to then to separately
deal with the two errors on the R.H.S. the first of which is the Monte Carlo error and the second
the bias (for finite number of data even noisy ABC will have a bias). Some work has been
done in [58] but under very restrictive mathematical assumptions and less restrictive (and more
complete) results are in [13], and in the cases of rejection sampling and regression adjustment
[8, 9], but some additional work is needed in general.
From a computational perspective, whilst we have presented some of the most up-to date
methods in the literature, there is still a need to improve upon this. For example, one cannot
guarantee that the alive particle filter will fix all the issues with standard SMC for HMMs.
Perhaps the direction to follow is as in [5], where the notion of being approximate in computation
also, is advocated, instead of a collection of even more sophisticated tools which can be difficult
to understand for statistical practitioners. Some work on statistical software for the class of time
series models in this paper also appears to be required.
From an inferential perspective there are many issues to be considered. Firstly this paper
has only considered, in the main, sub-classes of the time series models of interest. An increased
consideration of other models (such as bilinear time series models) would be of interest (math-
ematically, computationally and inferentially). Secondly, the article has only considered models
for which the summary statistics are the data themselves. As the demands of applications in ‘big
data’ and high-dimensions increases, these ideas will become less relevant and a consideration
of this issue must be studied. As noted by [5], the use of ‘local’ statistics (for each data-point,
in the case of this paper) may be a more manageable problem than the use of global statistics
as often adopted in the literature. Thirdly, the article has not considered the aspect of model
selection (for example for HMMs when X = {1, . . . , k} and one wishes to choose k), which is
very challenging in the context of ABC [70]. For the ABC approximation with identity summary
statistics (see again [70]), one may suspect that this is just an exercise in application of existing
computational methods (e.g. [80]) but in the scenario where summary statistics are adopted this
28
problem will be far more challenging.
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A Proofs
A.1 Convergence of ABC Posterior
(A1) For n ≥ 1, y1:n are fixed and the posterior exists∫
Θ×Xn
pθ(y1:n|x1:n)pθ(x1:n)pi(θ)dx1:ndθ < +∞.
Proof of Proposition 2.1. The proof is as follows: we will show that for any fixed x1:n ∈ Xn,
θ ∈ Θ that
lim
→0
pθ(y1:n|x1:n) = pθ(y1:n|x1:n). (14)
where
pθ(y1:n|x1:n) =
( n∏
i=1
pθ(yi|y1:i−1, xi)
)
pθ(y1:n|x1:n) =
( n∏
i=1
pθ(yi|y1:i−1, xi)
)
.
Once this is achieved, the result is proved by the dominated convergence theorem on noting that
one has, via (A1)
lim
→0
∫
Θ×Xn
ξ(θ, x1:n)p

θ(y1:n|x1:n)pθ(x1:n)pi(θ)dx1:ndθ =∫
Θ×Xn
ξ(θ, x1:n)pθ(y1:n|x1:n)pθ(x1:n)pi(θ)dx1:ndθ
so one can treat the numerators and denominators in Bayes theorem seperately to conclude the
result.
We now proceed to prove (14), which is done by induction on n. Let n = 1, then we have
pθ(y1|x1)− pθ(y1|x1) =
1∫
{u∈Y:d(u,y1)<} du
∫
{u∈Y:d(u,y1)<}
[pθ(u|x1)− pθ(y1|x1)]du
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this will converge to zero as → 0 by Lebesgue’s differentiation theorem (e.g. [74]). Now assuming
the result for n− 1 we have
pθ(y1:n|x1:n)− pθ(y1:n|x1:n) =
pθ(y1:n−1|x1:n−1)[pθ(yn|y1:n−1)−pθ(yn|y1:n−1)]+pθ(yn|y1:n−1)[pθ(y1:n−1|x1:n−1)−pθ(y1:n−1|x1:n−1)].
By the induction hypothesis, the second term on the R.H.S. will converge to zero as → 0. The
first term on the R.H.S. will converge to zero as the term pθ(y1:n−1|x1:n−1) converges (by the
induction hypothesis) and the term [pθ(yn|y1:n−1) − pθ(yn|y1:n−1)] goes to zero by almost the
same argument for intialization of the induction. This concludes the proof.
A.2 Consistency of Noisy ABC
(A2) 1. Θ is compact.
2. pθ(y) is uniformly continuous (i.e. over y) in θ.
3. pθ(y) = pθ?(y) if and only if θ = θ
?.
4. There exist a C < +∞ such that supθ,y log(pθ(y)) ≤ C.
5. θ?, exists and is unique.
We note that the assumptions are not intended to be weak, simply illustrative, to keep the
proof to a short length.
Proof of Proposition 3.1. We prove θ˜n
a.s.→ θ? first; the proof of first statement will follow. In the
case of 2. the Zi
i.i.d.∼ Gθ?(·), so one need only check that the conditions required for consistency
of the MLE are satisfied. We list 4 assumptions often used in the literature (see [38]):
1. Θ is compact.
2. pθ(y) is continuous in θ for every y ∈ Y.
3. pθ(y) = p

θ?(y) if and only if θ = θ
?.
4. There exist a K(y), with
∫
Y
K(y)pθ?(y)dy < +∞ such that supθ log(pθ(y)) ≤ K(y).
If one can verify 1.-4. above then one has θ˜n
a.s.→ θ?. 1. holds by assumption. For 2. let κ > 0,
then one can find a δ > 0 such that for |θ1 − θ2| < δ we have
|pθ1(y)− pθ2(y)| =
1∫
{u∈Y:d(u,y)<} du
∣∣∣ ∫
{u∈Y:d(u,y)<}
pθ1(u)− pθ2(u)du
∣∣∣ < κ
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where we have used (A2-2); thus 2. holds. For 3. we have
pθ(y) =
1∫
{u∈Y:d(u,y)<} du
∫
{u∈Y:d(u,y)<}
pθ(u)du
now the R.H.S. is equal to pθ?(y) if and only if θ = θ
? by (A2-3); this proves 3. For 4. consider
log(pθ(y)) = log
(
1∫
{u∈Y:d(u,y)<} du
∫
{u∈Y:d(u,y)<}
pθ(u)du
)
≤ 1∫
{u∈Y:d(u,y)<} du
∫
{u∈Y:d(u,y)<}
log(pθ(u))du
≤ C
where we have applied Jensen’s inequality to go to the second line and then used (A2-4) to go
to the final line. Thus 4. holds as pθ?(y) is a probability density. Hence we have proved that
θ˜n
a.s.→ θ?. To prove that θ̂n a.s.→ θ?, one can apply [75, Theorem 2.2] for misspecified MLEs;
assumptions (A1), (A2) and (A3a) (of that paper) follow by the above arguments (and our
assumptions) and (A3b) follows by (A2-5). This completes the proof of the proposition.
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 (a) β, Algorithm 7, s2 = 1.75
 
(b) β, Algorithm 8, s2 = 1.75
 
(c) β, Algorithm 7, s2 = 1.2
 
(d) β, Algorithm 8, s2 = 1.2
Figure 3: Trace Plots for the Sampled Parameter β. We run Algorithms 7 and 8 with N = 1000
(for Algorithm 8 this value is lower to allow a similar computational time) for two different values
of s2. Algorithm 8 is run for 20000 iterations.
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