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Conformal field theories associated to regular chiral vertex
operator algebras I: theories over the projective line
Kiyokazu Nagatomo and Akihiro Tsuchiya
Abstract: Based on any chiral vertex operator algebra satisfying a suitable finiteness
condition, the semisimplicity of the zero-mode algebra as well as a regularity for induced
modules, we construct conformal field theory over the projective line with the chiral vertex
operator algebra as symmetries of the theory. We appropriately generalize the argument in
[TUY] so that we are able to define sheaves of conformal blocks for chiral vertex operator
algebras and study them in detail. We prove the factorization theorem under the fairly
general conditions for chiral vertex operator algebras and the zero-mode algebras.
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Introduction
In the present paper we study conformal field theory (CFT) defined over the projective
line associated to chiral vertex operator algebras. The theories over compact Riemann
surfaces of positive genus will be discussed in the forthcoming papers.
There are two extensively studied examples of conformal field theory defined over
compact Riemann surfaces; the one is WZNW model associated to integrable highest
weight representations of affine Lie algebras ([TUY]), and the other is the minimal
models associated to highest weight representations of the co-called minimal series
for the Virasoro algebra ([BFM]). In both examples sheaves of conformal blocks are
constructed over the moduli spaces for N -pointed stable curves, and the expected
properties of them such as the coherency, the existence of D-module structure, and the
factorization property along the boundary of the moduli space are proved as well as
other interesting natures. There is another well understood example known as abelian
conformal field theory whose symmetry is the lattice chiral vertex operator algebra
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associated to a rank one even lattice. In [U] the space of conformal blocks attached to
a pointed stable curve is constructed and its dimension is determined. Particularly the
space of conformal blocks over the smooth curve is isomorphic to the vector space of
theta functions defined over the Jacobian variety with the multiple of the theta divisor.
The notion of chiral vertex operator algebras was first introduced in order to realize
and study the Monster (the largest sporadic finite simple group)([Borc], [FLM]), and
in fact there are significant achievements in this direction. The set of axioms for a
chiral vertex operator algebra consists of algebraic counterparts of the notion of the
operator product expansion in conformal field theory. Later conformal field theories
associated to chiral vertex operator algebras over compact Riemann surfaces started in
[Z1] and [Z2] as a generalization of WZNW model and the minimal model. Meanwhile
Beilinson and Drinfeld [BD] formulated a chiral vertex operator algebra over a curve by
using the notion of D-modules, which is called a chiral algebra (cf. [G]). Chiral algebras
give rise to a framework of conformal field theory over compact Riemann surfaces of
particularly higher genus. In fact Frenkel and Ben-Zvi ([F], [FB]) defined sheaves of
conformal blocks over curves in terms of chiral algebras. However, their properties
such as the coherency, the local freeness along the boundary of the moduli space, and
the factorization property are not known. In the paper we define sheaves of conformal
blocks over the projective line following [TUY] and prove the series of above properties.
Discussions for higher genus compact Riemann surfaces will be reported in subsequent
papers.
It must be important to note that a chiral vertex operator algebra does not always
provide conformal field theory with desired properties (say, “good” conformal field
theory); several conditions such as rationality, regularity, etc., which likely lead us
to the good theory have been proposed. However it is not known, if one of these
conditions in fact allows us to build a theory, and which one is the most natural. In
this paper we propound such a sufficient condition, which we call the condition III (see
the explanation below); we also present weaker conditions I and II , which are enough
for us to prove several properties such as the coherency of conformal blocks, etc. In the
paper we call a chiral vertex operator algebras satisfying the condition III “regular”;
any regular chiral vertex operator algebra gives rise to a good conformal field theory
over the projective line. One of the important features of the condition III is that the
completely reducibility of V -modules is not assumed: previously propounded notions
of rationality, or regularity presume that any V -module is completely reducible. We
show that our category of V -modules is semisimple, and that the category of V -modules
and the category of finite dimensional modules for the zero-mode algebra is equivalent.
The most of the ideas in this paper are found in [TUY], which are slightly gener-
alized so as to fit our general settings. The notion of conformal blocks in the paper
is equivalent to the one in [BD] though its appearance looks different; the definition
which is convenient for our purpose is chosen.
The paper is organized as follows: Section 1 reviews basic concepts of chiral vertex
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operator algebras ([FLM]). The definition of a chiral vertex operator algebra consists
of several axioms; the most important one is the associativity formula. Its physics
counterpart is known as the operator product expansion in conformal field theory; the
equivalence between them is also explained here. Section 2 gives the notions of the
current Lie algebra g(V ) and the current algebra U(V ) associated to a chiral vertex
operator algebra V . The current algebra U(V ) is introduced in order to develop the
theory of V -module in terms of suitable associative algebras (cf. recall the role of the
universal enveloping algebras in the representation theory for Lie algebras). For the
purpose the Lie algebra g(V ) and its completed universal enveloping algebra Û(g(V ))
are introduced. The algebra U(V ) is defined as the quotient algebra of Û(g(V )) by
the two-sided ideal mostly generated by the associativity formula (Definition 2.2.1).
A module for V or V -module is a finitely generated U(V )-module satisfying a certain
finiteness condition; the category of V -modules is denoted by Mod (V ). Section 3 in-
cludes consequences under the condition I, i.e., under Zhu’s C2-finite condition. Using
the argument given in [GN] being slightly generalized for our situation we prove that
any V -module is linearly spanned by vectors obtained by applying negative Fourier
modes without same mode iterations (Theorem 3.2.7); this fact is called the fermionic
property of V -modules. In particular a certain finiteness property called Cn-finiteness
(n ≥ 2) is proved for arbitrary V -module when V satisfies C2-condition. The co-
herency of conformal blocks over the projective line is assured by the C2-finiteness
of V -modules. In the higher genus case the coherency of conformal blocks can be
proved by using Cn-finiteness of V -modules for all n ≥ 2. The fermionic property of
V -modules is a consequence of the associativity formula, and this itself is a very inter-
esting phenomena which occurs in the theory. The other important ingredient in the
section is the zero-mode algebra A0(V ) which is defined as a subquotient algebra of the
current algebra. The definition is given so as to have a clear meaning in V -modules
theory. In the appendix it is shown that the zero-mode algebra is isomorphic to the
so-called Zhu’s algebra, so that the role of Zhu’s algebra in the theory of chiral vertex
operator algebras is clarified. The category of finite dimensional A0(V )-modules is
denoted by Mod (A0(V )). The definition of functors HW :Mod (V )→Mod (A0(V ))
and M : Mod (A0(V )) → Mod (V ) are also given, where HW(M) is a set of high-
est weight vectors of a V -module M and M(W ) = U(V ) ⊗F 0U(V ) W is the induced
V -module for an A0(V )-module W . Section 4 reviews the duality of V -modules; the
content is essentially due to [FHL]. Section 5 presents the definitions of space of con-
formal blocks and system of current correlation functions over the projective line, and
the one to one correspondence between them (Theorem 5.3.3) is established. One of
the main theorems that any space of conformal blocks is finite dimensional is proved
(Theorem 5.8.1). In section 6 the sheaf of conformal blocks is defined over the moduli
space of N -pointed projective line, and an integrable connection on it is constructed.
Section 7 states the conditions II (C2-finite condition and the semisimplicity of the
zero-mode algebra) and III (the condition II and the simpleness of the induced mod-
ule M(W ) for a simple A0(V )-module W ). The most important contributions of the
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present work is in section 8. In this section we always work with the condition III .
Sheaves of conformal blocks are extended to sheaves over the partial compactification
of the moduli space of N -pointed projective line (Proposition 8.2.6), whose boundary
consists of N -pointed stable curves with ordinary double points. It is verified that the
connection for vector fields tangent to the boundary is well-defined (Theorem 8.3.1).
The behavior of sheaves of conformal blocks along the boundary of the moduli space is
studied under the conditions III . It is shown that sheaves of conformal blocks over the
moduli space are locally free (Theorem 8.4.6) and have the factorization property along
the boundary (Theorem 8.4.3). Section 9 shows that if V is a chiral vertex operator
algebra satisfying the conditions III then the functor HW :Mod (V )→Mod (A0(V ))
gives an equivalence of categories. Particularly Mod (V ) is a semisimple category. In
the appendix we include two example of regular chiral vertex operator algebras; the
affine and the Virasoro chiral vertex operator algebras, which gives WZNW-model and
the minimal model, respectively. These two example would give more concrete im-
ages of notions discussed at every stage of the paper. The isomorphism between the
zero-mode algebra and Zhu’s algebra is also given here.
1 Chiral vertex operator algebras
We give definition of chiral vertex operator algebras and characterize the axioms for
chiral vertex operator algebras in terms of 2-point functions.
1.1 Graded vector spaces and endomorphism rings
Let M =
⊕
n∈ZMn be a graded vector space over the complex number field C such
that dim Mn <∞ for all n ∈ Z and Mn = 0 for all sufficiently small n. We define the
filtration FpM (p ∈ Z) by setting FpM =
⊕
n≤pMn, which is an increasing filtration
on M ;
· · · ⊆ FpM ⊆ Fp+1M ⊆ . . . , ∩p∈ZFpM = {0} and M = ∪p∈ZFpM.
Setting F pM = F−pM for all p ∈ Z we get the decreasing filtration
· · · ⊇ F pM ⊇ F p+1M ⊇ . . . , ∩p∈ZF pM = {0} and M = ∪p∈ZF pM.
Let End M be the endomorphism ring ofM . We set EndM = ∪p∈ZFpEndM where
FpEndM = { ϕ ∈ End M | ϕ(Mn) ⊆ Fn+pM for all n ∈ Z } (p ∈ Z).
We also define F pEndM = F−pEndM for all p ∈ Z. The FpEndM (p ∈ Z) define an
increasing filtration on EndM
. . . ⊆ FpEndM ⊆ Fp+1EndM ⊆ . . . , ∩p∈ZFpEndM = {0},
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and the F pEndM (p ∈ Z) define a decreasing filtration. The vector space EndM is
Hausdorff with respect to the linear topology induced by the filtration FpEndM (p ∈ Z)
and is complete.
We set End f M =⊕p∈Z EndpM ⊂ EndM where
EndpM = { ϕ ∈ End M | ϕ(Mn) ⊆ Mn+p for all n ∈ Z } (p ∈ Z).
The vector space End f M is endowed with the increasing filtration FpEnd f M =
FpEndM ∩ End f M =
⊕
n≤p EndnM . We see that EndM is the formal completion of
End f M .
1.2 The Virasoro algebra
The Virasoro algebra Vir is a vector space Vir =⊕n∈ZCT (n)⊕CC with commutation
relations
[T (m), T (n)] = (m− n)T (m+ n) + m
3 −m
12
δm+n,0C, [T (m), C] = 0.
Let M be a Vir-module such that the center C acts on M as a complex number cM .
Then cM is called central charge.
1.3 Chiral vertex operator algebras - definition
Let us recall definition of chiral vertex operator algebras ([Borc], [FLM]).
Definition 1.3.1. The triplet (V, J, T ) is called a chiral vertex operator algebra if it
satisfies the following conditions:
(a) V is a graded vector space V =
⊕∞
∆=0 V∆ such that dimV0 = 1 and dimV∆ < ∞
for all ∆. Any element v of V∆ is called homogeneous vectors with weight ∆; we denote
∆ = |v|.
(b) There exist two special nonzero elements |0 〉 ∈ V0 and T ∈ V2, which are called
the vacuum and the Virasoro vector respectively.
(c) For any integer n there exists a linear map Jn : V → End−n V such that J0(|0 〉) =
idV , Jn(|0 〉) = 0 (n 6= 0), and J−∆(v)|0〉 = v, Jn(v)|0〉 = 0 (n > −∆) for all v ∈ V∆.
We set T (n) = Jn(T ) for all n ∈ Z. The T (n) (n ∈ Z) and J0(|0 〉) = idV form a
representation of the Virasoro algebra on V with some central charge cV ∈ C, and
T (0) is the grading operator, i.e., T (0)v = ∆v for any v ∈ V∆.
(d) Jn(T (−1)v) = −(n +∆)Jn(v) for any v ∈ V∆.
(e) Let v1 ∈ V∆1, v2 ∈ V∆2 and m, n ∈ Z. Then
[Jm(v1), Jn(v2)] =
∆1+∆2−1∑
j=0
(
m+∆1 − 1
j
)
Jm+n(Jj−∆1+1(v1)v2).
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(f) Let v1 ∈ V∆1 , v2 ∈ V∆2 and m, n ∈ Z. Then
Jm(Jn(v1)v2) =
∞∑
j=0
(−1)j
(
n +∆1 − 1
j
)
× (Jn−j(v1)Jm−n+j(v2)− (−1)n+∆1−1Jm+∆1−j−1(v2)Jj−∆1+1(v1)) .
Note 1.3.2. The identities (e) and (f) is called the commutator formula and the asso-
ciativity formula respectively in the literature.
The following proposition is well-known ([Borc], [FLM]).
Proposition 1.3.3. (1) T (1)T = 0 and T (2)T =
cV
2
|0 〉.
(2) For any v ∈ V∆ and n ∈ Z,
[T (−1), Jn(v)] = −(n +∆− 1)Jn−1(v), [T (0), Jn(v)] = −nJn(v).
(3) For any v1 ∈ V∆1, v2 ∈ V∆2 and n ∈ Z,
Jn(v1)v2 =
∞∑
j=0
(−1)n+∆1+j
j!
T (−1)j (Jn+∆1−∆2+j(v2)v1) .
Note 1.3.4. The first formula in the proposition (2) is called the derivation property,
and the one in the proposition (3) is called the skew symmetry.
1.4 2-point functions
In this subsection we present another set of axioms for a chiral vertex operator algebra
using the notion of the operator product expansion.
Definition 1.4.1. Let V =
⊕∞
∆=0 V∆ be a chiral vertex operator algebra. For any
v ∈ V∆ we associate a formal power series with the formal variable z and z−1 with
coefficients in End f V by
J(v, z) =
∑
n∈Z
Jn(v)z
−n−∆ ∈ (End f V )[[z, z−1]],
which is called the nonabelian current associated to the vector v. For any v1 ∈
V∆1 and v2 ∈ V∆2 the product J(v1, z1)J(v2, z2) is well-defined as an element in
(End f V )[[z1, z−11 , z2, z−12 ]].
Definition 1.4.2. Let V =
⊕∞
∆=0 V∆ be a chiral vertex operator algebra. We denote by
V ∗ the graded dual of V , i.e., V ∗ =
⊕∞
∆=0 V
∗
∆ where V
∗
∆ = HomC(V∆,C), and by 〈 , 〉
the natural dual pairing between V ∗ and V .
Proposition 1.4.3. Let v1 ∈ V∆1 and v2 ∈ V∆2.
(1) The formal 2-point function 〈v∗|J(v1, z1)J(v2, z2)|v〉 ∈ C[[z1, z−11 , z2, z−12 ]] absolutely
converges on the domain |z1| > |z2| > 0 and is analytically continued to a rational
function on P1×P1 with possible poles on z1 = z2, zi = 0 (i = 1, 2) and zi =∞ (i = 1, 2);
this rational function is denoted by the same notation.
(2) The formal power series 〈v∗|J(J(v1, z1−z2)v2, z2)|v〉 ∈ C[[z1−z2, (z1−z2)−1, z2, z−12 ]]
absolutely converges on the domain 0 < |z1 − z2| < |z2| and is analytically continued
to a rational function on P1 × P1 with possible poles on z1 = z2, zi = 0 (i = 1, 2) and
zi =∞ (i = 1, 2); this rational function is also denoted by the same notation.
(3) The following relations hold
〈v∗|J(v1, z1)J(v2, z2)|v〉 =〈v∗|J(v2, z2)J(v1, z1)|v〉
=〈v∗|J(J(v1, z1 − z2)v2, z2)|v〉
=〈v∗|J(J(v2, z2 − z1)v1, z1)|v〉.
(4) For any v1 ∈ V∆1
d
dz
〈v∗|J(v1, z)|v〉 = 〈v∗|J(T (−1)v1, z)|v〉.
Proof. For v ∈ V∆ we set
J>0(v, z) =
∑
n≥−∆+1
Jn(v)z
−n−∆ and J≤0(v, z) =
∑
n≤−∆
Jn(v)z
−n−∆.
Note that
〈v∗|J(v1, z1)J(v2, z2)|v〉 = 〈v∗|[J>0(v1, z1), J(v2, z2)]|v〉
+ 〈v∗|J(v2, z2)J>0(v1, z1)|v〉+ 〈v∗|J≤0(v1, z1)J(v2, z2)|v〉, (1.1)
〈v∗|J(v2, z2)J(v1, z1)|v〉 = 〈v∗|[J(v2, z2), J≤0(v1, z1), ]|v〉
+ 〈v∗|J(v2, z2)J>0(v1, z1)|v〉+ 〈v∗|J≤0(v1, z1)J(v2, z2)|v〉, (1.2)
where the second and the third term in the right hand sides are Laurent polynomials
of z1 and z2. The commutator formula in Definition 1.3.1 is equivalent to the following
set of equations, each of which holds as an element in (End f V )[[z−11 , z2, z−12 ]] and
(End f V )[[z1, z2, z−12 ]], respectively;
[J>0(v1, z1), J(v2, z2)] =
∆1+∆2−1∑
j=0
J(Jj−∆1+1(v1)v2, z2) (z1 − z2)−j−1
∣∣
|z1|>|z2|
, (1.3)
[J(v2, z2), J
≤0(v1, z1)] =
∆1+∆2−1∑
j=0
J(Jj−∆1+1(v1)v2, z2) (z1 − z2)−j−1
∣∣
|z1|<|z2|
, (1.4)
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where
(z1 − z2)−j−1
∣∣
|z1|>|z2|
=
∞∑
m=0
(
m
j
)
z−m−11 z
m−j
2 ,
(z1 − z2)−j−1
∣∣
|z1|<|z2|
= −
∞∑
m=0
(−m− 1
j
)
zm1 z
−m−1−j
2 .
Using (1.3) and (1.4) we see that the expansion of J(J>0(v1, z1 − z2)v2, z2) ∈
(End f V )[[z1− z2, (z1− z2)−1, z2, z−12 ]] on the domain |z1| > |z2| > 0 and |z2| > |z1| > 0
is respectively given by
J(J>0(v1, z1 − z2)v2, z2) =
{
[J>0(v1, z1), J(v2, z2)] on |z1| > |z2| > 0,
[J(v2, z2), J
≤0(v1, z1)] on |z2| > |z1| > 0.
(1.5)
Finally using the associativity formula we see that
J(J≤0(v1, z1 − z2)v2, z2) = J≤0(v1, z1)J(v2, z2) + J(v2, z2)J>0(v1, z1) (1.6)
as elements in (End f V )[[z1 − z2, z2, z−12 ]], where in the right hand side we use the
expansion
z−j−11 =
∞∑
m=0
(−j − 1
m
)
(z1 − z2)mz−m−j−12 .
Using (1.3) we see that the first term of (1.1) absolutely converges on the domain
|z1| > |z2| > 0 to a rational function with the prescribed pole conditions, and that
〈v∗|J(v1, z1)J(v2, z2)|v〉 = 〈v∗|J(v2, z2)J(v1, z1)|v〉 by (1.1)-(1.4). The formal power
series 〈v∗|J(J(v1, z1 − z2)v2, z2)|v〉 also absolutely converges on the domain 0 < |z1 −
z2| < |z2| to 〈v∗|J(v1, z1)J(v2, z2)|v〉 by (1.5) and (1.6).
Finally (4) follows from the condition (d) for the chiral vertex operator algebra.
Note 1.4.4. The first and second equality of the proposition (3) is called the S2-
symmetry and the operator product property, respectively.
Remark 1.4.5. The S2-symmetry and the operator product property give the commu-
tator formula and the associativity formula in Definition 1.3.1. The third equality of
the proposition (3) gives the skew-symmetry. The statement (4) is nothing but (d) in
Definition 1.3.1
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2 Modules for chiral vertex operator algebras
2.1 Current Lie algebras
Let (V, J, T ) be a chiral vertex operator algebra with a grading V =
⊕∞
∆=0 V∆. We
set V˜ (1) =
⊕∞
∆=0 V∆ ⊗ C((ξ))(dξ)1−∆ and V˜ (0) =
⊕∞
∆=0 V∆ ⊗ C((ξ))(dξ)−∆. Let ∇ :
V˜ (0) → V˜ (1) be the linear map defined by
v ⊗ f(ξ)(dξ)−∆ 7−→ T (−1)v ⊗ f(ξ)(dξ)−∆ + v ⊗ df(ξ)
dξ
(dξ)1−∆.
We set g(V ) = V˜ (1)/∇V˜ (0) and denote by J(v, f) the image of v ⊗ f(dξ)1−∆ (v ∈ V∆)
under the canonical projection V˜ (1) → g(V ) = V˜ (1)/∇V˜ (0).
The vector space V˜ (1) is filtered by the decreasing filtration
F pV˜ (1) =
∞⊕
∆=0
V∆ ⊗ C[[ξ]]ξp+∆−1(dξ)1−∆ (p ∈ Z),
. . . ⊇ F pV˜ (1) ⊇ F p+1V˜ (1) ⊇ . . . , ∩
p
F pV˜ (1) = 0 and V˜ (1) = ∪
p
F pV˜ (1),
which defines a Hausdorff linear topology on the vector space V˜ (1). There also exists a
decreasing filtration on V˜ (0);
F pV˜ (0) =
∞⊕
∆=0
V∆ ⊗ C[[ξ]]ξp+∆−1(dξ)−∆.
Since ∇ : F pV˜ (0) → F p−1V˜ (1) for all p ∈ Z the filtration F p (p ∈ Z) on V˜ (1) induces a
filtration on the Lie algebra g(V ), which we denote by F pg(V ) (p ∈ Z).
We introduce a bilinear operation [ , ] : V˜ (1) × V˜ (1) → V˜ (1) by
[v1 ⊗ f1(dξ)1−∆1, v2 ⊗ f2(dξ)1−∆2]
=
∆1+∆2−1∑
m=0
1
m!
Jm−∆1+1(v1)v2 ⊗
dmf1
dξm
f2 (dξ)
m+2−∆1−∆2 .
Proposition 2.1.1. The bilinear operation [ , ] induces a Lie bracket on g(V ), and
the Lie algebra g(V ) is filtered by F pg(V ) (p ∈ Z), i.e., [F pg(V ), F qg(V )] ⊆ F p+qg(V ).
Proof. In order to show that the bilinear operation [ , ] on V˜ (1) induces a bilinear map
on g(V ) we first prove that
[v1 ⊗ f1, v2 ⊗ f2] + [v2 ⊗ f2, v1 ⊗ f1] ≡ 0 mod ∇V˜ (0).
10
for all vi ∈ V∆i and fi ∈ C((ξ))(dξ)1−∆i (i = 1, 2). Hereafter we omit the symbol dξ for
convenience. To do this it suffices to see that
[v1 ⊗ f1, v2 ⊗ f2] =
∞∑
j=0
∞∑
n=0
(−1)j+1
j!n!
∇j
(
Jn+j−∆2+1(v2)v1 ⊗
dnf2
dξn
f1
)
=: DR.
The key is the following identity for differential polynomials;
f2
dif1
dξi
=
i∑
k=0
(−1)i+k
(
i
k
)
dk
dξk
(
f1
di−kf2
dξi−k
)
.
Using the Leibnitz rule for ∇ = T (−1)⊗ id+ id⊗d/dξ we see that
DR =
∞∑
j=0
∞∑
n=0
(−1)j+1
j!n!
j∑
k=0
(
j
k
)
T (−1)j−kJn+j−∆2+1(v2)v1 ⊗
dk
dξk
(
dnf2
dξn
f1
)
.
We now set m = j − k, i = n+ k, and eliminate j and n;
DR =
∞∑
i,m=0
(−1)i+m+1
i!m!
T (−1)mJm+i−∆2+1(v2)v1 ⊗
i∑
k=0
(−1)i+k
(
i
k
)
dk
dξk
(
di−kf2
dξi−k
f1
)
,
=
∞∑
i,m=0
(−1)i+m+1
i!m!
T (−1)mJm+i−∆2+1(v2)v1 ⊗
dif1
dξi
f2 ,
= [v1 ⊗ f1, v2 ⊗ f2]
by the skew symmetry.
Using the property (d) of chiral vertex operator algebras we obtain [∇V˜ (0), V˜ (1)] =
0, and then [V˜ (1),∇V˜ (0)] ⊂ ∇V˜ (0) by the mod ∇V˜ (0)-skew symmetry. Now the bilinear
operation [ , ] on V˜ (1) induces a bilinear map on g(V ) such that [F pg(V ), F qg(V )] ⊆
F p+qg(V ).
To see that this bilinear map is a Lie bracket it suffices to show that the [ , ]
satisfies the Jacobi identity, i.e.,
[[v1 ⊗ f1, v2 ⊗ f2], v3 ⊗ f3]
= [v1 ⊗ f1, [v2 ⊗ f2, v3 ⊗ f3]]− [v2 ⊗ f2, [v1 ⊗ f1, v3 ⊗ f3]]
for all vi ∈ V∆i and fi ∈ C((ξ))(dξ)1−∆i (i = 1, 2, 3). Let us denote the right hand side
of the Jacobi identity by JR. By definition of the bracket we see that
JR =
∞∑
m,n=0
1
m!n!
[Jm−∆1+1(v1), Jn−∆2+1(v2)]v3 ⊗
dmf1
dξm
dnf2
dξn
f3.
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We now apply the commutator formula to the right hand side so that
JR =
∞∑
m,n=0
m∑
j=0
1
m!n!
(
m
j
)
Jm+n−∆1−∆2+2 (Jj−∆1+1(v1)v2) v3 ⊗
dmf1
dξm
dnf2
dξn
f3.
Set i = m+ n− j and eliminate m;
JR =
∞∑
i, j=0
1
i! j!
Ji+j−∆1−∆2+2 (Jj−∆1+1(v1)v2) v3 ⊗
i∑
n=0
(
i
n
)
dj+i−nf1
dξj+i−n
dnf2
dξn
f3
=
∞∑
i, j=0
1
i! j!
Ji+j−∆1−∆2+2 (Jj−∆1+1(v1)v2) v3 ⊗
di
dξi
(
djf1
dξj
f2
)
f3
=
[
∞∑
j=0
1
j!
Jj−∆1+1(v1)v2 ⊗
djf1
dξj
f2, v3 ⊗ f3
]
= [[v1 ⊗ f1, v2 ⊗ f2], v3 ⊗ f3] .
Definition 2.1.2. Let V be a chiral vertex operator algebra. The Lie algebra g(V ) with
the Lie algebra structure
[J(v1, f1), J(v2, f2)] =
∆1+∆2−1∑
m=0
1
m!
J(Jm−∆1+1(v1)v2,
dmf1
dξm
f2)
is called the current Lie algebra associated to the chiral vertex operator algebra V .
For any v ∈ V∆ and n ∈ Z we set Jn(v) = J(v, ξn+∆−1). Specifically for v = T we
denote T (n) = J(T, ξn+1).
We could also do the whole story for
⊕∞
∆=0 V∆ ⊗ C[ξ, ξ−1](dξ)1−∆; then we get a
graded Lie algebra g(V )f =
⊕
n∈Z g(V )
f
n where g(V )
f
n is linearly spanned by Jn(v) (v ∈
V ). We see that g(V )f is a Lie subalgebra of g(V ) and that Jn(T (−1)v) = −(n +
∆)Jn(v) for all v ∈ V∆ and n ∈ Z.
Remark 2.1.3. (1) Jn(|0 〉) = 0 for all n 6= 0.
(2) Let v1 ∈ V∆1 and v2 ∈ V∆2 . Then
[Jm(v1), Jn(v2)] =
∆1+∆2−1∑
j=0
(
m+∆1 − 1
j
)
Jm+n(Jj−∆1+1(v1)v2),
and in particular the linear map g(V )f → End f V defined by Jn(v) = J(v, ξn+∆−1) 7→
Jn(v) for all v ∈ V∆ and n ∈ Z is a Lie algebra homomorphism.
(3) The vector space Vir(V ) =⊕n∈Z CT (n)⊕ CJ0( |0〉) is a graded Lie subalgebra of
g(V )f , and has the bracket relations
[T (m), T (n)] = (m− n)T (m+ n) + m
3 −m
12
δm+n,0cV J0( |0〉), [T (n), J0( |0〉)] = 0.
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2.2 Current algebras
We set g(V )≥0 = F
0g(V )(= F0g(V )) and g(V )<0 =
⊕
n<0 g(V )
f
n . The vector spaces
g(V )≥0 and g(V )<0 are Lie subalgebras of g(V ) and g(V ) = g(V )<0 ⊕ g(V )≥0. Since
g(V )<0 is a Lie subalgebra of g(V )
f , the notation g(V )f<0 is also used. Let U(g(V ))
be the universal enveloping algebra of the Lie algebra g(V ); there is a canonical vector
space isomorphism U(g(V )) ∼= U(g(V )<0) ⊗ U(g(V )≥0). For any p ∈ Z we define a
vector subspace of U(g(V )) by
F pU(g(V )) =
∑
p1+···+pr≥p
F p1g(V ) · · ·F prg(V ),
where we suppose that C · 1 ⊆ F p U(g(V )) for all p ≤ 0, which defines a decreasing
filtration. Then U(g(V )) becomes a filtered algebra and a filtered Lie algebra with the
canonical Lie algebra structure; for all p, q ∈ Z
F p U(g(V )) · F q U(g(V )) ⊆ F p+q U(g(V )),
[F p U(g(V )), F q U(g(V ))] ⊆ F p+q U(g(V )).
The filtration F p (p ∈ Z) on U(g(V )) induces a decreasing filtration on U(g(V )<0) and
U(g(V )≥0) such that F
1 U(g(V )<0) = 0 and F
0 U(g(V )≥0) = U(g(V )≥0), respectively.
We note that for every p ∈ Z
F p U(g(V )) =
∑
p1+p2=p
p1≤0, p2≥0
F p1 U(g(V )<0) · F p2 U(g(V )≥0).
For any fixed p ∈ Z we introduce a decreasing filtration on F p U(g(V )) by setting
F pN U(g(V )) =
∑
p1+p2=p
p1≤0, p2≥N
F p1 U(g(V )<0) · F p2 U(g(V )≥0) for N ∈ Z≥0.
Then by definition F p1N1 U(g(V )) · F p2N2 U(g(V )) ⊆ F p1+p2N2 U(g(V )) for all p1, p2 ∈ Z and
N1, N2 ∈ Z≥0, and if N1 + p2 ≥ 0 then F p1N1 U(g(V )) · F p2N2 U(g(V )) ⊆ F p1+p2N1+p2 U(g(V ))
by the commutator formula. We now set
F p Û(g(V )) = lim
←−
N
F p U(g(V ))/F pN U(g(V )),
i.e., F p Û(g(V )) is the formal completion of F p U(g(V )) with respect to the linear topol-
ogy induced by the filtration F pN (N ∈ Z≥0). Since F p+1N U(g(V )) = F p+1U(g(V )) ∩
F pN U(g(V )) for all p ∈ Z and N ∈ Z≥0 we see that
. . . ⊇ F p Û(g(V )) ⊇ F p+1 Û(g(V )) ⊇ . . . and ∩p F p Û(g(V )) = 0.
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We set Û(g(V )) = ∪pF p Û(g(V )), which is a complete algebra over C and satisfies
F p Û(g(V )) · F q Û(g(V )) ⊆ F p+q Û(g(V )),
[F p Û(g(V )), F q Û(g(V ))] ⊆ F p+q Û(g(V )).
Definition 2.2.1. Let B(V ) be the two-sided ideal of Û(g(V )) generated by J0(|0〉)− 1
and the associativity relation for all v1 ∈ V∆1 , v2 ∈ V∆2 and m, n ∈ Z, i.e.,
Jm(Jn(v1)v2)−
∞∑
j=0
(−1)j
(
n+∆1 − 1
j
)
× (Jn−j(v1)Jm−n+j(v2)− (−1)n+∆1−1Jm+∆1−j−1(v2)Jj−∆1+1(v1)) .
We set U(V ) = Û(g(V ))/B(V ), which is called the current algebra associated to the
chiral vertex operator algebra V .
Remark 2.2.2. (1) Let F p U(V ) (p ∈ Z) be the filtration induced by F p Û(g(V )). Then
the current algebra U(V ) is a filtered algebra and a filtered Lie algebra.
(2) The commutator and associativity formulas hold on U(V ) as well as Jn(T (−1)v) =
−(n +∆)Jn(v) and Jn(|0〉) = δn,01 for all v ∈ V∆ and n ∈ Z.
2.3 Modules for chiral vertex operator algebras
Definition 2.3.1. Let V be a chiral vertex operator algebra. A module M for V is a
U(V )-module such that
(a) M is a finitely generated U(V )-module.
(b) For any m ∈M the vector space F 0U(V )m is finite dimensional.
We denote byMod(V ) the category of V -modules. The chiral vertex operator algebra
V is a U(V )-module, and is generated by the vacuum |0〉. Since Jn(v) ∈ End f−n V we
see that F 0U(V )v ⊆ ⊕|v|∆=0 V∆, in particular, F 0U(V )v is finite dimensional for any
v ∈ V so that V is a V -module, which is called the vacuum module .
Let M be a V -module and {mi} be a finite set of generators as a U(V )-module.
The vector space W =
∑
i F
0U(V )mi is finite dimensional by the condition (b). The
set F 0U(V ) is a subalgebra of U(V ), and W is a F 0U(V )-module. In particular, W is
T (0)-invariant and is decomposed into a direct sum of generalized eigenspaces for the
operator T (0). Since M = U(g(V )f<0)W the V -module M is also decomposed into a
direct sum of generalized eigenspaces for T (0). For any h ∈ C we set
M(h) = {m ∈M | (T (0)− h)km = 0 for a positive integer k}.
We note that Jn(v) : M(h) →M(h−n) for all v ∈ V∆ and n ∈ Z.
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Proposition 2.3.2. Let V be a chiral vertex operator algebra and M be a V -module.
Then there exists a finite set of complex numbers {hi} such that hi − hj 6∈ Z (i 6= j)
and M =
⊕
h∈P (M)M(h), where P (M) = ∪i(hi + Z≥0).
Definition 2.3.3. Given any v ∈ V∆ we associate a formal power series
JM(v, z) =
∑
n∈Z
Jn(v)z
−n−∆ ∈ (End M)[[z, z−1]],
which is called the nonabelian current over M associated to the vector v.
3 Finiteness theorem for V -modules
3.1 Finiteness condition
Definition 3.1.1. Let V be a chiral vertex operator algebra andM be a V -module. For
any integer n ≥ 2 we denote by Cn(M) the vector subspace of M , which is linearly
spanned by vectors J−∆−p(v)m for all v ∈ V∆ (∆ ≥ 0), m ∈ M and p ≥ n − 1. If
dimM/Cn(M) < ∞ we say that the V -module M satisfies the Cn-condition or that
M is Cn-finite .
We see that C2(M) ⊇ C3(M) ⊇ . . . ⊃ Cn(M) ⊇ . . . , and that if M is Cn-finite for
an n ≥ 2 then it is C2-finite. Gaberdiel and Neitzke ([GN, Theorem 11]) showed that
that if a chiral vertex operator algebra V is C2-finite then it is Cn-finite for all n ≥ 2.
We shall prove that if V is C2-finite then any V -module is Cn-finite for all n ≥ 2 (see
Corollary 3.2.8).
3.2 Fermionic property of modules
The current Lie algebra g(V ) is a filtered Lie algebra with the filtration F pg(V ) (p ∈ Z).
In this subsection we use another filtration which we denote by Gpg(V ) (p ∈ Z).
Definition 3.2.1. For any integer p we set
GpV˜
(1) =
⊕
∆≤p
V∆ ⊗ C((ξ))(dξ)1−∆
and denote by Gpg(V ) the image of GpV˜
(1) under the canonical projection V˜ (1) → g(V ).
We see that Gpg(V ) (p ∈ Z) defines an increasing filtration on g(V );
0 = G−1g(V ) ⊆ . . . ⊆ Gpg(V ) ⊆ Gp+1g(V ) ⊆ . . . , ∪pGpg(V ) = g(V ).
The commutator formula shows:
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Lemma 3.2.2. [Gpg(V ), Gqg(V )] ⊂ Gp+q−1g(V ) for any p, q ∈ Z, and in particular
g(V ) is a filtered Lie algebra with the filtration Gpg(V ) (p ∈ Z). Then grG• g(V ) =⊕∞
p=0 gr
G
p g(V ) is a graded abelian Lie algebra where gr
G
p g(V ) = Gpg(V )/Gp−1g(V ).
We set
Gp U(g(V )) =
{
C (p < 0),∑
p1+···+pr≤p
Gp1g(V ) · · ·Gprg(V ) (p ≥ 0),
which defines an increasing filtration on U(g(V )). This filtration induces an increasing
filtration on Û(g(V )) since the filtration Gp U(g(V )) (p ∈ Z) is compatible with the
filtration F qNU(g(V )). Let Gp U(V ) (p ∈ Z) be the filtration on U(V ), which is induced
by GpÛ(g(V )).
Proposition 3.2.3. The current algebra U(V ) is a filtered algebra, i.e., Gp U(V ) ·
Gq U(V ) ⊆ Gp+q U(V ) for any integers p and q. Moreover [Gp U(V ), Gq U(V )] ⊆
Gp+q−1 U(V ), and in particular grG• U(V ) =
⊕∞
p=0 gr
G
p U(V ) is a commutative graded
algebra where grGp U(V ) = GpU(V )/Gp−1U(V ).
Let GpU(g(V )
f ) (p ∈ Z) be the induced filtration, i.e., GpU(g(V )f ) = GpÛ(g(V ))∩
U(g(V )f). Then grG• U(g(V )
f ) is a commutative graded algebra, and there is a canon-
ical isomorphism
grG• U(g(V )
f ) ∼= grG• U(g(V )f<0)⊗ grG• U(g(V )f≥0).
The filtration F pU(V ) (p ∈ Z) induces a filtration on grG• U(V ) so that grG• U(V ) be-
comes a filtered graded commutative algebra.
Let us introduce a good filtration on a V -module M . By definition of a V -module
there exists a finite dimensional F 0U(V )-submodule W such that the canonical U(V )-
module homomorphism
U(V )⊗F 0U(V ) W →M → 0
is exact. We set G−1M = 0 and GpM = Gp U(V )W for all nonnegative integer p, which
defines an increasing filtration on M such that Gp U(V )GqM ⊆ Gp+qM . In particular
grG• M is a gr
G
• U(V )-module. The vector space grG• M is also a grG• U(g(V )f)-module.
Note that GpU(g(V )
f)W = GpM for all p.
Proposition 3.2.4. The graded grG• U(V )-module grG• M is generated by grG0 M = W
as a grG• U(g(V )
f
<0)-module.
In other words the canonical grG• U(g(V )
f
<0)-module homomorphism
grG• U(g(V )
f
<0)⊗C W → grG• M → 0
is exact. Note that there exists a canonical graded algebra homomorphism
grG• U(g(V )
f
<0)
∼= S(grG• g(V )f<0)
where S(R) denotes the symmetric algebra of over a graded vector space R .
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Lemma 3.2.5. For any v ∈ C2(V ) the element of grG• U(V ), whose representative is
Jn(v) (n ∈ Z), trivially acts on grG• M .
Proof. We can assume that v = J−∆1−p(v1)v2 (p ≥ 1) with v1 ∈ V∆1 and v2 ∈ V∆2.
On the one hand |v| = ∆1 +∆2 + p and Jn(v)GqM ⊂ G∆1+∆2+p+qM , while the right
hand side of the associativity formula for Jn(v) belongs to G∆1+∆2U(V ), and then
Jn(v)GqM ⊂ G∆1+∆2+qM .
Let g(V )f,C2 be a graded vector subspace of g(V )f , which is linearly spanned by
Jn(v) where v ∈ C2(V ) and n ∈ Z. We set u = grG• g(V )f/ grG• g(V )f,C2 . Then the
action of grG• U(g(V )
f ) ∼= S(grG• g(V )f ) on grG• M induces an action of the commutative
algebra S(u) on grG• M . We now set u<0 = gr
G
• g(V )<0/ gr
G
• g(V )
f,C2
<0 where g(V )
f,C2
<0 =
g(V )f,C2 ∩ g(V )<0; the set u<0 is canonically a vector subspace of u and grG• M =
S(u<0) gr
G
0 M .
Let U be a graded subspace of V such that V = U⊕C2(V )⊕C|0〉. Then the graded
vector space u<0 is linearly spanned by vectors [Jn(v)] (n < 0) for v ∈ U . We note
that grG−1M = 0 and gr
G
0 M = W , while for any positive integer p the space gr
G
p M is
linearly spanned by vectors
J−n1(v1) · · ·J−nr(vr)w (w ∈ W, n1 ≥ n2 ≥ . . . ≥ nr > 0)
where v1, . . . , vr ∈ U such that
∑r
i=1 |vi| = p.
Lemma 3.2.6. Let v1 ∈ V∆1 and v2 ∈ V∆2. For any integer m there exist integers
cij (i, j ∈ Z) such that
J−m(v1)J−m(v2) = J−2m(J−∆1(v1)v2) +
∑
i+j=2m
i 6=j
cijJ−i(v1)J−j(v2) in gr
G
• U(V ).
Proof. Since the associativity formula
J−2m(J−∆1(v1)v2) =
∞∑
j=0
(J−∆1−j(v1)J−2m+∆1+j(v2) + J−2m+∆1−j−1(v2)Jj−∆1+1(v1))
holds for all integer m we get for m ≥ ∆1
J−m(v2)J−m(v1) = J−2m(J−∆1(v1)v2)
−
∑
j≥0
j 6=m−∆1
J−∆1−j(v1)J−2m+∆1+j(v2)−
∞∑
j=0
J−2m+∆1−j−1(v2)Jj−∆1+1(v1),
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while for m ≤ ∆1 − 1
J−m(v1)J−m(v2) = J−2m(J−∆1(v1)v2)
−
∞∑
j=0
J−∆1−j(v1)J−2m+∆1+j(v2)−
∑
j≥0
j 6=∆1−m−1
J−2m+∆1−j−1(v2)Jj−∆1+1(v1).
The fermionic property of V -modules means:
Theorem 3.2.7. Let V be a chiral vertex operator algebra and M be a V -module.
Let U be a graded vector subspace of V such that V = U ⊕ C2(V ) ⊕ C|0〉. For any
nonnegative integer p the vector space grGp M is linearly spanned by vectors
J−n1(v1) · · ·J−nr(vr)w (w ∈ W, n1 > n2 > . . . > nr > 0)
where v1, . . . , vr ∈ U and
∑r
i=1 |vi| = p.
In order to prove the theorem we first show that the following statement S(p,N)
holds for any nonnegative integers p and N ;
S(p,N): The vector space grGp M is linearly spanned by vectors
J−n1(v1) · · ·J−nr(vr)w (w ∈ W,n1 ≥ n2 ≥ . . . ≥ nr > 0)
where v1, . . . , vr ∈ U such that
∑r
i=1 |vi| = p, and ni 6= nj if ni, nj ≤ N (i 6= j).
We will prove the statement S(p,N) by induction with respect to the lexicographic
order on (p,N) ∈ (Z≥0)2. The statement S(0, N) holds for all N . We suppose that the
statement holds for any pair which is strictly smaller than (p,N). Then by S(p,N −1)
any vector in grGp M is a linear combination of vectors
J−n1(u1) · · ·J−nr(ur) Js J−m1(w1) · · ·J−mt(wt)w, w ∈ W
where n1 ≥ n2 ≥ . . . ≥ nr > N > m1 > . . . > mt > 0 and Js = J−N(v1) · · ·J−N(vs).
We set Ir = J−n1(u1) · · ·J−nr(ur) and Kt = J−m1(w1) · · ·J−mt(wt). Applying Lemma
3.2.6 to Js we see that
I
r
J
s
K
tw = IrJs−2J−2N(J−∆s−1(vs−1)vs)K
tw +
∑
i+j=2N
i 6=j
cijI
r
J
s−2J−i(vs−1)J−j(vs)K
tw.
In the second term in the right hand side of the equation in the previous text we
see that either i > N or j > N . We then can apply S(p − 1, N) to either the term
Js−2J−j(vs)K
tw or Js−2J−i(vs−1)K
tw in order to get the desired expression. Now in
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the first term we replace J−∆s−1(vs−1)vs by u + C2(V ) for a suitable u ∈ U so that
IrJs−2J−2N (J−∆s−1(vs−1)vs)K
tw = IrJ−2N (u)J
s−2Ktw in grGp M . Now the induction on
s can be applied to prove the statement S(p,N).
We now give a proof of Theorem 3.2.7. Let M =
⊕
h∈P (M)M(h) and set α =
min {Reh | h ∈ P (M)}. We will show that for any h ∈ P (M) any vector from grGp M(h)
has the desired expression. We suppose that
J−n1(v1) · · ·J−nr(vr)w ∈ grGp M(h) and w ∈ W ∩M(h′),
where n1 ≥ n2 ≥ . . . ≥ nr > 0. Using S(p,N) for a positive integer N such that N ≥
Reh−α+1 we can assume that ni 6= nj (i 6= j) if ni, nj ≤ N . Now n1+· · ·+nr = h−h′,
and in particular n1 ≤ Re(h− h′) < N . So we get ni 6= nj for all i 6= j.
Corollary 3.2.8. Let V be a C2-finite chiral vertex operator algebra and M be a V -
module.
(1) M is Cn-finite for all n ≥ 2.
(2) Let M =
⊕
h∈P (M)M(h). Then M(h) is finite dimensional for all h ∈ P (M).
Proof. Let U be a finite dimensional graded vector subspace of V such that V =
U ⊕ C2(V )⊕ C|0〉. Any element of M is a linear combination of vectors
v(~n, w) := J−n1(v1) · · ·J−nr(vr)w (w ∈ W, v1, . . . , vr ∈ U, n1 > n2 > . . . > nr > 0).
If n1 ≥ |v1|+n−1 then v(~n, w) ∈ Cn(M). Otherwise |v1|+n ≥ n1 > n2 > . . . > nr > 0,
and for fixed v1, . . . , vr the choice of such (ni) is finite. Now since U is finite dimensional
we see that M/Cn(M) is finite dimensional.
Suppose that w ∈ W ∩M(h0) and v(~n, w) ∈M(h). Then we see that h0 +n1 + · · ·+
nr = h ; only a finite number of n1 > n2 > . . . > nr > 0 satisfy this condition so that
the vector space M(h) is finite dimensional since U is finite dimensional.
We can characterize V -modules in terms of nonabelian currents as we have done
for a chiral vertex operator algebra in § 1.4. Let M∗ = ⊕h∈P (M)M∗(h) be the graded
dual of a V -module M , and 〈 , 〉 be the dual pairing between M∗ and M . Fix
m ∈ M and m∗ ∈ M∗. For any v1 ∈ V∆1 and v2 ∈ V∆2 the formal power series
〈m∗|JM(v1, z1)JM(v2, z2)|m〉 absolutely converges on the domain |z1| > |z2| > 0 and is
analytically continued to a rational function on P1×P1 with possible poles on z1 = z2,
zi = 0 (i = 1, 2) and zi = ∞ (i = 1, 2). We use the same notation to denote this
rational function. The formal power series 〈m∗|JM(J(v1, z1 − z2)v2, z2)|m〉 absolutely
converges on the domain 0 < |z1− z2| < |z2| and is analytically continued to a rational
function on P1 × P1: we have the S2-symmetry and the operator product property
〈m∗|JM(v1, z1)JM(v2, z2)|m〉 = 〈m∗|JM(v2, z2)JM(v1, z1)|m〉
= 〈m∗|JM(J(v1, z1 − z2)v2, z2)|m〉
= 〈m∗|JM(J(v2, z2 − z1)v1, z1)|m〉.
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Remark 3.2.9. Let M be a graded g(V )f -module. For v ∈ V∆ we set JM(v, z) =∑
n∈Z Jn(v)z
−n−∆ ∈ (End f M)[[z, z−1]]. Then g(V )f -module structure is uniquely ex-
tended to a U(V )-module structure if and only if all nonabelian currents JM(v, z) have
the S2-symmetry, the operator product property, and J0(|0〉) = idM .
3.3 Zero-mode algebras
We set J = U(V )F 1U(V ) and J0 = J ∩ F 0U(V ). The set J is a left ideal of U(V ) and
J0 is a two-sided ideal of F 0U(V ). We note that J0 = ∑n≥1 F−nU(V ) · F nU(V ). We
set A0(V ) = F
0U(V )/J0, which is an associative algebra over C with a unit 1.
Definition 3.3.1. Let V be a chiral vertex operator algebra. We call A0(V ) the zero-
mode algebra associated to V . We denote by [J0(v)] (v ∈ V ) the element of A0(V ) being
represented by J0(v). The category of finite dimensional A0(V )-modules is denoted by
Mod(A0(V )) .
Proposition 3.3.2. (1) Let U be a graded vector subspace of V such that V = U ⊕
C2(V ). Then A0(V ) is linearly spanned by { [J0(v)] | v ∈ U }.
(2) Let A be the vector subspace of A0(V ), which is linearly spanned by { [J0(v)] | v ∈
V∆ (∆ ≥ 1) }. Then A is a two-sided ideal of A0(V ), and the quotient algebra A0(V )/A
is one dimensional A0(V )-module which is generated by [1] where 1 = J0(|0〉).
Proof. By using the associativity and commutator formulas we see that for any v1 ∈ V∆1
and v2 ∈ V∆2
J0(v1)J0(v2) ≡ J0(J−∆1(v1)v2)
−
∑
1−∆1≤j<0
∆1+∆2−1∑
k=0
(
∆2 − j − 1
k
)
J0(Jk−∆2+1(v2)v1) mod J
0 . (3.1)
Since A0(V ) is linearly spanned by vectors [J0(v1)] · · · [J0(vn)] the induction on the
number of products shows that A0(V ) is linearly spanned by vectors [J0(v)], v ∈ V .
Now for any v1 ∈ V∆1 and v2 ∈ V∆2 and p ≥ 1
J0(J−∆1−p(v1)v2) ≡ (−1)p+∆1+1
(−p− 1
∆1 − 1
)
J0(v2)J0(v1)
+
∑
0<j<∆1−1
k≥0
(−1)p+j+∆1−1
( −p− 1
−j +∆1 − 1
)(
∆1 + j − 1
k
)
J0(Jk−∆2+1(v2)v1) mod J
0.
The induction on the filtration on A0(V ) induced by FpV = ⊕∆≤pV∆ (p ∈ Z) applied to
the equation in the previous text as well as (3.1) shows that A0(V ) is linearly spanned
by { [J0(v)] | v ∈ U }.
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If ∆1 ≥ 1 and ∆2 ≥ 1 the nonzero multiple of J0(|0〉) never appears in the right
hand side of (3.1) so that the set A is a two-sided ideal of A0(V ). We now note
that dimA0(V )/A ≤ 1 and V0 = C|0〉 is an A0(V )-module by (1). Then we see that
A0(V )/A ∼= C.
Definition 3.3.3. Let M be a V -module. We set HW(M) = {m ∈ M | g(V )f>0m = 0}
and CHW(M) = M/g(V )f<0M , which is called the space of highest weight vectors of
M and the space of co-highest weight vectors of M , respectively.
Lemma 3.3.4. Let M 6= 0 be a V -module. Then HW(M) 6= 0, and it is canonically
a left A0(V )-module.
Theorem 3.3.5. Let V be a C2-finite chiral vertex operator algebra.
(1) The zero-mode algebra A0(V ) is finite dimensional.
(2) The number of simple objects of Mod(A0(V )) is finite.
(3) The A0(V )-module HW(M) is finite dimensional. In particular
HW :Mod (V )→Mod (A0(V ))
is a functor.
(4) Let W be a simple A0(V )-module and set M(W ) = U(V )⊗F 0U(V )W . Then M(W )
is a V -module, and there exists a unique maximal proper V -submodule N(W ) so that
L(W ) = M(W )/N(W ) is a simple V -module.
(5) The map W 7→ L(W ) define a bijective map between the set of equivalent classes
of finite dimensional simple A0(V )-modules and the set of equivalent classes of simple
V -modules.
(6) Let M be a U(V )-module such that M = ⊕h∈P (M)M(h) where M(h) = {m ∈
M | (T (0) − h)nm = 0 for some n ∈ Z>0}. Then M is a V -module if and only if
dimM(h) <∞ for all h.
(7) For any V -module M there exists a composition series ;
0 = F0M ⊂ F1M ⊂ . . . ⊂ FnM = M
where FiM (0 ≤ i ≤ n) are V -modules and FiM/Fi−1M (1 ≤ i ≤ n) are simple V -
modules.
Proof. The statements (1) and (2) follows from Proposition 3.3.2 (1). We give proofs
for the statement (3)-(6). The existence of a composition series (7) can be proved by
the standard argument.
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(3) Suppose thatHW(M)∩M(h) 6= 0. Then there exists a simple A0(V )-submodule
of HW(M) on which T (0) acts as h id. However the number of such an h is finite since
A0(V ) is finite dimensional.
(4) Since W is simple A0(V )-module T (0) = h idW for some h ∈ C. Then M(W ) =⊕∞
n=0Mh+n where Mh′ = {m ∈M | T (0)m = h′m }. Let N be a proper V -submodule
of M(W ). Then N =
⊕
n≥1Nh+n otherwise N = M(W ) since W is simple, so that
the sum of proper V -submodules is again proper. We now set N(W ) to be the sum
of all proper V -submodules of M(W ). Then N(W ) is the unique maximal proper
V -submodule of M(W ).
(5) Let M be a simple V -module and W be a simple A0(V )-module in M ; such
a simple module exists as shown in (3). Since M is simple we see that the canonical
U(V )-module homomorphism U(V ) ⊗F 0U(V ) W → M → 0 is exact. The kernel of
this sequence is the maximal proper U(V )-submodule since M is simple, and then
L(W ) ∼= M .
(6) We suppose that M =
⊕
h∈P (M)M(h), dimM(h) < ∞. For any m ∈ M(h) we
see that F 0U(V )m ⊂ ⊕∞n=0M(h−n), and that F 0U(V )m is finite dimensional since
M(h−n) = 0 for sufficiently large n.
Let S be the maximal finite set of complex numbers such that each of whose ele-
ments is a generalized eigenvalue of T (0) on a finite dimensional A0(V )-module. We
set W =
⊕
h∈P (M)∩SM(h), and let N be the U(V )-submodule of M generated by
W . Since the V -submodule N is finitely generated it suffices to show that M = N .
We now suppose that N is a proper U(V )-submodule of M . By definition M/N =⊕
h∈P (M)\S(M/N)(h). Then there exists a nonzero A0(V )-module in M/N , and we see
that P (M/N) ∩ S 6= ∅ which is a contradiction.
4 Duality
Let M be a V -module and M∗ be its graded dual. Following Frenkel-Huang-Lepowsky
[FHL] the g(V )f -module structure on M∗ is introduced. It is proved that the graded
dual M∗ becomes a V -module in our sense if V is C2-finite.
4.1 Anti-automorphism for current Lie algebras
We define a linear map θ : g(V )f → g(V )f by setting
θ(Jn(v)) = (−1)∆
∞∑
j=0
1
j!
J−n(T (1)
jv) for v ∈ V∆ and n ∈ Z.
Proposition 4.1.1. The linear map θ : g(V )f → g(V )f is an anti-Lie algebra involu-
tion.
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In the following we will prove the proposition. The fact that θ defines a well-
defined linear map is not obvious; one has to show that θ preserves the relation
Jn(T (−1)v) = −(n + ∆)Jn(v) for all v ∈ V∆ and n ∈ Z. But it follows from
the formula [T (1)j, T (−1)] = 2jT (1)j−1T (0) − j(j − 1)T (1)j−1; note that the set
{T (−1), T (0), T (1)} forms the Lie algebra sl2(C).
We set Jθ(v, z) =
∑
n∈Z θ(Jn(v))z
−n−∆ so that Jθ(v, z) = J(ezT (1)(−z−2)T (0)v, z−1).
The fact that θ is an anti-Lie algebra homomorphism is a consequence of the formal
conjugation formula due to [FHL, Lemma 5.2.3]:
Lemma 4.1.2. (1) As elements of g(V )[[z, z−1]]
µT (0)J(v, z)µ−T (0) = J(µT (0)v, µz) for µ ∈ C×.
(2) As elements of g(V )[[z, z−1, t ]]
etT (1)J(v, z)e−tT (1) = J
(
et(1−tz)T (1)(1− tz)−2T (0)v, z/(1− tz)) ,
where the binomial expression in the right hand side is expanded as
(1− tz)n =
∞∑
j=0
(−1)j
(
n
j
)
tjzj for all n ∈ Z.
We will prove the formula
[Jθ(v2, z2),θ(Jm(v1))]
= Res
z1=z2
Jθ(J(v1, z1 − z2)v2, z2)zm+∆1−11 dz1
=
∆1+∆2−1∑
j=0
(
m+∆1 − 1
j
)
Jθ(Jj−∆1+1(v1)v2, z2)z
m+∆1−j−1
2 .
(4.1)
Then applying the commutator formula to the right hand side we see that
[θ(Jn(v2)), θ(Jm(v1))] = θ([Jm(v1), Jn(v2)]),
i.e., the linear map θ is an anti-homomorphism.
To prove (4.1) we first note that that the commutator formula is equivalent to the
following formal equation in g(V )f [[z1, z
−1
1 , z2, z
−1
2 ]]
[Jm(v1), J(v2, z2)] = Res
z1=z2
J(J(v1, z1 − z2)v2, z2)zm+∆1−11 dz1,
where the right hand side is defined by Res
w=0
J(J(v1, w)v2, z2)(z2 + w)
m+∆1−1 dw. We
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now see that
[Jθ(v2, z2), θ(Jm(v1))]
= (−1)∆1+∆2
∞∑
i, j=0
1
i!j!
zj−2∆22 [J(T (1)
jv2, z
−1
2 ), J−m(T (1)
iv1)]
= (−1)∆1+∆2+1
∞∑
i, j=0
zj−2∆22
i!j!
Res
z1=z
−1
2
J(J(T (1)iv1, z1 − z−12 )T (1)jv2, z−12 )z−m+∆1−i−11 dz1
= (−1)∆1+∆2+1z−2∆22 Res
z1=z
−1
2
J(J(ez
−1
1 T (1)v1, z1 − z−12 )ez2T (1)v2, z−12 )z−m+∆1−11 dz1.
Using the conjugation formula (z = z2, t = z
−1
2 (1− z1/z2)) we see that
Jθ(J(v1, z1 − z2)v2, z2) = (−1)∆1+∆2z−2∆1−2∆22 J(ez2T (1)J(v1, z−12 (1− z1/z2))v2, z−12 )
= (−1)∆1+∆2z−2∆11 z−2∆22 J(J(ez1T (1)v1, z−11 − z−12 )ez2T (1)v2, z−12 ).
We now get the desired formula after the change of variables z1 → z−11 .
By very definition of Jθ(v, z) we see that
(Jθ)θ(v, z) = J(ezT (1)(−z−2)T (0)ez−1T (1)(−z2)T (0)v, z),
and that (Jθ)θ(v, z) = J(v, z) by (−z2)T (0)ezT (1)(−z2)−T (0) = e−z−1T (1) (see [FHL,
5.3.1]), so θ2(Jn(v)) = Jn(v), i.e., θ is an involution.
4.2 Duality operation for modules
Let V be a C2-finite chiral vertex operator algebra. Recall that any V -module M
has the decomposition M =
⊕
h∈P (M)M(h) where dim M(h) < ∞ for all h ∈ P (M).
We set D(M) =
⊕
h∈P (M)M
∗
(h) and introduce a g(V )
f -module structure on D(M) by
〈Jn(v)ϕ,m〉 = 〈ϕ, θ(Jn(v))m〉 for all ϕ ∈ D(M) and m ∈M .
Proposition 4.2.1. Let V be a C2-finite chiral vertex operator algebra.
(1) The g(V )f -module structure on D(M) is uniquely extended to a U(V )-module struc-
ture, and D(M) is a V -module.
(2) D :Mod(V ) →Mod(V ) is a contravariant functor such that D(D(M)) = M for
any M ∈ Ob(Mod(V )).
By Remark 3.2.9 it suffices to verify the S2-symmetry, the operator product prop-
erty and J0(|0〉) = id . Then D(M) is a V -module by Theorem 3.3.5 (6). Let v1 ∈ V∆1
and v2 ∈ V∆2 . Using the S2-symmetry of a V -modules we see that the formal power
series 〈m∗|Jθ(v1, z1)Jθ(v2, z2)|m〉 ∈ C[[z1, z−11 , z2, z−12 ]] absolutely converges on the do-
main |z2| > |z1| > 0, and is analytically continued to a rational function on P1 × P1,
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whose poles are located at z1 = z2 and zi = 0, zj = ∞ (i, j = 1, 2), and that S2-
symmetry follows from the one of the V -module M . The operator product property
〈m∗|Jθ(v1, z1)Jθ(v2, z2)|m〉 = 〈m∗|Jθ(J(v1, z1 − z2)v2, z2)|m〉
on 0 < |z1 − z2| < |z1| also holds by virtue of
ez2T (1)(−z−22 )T (0)J(v1, z1 − z2)(−z−22 )−T (0)e−z2T (1) = J
(
ez1T (1)(−z−21 )T (0)v1, z−11 − z−12
)
,
which is derived by Lemma 4.1.2, and the operator product property for (J,M). Finally
θ(J0(|0〉)) = J0(|0〉) so that J0(|0〉) = id on D(M).
Remark 4.2.2. The operator product property gives rise to the identity
Jθ(J≤0(v1, z1 − z2)v2, z2) = Jθ,>0(v1, z1)Jθ(v2, z2) + Jθ(v2, z2)Jθ,≤0(v1, z1)
on the domain 0 < |z1 − z2| < |z1|, |z2|.
5 Conformal blocks
5.1 Meromorphic forms and Lie algebras
Let P1 = C ∪ {∞} be the projective line and z be its canonical affine coordinate.
We denote by H0(P1,Ω1−∆(∗)) the vector space of global meromorphic (1−∆)-forms
on P1, and set H(V )(1) = ⊕∞∆=0 V∆ ⊗ H0(P1,Ω1−∆(∗)) and H(V )(0) = ⊕∞∆=0 V∆ ⊗
H0(P1,Ω−∆(∗)). Define a linear map ∇ : H(V )(0) → H(V )(1) by
v ⊗ f(z)(dz)−∆ 7−→ T (−1)v ⊗ f(z)(dz)−∆ + v ⊗ df(z)
dz
(dz)1−∆ (v ∈ V∆),
and set g(V ;P1, ∗) = H(V )(1)/∇H(V )(0). Introduce a bilinear operation [ , ] :
H(V )(1) → H(V )(1) by
[v1 ⊗ f1(z)(dz)1−∆1 , v2 ⊗ f2(z)(dz)1−∆2 ]
=
∞∑
m=0
1
m!
Jm−∆1+1(v1)v2 ⊗
dmf1(z)
dzm
f2(z)(dz)
2−∆1−∆2+m
Using the exactly same argument given in the proof of Proposition 2.1.1 we get:
Proposition 5.1.1. The vector space g(V ;P1, ∗) is a Lie algebra with the bracket [ , ].
For any point w ∈ P1 we define ξw = z − w for w 6=∞ and ξ∞ = z, and set
K̂w =
{
C((ξw) (w 6=∞),
C((ξ−1∞ ) (w =∞).
We note that the local parameter ξ∞ has the pole at z =∞ of order 1.
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Definition 5.1.2. (1) For any w ∈ P1 we define the linear map iw : H0(P1,Ω∆(∗)) →
K̂w(dξw)∆ by taking the Laurent expansion at z = w in terms of the variable ξw. We
often use the notation iwf(z)(dz)
∆ = fw(ξw)(dξw)
∆.
(2) For any w ∈ P1\{∞} we define the linear map jw : g(V ;P1, ∗) → g(V ) by v ⊗
f(z)(dz)1−∆ 7→ v ⊗ fw(ξw)(dξw)1−∆, while for w = ∞ we define the linear map j∞
by v ⊗ f(z)(dz)1−∆ 7→ −θ (v ⊗ f∞(ξ∞)(dξ∞)1−∆), where θ is the anti-Lie algebra
involution of g(V )f defined in § 4.1. More precisely, let f∞(ξ∞) =
∑
n≤n0
f∞, n ξ
n+∆−1
∞ .
Then we define
j∞
(
v ⊗ f(z)(dz)1−∆) = −∑
n≤n0
f∞, nθ (Jn(v)) .
Recall that θ (Jn(v)) = (−1)∆J−n(eT (1)v) so that the infinite sum in the previous text
defines an element of g(V ).
Proposition 5.1.3. For any w ∈ P1 the linear map jw : g(V ;P1, ∗) → g(V ) is a Lie
algebra homomorphism.
Remark 5.1.4. Let v ∈ V∆, f(z)(dz)1−∆ ∈ H0(P1,Ω1−∆(∗)) and M be a V -module.
Then
j∞
(
v ⊗ f(z)(dz)1−∆)u = Res
ξ∞=∞
Jθ (v, ξ∞) f∞(ξ∞)u dξ∞
for all u ∈M since Res
ξ∞=∞
g(ξ∞)dξ∞ = −g−1 for g(ξ∞) =
∑
n≪0 gn ξ
n
∞ ∈ K̂∞ .
5.2 Space of covacua and conformal blocks
Let A = {1, 2, . . . , N, ∞}, and fix a set of distinct N + 1 points wa ∈ P1 (a ∈ A)
with w∞ = ∞, which is denoted by wA = (wa)a∈A. We often identify the index set A
with the set of distinct points wA by the correspondence a↔ wa. As in § 5.1 we write
ξa = z − wa (a 6=∞) and ξ∞ = z.
LetMa (a ∈ A) be V -modules. Define gA(V ) =
⊕
a∈A g(V )a, where each g(V )a (a ∈
A) is a copy of the current Lie algebra g(V ). The vector space gA(V ) is naturally a
Lie algebra, and the tensor product vector space MA =
⊗
a∈AM
a becomes a gA(V )-
module by ρA : gA(V ) → End MA, where ρA =
∑
a∈A ρa and ρa (a ∈ A) is the action
of g(V )a on the a-th component of MA.
Let H0(P1,Ω1−∆(∗wA)) be the vector space of global meromorphic (1 − ∆)-forms
on P1, whose poles are only located at wa (a ∈ A). We set
g(V ;P1, ∗wA) =
∞⊕
∆=0
V∆ ⊗H0(P1,Ω1−∆(∗wA))/∇
(
∞⊕
∆=0
V∆ ⊗H0(P1,Ω−∆(∗wA))
)
.
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Then g(V ;P1, ∗wA) is a Lie subalgebra of g(V ;P1, ∗), and the linear map
jwa : g(V ;P
1, ∗wA)→ g(V )a
is a Lie algebra homomorphism for all a ∈ A. We denote by goutwA(V ) the image of the
Lie algebra homomorphism jwA =
∑
a∈A jwa : g(V ;P
1, ∗wA) → gA(V ) , which is a Lie
subalgebra of gA(V ).
Definition 5.2.1. We call the vector space VwA(MA) = MA/goutwA(V )MA the space of
covacua at wA, and call the dual space V†wA(MA) = HomC(VwA(MA),C) the space of
conformal blocks at wA.
5.3 Systems of current correlation functions
We give the definition of system of current correlation functions, and state several
properties of them. Let A = {1, 2, . . . , N, ∞} and fix wA = (wa)a∈A ∈ (P1)N+1
such that wa 6= wb (a 6= b) with w∞ = ∞. For any nonnegative integer m we set
[0] = ∅, and [m] = { 1, . . . , m } for m ≥ 1. For all (zi)i∈[m] ∈ (P1)m we define divisors
Da, i = { zi = wa } and Di, j = { zi = zj } (i 6= j). Let Ma (a ∈ A) be V -modules and
set M[m], A =
m︷ ︸︸ ︷
V ⊗ · · · ⊗ V ⊗MA.
Definition 5.3.1. The set {Φm}∞m=0 is called a system of current correlation functions
at wA if it satisfies the following set of axioms:
(a) Φm is a multilinear functional on M[m], A with values on meromorphic forms on
(P1)m , i.e., for any vi ∈ V∆i (1 ≤ i ≤ m) and u ∈ MA its value Φm(
⊗m
i=1 vi ⊗
u) is a meromorphic (∆1, . . . ,∆m)-form on (zi)i∈[m] ∈ (P1)m. In particular Φ0 ∈
HomC(MA,C), which is called the initial term of the system.
We denote Φm(
⊗m
i=1 vi⊗u) by Φm(v1, . . . , vm; u)(z1,... ,zm) when we need to indicate the
dependence of the variables z1, . . . , zm.
(b) Φm(v1, . . . , vm; u)(z1,... ,zm) ∈ H0((P1)m,Ω⊠mi=1∆i(
∑
i, a ∗Da, i +
∑
i 6=j ∗Di, j)) for all
positive integers m.
(c) Φm is Sm-invariant, i.e., for any σ ∈ Sm
Φm(vσ(1), vσ(2), . . . , vσ(m); u)(zσ(1), zσ(2)... ,zσ(m)) = Φm(v1, v2, . . . , vm; u)(z1, z2,... ,zm).
(d) The meromorphic form Φm+1(v, v1, . . . , vm; u)(z,z1,... ,zm) (v ∈ V∆) has the following
Laurent expansion at z = wa (a ∈ A) and z = zi (1 ≤ i ≤ m):
Φm+1(v, v1, . . . , vm; u)(z,z1,... ,zm)
=

∑
n∈Z
Φm (v1, . . . , vm; ρa(Jn(v))u)(z1,... ,zm) (z − wa)−n−∆(dz)∆ (a 6=∞),∑
n∈Z
Φm (v1, . . . , vm; ρ∞(θ(Jn(v)))u)(z1,... ,zm) z
−n−∆ (dz)∆ (a =∞),
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and
Φm+1(v, v1, . . . , vm; u)(z,z1,... ,zm)
=
∑
n∈Z
Φm (v1, . . . , Jn(v)vi, . . . , vm; u)(z1,... ,zm) (z − zi)−n−∆(dz)∆.
(e) For any 1 ≤ i ≤ m
∂
∂zi
Φm(v1, . . . , vm; u)(z1,... ,zm)dzi = Φm(v1, . . . , T (−1)vi, . . . , vm; u)(z1,... ,zm).
We denote by CorwA(MA) the set of all systems of current correlation functions at
wA.
Note 5.3.2. We often denote Φm(v1, . . . , vm; u)(z1,... ,zm) by
〈Φ|J(v1, z1) · · ·J(vm, zm)|u〉(dz1)∆1 · · · (dzm)∆m .
Theorem 5.3.3. The linear map CorwA(MA) → HomC(MA,C) ({Φm}∞m=0 7→ Φ0) in-
duces an isomorphism CorwA(MA) ∼= V†wA(MA).
Proof. We first show that for any {Φm}∞m=0 ∈ CorwA(MA) the initial term Φ0 be-
longs to the space of conformal blocks at wA, i.e., Φ0(g
out
wA
(V )MA) = 0. Let v ∈ V∆
and f(z)(dz)1−∆ ∈ H0(P1,Ω1−∆(∗wA)). By the property (d) we see that Φ1(v; u)z =
Φ0(ρa (J(v, ξa))u)(dξa)
∆ and Φ1(v; u)z = Φ0(ρ∞
(
Jθ(v, ξ∞
)
)u)(dξ∞)
∆ in a neighbor-
hood of z = wa (a ∈ A \ {∞}) and z =∞, respectively. So using Remark 5.1.4 we see
that
Φ0(ρA
(
jwA(v ⊗ f(z)(dz)1−∆)
)
u)
=
∑
a∈A\{0}
Res
ξa=0
Φ0(ρa (J(v, ξa)) u)fa(ξa) dξa + Res
ξ∞=∞
Φ0
(
ρ∞
(
Jθ (v, ξ∞)
)
u
)
f∞(ξ∞) dξ∞
=
∑
a∈A
Res
z=wa
Φ1(v; u)zf(z) (dz)
1−∆ = 0.
since Φ1(v, z)f(z)(dz)
1−∆ is a meromorphic 1-form whose poles are located only at z =
wa (a ∈ A), and the total sum of residues is zero. Thus the linear map CorwA(MA)→
V†w(MA) is well-defined, and is obviously injective; the Laurent expansion uniquely
determines the meromorphic form.
In order to prove that the linear map is surjective we need the notions of 1-point
and 2-point current correlation functions. The proof of the surjectivity shall be given
in § 5.7 after we study these current correlation functions.
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5.4 1-point current correlation functions
For any Φ ∈ V†wA(MA) we will construct Φ1(v; u)(z) for the system of current correlation
functions with the initial term Φ.
We set K̂a = K̂wa (a ∈ A), and define the pairing between K̂∆A =
⊕
a∈A K̂a(dξa)∆
and K̂1−∆A =
⊕
a∈A K̂a(dξa)1−∆ by
〈
∑
a∈A
fa(ξa)(dξa)
∆,
∑
a∈A
ga(ξa)(dξa)
1−∆〉 =
∑
a∈A
Resa fa(ξa)ga(ξa)dξa
where
Resa fa(ξa)dξa =
Resξa=0 fa(ξa)dξa (a 6=∞),Res
ξ∞=∞
f∞(ξ∞)dξ∞ (a =∞).
Recall that
iwa : H
0(P1,Ω∆(∗wA))→ K̂a(dξa)∆ and iwa : H0(P1,Ω1−∆(∗wA))→ K̂a(dξa)1−∆
are linear maps defined by the Laurent expansion. We set iwA =
⊕
a∈A iwa . The
following is well-known as the strong residue theorem:
Proposition 5.4.1. (1) The pairing 〈 , 〉 is a complete dual pairing between complete
topological vector spaces K̂∆A and K̂1−∆A .
(2) f ∈ K̂∆A and g ∈ K̂1−∆A belongs to iwAH0(P1,Ω∆(∗wA)) and iwAH0(P1,Ω1−∆(∗wA))
if and only if 〈 f, iwAH0(P1,Ω1−∆(∗wA))〉 = 0 and 〈 iwAH0(P1,Ω∆(∗wA)), g 〉 = 0, re-
spectively.
Proposition 5.4.2. For any Φ ∈ V†wA(MA), v ∈ V∆ and u ∈MA there exists a unique
element Φ1(v; u)(z) ∈ H0(P1,Ω∆(∗wA)) such that
iwa
(
Φ1(v; u)(z)
)
=

∑
n∈Z
Φ (ρa (Jn(v))u) ξ
−n−∆
a (dξa)
∆ (a 6=∞),∑
n∈Z
Φ (ρ∞ (θ(Jn(v)))u) ξ
−n−∆
∞ (dξ∞)
∆ (a =∞).
Proof. Let us denote the right hand sides of the equality by ga(ξa) for a ∈ A. Using
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Remark 5.1.4 we see that for any f(z)(dz)1−∆ ∈ H0(P1,Ω1−∆(∗wA))
〈
∑
a∈A
ga(ξa), iwA(f(z)(dz)
1−∆)〉
=
∑
a∈A\{∞}
∑
n∈Z
Res
ξa=0
Φ(ρa(Jn(v))u)ξ
−n−∆
a fa(ξa) dξa
+
∑
n∈Z
Res
ξ∞=∞
Φ (ρ∞ (θ(Jn(v)))u) ξ
−n−∆
∞ f∞(ξ∞) dξ∞
=
∑
a∈A\{∞}
Res
ξa=0
Φ (ρa(J(v, ξa))ufa(ξa)) + Res
ξ∞=0
Φ
(
ρ∞(J
θ(v, ξ∞))uf∞(ξ∞)
)
= Φ
(
ρA
(
jwA
(
v ⊗ f(z)(dz)1−∆))u) = 0.
We now see
∑
a∈A ga(ξa) ∈ iwAH0(P1,Ω1−∆(∗wA)) by Proposition 5.4.1 (2).
Remark 5.4.3. (1) The 1-point current correlation function Φ1(v; u)(z) associated to
a conformal block Φ is a meromorphic ∆-form on P1, and its poles are located at
z = wa (a ∈ A).
(2) In terms of the nonabelian current J(v, z) the proposition is also stated that in a
neighborhood of z = wa (a ∈ A)
Φ1(v; u)(z) =
{
Φ (ρa (J(v, z − wa))u) (dz)∆ (a 6=∞),
Φ
(
ρ∞
(
Jθ(v, z)
)
u
)
(dz)∆ (a =∞). (5.1)
Definition 5.4.4. Let Φ be an element of V†wA(MA), and v ∈ V∆, u ∈ MA. The form
Φ1(v; u)(z) ∈ H0(P1,Ω∆(∗wA)) in the proposition is called the 1-point current corre-
lation function associated to the conformal block Φ. To indicate that Φ1(v; u)(z) is
uniquely determined by Φ we often use the notation
Φ1(v; u)(z) = 〈Φ|J(v, z)|u〉(dz)∆.
Remark 5.4.5. Let {Φm}∞m=0 be a system of current correlation functions at wA. Then
the initial term Φ0 is a conformal block, i.e., Φ0 ∈ V†wA(MA) by the proof of Theorem
5.3.3, and by definition Φ1 is the 1-point current correlation function associated to the
conformal block Φ0; for the property (e) see the proof of Proposition 5.7.1.
Proposition 5.4.6. Let wA = (wa)a∈A ∈ (P1)N+1 be a set of distinct points with
w∞ =∞, and {Φm}∞m=0 be a system of current correlation functions at wA. Then for
any v ∈ V∆ and u ∈MA
Φ1(v; u)(z) =
∑
a∈A\{∞}
∑
n≥−∆+1
Φ0 (ρa (Jn(v))u) (z − wa)−n−∆(dz)∆
+
∞∑
n=0
Φ0 (ρ∞ (θ(J−n−∆(v)))u) z
n(dz)∆,
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where the sum for the index n is finite, in particular, Φ1(v; u)(z)(dz)
−∆ is a rational
function of z.
Proof. The singular parts of the Laurent expansions of both hand sides are same by
the property (d). Then we conclude that both hand sides being multiplied by (dz)−∆
give the same rational function because the difference of them is holomorphic on P1
and zero at z =∞.
5.5 2-point current correlation functions
Our next aim is to construct Φ2 for the system of current correlation functions with
the initial term Φ.
Definition 5.5.1. Let Φ ∈ V†wA(MA) be a conformal block at wA. The 2-point current
correlation function Φ2(v1, v2; u)(z1,z2) associated to Φ is defined by
Φ2(v1, v2; u)(z1,z2) =
∑
n≥−∆1+1
Φ1(Jn(v1)v2; u)(z2)(z1 − z2)−n−∆1(dz1)∆1
+
∑
a∈A\{∞}
∑
n≥−∆1+1
Φ1(v2; ρa(Jn(v1))u)(z2)(z1 − wa)−n−∆1(dz1)∆1
+
∞∑
n=0
Φ1(v2; ρ∞(θ(J−n−∆1(v1)))u)(z2)z
n
1 (dz1)
∆1
for any v1 ∈ V∆1 and v2 ∈ V∆2 . The 2-point correlation function Φ2(v1, v2; u)(z1,z2) is
also written as
Φ2(v1, v2; u)(z1,z2) = Φ1(J
>0(v1, z1 − z2)v2; u)(z2)(dz1)∆1
+
∑
a∈A\{∞}
Φ1(v2; ρa(J
>0(v1, z1 − wa))u)(z2)(dz1)∆1
+ Φ1(v2; ρ∞(J
θ,≤0(v1, z1))u)(z2)(dz1)
∆1 ,
(5.2)
where J>0(v, z) =
∑
n≥−∆+1 Jn(v)z
−n−∆ and J≤0(v, z) =
∑
n≤−∆ Jn(v)z
−n−∆.
Remark 5.5.2. The 2-point current correlation function Φ2(v1, v2; u)(z1,z2) is a mero-
morphic (∆1,∆2)-form of z1 and z2, and its poles are located at z1 = z2, zi = wa (i =
1, 2, a ∈ A).
Proposition 5.5.3. For v1 ∈ V∆1 and v2 ∈ V∆2 the Laurent expansion of the 2-
point current correlation function Φ2(v1, v2; u)(z1,z2) associated to a conformal block
Φ ∈ V†wA(MA) is as follows :
(1) In a neighborhood of z1 = z2
Φ2(v1, v2; u)(z1,z2) =
∑
n∈Z
Φ1(Jn(v1)v2; u)(z2)(z1 − z2)−n−∆1(dz1)∆1 .
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(2) In a neighborhood of z1 = wa (a ∈ A)
Φ2(v1, v2; u)(z1,z2) =

∑
n∈Z
Φ1(v2; ρa(Jn(v1))u)(z2)(z1 − wa)−n−∆1(dz1)∆1 (a 6=∞),∑
n∈Z
Φ1 (v2; ρ∞ (θ(Jn(v1)))u)(z2) z
−n−∆1
1 (dz1)
∆1 (a =∞).
Remark 5.5.4. The statements (1) and (2) in Proposition 5.5.3 respectively means:
(1) In a neighborhood of z1 = z2
Φ2(v1, v2; u)(z1,z2) = Φ1(J(v1, z1 − z2)v2; u)(z2)(dz1)∆1.
(2) In a neighborhood of z1 = wa (a ∈ A)
Φ2(v1, v2; u)(z1,z2) =

Φ1(v2; ρa(J(v1, z1 − wa))u)(z2)(dz1)∆1 (a 6=∞),
Φ1(v2; ρ∞(J
θ(v1, z1))u)(z2)(dz1)
∆1 (a =∞).
We now give a proof of the statement (1) of the proposition. By (5.2) the first
statement is equivalent to
Φ1(J
≤0(v1, z1 − z2)v2; u)(z2)
= Φ1(v2; ρ∞(J
θ,≤0(v1, z1))u)(z2) +
∑
a∈A\{∞}
Φ1(v2; ρa(J
>0(v1, z1 − wa))u)(z2). (5.3)
For any fixed z1 both hand sides of (5.3) are meromorphic functions of z2, whose poles
are located at z2 = wa (a ∈ A).
In order to prove (5.3) we show that both hand sides of (5.3) have the same singular
part at the pole z2 = wa (a ∈ A). Using (5.1) and (1.6) we see that the singular part
of (5.3) at z2 = wa (a 6=∞) is
Φ
(
ρa
(
J≤0(v1, z1 − wa)
)
ua
)
= Φ
(
ρ∞
(
Jθ,≤0(v1, z1)
)
ua
)
+
∑
b∈A\{a,∞}
Φ
(
ρb
(
J>0(v1, z1 − wb)
)
ua
)
, (5.4)
where ua = ρa (J
>0(v2, z2 − wa)) u, while using (5.1) and Remark 4.2.2 we see that the
nonnegative power term of the Laurent expansion at z2 =∞ is
Φ
(
ρ∞
(
Jθ,>0(v1, z1)
)
u∞
)
=
∑
b∈A\{∞}
Φ
(
ρb
(
J>0(v1, z1 − wb)
)
u∞
)
, (5.5)
where u∞ = ρ∞
(
Jθ,≤0(v2, z2)
)
u. Now suppose that (5.4) and (5.5) hold. Then the
both hand sides of (5.3) have the same singular part at the pole z2 = wa (a ∈ A), and
the difference of them is zero at z2 =∞, which shows (5.3). So it suffice to see:
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Lemma 5.5.5. Let Φ ∈ V†wA(MA) and u ∈MA. Then
Φ
(
ρ∞
(
Jθ,>0(v, z)
)
u
)
=
∑
b∈A\{∞}
Φ
(
ρb
(
J>0(v, z − wb)
)
u
)
, and
Φ
(
ρa
(
J≤0(v, z − wa)
)
u
)
= Φ
(
ρ∞
(
Jθ,≤0(v, z)
)
u
)
+
∑
b∈A\{a,∞}
Φ
(
ρb
(
J>0(v, z − wb)
)
u
)
for a 6=∞.
Proof. Recall the definition of the conformal block, i.e.,
Φ(ja(v ⊗ ϕ)u) +
∑
b6=a,∞
Φ(jb(v ⊗ ϕ)u) + Φ(j∞(v ⊗ ϕ)u) = 0 (5.6)
for all v ∈ V∆ and ϕ ∈ H0(P1,Ω1−∆(∗wA)). Then the first and second equality fol-
lows from (5.6) for ϕ = zn+1(dz)1−∆ (n ≥ 0) and ϕ = (z − wa)−n−1(dz)1−∆ (n ≥ 0),
respectively.
The statement (2) of Proposition 5.5.3 can be proved in a very similar way by
Lemma 5.5.5; here we use
J(J>0(v1, z1 − z2)v2, z2) =
{
[J(v2, z2), J
≤0(v1, z1)] for 0 < |z1| < |z2|,
[J>0(v1, z1), J(v2, z2)] for 0 < |z2| < |z1|,
and
Jθ(J>0(v1, z1 − z2)v2, z2) =
{
[Jθ,≤0(v1, z1), J
θ(v2, z2)] for 0 < |z1| < |z2|,
[Jθ(v2, z2), J
θ,>0(v1, z1)] for 0 < |z2| < |z1|.
Remark 5.5.6. Let A be a finite set. In order to avoid complicated description of 1-
point and 2-point functions we have so far considered sets of points wA ⊂ P1 which
contain the point ∞. In the case that wa 6= ∞ for all a ∈ A we just drop the terms
zn from its definition. More precisely the 1-point and 2-point current correlation func-
tion associated to Φ is respectively given by Φ1(|0〉; u)(z) = Φ(u),Φ2(|0〉, v2; u)(z1,z2) =
Φ1(v2; u)(z2), and for any v ∈ V∆ (∆ 6= 0), v1 ∈ V∆1 (∆1 6= 0)
Φ1(v; u)(z) =
∑
a∈A
∑
n≥−∆+1
Φ(ρa(Jn(v))u)(z − wa)−n−∆(dz)∆ and
Φ2(v1, v2; u)(z1,z2) =
∑
n≥−∆1+1
Φ1(Jn(v1)v2; u)(z2)(z1 − z2)−n−∆1(dz1)∆1
+
∑
a∈A
∑
n≥−∆1+1
Φ1(v2; ρa(Jn(v1))u)(z2)(z1 − wa)−n−∆1(dz1)∆1 . (5.7)
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5.6 Propagation of vacua
Let A˜ = {0} ⊔ A and wA˜ = (w0, wA), wA = (wa)a∈A where w0 6= wa for all a ∈ A, and
set MA˜ = V ⊗MA. The main aim of this subsection is to prove the following theorem
which is called the propagation of vacua .
Theorem 5.6.1. The linear map MA → MA˜ (u 7→ |0〉 ⊗ u) induces a vector space
isomorphism VwA(MA) ∼= VwA˜(MA˜).
Proof. We first show that the linear map MA →MA˜ (u 7→ |0〉⊗u) induce a linear map
ι : VwA(MA) → VwA˜(MA˜). To see this it suffice to prove that |0〉 ⊗ u ∈ goutwA˜(V )MA˜ for
any u ∈ goutwA(V )MA; using the fact that jw0(v⊗f)|0〉 = 0 if f(z)(dz)1−∆ is holomorphic
at z = w0 we see that |0〉 ⊗ jwA(v ⊗ f)u = jwA˜(v ⊗ f)(|0〉 ⊗ u) ∈ goutwA˜(V )MA˜ for any
v ∈ V∆ and f ∈ H0(P1,Ω1−∆(∗wA)).
In order to prove that the induced map ι is surjective we will show that for any
v ∈ V∆ and u ∈ MA there exists f ∈ H0(P1,Ω1−∆(∗wA˜)) such that v ⊗ u ≡ −|0〉 ⊗
jwA(v ⊗ f)u. Take f such that jw0(f) =
(
ξ−10 + higher order terms of ξ0
)
(dξ0)
1−∆.
Then
J−∆(v)|0〉 ⊗ u = jw0(v ⊗ f)|0〉 ⊗ u = jwA˜(v ⊗ f)(|0〉 ⊗ u)− |0〉 ⊗ jwA(v ⊗ f)u,
in other words, v ⊗ u = J−∆(v)|0〉 ⊗ u ≡ −|0〉 ⊗ jwA(v ⊗ f)u mod goutw
A˜
(V )MA˜.
We now prove that the map ι is injective, which is equivalent to showing that
the dual map ι∗ : V†w
A˜
(MA˜) → V†wA(MA) is surjective, i.e., for any Φ ∈ V†wA(MA)
there exists Φ˜ ∈ V†w
A˜
(MA˜) such that Φ˜(|0 〉 ⊗ u) = Φ(u) for all u ∈ MA. We define
Φ˜ ∈ HomC(MA˜,C) by
Φ˜(u0 ⊗ u) = Φ1(u0; u)(w0)(dw0)−∆ = 〈Φ|J(u0, w0)|u〉
for any u0 ∈ V∆ and u ∈ MA,where Φ1(u0; u)(z) is the 1-point current correlation
function associated to the conformal block Φ. It suffices to show that Φ˜ induces an
element in V†w
A˜
(MA˜), i.e., Φ˜(jw0(v ⊗ f)u0 ⊗ u) + Φ˜(u0 ⊗ jwA(v ⊗ f)u) = 0 for all
v ∈ V∆ and f(z)(dz)1−∆ ∈ H0(P1,Ω1−∆(∗wA˜)), which follows from Proposition 5.5.3
and Remark 5.5.4 as
〈Φ|(J(j0(v ⊗ f)u0, w0)|u〉 = Res
z=w0
〈Φ|J(J(v, z − w0)u0, w0)|u〉f(z) dz
= Res
z=w0
〈Φ|J(v, z)J(u0, w0)|u〉f(z) dz
= −
∑
a∈A
Res
z=wa
〈Φ|J(v, z)J(u0, w0)|u〉f(z) dz
= −
∑
a∈A
Res
z=wa
〈Φ|J(u0, w0)|J(v, z − wa)u〉f(z) dz
= −
∑
a∈A
〈Φ|J(u0, w0)|ja(v ⊗ f)u〉.
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As a corollary we get the S2-symmetry of the 2-point current correlation functions:
Corollary 5.6.2. Let vi ∈ V∆i (i = 1, 2). Then Φ2(v1, v2; u)(z1,z2) = Φ2(v2, v1; u)(z2,z1).
The 1-point current correlation function is a meromorphic ∆-form on P1, whose
poles are located only at z = wa (a ∈ A). If ∞ ∈ A the 2-point function has poles only
at z1 = z2 and zi = wa (i = 1, 2, a ∈ A), while if ∞ 6∈ A the point z1 =∞ may be also
a pole by (5.7). However, since the 2-point current correlation function is holomorphic
at z2 =∞ it is also holomorphic at z1 =∞ by the S2-symmetry:
Proposition 5.6.3. The 2-point current correlation function Φ2(v1, v2; u) associated
to a conformal block Φ ∈ V†wA(MA) belongs to H0((P1)2,Ω∆1⊠∆2(∗D1, 2 +
∑
i, a ∗Di, a).
5.7 Construction of systems of current correlation functions
Using the propagation of vacua we will obtain the whole system of current correlation
function {Φm}∞m=0 with a given initial term Φ0 = Φ ∈ VwA(MA).
Let m be a nonnegative integer. For any set of distinct m points z[m] = (zi)i∈[m] ∈
Cm such that zi 6= wa (i ∈ [m], a ∈ A) we assign the space of covacua VwA,[m](M[m],A).
By the propagation of vacua there exists a canonical vector space isomorphism ιm :
Vz[m],wA(M[m],A) → Vz[m+1],wA(M[m+1],A). Let Φ¯0 = Φ ∈ VwA(MA). We define a system
{Φ¯m}∞m=0 by Φ¯m+1 = ι∗−1m (Φ¯m) for m ≥ 0.
Proposition 5.7.1. Let u ∈MA, vi ∈ V∆i (i ∈ [m]) and Φ ∈ V†wA(MA). Then
Φm = Φ¯m(v1, . . . , vm; u)(z1,... ,zm)(dz1)
∆1 · · · (dzm)∆m, m = 0, 1, . . .
is the system of current correlation functions at wA with the initial term Φ.
Proof. The properties (a) and (d) are immediate consequences of the inductive defini-
tion of {Φm}∞m=0. The property (b) follows from Proposition 5.6.3.
We now prove the Sm-symmetry. On the one hand, using Corollary 5.6.2 and the
inductive definition of Φm we see that
Φm(v1, v2, v3, . . . , vm; u)(z1,z2,z3,... ,zm) = Φm(v2, v1, v3, . . . , vm; u)(z2,z1,z3,... ,zm).
On the other hand, at a neighborhood of z1 = zj (j 6= 1) and z1 = wa (a ∈ A) we have
the Laurent expansions
Φm(v1, v2, v3, . . . , vm; u)(z1,z2,z3,... ,zm)
=
∑
n∈Z
Φm−1(v2, . . . , Jn(v1)vj, . . . , vm; u)(z2,... ,zm)(z1 − zj)−n−∆1(dz1)∆1, and
Φm(v1, v2, v3, . . . , vm; u)(z1,z2,z3,... ,zm)
=
∑
n∈Z
Φm−1(v2, . . . , vm; ρa(Jn(v1))u)(z2,... ,zm)(z1 − wa)−n−∆1(dz1)∆1 .
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The Sm-symmetry now follows by induction on m.
To verify (e) it suffices to show the case m = 1, i.e.,
∂/∂z Φ1(v; u)(z) dz = Φ1(T (−1)v; u)(z).
Since both hand sides are meromorphic (∆ + 1)-forms on P1 with poles only at z =
wa (a ∈ A) it is enough to see that these two have the same Laurent expansions at the
poles; in a neighborhood of z = wa (a ∈ A)
Φ1(T (−1)v; u)(z) =
∑
n∈Z
Φ(ρa(Jn(T (−1)v))u)(z − wa)−n−∆−1(dz)∆+1
= −
∑
n∈Z
(n+∆)Φ(ρa(Jn(v))u)(z − wa)−n−∆−1(dz)∆+1
=
∂
∂z
Φ1(v; u)(z) dz.
5.8 Finiteness of conformal blocks
Theorem 5.8.1. Let V be a C2-finite chiral vertex operator algebra. Let A be the finite
set A = { 1, 2, . . . , N, ∞} and wA = (wa)a∈A be a set of distinct points in P1 with
w∞ = ∞. Let MA =
⊗
a∈AM
a where Ma is a V -module. Then the space of covacua
VwA(MA) is finite dimensional.
Proof. Let Ma =
⊕r
i=1
⊕∞
n=0M
a
(hi+n)
for all a ∈ A. We set
FpM
a =
{
0 (p ≤ −1),⊕r
i=1
⊕p
n=0M
a
(hi+n)
(p ≥ 0),
which define an increasing filtration on Ma and the induced filtration on C2(M
a). We
note that grF• M
a ∼= Ma and grF• C2(Ma) ∼= C2(Ma). Since V is C2-finite we see that
grF• M
a/ grF• C2(M
a) is finite dimensional by Corollary 3.2.8.
Let us define an increasing filtration on MA by
FpMA =
∑
∑
pa=p
⊗
a∈A
FpaM
a.
The filtration FpMA (p ∈ Z) on MA induces a filtration on goutwA(V )MA, and then a
filtration on VwA(MA). There exists a canonical exact sequence as vector spaces
0→ grF• (goutwA(V )MA)→ grF• MA → grF• VwA(MA)→ 0 ,
in other words, grF• VwA(MA) ∼= grF• MA/ grF• (goutwA(V )MA). Let us denote by π the
canonical projection grF• MA =
⊗
a∈A gr
F
• M
a → grF• VwA(MA). We will show that π
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induces a surjective linear map
⊗
a∈A gr
F
• M
a/ grF• C2(M
a) → grF• VwA(MA) so that
grF• VwA(MA) is finite dimensional. To this end it suffices to see that
grF• M
1 ⊗ · · · ⊗ grF• C2(Ma)⊗ · · · ⊗ grF• M∞ ⊆ ker π for all a ∈ A. (5.8)
For any a ∈ A we set
ϕa =
{
(z − wa)−n+∆−1(dz)1−∆ if a 6=∞,
zn+∆−1(dz)1−∆ if a =∞.
If n + ∆ − 1 ≥ 0 then ϕa ∈ H0(P1,Ω1−∆(∗wA)) for all a ∈ A. For any v ∈ V∆ and
mA = ⊗b∈Amb ∈MA we see that
ρA(jA(v ⊗ ϕa))(mA) = m1 ⊗ · · · ⊗ J−n(va)ma ⊗ · · · ⊗m∞
+
∑
b∈A
b6=a
m1 ⊗ · · · ⊗ jb(v ⊗ ϕa)mb ⊗ · · · ⊗m∞ , (5.9)
where va = v and va = e
T (1)v for a 6= ∞ and a = ∞, respectively. We suppose that
n ≥ ∆ and mA ∈ Fp−nMA. Then the second term of the right hand side of (5.9)
belongs to Fp−1MA so that that
m1 ⊗ · · · ⊗ J−n(va)ma ⊗ · · · ⊗m∞ ∈ Fp−1MA + FpgoutwA(V )MA.
So (5.8) immediately follows for a 6=∞; the case a =∞ is proved by using the identity
v = eT (1)e−T (1)v.
Remark 5.8.2. From the proof of the theorem we see that dimC VwA(MA) < ∞ if
dimCM
a/C1(M
a) < ∞ for all a ∈ A where C1(M) is the vector subspace which is
linearly spanned by vectors J−n(v)m (v ∈ V∆, n ≥ ∆) for all m ∈ M . However in the
case of the space of conformal blocks over a higher genus compact Riemann surface even
C2-finite condition is not enough for the finiteness; one has to suppose Cn-finiteness
for all n ≥ 2, which is proved in Corollary 3.2.8.
5.9 2-point conformal blocks
Proposition 5.9.1. Let A = {0, ∞}, and wA = (0,∞). Let V be a C2-finite chiral
vertex operator algebra and M0, M∞ be V -modules. Then
V†wA(MA) ∼= HomU(V )(M0, D(M∞))
where MA = M
0 ⊗M∞.
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Proof. We first note that ϕn = z
n+∆−1 (dz)1−∆ (n ∈ Z) is a topological basis of
H0(P1,Ω1−∆(∗[0] + ∗[∞])), and that j0 (v ⊗ ϕn) u0 = Jn(v)u0 and j∞ (v ⊗ ϕn)u∞ =
−θ (Jn(v))u∞ for all u0 ∈ M0 and u∞ ∈ M∞. We identify V†wA(MA) with the
subspace of HomC(MA,C), which consists of elements Φ ∈ HomC(MA,C) such that
Φ(goutA (V )MA) = 0, i.e.,
Φ(u0 ⊗ θ(Jn(v))u∞) = Φ(Jn(v)u0 ⊗ u∞). (5.10)
Let f ∈ HomU(V )(M0, D(M∞)) and define Φf ∈ HomC(MA,C) by Φf(u0 ⊗ u∞) =
〈 f(u0), u∞〉. Then we wee that
Φf (u0 ⊗ θ (Jn(v))u∞) = 〈 f(u0), θ (Jn(v)) u∞〉
= 〈 Jn(v)f(u0), u∞〉 = 〈 f(Jn(v)u0), u∞〉 = Φf (Jn(v)u0 ⊗ u∞) ,
i.e., Φf ∈ VwA(MA)†. Conversely for any Φ ∈ V†wA(MA) and u0 ∈ M0 we define
f(u0) ∈ HomC(M∞,C) by 〈 f(u0), u∞〉 = Φ(u0 ⊗ u∞). Using (5.10) we see that
〈 f(T (0)u0), u∞〉 = 〈 f(u0), T (0)u∞〉 so that if u0 ∈ M0(h0) then f(u0)|M0(h) = 0 for
all h 6= h0 and f(u0) ∈ D(M∞). We now conclude that f ∈ HomU(V )(M0, D(M∞)) by
(5.10).
6 Integrable connections
6.1 Integrable connection on sheaves of covacua
Let A = { 1, . . . , N, ∞} and XA = {wA = (wa)a∈A} be the configuration space of
distinct points on P1 such that w∞ =∞. Since we fix the finite set A throughout this
subsection we simply write X = XA.
In the previous section we study the space of covacua associated to a point wA ∈ X
in the configuration space. Here we vary the point wA, and consequently we get the
sheaf of covacua; the wA dependence of the space of covacua will be described by an
integrable connection on the sheaf.
Let π : C = X × P1 → X be the trivial P1-bundle over X , and z be the canonical
affine coordinate of P1; the pair (wA, z) is a local coordinate for C. We define cross-
sections sa : X → C (a ∈ A) by sa(w) = (wA, wa), and introduce divisors on C by
Sa = sa(X) and SA =
⋃
a∈A Sa. For a 6=∞ the holomorphic function ξa = z−wa defines
a local coordinate system (wA, ξa) of C around the divisor Sa, while the meromorphic
function ξ∞ defines a local meromorphic coordinate system (wA, ξ∞) of C around the
divisor S∞
Let OX be the structure sheaf ofX , i.e., the sheaf of germs of holomorphic functions
on X . For any a ∈ A we define the Lie algebra gX,a(V ) over OX by
gX,a(V ) =
∞⊕
∆=0
V∆ ⊗OX((ξa))(dξa)1−∆/∇(
∞⊕
∆=0
V∆ ⊗OX((ξa))(dξa)−∆),
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and set gX(V ) = ⊕a∈AgX,a(V ), which is also a Lie algebra over OX . Let Ma (a ∈ A)
be V -modules and set MX = OX ⊗MA where MA =
⊗
a∈AM
a. Then MX becomes a
gX(V )-module over OX .
Let Ω1C/X be the sheaf of relative 1-forms for the surjective holomorphic map π :
C → X , and Ω∆C/X(∗SA) be the sheaf of relative ∆-forms which have possible poles
on the divisor SA. For any element in V∆ ⊗ π∗Ω1−∆C/X (∗SA), where π∗Ω1−∆C/X (∗SA) is the
direct image sheaf, we assign an element in gX,a(V ) by taking Laurent expansion at
Sa in terms of coordinates ξa, i.e., for any v⊗ f(w, z)(dz)1−∆ ∈ V∆ ⊗ π∗Ω1−∆C/X (∗SA) we
define the map ja : V∆ ⊗ π∗Ω1−∆C/X (∗SA)→ gX,a(V ) by
ja
(
v ⊗ f(w, z)(dz)1−∆) = J (v, fa(w, ξa)) ,
where fa(w, ξa) is the Laurent expansion of f(w, z) at z = wa in terms of the coordinate
ξa. We set jA =
∑
a∈A ja.
Definition 6.1.1. We define the OX -submodule goutX (V ) of gX(V ) by
goutX (V ) = jA
(
∞⊕
∆=0
V∆ ⊗ π∗Ω1−∆C/X (∗SA)
)
.
Proposition 6.1.2. The OX-submodule goutX (V ) is a Lie subalgebra of gX(V ) over OX .
Proof. Let v1 ∈ V∆1 and v2 ∈ V∆2, and let f1(w, z)(dz)1−∆1 ∈ π∗Ω1−∆1C/X (∗SA) and
f2(w, z)(dz)
1−∆2 ∈ π∗Ω1−∆2C/X (∗SA). Then for any a ∈ A we see that[
ja
(
v1 ⊗ f1,a(w, ξa)(dz)1−∆1
)
, ja
(
v2 ⊗ f2,a(w, ξa)(dz)1−∆2
)]
= [J (v1, f1,a(w, ξa)) , J (v2, f2,a(w, ξa))]
=
∆1+∆2−1∑
m=0
1
m!
J
(
Jm−∆1+1(v1)v2,
(
d
dξa
)m
f1,a(w, ξa) · f2,a(w, ξa)
)
=
∆1+∆2−1∑
m=0
ja
(
1
m!
Jm−∆1+1(v1)v2 ⊗
(
d
dz
)m
f1(w, z) · f2(w, z)(dz)2−∆1−∆2+m
)
.
Let A¯ = A\{∞}. For any a ∈ A¯ we define the derivation ∇gX(V )∂/∂wa : gX(V )→ gX(V )
by ∇gX(V )∂/∂wa = ∂/∂wa + [ρa(T (−1)), ∗], and the linear map ∇MX∂/∂wa : MX → MX by
∇MX∂/∂wa = ∂/∂wa + ρa(T (−1)).
Proposition 6.1.3. The linear maps ∇gX(V )∂/∂wa and ∇MX∂/∂wa (a ∈ A¯ ) satisfy the following.
(1) [∇gX(V )∂/∂wa ,∇
gX(V )
∂/∂wb
] = 0 and [∇MX∂/∂wa ,∇MX∂/∂wb ] = 0.
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(2) ∇gX(V )∂/∂wa(f · J) = ∂af · J + f∇
gX(V )
∂/∂wa
(J) and ∇MX∂/∂wa(f ·m) = ∂af ·m+ f∇MX∂/∂wa(m)
for all f ∈ OX , J ∈ gX(V ) and m ∈MX where ∂a = ∂/∂wa (a ∈ A¯).
(3) ∇gX(V )∂/∂wa([J1, J2]) = [∇
gX(V )
∂/∂wa
(J1), J2] + [J1,∇gX(V )∂/∂wa(J2)] for all J1, J2 ∈ gX(V ) and
∇MX∂/∂wa(J ·m) = ∇
gX(V )
∂/∂wa
(J) ·m+ J∇MX∂/∂wa(m) for all J ∈ gX(V ), m ∈MX .
(4) ∇gX(V )∂/∂wa(goutX (V )) ⊂ goutX (V ).
Proof. The statements (1) and (2) are immediate consequences of the definition. To
show (3), it suffices to consider J1, J2 ∈ g(V ) by (2);
∇gX(V )∂/∂wa([J1, J2]) = [T (−1), [J1, J2]]
= [[T (−1), J1], J2]] + [[J1, [T (−1), J2]] = [∇gX(V )∂/∂wa(J1), J2] + [J1,∇
gX(V )
∂/∂wa
(J2)].
To see (4) we note that that [T (−1), J(v, f)] = J(T (−1)v, f) and J(v, df/dξ) +
J(T (−1)v, f) = 0. Then for any v ∈ V∆ and f(w, z)(dz)1−∆ ∈ π∗Ω1−∆C/X (∗SA) we see
that
∇gX(V )∂/∂wajA
(
v ⊗ f(w, z)(dz)1−∆)
=
∑
b∈A
∇gX(V )∂/∂waJ(v, fb(w, ξb))
=
∑
b∈A
J
(
v,
∂
∂wa
fb(w, ξb)
)
+ [T (−1), J(v, fa(w, ξa))]
=
∑
b∈A
J
(
v,
(
∂f
∂wa
)
b
(w, ξb)
)
+ J
(
v,
∂fa
∂ξa
(w, ξa)
)
+ J(T (−1)v, fa(w, ξa))
= jA
(
v ⊗ ∂af(w, z)(dz)1−∆
)
.
Definition 6.1.4. The quasi-coherent OX-module VX(MA) = MX/goutX (V )MX is called
the sheaf of covacua.
6.2 Structure of sheaves of covacua
Theorem 6.2.1. Let V be a C2-finite chiral vertex operator algebra.
(1) The sheaf of covacua VX(MA) is a coherent OX-module.
(2) The linear map ∇MX∂/∂wa (a ∈ A) induce an integrable connection ∇∂/∂wa on the sheaf
of covacua VX(MA).
(3) The sheaf of covacua VX(MA) is a locally free OX-module of finite rank.
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Proof. By the proof of Theorem 5.8.1 we see that there exists a finite dimensional vector
space U such that OX ⊗ U → grF• VX(MA) → 0 is exact. So we see that VX(MA) is
finitely generated OX -module, and is then OX-coherent since OX is noetherian.
By Proposition 6.1.3 (4) the linear map ∇MX∂/∂wa (a ∈ A) induce an integrable con-
nection on VX(MA). It is well-known that a coherent OX-module with an integrable
connection is a locally free OX -module of finite rank (cf. [Bore, (VI, 1.7)]).
7 Regularity conditions
7.1 Condition II and III
Definition 7.1.1. We set M(0) = U(V )/U(V )F 1U(V ), which is canonically U(V )-
module, and denote by 1 the element in M(0) with the representative 1 ∈ U(V ).
Remark 7.1.2. There exists a canonical U(V )-module isomorphism
M(0) ∼= U(V )⊗F 0U(V ) A0(V ).
We have so far worked under the condition that the chiral vertex operator algebra
is C2-finite, which we call the condition I.
Condition I. The chiral vertex operator algebra V is C2-finite.
We further assume that the zero-mode algebra A0(V ) is semisimple, which we call
the condition II:
Condition II. The chiral vertex operator algebra V is C2-finite and its zero-mode
algebra A0(V ) is semisimple .
The zero-mode algebra A0(V ) is finite dimensional if V is C2-finite. The category
of finite dimensional A0(V )-modules has finitely many simple objects upto equivalence;
let W0, W1, . . . , Wr be the complete list of simple objects of this category, where we
set W0 = C|0〉 (see Proposition 3.3.2).
Any A0(V )-module Wi (0 ≤ i ≤ r) is an F 0U(V )-module by the natural pro-
jection F 0U(V ) → A0(V ) → 0. Then we can define the induced U(V )-module
Li = U(V )⊗F 0U(V ) Wi (0 ≤ i ≤ r), which are in fact V -modules.
Problem. If a chiral vertex operator algebra V is a C2-finite simple V -module and
its zero-mode algebra A0(V ) is semisimple then induced modules Li (0 ≤ i ≤ r) are
simple V -modules.
At the moment we are not able to prove this problem, instead we assume:
Condition III. The chiral vertex operator algebra V is C2-finite, its zero-mode algebra
A0(V ) is semisimple, and the induced V -modules Li (0 ≤ i ≤ r) are simple.
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7.2 Structure of the space of covacua
In this subsection we assume the condition III . Recall that the zero-mode algebra A0(V )
is linearly spanned by [J0(v)] (v ∈ V∆). We define a linear map θ : A0(V )→ A0(V ) by
J0(v) 7−→ (−1)∆J0(eT (1)v) for all v ∈ V∆ (∆ ≥ 0).
Then θ is well-defined and is an anti-algebra involution of A0(V ) (see Proposition
A.2.12).
Let W be a finite dimensional A0(V )-module and set D(W ) = HomC(W,C), which
is a left A0(V )-module by 〈J0(v)ϕ, u〉 = 〈ϕ, θ(J0(v))u〉 for all ϕ ∈ D(W ), u ∈ W
and [J0(v)] ∈ A0(V ). The map D : Mod(A0(V )) → Mod(A0(V )) is a contravariant
functor such that D2 = id. For any simple A0(V )-module Wi its dual module D(Wi)
is also simple, and is isomorphic to one of the simple A0(V )-modules, which we denote
by Wi† , i.e., D(Wi) ∼= Wi† .
Proposition 7.2.1. Let V be a chiral vertex operator algebra which satisfies condi-
tions III , and W be a simple A0(V )-module. Then there exists a canonical V -module
isomorphism D(L(W )) ∼= L(D(W )) where L(W ) = U(V )⊗F 0U(V )W is the induced
V -module.
Let A = { 1, 2, . . . , N, ∞} and set A¯ = A \ {∞}. Let wA = (wa)a∈A with
w∞ = ∞. For V -modules Ma (a ∈ A¯) we set MA =
⊗
a∈AM
a = MA¯ ⊗ M(0)
where MA¯ =
⊗
a∈A¯M
a and M∞ = M(0). Let goutwA¯(∞) be the image of
⊕∞
∆=0 V∆ ⊗
H0(P1,Ω1−∆(∗SA¯−∆[∞])) in gA¯(V ) under the map jA¯. We denote by 1∞ the canonical
generator of M(0).
Proposition 7.2.2. Let ι : MA¯ → MA¯ ⊗M(0) = MA be the linear map defined by
u 7→ u⊗ 1∞. Then ι induces a vector space isomorphism
MA¯/g
out
wA¯
(∞)MA¯ ∼= VwA(MA).
Proof. We set gout∞ (∞) = j∞
(⊕∞
∆=0 V∆ ⊗H0
(
P1,Ω1−∆(∗SA¯ −∆[∞])
))
, which is a Lie
subalgebra of g(V )∞. Since g
out
∞ (∞) ⊂ F 1g(V )∞ and F 1g(V )∞1∞ = 0 we have jA¯(v⊗
ϕ)u⊗1∞ = jA(v⊗ϕ)(u⊗1∞) for any v ∈ V∆ and ϕ ∈ H0(P1,Ω1−∆(∗SA¯−∆[∞])), i.e.,
ι(goutwA¯(∞)MA¯) ⊂ goutwA(V )MA; in particular ι induces the linear map MA¯/goutwA¯(∞)MA¯ →VwA(MA).
In order to show that ι is surjective it suffices to prove that M(0) is generated
by 1∞ as a g
out
∞ (V )-module where g
out
∞ (V ) = j∞
(⊕∞
∆=0 V∆ ⊗H0
(
P1,Ω1−∆(∗SA)
))
;
this follows from the fact that ϕn = z
n+∆−1(dz)1−∆ belongs to H0(P1,Ω1−∆(∗SA))
for any nonnegative integer n and j∞(v ⊗ ϕn) = (−1)∆+1J−n(eT (1)v) or equivalently
j∞(e
−T (1)v ⊗ ϕ) = (−1)∆+1J−n(v) for all v ∈ V∆.
The injectivity of the map ι is proved in the same spirit appeared in the proof of
Theorem 5.6.1, i.e., the surjectivity of the dual map
ι∗ : V†wA(MA)→ HomC(MA¯/goutwA¯(∞)MA¯,C)
42
is proved by using the one to one correspondence between HomC(MA¯/g
out
wA¯
(∞)MA¯,C)
and the space of systems of current correlation functions {Φm}∞m=0 such that
Φm(v1, . . . , vm; u)(z1,... ,zm) ∈ H0((P1)m,Ω⊠
m
i=1∆i(
∑
a∈A¯, i
∗Da, i +
∑
i 6=j
∗Di, j +
∑
i
∆iDi,∞)).
Let Φ ∈ HomC(MA¯/goutwA¯(∞)MA¯,C). By Proposition 5.4.1 there exists a meromorphic
form 〈Φ|J(v, z)|uA¯〉(dz)∆ ∈ H0(P1,Ω∆(∗wA¯ + ∆[∞])) whose Laurent expansion at
z = wa (a ∈ A¯) is
〈Φ|J(v, z)|uA¯〉(dz)∆ =
∑
n∈Z
Φ (ρa (Jn(v))uA¯) (z − wa)−n−∆(dz)∆.
There is another expression of this 1-point current correlation function;
〈Φ|J(v, z)|uA¯〉(dz)∆ =
∑
a∈A¯
∑
n≥−∆+1
Φ (ρa (Jn(v))uA¯) (z − wa)−n−∆(dz)∆. (7.1)
To see this it suffices to show that the right hand side of (7.1) belongs to the space
H0(P1,Ω∆(∗wA¯+∆[∞])), which follows from the fact that for all 0 ≤ n ≤ ∆−2 the form
zn(dz)1−∆ belongs toH0(P1,Ω1−∆(∗wA¯−∆[∞])) and then Φ(jA¯(v⊗zn(dz)1−∆)uA¯) = 0.
Since the second equality of Lemma 5.5.5 holds for Φ ∈ HomC(MA¯/goutwA¯(∞)MA¯,C) we
see that (5.7) defines the 2-point current correlation function
Φ2(v1, v2; uA¯)(z1,z2) ∈ H0((P1)2,Ω∆1⊠∆2(
∑
i=1,2
a∈A¯
∗Di,a + ∗D1,2 +∆1D1,∞ +∆2D2,∞))
by using the same argument given in the proof of Proposition 5.5.3. Then by the same
calculation in Theorem 5.6.1 we see that 〈Φ|J(v, z)| ∗〉 ∈ HomC(MA¯/goutwA¯(∞)MA¯,C)
for any fixed v ∈ V∆ and z ∈ C. We now can inductively construct the whole system
of current correlation functions associated to Φ, which we denote by
〈Φ|J(v1, z1) · · ·J(vm, zm)|uA¯〉(dz1)∆1 · · · (dzm)∆m.
We now define Φ˜ ∈ HomC(MA¯ ⊗M(0),C) by
Φ˜(uA¯ ⊗ θ (Jn1(v1)) · · · θ (Jnk(vk)) 1∞) =
(
1
2π
√−1
)k
×
∮
|z1|=r1
· · ·
∮
|zk|=rk
〈Φ|J(vk, zk) · · ·J(v1, z1)|uA¯〉znk+∆k−1k · · · zn1+∆1−11 dzk · · · dz1,
where rk > rk−1 > . . . > r1 > |wa| (a ∈ A¯). Using the operator product property and
the Sm-symmetry of the system {Φm}∞m=0 it is proved that Φ˜ defines an element in
Hom(MA¯ ⊗M(0),C), i.e., it can be shown that the definition of Φ˜ is compatible with
the commutator formula, the associativity, etc. The operator product property also
shows that Φ˜ induce an element of V†wA(MA), i.e., Φ˜(goutA (V )MA) = 0 (see the proof of
Theorem 5.6.1).
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Theorem 7.2.3. Let V be a chiral vertex operator algebra which satisfies conditions
III , and Wi (0 ≤ i ≤ r) be the complete list of simple objects of Mod(A0(V )) and Li be
the induced V -module. Let Ma (a ∈ A¯) be V -modules and set MA¯ =
⊗
a∈A¯M
a. Then
there exists a canonical vector space isomorphism
VwA(MA) ∼=
r⊕
i=0
VwA(MA¯ ⊗ Li)⊗W ∗i ,
where MA = MA¯ ⊗M(0).
Proof. Since A0(V ) ∼=
⊕r
i=0Wi⊗W ∗i by Wedderburn’s theorem it follows thatM(0) ∼=
U(V )⊗F 0U(V ) A0(V ) ∼=
⊕r
i=0 Li ⊗W ∗i as V -modules. We now conclude that
MA/g
out
wA
(V )MA ∼=
r⊕
i=0
MA¯ ⊗ Li ⊗W ∗i /goutwA(V )
r⊕
i=0
MA¯ ⊗ Li ⊗W ∗i
∼=
r⊕
i=0
VwA(MA¯ ⊗ Li)⊗W ∗i .
8 Factorization
The aim of this section is to prove the factorization theorem; one of the immediate
applications of the theorem is the formula of the dimension of conformal blocks for
N ≥ 4 in terms of fusion rules, i.e., the dimension of the conformal blocks for N = 3.
The theorem is proved by pinching the N -pointed projective line into two copies of
the projective line, each of which is suitably pointed. We first define the fiber bundle
which describes the pinching procedure, and study the sheaf of covacua associated to
the fiber bundle.
8.1 Gauge condition
Let A = { 0, 1, . . . , N, ∞} and wA = (wa)a∈A be the set of distinct points in P1 with
w∞ = ∞. We denote by XA the set of such wA’s, which is canonically embedded in
(P1)N+2. Let ZA = {wA ∈ XA | w0 = 0, w1 = 1 }. We write X = XA and Z = ZA
for short. For V -modules Ma (a ∈ A) we set MA =
⊗
a∈AM
a. We define the sheaf of
covacua over X and Z by
VX(MA) = OX ⊗MA/goutX (V ) (OX ⊗MA) , and
VZ(MA) = OZ ⊗MA/goutZ (V ) (OZ ⊗MA) ,
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respectively. There is a ΘX and ΘZ-action (an integrable connection) on VX(MA) and
VZ(MA), which is respectively given by
∇∂/∂wa =
∂
∂wa
+ ρa(T (−1)) for all a ∈ A, and
∇∂/∂wa =
∂
∂wa
+ ρa(T (−1)) for all a ∈ A \ {0, 1}.
Proposition 8.1.1. There is a canonical OX-module isomorphism
VX(MA) ∼= OX ⊗OZ VZ(MA).
8.2 Geometric settings
Let A and B be finite sets with cardinality |A|, |B| ≥ 3, which has 3 distinct fixed
points 0A, 1A, ∞A ∈ A and 0B, 1B, ∞B ∈ B, respectively. We set A¯ = A \ {0A} and
B¯ = B \ {∞B}. We define C = A¯ ⊔ B¯ = A \ {0A} ⊔ B \ {∞B} with fixed 3 points
being assigned by 0C = 0B, 1C = 1A, ∞C =∞A. We set
UA = {wA ∈ ZA | |wA,a| > 1/2, a 6= 0A }, UB = {wB ∈ ZB | |wB,b| < 2, b 6=∞B },
which is an open set in ZA and ZB respectively.
We define an open subset in C with the coordinate q by U×q = { q ∈ C | 0 < |q| <
1/16 } and set U× = U×q ×UA×UB. The manifold U× is embedded into ZC by wC,a =
wA,a (a ∈ A¯) and wC,b = qwB,b (b ∈ B¯). There are two coordinate systems (wC,c)c∈C◦
and (q, wA◦, wB◦) for U
× where A◦ = A \ {0A, 1A,∞A}, B◦ = B \ {0B, 1B,∞B} and
C◦ = C \ {0C, 1C ,∞C}.
In order to define sheaves of covacua over U× we introduce the trivial P1-bundle
π : CU× = U××P1 → U×; we regard P1 as C∪{∞} and let zC be the affine coordinate
of C. For any c ∈ C we define the section sc : U× → CU× by sc(wC) = (wC , wC,c) and
divisors over CU× by S×c = sc(U×) and S×C =
⋃
c∈C S
×
c . We define a local coordinate
around S×c by
ξC,c =
{
zC − wC,c (c 6=∞),
zC (c =∞).
Let M c (c ∈ C) be V -modules and set MC =
⊗
c∈C M
c. For all c ∈ C we set
gU×,c(V ) =
∞⊕
∆=0
V∆ ⊗OU×((ξC,c))(dξC,c)1−∆/∇
(
∞⊕
∆=0
V∆ ⊗OU×((ξC,c))(dξC,c)−∆
)
,
which is a Lie algebra over OU×. The Lie algebra gU×(V ) =
⊕
c∈C gU×,c(V ) over
OU× canonically acts on OU× ⊗MC . We denote this action by ρC =
∑
c∈C ρC,c. Let
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jC :
⊕∞
∆=0 V∆ ⊗ π∗Ω1−∆C
U×
/U×(∗S×C )→ gU×(V ) be the linear map defined by the Laurent
expansion at the divisors S×c (c ∈ C) in terms of the coordinates ξC,c and denote the
image by goutU×(V ). We set
VU×(MC) = OU× ⊗MC/goutU×(V ) (OU× ⊗MC)
The sheaf VU×(MC) is a coherent OU×-module and is equipped with the integrable
connection ∇∂/∂wC,c (c ∈ C) so that VU×(MC) is a locally free OU×-module of finite
rank.
We set Uq = { q ∈ C | |q| < 1/16 } ⊃ U×q and U = Uq ×UA × UB ⊃ U×, and define
the trivial P1 × P1-bundle over U by C˜U = U × P1 × P1 → U . There exists a canonical
commutative embedding
CU× −→ C˜Uy y
U× −→ U
by (q, wA, wB, zC) 7→ (q, wA, wB, zC , q−1zC).
Using the homogeneous coordinates ([z0A : z
1
A], [z
0
B : z
1
B]) of the fiber P
1×P1 the manifold
CU× is described in C˜U by
CU× = { (q, wA, wB, [z0A : z1A], [z0B : z1B]) | z0Az1B = qz1Az0B, q 6= 0 }.
We now define the algebraic set CU of C˜U by z0Az1B = qz1Az0B, and denote the natural
projection by π : CU → U .
Proposition 8.2.1. (1) CU is a codimension 1 closed complex submanifold in C˜U .
(2) The map π : CU → U is flat and proper.
The space CU is non-singular, while the fibers over the points of the domain D =
U \ U× are singular. In order to see more detail of the manifold CU we introduce the
open covering of CU and the local coordinate systems; CU = V0 ∪ V1 ∪ V∞ where
V0 = { (q, wA, wB, zB) | |zB| < 4} zA = qzB,
V1 = { (wA, wB, zA, tB) | |zA| < 1/2, |tB| < 1/2 } q = zAtB,
V∞ = { (q, wA, wB, tA) | |tA| < 4 } tB = qtA.
where zA = z
0
A/z
1
A and tA = z
1
A/z
0
A, etc.
Let Σ is the set of all points p ∈ CU at which the differential dπp : TpCU → Tπ(p)U
is not surjective.
Proposition 8.2.2. (1) The set Σ is a codimension 2 submanifold of CU such that
Σ ∩ (V0 ∪ V∞) = ∅ and Σ = { (wA, wB, zA, tB) | zA = tB = 0 } ⊂ V1.
(2) The projection π gives an isomorphism Σ ∼= D.
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For any c ∈ C we define the section sc : U → CU by
(q, wA, wB) 7−→
{
(q, wA, wB, wA,a, q
−1wA,a) (a ∈ A¯),
(q, wA, wB, qwB,b, wB,b) (b ∈ B¯),
and the divisor Sc = sc(U) on CU . We set SC = SA¯ ∪ SB¯ where SA¯ =
⋃
a∈A¯ Sa and
SB¯ =
⋃
b∈B¯ Sb.
Lemma 8.2.3. (1) Let a ∈ A¯ and b ∈ B¯. Then Sa ⊂ V∞, Sa ∩ (V1 ∪ V0) = ∅ and
Sb ⊂ V0, Sb ∩ (V1 ∪ V∞) = ∅. In particular Sc ∩ Σ = ∅ for any c ∈ C.
(2) The following is a local coordinates system of CU around Sc (c ∈ C);
(q, wA, wB, ξA,a), ξA,a = zA − wA,a (a ∈ A \ {0A,∞A}),
(q, wA, wB, ξA,∞), ξA,a = zA = t
−1
A (a =∞A),
(q, wA, wB, ξB,b), ξB,b = zB − wB,b (b ∈ B¯).
(3) ξC,a = ξA,a on Sa ∩ CU× for any a ∈ A \ {0A,∞A} and q−1ξC,b = ξB,b on Sb ∩ CU×
for any b ∈ B¯.
The fibers of CU over D are given by zAtB = 0, i.e., each fiber consists of two copies
of the projective line with the identification of zA = 0 and zB =∞ as a simple double
point; Σ is the set of all these simple double points. We now define open subsets V 01
and V ∞1 of V1 by
V 01 = { (wA, wB, zA, tB) ∈ V1 | tB 6= 0 } and V ∞1 = { (wA, wB, zA, tB) ∈ V1 | zA 6= 0 }.
Then we see that V1 \ Σ = V 01 ∪ V ∞1 and CU \ Σ = V0 ∪ V 01 ∪ V ∞1 ∪ V∞.
The rest of this subsection is devoted to defining the sheaf of cavacua VU(MC)
attached to the family of curves π : CU → U such that VU(MC)|U× = VU×(MC).
Let ω CU/U be the relative dualizing sheaf of π : CU → U . Note that CU and U
are nonsingular and π is flat. Then there exists an OCU -module isomorphism ω CU/U ∼=
ωCU ⊗ π∗ω−1U where ωY is the canonical sheaf of a complex manifold Y . In particular
ω CU/U is a locally free OCU -module of rank 1.
Proposition 8.2.4. (1) ω CU/U is a locally free OCU -module of rank 1.
(2) Let Ω1CU/U = Ω
1
CU
/OCU (dπ∗Ω1U ). Then ω CU/U |CU \ Σ = Ω1CU/U |CU \ Σ and
ω CU/U |V0 = OV0dzB, ω CU/U |V∞ = OV∞dtA,
ω CU/U |V 01 = OV 01 dtB, ω CU/U |V ∞1 = OV∞1 dzA.
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Let gU,A¯(V ) =
⊕
a∈A¯ gU,a(V ) and gU,B¯(V ) =
⊕
b∈B¯ gU,b(V ) where
gU,a(V ) =
∞⊕
∆=0
V∆ ⊗OU ((ξA,a))(dξA,a)1−∆/∇
(
∞⊕
∆=0
V∆ ⊗OU ((ξA,a))(dξA,a)−∆
)
,
gU,b(V ) =
∞⊕
∆=0
V∆ ⊗OU ((ξB,b))(dξB,b)1−∆/∇
(
∞⊕
∆=0
V∆ ⊗OU((ξB,b))(dξB,b)−∆
)
.
The Lie algebra gU (V ) = gU,A¯(V ) ⊕ gU,B¯(V ) over OU canonically acts on OU ⊗
MC = OU ⊗ MA¯ ⊗ MB¯ where Ma (a ∈ A¯), M b (b ∈ B¯) be V -modules and MA¯ =⊗
a∈A¯M
a, MB¯ =
⊗
b∈B¯ M
b. We denote this action by
ρA¯,B¯ =
∑
a∈A¯
ρA¯,B¯,a +
∑
b∈B¯
ρA¯,B¯,b.
Recall that ξC,a = ξA,a (a ∈ A¯) and ξC,b = qξB,b (b ∈ B¯). Let g CA¯,B¯ : gU×(V ) →
gU(V ) be the OU×-module map J(v, ξn+∆−1C,a ) 7→ J(v, ξn+∆−1A,a ) (a ∈ A¯), J(v, ξn+∆−1C,b ) 7→
qnJ(v, ξn+∆−1B,b ) (b ∈ B¯) for any v ∈ V∆ and n ∈ Z, which gives rise to an OU×-
module isomorphism gU×(V ) ∼= gU(V ). The Lie algebra gU×(V ) acts on VU×(MC) by
ρC , while the Lie algebra gU(V ) acts on VU(MC) by ρA¯,B¯. There is an OU×-module
isomorphism G C
A¯,B¯
: OU×⊗MA¯⊗MB¯ → OU⊗MA¯⊗MB¯|U× such that G CA¯,B¯(ℓU×mU×) =
g C
A¯,B¯
(ℓU×)G
C
A¯,B¯
(mU×) for all ℓU× ∈ gU×(V ) and mU× ∈ OU× ⊗MA¯ ⊗MB¯: in fact let
M b =
⊕
i
⊕∞
n=0M
b(hbi + n). Then for any uA¯ ∈ MA¯ and uB¯ = ⊗b∈B¯ub ∈ MB¯, ub ∈
M b(hbi + db) the isomorphism G
C
A¯,B¯
is given by
G CA¯,B¯(uA¯ ⊗ uB¯) =
(∑
b∈B¯
q−db
)
uA¯ ⊗ uB¯,
where we remark that G C
A¯,B¯
(MA¯ ⊗MB¯) 6⊂MA¯ ⊗MB¯.
Let jA¯,B¯ = jA¯ + jB¯ where jA¯ :
⊕∞
∆=0 V∆ ⊗ π∗ω1−∆CU/U(∗SA¯) → gU,A¯(V ) ⊂ gU (V ) and
jB¯ :
⊕∞
∆=0 V∆ ⊗ π∗ω1−∆CU/U(∗SB¯) → gU,B¯(V ) ⊂ gU(V ) is the linear map defined by the
Laurent expansion at the divisors SA¯ and SB¯ in terms of coordinates ξA,a (a ∈ A¯) and
ξB,b (b ∈ B¯), respectively. The Lie subalgebra goutU (V ) of gU(V ) is defined to be the
image of the map jA¯,B¯. We see that g
C
A¯,B¯
(goutU×(V )) = g
out
U (V )|U×.
Definition 8.2.5. Let M c (c ∈ C) be V -modules and set MC =
⊗
c∈C M
c. We define
the OU -module VU(MC) by
VU(MC) = OU ⊗MC/goutU (V )(OU ⊗MC).
Using the same argument given in the proof of Theorem 6.2.1 we get:
Proposition 8.2.6. VU(MC) is a coherent OU -module, and G CA¯,B¯ induces an OU×-
module isomorphism VU×(MC) ∼= VU(MC)|U×.
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8.3 Integrable connections
Let mD be the defining ideal of D in U , i.e., mD = qOU and set ΘU(− logD) = {ℓ ∈
ΘU | ℓ(mD) ⊂ mD}, which is a Lie subalgebra of ΘU over OU , where for any complex
manifold Y we denote by ΘY the sheaf of germs of vector fields on Y . Using the local
coordinate system (q, wA◦, wB◦) of U we get
ΘU(− logD) =
⊕
a∈A◦
OU ∂
∂wA,a
⊕
⊕
b∈B◦
OU ∂
∂wB,b
⊕OUq ∂
∂q
.
Recall that there are two coordinate systems (wC,c)c∈C◦ and (q, wA◦, wB◦) for U
×; the
relation between them is
∂
∂wA,a
=
∂
∂wC,a
(a ∈ A◦), ∂
∂wB,b
= wC,1B
∂
∂wC,b
(b ∈ B◦),
q
∂
∂q
=
∑
b∈B\{0B ,∞B}
wC,b
∂
∂wC,b
,
(8.1)
where wC,1B = q while wB,1B = 1
Recall that the integrable connection on VU×(MC) is defined by
∇∂/∂wC,c =
∂
∂wC,c
+ ρC,c (T (−1)) (c ∈ C).
Using (8.1) and the fact that qρC,b(T (−1)) = ρA¯,B¯,b(T (−1)) for all b ∈ B¯ we see that
the corresponding action of ΘU× on VU(MC)|U× is
∇∂/∂wA,a =
∂
∂wA,a
+ ρA¯,B¯,a (T (−1)) (a ∈ A◦),
∇∂/∂wA,a =
∂
∂wB,b
+ ρA¯,B¯,b (T (−1)) (b ∈ B◦),
∇q∂/∂q = q ∂
∂q
+
∑
b∈B\{0B ,∞B}
wB,bρA¯,B¯,b (T (−1)) .
(8.2)
It should be remarked that [q∂/∂q, ρA¯,B¯,b(Jn(v))] = −nρA¯,B¯,b(Jn(v)) for all b ∈ B¯, and
in particular, [q∂/∂q, ρA¯,B¯,b(T (−1))] = ρA¯,B¯,b(T (−1)). The formula (8.2) defines an
integrable action of ΘU(− logD) on OU ⊗MA¯ ⊗MB¯ such that ∇XgoutU (V ) ⊂ goutU (V )
for all X ∈ ΘU(− logD); this fact is proved by the exactly same calculation done in the
proof of Proposition 6.1.3 (4) since SC ∩ V1 = ∅. So there is a ΘU(− logD) action on
VU(MC) whose restriction to VU(MC)|U× ∼= VU×(MC) coincides with the ΘU× action.
In other words;
Theorem 8.3.1. The ΘU× action on VU×(MC) is naturally extended to a ΘU(− logD)
action on VU(MC).
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8.4 Local freeness
We spend the following several subsections to prove that the sheaf VU(MC) is a locally
free OU -module.
Recall that ΘU(− logD) acts on VU(MC) and induces ΘU× action on VU(MC)|U× ∼=
VU×(MC), which is a locally free OU×-module. Let OD be the structure sheaf of D,
i.e., OD = OU/mD. Then VD(MC) = VU(MC)⊗OU OD is a coherent OD-module, and
there is a natural ΘU(− logD) action on VD(MC) since ΘU(− logD) (mDVU(MC)) ⊂
mDVU(MC). In particular ΘD acts on VD(MC) and then VD(MC) is a locally free OD-
module of finite rank. Since VU(MC)|U× ∼= VU×(MC) and VU(MC) is OU -coherent it
follows that rank VU×(MC) ≤ rank VD(MC). So in order to prove the local freeness of
VU(MC) over OU it suffices to show that rank VU×(MC) = rank VD(MC).
We denote the restriction of CU to D by πD : CD = π−1(D) → D, and set S¯C =⋃
c∈C sc(D), which is a divisor over CD. For any a ∈ A¯ and b ∈ B¯ we set
gD,a(V ) =
∞⊕
∆=0
V∆ ⊗OD((ξA,a))(dξA,a)1−∆/∇
(
∞⊕
∆=0
V∆ ⊗OD((ξA,a))(dξA,a)−∆
)
,
gD,b(V ) =
∞⊕
∆=0
V∆ ⊗OD((ξA,b))(dξA,b)1−∆/∇
(
∞⊕
∆=0
V∆ ⊗OD((ξA,b))(dξA,b)−∆
)
and define gD,A¯(V ) =
⊕
a∈A¯ gD,a(V ), gD,B¯(V ) =
⊕
b∈A¯ gD,b(V ) and gD(V ) = gD,A¯(V )⊕
gD,B¯(V )(= gU(V )
⊗
OU
OD), which are Lie algebras over OD.
Definition 8.4.1. Let ω CD/D = ω CU/U ⊗OCU OCD be the invertible OCD -module. We set
goutD (V ) = jA¯,B¯(
⊕∞
∆=0 V∆ ⊗ (πD)∗ ω1−∆CD/D(∗S¯C)) where the map jA¯,B¯ is also defined by
Laurent expansion in terms of local coordinates ξA,a (a ∈ A¯) and ξB,b (b ∈ B¯), which is
an OD-Lie subalgebra of gD(V ). We define
VD(MC) = OD ⊗MC/goutD (V )(OD ⊗MC).
There is an OD-module isomorphism VD(MA) ∼= VD(MA). In fact by using
(πD)∗ω
1−∆
CD/D
(∗S¯C) ∼= π∗ω1−∆CU/U(∗SC)⊗OU OD (8.3)
(see [TUY, Lemma 4.1.3, page 522]) one has the OD-module isomorphism goutD (V ) ∼=
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goutU (V )⊗OU OD. In the following commutative diagram of OD-modules
0y
goutU (V )(OU ⊗MC)⊗OU OD
β−→ goutD (V )(MC ⊗OD)yα yǫ
(OU ⊗MC)⊗OU OD
γ−→ MC ⊗ODy y
VU(MC)⊗OU OD −→ VD(MC)y y
0 0
the map β is surjective and the map γ is an isomorphism. So Im(α) ∼= Im(ǫ), which
shows VD(MC) ∼= MC ⊗OD/ Im(ǫ) ∼= (OU ⊗MC)⊗OU OD/ Im(α) ∼= VD(MC).
Lemma 8.4.2. There is a canonical OD-module isomorphism VD(MA) ∼= VD(MA).
The structure of the sheaf VD(MC) is described by the following theorem whose
proof is given in § 8.6.
Theorem 8.4.3. There exists a canonical OD-module isomorphism
VD(MC) ∼=
r⊕
i=0
VAD(MA¯ ⊗ Li)⊗ VBD(Li† ⊗MB¯).
More explanations here should be in order. Sheaves of covacua over D in the right
hand sides are defined by using the trivial P1-bundle D×P1 → D and the cross-section
sa : (wA, wB) 7→ (wA, wB, wa) (a ∈ A) and sb : (wA, wB) 7→ (wA, wB, wb) (b ∈ B),
respectively;
VAD(MA¯ ⊗ Li) = OD ⊗MA¯ ⊗ Li/gA,outD (V ) (OD ⊗MA¯ ⊗ Li) ,
VBD(Li† ⊗MB¯) = OD ⊗ Li† ⊗MB¯/gB,outD (V ) (OD ⊗ Li† ⊗MB¯) ,
where the simple V -module Li and Li† corresponds to the point 0A and ∞B. So these
are sheaves of covacua attached to a family of nonsingular curves of genus 0, while
VD(MC) is the sheaf of covacua attached to a family of stable curves of genus 0.
Let ÔU = lim
←−
n
OU/mnDOU ∼= OD[[q]] be the completion along D and set
V̂U(MC) = lim
←−
n
VU(MC)/mnDVU(MC),
Θ̂U(− logD) = lim
←−
n
ΘU(− logD)/mnDΘU(− logD).
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The V̂U(MC) is a coherent ÔU -module, and is equipped with the integrable connection
∇X for X ∈ Θ̂U(− logD). There is a canonical OD-module isomorphism
V̂U(MC)⊗ÔU OD ∼= VD(MC).
Definition 8.4.4. Let L be a simple V -module such that L =
⊕∞
d=0 L(d ) where L(d ) =
{u ∈ L | T (0)u = (∆ + d )u }. We define a Θ̂U(− logD) action on VAD(MA¯ ⊗ L) ⊗
VBD(L† ⊗MB¯) ⊗ C[[q]] for ∂/∂wA,a (a ∈ A◦) and ∂/∂wB,b (b ∈ B◦) by (8.2), while for
q∂/∂q by
∇q∂/∂q = q ∂
∂q
+∆−
∑
b∈B¯
ρA¯,B¯,b (T (0)) .
This canonically induces a Θ̂U(− logD) action on VD(MC)⊗ C[[q]].
The following theorem yields the local freeness of the sheaf VU(MC):
Theorem 8.4.5. There exists a canonical OD[[q]]-module isomorphism which is com-
patible with the action ∇∂/∂wA,a (a ∈ A¯), ∇∂/∂wB,b (a ∈ B¯) and ∇q∂/∂q such that the
following commutative diagram holds:
V̂U(MC) ∼= VD(MC)⊗ C[[q]]
↓ ↓
VD(MC) ∼=
id
VD(MC).
Theorem 8.4.6. VU(MC) is a locally free OU -module.
8.5 Relative dualizing sheaf over the critical discriminant
This subsection is devoted to the study of the direct image sheaf π∗ω
1−∆
CU/U
(∗SC) and
(πD)∗ ω
1−∆
CD/D
(∗S¯C); the contents of the subsection play the essential role in the proofs
of Theorem 8.4.3 and Theorem 8.4.5.
Let ϕ be a cross-section of the sheaf π∗ω
1−∆
CU/U
(∗SC). We denote the restriction of
ϕ to the open set V0, V
0
1 , V
∞
1 and V∞ by ϕ0, ϕ
0
1, ϕ
∞
1 and ϕ∞, respectively, so that
ϕ0 = ϕ
0
1, ϕ
0
1 = ϕ
∞
1 and ϕ
∞
1 = ϕ∞ on V0 ∩ V 01 , V 01 ∩ V ∞1 and V ∞1 ∩ V∞ . Recall that the
critical locus Σ has codimension 2 in CU and π∗ω1−∆CU/U(∗SC) is an invertible sheaf over
U . So ϕ is uniquely determined by the value on CU \ Σ (= V0 ∪ V 01 ∪ V ∞1 ∪ V∞) .
By Lemma 8.2.3 (1) the cross-section ϕ01 and ϕ
∞
1 is holomorphic on each domain of
the definition. The expansion of ϕ01 and ϕ
∞
1 is respectively given by
ϕ01 =
∑
m≥0, n∈Z
ϕBm,n(wA, wB)z
m
A t
n
B(dtB)
1−∆ (tB 6= 0),
ϕ∞1 =
∑
m∈Z, n≥0
ϕAm,n(wA, wB)z
m
A t
n
B(dzA)
1−∆ (zA 6= 0).
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Since ϕ01 = ϕ
∞
1 on V
0
1 ∩ V ∞1 and tBdzA + zAdtB = 0 in ω CU/U |V 01 ∩ V ∞1 we see that
ϕAm,n = 0 (m < ∆− 1), ϕBm,n = 0 (n < ∆− 1) and (8.4)
ϕAm+∆−1,n = (−1)∆−1ϕBm,n+∆−1 (m,n ≥ 0). (8.5)
Summarizing
ϕ01 =
∑
m,n≥0
ϕBm,n+∆−1(wA, wB)z
m
A t
n+∆−1
B (dtB)
1−∆
=
∑
m,n≥0
ϕBm,n+∆−1(wA, wB)q
mtn−m+∆−1B (dtB)
1−∆, (8.6)
ϕ∞1 =
∑
m,n≥0
ϕAm+∆−1,n(wA, wB)z
m+∆−1
A t
n
B(dzA)
1−∆
=
∑
m,n≥0
ϕAm+∆−1,n(wA, wB)z
m−n+∆−1
A q
n(dzA)
1−∆. (8.7)
Let πAD ⊔ πBD : CAD ⊔ CBD → CD be obtained by the simultaneous normalization of
πD : CD → D along Σ:
CAD ⊔ CBD −→ CDyπAD ⊔ πBD yπD
D −→ D
where CAD ⊔ CBD is the disjoint union of two copies of the trivial P1-bundle over D.
Let sA,0 : D → CAD and sB,∞ : D → CBD be defined by (wA, wB) 7→ (wA, wB, 0) and
(wA, wB) 7→ (wA, wB,∞), which correspond to the normalized double points over D,
and set SA,0 = sA,0(D) ⊂ CAD and SB,∞ = sB,∞(D) ⊂ CBD . We set SA¯ = ∪a∈A¯sa(D) ⊂
CAD and SB¯ = ∪b∈B¯sb(D) ⊂ CBD . Note that we use same notations for divisors over U
and D, for instance, recall that we set SA¯ = ∪a∈A¯sa(U) as a divisor over U .
By (8.3) any cross-section of the sheaf (πD)∗ω
1−∆
CD/D
(∗S¯C) is represented by a quadru-
plet (ϕ0, ϕ
0
1, ϕ
∞
1 , ϕ∞) where ϕ0 and ϕ∞ is the restriction of some ϕ ∈ π∗ω1−∆CU/U(∗SC) to
V0 ∩Σ and V∞ ∩Σ, respectively, while ϕ01 and ϕ∞1 is the unique extension of ϕ|V 01 and
ϕ|V ∞1 to Σ. Then by (8.4) we see that ϕAD = (ϕ∞1 , ϕ∞) ∈ (πAD)∗Ω1−∆CA
D
/D
(∗SA¯−(∆−1)SA,0)
and ϕBD = (ϕ0, ϕ
0
1) ∈ (πBD)∗Ω1−∆CB
D
/D
(∗SB¯ − (∆ − 1)SB,∞). The expansion of ϕAD and ϕBD
in a neighborhood of zA = 0 and tB = 0 is respectively given by
ϕAD =
∑
m≥0
ϕAm+∆−1,0(wA, wB)z
m+∆−1
A (dzA)
1−∆ (zA 6= 0) and
ϕBD =
∑
n≥0
ϕB0,n+∆−1(wA, wB)t
n+∆−1
B (dtB)
1−∆ (tB 6= 0).
The leading terms ϕA∆−1,0, ϕ
B
0,∆−1 ∈ OD satisfy ϕA∆−1,0 + (−1)∆ϕB0,∆−1 = 0 by (8.5).
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Proposition 8.5.1. The sequence of OD-module homomorphisms
0→ (πD)∗ω1−∆CD/D(∗S¯C)→
(πAD)∗Ω
1−∆
CA
D
/D
(∗SA¯ − (∆− 1)SA,0)⊕ (πBD)∗Ω1−∆CB
D
/D
(∗SB¯ − (∆− 1)SB,∞)→ OD → 0
defined by ϕ 7→ (ϕAD, ϕBD) and (ϕAD, ϕBD) 7→ ϕA∆−1,0 + (−1)∆ϕB0,∆−1 is exact.
Proof. Let ϕA∆−1,0, ϕ
B
0,∆−1 ∈ OD such that ϕA∆−1,0 + (−1)∆ϕB0,∆−1 = 0. Then by (8.3)
there exists ϕ ∈ π∗ω1−∆CU/U(∗SC) such that ϕ|D = (ϕAD, ϕBD) and the leading term of ϕAD
and ϕBD is ϕ
A
∆−1,0 and ϕ
B
0,∆−1, respectively.
8.6 Proof of the structure theorem for the sheaf over critical
discriminant
In this subsection we prove Theorem 8.4.3. By using the exact sequence in Proposition
8.5.1 we identity (πD)∗ω
1−∆
CD/D
(∗S¯C) as an OD-submodule of (πAD)∗Ω1−∆CA
D
/D
(∗SA¯ − (∆ −
1)SA,0)⊕ (πBD)∗Ω1−∆CB
D
/D
(∗SB¯ − (∆− 1)SB,∞). We introduce the vector subspace
(πD)∗ω
1−∆
CD/D
(∗S¯C)′ = (πAD)∗Ω1−∆CA
D
/D
(∗SA¯ −∆SA,0)⊕ (πBD)∗Ω1−∆CB
D
/D
(∗SB¯ −∆SB,∞),
which has the codimension 1 in π∗ω
1−∆
CD/D
(∗SC). We define the Lie subalgebra gout ′D (V )
of gD(V ) by
gout
′
D (V ) = jA¯,B¯
(
∞⊕
∆=0
V∆ ⊗ (πD)∗ω1−∆CD/D(∗S¯C)′
)
,
and set
VD(MC)′ = OD ⊗MC/gout ′D (V )(OD ⊗MC).
In order to prove Theorem 8.4.3 it suffices to determine VD(MC)′ and the kernel of
the canonical OD-module homomorphism VD(MC)′ → VD(MC) → 0. With this point
in view we introduce the OD-module VAD(MA¯)′ = OD ⊗MA¯/gA,out
′
D (V )(OD ⊗MA¯) and
VBD(MB¯)′ = OD ⊗MB¯/gB,out
′
D (V )(OD ⊗MB¯) where
g
A,out ′
D (V ) = jA¯
( ∞⊕
∆=0
V∆ ⊗ (πAD)∗Ω1−∆CA
D
/D
(∗SA¯ −∆SA,0)
)
,
g
B,out ′
D (V ) = jB¯
( ∞⊕
∆=0
V∆ ⊗ (πBD)∗Ω1−∆CB
D
/D
(∗SB¯ −∆SB,∞)
)
.
Using Proposition 7.2.2 we get:
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Lemma 8.6.1. The linear map MA¯ → MA¯ ⊗ M(0) (uA¯ 7→ uA¯ ⊗ 1A,0) and MB¯ →
M(0)⊗MB¯ (uB¯ 7→ 1B,∞ ⊗ uB¯) respectively induces an OD-module isomorphism
VAD(MA¯)′ ∼= VAD(MA¯ ⊗M(0)) and VBD(MB¯)′ ∼= VBD(M(0)⊗MB¯).
Corollary 8.6.2. There exists a canonical OD-module isomorphism
VD(MC)′ ∼= VAD(MA¯ ⊗M(0))⊗ VBD(M(0)⊗MB¯)
uA¯ ⊗ uB¯ 7→ (uA¯ ⊗ 1A,0)⊗ (1B,∞ ⊗ uB¯).
We now determine the kernel of OD-module homomorphism
VAD(MA¯ ⊗M(0))⊗ VBD(MB¯ ⊗M(0)) −→ VD(MC) −→ 0. (8.8)
Note that for any ∆ ≥ 0 the pair
ϕA,∆D = (z
−1
A dzA)
1−∆ ∈ (πAD)∗Ω1−∆CA
D
/D
(∗SA¯ − (∆− 1)SA,0) and
ϕB,∆D = (−t−1B dtB)1−∆ ∈ (πBD)∗Ω1−∆CB
D
/D
(∗SB¯ − (∆− 1)SB,∞)
defines an element ϕ∆D ∈ (πD)∗ω1−∆CD/D(∗S¯C) such that
(πD)∗ω
1−∆
CD/D
(∗S¯C) = (πD)∗ω1−∆CD/D(∗S¯C)′ ⊕OD ϕ∆D.
This gives rise to the splitting goutD (V ) = g
out ′
D (V ) ⊕ gout ′′D (V ) where gout ′′D (V ) is the
OD-module generated by jA¯,B¯
(
v ⊗ ϕ∆D
)
for all v ∈ V∆ (∆ ≥ 0).
Since [jA¯,B¯(v⊗ϕ∆D), gout ′D (V )] ⊂ gout ′D (V ) for all v ∈ V∆ the element jA¯,B¯(v⊗ϕ∆D) acts
on VD(MC)′, which action is also denoted by jA¯,B¯(v⊗ϕ∆D); more precisely jA¯(v⊗ϕA,∆D )
and jB¯(v ⊗ ϕB,∆D ) acts on VAD(MA¯)′ and VBD(MB¯)′, respectively. The corresponding
action on VAD(MA¯ ⊗ M(0)) and VBD(M(0) ⊗ MB¯) through the isomorphism given in
Lemma 8.6.1 is described as follows: recall that these isomorphisms are induced from
linear maps uA¯ 7→ uA¯ ⊗ 1A,0 (uA¯ ∈ MA¯) and uB¯ 7→ 1B,∞ ⊗ uB¯ (uB¯ ∈ MB¯). The linear
map jA¯(v⊗ϕA,∆D ) on VAD(MA¯⊗M(0)) sends uA¯⊗1A,0 to jA¯(v⊗ϕA,∆D )uA¯⊗1A,0 ≡ −uA¯⊗
J0(v)1A,0 mod g
A, out
D (V ) (MA¯ ⊗M(0)). By Theorem 7.2.3 there exists the canonical
isomorphism
VAD(MA¯ ⊗M(0)) ∼=
r⊕
i=0
VAD(MA¯ ⊗ Li)⊗W ∗i ,
on which the linear map jA¯(v ⊗ ϕA,∆) sends uA¯ ⊗ 1A,0 to −uA¯ ⊗ J0(v)1A,0 = −uA¯ ⊗
1A,0J0(v) where 1A,0J0(v) indicates the right action of A0(V ) to 1A,0. More precisely
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the linear map jA¯(v⊗ϕA,∆) coincides with the right A0(V ) action on each component
W ∗i (0 ≤ i ≤ r); the set gout ′′D (V )VD(MA¯ ⊗M(0)) is linearly spanned by
−
r⊕
i=0
VAD(MA¯ ⊗ Li)⊗ w∗i J0(v) for all w∗i ∈ W ∗i , v ∈ V∆, ∆ ≥ 0.
Applying the exactly same argument to VBD(MB¯)′ we see that gout ′′D (V )VD(M(0)⊗MB¯)
is linearly spanned by
r⊕
i=0
VBD(Li ⊗MA¯)⊗ w∗i θ (J0(v)) for all w∗i ∈ W ∗i , v ∈ V∆, ∆ ≥ 0.
So VD(MC) is isomorphic to
r⊕
i, j=0
VAD(MA¯ ⊗ Li)⊗ VBD(Lj ⊗MB¯)⊗
(
W ∗i ⊗W ∗j /I(W ∗i ,W ∗j )
)
where I(W ∗i ,W ∗j ) is the vector space which is linearly spanned by −w∗i J0(v) ⊗ w∗j +
w∗i ⊗ w∗j · θ (J0(v)) for all v ∈ V∆ (∆ ≥ 0) and w∗i ∈ Wi (0 ≤ i ≤ r). We now see that
W ∗i ⊗W ∗j /I(W ∗i ,W ∗j ) ∼= HomA0(V )(Wi, D(Wj)) =
{
C (i = j†),
0 (i 6= j†)
by Schur’s lemma.
8.7 Proof of the glueing isomorphism
We now prove Theorem 8.4.5; by Lemma 8.4.2 and Theorem 8.4.3 it suffices to construct
the OD[[q]]-module isomorphism Φ such that the following diagram commutes
Φ : V̂U(MC) −→
r⊕
i=0
VAD(MA¯ ⊗ Li)⊗OD VBD(Li† ⊗MB¯)⊗ C[[q]]y y
Φ¯ : VD(MC) −→
r⊕
i=0
VAD(MA¯ ⊗ Li)⊗OD VBD(Li† ⊗MB¯),
and Φ is compatible with the Θ(− logD) action, where Φ is OD-module isomorphism
given in Theorem 8.4.3.
For any simple V -module L there exists a complex number ∆ such that L =⊕∞
d=0 L(d), L(d) = { u ∈ Li | T (0)u = (∆ + d)u} and dim L(d) < ∞. We denote
such a complex number for the simple V -modules Li by ∆i. Let L
† be the contra-
gredient dual of L. For each homogeneous space L(d) and L†(d) we fix the dual basis
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{ud, 1, . . . , ud, ℓd} ⊂ L(d) and {u1d, . . . , uℓdd } ⊂ L†(d) with respect to the canonical dual
pairing. We now define the element in L⊗ L† ⊗ C[[q]] by
Ω(L) =
∞∑
d=0
(∑
j
ud, j ⊗ ujd ⊗ qd
)
.
Lemma 8.7.1. For any v ∈ V∆ and n ∈ Z
(Jn(v)⊗ 1− 1⊗ θ (Jn(v)) qn) Ω(L) = 0.
Proof. It suffices to show that
〈 (Jn(v)⊗ 1)Ω(L), ud1,j1 ⊗ uj2d2 〉 = 〈 (1⊗ θ (Jn(v)) qn)Ω(L), ud1,j1 ⊗ uj2d2 〉.
By definition
〈 (Jn(v)⊗ 1)Ω(L), ud1,j1 ⊗ uj2d2 〉 = 〈 Jn(v)ud1,j1, uj2d2 〉qd1 and
〈 (1⊗ θ (Jn(v)) qn)Ω(L), ud1,j1 ⊗ uj2d2 〉 = 〈 ud1,j1, θ (Jn(v))uj2d2 〉qd2+n,
so that the right hand sides are zero if d1 6= d2 + n by definition of the dual pairing,
and those two coincide if d1 = d2 + n by definition of the contragredient module.
We set Ωi = Ω(Li) for 0 ≤ i ≤ r and define the linear map
MA¯ ⊗MB¯ −→ MA¯ ⊗MB¯ ⊗ Li ⊗ Li† ⊗ C[[q]]
uA¯ ⊗ uB¯ 7−→ uA¯ ⊗ uB¯ ⊗ Ωi .
In order to see that this linear map induces an OD[[q]]-module homomorphism
V̂U(MC)→ VAD(MA¯ ⊗ Li)⊗ VBD(Li† ⊗MB¯)⊗OD[[q]],
it suffices to show that jA¯,B¯(v⊗ϕ)(uA¯⊗uB¯)⊗Ωi = jA⊔B(v⊗ϕ)(uA¯⊗uB¯⊗Ωi) for any
v ∈ V∆ and ϕ ∈ π∗ω1−∆CU/U (∗SC), or equivalently
(jA,0(v ⊗ ϕ) + jB,∞(v ⊗ ϕ)) Ωi = 0 for all i. (8.9)
Using the expansion (8.6) and (8.7) of ϕ on V 01 and V
∞
1 , respectively, we see that
jA,0(v ⊗ ϕ) =
∞∑
n=0
(∑
j≥−n
ϕAj+n+∆−1,nJj(v)
)
qn and
jB,∞(v ⊗ ϕ) = (−1)∆
∞∑
n=0
(∑
j≥−n
ϕBj+n,n+∆−1θ(Jj(v))q
j
)
qn.
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Then the relation (8.9) follows from (8.5) and Lemma 8.7.1.
Now the OD[[q]]-module homomorphism Φ is induced by the map uA¯ ⊗ uB¯ 7−→∑r
i=0 uA¯ ⊗ uB¯ ⊗ Ωi. By the proof of Theorem 8.4.3 it follows that Φ|q=0 = Φ¯ so that
Φ is an isomorphism since Φ¯ is an isomorphism.
Finally we show that the map Φ is compatible with the Θ̂U(− logD) action, i.e.,
∑
b∈B¯
wB,b ρB,b(T (−1))uA¯ ⊗ uB¯ ⊗ Ω =
(
q
∂
∂q
+∆−
∑
b∈B¯
ρB,b(T (0))
)
uA¯ ⊗ uB¯ ⊗ Ω.
To this end it suffices to prove that for any uB¯ ∈MB¯ and ud ∈ L†(d )
∑
b∈B¯
wB,b ρB,b(T (−1))uB¯ ⊗ ud ≡
(
∆+ d−
∑
b∈B¯
ρB,b(T (0))
)
uB¯ ⊗ ud (8.10)
on VBD(L† ⊗MB¯). Since zB(dzB)−1 ∈ ΘD×P1/D it follows that jB(T ⊗ zB(dzB)−1)uB¯ ⊗
ud ≡ 0 on VBD(L† ⊗MB¯), which shows (8.10) since
jB,b(T ⊗ zB(dzB)−1) =
{
wB,bT (−1) + T (0) (b 6=∞),
−T (0) (b =∞).
8.8 Remark
The definition of sheaves of conformal blocks over the partial compactification of the
moduli space of N -pointed projective lines is generalized to the one over the moduli
space of N -pointed stable curves of genus zero, and the local freeness of sheaves of
conformal blocks can be proved. Then it follows that the category of V -modules is
rigid braided tensor category ([BK], [KL1], [KL2]). Details will be discussed in the
subsequent papers.
9 Semisimplicity of the category Mod(V )
In this section we will show:
Theorem 9.0.1. Let V be a chiral vertex operator algebra which satisfies the condi-
tion III . Then Mod (V ) is a semisimple category and the functor HW : Mod (V ) →
Mod (A0(V )) gives an equivalence of categories.
The rest of this section is devoted to the proof of Theorem 9.0.1. For this purpose
we prepare lemma and propositions.
Recall thatM(0) = U(V )⊗F 0U(V )A0(V ) is canonically a right A0(V )-module, which
induces a left A0(V )-action on HomU(V )(M(0),M).
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Lemma 9.0.2. Let M be a V -module.
(1) Let ϕ ∈ HomU(V )(M(0),M). Then ϕ(1) ∈ HW(M) and the linear map
HomU(V )(M(0),M)→HW(M) (ϕ 7→ ϕ(1))
is an A0(V )-module isomorphism.
(2) The canonical pairing 〈 , 〉 : D(M) ×M → C induces a nondegenerate pairing
〈 , 〉 : CHW(D(M))×HW(M)→ C.
Proof. The statement (1) follows from the definition of M(0). For the statement
(2) we see that 〈 g(V )f<0D(M),HW(M)〉 = 0 as θ(g(V )f<0) = g(V )f>0, so that the
canonical pairing induces a pairing between CHW(D(M)) and HW(M). We now fix
m ∈ HW(M) and suppose that 〈CHW(D(M)), m〉 = 0. Then we see that 〈ϕ,m〉 = 0
for all ϕ ∈ D(M) and that m = 0 since the dual pairing between D(M) and M is
nondegenerate.
Proposition 9.0.3. Let V be a chiral vertex operator algebra which satisfies the con-
dition III , and M be a V -module.
(1) If M is semisimple then M = U(V )HW(M).
(2) There exists a unique maximal semisimple submodule M0 of M . The submodule
M0 satisfies HW(M0) ∼= HW(M).
(3) There exists a unique maximal semisimple quotient module M¯ of M . The quotient
module M¯ satisfies CHW(M¯) ∼= CHW(M)
Proof. (1) Note that HW(M) 6= 0 by Lemma 3.3.4. If M is a simple V -module then
M = U(V )HW(M). We now suppose that M is semisimple and let M = ⊕aMa be
the irreducible decomposition. Then we see that HW(M) = ⊕aHW(Ma) and that
U(V )HW(M) =⊕a U(V )HW(Ma) = M .
(2) Since A0(V ) is semisimple the A0(V )-module HW(M) is completely reducible;
HW(M) = ⊕iWi . We now set M0 = U(V )HW(M) = ⊕i U(V ) ⊗F 0U(V ) Wi , which
is a semisimple V -submodule of M by the condition III and HW(M0) = HW(M).
Let N be a semisimple V -submodule of M . Then HW(N) ⊂ HW(M) and N =
U(V )HW(N) ⊂ U(V )HW(M) = M0 by (1).
(3) Let D(M)0 be the unique maximal semisimple V -submodule of D(M) and set
M¯ = D(D(M)0). Then the V -module exact sequence 0 → D(M)0 → D(M) yields
the V -modules exact sequence 0 ← M¯ ← M , which shows that M¯ is a semisimple
quotient module of M . By (2) we see that HW(D(M)0) ∼= HW(D(M)), and that
CHW(M¯) ∼= CHW(M) by Lemma 9.0.2 (2). Now let M → N¯ → 0 be a semisimple
quotient of M . Then we see that CHW(M) → CHW(N¯) → 0, and by Lemma 9.0.2
(2) that 0 → HW(D(N¯)) → HW(D(M)) ∼= HW(D(M)0). So 0 → D(N¯) → D(M)0
by (1), which shows M¯ → N¯ → 0, i.e., M¯ is the maximal semisimple quotient.
59
Proposition 9.0.4. Let V be a chiral vertex operator algebra which satisfies the con-
dition III , and M be a V -module.
(1) The linear map ι : M → V(∞, 0)(M(0)⊗M) defined by m 7→ 1∞⊗m for all m ∈M
induces an isomorphism of vector spaces CHW(M) ∼= V(∞, 0)(M(0)⊗M).
(2) The canonical projection π : M → M¯ induces an isomorphism V(∞, 0)(M(0)⊗M) ∼=
V(∞, 0)(M(0)⊗ M¯).
(3) Let L be a simple V -module. Then V(∞, 0)(L ⊗ M) ∼= V(∞, 0)(L ⊗ M¯) for any
V -module M .
(4) Let M∞, M0 be V -modules and M¯0 be the maximal semisimple quotient of M0.
Then there exist vector space isomorphisms
V(∞, 0)(M∞ ⊗M0) ∼= V(∞, 0)(M∞ ⊗ M¯0),
HomU(V )(M
0,M∞) ∼= HomU(V )(M¯0,M∞).
Proof. (1) By Proposition 7.2.2 we have the isomorphism
M/j0
(⊕∞
∆=0 V∆ ⊗H0(P1,Ω1−∆(∗[0]−∆[∞])
)
M ∼= V(∞, 0)(M(0)⊗M)
m 7→ 1∞ ⊗m.
Since ϕn = z
−n+∆−1(dz)1−∆ (n > 0) form a topological basis of H0(P1,Ω1−∆(∗[0] −
∆[∞])) and j0(v ⊗ ϕn) = J−n(v) for all v ∈ V∆ we see that
j0
(
∞⊕
∆=0
V∆ ⊗H0(P1,Ω1−∆(∗[0]−∆[∞])
)
M = g(V )f<0M.
The second statement follows from the first statement and Proposition 9.0.3 (3).
(3) Let Li (0 ≤ i ≤ r) be the complete list of simple V -modules. Since M(0) =
U(V ) ⊗F 0U(V ) A0(V ) ∼=
⊕
i Li ⊗W ∗i as a V -module we see that V(∞,0)(M(0) ⊗M) ∼=⊕
i V(∞,0)(Li ⊗M) ⊗W ∗i and V(∞,0)(M(0) ⊗ M¯) ∼=
⊕
i V(∞,0)(Li ⊗ M¯)⊗W ∗i , so that
V(∞,0)(Li ⊗M) ∼= V(∞,0)(Li ⊗ M¯) for all i.
(4) Let α, β be distinct points on P1 such that α, β 6= 0,∞. Then by Theorem 5.6.1
there is an isomorphism V(∞, 0)(M∞ ⊗M0) ∼= V(∞, α, β, 0)(M∞ ⊗ V ⊗ V ⊗M0). Using
the factorization property (Theorem 8.4.3) and the statement (3) we see that
V(∞, 0)(M∞ ⊗M0)
∼=
⊕
i
V(∞, α, 0)(M∞ ⊗ V ⊗D(Li))⊗ V(∞, β, 0)(Li ⊗ V ⊗M0) (the factorization)
∼=
⊕
i
V(∞, α, 0)(M∞ ⊗ V ⊗D(Li))⊗ V(∞, β, 0)(Li ⊗ V ⊗ M¯0) by (3)
∼= V(∞, 0)(M∞ ⊗ M¯0) (the factorization).
The second isomorphism follows from Proposition 5.9.1
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To prove the theorem it suffices to show:
Proposition 9.0.5. Let V be a chiral vertex operator algebra which satisfies the con-
dition III and M be a V -module. Then the maximal semisimple quotient module M¯ of
M is isomorphic to M as V -modules.
Proof. Let π : M → M¯ be the canonical projection. It suffices to show that there
exists f ∈ HomU(V )(M¯,M) such that f ◦ π = idM . Then the canonical projection π is
injective, i.e., π is an isomorphism, and that M is semisimple. The existence of such a
homomorphism f follows from the proof of Proposition 9.0.4 (4).
A Appendix
A.1 Examples
Several chiral vertex operator algebras which satisfy all conditions required in this
paper are known. By way of example we give affine chiral vertex operator algebras and
minimal Virasoro chiral vertex operator algebras.
Example A.1.1. (Affine chiral vertex operator algebras) Let g be a finite dimensional
simple Lie algebra over C of rank n, and let gˆ = C[t, t−1]⊗g⊕CK be the corresponding
affine Lie algebra. We denote by {Λ0, . . . ,Λn} the set of fundamental weights for gˆ,
and by P k+ the set of all level k dominant integral weights. We denote by L(Λ) the
irreducible highest weight module of gˆ with highest weight Λ. It is known that if
k 6= −h∨, 0 then Lg,k = L(kΛ0) has a structure of chiral vertex operator algebra where
h∨ is the dual Coxeter number of g ([TK, Theorem 2.9]). The energy-momentum tensor
T (z) of Lg,k is the Sugawara form. The Lg,k is called an affine chiral vertex operator
algebra .
The case that the level k is a positive integer has a particular interest. The affine
chiral vertex operator algebra Lg,k then satisfies C2-condition ([TUY, Theorem 4.2.4]).
Let eθ be an element in the root space gθ of the maximal root θ. Then it is known
([FZ]) that
A0(V ) = U(g)/〈ek+1θ 〉 ∼=
⊕
(λ,θ)≤k
Lλ ⊗ L∗λ
where λ ∈ h∗ is an integrable weight and Lλ is the simple g-module with the highest
weight λ. In particular, A0(V ) is semisimple. Any V -module is an integrable gˆ-module
from the category O ([TK]). Then the complete reducibility theorem for integrable
gˆ-modules (Theorem 10.7 in [K]) shows that any V -module induced from a simple
A0(V )-module is simple. So the affine chiral vertex operator algebra Lg,k satisfies the
condition III . The simple gˆ-module L(Λ) (Λ ∈ P k+) is a simple V -module and any simple
V -module is isomorphic to L(Λ) for a suitable Λ ∈ P k+.
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Example A.1.2. (The Virasoro vertex operator algebras) Let Vir =⊕n∈Z CT (n)⊕CC
be the Virasoro algebra. We denote by M(c, h) the Verma module for the Virasoro
algebra with a highest weight h ∈ C and central charge c ∈ C. Let vh,c be the
highest weight vector so that Lnvh,c = δn,0hvh,c (n ≥ 0) and Cvh,c = cvh,c. The Verma
module M(c, h) is a free U(Vir−)-module of rank one with the generator vh,c where
Vir− = ⊕n∈Z>0 CT (−n). Let L(c, h) be the irreducible quotient of M(c, h). Then it
is known that L(c, 0) has a structure of chiral vertex operator algebra ([BPZ], [BFM]).
In conformal field theory the Virasoro chiral vertex operator algebra with specific
central charge is extensively studied. Let p, q be relatively prime integers such that
1 < p < q and set cp,q = 1 − 6(p − q)2/pq. For any integers r and s such that
0 < r < p, 0 < s < q we denote hp,q;r,s = {(rq − sp)2 − (p − q)2}/4pq ; note that
hp,q;r,s = hp,q;p−r,q−s. The module L(cp,q, hp,q;r,s) for the Virasoro algebra is called a
minimal series, and in particular, L(cp,q, 0) is called the minimal Virasoro chiral vertex
operator algebra. The minimal series L(cp,q, 0) satisfy C2-condition ([BFM]).
Let V = L(c, 0) be the Virasoro chiral vertex operator algebra with central charge
c ∈ C. For c 6= cp,q the zero-mode algebra is the polynomial ring C[x] , while for
c = cp,q the zero-mode algebra is a finite dimensional commutative algebra;
A0(V ) = C[x]/〈Gp,q(x)〉, Gp,q(x)2 =
∏
0<r<p
0<s<q
(x− hp,q;r,s)
where Gp,q(x) is a polynomial such that degGp,q = (1/2)(p− 1)(q − 1) ([FF], [BFM]).
For c = cp,q any V -module is completely reducible ([BFM]) so that V satisfies the
condition III . The Virasoro module L(cp,q, hp,q:r,s) is a simple V -module and any simple
V -module is isomorphic to one of the minimal series.
A.2 Zhu’s algebras via sheaves of covacua
It is stated in [FZ] without proof that Zhu’s algebra is isomorphic to the zero-mode
algebra (Remark after Proposition 1.4.2 in [FZ, page 13], also see [BN]). Here we give
a proof of the isomorphism between Zhu’s algebra and the zero-mode algebra using a
space of covacua associated to 3 points ∞, −1 and 0.
We first recall definition of Zhu’s algebra Az(V ). Let V be a chiral vertex operator
algebra and O(V ) be the vector subspace of V , which is linearly spanned by vectors
v1 ◦ v2 = Res
z=0
J(v1, z)v2
(1 + z)∆1
z2
dz =
∆1∑
n=0
(
∆1
n
)
J−n−1(v1)v2
for all v1 ∈ V∆1, v2 ∈ V∆2.
Definition A.2.1. For any v1 ∈ V∆1 and v2 ∈ V we define the binary operation v1 ∗ v2
by
v1 ∗ v2 = Res
z=0
J(v1, z)v2
(1 + z)∆1
z
dz =
∆1∑
n=0
(
∆1
n
)
J−n(v1)v2,
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and extend this to the bilinear operation V × V → V .
The following fundamental results are found in [Z1].
Proposition A.2.2. Let V be a chiral vertex operator algebra.
(1) O(V ) ∗ V ⊂ O(V ) and V ∗O(V ) ⊂ O(V ).
(2) (T (−1) + T (0))v ∈ O(V ) for all v ∈ V .
(3) (v1 ∗ v2) ∗ v3 − v1 ∗ (v2 ∗ v3) ∈ O(V ) for all v1, v2, v3 ∈ V .
(4) For all v1 ∈ V∆1 , v2 ∈ V∆2 and m ≥ n ≥ 0
Res
z=0
J(v1, z)v2
(1 + z)∆1+n
z2+m
dz ∈ O(V ).
(5) For all v1 ∈ V∆1 and v2 ∈ V∆2
v1 ∗ v2 ≡ Res
z=0
J(v2, z)v1
(1 + z)∆2−1
z
dz mod O(V ).
The proposition, in particular, shows:
Proposition A.2.3. The quotient vector space Az(V ) = V/O(V ) is an associative
algebra with a unit |0〉+O(V ) by the multiplication induced by the operation ∗.
Definition A.2.4. The associative algebra Az(V ) is called Zhu’s algebra. We use the
notation [v] = v +O(V ), i.e., [ ] : V → Az(V ) denotes the canonical projection.
We next construct a vector space isomorphism between Zhu’s algebra and a space
of covacua.
Definition A.2.5. Let Dz = [∞] + [−1] be the divisor on P1 and O(Dz) be the vector
subspace of V , which is linearly spanned by j0(v ⊗ ϕ)u for all v ∈ V∆, u ∈ V and ϕ ∈
H0(P1,Ω1−∆(∗[0]−∆Dz)). We define a quotient vector space by A(Dz) = V/O(Dz).
For any ∆ ∈ Z≥0 and integer m, n we set
ϕm,n =
(z + 1)∆+n
z2+m
(dz)1−∆.
The ϕm,n (m ≥ n ≥ 0) form a topological basis of H0(P1,Ω1−∆(∗[0] − ∆Dz)). On
the one hand we see that O(V ) ⊂ O(Dz) by definition of O(V ). On the other hand
O(Dz) ⊂ O(V ) by Proposition A.2.2 (4) so that O(V ) = O(Dz):
Proposition A.2.6. Az(V ) = A(Dz).
We now define a space of covacua which is isomorphic to the vector space Az(V ).
Let A = {∞, −1, 0 } and wA = (∞,−1, 0). Let M(Dz) = M∞ ⊗M−1 ⊗M0 where
M∞ = M(0), M−1 = M(0) and M0 = V . We set VA(Dz) = M(Dz)/goutwA(V )M(Dz).
Recall that M(0) = U(V )/U(V )F 1U(V ). We denote the unit 1 + U(V )F 1U(V ) by 1∞
and 1−1 for M
∞ and M−1, respectively.
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Proposition A.2.7. The linear map V → M(Dz) (u 7→ 1∞⊗1−1⊗u) induces a linear
isomorphism Az(V ) ∼= VA(Dz).
Proof. We show that any element ofM(Dz) is congruent to 1∞⊗1−1⊗u for a suitable
u ∈ V modulo goutwA(V )M(Dz) and 1∞⊗1−1⊗u1 ≡ 1∞⊗1−1⊗u2 mod goutwA(V )M(Dz)
if and only if u1 − u2 ∈ O(V ).
Using the same argument in the proof of Theorem 5.8.1 we see that the linear map
V →M(Dz) (u 7→ 1∞⊗ 1−1⊗ u) induces a surjective linear map ι : V → VA(Dz). For
any v ∈ V∆ and ϕ ∈ H0(P1,Ω1−∆(∗[0] − ∆Dz)) we see that j∞(v ⊗ ϕ), j−1(v ⊗ ϕ) ∈
F 1U(V ), and that
1∞ ⊗ 1−1 ⊗ j0(v ⊗ ϕ)u = jA(v ⊗ ϕ)(1∞ ⊗ 1−1 ⊗ u) ∈ goutwA(V )M(Dz).
Now the map ι induces a well-defined surjective linear map Az(V ) → VA(Dz), which
is also denote by ι.
For the injectivity of ι we will prove that the dual map ι∗ : VA(Dz)∗ → Az(V )∗ is
surjective. By using the same argument given in the proof of Proposition 7.2.2 we can
show that for any Φ ∈ Az(V )∗ there exists a system of current correlation functions
{Φm}∞m=0 associated to Φ such that
Φm(v1, . . . , vm; u)(z1,... ,zm)
∈ H0((P1)m,Ω⊠mi=1∆i(
∑
i
∗Di +
∑
i 6=j
∗Di, j +
∑
i
∆iDi,−1 +
∑
i
∆iDi,∞)).
where Di = {zi = 0}, Di,j = {zi = zj}, Di,−1 = {zi = −1} and Di,∞ = {zi = ∞} are
divisors. Let us denote
Φm = 〈Φ|J(v1, z1) · · ·J(vm, zm)|v〉(dz1)∆1 · · · (dzm)∆m .
We now define Φ˜ ∈ HomC(M(Dz),C) by
Φ˜(θ (Jm1(v1)) · · · θ (Jmk(vk)) 1∞ ⊗ Jn1(u1) · · ·Jnℓ(uℓ)1−1 ⊗ v)
=
(
1
2π
√−1
)k+ℓ ∮
|z1|=r1
· · ·
∮
|zk|=rk
∮
|w1+1|=s1
· · ·
∮
|wℓ+1|=sℓ
× 〈Φ|J(vk, zk) · · ·J(v1, z1)J(uℓ, wℓ) · · ·J(u1, w1)|v〉
× znk+|vk|−1k · · · zn1+|v1|−11 (wℓ + 1)mℓ+|uℓ|−1 · · · (w1 + 1)m1+|u1|−1 dwℓ · · · dw1dzk · · ·dz1 ,
where rk > rk−1 > . . . > r1 > 2 and 1 > s1 > s2 > . . . > sℓ > 0. Then Φ˜ induce an
element of VA(Dz)∗ such that ι∗(Φ˜) = Φ.
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Proposition A.2.8. Let V be a chiral vertex operator algebra and A0(V ) be its zero-
mode algebra. Let o : V → A0(V ) be the linear map defined by o(v) = [J0(v)].
(1) The vector space O(V ) is in the kernel of the map o, and the induced map o :
Az(V )→ A0(V ) is surjective.
(2) The linear map o : Az(V )→ A0(V ) is an algebra homomorphism.
Proof. For any v1 ∈ V∆1 and v2 ∈ V∆2 we see that
J0(v1 ◦ v2)
=
∆1∑
n=0
(
∆1
n
)
Res
z=0
J(J−n−1(v1)v2, z)z
∆2+n dz
=
∆1∑
n=0
(
∆1
n
)
Res
z=0
Res
w=z
J(J(v1, w − z)v2, z)(w − z)∆1−n−2z∆2+n dwdz
= Res
z=0
Res
w=z
J(J(v1, w − z)v2, z)(w − z)−2w∆1z∆2 dwdz
=
∞∑
n=0
(−2
n
)
Res
z=0
Res
w=0
J(v1, w)J(v2, z)z
∆2+nw∆1−n−2 dwdz
−
∞∑
n=0
(−2
n
)
Res
w=0
Res
z=0
J(v2, z)J(v1, w)z
∆2−n−2w∆1+n dzdw
=
∞∑
n=0
(−2
n
)
(J−n−1(v1)Jn+1(v2)− J−n−1(v2)Jn+1(v1)) ∈
∑
n≥1
F−nU(V ) · F nU(V ).
Thus the map o : Az(V )→ A0(V ) is well-defined and is surjective by Proposition 3.3.2.
We note that
J0(v1 ∗ v2) =
∆1∑
n=0
(
∆1
n
)
Res
z=0
J(J−n(v1)v2, z)z
∆2+n−1 dz
=
∆1∑
n=0
(
∆1
n
)
Res
z=0
Res
w=z
J(J(v1, w − z)v2, z)(w − z)∆1−n−1z∆2+n−1 dwdz
= Res
z=0
Res
w=z
J(J(v1, w − z)v2, z)(w − z)−1z∆2−1w∆1 dwdz (=: I).
On the one hand J(J(v1, w − z)v2, z) = J(v1, w)J(v2, z) (|w| > |z| > 0), and on the
other hand J(J(v1, w − z)v2, z) = J(v2, w)J(v1, z) (|z| > |w| > 0); we then see that
I =
∞∑
n=0
Res
z=0
Res
w=0
J(v1, w)J(v2, z)z
∆2+n−1w∆1−n−1 dwdz
−
∞∑
n=0
Res
w=0
Res
z=0
J(v2, z)J(v1, w)z
∆2−n−2w∆1+n dzdw
=
∞∑
n=0
J−n(v1)Jn(v2)−
∞∑
n=0
J−n−1(v2)Jn+1(v1),
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and that J0(v1 ∗ v2) ≡ J0(v1)J0(v2) mod
∑
n≥1 F
−nU(V ) · F nU(V ).
Recall that there exists a U(V )-module isomorphism M(0) ∼= U(V )⊗F 0U(V )A0(V ),
which defines the canonical right A0(V )-module structure on M(0).
Definition A.2.9. We define the linear map σ−1 : A0(V ) → VA(DZ) ∼= Az(V ) and
σ∞ : A0(V ) → VA(DZ) ∼= Az(V ) by a 7→ 1∞ ⊗ a ⊗ |0〉 and a 7→ a ⊗ 1−1 ⊗ |0〉 for all
a ∈ A0(V ), respectively.
Proposition A.2.10. The map σ−1, σ∞ : A0(V ) → Az(V ) is respectively an algebra
and an anti-algebra homomorphism such that σ−1([J0(v)]) = [v] and σ∞([θ(J0(v))]) =
[v] for all v ∈ V∆.
Proof. We first prove the second assertion. For ϕ = z−1(1 + z)∆−1(dz)1−∆ and any
v ∈ V∆ we see that j−1(v ⊗ ϕ)1−1 = −J0(v)1−1, and that
1∞ ⊗ [J0(v)]1−1 ⊗ |0〉 = −1∞ ⊗ j−1(v ⊗ ϕ)1−1 ⊗ |0〉
≡ 1∞ ⊗ 1−1 ⊗ Res
z=0
J(v, z)|0〉(1 + z)
∆−1
z
dz mod goutwA(V )M(Dz)
≡ 1∞ ⊗ 1−1 ⊗ v.
On the other hand, for any v ∈ V∆ take ϕ = z−1(1 + z)∆ (dz)1−∆. Then we see that
j∞ (v ⊗ ϕ)1∞ = −θ (J0(v))1∞, and that
θ (J0(v))1∞ ⊗ 1−1 ⊗ |0〉 = −j∞(v ⊗ ϕ)1∞ ⊗ 1−1 ⊗ |0〉
≡ 1∞ ⊗ 1−1 ⊗ Res
z=0
J(v, z)|0〉(1 + z)
∆
z
dz mod goutwA(V )M(Dz)
= 1∞ ⊗ 1−1 ⊗ v.
Similarly we find that
1∞ ⊗ [J0(v1)] [J0(v2)] 1−1 ⊗ |0〉 ≡ 1∞ ⊗ 1−1 ⊗ v1 ∗ v2 and
[θ(J0(v1))] [θ(J0(v2))]1∞ ⊗ 1−1 ⊗ |0〉 ≡ 1∞ ⊗ 1−1 ⊗ v2 ∗ v1,
which show the first assertion, where we also use the fact θ2(J0(v)) = J0(v) (see
§ 4.1).
Theorem A.2.11. Let V be a chiral vertex operator algebra and A0(V ) be its zero-
mode algebra. Then o : Az(V )→ A0(V ) is an algebra isomorphism.
Proposition A.2.12. The map θ : A0(V ) → A0(V ) (J0(v) 7→ θ(J0(v))) is well-
defined, and is anti-algebra involution.
Proof. By the isomorphism A0(V ) ∼= VA(DZ) the map θ is well-defined. Since σ−1 =
σ∞ ◦ θ we see that θ is an anti-algebra homomorphism.
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