Transformation techniques towards the factorization of non-rational 2×2 matrix functions  by Ehrhardt, Torsten & Speck, Frank-Olme
Linear Algebra and its Applications 353 (2002) 53–90
www.elsevier.com/locate/laa
Transformation techniques towards the
factorization of non-rational 2 × 2 matrix
functions
Torsten Ehrhardt a, Frank-Olme Speck b,∗
aFakultät für Mathematik, Technische Universität Chemnitz, 09107 Chemnitz, Germany
bDepartamento de Matemática, Instituto Superior Técnico, 1049-001 Lisboa, Portugal
Received 24 September 2001; accepted 22 December 2001
Submitted by L. Rodman
Abstract
For the Wiener–Hopf factorization of 2 × 2 matrix functions G defined on a closed Car-
leson curve, transformationsG → UGV whereU and V are invertible rational 2 × 2 matrix
functions are important. In the first part of this paper we establish a classification scheme
for 2 × 2 matrix functions, which is based on such transformations. We determine invariants
under these transformations and describe those matrix functions which can be transformed to
triangular or Daniele–Khrapkov form.
In the second part we consider special rational transformations and study the same prob-
lem. For instance, we consider transformations where U and V are rational matrix functions
that are analytic and invertible on an open neighborhood of . In the more complicated, but
for factorization theory important case where U and V are rational matrix functions that are
analytic and invertible on an open neighborhood of the closure of the domain inside of  or
outside of , respectively, the answer is slightly different.
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1. Introduction
Let  be a closed Carleson curve in the complex plane C, i.e., a rectifiable curve
in C which is homeomorphic to the unit circle {z ∈ C : |z| = 1} and satisfies the
condition
sup
z∈
sup
ε>0
|(z, ε)|
ε
<∞. (1.1)
Here |(z, ε)| denotes the Lebesgue length measure of the subset (z, ε) = {t ∈  :
|t − z| < ε} of . The curve  divides the complex sphere C = C ∪ {∞} into two
domains D+ and D− such that ∞ ∈ D−. We may assume without loss of generality
that 0 ∈ D+.
For 1 < p <∞ and a weight functionω on, letLp(, ω) stand for the weighted
Lebesgue space of all measurable complex-valued functions f defined on  for which
‖f ‖Lp(,ω) =
(∫

|f (τ)ω(τ)|p|dτ |
)1/p
<∞.
Recall that a weight function is a measurable function ω : → [0,∞] such that the
preimage ω−1({0,∞}) has measure zero. A weight function is called a Muckenhoupt
weight on  (with respect to the exponent p) if ω ∈ Lp(), ω−1 ∈ Lq(), and
sup
z∈
sup
ε>0
(
1
ε
∫
(z,ε)
ω(t)p|dt |
)1/p (1
ε
∫
(z,ε)
ω(t)−q |dt |
)1/q
<∞, (1.2)
where p−1 + q−1 = 1.
If ω is a Muckenhoupt weight, then the singular integral operator S defined by
(Sf )(t) = 1
i
∫

f (τ)
τ − t dτ, t ∈ ,
is a linear bounded operator acting on the Banach spaceLp(, ω). Moreover, (S)2 =
I , and thus
P = I + S2 , Q =
I − S
2
, (1.3)
are bounded projections on the Banach spaces Lp(, ω). The image of P and the
image of Q plus the set of constant functions are denoted by
L
p
+(, ω) = imP|Lp(,ω), Lp−(, ω) = imQ|Lp(,ω)C. (1.4)
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For more information about Carleson curves, Muckenhoupt weights and the singular
integral operators defined on Carleson curves we refer the reader to the pioneering
papers [18,21] and the monograph [6].
Let L∞() denote the set of all Lebesgue measurable complex-valued and es-
sentially bounded functions on . A -factorization of an n× n matrix function
G ∈ L∞()n×n in the space Lp(, ω) is a representation of the form
G(t) = G−(t)(t)G+(t), t ∈ , (1.5)
where (t) = diag(tκ1 , . . . , tκn) is a diagonal matrix with κ1, . . . ,κn ∈ Z such that
the factors G+ and G− satisfy the following conditions (p−1 + q−1 = 1):
(i) G+ ∈ Lq+(, ω−1)n×n, G−1+ ∈ Lp+(, ω)n×n;
(ii) G− ∈ Lp−(, ω)n×n, G−1− ∈ Lq−(, ω−1)n×n;
(iii) the operator f → G−1+ −1P(G−1− f ), which is a well defined linear mapping
from the linear space of all rational vector functions with poles off  into
Lp(, ω)n, can be extended by continuity to a bounded operator acting from
Lp(, ω)n into Lp(, ω)n.
With regard to (iii) we remark that the set of all rational vector functions with poles
off  is a dense linear subspace of Lp(, ω)n.
If a function G admits a-factorization inLp(, ω), then the numbersκ1, . . . ,κn
are uniquely determined up to change of order and are called the partial indices of the
factorization of G in Lp(, ω). The factors G− and G+ are not uniquely determined.
However, the factors of two different factorizations are related with each other in
a simple way [29]. The sum of the partial indices is called the total index of the
factorization.
For G ∈ L∞()n×n, let T(G) denote the Toeplitz operator acting on Lp(, ω)n:
T(G) = PM(G)P +Q.
Here M(G) stands for the multiplication operator f (t) ∈ Lp(, ω)n → G(t)f (t) ∈
Lp(, ω)n. The definition of -factorization was suggested by Simonenko [40], and
it is motivated by the following result (see also [16,29,33]).
Theorem 1.1. A function G ∈ L∞()n×n admits a -factorization in Lp(, ω) if
and only if T(G) is a Fredholm operator on the space Lp(, ω)n. In this case, the
defect numbers are given by the formulas
dim ker T(G) = −
∑
κj<0
κj , dim ker(T(G))∗ =
∑
κj>0
κj .
Here A∗ stands for the adjoint of an operator A. A consequence of this theorem
is that the operator T(G) is invertible if and only if the function G admits a ca-
nonical -factorization, i.e., a -factorization where all partial indices are zero. The
notion of -factorization appears also in the theory of singular integral operators
M(G1)P +M(G2)Q.
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It is well known that the invertibility of the function G in the Banach algebra
L∞()n×n is necessary for the existence of a -factorization. We denote by
GL∞()n×n the group of all invertible elements of L∞()n×n.
The conditions (i) and (ii) on the factorsG+ andG− can be restated by saying that
G+ and G− can be identified with matrix functions which are analytic and invertible
on the domains D+ and D−, respectively, and which have a certain boundary beha-
vior near the curve . For a precise description of this boundary behavior see [34].
The main problems in factorization theory are:
(1) Under which conditions does a -factorization exist?
(2) What are the partial indices?
(3) How can one construct the factors of the factorization?
The solution of the first problem and the determination of the total index in the case
of piecewise continuous matrix functions of arbitrary matrix size n has a long history
and the complete answer (for arbitrary Muckenhoupt weights) has been given only
recently in [6]. In the scalar case (n = 1) the factors can be constructed explicitly.
However, in the matrix case (n > 1) the construction of the factors and even the
determination of the partial indices is a difficult problem. Results have been obtained
only for special classes of matrix functions, for instance, for
(a) rational matrix functions;
(b) functionally commutable matrix functions (i.e., matrix functions G for which
G(t)G(s) = G(s)G(t) for all t, s ∈ );
(c) lower (or upper) triangular matrix functions (under the assumption that the di-
agonal entries are functions that admit a -factorization);
(d) special cases of Daniele–Khrapkov matrix functions (where the degree of the
so-called deviator polynomial is small);
(e) very special cases of matrix functions with three rationally independent entries
(with particular algebraic relations).
A rational matrix function which belongs to GL∞()n×n admits always a -
factorization. The factors G+ and G− are again rational matrix functions. There also
exist methods for the construction of the factorization [16].
The factorization of functionally commutable matrix functions can be reduced
by a similarity transformation (with a constant matrix) to the factorization of diag-
onal matrix functions or particular triangular matrix functions. The formulas for the
factors are similar to those in the scalar situation with obvious modifications.
The factorization of triangular matrix functions (which satisfy the assumption
mentioned in (c)) can be accomplished by first factoring the (scalar) diagonal func-
tions, by then making an additive decomposition of the non-diagonal entries of the
resulting matrix function with the help of the projections P and Q, and finally by
factoring a remaining rational triangular matrix function. The factorizations of 2 × 2
triangular matrix functions was first studied by ˇCebotarev [15]. More recent work
can be found in [20].
For a general overview on the factorization of matrix functions (a)–(c) we refer to
the monograph [29].
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Daniele–Khrapkov matrix functions are 2 × 2 matrix functions which can be
written in the form
G(t) = a(t)I + b(t)R(t), (1.6)
where a and b are scalar functions and R is a polynomial 2 × 2 matrix function whose
trace is zero. The polynomial σ(t) = − detR(t) is called the deviator polynomial
and contains important information in regard to the factorization of G. The study of
Daniele–Khrapkov matrix functions is based upon the idea of commutative matrix
factorization in certain subalgebras. It began with the work of Khrapkov [24] and
Daniele [17] and was continued with the explicit solution of canonical diffraction
problems (see, e.g., [27,30,36,39,44] and the literature cited in the survey paper
[31]). Later on Daniele–Khrapkov matrix function were systematically treated in
[10,12,13,25,26,28,33,35], but the general case with deviator polynomial of arbitrary
degree is still open.
The literature about 2 × 2 matrix functions with three rational independent entries
(which are not suitably transformable into triangular matrix functions) is quite het-
erogeneous, incomplete and sometimes cumbersome, see, e.g., [1,4,5,11,14,19,22,
23,37,38,43].
The problem treated in this paper is motivated by the following observation.
Suppose that a certain 2 × 2 matrix function G can be transformed in some way
into another 2 × 2 matrix function Ĝ. Suppose that Ĝ belongs to a class of matrix
functions for which the factorization problems (1)–(3) can be solved. Assume also
that the transformation is of such a type that G is factorable if and only if Ĝ is
factorable and that the factorization of G can be obtained from the factorization of
Ĝ. Then the factorization problems for the matrix function Ĝ can be solved, too.
Let us introduce the following notation. By
• R we denote the field of all rational complex-valued functions;
• R0 we denote the algebra of all functions f ∈ R with poles off ;
• R+ we denote the algebra of all functions f ∈ R with no poles in D+ ∪ ;
• R− we denote the algebra of all functions f ∈ R with no poles in D− ∪ .
For R ∈ {R,R0,R+,R−}, let R2×2 stand for the algebra of all 2 × 2 matrices with
entries in R and let GR2×2 stand for the group of all invertible elements in R2×2.
Proposition 1.2. Let G ∈ L∞()2×2.
(a) Suppose that Ĝ(t) = U(t)G(t)V (t) with U,V ∈ GR2×20 . Then the function Ĝ
admits a -factorization if and only if the function G admits a -factorization.
(b) Suppose that Ĝ(t) = U−(t)G(t)V+(t) with U− ∈ GR2×2− and V+ ∈ GR2×2+ . If
G(t) = G−(t)(t)G+(t)
is a -factorization of G, then
Ĝ(t) = Ĝ−(t)(t)Ĝ+(t)
is a-factorization of Ĝ,where Ĝ−(t)=U−(t)G−(t) and Ĝ+(t)=G+(t)V+(t).
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Proof. Assertion (a) follows from Theorem 1.1 by making use of the formula
T(AB) = T(A)T(B)+ PM(A)QM(B)P, where the operator PM(A)Q
M(B)P is compact if A or B is a continuous matrix function defined on . Assertion
(b) can be verified directly by the definition. 
Transformations of the form
G(t) → Ĝ(t) = U(t)G(t)V (t) with U ∈ GR2×20 , V ∈ GR2×20 (1.7)
are of importance in regard to the problem of the existence of a-factorization. There
also exists a procedure (which is related to the notion of meromorphic factorization
[8]) such that one can construct the factorization of G from a given factorization
of Ĝ. The disadvantage is, however, that the relation between the factors and the
partial indices of G and Ĝ, respectively, are not given explicitly. For details about
this procedure we refer to the monograph [29] and the papers [8,9]. Remark 3.5 in
[9] contains some historical background and earlier sources.
Transformations of the form
G(t) → Ĝ(t) = U−(t)G(t)V+(t) with U− ∈ GR2×2− , V+ ∈ GR2×2+ (1.8)
are of importance in regard to all factorization problems (1)–(3) provided that Ĝ
belongs to a class of matrix functions for which a factorization theory is known.
The idea of systematically considering transformations (1.8) in factorization the-
ory was (as to our knowledge) first taken up by Spitkovsky and Tashbaev [42]. They
gave a description of all 2 × 2 matrix functions which can be transformed by a
transformation (1.8) into a triangular matrix. Such matrix functions have at most
three rationally independent entries, and the rational dependence between the entries
is of a specific nature. As a matter of fact, the class of matrix functions G which can
be transformed by a (more general) transformation of the form
G(t) → Ĝ(t) = U(t)G(t)V (t) with U ∈ GR2×2, V ∈ GR2×2 (1.9)
into a triangular matrix coincides with the class described by Spitkovsky and Tash-
baev. Hence, in this sense, there is no difference between the application of the
transformations (1.9) and (1.8).
The systematic study of rational transformations into Daniele–Khrapkov matrix
functions in factorization theory was started by Prößdorf and one of the authors
in [35], continuing ideas developed in [32]. This paper contains, for example, the
result that an invertible 2 × 2 matrix function (with entries belonging to the Wiener
algebra defined on the unit circle) can be transformed by a transformation (1.7)
into a Daniele–Khrapkov matrix function if and only if the matrix function has at
most two rational independent entries. However, there is one exceptional case (for
which this statement still holds), which the authors of [35] forgot to discuss com-
pletely. This exceptional case will be described and referred to as the class (II0) later
on in this paper.
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In view of Proposition 1.2, the significance of transformations (1.9) for the factor-
ization problems (1)–(3) might not be clear at this moment. However, as will turn out
in this paper, such transformations can be taken as a basis for a useful and transparent
classification scheme for 2 × 2 matrix functions with rationally dependent entries.
There exist invariants under these transformations, which appear also in this clas-
sification scheme. These invariants seem to be important both for the factorization
theory and for the transformations (1.8) and (1.7).
In the second part of the paper we will consider transformations (1.8) and (1.7)
in more detail. In the case of transformations (1.7) we obtain the afore-mentioned
result of [35] once again. However, we will remove the assumption that the entries
of the matrix function belong to the Wiener algebra, and we also consider the excep-
tional case. Moreover, we obtain the corresponding result for transformations (1.8),
which is slightly different: Let G be an invertible matrix function. Then G can be
transformed by a transformation (1.8) into a Daniele–Khrapkov matrix function if
and only if G has at most two rationally independent entries—apart from the ex-
ceptional case. In this exceptional case, a transformation into a Daniele–Khrapkov
matrix function may or may not be possible. However, in this exceptional case a
transformation into a triangular matrix function is always possible.
2. A general classification scheme
Throughout this section, let K be a field of infinite characteristic, and letB be a K-
algebra. We denote by K2×2 and B2×2 the K-algebras of 2 × 2 matrices with entries
in K andB, respectively. By GK2×2 we denote the group of all invertible elements in
K2×2.
In this section we will establish a classification scheme for matrices A ∈ B2×2
with K-linearly dependent entries. This classification scheme is based on the follow-
ing transformations:
A → Â = UAV with U,V ∈ GK2×2 (2.1)
of matrices A ∈ B2×2. We will determine the invariants under these transformations
and describe normal forms, i.e., matrices of a particular structure into which some
classes of matrices can be transformed with a transformation (2.1).
In factorization theory, the following realizations for K and B are of interest:
(1) K = R the field of all rational functions (restricted to );
(2) K = R[√%] = {q1 + q2√% : q1, q2 ∈ R} where % ∈ R is not the square of a
rational function and √% is some determination of the square-root of % on ;
(3) K={q ◦ σ : q ∈ R}where={t ∈ C : |t |=1} and σ(t)=exp[(t + 1)/(t − 1)].
In these cases, one can consider the set M() of all Lebesgue measurable and almost
finite, complex-valued functions defined on the Carleson curve  as a possible real-
ization for B. Note that one cannot take B = L∞() since K contains unbounded
functions.
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Another, much simpler realization is K = C and B = L∞().
Some remarks on these concrete realizations will be made later on after the gen-
eral classification scheme has been worked out.
2.1. K-linear dependence and minimal representations
For a given matrix A = (Aij )2i,j=1 ∈ B2×2, we define the number of K-linearly
independent entries as follows:
nrK(A) = dim lin K
{
A11, A12, A21, A22
}
. (2.2)
We are going to restate this definition in a different way by observing first that
trace(SA) =
2∑
i,j=1
SijAji,
where S = (Sij )2i,j=1 ∈ K2×2 and “trace” denotes the trace of a matrix. Then
nrK(A) = dim
{
trace(SA) : S ∈ K2×2}. (2.3)
In addition, we introduce the following K-linear subspaces of K2×2:
YK(A) =
{
S ∈ K2×2 : trace(SA) = 0}, (2.4)
ZK(A) =
{
Q ∈ K2×2 : trace(SQ) = 0 for all S ∈ YK(A)
}
. (2.5)
The following results are more or less straightforward to establish.
Proposition 2.1. dim YK(A) = 4 − nrK(A) and dim ZK(A) = nrK(A). Moreover,
YK(A) =
{
S ∈ K2×2 : trace(SQ) = 0 for all Q ∈ ZK(A)
}
. (2.6)
Proof. We consider the following K-linear mapping : K2×2→B, S → trace(SA).
The kernel of  is YK(A), and the image is the space appearing in (2.3). This
proves the first relation. The second relation and (2.6) follow from the fact thatZK(A)
is the complementary space to YK(A) with respect to the K-bilinear form 〈S,Q〉 =
trace(SQ) defined on K2×2. 
Proposition 2.2. Suppose that
A =
s∑
i=1
aiQi, (2.7)
with ai ∈ B and Qi ∈ K2×2. Then s  nrK(A). Moreover, s = nrK(A) if and only if
(i) Q1, . . . ,Qs are K-linearly independent and
(ii) a1, . . . , as are K-linearly independent.
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Proof. It is easy to see that the inclusion{
trace(SA) : S ∈ K2×2} ={ s∑
i=1
ai trace(SQi) : S ∈ K2×2
}
⊆
{
s∑
i=1
aisi : si ∈ K
}
holds. Taking the dimension of these K-linear subspaces of B, it follows from (2.3)
that
nrK(A)  dim lin K{a1, . . . , as}  s.
Hence nrK(A)  s, which settles the first assertion.
In order to prove the “only if” part of the second assertion we argue as follows.
Assume s = nrK(A). If Q1, . . . ,Qs or a1, . . . , as were K-linearly dependent, then
one could perform a simple rearrangement in the sum (2.7) and obtain a repres-
entation with at most s − 1 terms. By what we have just proved, it follows that
s − 1  nrK(A), which is a contradiction.
As to the “if” part, we consider the K-linear mapping
 : K2×2 → Ks , S → (trace(SQ1), . . . , trace(SQs))T.
Identifying S with a column vector (formed by the entries of S), the mapping 
is given by a s × 4 matrix, where the ith row contains exactly the entries of Qi
in the appropriate order. This matrix has full rank since Q1, . . . ,Qs are K-linearly
independent. Hence the image of  is all of Ks . From this we obtain that the above
inclusion holds with equality:{
trace(SA) : S ∈ K2×2} = { s∑
i=1
aisi : si ∈ K
}
. (2.8)
Taking the dimension and using the K-linear independence of a1, . . . , as it follows
from (2.3) that s = nrK(A). 
It is easy to see that for given A ∈ B2×2, there exist representations (2.7) with
s = nrK(A). For instance, choose a1, . . . , as to be any K-linearly independent entries
of A and define Q1, . . . ,Qs appropriately. Hence the previous proposition shows
that the smallest number s for which there exist representations (2.7) is equal to
nrK(A). The relations and the properties of these minimal representations are exa-
mined in the following proposition.
Proposition 2.3. Let A ∈ B2×2 and s = nrK(A).
(a) Suppose that A admits a representation (2.7). Then A admits another represent-
ation
A =
s∑
i=1
a˜iQ˜i with a˜i ∈ B and Q˜i ∈ K2×2 (2.9)
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if and only if there exist M = (mij )si,j=1 ∈ GKs×s , M−1 = (nij )si,j=1 such that
a˜i =
s∑
j=1
mjiaj and Q˜i =
s∑
j=1
nijQj . (2.10)
(b) Let Q1, . . . ,Qs ∈ K2×2. Then
ZK(A) = lin K{Q1, . . . ,Qs} (2.11)
if and only if there exist a1, . . . , as ∈ B such that (2.7) holds.
Proof. Let us first prove the “if” part of assertion (b). Assume that we are given a
representation (2.7) with s = nrK(A). From Proposition 2.2 it follows that a1, . . . , as
as well as Q1, . . . ,Qs are K-linearly independent. Now take S ∈ YK(A). Then∑s
i=1 ai trace(SQi) = trace(SA) = 0. The independence of a1, . . . , as implies that
trace(SQi) = 0 for each i. From (2.5) it follows that Qi ∈ ZK(A). Hence we have
shown lin K{Q1, . . . ,Qs} ⊆ ZK(A). Since both K-linear spaces have the same di-
mension, the desired identity (2.11) follows.
The “if” part of assertion (a) can be proved straightforwardly. We are going to
prove the “only if” part. From (2.11) (i.e., the “if” part of assertion (b)) and (2.8) it
follows that
lin K{Q1, . . . ,Qs} = lin K{Q˜1, . . . , Q˜s},
lin K{a1, . . . , as} = lin K{a˜1, . . . , a˜s}.
Hence (2.10) holds with certain mij , nij ∈ K. Since
s∑
i=1
aiQi = A =
s∑
i=1
a˜iQ˜i =
s∑
i=1
s∑
j,k=1
mkiaknijQj =
s∑
j,k=1
akQj
s∑
i=1
mkinij ,
the linear independence of a1, . . . , as implies that
Qk =
s∑
j=1
Qj
s∑
i=1
mkinij
for each k. From the linear independence of Q1, . . . ,Qs it now follows that δjk =∑s
i=1 mkinij , which means that M = (mij )si,j=1 has the inverse (nij )si,j=1.
Finally, let us prove the “only if” part of assertion (b). It has already been re-
marked before that there exists a representation (2.7) with s = nrK(A). For sake of
notational clearness write it in the form (2.9). From the “if” part of assertion (b) it
follows that ZK(A) = lin K{Q˜1, . . . , Q˜s}. Hence
ZK(A) = lin K{Q1, . . . ,Qs} = lin K{Q˜1, . . . , Q˜s}.
Since s = nrK(A) both systems are a basis and there exists M = (mij )si,j=1 ∈ GKs×s
such that
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Qi =
s∑
j=1
mjiQ˜j .
Now define
ai =
s∑
j=1
nij a˜j ,
where M−1 = (nij )si,j=1. The “if” part of assertion (a) with a slight change of nota-
tion implies that A =∑si=1 aiQi as desired. 
Part (a) of the previous proposition shows how any two minimal representations
of A (i.e., representations such that s = nrK(A)) are connected with each other. Part
(b) gives a direct description of the K-linear space ZK(A). From the practical point
of view this might be the most important characterization of ZK(A).
Both spaces YK(A) and ZK(A) will play an important role in the following con-
siderations since they contain, roughly speaking, all the relevant information about
the kind of the K-linear dependence of the entries of A.
2.2. Transformations and K-equivalence
Following what has been said at the beginning of this section, we are going to
deal with transformations (2.1).
Proposition 2.4. Let Â = UAV with U,V ∈ GK2×2. Then
YK(Â) =
{
V −1SU−1 : S ∈ YK(A)
}
and ZK(Â) =
{
UQV : Q ∈ ZK(A)
}
.
(2.12)
Proof. By observing that
trace
(
(V −1SU−1)(UAV )
) = trace(V −1SAV ) = trace(SA),
trace
(
(V −1SU−1)(UQV )
) = trace(V −1SQV ) = trace(SQ),
this follows easily from formulas (2.4) and (2.5). 
The previous proposition shows how the linear spaces ZK(A) and YK(A) change
under transformations (2.1). Obviously, dimYK(Â) = dimYK(A) and dimZK(Â) =
dimZK(A). Hence nrK(Â) = nrK(A) by Proposition 2.1. This means that the number
nrK(A) is invariant under such transformations.
To these transformations one can naturally associate the following equivalence
relation between matrices inB2×2. GivenA, Â ∈ B2×2 we say that A is K-equivalent
to Â if there exist U,V ∈ GK2×2 such that Â = UAV .
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Moreover, given K-linear subspaces X and X̂ of K2×2, we say that X is K-equivalent
to X̂ if there exist U,V ∈ GK2×2 such that
X̂ = {URV : R ∈ X}.
From Proposition 2.4 it follows that the K-equivalence of A and Â implies that
YK(A) is K-equivalent to YK(Â) and that ZK(A) is K-equivalent to ZK(Â). Note
that the converse of this implication is not true. However, from the relations (2.5)
and (2.6) it follows that YK(A) is K-equivalent to YK(Â) if and only if ZK(A) is
K-equivalent to ZK(Â).
2.3. The classification scheme
Motivated by the circumstance that YK(A) and ZK(A) contain the relevant inform-
ation about the kind of the K-linear dependence of the entries of A, we are going to
describe the equivalence classes of all K-linear subspaces X of K2×2 with respect to
K-equivalence.
First of all, to each equivalence class (with a representative X) one can uniquely
associate the number dimX. There are two extreme equivalence classes, namely the
one consisting only of X = {0} and the one consisting only of X = K2×2. In regard
to classification of the matrices A ∈ B2×2 this means that the cases nrK(A) = 0
and nrK(A) = 4 do not allow a refined classification from this point of view.
All equivalence classes whose representatives satisfy dimX = 1 are described in
the following proposition.
Proposition 2.5. There exist exactly the following two equivalence classes of K-
linear subspaces X of K2×2 with dimX = 1:
(a) the set of all X = lin K{R} with R ∈ K2×2 \ {0} and detR = 0;
(b) the set of all X = lin K{R} with R ∈ GK2×2.
The proof is trivial. An analogous statement for the case dimX = 3 can be ob-
tained by considering the “complementary” space X′ = {T ∈ K2×2 : trace(RT ) =
0 for all R ∈ X}.
Proposition 2.6. There exist exactly the following two equivalence classes of K-
linear subspaces X of K2×2 with dimX = 3:
(a) the set of all X = {T ∈ K2×2 : trace(T R) = 0} with R ∈ K2×2 \ {0} and
detR = 0;
(b) the set of all X = {T ∈ K2×2 : trace(T R) = 0} with R ∈ GK2×2.
We apply these propositions in order to classify the matrices A ∈ B2×2 for which
nrK(A) = 1 or nrK(A) = 3.
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Theorem 2.7. Let A ∈ B2×2 with nrK(A) = 1 and ZK(A) = lin K{Q}.
(a) If detQ = 0, then A is K-equivalent to a matrix
Â =
(
0 0
a 0
)
with a ∈ B.
(b) If detQ /= 0, then A is K-equivalent to a matrix
Â =
(
a 0
0 a
)
with a ∈ B.
Proof. Because of Proposition 2.3(b) we can write A = aQ with a ∈ B and Q ∈
K2×2 \ {0}. If detQ = 0, then rankQ = 1, and we can write
Q = U
(
0 0
1 0
)
V with U,V ∈ GK2×2.
If detQ /= 0, then obviously
Q = U
(
1 0
0 1
)
V with U,V ∈ GK2×2. 
Theorem 2.8. Let A ∈ B2×2 with nrK(A) = 3 and YK(A) = lin K{S}.
(a) If det S = 0, then A is K-equivalent to a matrix
Â =
(
a 0
c b
)
with a, b, c ∈ B.
(b) If det S /= 0, then A is K-equivalent to a matrix
Â =
(
a b
c a
)
with a, b, c ∈ B.
Proof. Similar as in the proof of the previous theorem it can be seen that we can
write either
S = U
(
0 0
1 0
)
V or S = U
(
1 0
0 −1
)
V with U,V ∈ GK2×2.
Let us define Â = VAU . Then Â is K-equivalent to A. Moreover, on account of
Proposition 2.4, YK(Â) = lin K{Ŝ} where Ŝ = U−1SV −1. Hence either
Ŝ =
(
0 0
1 0
)
or Ŝ =
(
1 0
0 −1
)
.
Using the fact that trace(ŜÂ) = 0, it is easy to obtain the desired form of Â. 
Now we turn to the case nrK(A) = 2, which requires more effort to classify. Here
both the spaces ZK(A) = lin K{Q1,Q2} and YK(A) = lin K{S1, S2} have dimension
2. In order to describe invariants under K-equivalence we need to make the following
definitions.
66 T. Ehrhardt, F.-O. Speck / Linear Algebra and its Applications 353 (2002) 53–90
Given a homogeneous polynomial (over K) of order two in two variables
p(x, y) = a1x2 + a2xy + a3y2, x, y ∈ K, (2.13)
where a1, a2, a3 ∈ K, its discriminant is defined by
D(p) = a
2
2
4
− a1a3. (2.14)
The polynomial p is said to vanish identically (p ≡ 0) if a1 = a2 = a3 = 0.
We introduce an equivalence relation K∼ in K as follows. Given k1, k2 ∈ K, we say
that k1
K∼ k2 if and only if there exists an element k ∈ K \ {0} such that k1 = k2k2. The
equivalence classes are denoted by [∗]K. There are at least two equivalence classes
[0]K and [1]K, and there exist further equivalence classes if K contains elements
which do not possess a square-root in K.
Lemma 2.9. Let X = lin K{P1, P2} = lin K{P˜1, P˜2} with P1, P2, P˜1, P˜2 ∈ K2×2 and
assume dimX = 2. Define the homogeneous polynomials (over K) of order 2 in two
variables by
p(x, y) = det(xP1 + yP2), p˜(x, y) = det(xP˜1 + yP˜2), x, y ∈ K. (2.15)
Then p ≡ 0 if and only if p˜ ≡ 0. Moreover, [D(p)]K = [D(p˜)]K.
Proof. Obviously, P˜1=a11P1+a12P2 and P˜2=a21P1+a22P2 where A=(aij )2i,j=1
∈ GK2×2. It follows that
p˜(x, y) = p(a11x + a21y, a12x + a22y).
Hence p ≡ 0 if and only if p˜ ≡ 0. Moreover, a straightforward computation
shows that D(p˜) = (detA)2D(p), from which the desired assertion follows
immediately. 
The previous lemma shows that to each K-linear subspace X of K2×2 with dimX =
2, one can associate a polynomial p(x, y). This polynomial is in general not uniquely
defined. However, the property whether it vanishes identically or not as well as the
equivalence class of the discriminant [D(p)]K does only depend on the subspace
X. We will make use of this fact in connection with X = ZK(A) or X = YK(A). In
particular, as is shown in the following proposition, we are led to the invariants under
K-equivalence in the case nrK(A) = 2.
Proposition 2.10. LetA1, A2 ∈ B2×2 be two K-equivalent matrices with nrK(Ai) =
2. Assume that ZK(Ai) = lin K{Q(i)1 ,Q(i)2 } and YK(Ai) = lin K{S(i)1 , S(i)2 }, and define
the polynomials
qi(x, y) = det
(
xQ
(i)
1 + yQ(i)2
)
, si(x, y) = det
(
xS
(i)
1 + yS(i)2
)
, x, y ∈ K.
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Then the following holds:
(a) q1 ≡ 0 if and only if q2 ≡ 0;
(b) s1 ≡ 0 if and only if s2 ≡ 0;
(c) [D(q1)]K = [D(q2)]K;
(d) [D(s1)]K = [D(s2)]K.
Proof. If A1 and A2 are K-equivalent, then by Proposition 2.4 formulas (2.12) hold.
With regard to the previous lemma, we may assume without loss of generality that
Q
(2)
j = UQ(1)j V and S(2)j = V −1S(1)j U−1 where U,V ∈ GK2×2. Then p2(x, y) =
(detU)p1(x, y)(detV ) and s2(x, y) = (detV )−1s1(x, y)(detU)−1. The assertions
(a)–(d) are now easy to conclude. 
We are now prepared to present the classification in the case nrK(A) = 2.
Theorem 2.11. LetA ∈ B2×2 with nrK(A) = 2 andZK(A) = lin K{Q1,Q2}. Define
q(x, y) = det(xQ1 + yQ2), x, y ∈ K.
(a) If q ≡ 0, then A is K-equivalent to a matrix Â of the form
Â =
(
a b
0 0
)
or Â =
(
a 0
b 0
)
with a, b ∈ B.
(b) If q ≡ 0 and [D(q)]K = [%]K, then A is K-equivalent to a matrix
Â =
(
a b%
b a
)
with a, b ∈ B.
Proof. Obviously, the condition q ≡ 0 is equivalent to the fact that ZK(A) contains
no matrices of ranks 2.
Case (a). There exist U,V ∈ GK2×2 such that
UQ1V =
(
1 0
0 0
)
,
and we can write
UQ2V =
(
q11 q12
q21 q22
)
.
Then (detU detV )q(x, y)=(x + yq11)yq22 − y2q12q21. Consequently, q22 = 0 and
q12q21 = 0. It follows that UAV has to be the form of the matrix Â stated above.
Case (b). The linear space ZK(A) contains a matrix which is invertible. Hence we
may assume without loss of generality that Q1 ∈ GK2×2. With U = I and V = Q−11
it is easily seen that the matrix A is K-equivalent to a matrix A′ for which ZK(A′) =
lin K{I,Q}. Again without loss of generality we may assume thatQ ∈ K2×2 is chosen
such that traceQ = 0. Since Q /= 0, a well known fact implies that there exists U ∈
GK2×2 such that
UQU−1 =
(
0 %ˆ
1 0
)
.
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Hence A is K-equivalent to a matrix Â′ for which
ZK(Â
′) = lin K
{(
1 0
0 1
)
,
(
0 %ˆ
1 0
)}
.
It is easy to see that the polynomial qˆ ′ which is associated to Â′ is given by qˆ ′(x, y) =
x2 − %ˆy2. Hence D(qˆ) = %ˆ. Because A is K-equivalent to Â′ we have [%ˆ]K =
[D(qˆ)]K = [D(q)]K = [%]K. It follows that there exists k ∈ K \ {0} such that % = k2%ˆ.
We define the matrix
Â =
(
1 0
0 k−1
)
Â′
(
1 0
0 k
)
,
which is also K-equivalent to A. Obviously,
ZK(Â) = lin K
{(
1 0
0 1
)
,
(
0 %ˆk
k−1 0
)}
= lin K
{(
1 0
0 1
)
,
(
0 %
1 0
)}
.
This implies the desired assertion. 
In view of Proposition 2.10 it seems that there might exist further invariants,
which are related to properties of the subspace YK(A) rather than ZK(A). However,
in view of Theorem 2.11 it turns out that the characterizations obtained from YK(A)
and ZK(A) are essentially the same, and hence that no further invariants appear.
Corollary 2.12. Let A ∈ B2×2 with nrK(A) = 2 and assume that ZK(A) =
lin K{Q1,Q2} and YK(A) = lin K{S1, S2}. Define
q(x, y) = det(xQ1 + yQ2), s(x, y) = det(xS1 + yS2), x, y ∈ K. (2.16)
Then:
(a) q ≡ 0 if and only if s ≡ 0;
(b) [D(q)]K = [D(s)]K.
Proof. We are using Proposition 2.10 and Theorem 2.11. We can assume that the
matrix A is of one of the forms that is described in Theorem 2.11. In case (a) we have
ZK(A) = lin K
{(
1 0
0 0
)
,
(
0 1
0 0
)}
or
ZK(A) = lin K
{(
1 0
0 0
)
,
(
0 0
1 0
)}
.
Consequently, by (2.6),
YK(A) = lin K
{(
0 0
0 1
)
,
(
0 1
0 0
)}
or
YK(A) = lin K
{(
0 0
0 1
)
,
(
0 0
1 0
)}
.
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It follows that the corresponding polynomial s(x, y) vanishes identically.
Similarly, in case (b) we have
ZK(A) = lin K
{(
1 0
0 1
)
,
(
0 %
1 0
)}
.
Again by (2.6),
YK(A) = lin K
{(
1 0
0 −1
)
,
(
0 %
−1 0
)}
.
It follows that the corresponding polynomial equals s(x, y) = −x2 + %y2. Hence
s ≡ 0 and D(s) = %. 
With respect to the classification of all K-linear subspaces of K2×2 of dimension
2, we can say the following. First of all, there exist two equivalence classes which
correspond to the two normal forms stated in Theorem 2.11(a). In fact, one can show
that the two matrices cannot be transformed into one another.
Moreover, there exist equivalence classes which correspond to the normal forms
stated in Theorem 2.11(b). One can establish a one-to-one correspondence between
these equivalence classes and all equivalence classes in K with respect to the equi-
valence relation K∼.
We remark that in the setting K = R, the existence of the invariant [D(q)]R has
already been pointed out in [32,35]. One can always choose an (ordinary) polyno-
mial p ∈ R such that D(q) R∼p. This polynomial p has been called the deviator
polynomial of the matrix A (see [24,32]).
2.4. Transformations into triangular matrices
Triangular matrix functions are of particular interest in factorization theory be-
cause, for a large class of them, the factorization problems can be solved. In what
follows, we examine the question, which matrices can be transformed into triangular
matrices by transformations (2.1).
Proposition 2.13. Let A ∈ B2×2. Then the following is equivalent:
(i) A is K-equivalent to a lower triangular matrix;
(ii) there exists a matrix S ∈ YK(A) such that S /= 0 and det S = 0.
Proof. Suppose that A satisfies condition (ii). Obviously, S has rank 1, hence there
exist U,V ∈ GK2×2 such that
S = V
(
0 0
1 0
)
U.
70 T. Ehrhardt, F.-O. Speck / Linear Algebra and its Applications 353 (2002) 53–90
Now put Â = UAV . Formula (2.12) implies that(
0 0
1 0
)
∈ YK(Â),
whence it follows that Â is a lower triangular matrix.
Conversely, suppose that Â = UAV is lower triangular withU,V ∈ GK2×2. Then(
0 0
1 0
)
∈ YK(Â)
and again (2.12) implies that
S := V
(
0 0
1 0
)
U ∈ YK(A).
Obviously, the matrix S has rank 1. 
Next we examine the question how the possibility of a transformation into a
triangular matrix is related to the classification scheme.
Theorem 2.14. Let A ∈ B2×2. Then A is K-equivalent to a lower triangular matrix
if and only if one of the following conditions is satisfied:
(i) nrK(A)  1;
(ii) nrK(A) = 2 and D(s) = k2 for some k ∈ K, where s(x, y) = det(xS1 + yS2)
and YK(A) = lin K{S1, S2};
(iii) nrK(A) = 3 and det S = 0, where YK(A) = lin K{S}.
Proof. We employ the equivalent condition stated in the previous proposition. First
of all, if condition (ii) of the previous proposition is satisfied, then nrK(A)  3. If
nrK(A) = 3, then it is obvious that condition (iii) must be satisfied. The cases when
nrK(A)  1 can easily be settled by help of Theorem 2.7.
Now assume that nrK(A) = 2. The existence of a matrix S ∈ YK(A) with S /= 0
and det S = 0 is equivalent to the existence of x, y ∈ K with (x, y) /= (0, 0) such that
s(x, y) = 0. In other words, we are looking for a non-trivial solution of the equation
s(x, y) = 0. This homogeneous quadratic equation possesses such a solution if and
only if D(s) = k2 for some k ∈ K. 
Obviously, statement (ii) of the previous theorem is equivalent to the following
condition:
(ii*) nrK(A) = 2 andD(q) = k2 for some k ∈ K, where q(x, y) = det(xQ1 + yQ2)
and ZK(A) = lin K{Q1,Q2}.
In the cases (i) and (iii) we have already shown in Theorems 2.7 and 2.8, respect-
ively, into which triangular matrices of a possibly particular form, the matrix A can
be transformed. In the case (ii), i.e., where nrK(A) = 2, the same has been partially
done only in Theorem 2.11(a). However, the matrices appearing in Theorem 2.11(b)
are in general not of triangular form. This will be settled in the following result.
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We remark that if nrK(A) = 2 and s ≡ 0, q ≡ 0, then only for two classes in the
classification scheme a transformation into a triangular matrix is possible, namely if
D(s)=D(q)=0 or if D(s) K∼D(q) K∼1, respectively. In the following theorem we see
that in these cases a transformation into particular triangular matrices can be done.
Theorem 2.15. Let A ∈ B2×2 with nrK(A) = 2 and assume that q ≡ 0.
(a) If D(q) = 0, then A is K-equivalent to a matrix
Â =
(
a 0
b a
)
with a, b ∈ B.
(b) If D(q) K∼ 1, then A is K-equivalent to a matrix
Â =
(
a 0
0 b
)
with a, b ∈ B.
Proof. Suppose that to the matrix Â appearing in Theorem 2.11(b) there is asso-
ciated the homogeneous quadratic polynomial qˆ. Then qˆ ≡ 0 and D(q) K∼D(qˆ). A
simple computation gives D(qˆ) = %. Hence % = k2 with k ∈ K. If k = 0, then we
immediately obtain the assertion of case (i). If k /= 0, then we transform Â as follows:
1
2
(
k−1 1
−k−1 1
)(
a bk2
b a
)(
k −k
1 1
)
=
(
a + bk 0
0 a − bk
)
.
Hence we obtain the assertion of case (ii) by changing the notation for a ± bk. 
2.5. Transformation into Daniele–Khrapkov matrices
Another important class of matrices are Daniele–Khrapkov matrices. A matrix
A ∈ B2×2 is said to be a Daniele–Khrapkov matrix (with respect to the field K) if
there exist a, b ∈ B and R ∈ K2×2 with traceR = 0 such that
A = aI + bR. (2.17)
A characterization of Daniele–Khrapkov matrices, which is related to the classifica-
tion scheme, is as follows.
Proposition 2.16. A matrix A ∈ B2×2 is of Daniele–Khrapkov type if and only if
one of the following conditions is satisfied:
(a) nrK(A)  1;
(b) nrK(A) = 2 and I ∈ ZK(A).
Proof. The “only if” part of the proposition is obvious. Let us prove that (a) or (b)
implies that A is a Daniele–Khrapkov matrix. If (b) holds, then
A = aˆI + bˆQ =
(
aˆ + bˆ traceQ
2
)
I + bˆ
(
Q− traceQ
2
I
)
.
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If (a) holds, then we can write down the previous equation with aˆ = 0. Now we
introduce
a = aˆ + bˆ traceQ
2
, b = bˆ and R = Q− traceQ
2
I,
and the proof is complete. 
The following corollary answers the question, which matrices can be transformed
into Daniele–Khrapkov matrices.
Corollary 2.17. A matrixA∈B2×2 is K-equivalent to a matrix of Daniele–Khrapkov
type if and only if one of the following conditions is satisfied:
(a) nrK(A)  1;
(b) nrK(A) = 2 and there exists a matrix Q ∈ ZK(A) for which detQ /= 0.
If, in the case nrK(A) = 2, the homogeneous, quadratic polynomial is defined as
usual, then it is easily seen that the above condition (b) is equivalent to the statement
that q ≡ 0.
We remark that the matrices Â appearing in Theorem 2.7 are Daniele–Khrapkov
matrices. The matrix Â appearing in Theorem 2.11(b) is also a Daniele–Khrapkov
matrix. Moreover, in these Daniele–Khrapkov matrices the term R is of the following
particular form
R =
(
0 %
1 0
)
.
2.6. Classification and transformation into normal forms
A matrix function A ∈ B2×2 is called non-degenerate (with respect to K) if and
only if there exists a matrix Q ∈ ZK(A) for which detQ /= 0. Otherwise, the matrix
is called degenerate.
Proposition 2.18. If A ∈ B2×2 is a degenerate matrix, then A can be written in at
least one of the following two forms:
A =
(
q1a1 q1a2
q2a1 q2a2
)
or A =
(
a1q1 a1q2
a2q1 a2q2
)
, (2.18)
where a1, a2 ∈ B and q1, q2 ∈ K.
Proof. First of all we remark that the matrices (2.18) can be written in the form:
A =
(
q1
q2
)
( a1 a2 ) or A =
(
a1
a2
)
( q1 q2 ) .
Hence the property of a matrix A to admit a representation in the form (2.18) is
invariant under K-equivalence. Obviously, the property of being degenerate is also
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invariant under K-equivalence. Now the simplest way to prove the assertion is to
consider the normal forms into which the matrices A can be transformed (see Section
2.3; the cases nrK(A) = 0 and nrK(A) = 4 are obvious) and to determine the spaces
nrK(A). Then the assertion is immediate. 
We remark that a matrix A ∈ B2×2 is degenerate if and only if A = 0 or A is K-
equivalent to the matrix Â given in Theorem 2.7(a) or A is K-equivalent to one of the
matrices Â given in Theorem 2.11(a).
The previous proposition says that degenerate matrices are irrelevant from the
factorization point of view since (if B is a commutative K-algebra) the determinant
of A equals zero. Recall that a necessary condition for a matrix function inL∞()2×2
to admit a factorization is its invertibility in L∞()2×2.
In what follows we resume the results of the previous sections, present the classi-
fication in a schematic way and answer the following two questions. Let A ∈ B2×2
be a given matrix.
(i) Is a transformation of A into a triangular matrix (0-matrix) possible?
(ii) Is a transformation of A into a Daniele–Khrapkov matrix (DK-matrix) possible?
The answers are based on the classification scheme, which we have developed. First,
we consider the classification for non-degenerate matrices A, which are relevant for
the factorization theory. Here the answers are given in Table 1.
We mention also the classification of the degenerate matrices in Table 2. Such
matrices are of no interest for the factorization theory, but they make the tables
complete.
Table 1
Case Characterization of the case Transformation
into 0-matrix
Transformation
into DK-matrix
(I) nrK(A) = 1, ZK(A) = lin K{Q}, detQ /= 0 Yes Yes
(II0) nrK(A) = 2, D(q) = 0, q ≡ 0 Yes Yes
(II1) nrK(A) = 2, D(q) K∼ 1 Yes Yes
(II%) nrK(A) = 2, D(q) K∼ % (% /= k2, k ∈ K) No Yes
(III0) nrK(A) = 3, YK(A) = lin K{S}, det S = 0 Yes No
(III1) nrK(A) = 3, YK(A) = lin K{S}, det S /= 0 No No
(IV) nrK(A) = 4 No No
Table 2
Case Characterization of the case Transformation
into 0-matrix
Transformation
into DK-matrix
(0) A = 0 Yes Yes
(Ideg) nrK(A) = 1, ZK(A) = lin K{Q}, detQ = 0 Yes Yes
(IIdeg) nrK(A) = 2, q ≡ 0 Yes No
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Let us remark that all of the above cases except (II%) and (IIdeg) correspond to
exactly one equivalence class of the K-linear subspaces ZK(A) (or, equivalently,
YK(A)) of K2×2 under K equivalence.
As can be seen from Theorem 2.11(a) the case (IIdeg) comprises exactly two
equivalence classes. As to the case (II%) there exists a one-to-one correspondence
between the equivalence classes comprised in this case and the set of all equival-
ence classes [%]K where % runs through all elements of K which do not possess a
square-root in K.
2.7. Concrete realizations of the classification scheme
2.7.1. The case B = L∞() and K = C
Let us start with the simplest realization of the classification scheme, namely
the case B = L∞() and K = C. For non-degenerate matrices A ∈ L∞()2×2,
the cases (I), (II0), (II1), (III0), (III1) and (IV) can occur. The case (II%) cannot
occur.
Besides of possible transformations into triangular or Daniele–Khrapkov matrices,
which can be readily taken from Table 1 in the previous section, one can even give
more detailed information:
(I) A can be transformed into a matrix aI with a ∈ L∞();
(II0) A can be transformed into a matrix(
a 0
b a
)
with a, b ∈ L∞();
(II1) A can be transformed into a matrix(
a 0
0 b
)
with a, b ∈ L∞();
(III0) A can be transformed into a matrix(
a 0
c b
)
with a, b, c ∈ L∞().
Note that the normal forms that can be achieved in cases (I), (II0), and (II1) are
examples of functionally commutable matrix functions.
2.7.2. The case B = M() and K = R
The so far most interesting and important case is B = M() and K = R, which
also gave the motivation for establishing the general classification scheme. For non-
degenerate matrices A ∈ L∞()2×2, all the cases (I), (II0), (II1), (II%), (III0), (III1)
and (IV) can occur.
The case (II%) comprises several equivalence classes, which are in one-to-one
correspondence with the equivalence classes [%]R, where % is a rational function that
does not possess a square-root in R. Distinguished and uniquely determined repres-
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entatives of the equivalence classes [%]R are the non-constant, monic polynomials
p which have only zeros of single multiplicity. Hence there is a one-to-one corres-
pondence between the equivalence classes of the case (II%) and all finite, non-empty
subsets of C (which are the sets of the zeros of the polynomials p).
The classification scheme applied in the case B = M() and K = R answers the
question which matrices can be transformed by transformations (1.9) into triangular
or Daniele–Khrapkov form. As pointed out in the introduction (see the cases (c) and
(d) stated there), these transformations can always be helpful in order to factorize a
concretely given matrix. In order to obtain a better description, it is desirable to ask
which matrices can be transformed by the more restricted class of transformations
(1.8) into triangular or Daniele–Khrapkov form. The examination of this question
will be taken up in Section 3.
2.7.3. Further realizations of the classification scheme
Another interesting realization is the case B = M() and K = R[√%], where %
is a rational function that does not possess a square-root in R.
In the setting B = M() and K = R, it can be noticed that there exists one class
that can be transformed into Daniele–Khrapkov form but not into triangular form,
namely the case (II%), where % is a rational function that does not possess a square-
root in R.
Assume that the underlying matrix has been transformed (in the setting of K = R)
into Daniele–Khrapkov form as follows:
A =
(
a b%
b a
)
. (2.19)
This is possible due to Theorem 2.11. Now we can multiply from the left and right
with the following invertible matrices in (R[√%])2×2,
U =
(√
% −√%
1 1
)
, U−1 = 1
2
(
1/√% 1
−1/√% 1
)
, (2.20)
and obtain
U−1AU =
(
a +√%b 0
0 a −√%b
)
. (2.21)
Hence, when considering transformations with respect to K = R[√%], Daniele–
Khrapkov matrices (with respect to K = R) can be transformed even into diagonal
matrices.
So far this relationship has not yet been understood and is rarely investigated.
Another promising realization of the classification scheme is the caseB = M()
with being the unit circle and K = {q ◦ σ : q ∈ R}, where σ(t) = exp[(t + 1)/(t −
1)], |t | = 1, as well as generalizations of it. Also here results are rarely to be
found.
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3. Special rational transformation into triangular and Daniele–Khrapkov
matrix functions
In this section we examine the question which matrix functions G ∈ L∞()2×2
can be transformed by certain transformations into a triangular or a Daniele–
Khrapkov matrix function.
The transformations that we are going to consider are the transformations
(1.7)–(1.9), to which we will refer in what follows as R0-transformations, R±-
transformations and R-transformations, respectively.
We remark that in regard to R-transformations, the answer to the above question
can be obtained from Section 2.6 in connection with Section 2.7.2.
3.1. Special rational transformations into triangular matrix functions
The following theorem answers the above question for transformations into trian-
gular matrix functions. This result is essentially based on the work of [42].
Theorem 3.1. Let G ∈ L∞()2×2. Then the following assertions are equivalent:
(i) there exists a matrix S ∈ YR(A) \ {0} with det S ≡ 0;
(ii) there exist U,V ∈ GR2×2 such that UGV is a lower triangular matrix;
(iii) there exist U,V ∈ GR2×20 such that UGV is a lower triangular matrix;
(iv) there exist U− ∈ GR2×2− and V+ ∈ GR2×2+ such that U−GV+ is a lower trian-
gular matrix.
Proof. The equivalence of (i) and (ii) follows from Proposition 2.13 with K = R.
The implications (iv)⇒ (iii)⇒ (ii) are obvious.
The implication (i)⇒ (iv) was proved in [42]. For sake of convenience to the
reader, let us give the proof here. The matrix S ∈ R2×2 stated in condition (i) has
rank 1 as a matrix in R2×2. Hence one can write
S =
(
r1
r2
) (
rˆ1 rˆ2
)
,
where r1, r2, rˆ1, rˆ2 ∈ R with r1r2 ≡ 0 and rˆ1rˆ2 ≡ 0. There exist coprime polynomi-
als p1 and p2 as well as coprime polynomials pˆ1 and pˆ2 such that
r1(t)
r2(t)
= p1(t)
p2(t)
and
rˆ1(t
−1)
rˆ2(t−1)
= pˆ1(t)
pˆ2(t)
. (3.1)
It follows that
S(t) = r(t)
(
p1(t)
p2(t)
) (
pˆ1(t
−1) pˆ2(t−1)
)
,
where r ∈ R \ {0}. Moreover, there exist polynomials q1, q2, qˆ1, qˆ2 such that
p1q1 + p2q2 = 1 and pˆ1qˆ1 + pˆ2qˆ2 = 1. (3.2)
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We introduce
V+(t) =
(
q2(t) p1(t)
−q1(t) p2(t)
)
, U−(t) =
(
pˆ1(t
−1) pˆ2(t−1)
−qˆ2(t−1) qˆ1(t−1)
)
. (3.3)
Obviously, detU−(t) = detV+(t) = 1, and thus U− ∈ GR2×2− and V+ ∈ GR2×2+ .
We obtain
S(t) = r(t)V+(t)
(
0 0
1 0
)
U−(t).
If we put Ĝ = U−GV+, then formula (2.12) implies that V −1+ SU−1− ∈ YR(Ĝ). Hence
Ĝ is a lower triangular matrix. 
A further statement which is equivalent to the above assertions (i)–(iv) can be
obtained by taking account of Theorem 2.14.
From this it follows (see also Section 2.6) that a matrix function G ∈ L∞()2×2
can be transformed into triangular form by a R-transformation (R0-transformation,
R±-transformation, resp.) if and only if G belongs to one of the cases (0), (I), (Ideg),
(II0), (II1), (IIdeg) or (III0) of the classification scheme with respect toR. If G belongs
to the cases (II%), (III1) or (IV), then a transformation of such types into triangular
form is not possible.
3.2. Daniele–Khrapkov matrix functions
In Section 2.5 we have defined when a matrix in B2×2 is to be considered a
Daniele–Khrapkov matrix with respect to the field K. We recall this definition in
the setting B = M() and K = R. Namely, G ∈ M()2×2 is a Daniele–Khrapkov
matrix with respect to R if and only if there exist a, b ∈ M() and R ∈ R2×2 with
traceR = 0 such that G = aI + bR.
From the factorization theory point of view it is sufficient to consider matrix
functions G ∈ L∞()2×2. For such matrix functions we will introduce the notion
of being a Daniele–Khrapkov matrix function as follows: G ∈ L∞()2×2 will be
called a Daniele–Khrapkov matrix function if and only if there exist a, b ∈ L∞()
and R ∈ R2×2 with traceR = 0 such that G = aI + bR.
The following proposition shows that in the underlying setting both definitions
amount to the same. Moreover, statement (ii) below shows that it is even possible to
impose further conditions on R and that the definition given here coincides also with
the definition given in the introduction. Let P stand for the set of all polynomials
and note that P ⊆ R0.
Proposition 3.2. Let G ∈ L∞()2×2. Then the following is equivalent:
(i) there exist functions a, b ∈ M() and R ∈ R2×2 with traceR = 0 such that
G = aI + bR;
(ii) there exist functions a, b ∈ L∞() and R ∈ P2×2 with traceR = 0 such that
G = aI + bR and R(t) /= 0 for all t ∈ .
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Proof. Obviously, (ii) implies (i). We are going to prove that, by help of a suitable
redefinition of the expressions involved, (i) implies (ii).
Assume that G = aI + bR with a, b ∈ M() and R ∈ R, traceR = 0.
Since G ∈ L∞()2×2 and traceG = 2a, it follows that a ∈ L∞(). Hence
bR ∈ L∞()2×2.
If bR = 0, the remaining assertions are trivial because one can redefine b = 0 and
R = diag(1,−1). If bR /= 0, we can multiply R and divide b by a suitable rational
function q such that R1 = qR fulfills the conditions R1 ∈ P2×2, traceR1 = 0 and
R1(t) /= 0 for all t ∈ . Obviously, b1 = q−1b ∈ M().
Since R1(t) /= 0 is a nonvanishing rational matrix function on , there exist meas-
urable subsets ij ⊆  (i, j = 1, 2) covering  such that the (i, j)-entry of R1(t) is
nonzero for all t ∈ ij . Since b1R1 = bR ∈ L∞()2×2, it follows that b1∈L∞(ij ).
Hence b1 ∈ L∞(). 
Combining Proposition 3.2 with Proposition 2.16, we obtain the following result.
Corollary 3.3. Let G ∈ L∞()2×2. Then G is a Daniele–Khrapkov matrix function
if and only if one of the following conditions is satisfied:
(a) nrR(G)  1;
(b) nrR(G) = 2 and I ∈ ZR(G).
Now let us look at the problem of determining those 2 × 2 matrix functions
which can be transformed into a Daniele–Khrapkov matrix functions by means of
an R-transformation, an R0-transformation or an R±-transformation, respectively.
In regard to R-transformations this problem is completely solved by Corollary 2.17
(see also Section 2.6).
If nrR(G)  1, then G can be transformed into a Daniele–Khrapkov matrix func-
tion by any of these transformation, because (by Corollary 3.3(a)) the function G
itself is already a Daniele–Khrapkov matrix function. On the other hand, if nrR(G) 
3 or if nrR(G) = 2, but G is degenerate, then a transformation is not possible by any
of these transformation due to Corollary 2.17.
Hence the interesting remaining case is the one where nrR(G) = 2 and G is non-
degenerate, i.e., where G belongs to one of the classes (II0), (II1) or (II%) of our
classification scheme with respect to R. From Corollary 2.17 it follows that such a
matrix function G can always be transformed by anR-transformation into a Daniele–
Khrapkov matrix function. In regard toR0-transformations andR±-transformations
the problem is more difficult.
Let us anticipate the answer to the problem. First of all, we will restrict ourselves
to matrix functions G ∈ GL∞()2×2. From the factorization point of view this is no
loss of generality since only functions in GL∞()2×2 are of interest.
If G ∈ GL∞()2×2 belongs to the classes (II1) or (II%), then an R±-transfor-
mation (and thus also an R0-transformation) into a Daniele–Khrapkov matrix
function is always possible. If G ∈ GL∞()2×2 belongs to the class (II0), then an
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R0-transformation into a Daniele–Khrapkov matrix function is again always pos-
sible, while an R±-transformation may or may not be possible. The latter depends
on a refined characterization of the matrix functions G.
From the practical point of view, the lack of not having always an R±-transfor-
mation into a Daniele–Khrapkov matrix function in the case (II0) is not very
serious. In fact, there always exists a transformation of this type into a triangular
matrix.
Finally, let us remark that the previous statements need not be true for functions
G ∈ L∞()2×2 belonging to the classes (II0), (II1) or (II%) if they do not belong to
GL∞()2×2. In fact, an example given below will show that there exist such func-
tions which cannot be transformed by anR0-transformation into Daniele–Khrapkov
matrix functions.
3.3. Special rational transformations into Daniele–Khrapkov matrix functions
Let us first establish a condition, which expresses the possibility of a transform-
ation of a matrix function G with nrR(G) = 2 into a Daniele–Khrapkov matrix
function in terms of the R-linear space ZR(G). It is an immediate consequence
of Corollary 3.3.
Corollary 3.4. Let G ∈ L∞()2×2 and assume that nrR(G) = 2.
(a) There exist U− ∈ GR2×2− and V+ ∈ GR2×2+ such that U−GV+ is a Daniele–
Khrapkov matrix function if and only if there exists a function Q ∈ ZR(G) such
that Q = Û−V̂+ with Û− ∈ GR2×2− and V̂+ ∈ GR2×2+ .
(b) There exist U,V ∈ GR0 such that UGV is a Daniele–Khrapkov matrix function
if and only if there exists a function Q ∈ ZR(G) such that Q ∈ GR2×20 .
Proof. (a) We remark that ZR(U−GV+) = U−ZR(G)V+. Hence I ∈ ZR(U−GV+)
if and only if U−1− V −1+ =: Q ∈ ZR(G). Note that Û− = U−1− , V̂+ = V −1+ .
(b) Analogously, we can conclude that I ∈ ZR(UGV ) if and only if U−1V −1 =:
Q ∈ ZR(G). 
In order to verify the condition stated in (a) about the existence of a rational matrix
function Q ∈ ZR(G), we need to overcome three difficulties: First we have to make
sure that in ZR(G) there exists a matrix function Q ∈ GR2×20 , which is the condition
stated in (b). Secondly, we have to show that among those matrix functions there
exists one whose determinant is a function with winding number 0. Finally, among
those matrix functions, in turn, we have to single out one which has a canonical
factorization.
The following auxiliary result will be needed in the special case n = 4, m =
2. Therein rankKF stands for the rank of a matrix F with entries belonging to a
field K.
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Lemma 3.5. Let n and m be positive integers with n  m. Assume that F ∈ Rn×m
is such that rankRF = m. Then there exist F0 ∈ Rn×m0 and G ∈ GRm×m such that
F = F0G and rankCF(t) = m for each t ∈ .
Proof. First of all assume that F ∈ Rn×m0 . Let N =
(
n
m
)
. For given H ∈ Rn×m we
associate the vector (H) ∈ RN whose N components are the m×m minors of H.
Since R is a field, (H) = 0 if and only if rankRH < m. In the present situation
we can conclude that (F ) ∈ RN0 and (F ) /= 0.
Hence (F ) is an analytic (not identically vanishing) vector function defined on
a neighborhood of . A point t0 is called a zero of (F ) with multiplicity α0 if (F )
equals (t − t0)α0 times an analytic vector function defined on a neighborhood of t0,
where α0 is a positive integer that is as large as possible. Since (F ) /= 0, there are
only finitely many zeros of(F ) on with finite multiplicities. Let M be the number
of the zeros of (F ) on , taking multiplicities into account.
The rest of the proof is an induction argument with respect to M. For M = 0 we
have (F )(t) /= 0 for all t ∈ , and thus rankCF(t) = m for each t ∈ . Hence we
may put F0 = F and G = Im×m.
Now assume thatM > 0. Then there exists a point t0 ∈  such that(F )(t0) = 0,
i.e., F(t0) does not have full rank. Consequently, there exists an invertible mat-
rix S ∈ Cm×m such that the first column of F1(t0) equals zero where F1 = FS−1.
Due to the analyticity of F1(t) we can write F1 = F2G1 where G1 is an m×m
diagonal matrix function whose first diagonal entry is (t − t0) and the remaining
diagonal entries are equal to one. In particular, F2 is analytic at t = t0. It follows
that F(t) = F2(t) (G1(t)S), where F2 ∈ Rn×m0 and G1(t)S ∈ Rm×m0 . It is easy to
see that (F )(t) = (t − t0)(F2)(t). Hence we can apply the induction argument
to F2.
The general case where F ∈ Rn×m can be reduced to the case F ∈ Rn×m0 by
multiplying F and G with a suitable rational scalar function. 
Lemma 3.6. Let Z be a two-dimensional R-linear subspace of R2×2. Then there
existQ1,Q2 ∈ R2×20 such thatZ = linR{Q1,Q2} and dim lin C{Q1(t),Q2(t)} = 2for each t ∈ .
Proof. Since dimR Z = 2, there exist R-linearly independent matrices Q1,Q2 ∈
R2×20 such that Z = linR{Q1,Q2}. Denote the entries of Qi by Q(i)jk , i, j, k ∈ {1, 2}.
Introduce the function
F(t) =

Q
(1)
11 (t) Q
(2)
11 (t)
Q
(1)
12 (t) Q
(2)
12 (t)
Q
(1)
21 (t) Q
(2)
21 (t)
Q
(1)
22 (t) Q
(2)
22 (t)
 . (3.4)
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We can apply the previous lemma with n = 4 and m = 2. In fact, the columns of F
areR-linearly independent since dimR Z = 2. Hence we can write F(t) = F̂ (t)G(t)
and obtain Q̂1, Q̂2 ∈ R2×20 in the same way from F̂ as Q1,Q2 can be obtained from
F. Since G ∈ GR2×2, it follows that Q1 and Q2 are R-linear combinations of Q̂1
and Q̂2 and vice versa. HenceZ = linR{Q̂1, Q̂2} (see also Proposition 2.2). Because
the columns of F̂ (t) are C-linearly independent for each t ∈ , so are the matrices
Q̂1(t) and Q̂2(t). This implies that dim lin C{Q̂1(t), Q̂2(t)} = 2 for all t ∈ . 
Lemma 3.7. Let Q1,Q2 ∈ R2×20 and assume that dim lin C{Q1(t),Q2(t)} = 2 for
each t ∈ . If c1, c2 ∈ M() and c1Q1 + c2Q2 ∈ L∞()2×2, then c1, c2 ∈ L∞().
Proof. For Q1 and Q2 under consideration, introduce the function F(t) by (3.4).
Note that F ∈ R4×20 and that F(t) has rank 2 for each t ∈ . The condition c1Q1 +
c2Q2 ∈ L∞()2×2 can be rephrased as F(c1, c2)T ∈ L∞()4.
Now consider fixed but arbitrary t0 ∈ . Since F(t0) has rank 2, there exists a
2 × 2 submatrix f (t) of F(t) whose determinant does not vanish at t = t0. Due to
the continuity, the determinant of f (t) is nonzero on a certain neighborhood t0 of
t0 with respect to . Hence f (t) (restricted to t0 ) is invertible in C(t0).
The condition F(c1, c2)T ∈ L∞()4 implies that f (c1, c2)T ∈ L∞()2. From the
invertibility of f (t) we obtain f (c1, c2)T ∈ L∞(t0)2. Since t0 has been chosen
arbitrarily, it follows that c1, c2 ∈ L∞(). 
As we have already remarked at the end of Section 3.2, there exist matrix func-
tions G ∈ L∞()2×2 belonging to the classes (II0), (II1) or (II%), which cannot be
transformed by an R0-transformation (thus also not by an R±-transformation) into
a Daniele–Khrapkov matrix function. In order to avoid this undesired fact, we im-
pose an additional assumption, namely that G ∈ GL∞()2×2. The point where this
assumption enters the argumentation is the following lemma, which (as an example
given below will show) need not be valid without this assumption.
Lemma 3.8. LetQ1,Q2 ∈ R2×20 be such that dim lin C{Q1(t),Q2(t)} = 2 for each
t ∈ . Assume in addition that there exist c1, c2 ∈ M() such that
G(t) = c1(t)Q1(t)+ c2(t)Q2(t)
belongs to GL∞()2×2. Let a1, a2, a3 ∈ R0 be the coefficients of the homogeneous
quadratic polynomial q(x, y) = a1x2 + a2xy + a3y2 over R defined by
q(x, y) := det (xQ1 + yQ2) , x, y ∈ R.
Then (a1(t), a2(t), a3(t)) /= 0 for each t ∈ .
Proof. Remark that q is defined in such a way that a1, a2, a3 are sums of products
of the entries of Q1 and Q2. Hence a1, a2, a3 ∈ R0.
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Assuming the contrary to what we want to show (i.e., ai(t0) = 0 for some t0 ∈ 
and all i = 1, 2, 3), it follows that |ai(t)|  K|t − t0| for all t ∈  and all i = 1, 2, 3.
Now consider the determinant of G(t). We obtain
detG(t) = a1(t)c21(t)+ a2(t)c1(t)c2(t)+ a3(t)c22(t), t ∈ ,
Since ci ∈ L∞() by Lemma 3.7, we can conclude that | detG(t)|  M|t − t0| for
(almost) all t ∈  with some constant M. This contradicts the assumption G ∈
GL∞()2×2. 
In what follows, let C() stand for the Banach space of all continuous complex-
valued functions on  equipped with the maximum norm. Moreover, let T = {z ∈
C : |z| = 1} stand for the unit circle.
Lemma 3.9. Let b1, b2, b3 ∈ C(T) be such that (b1(t), b2(t), b3(t)) /= 0 for all t ∈
T. Then there exists a function f ∈ C(T) such that
b1(t)f
2(t)+ b2(t)f (t)+ b3(t) /= 0 for all t ∈ T.
Proof. To each t ∈ T one can associate two (possibly coinciding) solutions ξ1, ξ2 ∈
C := C ∪ {∞} of the quadratic equation
b1(t)ξ
2 + b2(t)ξ + b3(t) = 0,
where we stipulate that ξ1 = ξ2 = ∞ if b1(t) = b2(t) = 0 and ξ1 = ∞, ξ2 = −b3(t)
/b2(t) if b1(t) = 0 and b2(t) /= 0. In fact, this is a consequence of the assumption
that not all of b1, b2 and b3 can vanish simultaneously at some point t ∈ T. Let us
denote these two solutions by ξ1(t) and ξ2(t).
Now putU(ξ) = {z ∈ C : |z− ξ | < 1} andU(∞) = {z ∈ C : |z| > 2}. Moreover,
for t ∈ T and ε ∈ (0, /2) define the subarc Aε(t) of the unit circle by Aε(t) =
{teiθ : −ε < θ < ε}. For each (fixed) t0 ∈ T, there exists an ε = ε(t0) ∈ (0, /2)
such that
ξ1(t), ξ2(t) ∈ U(ξ1(t0)) ∪ U(ξ2(t0))
for all t ∈ Aε(t0). Indeed, this follows from the continuity of the functions b1, b2 and
b3, and from the fact that the solutions of a quadratic equation (which is not identic-
ally zero) depend continuously on the coefficients. Let us denote those Aε(t0)(t0) by
A(t0).
Obviously,
⋃
t∈T A(t) is an open covering of T. By the compactness of T we can
choose a finite covering
⋃n
i=1 A(ti) of T. We can assume without loss of generality
that this finite covering is minimal in the sense that we cannot remove one of the
subarcs A(ti) such that the union over the remaining subarcs is still a covering of
T. Moreover, we may assume that the points t1, . . . , tn are located consecutively in
this order when one passes along the unit circle in positive direction. Put t0 = tn and
tn+1 = t1.
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We claim that for such a minimal covering the following holds:
(i) A(ti−1) ∩ A(ti) is an arc whose left endpoint coincides with the left endpoint of
A(ti) and whose right endpoint coincides with the right endpoint of A(ti−1);
(ii) A(ti) and A(tj ) are disjoint if i − j is different from −1, 0 and 1 modulo n.
Indeed, since the length of the arcs are less than , the intersection of two arcs is
either an arc again or is empty. As to (ii), two non-consecutive arcs (i.e., arcs A(ti)
and A(tj ), where ti and tj are not consecutive in the above sense) must be disjoint
since otherwise either A(ti) or A(tj ) or one of the arcs between them is redundant
in regard to the covering. As to (i), if two consecutive arcs intersect each other, they
must do it in the above way since otherwise one of the arcs is again redundant.
Finally, having shown this, it follows that each two consecutive arcs intersect each
other since otherwise all the arcs do not cover T.
Now denote the left endpoint of A(ti) by t−i and the right endpoint by t
+
i . The
above statement (i) can be rephrased by saying that A(ti−1) ∩ A(ti) = (t−i , t+i−1),
where Ii−1,i := (t−i , t+i−1) stands for the open subarc. Moreover, we introduce also
the closed subarcs Ii = [t+i−1, t−i+1]. Note that Ii ⊂ A(ti). Now observe that T de-
composes into the following (open or closed, resp.) subarcs, which are consecutive
in this order:
I0,1, I1, I1,2, I2, I2,3, . . . , In−1, In−1,n, In.
For i = 1, . . . , n choose ηi−1,i ∈ C such that
ηi−1,i /∈ U(ξ1(ti−1)) ∪ U(ξ2(ti−1)) ∪ U(ξ1(ti)) ∪ U(ξ2(ti)).
Notice that the above union cannot be all of C. Now define f on the union of all
subarcs Ii−1,i as follows:
f (t) = ηi−1,i for t ∈ Ii−1,i , i = 1, . . . , n.
Moreover, in order to continue f (t) on all of T, we define f (t) on Ii such that
f (t+i−1) = ηi−1,i , f (t−i+1) = ηi,i+1, and f (t) is continuous on Ii and takes values in
C \ (U(ξ1(ti)) ∪ U(ξ2(ti))).
This is possible since the above set is connected and contains ηi−1,i and ηi,i+1. From
all this it follows that f is continuous on T and that
f (t) /∈ U(ξ1(ti)) ∪ U(ξ2(ti)) for all t ∈ A(ti).
In other words, f (t) /= ξ1(t) and f (t) /= ξ2(t) for all t ∈ A(ti), i.e., for all t ∈ T.
This completes the proof. 
Lemma 3.10. Let a1, a2, a3 ∈ R0 be such that (a1(t), a2(t), a3(t)) /= 0 for all t ∈
. Let q be the homogeneous quadratic polynomial over R defined by
q(x, y) = a1x2 + a2xy + a3y2, x, y ∈ R.
Then there exist x, y ∈ R0 such that q(x, y) ∈ GR0.
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Proof. Since  is a closed Carleson curve in C, there exists a homeomorphism
% : T → . Introduce bi ∈ C(T) by bi(t) = ai(%(t)), t ∈ T. We apply the previous
lemma and obtain a function f ∈ C(T) such that b1f 2 + b2f + b3 is nonzero on
all of T. Define xˆ ∈ C() by xˆ(t) = f (%−1(t)), t ∈ . Hence a1xˆ2 + a2xˆ + a3 is
a continuous function which is nonzero on all of . Since R0 is dense in C(), it
follows that there exists a function x ∈ R0 such that a1x2 + a2x + a3 is nonzero on
all of . With y = 1, this proves the assertion. 
Now we combine the previous results in order to show that the condition
stated in Corollary 3.4(b) is fulfilled under the assumption G ∈ GL∞()2×2.
Proposition 3.11. Let G ∈ GL∞()2×2 be such that nrR(G) = 2. Then there exists
a function Q ∈ ZR(G) such that Q ∈ GR2×20 .
Proof. Since nrR(G) = 2, Z = ZR(G) is a two-dimensional R-linear subspace
of R2×2. From Lemma 3.6 we obtain that there exist Q1,Q2 ∈ R2×20 such that
Z = linR{Q1,Q2} and dim lin C{Q1(t),Q2(t)} = 2 for all t ∈ . Hence G(t) =
c1(t)Q1(t)+ c2(t)Q2(t) where c1, c2 ∈ M().
We see that all assumptions of Lemma 3.6 are fulfilled. Hence (a1(t), a2(t), a3(t))
/= 0 for all t ∈ , where a1, a2, a3 are the coefficients of the polynomial defined
by q(x, y) = det(xQ1 + yQ2), x, y ∈ R. By Lemma 3.10 there exist x, y ∈ R0
such that q(x, y) ∈ GR0.
Now define Q = xQ1 + yQ2. Note that Q ∈ R2×20 and Q ∈ ZR(G). Moreover,
detQ = q(x, y) ∈ GR0. Hence Q ∈ GR2×20 . 
In connection with Corollary 3.4, we obtain immediately the following result,
which is the main result of this section concerningR0-transformations into Daniele–
Khrapkov matrix functions.
Theorem 3.12. LetG ∈ GL∞()2×2 and assume that nrR(G) = 2. Then there exist
U,V ∈ GR2×20 such that UGV is a Daniele–Khrapkov matrix function.
Hence for functions G ∈ GL∞()2×2 belonging to the classes (II0), (II1) or
(II%) an R0-transformation into a Daniele–Khrapkov matrix function is always
possible.
Let us illustrate with an example that the assumptionG ∈ GL∞()2×2 can in gen-
eral not be removed. (Of course, it can happen that G is not invertible in L∞()2×2
but still can be transformed by an R0-transformation into a Daniele–Khrapkov mat-
rix function.)
Example 3.13. LetG ∈ L∞()2×2 be a function such thatZR(G) = linR{Q1,Q2}
with
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Q1 =
(
1 0
0 0
)
, Q2 =
(
0 0
1 (t − t0)
)
, (3.5)
where t0 ∈ . We claim that G cannot be transformed by an R0-transformation into
a Daniele–Khrapkov matrix function.
By Corollary 3.4 it suffices to show that the intersection of linR{Q1,Q2} and
GR2×20 is empty. Assume the contrary, i.e, let Q = p1Q1 + p2Q2 ∈ GR2×20 with
p1, p2 ∈ R. Notice that
Q =
(
p1 0
p2 (t − t0)p2
)
.
It follows that p2 ∈ R0 and (t − t0)p2 ∈ GR0, which is a contradiction.
In the rest of this section we study the possibility of R±-transformations into
Daniele–Khrapkov form.
Lemma 3.14. Let R ∈ R2×20 with traceR = 0. Assume that detR ≡ 0. Then for
each N, there exist x, y ∈ R0 such that xI + yR ∈ GR2×20 and det(xI + yR) has
winding number N with respect to the curve .
Proof. Put σ := − detR ∈ R0, and consider the polynomial
q(x, y) = det(xI + yR) = x2 − σy2.
Since σ ≡ 0, there exist functions xˆ, yˆ ∈ C() such that xˆ2(t)− σ(t)yˆ2(t) = tN .
BecauseR0 is dense inC(), we approximate xˆ and yˆ sufficiently close by functions
in x, y ∈ R0 such that x2 − σy2 is a nonvanishing function with winding number N.

In what follows, we will consider functionsG ∈ GL∞()2×2 for which nrR(G) =
2. For such functions, we will associate a homogeneous quadratic polynomial q as
we have already done earlier:
q(x, y) = det(xQ1 + yQ2), x, y ∈ R, (3.6)
where ZR(G) = linR{Q1,Q2}. The discriminant of q will be denoted by D(q).
Recall that D(q) ≡ 0 means that G belongs to the classes (II1) or (II%) of the classi-
fication scheme with respect to R.
Proposition 3.15. Let G ∈ GL∞()2×2 be such that nrR(G) = 2 and D(q) ≡ 0.
Then there exists Q ∈ ZR(G) such that Q ∈ GR2×20 and detQ has winding
number 0.
Proof. By Proposition 3.11, there exist Q˜ ∈ ZR(G) such that Q˜ ∈ GR2×20 . Note
that det Q˜ is a function that is nonzero on all of . Denote the winding number of Q˜
by N. Choose Q˜2 ∈ R2×20 in such a way that ZR(G) = linR{Q˜, Q˜2}.
Now introduceR := Q˜−1Q˜2 − 12 trace(Q˜−1Q˜2)I ∈ R2×20 and note that traceR =
0. Hence Q˜R = Q˜2 − 12 trace(Q˜−1Q˜2)Q˜. Thus we obtain ZR(G) = linR{Q˜, Q˜R}.
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By Lemma 3.14 there exist x, y ∈ R0 such that xI + yR ∈ GR2×20 and det(xI +
yR) has winding number −N . Now put Q = Q˜(xI + yR). Obviously, Q ∈ ZR(G).
Moreover, Q ∈ GR2×20 and detQ has winding number 0. 
Lemma 3.16. Let
X =
(
x11 x12
x21 x22
)
∈ GR2×20 ,
and assume that detX has winding number 0. Moreover, assume that x11 and x12
are coprime polynomials. Then X admits a canonical factorization, i.e., X = X−X+
where X± ∈ GR2×2± .
Proof. Sine x11 and x12 are coprime polynomials, there exist polynomials y11 and
y12 such that x11y11 + x12y12 = 1. Introduce
Y+ =
(
y11 −x12
y12 x11
)
.
Then Y+ ∈ GR2×2+ and X̂(t) := X(t)Y+(t) ∈ GR2×20 is of the form
X̂ =
(
1 0
xˆ21 xˆ22
)
with certain xˆ21 ∈ R0 and xˆ22 ∈ GR0. Moreover, xˆ22 = det X̂ has winding num-
ber 0. It is well known that under these conditions the rational triangular matrix
function X̂ admits a canonical factorization X̂ = X−X̂+ with X− ∈ GR2×2− and
X̂+ ∈ GR2×2+ . The canonical factorization of X is now given with the factors X−
and X+ = X̂+Y−1+ . 
Lemma 3.17. Let (t) = diag(tN , t−N), where N > 0 and let S ∈ R2×2 be such
that trace S = 0 and det S ≡ 0. Then there exists Q ∈ linR{,S}, which admits
a canonical factorization.
Proof. Write
S =
(
s1 s2
s3 −s1
)
.
Assume without loss of generality that s1 and s2 are coprime polynomials (other-
wise multiply S with a suitable scalar rational function). In fact, this condition can
be fulfilled unless s1 = s2 = 0. However, this would contradict the assumption that
det S ≡ 0.
Now consider
(I + εt−NS) =
(
tN + εs1 εs2
∗ ∗
)
, (3.7)
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where ε is sufficiently small (0 < |ε| < ‖t−NS‖−1), which ensures that the
matrix function (3.7) belongs to GR2×20 and its determinant has winding number 0.
We claim that there exists a (sufficiently small, nonzero) ε such that tN + εs1
and s2 are coprime. Assume the contrary. Let {εn} be an infinite sequence of suf-
ficiently small, nonzero numbers. To each such εn we can associate a nonconstant
polynomial dn which is the greatest common divisor of tN + εns1 and s2. Since
any polynomial (such as s2) has only a finite number of divisors, there must be
two polynomials dn that are equal (up to a multiplicative constant). Call them d =
dn1 = dn2 . Then d|(tN + εn1s1) and d|s2 as well as d|(tN + εn2s1) and again d|s2. It
follows that d|(εn1 − εn2)s1. Hence d|s1. We obtain that s1 and s2 are not coprime,
contradicting our assumption.
Since the entries in the first row of the matrix function (3.7) are coprime poly-
nomials (for the appropriate choice of ε), and since the winding number of the de-
terminant of this matrix function is equal to 0, it admits a canonical factorization
due to Lemma 3.16. Obviously, the matrix function (3.7) belongs to linR{,S}.

Proposition 3.18. Let G ∈ GL∞()2×2 be such that nrR(G) = 2 and D(q) ≡ 0.
Then there exists Q ∈ ZR(G) such that Q = U−V+ with U− ∈ GR2×2− and V+ ∈
GR2×2+ .
Proof. By Proposition 3.15, there exists Q˜ ∈ ZR(G) such that Q˜ ∈ GR2×20 and
det Q˜ has winding number 0 with respect to . Choose Q˜2 ∈ R2×2 such that ZR(G)
= linR{Q˜, Q˜2}.
The rational matrix function Q˜ admits a factorization with respect to the
curve , where the sum of the partial indices is zero. Hence this factorization is
of the form Q˜ = U˜−V˜+ with  = diag(tN , t−N), N  0, U˜− ∈ GR2×2− , V˜+ ∈
GR2×2+ . If N = 0, then the proof is complete since we can put Q = Q˜, U− = U˜−,
V+ = V˜+.
Otherwise, define S1 = U˜−1− −1Q˜2V˜ −1+ , S = S1 − 12 trace(S1)I , and note that
S ∈ R2×2, trace S = 0, and
ZR(G) = linR{U˜−V˜+, U˜−SV˜+} = U˜−linR{,S}V˜+.
One can easily show that D(q) R∼ det S. Hence the assumption det S ≡ 0 of Lemma
3.17 is fulfilled. It follows that there exist p1, p2 ∈ R such that (p1I + p2S) ad-
mits a canonical factorization. Consequently, there exists an element inZR(G)which
admits a canonical factorization. 
In connection with Corollary 3.4, we obtain immediately the following result,
which is the main result in regard to R±-transformations into Daniele–Khrapkov
matrix functions.
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Theorem 3.19. Let G ∈ GL∞()2×2 and assume that nrR(G) = 2 and D(q) ≡ 0.
Then there exist U− ∈ GR2×2− and V+ ∈ GR2×2+ such that U−GV+ is a Daniele–
Khrapkov matrix function.
Hence for functions G ∈ GL∞()2×2 belonging to the classes (II1) or (II%)
an R±-transformation into a Daniele–Khrapkov matrix function is always possible.
For functions G ∈ GL∞()2×2 belonging to the class (II0) anR±-transformation
may or may not be possible. Here the following example gives more insight.
Example 3.20. Let G ∈ GL∞()2×2 be such that ZR(G) = linR{Q1,Q2} with
Q1 =
(
1 0
0 tN
)
, Q2 =
(
0 0
1 0
)
. (3.8)
If N ∈ Z is positive or odd, then G cannot be transformed by an R±-transformation
into a Daniele–Khrapkov matrix function.
By Corollary 3.4 it suffices to show that linR{Q1,Q2} ∩ GR2×20 does not contain
a function which admits a canonical factorization. Assume the contrary, i.e., let Q =
p1Q1 + p1Q2 ∈ GR2×20 , where p1, p2 ∈ R. Observe that
Q =
(
p1 0
p2 tNp1
)
.
It follows that p1 ∈ GR0.
If N > 0, then it is well known that the rational triangular matrix function Q
admits a factorization with the partial indices κ and κ+N , where κ stands for the
winding number of p1. Hence the factorization is not canonical.
Now suppose that N is odd. Then the total index of the factorization of Q equals
the winding number of detQ = (p1)2tN , which is equal 2κ+N . This number is
odd and thus the factorization cannot be canonical.
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