Abstract. Let A be a C * -algebra and I be a closed ideal in A. For x ∈ A, its image under the canonical surjection A → A/I is denoted byẋ, and the spectral radius of x is denoted by r(x). We prove that
Introduction
Let A be a C * -algebra, x its element. The spectral radius of x will be denoted by r(x). Spectral radius formula of Murphy and West [5] (Rota for B(H) [4] ) is r(x) = inf s −1 xs , where infimum is taken over all invertible elements in the C * -algebra. In present paper we get the following generalization of this formula. Let I be a closed ideal in A. For x ∈ A, byẋ we denote the image of x under the canonical surjection A → A/I. We prove (Corollary 3) that max{r(x), ẋ } = inf (1 + i)
where infimum is taken over all i ∈ I such that 1 + i is invertible. In the case I = A it is the spectral radius formula. Moreover we prove that if ẋ > r(x) then the infimum is attained. For a finite family of commuting elements, the corresponding i can be chosen common (Theorem 1). We apply these results to a question posed by C. Olsen in [9] . Her question is the following:
given an operator T and a polynomial p does there exist a compact perturbation T + K of T such that p(T + K) = p(T ) e ?
(here e is the essential norm of an operator). Olsen's second question was if this compact operator K can be chosen simultaneously for all polynomials.
The both questions are open, but there are partial results ( [12] , [7] , [8] , [9] , [14] , [15] , [13] ), obtained either for special classes of operators or for special polynomials. Below we list most of these results: 1) If p is arbitrary and T is essentially normal or subnormal or n-normal operator or a nilpotent weighted shift, then there is a positive answer to Olsen's question. Moreover K can be chosen independently of polynomial [8] , [9] ;
2) If p(T ) is compact, then the answer is positive [7] ; 3) If T is arbitrary, p is linear, the answer is positive. Moreover K can be chosen common for all linear polynomials [14] ; 4) If p is a monomial p(x) = x n , T arbitrary -the answer is positive. Moreover K can be chosen common for finitely many monomials. If T is not quasinilpotent, then K can be chosen common for all monomials [12] .
In present paper for finitely many arbitrary polynomials p 1 , . . . , p n we show (Theorems 6 and 10) that there is a dense open subset Σ p 1 ,...,pn ⊂ B(H) such that for any operator T ∈ Σ p 1 ,...,pn , there is K ∈ K(H) such that
In other words, those operators for which we cannot answer Olsen's question, form a nowhere dense set.
In [8] , Theorem 5.2, for either T or T * quasitriangular there was solved an "approximate version" of the problem: inf
We prove that this holds for arbitrary operator T (Theorem 15) . Finally, in Section 3, we present a result which is not formally related with generalized spectral radius formula, but uses arguments similar to ones used in the proof of the formula. It is an open question whether two commuting operators which are each similar to a contraction are simultaneously similar to contractions ( [17] , page 159). In [18] a confirmative answer is obtained for the case when the both operators are similar to strict contractions. We show (Theorem 17) that if only one of these operators is similar to a strict contraction, then the answer is positive.
The authors are grateful to Victor Shulman for many helpful discussions.
2. Generalized spectral radius formula Theorem 1. Let A be a C * -algebra, I its ideal, and a 1 , . . . , a n ∈ A commute. Then for any ǫ > 0, there is e ∈ I such that
for all j. If r(a j ) < ȧ j , for all j, then there is e ∈ I such that max{r(a j ), ȧ j } = (1 + e)a j (1 + e) −1 , for all j.
We will need a lemma.
Lemma 2. Let A be a C * -algebra, I its ideal, and a 1 , . . . , a n ∈ A commute. Suppose r(a j ) < 1, ȧ j ≤ 1, for all i. Then there exists e ∈ I such that
Proof. By [16] there exists 0
Consider series
For its partial sums we have
and by (1) the series converges.
Then z ≥ 1 and hence invertible. Let y = z 1/2 . Then y is invertible and of the form 1 + e, e ∈ I. For any 1 ≤ j ≤ n we have
Proof of Theorem 1. For each j = 1, . . . , n take any δ j such that
Applying Lemma 2 to the elements
, we find e ∈ I such that
, we may take δ j = ȧ j and obtain the second statement.
In particular, for a single element we get the following formula.
(here infimum in the right-hand side is taken over all e ∈ I such that 1 + e is invertible). If ȧ > r(a) then the infimum is attained.
Remark 4. In the case r(a) ≥ ȧ , infimum in the formula need not be attained. First of all, if r(a) = ȧ = 0, it obviously is not attained. If r(a) ≥ ȧ = 0 it also might not be attained. For example, consider an operator of the form
where K is compact. Then r(T ) = T e = 1. If infimum in the formula was attained, T would be similar to a contraction and hence power-bounded. But
Olsen's question
Let B(H) be the space of all bounded operators on a Hilbert space H, K(H) the ideal of all compact operators,
For T ∈ B(H), Ṫ and r(Ṫ ) are called the essential norm and the essential spectral radius of T . We will use also their standard denotations T e and r e (T ).
Let p 1 , . . . , p n be polynomials. Define
Lemma 5. For any polynomials p 1 , . . . , p n ,
whenceṪ ∈ G p 1 ,...,pn and T ∈ Σ p 1 ,...,pn . Suppose T ∈ Σ p 1 ,...,pn . By [2] there is K ∈ K(H) such that σ(T + K) is obtained by filling in some holes in the essential spectrum of T . Then by the maximum principle
Theorem 6. For any polynomials p 1 , . . . , p n and an operator T ∈ Σ p 1 ,...,pn , Olsen's question has a positive answer. That is there is a compact operator K such that p i (T +K) = p i (T ) e , i = 1, . . . , n.
Proof. By Lemma 5 there is
Proof. Let T be a quasinilpotent operator. If p(T ) is compact, the assertion follows from Olsen's structure theorem for polynomially compact operators ( [7] ). If p(T ) is not compact, then r(p(T )) < p(T ) e and T ∈ Σ p . The assertion follows now from Theorem 6.
For nilpotent operators, one does not even need an assumption p(0) = 0.
. . .
Then with respect to the decomposition H = H 1 ⊕ . . . ⊕ H k 1 +...+k N −1 the operator T has uppertriangular form with t 1 1, . . . , t 1 1, . . . , t N 1, . . . , t N 1 on the diagonal, where each t i 1 is repeated k i times.
And so on.
Theorem 9. For any nilpotent operator T and any polynomial p, Olsen's question has a positive answer.
Proof. Let n be such that T n = 0. By Lemma 8, T is an n-block upper-triangular operator with zeros at the diagonal. Hence p(T ) is n-block upper-triangular with p(0) at the diagonal. Hence r(p(T )) = |p(0)|. If p(T ) e > r(p(T )), then by Theorem 6, we are done. So let us assume
The image q(p(T )) of p(T ) in Calkin algebra is also n-block upper-triangular operator with entries in Calkin algebra and with p(0) at the diagonal. Its norm can be equal |p(0)| only if it is diagonal. Thus we have
Letp = p − p(0). Thenp(T ) ∈ K(H)
and by the Olsen's structure theorem for polynomially compact operators ( [7] ), there exists K ∈ K(H) such that
Our purpose now is to show that for any polynomials p 1 , . . . , p n , the set Σ p 1 ,...,pn consists of almost all operators. Σ p 1 ,. ..,pn .
The set
Theorem 10. The complement of Σ p 1 ,...,pn is nowhere dense.
We will need several lemmas. For any set S ⊆ C, we denote its boundary by ∂S.
Lemma 11. Let T ∈ B(H) and let p be a polynomial. Then there is λ 0 ∈ σ e (T ) such that T − λ 0 is not semi-Fredholm operator and |p(λ 0 )| = r e (p(T )).
Proof. By [2] there exists K ∈ K(H) such that σ(T + K) is obtained from σ e (T ) by filling in some holes. Hence ∂σ e (T ) ⊇ ∂σ(T + K). 
|p(t)| = r(p(T + K)).
The opposite inequality is obvious. Thus r e (p(T )) = r(p(T + K)).
By the maximum principle there is a point λ 0 ∈ ∂σ(T + K) such that
By (3) and (2) λ 0 ∈ σ e (T ) and |p(λ 0 )| = r e (p(T )). Suppose T −λ 0 1 is semi-Fredholm. Then all operators in some neighborhood of T −λ 0 1 are semi-Fredholm of the same index [3] . Since λ 0 ∈ ∂σ(T + K), in this neighborhood there is an operator T − λ1 such that T + K − λ1 is invertible. Hence
Thus T − λ 0 1 is semi-Fredholm operator of index 0, which implies that it is Fredholm. Since λ 0 ∈ σ e (T ), it is a contradiction.
The following lemma is inspired by work of Holmes, Scranton and Ward ( [10] ).
Lemma 12. Let T ∈ B(H), p be a polynomial. Then for any ǫ > 0 there is A ∈ B(H) such that T − A ≤ ǫ, p(A) e > r e (p(A)).
Proof. Let λ 0 be as in Lemma 11. Since T − λ 0 1 is not semi-Fredholm, there is an infinitedimensional projection Q, such that (
where
Hence σ e (p(T + SQ)) = σ e (p(T )).
(5) By (5) and the choice of λ 0 ,
So it suffices to construct a nilpotent operator S such that p(T + SQ) > |p(λ 0 )| and S ≤ ǫ. Then for A = T + SQ we would have T − A ≤ ǫ and p(A) e > r e (p(A)). Write p in the form p(t) = a 0 + a 1 t + . . . + a n t n , where a n = 0. Then for any operator S,
. . . µ n = a n ,
Choose the smallest i such that µ 1 = 0, . . . , µ i−1 = 0, µ i = 0. It exists because µ n = 0. Let S be a block-diagonal operator
where S
′ is (i + 1) by (i + 1) nilpotent matrix
and
By (4), (6), (7) we get
Proof. Let a n belong to the complement of G p , a n → a. Then p(a n ) → p(A). By the semi-continuity of spectral radius, r(p(a)) ≥ lim sup r(p(a n )) = lim sup p(a n ) = p(a) .
The opposite inequality is obvious. Thus the complement of G p is closed. 
is open and dense. This implies that its complement is nowhere dense.
Finally we get an approximate version of Olsen's question.
Theorem 15. Let T ∈ B(H).
There exists a sequence K n ∈ K(H) such that for each polynomial p,
Proof. Arguing as in the proof of Lemma 11, one find a compact perturbation T + K of T , such that for each polynomial p,
Let F = {p 1 , p 2 , . . .} be the set of all polynomials with rational coefficients. Applying Theorem 1 to the family {p j (T + K)}, j = 1, . . . , n, and using (8), we find e n ∈ K(H) such that
. . , n and hence
Then K n ∈ K(H). Since for any polynomial p, p(T + K) e = p(T ) e , we have
Hence for any p ∈ F , there is n p such that for all n > n p ,
and applying this to the polynomial p(z) = z, we conclude that the sequence K n is bounded. Let C = sup T + K n . For arbitrary polynomial p there is p kn ∈ F such that
Now using (9) and von Neumann's inequality, we get for all sufficiently large n p(T + K n ) ≤ p kn (T + K n ) + (p − p kn )(T + K n ) ≤ p kn (T + K n ) + sup |z|≤C |p kn (z) − p(z)| < p kn (T ) e + 2 n ≤ p(T ) e + sup |z|≤ T e |p kn (z) − p(z)| + 2 n ≤ p(T ) e + 3 n .
Since p(T + K n ) ≥ p(T ) e , we obtain p(T + K n ) → p(T ) e .
Common similarity to contractions
Lemma 16. Let A be a C * -algebra, a, b ∈ A, [a, b] = 0, r(a) < 1, b ≤ 1. Then there is an invertible y ∈ A such that yay −1 < 1, yby −1 ≤ 1.
Proof. Let z = 1 + a * a + (a * ) 2 a 2 + . . . and let y = z 1/2 . By the proof of Lemma 2, applied to the case of I = A and a single element a, yay −1 < 1.
We have Theorem 17. Let A be a C * -algebra, a, b ∈ A, [a, b] = 0, a is similar to a strict contraction and b is similar to a contraction. Then there is an invertible c ∈ A such that cac −1 ≤ 1, cbc −1 ≤ 1.
Proof. Since b is similar to a contraction, there is s such that
Since a is similar to a strict contraction, r(sas −1 ) = r(a) < 1. 
