We present multi-band optical photometry of 94 spectroscopically-confirmed Type Ia supernovae (SN Ia) in the redshift range 0.0055 to 0.073, obtained between 2006 and 2011. There are a total of 5522 light curve points. We show that our natural system SN photometry has a precision of 0.03 mag in BVr'i', 0.06 mag in u ′ , and 0.07 mag in U for points brighter than 17.5 mag and estimate that it has a systematic uncertainty of 0.014, 0.010, 0.012, 0.014, 0.046, and 0.073 mag in BVr'i'u'U, respectively. Comparisons of our standard system photometry with published SN Ia light curves and comparison stars reveal mean agreement across samples in the range of ∼0.00-0.03 mag. We discuss the recent measurements of our telescope-plus-detector throughput by direct monochromatic illumination by Cramer et al. (in prep.). This technique measures the whole optical path through the telescope, auxiliary optics, filters, and detector under the -2 -same conditions used to make SN measurements. Extremely well-characterized natural-system passbands (both in wavelength and over time) are crucial for the next generation of SN Ia photometry to reach the 0.01 mag accuracy level. The current sample of low-z SN Ia is now sufficiently large to remove most of the statistical sampling error from the dark energy error budget. But pursuing the dark-energy systematic errors by determining highly-accurate detector passbands, combining optical and near-infrared (NIR) photometry and spectra, using the nearby sample to illuminate the population properties of SN Ia, and measuring the local departures from the Hubble flow will benefit from larger, carefully measured nearby samples.
) using the FAST spectrograph (Fabricant et al. 1998) .
From its second and third years, SDSS-II should have photometry of another few dozen spectroscopically-confirmed SN Ia at z < 0.1. The Palomar Transient Factory has discovered and spectroscopically confirmed ∼900 SN Ia in its first two years 1 and a large number of these should have quality light curves. The Nearby Supernova Factory (Aldering et al. 2002) has made spectrophotometric observations of several hundred SN Ia. ESSENCE will shortly publish their whole data set and cosmological analysis (Narayan et al. in prep.) . PanSTARRS 2 is also producing large numbers of SN Ia light curves that span the range from low-z to cosmologically telling redshifts with a single photometric system that should diminish the photometric uncertainties encountered by splicing together separate samples at low redshift and high.
In addition to measuring SN data, we have also been engaged in improving the methods for determining SN Ia distances, using observations in multiple photometric bands to estimate both the luminosity of a SN Ia and its extinction (Riess, Press, & Kirshner 1996; Jha, Riess, & Kirshner 2007) . MLCS2k2 is the most recent incarnation. SALT2 (Guy et al. 2007 ) and SiFTO (Conley et al. 2008 ) are other popular light curve fitters. The current state of the art uses a statistical model for light curve shapes that predicts distances to 7% for well-observed SN Ia using optical data and 5% when NIR photometry is added (Mandel, Narayan & Kirshner 2011) .
The application of the published nearby samples to cosmology includes the determination of H o to the 3% level from the intercept of the Hubble diagram (Riess et al. 2011) , where over half of the SN Ia sample came from CfA3. In addition, the photometry for two of the eight Cepheid-calibrated SN Ia (SN 2007af and SN 2007sr) came from the CfA3 sample and the improved photometric calibration of the comparison stars of a third (SN 1995al) was obtained from observations taken at the F. L. Whipple Observatory (FLWO) 1.2m telescope during the course of the CfA3 observations (Riess et al. 2009 ). Measurement of q o has been a major application that requires both high and low redshift samples that are on a common photometric system and analyzed in a consistent way. The pioneering work of measuring distant SN Ia, first published by Riess et al. (1998) and subsequently by Perlmutter et al. (1999) , led to the surprising result of cosmic acceleration: q o < 0. Until 2009, the paucity of low-redshift SN Ia was a significant contributor to the statistical uncertainty in dark energy properties. This changed in 2009, when Hicken et al. (2009b) used the CfA3 data and data from the literature to construct the Constitution sample of SN Ia redshifts and distances, and employed it to improve constraints on the dark energy equation of state parameter, w. The CfA3 sample was also instrumental in providing the data for Kelly et al. (2010) who first detected the small but real relation between SN Ia host-galaxy masses and the residuals from the distance predictions based on SN Ia light curves. This was confirmed at higher redshift by work based on the Sloan SN survey (Lampeitl et al. 2010 ) and on the Supernova Legacy Survey (Sullivan et al. 2010) . A constraint on σ 8 , the amplitude of cosmic fluctuations, based in large part on the CfA3 sample, has recently been derived by Turnbull et al. (2012) , who used the velocity residuals in the nearby Hubble flow to determine the variance in the dark matter density on a spatial scale of 8 Mpc, Ω 0.55 m σ 8,lin = 0.40 ± 0.07. Amanullah et al. (2010) presented the Union 2.0 set of SN Ia distances, incorporating the CfA3 and first-year SDSS-II phototomery (Holtzman et al. 2008) while Suzuki et al. (2012) added 16 cosmologically-useful SN Ia from the Hubble Space Telescope Cluster Supernova Survey, with 10 at z > 1, to form the Union 2.1 set and provide tight limits on constant w in a flat CDM model: 1 + w = −0.013
+0.068
−0.073 , where the uncertainties include all statistical and systematic errors. Sullivan et al. (2011) combine all three years of the Supernova Legacy Survey data with the nearby, first-year SDSS-II and Higher-z ) samples to measure 1 + w = 0.061
+0.069
−0.068 , where a flat universe is assumed and the uncertainties include all statistical and SN Ia systematic errors. The Union 2.1 and Supernova Legacy Survey measurements of w are the state of the art at the moment.
Since systematic errors in dark energy properties are now equal to or larger than the errors produced by finite sample sizes, progress demands ways to decrease those systematic errors. Two of the largest sources of systematic uncertainty in using SN Ia for cosmology are 1) the entanglement of intrinsic SN Ia color and host galaxy reddening and 2) the overall accuracy of SN Ia photometry, especially in accurately characterizing the passbands used.
One promising path to overcoming the first source of systematic error is through NIR observations of SN Ia. As shown by Krisciunas, Phillips & Suntzeff (2004c) , Wood-Vasey et al. (2008) , CSP1, CSP2, and Mandel, Narayan & Kirshner (2011) , SN Ia are better standard candles in the NIR and extinction by dust is a less vexing problem. The combination of the optical and NIR photometry from the CSP and the CfA will lead to improved disentangling of SN Ia color and host reddening. Another interesting path to better distances and better understanding of the nature of SN Ia comes through combining information from light curves with information from spectra. Recent work by Blondin, Mandel & Kirshner (2011) shows that spectra can be used to determine the intrinsic luminosity of SN Ia from the CfA samples. This builds upon findings by Nugent et al. (1995) , Bongard et al. (2006) , Hachinger et al. (2008) and Bailey et al. (2009) . Silverman et al. (2012) combine nearby SN Ia spectra and photometry to achieve the largest reduction in the Hubble diagram scatter via adding spectra to date. Unlike the broad cosmological problem, the newer areas of combining NIR photometry and optical spectra with optical photometry have significantly less data. This paper, with a sample of 94 new optical light curves, has substantial overlap with CfA NIR photometry (Friedman et al. in prep.) and optical spectra (Blondin et al. 2012) of the same objects. We expect that these measurements will be valuable in developing the tools to improve our knowledge of SN Ia and of the expansion history of the universe.
The second large source of systematic uncertainty will be greatly reduced through better characterization of detector passbands, as was done for our measurements by Cramer et al. (in prep.) using a monochromatic source to determine the system throughput, as described below. In addition to better passband characterization, the significant overlap of nearby SN Ia photometry in the published CfA, LOSS, CSP and other samples will aid in better understanding any possible systematic photometric effects that a given sample might have.
In §2, we describe our observational and data reduction procedures. Greater emphasis is placed on the few differences as compared with the CfA3 procedures and a briefer description is provided where the procedures remained the same. We then present the CfA4 light curves. In §3, we compare the overlapping objects betweeen CfA4, LOSS and CSP. The CfA4 light curves, comparison star magnitudes and passbands can be found at our website 3 or in the online journal version of this paper.
Data and Reduction
The CfA4 sample consists of 5522 light curve points. All 94 SN have BV r ′ i ′ measurements while 14 have U and 12 have u ′ . The average number of light curve points per SN is 14.9 in V r ′ i ′ , 12.5 in B, 7.8 in u ′ and 7.0 in U. The closest redshift, z CMB , is 0.0055 and the farthest is 0.073. The median redshift is 0.029 while the 25 th and 75 th percentile redshifts are 0.017 and 0.038, respectively. 89 of 94 SN have z CMB > 0.010.
CfA4 data processing followed the same three steps used for CfA3: reduction, calibration and host-galaxy subtraction. Here we provide a brief overview of the overall process (see H09 for a more detailed treatment) and describe the differences between CfA4 and CfA3 in greater depth. The reduction and subtraction stages were carried out by a version of the ESSENCE and SuperMACHO pipeline (Miknaitis et al. 2007; Rest et al. 2005; Garg et al. 2007) . Calibration paralleled CfA3 but was more automated. We employed differential photometry, calibrating the comparison stars surrounding the SN on photometric nights and then measuring the flux of the SN relative to the comparison stars in each data image, on both photometric and non-photometric nights. We employed host-galaxy subtraction for all 94 SN, using multiple reference images for the majority of the SN.
Instruments
The CfA4 data were obtained on the 1.2m telescope at the FLWO using the single-chip, four-amplifier CCD KeplerCam 4 . Observations were acquired on amplifier two with a pixel scale of 0".672, resulting in a field of view of approximately 11'.5x11'.5. The 1.2m primary mirror deteriorated during the course of the CfA4 observing and its effects will be described below. A replacement mirror is nearly ready.
Due to the KeplerCam's good cosmetics, a bad-pixel mask was not required. The same BVr'i' filters from CfA3 were used for CfA4. The second of the two CfA3 U filters was used for CfA4 until it broke in January, 2009 and afterwards an SDSS u ′ filter was used. A further description of the filters used in conjunction with the KeplerCam can be found at the FLWO website 5 .
Observations
The CfA Supernova Group depends on both professional and amateur SN searches for its observing targets. Most of these search surveys had typical limiting magnitudes of 19.5 mag. The 1.2m telescope can reach targets north of declination −20
• . The CfA4 discovery data are displayed in Table 1 . The reported SN positions are a weighted mean from our subtracted images, usually in r ′ , and are usually an improvement over the announced discovery positions. These positions will be of use for studies requiring more accurate SN positions, such as exploring the host galaxy properties at the point of explosion. For the reader's convenience we also list the redshift, host galaxy name, and Milky Way color excess for each SN.
As explained in H09, the CfA Supernova Group rapidly acquires spectra of many of the new SN brighter than ∼ 18.5 mag and northwards of −20
• to provide typing and follow-up investigation. We also begin taking optical and JHK photometry. This combination allows for a richer understanding of both individual SN and the sample as a whole. Priority was usually given to younger and more interesting SN.
The SN in our sample come from a variety of SN searches. In many cases, the SN are detected in galaxies which are targeted for monitoring. This means that the host galaxies do not constitute an unbiased sample of the universe, and the properties of the SN in this sample and of their hosts are not necessarily representative. See H09 for further details.
Pipeline: Reduction Stage
Images underwent bias subtraction and flat fielding. Dome-screen flats were used for BVr'i' while twilight flats were used for Uu ′ . The i ′ -band fringes were slightly larger than in CfA3 so fringe corrections were applied. Cosmic rays were removed in the same way as in CfA3.
The UCAC3 catalog (Zacharias 2010 ) was used to produce a linear astrometric solution for the vast majority of the CfA4 images. The USNO-B1.0 (Monet 2003) or USNO-A2.0 catalogs (Monet 1998) were employed in the few cases where the UCAC3 catalog was too sparse. SWarp (Bertin et al. 2002) was run to properly scale and align the images. DoPHOT (Schechter, Mateo, & Saha 1993) was then used to calculate fluxes for all stellar-shaped objects.
Calibration
We used Landolt (1992) to calibrate our UBV bands and Smith et al. (2002) to calibrate our r'i' bands. For our u ′ calibration we transformed the Landolt (1992) U magnitudes into u ′ via the equation u ′ = U + 0.854 (Chonis & Gaskell 2008) .
As in CfA3, we performed aperture photometry on the Landolt/Smith standard stars and on our SN-field comparison stars using the NOAO/DIGIPHOT/APPHOT package in IRAF (Tody 1993) . Comparison stars were chosen so that they were reasonably well isolated. Due to the deteriorated mirror, which resulted in larger stellar point spread functions (PSF), an aperture with radius of 18 pixels was used on both the standard and comparison stars. This was larger than the 15 pixels used in CfA3. An aperture correction was calculated from as many as four bright and isolated stars by subtracting the 6-pixel-radius-aperture magnitude from the 18-pixel-radius-aperture magnitude and applied to the 6-pixel-radius magnitude of all of the stars in the field.
As in CfA3, a linear photometric transformation solution for each night was calculated from our Landolt/Smith stars using system of equations 1.
The terms on the left side of the equations are the instrumental colors except for the V -band term. The first term on the right side of each equation is the zero-point, followed by the airmass coefficients, α, times the airmass, x. The V -band equation is unique in that it directly relates the instrumental magnitude v to the standard system magnitude and color, V and B − V . The other four equations only relate the instrumental and standard-system colors to each other. The final term on the right of the four color equations multiplies the standard-system color of the standard stars by a coefficient, β, to convert the standardsystem color into the natural-system color. When the u ′ filter replaced the U filter we used the above equations replacing U with u ′ .
The photometric solution was applied to the comparison star measurements. This produced tertiary standards that were used to calibrate the SN measurements in the natural system. To calculate the photometric zero-point for each SN image, we took a weighted mean of the differences between our calibrated magnitudes and the instrumental DoPHOT measurements of the comparison stars.
Most of our SN fields were observed on multiple photometric nights to ensure more accurate calibration. However, this was not always possible. All SN fields that were calibrated on only one night had other SN fields calibrated on the same night that were consistent across multiple nights. This increases confidence but does not guarantee the single-night calibrations. The comparison star uncertainties include the measurement uncertainties, the standard deviation of measurements from multiple nights (for single nights, an appropriate error floor was used instead) and the uncertainty of the transformation to the standard system. The typical uncertainty of our V -band comparison star measurements is 0.015 mag.
The color coefficients from each photometric night are plotted in Figure 1 . The V , V −i ′ , U − B and u ′ − B coefficents do not show any significant trend over time and can be fit well by one average value while the B −V and V −r ′ coefficients show a step-function distribution with one value in the period before mid-2009 (period one) and another value in the period after (period two). We chose to use 2009 August 15 (MJD=55058) as the dividing point and calculated average B − V and V − r ′ color coefficients for period one and another average for period two. The color coefficients are listed in Table 2 . The largest difference between the two periods was in the B − V color coefficients, which decreased from 0.93 to 0.87. Since the V -band color coefficient was stable across the two time periods this implies that the B passband shifted redward in period two. Deposits or condensation on the camera are likely causes for the changing color coefficients. The KeplerCam was baked on 2011 May 17 to remove deposits/condensation and the B − V and V − r ′ color coefficients derived after this returned to their period-one values. However, these post-baking photometric nights were not used for any CfA4 photometric calibration so only the two time periods, one before and one after August, 2009, with their respective color coefficients were needed. In addition to this, the 1.2m mirror was deteriorating from 2007 to 2011, losing about 0.6 mag of sensitivity in V . We note that the KeplerCam underwent regular bakeouts every August, but none of these produced a dramatic difference like the one in 2011 May. There is no evidence that the 2011 bakeout procedure was different from previous cycles of dessication and cleaning, but the result was a significant change in the color coefficients. Whatever the cause, the B − V and V − r ′ color coefficients returned to their period-one values and the most likely explanation is that the 2011 May bakeout removed deposits/condensation that previous ones could not. Synthesized natural system BVr'i' passbands for the KeplerCam were calculated in H09 by combining the primary and secondary mirror reflectivities (taken as the square of the measured reflectivity of the primary), the measured filter transmissions, and the measured KeplerCam quantum efficiencies. No atmospheric component was included. These passbands were presented as normalized photon sensitivities. No U-band passband was made due to a lack of a U filter transmission curve.
More recently, Cramer et al. (in prep ., hereafter C12) measured the FLWO 1.2m KeplerCam BV r ′ i ′ passbands using the technique initially described in Woodward et al. (2010) and Stubbs & Tonry (2006) . The dome screen was illuminated with light from a monochromatic, tunable source to generate a series of monochromatic dome flats spanning each filter passband. A NIST-calibrated photodiode 6 monitored the total amount of light incident on the telescope during each exposure. Filter passbands were generated by scaling the camera response to the photodiode signal. The measured passbands therefore include not only the filters, camera, and mirrors, but also the effect of other optics in the telescope optical train -notably, a doublet corrector lens with an aging anti-reflective coating on each of the four surfaces -as well as accumulated dirt and condensation in the camera. The Vr'i' passbands were measured four times: in July and October of 2010, and April and June of 2011. The B passband was measured in 2010 October as well as April and June of 2011. We therefore have measured passbands both before and after the 2011 May bakeout. For more details and tables of the measured passbands, see C12.
The C12 V r ′ i ′ passbands are relatively stable across the bakeout and agree reasonably well with the synthesized CfA3 V r ′ i ′ passbands (see Figure 2 for V ) but the C12 pre-bakeout B passband is significantly redward of both its post-bakeout counterpart and the synthesized CfA3 B passband, as seen in Figure 3 . The pre-bakeout C12 passbands were observed at two separate times, six months apart, and were virtually identical. The period-two color coefficients were also stable over this same range of time (and longer). The implication is that the pre-bakeout C12 passbands are valid over the period-two time range where the deposits/condensation were present.
After the bakeout, the C12 B passband shifted bluewards while the C12 V passband remained stable. This is consistent with the increase of the B − V color coefficients back to the period-one 0.93 level. The post-bakeout C12 B passband can also be seen to be much more consistent with the synthesized CfA3 B passband. We also point out that the CfA3 B − V color coefficient was 0.92, fairly close to the CfA4 period-one value. These pieces of information suggest that the post-bakeout C12 B passband can be used as the CfA4 period-one natural system B passband.
To summarize, the C12 post-bakeout passbands should be used in conjunction with the CfA4 period-one natural-system light curves while the C12 pre-bakeout passbands should be used for period two. Also, due to the reasonable consistency of the BV r ′ i ′ CfA3 and CfA4 period-one color coefficients, the C12 post-bakeout passbands can be used with the CfA3 natural-system light curves. The similarity of the synthesized CfA3 passbands to the C12 V r ′ i ′ and post-bakeout B passbands suggests that they were sufficiently accurate and that their use in cosmological studies was satisfactory (Amanullah et al. 2010; Suzuki et al. 2012; Sullivan et al. 2011 ).
Pipeline: Host-Galaxy Subtraction
Each of the 94 SN in the CfA4 sample underwent host-galaxy subtraction. Reference images were acquired on clear nights with good seeing and little or no moon so as to maximize their signal-to-noise ratio. However, due to the poor mirror quality the images had larger PSF sizes than in CfA3. To combat this, multiple reference images were subtracted from the majority of the data images.
The same subtraction algorithm and software as in CfA3 were used for CfA4. A convolution kernel that transforms the PSF of one image to the PSF of the other was calculated using the algorithm of Alard & Lupton (1998) and Alard (2000) with slight improvements as in Becker et al. (2004) and Miknaitis et al. (2007) and then the subtraction was performed. The SN flux in the difference image was then measured with the DoPHOT PSF from the stars of the unconvolved image.
The natural system flux normalization for the difference image was chosen from the SN data image as opposed to the reference image. This ensured that the normalization of the SN data would be consistent with the passbands and color coefficients from the same time period.
Noise maps were propagated for both data and reference images and used to calculate a noise map for the difference image. Information from the noise image was combined with the DoPHOT uncertainty and calibration uncertainty to produce the uncertainty of the natural system SN measurement.
The subtraction process was not always perfect and this introduced extra uncertainty.
Steps were taken to estimate this uncertainty. In the cases where multiple reference images existed and were successfully subtracted from one data image we had a distribution of values that provided a better estimate of the true SN flux and its uncertainty. The differences in these values were due to differences in the various reference images. In order to arrive at one final light-curve point, the multiple photometry values from each data image were plotted and any extreme outliers were removed. Suppose that N values remain. They are different from each other due to Poisson noise in the host-galaxy and sky flux in the reference images and due to slight limitations in convolving every reference image equally well to the data image. We took the median of these N values to be the final light-curve data point. There are also N photometry-pipeline uncertainties associated with each of the N photometry values. To calculate the final light-curve uncertainty for the data point in question, σ total , the median of the N photometry-pipeline uncertainties (we will call this median σ pipe ) was added in quadrature to the standard deviation of the N photometry values (σ phot ).
Formally, there is a slight double counting of the Poisson noise of the reference images since it is part of the standard deviation of the N photometry values, σ phot , and is also included in the difference image noise maps. However, this is dwarfed by the size of the other uncertainties and has no significant effect on the size of the final error bars. In σ phot the Poisson noise of the reference image is typically much smaller than the uncertainties due to imperfect subtractions. And in the pipeline uncertainty, the combination of the data image noise with the DoPhot and calibration uncertainties is larger than the reference image noise which is taken during dark time with better seeing.
For the cases where only one reference image was successfully subtracted the light curve value was simply the single-subtraction value. The uncertainty from the single-subtraction photometry was added in quadrature to an estimate of what the standard deviation would have been had multiple reference images existed. This estimate was based on a quadratic fit of the standard deviations of the multiple-subtraction photometry values versus SN magnitude in a given band at magnitudes fainter than 16 mag. For magnitudes brighter than this a constant but representative value was used. This derived function then gave a reasonable estimate that was easily calculated from the SN magnitude of the single-subtraction point. This function is presented in Table 3 .
Having multiple reference images for most of the CfA4 sample is one of the main differences with CfA3. In CfA3, there was only one reference images for most of the SN and none for some SN with far-away hosts. The uncertainties for the single reference-image CfA3 photometry were what are here called σ pipe for N = 1 and are almost certainly an underestimate of the true uncertainty. Future use of the CfA3 sample would benefit by adding an estimate of σ phot . The function we derived for the CfA4 single reference-image photometry could serve as such an estimate and can be added in quadrature to the quoted CfA3 uncertainties.
It was found that the standard deviation of the N light-curve values was typically on the order of their photometry-pipeline uncertainties. Using multiple reference images increased the accuracy of both the CfA4 light curve values and their uncertainties. We believe that the final error bars are our best estimate of the true uncertainties.
Our light curves were produced in the natural system and then converted to the standard system by using the color coefficients in Table 2 . Figures 4, 5, 6 , and 7 show four of the better-sampled CfA4 light curves. The standard-system comparison stars and both natural and standard system light curves for all the objects can be found in the online version of Tables 4, 5, and 6, and at our website 7 . The print journal version and astro-ph version of Tables 4, 5 , and 6 only show a small portion of the full data set. The natural-system comparison star photometry is also available at our website. For the SN photometry, the number of successful subtractions from a given night that survived outlier rejection is listed. For example, if there were two data images and seven reference images and no photometry points were rejected then N = 14. Usually there was only one data image per night. The uncertainties that were added in quadrature to obtain the final uncertainty are listed. The C12 BVr'i' passbands will be available soon. The natural system passbands and photometry can be used together to avoid the uncertainty of using star-derived color coefficients for SN.
We make no effort to estimate the additional uncertainties in the standard-system SN Ia photometry due to the lack of s-corrections but note that the uncertainties listed in Table 6 are certainly an underestimate. The natural-system uncertainties are the same as the standard-system uncertainties because we chose not to add the stastistical uncertainty of the color terms which would increase the total uncertainty to about 1.005 times the natural-system values and are thus negligible. As evident in Table 5 , our natural system SN photometry has a precision, σ total , of 0.03 mag in BVr'i', 0.06 mag in u ′ , and 0.07 mag in U for points brighter than 17.5 mag.
We also estimate a systematic uncertainty in the natural system photometry of each SN of 0.014, 0.010, 0.012, 0.014, 0.046, and 0.073 mag in BVr'i'u'U, respectively. These systematic uncertainties are not included in our natural system photometry uncertainties in Table 5 . They are due to the uncertainties in the zero points of the photometric solution. They were derived by dividing the median uncertainty of all nights' photometric-solution zero points in a given band by the square root of the average number of nights of photometric calibration across all SN in the same band. For example, the median uncertainty in the V solution is 0.02 mag and the average number of nights is 3.6, resulting in 0.01 mag. These estimates are in rough agreement with the differences between samples seen in Table 7 , which also serve as an estimate of the systematic offsets as explained below. The comparison star uncertainties in Table 4 contain this systematic uncertainty but the photometry pipeline treats them as purely statistical and so it gets lost due to the relatively large number of comparison stars used for each SN.
Photometry Comparison With Other Samples
Twelve CfA4 SN Ia light curves overlap with recent LOSS photometry (Ganeshalingam et al. 2010; Silverman et al. 2011 ) and eight overlap with CSP2. Comparisons between the three groups were made in the standard system. The LOSS and CSP2 comparison star photometry was published in the standard system as was the LOSS SN photometry. The CSP2 SN photometry was only presented in the natural system. The CSP2 SN standard system photometry (without s-corrections) was provided to us for the overlapping objects (Stritzinger, M. 2011, private communication) . We emphasize that none of the CfA4, LOSS or CSP2 standard-system SN photometry is s-corrected. Since SN spectral energy distributions (SEDs) differ from the stellar SEDs used to derive the photometric transformation coefficients, the comparisons of the standard-system SN photometry here is limited to providing a reasonable but not highly accurate idea of the agreement between samples. A description of s-corrections and why they are needed for more-accurate transformation to the standard system is given in Suntzeff (2000) . An application of this method is presented in Stritzinger et al. (2002) . Table 7 shows the mean difference of all the comparison stars in common between CfA4, LOSS and CSP2. There is relatively good agreement (< 0.015 mag) in all bands and between all samples except in B where CSP2 and LOSS differ by 0.035 mag and CSP2 and CfA4 differ by 0.022 mag. The differences in the mean are larger than the standard error of the mean in all cases except for LOSS-CSP2 in V . The comparison star photometry does not require s-corrections and gives a good idea of the systematic offsets that would exist between the three groups' SN photometry after accurate s-corrections. The mean difference between two groups' photometry can be taken by itself as a good estimate of the systematic offset. Another approach, in the spirit of having χ 2 = 1 is to add enough systematic uncertainty in quadrature to the statistical uncertainty so this total uncertainty is equal to the absolute value of the mean difference. This is only performed when the absolute value of the mean difference is greater than the statistical uncertainty. Following this second approach and assuming that the stars in common are representative of the whole samples suggests that LOSS is systematically brighter than CfA4 by 0.008 mag in B and fainter by 0.011 mag in V . LOSS is 0.034 mag brighter than CSP2 in B and consistent in V . CSP2 would be be 0.022 mag fainter than CfA4 in B and 0.015 mag fainter in V . However, it should be noted that there are only ∼80 stars in common between LOSS and CfA4 and between CSP2 and CfA4, and only ∼45 between LOSS and CSP2. Histograms that show all of the comparison star differences are presented in Figures 8, 9 , and 10. The distributions are reasonably symmetric around their mean except for the B LOSS-CSP2 histogram.
In order to compare the SN photometry a cubic spline was fit to the light curve from one group (for descriptive purposes here, group A). The spline was always of the same order. It was allowed to extend one day beyond the earliest and latest points. It was visually inspected to ensure that it smoothly fit the data. This spline was then subtracted from the other group's points (group B) that were within the spline's date range and had at least one data point from group A within four days. For each SN that we compared we fit a spline to each group's photometry and subtracted the other group's points. In cases where the light curves of each group are roughly equally well-sampled and smooth there is virtually no difference between which group's data is used for the spline. In these cases we presented the subtraction direction that gave rise to a slightly smaller reduced χ 2 . In cases where one group's light curve is more densely sampled and/or smooth a superior spline fit was produced and we used that one to perform the comparison. In light of the inherent limitations of comparing non-s-corrected photometry, which only allows for a reasonable comparison, we opted not to do the slightly more involved task of combining both subtraction directions.
The weighted mean of the differences of all of the subtracted points between two groups in a given band is presented in Table 8 . There is general agreement between CfA4, LOSS and CSP2 in these weighted means. CfA4 is ∼ 0.03 mag brighter than CSP2 and LOSS in BV , ∼ 0.02 mag fainter than CSP2 in r ′ and 0.004 mag brighter than CSP2 in i ′ . The reduced χ 2 ranges from 1.8 to 3.6. These should be understood as a modified reduced χ 2 since the spline's degrees of freedom were not included in the calculation. The standard deviation of the differences is ∼0.1 mag. This is reduced to 0.04−0.05 mag for the CSP2-CfA4 comparison when points fainter than 18 mag are removed and to 0.07 mag for LOSS-CfA4. A comparison of LOSS versus CSP objects was only performed on the three SN that were also in common with CfA4. Histograms of the LOSS-CfA4 and CSP2-CfA4 differences for all the subtracted points are shown in each filter in Figures 11 and 12 , respectively. The distributions of the differences are all roughly symmetric. The lack of s-corrections, to take into account the response of different detectors to SN Ia SEDs, makes the SN photometry comparisons less accurate but still give a reasonable estimate of how well they agree. Accurate s-corrections may resolve some of the discrepancies. Table 9 presents the comparisons of the individual SN, showing the mean difference and number of comparison stars in common, as well as the weighted mean and reduced χ 2 of the SN photometry differences. There seems to be very little correlation between the differences in the comparison star and SN photometry between LOSS and CfA4 but there does seem to be between CSP2 and CfA4.
The comparisons of the three SN Ia in common between CfA4, LOSS and CSP2 are shown in Table 10 . For SN 2007le, the best agreement in V is between LOSS and CfA4 and in B is between LOSS and CSP2. For SN 2008C, the best agreement in V is between LOSS and CSP2 and in B is between LOSS and CfA4. Finally, for SN 2009dc, the best agreement in V is between CSP2 and CfA4 and in B is between LOSS and CSP2.
The main message from these comparisons is that the three groups are in reasonable agreement but that systematic uncertainties and effects are present in both the comparison stars and the SN photometry. A more definitive comparison of the SN photometry would require accurate s-corrections.
The primary goal of SN Ia photometry is to produce accurate distances for cosmological purposes. Mandel et al. (in prep.) will provide an in-depth analysis of nearby distances that will include all recently-published nearby optical and NIR photometry. Part of this will examine offsets between different samples.
Conclusion
The CfA4 sample consists of 94 nearby SN Ia optical light curves. Most of these are new objects while 17 of them were also observed by LOSS or CSP2 and have adequate agreement between the different groups. The CfA4 sample is presented in both standard and natural systems. Each of our 94 SN Ia data images had at least one reference images subtracted. In most cases, we had multiple reference images, leading to improved knowledge of the net flux and of its uncertainty. CfA4 is the first large nearby sample to have its natural-system passbands determined by use of a tunable laser and calibrated photodiode (Cramer et al. in prep.) . Deposits/condensation on the camera likely caused there to be two time periods with different average B − V and V − r ′ color coefficients and natural system passbands. However, the separation of the photometry, calibration and natural-system passbands into the two time periods takes care of this problem.
Systematic uncertainties are now the largest obstacle in improving understanding of the expansion history of the universe. One of these systematic uncertainties is in the SN Ia photometry itself. Ensuring stable instruments and understanding the detector passbands involved is critical. In the case of CfA4 the deposits/condensation shifted the passbands but careful calibrations-both the standard star observations and the C12 passband measurements-enabled this to be understood and overcome.
We thank the staff at FLWO for their dedicated work in maintaining the 1.2m telescope and instruments. We also thank M. Stritzinger, W. Li, and M. Ganeshalingam for help in comparing the CfA4 sample with the CSP2 and LOSS samples. Finally, we appreciate discussions with K. Mandel. This work has been supported, in part, by NSF grant AST0606772 and AST0907903 to Harvard University. Note. -J2000 positions are calibrated against UCAC3 in all but a few cases where there was insufficient coverage and USNO-A2.0 or USNO-B1.0 was used instead. The positions are a weighted mean of our measured SN RA and DEC, usually from r ′ but occasionally from V when insufficient r ′ data were available. These are usually an improvement over the positions reported by the discoverer. The Galaxy column lists the cross-identification object from NED with an underscore replacing any spaces in the name to facilitate the table's use in a columnated format. The redshifts, z helio and z CMB , are primarily from NED with a few coming from IAUC/CBET/ATEL sources when none were available from NED. 
Note. -Lower-case ubvri refer to the instrumental magnitudes while Uu'BVr'i' refer to the standard magnitudes. All color terms implicitly contain an additive constant. For example, (v − V ) = 0.0233 Note. -This estimate of σ phot for the N = 1 cases was based on a quadratic fit of the standard deviations of the multiple-subtraction photometry values versus SN magnitude in a given band at magnitudes fainter than 16 mag. For magnitudes brighter than this a constant but representative value was used. The CfA3 photometry uncertainties would be improved by adding these values in quadrature. The number of successful subtractions from that night that survived outlier rejection is listed in the fourth column. For example, if there were two data images and seven reference images and none were rejected then N = 14. Usually there was only one data image per night. The median of the pipeline-generated uncertainties of the surviving photometry points is listed in the fifth column. The standard deviation of the surviving photometry values for that date is listed in the the sixth column. These two values are added in quadrature to produce the total uncertainty. The last column lists what period the photometry belongs to and is of crucial importance so that the corresponding period one or two passbands or color terms are used. Period one is before MJD=55058 and period two is after. Only the first five nights in each band of one SN are shown here. The complete table with all bands and all SN is available from the online journal or from the CfA website. Note. -This table presents the CfA4 standard system SN photometry. The number of successful subtractions from that night that survived outlier rejection is listed in the fourth column. For example, if there were two data images and seven reference images and none were rejected then N = 14. Usually there was only one data image per night. The median of the pipeline-generated uncertainties of the surviving photometry points is listed in the fifth column. The standard deviation of the surviving photometry values for that date is listed in the the sixth column. These two values are added in quadrature to produce the total uncertainty. Only the first five nights in each band of one SN are shown here. The complete table with all bands and all SN is available from the online journal or from the CfA website. Note. -Listed are the mean, standard error of the mean, and standard deviation of the differences in the photometry of all of the comparison stars in common between CfA4, LOSS and CSP2. Also provided is the number of comparison stars in common. Note. -The weighted mean, reduced χ 2 and standard deviation of all subtractions of the SN photometry in common between CfA4, LOSS and CSP2. Also, the standard deviation with points fainter than 18 mag removed. Note. -Listed are the mean, standard error of the mean, and standard deviation of the differences between comparison stars in common for each SN between CfA4 and LOSS, CfA4 and CSP2, and CSP2 and LOSS, and the number of stars in common. Also listed is the weighted mean and the χ 2 of the differences in the SN photometry. Note. -The mean difference, standard error of the mean, and standard deviation of the comparison-star photometry and number of stars in common for each SN Ia are presented in columns two through five. The weighted mean, standard deviation and reduced χ 2 of the differences in the SN photometry are presented in the final three columns. ′ coefficients are sufficiently stable to be represented by one constant value across the whole time domain while the B −V and V −r ′ coefficients are each better described by one value in period one and another value in period two. The U −B coefficients have large uncertainties (not shown) and a large scatter while the u ′ − B coefficients have a much smaller scatter, illustrating the superior precision of u ′ measurements. 
