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A B S T R A C T 
A method is developed for calculating integrated magnitudes 
of faint galaxies using COSMOS mapping mode measurements of UKSTU 
Schmidt photographs. The intensity calibration is provided by the 
step filters and the zero point of the magnitude scale is taken from 
the photoelectric sky brightness at the time of the exposure. Tests 
carried out on both star and galaxy images are described. The galaxy 
magnitudes are isophotal, the limiting isophote being about 28 mag 
aresec -2. The errors range from ±Om08 at the bright limit of m = 18 
to ±Om43 at the faint limit of m = 22. 
The magnitudes from several hundred galaxies calculated from 
COSMOS mapping measurements are calibrated against the logarithm of 
the image area obtained from COSMOS coarse measurements. Using this 
calibration the magnitudes of galaxies in three areas near the south 
galactic pole are calculated. The total area of the survey is about 
11 arcdeg2 and there are some 83,000 galaxies. The limits of the 
sample are discussed in detail. 
The log N(m) relation is compared with standard Friedman cosmo- 
logical models. Some of these models are modified to take account of 
selection effects. An excess of observed faint galaxies is found 
which can be attributed to the effects of evolution or inhomogeneity 
of the universe. 
The effect of galaxy evolution is investigated assuming that 
the luminosity decreases linearly with time. The observations can be 
explained if, on average, the intrinsic luminosity of a galaxy decreases 
at the rate of about one magnitude per 1010 yr. 
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I N T R O D U C T I O N 
Many astronomers have measured and studied the magnitudes of 
distant galaxies because they are distance indicators and can be used 
to study the large scale structure of the universe. The N(m) relation 
describes the numbers of galaxies recorded out to successive magnitude 
limits. Assuming a uniform space distribution of galaxies, and that 
all galaxies have the same luminosities, the numbers represent the 
volumes, V, contained within different radii, r, and the V(r) relation 
gives the curvature of the universe. However, if a model is used to 
describe the shape of the universe,any departure of the observed N(m) 
relation from the calculated one shows how the numbers of galaxies in 
the universe have changed with time,or how the magnitudes of galaxies 
have evolved. Thus magnitude limited counts play an important part 
in cosmology. 
Modern cosmology began in the 1920s when the first definite proof 
was given for the existence of galaxies other than our own. Hubble 
(1925), using photographs from the Mt Wilson 100 -inch reflector, 
showed that NGC6822 consisted of faint stars. By observing cepheid 
variables in the galaxy and using the period -luminosity relation, he 
was able to estimate its distance and prove that this was an external 
galaxy. Later, Hubble (1929) showed that the light from galaxies is 
redshifted by amounts proportional to their distances. These obser- 
vations have provided the basis for cosmological theories, together 
with the assumption that the universe is homogeneous and isotropic. 
By the time Hubble had made these discoveries, Einstein had put 
forward his theory of general relativity, and theoreticians used 
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general relativity to develop a variety of cosmological models which 
had not been considered using Newtonian physics. In particular, 
Friedman (1922) investigated expanding models of the universe, and 
these have been developed by many astronomers, since the redshift of 
galaxies found by Hubble is usually assumed to be caused by the 
expansion of the universe. 
There are two types of model which give rise to an expanding 
universe. The exploding, or 'big bang'model (Gamow 1956) assumes that 
the universe originated as a singularity, whereas the steady state 
model (Bondi & Gold 1948, Hoyle 1948) supposes that the universe 
remains unchanged throughout time and as the expansion takes place new 
matter is created to maintain the density. At present the 'big bang' 
model is favoured because it can easily explain the existence of the 
2.7 °K background radiation. This is the only model considered here. 
Robertson (1955) and Hoyle & Sandage (1956) introduced the terms 
H and q to describe the expansion of the universe and its rate of 
change. If R is the 'radius' of the universe, which is a function of 
time, then 
R 




H is Hubble's 'constant', the constant of proportionality in the 
velocity- distance relation (Hubble 1929), and q is called the 
deceleration parameter. Since R, H, and q vary with time, the sub- 
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According to general relativity, space is curved in the presence of 
matter, and matter and energy are equivalent. This leads to the 
hypothesis that the large scale curvature of space is determined by 
the energy content of the universe. From the observational point of 
view, this means that if the curvature of the universe is measured, 
for example using the N(m) relation, information can be obtained 
about the energy of the universe. In the absence of any intrinsic 
curvature of space, i.e. assuming that space is not curved if there 
is no matter in the universe, it is possible to derive relations 
between the curvature, k, and the deceleration parameter qo. The 
universe will either expand forever,or the expansion will gradually 
halt and the universe will start to collapse. In the first case 
there is not enough matter in the universe to stop the expansion. 
The universe is said to be 'open' and the curvature, k = -1, with 
p < z. (q 0 
= 0 is the lower limit for exploding models.) If 
there is sufficient matter to make the universe contract again, the 
universe is said to be 'closed' and k = +1, q > 2. The intermediate 
case when k = 0, q = z arises when the universe just stops expanding 
after an infinite time. The universe is also 'open' in this case. 
If k = 1, the volume within radius r is less than 4/3Tfr3, if k = 0 
it equals 4/3ur3 (Euclidian space),and if k = -1, it is greater than 
4/3ur3. 
The magnitude- redshift relation and the number- magnitude relation 
have been calculated by Mattig (1958,1959) in terms of Ho and go. The 
derivation of these formulae is given in Appendix I. Using Mattig's 
formula it is possible to estimate the value of q 
0 
from magnitude 
limited counts, in order to determine whether the universe is open or 
closed. 
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Sandage (1961) found that the N(m) relation is insensitive to 
the value of go, unless galaxies can be observed out to very large 
redshifts of z = dX /a15. However, the magnitude -redshift relatior. 
should be able to distinguish between values of qo using observations 
of galaxies out to z%0.5. Brown and Tinsley (1974) showed that the 
N(m) relation is no more sensitive to the cosmological model than it 
is to the effects of luminosity evolution of the galaxies, or inter- 
galactic extinction if it is present. In fact,the determination of 
qo by any method is complicated because the travel time for light 
emitted by distant galaxies may be several thousand million years, 
and the effects of evolution which have altered the properties of 
galaxies since then must be taken into account. It is therefore 
impossible to determine q 
o 
by one method alone. A variety of obser- 
vations are required to assess the size of the effects such as 
evolution in luminosity. In this respect magnitude limited counts 
are of value in the investigation of the luminosity evolution of 
galaxies. 
A survey of the methods used for galaxy photometry is given in 
chapter 1, part 1, and the results obtained so far in observational 
cosmology are discussed in chapter l,part 2. Chapter 2 describes the 
method for photometry used in this project and the tests carried out 
on the magnitudes. Chapter 3 is concerned with the determination of 
the N(m) relation for galaxies in three fields near the south galactic 
pole, and finally, in chapter 4, the results are analysed using cosmo- 
logical models. 
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1. A SURVEY OF THE LITERATURE 
Part 1. Methods for Galaxy Photometry 
The determination of galaxy magnitudes is difficult because of 
the wide range of surface brightnesses within a galaxy. The nucleus 
is very bright with a steep gradient in intensity, while the outer 
parts of the galaxy are of low intensity and fade gradually and 
assymptotically into the sky background, so that at large distances 
from the nucleus the intensity is below the threshold of detection. 
Due to their great extent, the outer regions of a galaxy contribute 
significantly to the total luminosity,and so the total luminosity 
cannot be measured directly. Instead the magnitude may be derived 
from the luminosity of the galaxy within a given intensity isophote, 
producing an isophotal magnitude. If the magnitudes within success- 
ively fainter isophotes are found, the relationship between the 
magnitudes and the intensities of the isophotes,or the areas contained 
within the isophotes can be determined. The magnitudes decrease 
assymptotically as the areas increase and therefore the relation can 
be extrapolated to give an assymptotic magnitude, which should be a 
good approximation to the total magnitude. 
Stellar photometry is much more simple because stars are unresolved 
and the intensity distribution in the images is the same for all stars, 
(Moffat 1969). Because of this, stellar magnitudes can be measured 
photoelectrically using one aperture for stars of all luminosities, 
since the same fraction of the total luminosity is measured each time. 
In photographic photometry star magnitudes can be found quickly by 
comparing their images with those of stars with known magnitudes using, 
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for example, a Becker iris diaphragm photometer. Neither of these 
methods can be applied to galaxies because they form images of 
different shapes and sizes, unless they are unresolved. 
The extended images of galaxies also produce problems in 
linking their magnitudes with the photometric systems set up for 
stars. Because of these difficulties,many different methods for 
measuring galaxy magnitudes have been tried using photographic or 
photoelectric photometry. 
1.1 Photographic Photometry 
In photographic photometry the density of developed grains in 
the emulsion is measured at intervals over the plate and a calibration 
is used to convert the density to intensity. The density measurements 
are made with a microphotometer or a microdensitometer. In a micro - 
photometer the plate is illuminated by a narrow beam of light from a 
stabilised source, and the light transmitted by the plate at that 
point is detected. The transmission,T,gives an indication of the 
number of developed grains, because the higher the number density of 
grains, the lower the transmission. A microdensitometer works on the 
same principle, except that the quantity output is the optical density. 
This is defined as logl0(1 /T) and is also related to the number density 
of grains. In both machines the plate usually rests on a moveable 
carriage, so that the transmission or density is scanned as the plate 
moves across the light beam. The results are recorded on graph paper 
using a pen recorder, or, more recently on paper tape or magnetic tape. 
For example, in the Joyce Loebl microdensitometer,the plate trans- 
mission is compared with that of a wedge which has a uniform density 
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gradient and the wedge is moved along by a servo mechanism until the 
transmissions are equal. A recording pen moves with wedge, and as 
the plate is moved the pen traces a curve,the height of which is 
proportional to the density of the plate. 
If the transmitted light is detected over a very small solid angle 
by passing it through a narrow aperture before detection, the density 
is termed specular density. However,if the light from a wide solid 
angle reaches the detector so that scattered light as well as trans- 
mitted light is detected, the density is said to be diffuse. (There is 
actually a range of density measurements between these two extremes.) 
The relationship between the different types of density is non -linear. 
The calibration is usually made by recording on a photographic 
plate a series of spots or squares which have known relative intensities. 
A tube sensitometer is commonly used,in which diffuse light passes 
through a set of tubes to the photographic plate. The apertures at the 
entrance to the tubes are of different sizes,and the light intensity 
transmitted through the tube is proportional to the aperture size area. 
At the other end of the tubes the apertures are of equal sizes so that 
the spots formed on the plate are all the same size. The advantage of 
the tube sensitometer is that it produces spots of uniform intensity 
except at the edges. Spot or step sensitometers use a set of neutral 
filters of different densities to provide spots of different intensities. 
In this type of sensitometer care has to be taken to ensure that the 
densities of the filters are uniform,and that the filters are completely 
neutral. The zero point of the calibration has to be obtained from 
photoelectric measurements. 
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The reduction of microphotometer scans of galaxies may be time 
consuming. A variety of methods have been devised which are more 
suitable for finding the magnitudes of a large sample, and enable the 
galaxy images to be compared more easily with star images. These will 
be discussed first. 
a) Visual Estimates of Magnitudes 
The simplest method was used by Shapley & Ames (1932) in the 
Harvard survey of magnitudes of galaxies. Small -scale photographic 
plates were used and the galaxies were compared visually with stars of 
known magnitude. This method was necessarily quick because the whole 
sky was covered down to thirteenth magnitude. However, there are 
large errors in the results depending on the surface brightness of the 
galaxies, which arise because stars and galaxies do not have the same 
light distributions. 
b) Out of Focus Photometry 
Several astronomers have used out of focus photography to blur 
star and galaxy images to make them similar so that they can be compared. 
Keenan (1935) and Seyfert (1935) both used this method. Seyfert tested 
82 of the galaxies measured by Shapley & Ames in the Coma and Virgo 
clusters using plates which were taken slightly out of focus with 
small scale telescopes, with apertures of 4- inches and 11- inches. The 
images were measured with a Schilt photometer, the whole of the image 
being included in the diaphragm. The internal errors were slightly 
larger that Oml and for galaxies fainter than m = 11, there was good 
Pg 
agreement with Shapley & Ames' results. Galaxies brighter than this 
produced images which were too large to be measured. Keenan tried two 
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methods. In the first the galaxy and star images were spread over 
an area of two to three times that of the galaxy so that the surface 
brightness of the image, except at the edges, was proportional to the 
total luminosity of the source. A diaphragm which was smaller than 
the extra -focal disk was therefore used in the photometer. It was 
found that the exposure times required for this method were too long, 
and so a second method was used in which the telescope was only a 
small distance out of focus to smooth out the irregularities of the 
galaxies. This time the size of the photometer diaphragm was set 
slightly larger than the images. The mean error for the galaxies of 
m = 13 was about 0.06. In Seyfert's and Keenan's second method 
Pg 
there is the disadvantage that the outer parts of the galaxy are not 
measured, and the magnitudes are not 'total' ones. 
Redman (1936) used out of focus images of stars to obtain the 
zero point for galaxy magnitudes. Two exposures were made on the 
same plate: an in focus one of the galaxy and an out of focus one of 
the stars. Both types of images were measured by taking microphoto- 
meter reading in a rectangular grid. Redman's method was therefore 
more precise than the other methods described above, and will be 
discussed in more detail later. Holmberg (1950,1958) also used this 
method for calibration. 
More recently, the out of focus method has been revived by Abell 
& Mihalas (1966). A series of out of focus plates, each one more out 
of focus than the previous one were required. A standard formula for 
the intensity distribution (which in this case was a modified Hubble 
formula, Hubble (1930), was used to calculate the total magnitudes of 
elliptical galaxies. The method is quick and is useful for studying 
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the magnitudes of the numerous elliptical galaxies occurring in rich 
clusters. However, this method cannot be applied to spiral or to 
irregular galaxies, the intensity distributions of which are not so 
easily described analytically. 
On the out of focus plates, the galaxies appear as disks which 
are blurred at the edges. The centre of the disk contains light from 
the outer parts of the galaxy and as the telescope is put more out of 
focus, the light from regions further from the nucleus is included 
in the disk. It is possible to calculate the fraction of the total 
luminosity in the disk using the standard intensity distribution and 
to find the correction to total magnitude as a function of the size 
of the extra -focal disk. The densities of the disks were estimated 
visually by comparing them with spots of known density. These were 
converted into magnitudes using the densities of the extra -focal disks 
of stars of known magnitude as a calibration. A graph of magnitude 
measured vs. the size of the disk was drawn for each galaxy and com- 
pared with the theoretical curve to give the correction to total 
magnitude. Tests were carried out on galaxies in the Coma cluster, of 
magnitudes m = 13 to m = 15. The results obtained by four 
Pg Pg 
different observers agreed to within ±Om2, and most were within ±O ''1. 
This method is therefore not as accurate as photoelectric photometry 
or detailed photographic photometry,but it can be applied to large 
numbers of galaxies to produce enough data for statistical studies. 
c) The Schraffierkassette 
Another method which enables a comparison to be made between star 
and galaxy images directly is that of the schraffierkassette, or jiggle 
camera. While the exposure is taking place, the photographic plate 
is moved in a rectangular pattern so that the images are in the form 
of squares of uniform density. Provided the squares are large enough 
the images of galaxies and stars are identical. The densities of the 
images of galaxies can be found by comparing them with squares of 
known density and the calibration of density in terms of magnitude 
can be obtained from the star images, as in the extra -focal method. 
Hubble (1936c)used this method to obtain the magnitudes of small 
faint galaxies to determine the limiting magnitudes of plates used in 
a number -magnitude survey of galaxies. The plates were taken on the 
100 -inch reflector at Mt Wilson and the images were spread out to lmm 
squares. 
The magnitudes of galaxies in distant clusters were measured by 
Sandage, (Humason, Mayall & Sandage,1956), using the schraffierkassette 
method on the 200 -inch reflector at Mt Palomar. The images were squares 
of sizes 1, 2, or 4 um!. Tests on the accuracy of this method were 
carried out on stars of known magnitude in globular clusters, and the 
mean residual was Om1. Galaxy magnitudes were found to m = 18 in this 
Pg 
way. The results were used for examining the redshift- magnitude 
relationship for the brightest galaxies in rich clusters. 
Zwicky has also used the schraffierkassette method. He determined 
the magnitudes of galaxies to mpg = 15.7 for the 'Catalogue of Galaxies 
and Clusters of Galaxies'. An 18 -inch Schmidt telescope was used with 
exposure time of 23 to 26 minutes. The images were squares of size 
corresponding to 1 arcmin. A correction had to be made for a systematic 
error according to the size of the galaxy because, in the case of large 
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galaxies, their sizes were comparable to the size of the schraffier- 
kassette squares. At the bright end, m = 10 to m = 13 the results 
Pg Pg 
were altered so that on average they agreed with those of Shapley & 
Ames. 
This method is unfortunately affected by the intermittency effect 
in the photographic emulsion. A continuous exposure of a given intens- 
ity for a given length of time produces a higher density of developed 
grains than a series of exposures of the same intensity making up the 
same total time. Any point in the square formed from a star is exposed 
intermittently whereas for a galaxy which is an extended object the 
exposure is continuous. 
d) The Fabry Lens Method 
Bigay (1951) used a Fabry lens to obtain magnitudes of 175 galaxies 
between m = 9 and m = 13. In this method a Fabry lens, inserted 
Pg Pg 
behind the primary focal plane, focusses the entrance aperture onto the 
photographic plate. Each object observed forms an image of the same 
size, the image of the objective,which has a uniform surface brightness 
proportional to the total brightness of the object. In addition to the 
exposure of the galaxy an exposure of equal length is required of the 
night sky, and one or two exposures of comparison stars. Calibration 
spots were subsequently added to the plate in the laboratory. Bigay 
found that his magnitudes agreed with those of Seyfert and Keenan, who 
used out of focus photometry, Stebbins & Whitford (1937) who used photo- 
electric photometry, and Redman & Shirley (1938) who used photographic 
photometry with microphotometer measurements. However there was a 
systematic difference from the magnitudes of Shapley & Ames, especially 
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at the bright end. This was due to errors arising in the visual 
method. The internal errors of Bigay's method were about el. 
This method is fairly slow and suffers from all the disadvantages 
of photoelectric photometry which are discussed later. 
e) Microphotometer Scans 
Photographic photometry enables detailed examinations of the 
light distribution in a galaxy to be carried out if the density is 
measured over a range of points in the image and then converted into 
relative intensities using a calibration. The total magnitude of the 
galaxy can subsequently be found by extrapolating the distribution to 
zero intensity and then integrating. 
Surface photometry was first carried out by Reynolds (1914) who 
examined the light curve along the major axis of the Andromeda Galaxy, 
M31, using a 28 -inch reflector. Reynolds measured the density of the 
plate at intervals of lmm (69 arcsec) along the major axis with a 
Hartmann photometer in which the density at each point was compared 
with a standard set of densities. The intensity calibration was 
fairly crude. It was made on a different plate from that of the galaxy 
exposure, which was cut into several pieces. Each piece was exposed at 
a different distance from the lamp. The intensity distribution of the 
galaxy was found to be of the form 
I 
where I = intensity 
CC 
x = distance from the centre of the galaxy. 
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Reynolds noticed that the light was very intense in the nucleus and 
thought that there must be a star in the centre, therefore rejecting 
the hypothesis that M31 is a distant galaxy of stars. 
Hubble (1930) examined the luminosity distributions in 15 ellip- 
tical galaxies. The plates were taken on the 100 -inch reflector at 
Mt Wilson and the transmissions in the images were measured on a Koch 
registering photometer. The intensity calibration was made on plates 
exposed to sunlight in the laboratory. Hubble found that the light 
distributions in the galaxies were similar and fitted the same kind of 




(1 -r -a)2 
where I 
o 
is the central intensity, r is the distance from the centre, 
and a is a parameter which is equal to the distance at which the 
intensity has fallen to a quarter of I. This formula has become 
known as the Hubble formula. 
Hubble discovered that if longer exposures were taken of a galaxy, 
the size of the image increased,and the boundary of the galaxy was not 
reached even at r/a > 35. 
In the late 1930s Redman (1936) and Redman & Shirley (1938) 
carried out photometry on elliptical galaxies using a 36 -inch Newtonian 
reflector. As mentioned previously,the zero point was obtained from 
an out of focus exposure of stars on the same plate. The plates were 
measured by a microphotometer in a grid of 0.1 mm using a spot of size 
0.07 mm square, and the calibration was obtained from a tube sensito- 
meter. 
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Redman realised that the main source of error was due to under 
exposure of the outer parts of the galaxy. However, with longer 
exposures, the nucleus becomes saturated. To overcome the problem of 
the large range in intensity within a galaxy (more than 10000:1), he 
used a series of plates with a range of exposure times to build up 
the luminosity curve. The luminosity was calculated by assuming that 
the isophotes are elliptical, the major and minor axes of the nth 
isophote of intensity I 
n 





Then, the formula for the luminosity within the mth isophote is: 
m 
L 
m nl (an + 1 bn + 1 - anbn) 
z (In + 1 + In). 
I 
m 
is the intensity of the limiting isophote. 
A graph of the contributions to the luminosity between the last few 
isophotes was drawn and extrapolated to I = IIm to give the contri- 
bution between I = 0 and I = Im, hence the total luminosity was found. 
The magnitudes calculated by this method ranged from m = 8 to 
Pg 
m = 13, and the internal errors were about 0.1. 
Pg 
One mistake which Redman made was to superimpose the extra -focal 
star exposure on the galaxy exposure,and also to superimpose the 
sensitometer spots on the sky fog. This technique is incorrect since 
the photographic emulsion records non -linearly and this leads to an 
inaccurate calibration. 
De Vaucouleurs started studying the photometry of galaxies in the 
1940s, and in his paper on 'Recherches sur les Nebuleuses Extra- 
galactique' (1948a) he discusses in detail the errors which may arise 
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in the photometry of galaxies. His observational work was carried 
out on the 0.8 m telescope at Haute Provence. 
There are many factors affecting the accuracy of magnitudes, 
starting with the effects which arise in the atmosphere, such as 
absorption, refraction and turbulence. Refraction can be ignored, 
and so can absorption, provided the standard stars used for obtaining 
the zero point for the calibration are observed at the same zenith 
distance. Turbulence, which spreads out the light has a negligible 
effect on nearby galaxies. De Vaucouleurs counts the brightness of 
the night sky as a more important factor because it affects the 
measurements of the outer parts of the galaxy which have to be made 
out to 1% or less of the sky brightness. In the telescope, errors 
arise from diffraction, aberrations, imprecise focussing, imprecise 
guiding, extra reflections, and vignetting. Care must be taken when 
observing to keep these down to a minimum. 
There are several sources of error in the photographic plate. 
Firstly, each point of light impinging on the plate becomes a diffuse 
patch of density which is dark in the centre and decreases exponent- 
ially to the edges. This could affect the luminosity gradient at the 
nucleus, which would be measured to be less than its true value. 
De Vaucouleurs thinks that this effect may occur in the nucleus of 
NGC3115, but concludes that the effect is negligible. The graininess 
of the emulsion produces small scale fluctuations in the density of a 
uniform exposure. This affects the determination of the sky background 
intensity, and also the detection of the faintest isophotes of the 
galaxy. 
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The way in which the plate is developed can affect the results. 
Varying the kind of developer and the length of the development can 
alter the plate contrast, i.e. the slope of the straight part of the 
characteristic curve, D vs. log I. De Vaucouleurs suggests that for 
the best results the two plates of the galaxy, a short exposure for 
the nucleus and a long exposure for the outer regions, should be 
developed in different kinds of developer for different time intervals 
to give a contrast of 1 to 1.5 for the nucleus, and 2 to 3 for the 
other exposure. 
Adjacency effects occur in regions where there is a sharp con- 
trast in the light intensity and the developed image does not represent 
the true intensity distribution of the source. During development, at 
the edge of a region exposed to intense light there is extra developer 
available from adjacent regions and so this part of the image becomes 
extra dense. The reaction products in the neighbouring, little - 
exposed region, hinder development there giving rise to a region of 
lower density. De Vaucouleurs found that these effects were unimport- 
ant in galaxy images. 
The measured intensity distribution of light in a galaxy does, 
however, have to be corrected for local errors. These are the large - 
scale variations in the density of a region of uniform exposure, 
(over distances of at least lmm), such as the sky surrounding the 
galaxy. De Vaucouleurs (1944, 1948b) carried out a thorough survey of 
local errors. He found that for intermediate densities, the local 
errors are caused by variations arising during the development of the 
plate. They should have a negligible effect on the density -intensity 
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calibration except for a change in zero point. Because of this, the 
errors can be taken into account by supposing that there is a gradual 
variation in the sky intensity. Interpolation between the intensities 
surrounding the galaxy can be used to calculate the sky intensity 
superimposed at each point in the galaxy. The errors in correcting 
the galaxy intensities by this method are estimated at about 1% at 
the centre of the galaxy, and a few thousandths at the edges. 
Errors can also arise in the photographic calibration. 
De Vaucouleurs used a tube sensitometer to obtain the calibration. 
It produced 12 spots, each of 5mm in diameter,wh,ch covered an 
interval of 4 magnitudes. The spots were situated in a circle round 
the field and were in random order to cut down local errors. The 
areas of the apertures of the tubes were measured carefully so that 
the errors in the light intensities of the spots were only 1 to 2 %. 
The light from the lamp of the tube sensitometer was filtered 
to make the spectrum as similar as possible to the light from the 
galaxies. The conditions for the calibration and galaxy exposures 
were made as similar as possible. Both exposures were of equal 
duration, and were taken under similar conditions of temperature and 
humidity, the calibration exposure being taken as soon after the 
galaxy exposure as possible. In this way the characteristic curves 
of the two exposures were as identical as possible. 
De Vaucouleurs measured the galaxy images by making tracings 
through the centres of the galaxies with a microphotometer. Errors 
can arise in several ways during the measurement of the plates. The 
size of the microphotometer spot should be chosen carefully so that it 
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is small enough to resolve the detail but large enough to smooth the 
noise due to the granularity. De Vaucouleurs used two sizes of spot: 
one of 50 x 100 
pm2 
(0.8 x 1.7 arcsec) to measure the nucleus where 
there is a steep luminosity gradient, and the other of 125 x 750 pm2 
to measure the outer parts of the galaxy. Scattered light in the 
microphotometer can affect the results when measuring small images 
surrounded by a low density background. However, in practice, 
de Vaucouleurs found that this did not affect his results. Other 
sources of error were the instability of the photoelectric photometer 
and the inertia of the galvanometer. 
Finally, more errors occur during the reduction of the results. 
It is most important to calculate the sky intensity carefully, since 
an error in the sky intensity will affect the distribution calculated 
for the galaxy and will produce an error in the luminosity calculated 
by integrating the light distribution. De Vaucouleurs estimated the 
sky intensity by examining the tracings visually. This is difficult 
because the light of the galaxy decreases very slowly at the outer 
edge. It is also complicated by the effect of local errors on the sky 
bakcground. He found that errors could be reduced if two tracings 
were made at different optical magnifications in the microphotometer 
and the results compared. 
In the reduction of the calibration measurements, de Vaucouleurs, 
like Hubble, found that it was best to draw the characteristic curve 
as d/A vs. magnitude, where S is the density relative to the plate fog 
and A is the relative density of the sky. In this form,the curve is 
linear in the range of densities used in galaxy photometry. 
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Using the results of this study, de Vaucouleurs analysed the 
light distributions of four galaxies, NGC3115, NCC3379, NGC4649 and 
NGC4594. He adopted Redman's method to determine the total luminosity, 
and used the quantity ki = Li /LT to describe the ratio of the luminosity 
within the i th isophote to the total luminosity. He then defined the 
luminosity where k = z as the equivalent luminosity,and used the major 
and minor axes of the galaxy within this isophote as a measure of the 
size of the galaxy, calling them the effective axes, a and b 
e e 
The estimated errors for the intensity profiles ranged from 1% 
near the nucleus to 6% near the edge, and the errors in the total 
magnitudes were ±0ml. De Vaucouleurs found that his data for elliptical 
galaxies fitted the formula: 
log B = 3.25(x4 - 1) 
where B is the surface brightness and a is the distance along the 
major axis. These quantities are in units of the effective surface 
brightness and the effective major axis respectively. This formula 
fits the intensity distribution at greater distances from the nucleus 
than Hubble's formula, and does not give an infinite value when 
integrated. 
Holmberg (1950, 1958) has measured the magnitudes of many 
galaxies using photographic photometry in the international photo- 
graphic (pg) and photovisual (pv) system. In 1950 he examined 39 
nearby galaxies in the Local Group and the M81 and M101 groups in order 
to determine the luminosity function of galaxies and to find the relation- 
ship between galaxy magnitudes and the magnitudes of the brightest stars 
in a galaxy. The photographic plates were mainly taken at the Mt Wilson 
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Observatory. Galaxy exposures were made on one half of the plate and 
an out of focus exposure of the N.P.S. was made on the other. Some- 
times a shorter exposure of the nucleus of the galaxy was included. 
The intensity calibration was obtained from the densities of the star 
images; no sensitometer measurements were made. Both the star and 
galaxy images were traced using a microphotometer with a slit of size 
corresponding to 3 x 8 arcsec 
2 
. In the case of the galaxies, tracings 
were made through at least twelve cross sections of the galaxy. The 
clear plate density was subtracted from the density measurements and 
the intensity calibration was found as a function of log (1 -d) which 
is a linear relationship. 
Total magnitudes were calculated by numerical integrations. The 
results ranged from m = 4 to m = 13 and had a mean internal error 
Pg Pg 
of 0.056. Several possible sources of error were discussed. Firstly, 
too low a value of the sky background may have been found because the 
sky fog increased towards the centre of the plate. To reduce this 
error, the background was measured over large areas of the plates and 
care was taken in determining the sky intensity over the galaxy region. 
Errors arising due to different values of the sky fog in the galaxy and 
in the N.P.S. were investigated and were found to be negligible. If 
the microphotometer slit was made too wide it was found that there 
were systematic errors in the intensity distribution,especially where 
the intensity gradient was steep. Tests were also carried out to see 
if the total luminosity measured for a galaxy increased with the limit- 
ing star magnitude of the exposure. There was a slight increase but it 
was negligible. The resulting magnitudes were in good agreement with 
those of Whitford (1936). 
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Holmberg carried out a further study of 300 galaxies,mainly 
brighter than the 12th magnitude, in 1958. The pg and pv magnitudes 
were found from plates taken on the Mt Wilton 60 -inch and 100 -inch 
telescopes, the reduction being carried out in a similar manner to 
those in the previous paper. This time, however, the magnitudes were 
given within a limiting isophote of 26.5 mag aresec -2 in the photo- 
graphic band, and 26.0 mag aresec -2 in the photovisual band. 
Until the 1950s very little galaxy photometry had been carried 
out in the southern hemisphere. The Harvard `Survey of Bright Galaxies' 
(Shapley & Ames, 1932) extends into the southern hemisphere but the 
coverage is not good. Evans (1951, 1952) studied the light distri- 
bution of several elliptical galaxies at the Radcliffe Observatory in 
South Africa. De Vaucouleurs (1956) used the 30 -inch Reynolds reflector 
at Mt Stromlo to photograph many bright galaxies in the southern 
hemisphere under photometrically standard conditions. Later detailed 
isophotometry and magnitudes were published by de Vaucouleurs for five 
galaxies, mainly spirals in the southern hemisphere, which were photo- 
graphed using the 30 -inch and 74 -inch reflectors at Mt Stromlo between 
1952 and 1956, (de Vaucouleurs 1961, de Vaucouleurs & Page 1962, 
de Vaucouleurs 1963a,b, 1964). The calibrations were made with a tube 
sensitometer which produced fifteen spots and the zero point was 
obtained from the sky brightness. Initially the plates were reduced 
by scanning along the major and minor axes using a microphotometer, but 
later, at Harvard, a microdensitometer was used to obtain a more detail- 
ed density distribution of the image. For each galaxy the average 
radial intensity was found, defining r* = Á as the equivalent radius. 
As in the case of M31 (de Vaucouleurs 1958a), it was found that the 
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light from spiral galaxies can be split into two components: a 
spheroidal component consisting of the nucleus which has a light 
1 
distribution similar to that of ellipticals i.e. log I follows the r4 
law, and a flat component corresponding to the disk in which log I 
decreases linearly with radius. Many parameters describing the galaxy 
were also given, such as the effective major and minor axes and the 
effective surface brightness. 
De Vaucouleurs also summarised his results on galaxy photometry 
at the I.A.U. Symposium in 1962. If the surface brightness and the 
distance along the major axis are expressed in terms of the effective 
quantities, then the luminosity law for ellipticals is: 
log ß = -3.33 (a4 - 1) (1.1) 
where 8 = B /Be and a = a /ae. Be is the surface brightness at the 
equivalent radius. In this case the total luminosity is L 
T= 
7.268 Bere 
For the disk of spiral galaxies and for irregular galaxies, the law is: 
* 
log ß = 0.7290 (p - 1) (1.2) 
* * * *2 
where p = r /re. Then the total luminosity is given by fr= 3.803 Bere . 
In early type spirals, Sa and Sb, the spheroidal component 
contains much of the luminosity, but this decreases relative to the disk 
component going to later type spirals, Sc and Sd. 
Sersic (1968) also contributed to galaxy photometry in the 
southern hemisphere in the 'Atlas de Galaxias Australes'. He found the 
intensity distributions and magnitudes of 67 galaxies down to mpg = 11 
observing with the 60 -inch reflector in Argentina. He used a step 
sensitometer to obtain the calibration and the magnitude zero point came 
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from the sky brightness. Microphotometer scans through the centre of 
each galaxy were made at various different position angles to enable 
an isophotal map to be drawn. Sersic reduced his results in a slightly 
different manner from de Vaucouleurs. He defined S(m) as the area 
within the isophote of magnitude m. 
00 




or integrating by parts, 
where S(m ") = 0. 
CO 
LT = 0.921 r 10-0.4mS(m) dm (1.3) 
m" 
A formula of the form S(m) = K (m - m" )n was fitted to the light 
distribution of each galaxy. K and n are parameters,K depending on the 
size of the galaxy, and n depending on the morphological type. For 
elliptical galaxies n = 8 and the formula is equivalent to de Vaucouleurs' 
1 
r4 law, while for irregular galaxies n = 2 which is equivalent to 
de Vaucouleurs' law for the disks of galaxies. The total luminosity was 
then calculated by integrating equation (1.3). 




There was a mean difference between Sersic's and de Vaucouleurs' 
(1963a and b) magnitudes of DTI- However there was good agreement with 
Sandage's (Humason, Mayall & Sandage 1956) magnitudes. The random 
error in the magnitudes was about Om05. 
During the last ten years there has been an increase in the use 
of computers to reduce the photographic measurements, allowing more 
detailed analyses of the light distributions in galaxies to be carried 
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out. Jones, Obitts, Gallet & de Vaucouleurs (1967) describe a model 
for deriving the intensity distribution of a galaxy using numerical 
mapping techniques, and provide copies of the necessary computer 
programs. As an example, the reduction is shown for the measurements 
of the spiral galaxy NGC1448 which was photographed by de Vaucouleurs 
using the 30 -inch telescope at Mt Stromlo. 
A microphotometer was used to measure the transmission at 
intervals in a rectangular region of the plate, the transmission 
measurements being output onto paper tape along with the coordinates 
at each point. The field measured was divided into two parts, the 
inner field containing the galaxy and the outer one consisting of the 
sky background. The background region consisted of a continuous, 
slowly varying component caused by the effect of local errors on the 
uniform sky, and a discreet component due to stars and occasionally 
to pinhole defects in the emulsion. First the discreet component was 
removed. A low- order, two -dimensional polynomial was fitted to the 
transmissions in the background region, rejecting all the points with 
residuals greater than the standard deviation multiplied by a factor, ß. 
(The value of ß was between 2 and 3). This process was repeated 
several times until there were no more points to be rejected. After- 
wards a higher order polynomial was fitted to the remaining points. 
This could be used to calculate the transmission due to the sky 
intensity only in the galaxy region. 
A polynomial was also used to represent the intensity calib- 
ration from the tube sensitometer. At each point in the galaxy, the 
intensity was calculated by subtracting the calculated intensity due 
to the sky from the observed intensity due to the sky and galaxy. The 
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intensities were expressed in units of the sky intensity. There were 
several star images superimposed on the galaxy image. They could not 
be removed by the computer by the same method as that used for the 
stars in the outer field, because star images are similar to the 
nucleus, or to HIT regions. The star positions were therefore found 
visually from a map of the galaxy and the intensity due to a star was 
replaced by the mean of the surrounding points. At low intensities 
the data was smoothed using a weighted function to obtain isophotes 
down to 1% of the night sky. The mean radial intensity distribution 
could then be calculated and integrated numerically to give the 
luminosities within different radii. This relation was extrapolated 
to give the total luminosity. 
Several astronomers have used methods similar to those of 
de Vaucouleurs or Holmberg to obtain the light distributions in 
galaxies, (especially for elliptical galaxies). They include 
Liller (1960, 1966), Van Houten (1961), Rood & Baum (1968) and 
Oemler (1976). However, a different approach to the subject was 
made by Kormendy (1973) who calibrated the intensity profile of M31 
using (in focus) star profiles. 
King & Hinrichs (1967) have used a standard profile (in the 
form of magnitude as a function of radial distance) derived from a 
few stars to find the relative magnitudes of many more. They state 
that stars have the same intensity profiles, provided that the aperture 
of the microphotometer is much smaller than the image so that at any 
time the spot does not include regions of very different density, 
otherwise a systematic error will arise because of the non -linearity 
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of the density -intensity relation. Moffat (1969) also finds that star 
intensity profiles are all the same shape. Kormendy (1973) used 
plates taken on the 48 -inch Schmidt telescope at Mt Palomar, which 
were calibrated with a spot sensitometer. Using images covering a 
range in magnitude he built up the stellar intensity profile. Then on 
a separate plate of M31, he found the density profile of one star, and 
from the standard stellar intensity profile derived the density - 
intensity relation. This calibration was used to find the intensity 
distribution along the major axis of M31. The zero point of the magni- 
tude scale was determined from photoelectric measurements of the night 
sky during the plate exposure. A comparison with de Vaucouleurs' (1958a) 
results showed that the magnitudes in the distribution were accurate to 
within ±0.1. 
1.2 Photoelectric Photometry 
a) Photoelectric Photometry using Integrated Light 
of the Galaxy 
In photoelectric photometry of galaxies, as in stellar photo- 
metry, the object is centred on the aperture of a diaphragm at the focus, 
and the light from the entrance aperture of the telescope is focussed 
onto the detector by a Fabry lens. Because of the extended size of 
galaxies larger apertures are used, of up to 20 mm or more,and an 
equally large comparison region of the sky is observed. The comparison 
sky region is chosen carefully, with reference to photographic plates, 
to ensure that there are no stars. Several measurements are made of the 
galaxy and the sky alternately, in order to take account of the vari- 
ations in the sky brightness. Frequently stars are superimposed on 
the galaxy being studied, and these have to be measured separately with 
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small apertures so that their light can be subtracted. 
As in photographic photometry, the total magnitude of a galaxy 
can only be found by extrapolation. The larger the aperture used, the 
larger the measured luminosity becomes as a greater fraction of the 
light of the galaxy is detected. This strong dependence of the 
luminosity, or magnitude on the aperture size has been called the 
'aperture effect'. Since the apertures are usually circular, the 
magnitudes measured are not isophotal ones, unless the galaxy is 
circular, (i.e. face on). 
There are advantages and disadvantages in photoelectric photo- 
metry when compared with photographic photometry. In photoelectric 
photometry, only one galaxy can be measured at a time,whereas on a 
photographic plate many galaxies may be recorded. Photographic 
emulsions only cover a small range in intensities (a ratio of 100:1), 
and the results are affected by graininess and larger scale density 
fluctuations (local errors). A density -intensity calibration has to 
be made, and the reductions of the data may be time consuming. In 
photoelectric photometry, these particular drawbacks do not arise. 
The magnitude, within a certain aperture, of a galaxy can be obtained 
directly by comparison with measurements of standard stars. However, 
corrections are required to convert the magnitudes of the 'natural' 
system of the photometer to a standard one such as the UBV system. 
Errors in photoelectric photometry can arise from the Fabry lens not 
being positioned properly, or from the size of the aperture not being 
measured correctly. 
Photoelectric photometry of galaxies was first carried out by 
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Stebbins and Whitford. Whitford (1936) measured the 11 brightest 
galaxies with a Cooke 10 -inch refractor. The aperture was selected 
to be at least as large as the diameter measured by Shapley & Ames 
(1932), the largest aperture being 10 mm diameter corresponding to 
30 arcmin. A special case had to be made for M31 because of its large 
angular size. A 31-ínch lens was used and the aperture was 15 mm in 
diameter, corresponding to 128 arcmin. (An aperture larger than this 
would have included several bright stars.) 
A relationship was found, from stellar observations, between the 
photoelectric magnitudes and those measured on the international photo- 
graphic system. Then, Whitford's calculated magnitudes were compared 
with the Shapley & Ames (1932) magnitudes and Hopman's (1921) magni- 
tudes based on Holetschek's (1907) visual estimates. In general, 
Whitford's magnitudes were brighter than the other magnitudes,and there 
were large random errors of about 0 ''5. 
Stebbins& Whitford (1937) published the magnitudes of 165 galaxies 
down to magnitude 15 and the colours of 112 galaxies. They were the 
results of a survey started in 1930 by Stebbins. The observations were 
made on the 60 -inch and 100 -inch telescopes at Mt Wilson, and the aper- 
ture sizes ranged from 42 arcsec to 163 arcsec, a 64 arcsec aperture 
being used to obtain the colours. The estimated mean errors in the 
photoelectric magnitudes were ±0 ''15. 
Later, Stebbins & Whitford (1948, 1952) published data on 6- 
colour photometry of bright galaxies and 2- colour photometry of fainter 
galaxies down to mpg = 18. The two colour photometry was reduced to 
the international pg and pv system. Larger aperture sizes were used, 
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ranging up to 8.6 arcmin on the 60 -inch telescope. However even this 
was not enough to include the whole of the brightest galaxies. They 
investigated the variation in colour with redshift for elliptical 
galaxies in clusters and found that the galaxies became redder with 
increasing redshift. 
Pettit (1954) also made photoelectric observations of galaxies 
in the international photographic and photovisual system on the 60 -inch 
and 100 -inch telescopes at Mt Wilson. He used the same aperture sizes 
as those of Stebbins & Whitford. 558 galaxies were observed altogether 
with magnitudes ranging from 81115 to 15m5. The mean internal error 
obtained from repeated observations was ±0m07. However, large differ- 
ences were found when comparing the results with those of Shapley & 
Ames (1932) and Bigay (1951). There was better agreement with the 
results of Stebbins & Whitford. 
Humason, Mayall & Sandage (1956) used the results obtained by 
Pettit and by Stebbins & Whitford to study the magnitude -redshift 
relation for field galaxies. The magnitudes were corrected for the 
aperture effect by reducing them to a standard isophote of 25 mag 
aresec -2. This was carried out using the profile of the elliptical 
galaxy NGC3379, which had been measured by Dennison (1954) out to a 
distance of r/a = 50, (a is the parameter in Hubblé sformula). The 
diameter Ds of each galaxy was measured on the Palomar Observatory 
Sky Survey photographs. This diameter is the size of the galaxy out 
to the isophote of 22.6 mag aresec -2. 2.5Ds was used as the standard 
diameter, corresponding to the isophote of 25 mag aresec -2. From the 
profile of NGC3379, the magnitude correction, Am, was found as a 
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function of D /2.5D 
s 
, where D is the aperture diameter for galaxies p p 
of different ellipticities. This correction was used for all types of 
galaxies, the justification being that in spirals there is an under- 
lying population of old stars which has an elliptical distribution. 
The errors in the magnitudes were assessed by comparing Stebbins & 
Whitford's, and Pettit's magnitudes with each other,and with Holmberg's 
photographic magnitudes. It was found that: 
mSW = 011.1026 a = ±0'190 
mu -mp = Om040 a = -!-0'189 
mH -mSW = Om014 u = ±0'100 
Pettit's magnitudes were therefore less accurate than those of Stebbins 
& Whitford and those of Holmberg. 
De Vaucouleurs (1959a) measured the magnitudes of 124 galaxies 
in the UBV system. He observed on the 21 -inch reflector at the Lowell 
Observatory, with the photometer used by Johnson in defining the 
system (Johnson & Morgan, 1953). The apertures used were 4 or 5.5mm 
in diameter corresponding to 100 arcsec and 137.5 arcsec respectively. 
For the brightest galaxies 1 to 3 measurements were made and 2 to 4 
sky measurements, while for the faint galaxies 3 to 5 measurements were 
made and 4 of the sky. The galaxy and the sky were observed alternately 
and the sky was measured to the north, south,east and west of the galaxy. 
The probable errors depend on the magnitude and the colour. In the V 
they range from ±0'02 at V = 9, to ±0'11 at V = 14, but the errors in 
the B and the U bands were slightly higher. 
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The results, combined with observations by Tifft (1958) and 
Johnson (1959) were used by de Vaucouleurs (1961) to study the 
colours of galaxies. First the effects of internal extinction in 
galaxies were investigated by plotting graphs of colour, e.g. (U - V), 
against d/D the ratio of the observed minor and major axes. If 
(U - V) = (U - V) - A(U -V) where (U - V) is the face -on colour, then 
the relationship is of the form (U- V) = y(l - d /D) where y is a 
constant. It was found that 
A(U - B) 3 
A(U - V) 5 
and 
A(B -V) 2 
A - V) 5 
The variation in colour with aperture width was found for different 
types of galaxy. Early type galaxies are redder in the centre, 
especially for Sa types, and late type galaxies (irregulars) are 
slightly bluer in the centre. 
Tifft (1961) carried out multicolour photometry of bright 
galaxies on the Mt Wilson 60 -inch and 100 -inch reflectors. There 
were four bands in the visible at effective reciprocal wavelengths 
of 2.66, 2.39, 2.07 and 1.68 pm 1, and in addition a few galaxies 
were measured in the red and infrared at effective reciprocal 
wavelengths of 1.55, 1.26, 1.14 and 1.00 pm 1. 57 galaxies and 
52 stars were observed. There were five aperture sizes, ranging 
from 0.365 arcmin to 3.177 arcmin on the 60 -inch and 0.216 arcmin 
to 1.874 arcmin on the 100 -inch, and in general each galaxy was 
measured with three apertures. The internal random error for 
the measurement of one galaxy or star was estimated to be about 
0.02, and the tie -in systematic errors between different galaxies 
or galaxies and stars, or between different nights were about 
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O11103 to Om04 
The results (Tifft 1963) were used to investigate the colours 
of galaxies in a similar way to the investigation by de Vaucouleurs 
(1961). Also discussed was the possibility of observing galaxies 
through apertures inversely proportional to their distances, and so 
observing the same volume of space round each galaxy. The size of 
the aperture could be chosen from the inverse redshïft. 
Tifft (1969) published extra results on 4- colour photometry 
of 64 galaxies mainly in the Virgo Cluster. The aperture sizes used 
by Tifft were smaller than those used by other astronomers, such as 
de Vaucouleurs (1961), in order to study the radial variation of 
colour in galaxies with a view to investigating their structure. 
Hodge (1963) measured the magnitudes of 60 galaxies, mainly 
early types, in the UBV system at Mt Wilson. The position of galaxies 
in the colour -colour diagram was found to be shifted slightly to the 
blue in (B - V) in comparison with the relation found by de Vaucouleurs. 
Shobbrook (1966) measured the magnitudes of 53 southern galaxies 
in groups and clusters using UBV photometry. The observations were 
carried out on the 26 -inch reflector at the Mt Bingar Field Station 
of the Mt Stromlo Observatory, and on the 50 -inch reflector at 
Mt Stromlo. There were four aperture sizes used on the 26 -inch 
ranging in size from 0.26 arcmin to1.75 arcmin in diameter, and on 
the 50 -inch one aperture was used of 0.493 arcmin in diameter. At 
least two sky regions beside each galaxy were chosen which had a 
faint .star density similar to that superimposed on the galaxy, using 
charts from the Uppsala 20 -inch Schmidt telescope or the Mt Stromlo 
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74 -inch telescope. It was found to be impractical to obtain total 
magnitudes of large, bright galaxies by photoelectric photometry 
because such large apertures were necessary. Instead,the results 
were reduced to what would have been observed through an aperture 
equal to a standard diameter of the galaxy. The diameter used was 
the corrected face -on diameter defined by de Vaucouleurs (1959b) 
using the diameters from the Heidelberg Survey (Reinmuth 1926). 
de Vaucouleurs found that the relationship: 
log D(0) = log D + 0.4 log d/D 
holds for all galaxies, where D and d are the major and minor axes 
out to a certain isophote, and D(0) is the face -on diameter, where 
d/D = 1. Knowing D and d/D for any galaxy, D(0) can be found. D(0) 
decreases towards the plane of the galaxy due to interstellar 
extinction, (de Vaucouleurs 1959b). The results were therefore 
corrected to D(0) 
c 
, the face -on diameter which would be observed 
from the galactic poles. 
Graphs of B magnitude vs. A /D(0)c, where A is the diameter of 
the aperture, were drawn for different types of galaxy, using 
Shobbrook's data and some diameter measurements from de Vaucouleurs. 
The B magnitudes were found in the form (B - B1) where B1 is the 
magnitude at A /D(0)c = 1. Using these graphs, the magnitude B1 was 
calculated for all galaxies, the results ranging from B = 10.O to 
B = 14.0. The internal magnitude errors were ±0.02 in V and (B - V) 
at V = 10.0 increasing to ±0.05 at V = 13.0. In (U - B) the errors 
ranged from ±0.03 to ±011.109. After the galaxy colours had been 
corrected for interstellar extinction to the face -on values, colour - 
colour diagrams were drawn and were compared with those of de Vaucouleurs 
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and Hodge, showing good agreement. 
Westerlund & Wall (1969) measured the UBV magnitudes of 
southern Q.S.O.s, radio galaxies and normal galaxies using the 
24 -inch and 40 -inch telescopes at the Siding Spring Observatory. 
All the objects fainter than V = 14 were observed on the 40 -inch. 
For objects fainter than V = 15.5, their positions were found by 
offsetting. An aperture size of 18 arcsec in diameter was used for 
the Q.S.O.s and N galaxies, and for the radio and normal galaxies, 
the aperture size ranged from 18 arcsec to 180 arcsec. The probable 
errors were ±0.02 in (B - V) and ±0.04 in (U - B) for objects 
brighter than V = 14. However, the faintest objects at about 
V = 18 probably have errors of ±01111. 
G. & A. de Vaucouleurs (1972) published the results of UBV 
photometry of 461 galaxies north of declination -50°. Most of the 
observations were carried out between 1960 and 1968 using the 91cm 
reflector at the McDonald Observatory. The galaxy magnitudes ranged 
from about V = 10.O to V = 14i.°O, and the mean internal errors were 
±0.04 in V, ±O11103 in (B - V), and ±Om045 in (U - B). Corrections 
were applied to the colours for galactic extinction, redshift, 
aperture and inclination effects, the values of the corrections 
being determined statistically from the data. A discussion of these 
corrections, which have to be applied before comparing the magnitudes 
of galaxies will be given in section 1.5. 
Sandage carried out a program of photoelectric photometry of 
faint galaxies, including first ranked cluster galaxies, radio 
galaxies, N galaxies and Q.S.O.s, in the 1960s, using the 60 -inch 
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and 100 -inch telescopes at Mt Wilson and the 200 -inch at Mt Palomar. 
The results were published in a series of papers on the redshift- 
distance relation (Sandage 1972a,b,c, 1973a,b,c, 1975, Sandage & 
Hardy 1973). Several of the galaxies measured were fainter than 
V = 18. A method of aperture correction different from that 
described by Humason, Mayall & Sandage (1956) was employed because, 
as Stock & Scheuking (1957) pointed out, the isophotal sizes of 
galaxies do not correspond to their metric sizes in an expanding 
universe. Since the objects, especially the Q.S.O.s, observed by 
Sandage have large redshifts, it was necessary to take this effect 
into account. The new aperture correction used the relation between 
metric diameter 0m, and redshift z, for the Friedman cosmological 
model with qo = 1, which is 
0 = const. 





For first ranked cluster galaxies, a graph of magnitude vs. (1 + z)2 
was drawn, where Op is the angular diameter of the photometer aperture. 
The resulting curve was used to derive magnitude corrections to a 
standard diameter which is equal to 4.10s in Humason, Mayall & Sandage 
(1956), and in the limit of z = 0, corresponded to an isophotal 
diameter at V = 26 mag aresec -2. In paper VI (1973a), the errors in 
the photometry were given from a comparison of two sets of measure- 
ments. The standard errors in V were ±0T09, and in B were ±0ml2. 
Paper VIII (Sandage 1975) describes photometry carried out in 
the southern hemisphere. UBVR magnitudes of 74 galaxies in the 
0 
Shapley -Ames catalogue (1932), south of S = -30, were measured using 
- 37 - 
the Siding Spring lm reflector. The magnitudes ranged from V = 10 
to V = 14, and the internal random errors were ±0103. The external 
errors, found by comparing the results with those of Shobbrook (1966) 
were of the same order. 
Finally, Alcaino (1974) also measured the UBV magnitudes of 
the galaxies in the southern hemisphere using photoelectric photo- 
metry. 38 galaxies of different morphological types, between V = 10 
and V = 14 were studied. The observations were made on the lm 
reflector at the European Southern Observatory, and the galaxies 
were all measured with a 21 arcsec aperture. The photoelectric 
errors were about ±0106 in the first observing run, and ±Om08 in the 
second. 
b) Photoelectric Scans 
Integral magnitudes can be calculated directly from photo- 
electric photometry using apertures which include a large proportion 
of the light of the galaxy. However, this method is impracticable 
for large nearby galaxies because the apertures required are too 
large. Instead the light distribution may be found by scanning photo- 
electrically across the galaxy with a small aperture, and the distri- 
bution can be integrated to give the total magnitude. This technique 
is particularly useful for galaxies in the Local Group, the images of 
which are too large to be measured on a photographic plate. Photo- 
electric scans can also be used for calibrating photographic plates. 
Van Houten, Oort & Hiltner (1954) made photoelectric scans of 
nine bright galaxies on the 82 -inch telescope at the McDonald Obser- 
vatory, using a synchrous mdtor to move the diaphragm in the Cassegrain 
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focal plane in an arbitrary direction. Tracings were made along the 
major and minor axes of the galaxies. The main cause of error in the 
faint outer parts of the galaxy was in the subtraction of the sky 
background. Near the nucleus, where there is a high intensity 
gradient, the intensities in the scans were too faint, compared with 
single measurements of the nucleus. This was probably due to too 
high a scanning speed. 
Eggen & de Vaucouleurs (1956) carried out low resolution 
photometry of the Large Magellanic Cloud in blue and yellow band- 
widths. 42 measurements were made in a rectangular grid covering a 
region from 04h 00m to 06h 30m in right ascension and from -62o to 
-770 in declination, using an aperture of 2.42 arcdeg in diameter. 
Corrections were applied for the night sky and for field stars. The 
intensity distributions were calculated and then integrated to give 
the total magnitude and colour. 
De Vaucouleurs (1958a) measured the UBV magnitudes of M31 
using photoelectric scans over the whole galaxy at intervals of 10 
arcmin in declination. The measurements were made on the 21 -inch 
reflector at the Lowell Observatory. An aperture of 137.5 aresec 
was used. The total magnitude (excluding the companions), was found 
to be B = 4.36. De Vaucouleurs (1957b) measured the magnitude of 
M33 by the same method. 
The outer corona of M87 was measured by de Vaucouleurs (1969) 
using photoelectric scans from N -S and E -W across the galaxy. The 
observations were made with the 36 -inch reflector at the McDonald 
Observatory. At the limiting surface brightness of uB = 27.3 mag aresec -2, 
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the diameter of the corona was more than 1 arcdegree. The intensity 
due to the corona was found to decrease exponentially. G. & A. 
de Vaucouleurs (1970) measured the intergalactic light in the centre 
of the Coma Cluster using photoelectric scans. They found that the 
light could be accounted for by the overlapping coronas of the two 
giant galaxies NGC4874 and NGC4889. 
1.3 Other Methods for Galaxy Photometry 
Recently there has been the development of new types of 
imaging devices, such as electronographic cameras, image tubes, and 
television -type detectors. They combine the high quantum efficiency 
of the photoelectric detectors with the imaging properties of the 
photographic plate. Although most of the work carried out so far 
with these systems has been of an experimental nature, several astro- 
nomers have tried galaxy photometry with these new methods, and the 
results have been quite promising. 
Ables & Ables (1972) used a Kron electronographic camera on 
the 40 -inch telescope at the Flagstaff Station of the U.S. Naval 
Observatory to find the luminosity distribution and magnitude of 
NGC4881. The Kron electronographic camera consists of a photocathode 
from which the photoelectrons are accelerated in a vacuum on to 
nuclear emulsion. It has the advantage of a linear density- intensity 
relation. The results were calibrated from their own photoelectric 
photometry and from photoelectric photometry by Rood & Baum (1968) 
and de Vaucouleurs & de Vaucouleurs (1964). The small scatter of 
±0m01 in the constants required to convert the electronic magnitudes 
to the standard B and V magnitudes shows that the electronographic 
photometry was quite accurate. 
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Hoffman & Crane (1977) have used an SEC vidicon to measure 
the magnitudes of galaxies in six distant clusters. The vidicon is 
a television -type detector, which has a high quantum efficiency, 
although there is a low dynamic range. Corrections had to be made 
for the varying gain over different parts of the system, and for a 
non -linear response at high intensities. Both metric and isophotal 
magnitudes were calculated; the metric magnitudes were from an area 
within a metric diameter of 20.3 kpc, and the isophotal magnitudes 
were within the isophote of 23 mag aresec -2. Corrections to the 
magnitudes were made for atmospheric seeing effects, assuming that 
the intensity profiles for all galaxies followed the Hubble formula, 
and that the seeing spread function was gaussian. The passband was 
to the red of the V band and the magnitudes ranged from m = 16 to 
m = 19. Internal errors were ±0'07 at M = 16, increasing to ±0'3 at 
m = 19. 
1.4 The Reduction of Galaxy Magnitudes to a Standard System 
Due to the difficulty involved in galaxy photometry, astro- 
nomers have used their own individual photometric systems for galaxy 
magnitudes. Some have found total magnitudes, such as Redman (1936) 
while others, like Humason, Mayall & Sandage (1956), have found iso- 
photal magnitudes. Early magnitude determinations were in the photo- 
graphic and photovisual colourbands (Seares 1922), but since the 1950s 
many observations have been made in the UBV system (Johnson & Morgan 
1953) . 
De Vaucouleurs & de Vaucouleurs (1964) collected information on 
galaxies, such as magnitudes, diameters and redshifts, from many sources, 
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and reduced the data to standard systems. The magnitudes were given 
in the form of B(0) which is the integrated Johnson B magnitude with- 
in a circular field aperture of diameter A, equal to the face -on 
diameter D(0). The D(0) diameter was defined by de Vaucouleurs 
(1959b). This catalogue is an enlarged and improved version of the 
Harvard 'Survey of Galaxies Brighter than Thirteenth Magnitude' by 
Shapley & Ames (1932). The Harvard magnitudes, mH, and mc, their 
values corrected to the B(0) system are listed, along with the B(0) 
magnitudes derived from photoelectric photometry and modern photo- 
graphic photometry for over 800 galaxies brighter than 15th magni- 
tude. The B(0) magnitudes come from the photometry of many astro- 
nomers, including Stebbins and Whitford, Bigay, Pettit, Holmberg, 
Tifft,and de Vaucouleurs. 
In the 'Second Reference Catalogue of Bright Galaxies' (de 
Vaucouleurs, de Vaucouleurs & Corwin, 1976) the total, or assymptotic 
BT magnitudes are given for more than 1500 galaxies brighter than 
16th magnitude. A standard system of BT(S) magnitudes was set up 
from the detailed photographic photometry of galaxies by Ables (1971), 
Ables & Ables (1972), Bertola (1966, 1967) , Bernacca and Bertola 
(1969), Fraser (1977), and de Vaucouleurs (various references already 
given). Standard luminosity curves for different morphological types 
were found, and these were used to calculate BT(A) total magnitudes 
from multi -aperture photoelectric photometry. The estimated mean 
errors were 0.14 for the BT(S) and 0.1 to 0.2 for the BT(A). 
De Vaucouleurs et al (1977), in a series of papers entitled 
'Contributions to Galaxy Photometry' describe in more detail the 
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reduction of magnitudes to the BT system, and give more accurate 
lists of magnitudes. 
1.5 The Corrections for Galactic Extinction, Internal 
Extinction and Redshift 
Galaxy magnitudes are affected by several features which make 
the magnitudes of identical galaxies appear different. In order to 
use the magnitudes as'distance indicators they have to be corrected 
so that they are a measure of the same quantity for each galaxy. 
Corrections are required for the extinction of light in the Galaxy, 
internal extinction in galaxies, and for redshift (the K- correction). 
a) Galactic Extinction 
It has been known for a long time that galaxies seem to 
'avoid' the plane of the Milky Way and are more numerous at high 
galactic latitudes (Hinks 1911). Hubble (1934) analysed the distri- 
bution of galaxies, assuming that the 'zone of avoidance' was due to 
obscuring clouds in the galactic plane. He found that the numbers 
of galaxies, N, followed the relation: 
log N = 2.115 - 0.15 cosec b 
from b = 90° to b = 15°. (b is galactic latitude.) 
This formula is consistent with the model of a uniform absorbing layer 
in the galactic plane. There is little variation of the numbers with 
galactic longitude, except at low galactic latitudes, where there is 
more obscuration in the direction of the galactic centre. Using the 
relation 
d log N 
0.6, which ignores the effect of redshift on 
dm 
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magnitude, Hubble found that the galactic extinction was: 
A = 0.25 cosec b. 
Pg 
Holmberg (1958) obtained the relation A = 0.26 cosec b for 
Pg 
galactic extinction from an examination of the dependence on galactic 
latitude of the surface brightness of spiral galaxies.. The effect of 





C = Co + 0.062 (cosec b - 1) 
where Co is the average colour of galaxies at the north galactic pole. 
Shane & Wirtanen (1967) examined the effects of galactic 
extinction using galaxy counts from the Lick Observatory survey 
plates. They found that log N = 1.95 - 0.242 cosec b, and used 
d log N 
0.47, which was calculated taking the effects of redshift 
dm 
on magnitude into account. This gives a value of 0.51 for the optical 
half- thickness, T, of the Galaxy, which is about twice the value 
obtained by Hubble (1934). (The optical half- thickness is the amount 
of extinction for a galaxy seen in the direction of the galactic pole. 
The light from such a galaxy has travelled through half the thickness 
of the absorbing layer in the plane of the galaxy, assuming that the 
Sun is in the centre of the layer.) 
A reanalysis of Hubble's counts was carried out by de Vaucouleurs 
& Malik (1969). They showed that the difference between the results 
of the two surveys was due to a bias introduced in the early survey 
data. Hubble had omitted the zero -count fields at low latitudes which 
led to an underestimate of the galactic extinction, and he had ignored 
the dependence on longitude, so that the counts at low latitudes were 
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dominated by the transparent regions in the direction of the galactic 
anticentre. At low latitudes the obscuration is caused by nearby 
clouds which are not distributed symmetrically about the galactic 
plane. The angle bo, which is a function of longitude, was intro- 
duced to describe the plane of symmetry of the absorbing layer. 
Because the Sun is displaced to the north of the absorbing layer, 
the corrections are not exactly the same for the two hemispheres. 
The formula found for the variation of log N was: 
log N = 2.14 + B ICI 
where C = cosec (b - bo (1) ) = cosec (b+ 0.25- 1.7 sin 1 - 1.0 cos 31) 
-BN = 0.193 + 0.031 cos 1 + 0.019 cos 31 
-BS = 0.217 + 0.037 cos 1 - 0.003 cos 31 




0.44 at the limiting magnitude of 19.4 for the Hubble 
counts, TB = 0.47 ±0.2, which agrees well with the value obtained 
by Shane and Wirtanen. 
However, this large value for the optical half -thickness 
contradicted the small values for the selective extinction, EB -V 
found at the galactic poles by several astronomers. Peterson (1970) 
observed the redshift, V magnitude and V -r colour of the first -ranked 
galaxy in each of 48 clusters and 7 groups. (The r band was that 
defined by Sandage & Smith 1963). The absolute magnitude was calcul- 
ated using the redshift- distance relation. Assuming that the absolute 
magnitude for the first -ranked cluster galaxy is constant, any 
observed variation in the absolute magnitude will be due to galactic 
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extinction. After correction for selection effects, Peterson 
found that the extinction at the galactic poles was AV = 0.06, 
and EV = 0.023, corresponding to EB -V = 0.027. 
An analysis of the distribution of magnitudes of faint 
galaxies by Sandage (1937b) showed that either the ratio of 
galactic extinction /selective extinction is very high, or that 
the extinction below b = 30° is not connected with the extinction 
at higher galactic latitudes. Assuming that the former is 
incorrect, 
AB = 0.132 (cosec b - 1) 
Ibi 50° 
AB = 0.0 IbI ? 50° 
Av = 0.75 AB. 
Knapp & Kerr (1974) suggested that the absorption coefficient 
evaluated from galaxy counts was over -estimated. The detection of 
a galaxy depends on its surface brightness, and not on its total 
magnitude. Since the surface brightness is independent of the 
distance (ignoring the effects of redshift), the extinction coeffi- 
cient is the same as that in the log N relation. This means that 
the optical half- thickness should be 0.15 from Hubble's galaxy 
counts, and 0.24 for Shane & Wirtanen's results. 
De Vaucouleurs and de Vaucouleurs & Corwin (1976) reanalysed 
the Lick and Mt Wilson galaxy counts to obtain a more accurate value 
of the correction. They found that 
AB = 0.19 (1 + SN cos b) 
AB = 0.21 (1 + SS cos b) 
ICI b > 0 
ICI b < 0 
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where C = cosec (b - bo (1)) = cosec (b - 0.25 - 1.7 sin 1 -1.0 cos 31) ., 
and SN and SS are factors depending on galactic longitude for the 
northern and southern hemispheres. 
b) Internal Extinction 
The observed magnitude and colour of a spiral galaxy,'of a 
certain morphological type and luminosity class, and at a given 
distance, depend on the inclination of the plane of the galaxy to 
the line of sight. It is usually assumed that the disk of the 
galaxy is in the form of an oblate spheroid. If i is the angle 
between the plane of the galaxy and the line of sight, then 
2. (b /a)2 
q2 
sin i - 
1 - q 
where b/a is the ratio of the apparent minor and major axes, and 
q is the ratio of the smallest to the largest axis of the spheroid. 
There are in fact two effects which alter the appearance of 
a galaxy. Looking across the plane of the galaxy there is a greater 
optical path, and therefore the surface brightness of the galaxy is 
increased and also the diameter out to a certain isophote will, be 
larger for edge -on galaxies. However, in the plane of the galaxy, 
there is an increased amount of dust which absorbs the light, tending 
to make the galaxy fainter. 
Reynolds (1920) found that there appeared to be an excess of 
spirals viewed edge -on. The cause of this,as suggested by Opik (1923), 
was that the surface brightness increased with inclination of the 
galaxy leading to an increase in the isophotal diameter, so that in 
a survey of galaxies the edge -on spirals were included from a larger 
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volume of space than other spirals. Holmberg (1946) examined the 
variation of galaxy diameters with inclination and found that the 
major axis increases as (a /b)1 /6 for a model in which the intensity 
distribution is of the form I Q r -3. However, Holmberg (1958) 
omitted this effect when calculating the corrections to the magni- 
tude for the tilt effect. He examined the dependence of the average 
surface brightness, So, of galaxies on the axis ratio, b /a, where 
So = m 
o 
+ 5 log a 
where mo is the integrated magnitude reduced to galactic 
latitude 90 °. It was assumed that the major axis, a, was independent 
of inclination, and that the variation of the surface brightness 
would show the effect of inclination on magnitude. The relation was 
found to be of the form 
So --S7ó = AA = a(cosec i- 1), for i 3 13° 
where S' is the average value of So for i = 90°. The mean value of 
o 
the parameter a was 0.28 for Sc and Sc galaxies, and 0.43 for types 
So, Sb and Sb. The colour Co = mpg - mpv, corrected for galactic 
extinction, varied with the observed axial ratio in the form 
C - C' = AC = 8(1 - b/a) 
o o 
where C' is the average colour for face -on galaxies. ß depends on 
o 
the type of spiral, being largest for Sa and Sb with a value of 0.25. 
De Vaucouleurs (1959b) studied the variation of apparent 
diameter of the major axis, D, with the axial ratio R = D/d for 
galaxies with magnitudes between 11 and 12. He found that for all 
galaxy types 
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log D(0) = log D - 0.4 log R 
where D(0) is the face -on diameter. This has been criticised by 
Tully (1968) who claims that there is no dependence of diameter on 
axial ratio. 
Heidmann, Heidmann & de Vaucouleurs (1972) carried out a 
thorough study of inclination effects using both optical data and 
radio observations of the hydrogen 21cm line. They concluded that 
there was an effect on the apparent major diameter of galaxies, but 
that it was not as large as that found by de Vaucouleurs (1959), and 
was given by 
log D(0) = log D - 0.2 log R 
The coefficient of log R has a small dependence on the amount of hydro- 
gen self- absorption assumed, but the value of 0.2 agrees with the 
value calculated from galaxy models. If this increase in the observed 
diameter with axial ratio is included, the magnitude corrections as 
found by Holmberg (1958) are too large. However, Tully (1972) again 
gives evidence to show that there is no variation in the diameter with 
inclination, and states that Holmberg's magnitude corrections are 
correct. There are obviously selection effects in the data producing 
these contradictory results. 
De Vaucouleurs, de Vaucouleurs & Corwin (1976) used diameters 
within the isophote of 
uB 
= 25 mag aresec -2 and calculated the diameter- 
axis ratio relation by two different methods to give: 
log D(0) = log D25 - 0.235 log R25 
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They found the magnitude correction, A(i) in the form 
A(i) = a(T) log R25 
where T is the number given by de Vaucouleurs to the Hubble morpho- 
logical types (de Vaucouleurs 1962b). 
a(T) = 0 




c) The K- correction 
T--4 
-3T - -1 
T = 0 
1 - T 5-8 
T - 8 
If a galaxy is redshifted, the light observed by a detector of 
a certain bandwidth comes from a bluer region of the spectrum. The 
k- correction reduces the magnitude of the galaxy to that which would 
be observed in the same wavelength band in the rest frame of the 
galaxy. 
Hubble (1936c) found that the numbers of galaxies observed out 
to different limiting magnitudes departed from the theoretical relation 
for a stationary, Euclidean universe. (In this case the numbers of 
galaxies out to limiting magnitudes indicate the volumes contained by 
different radii. 
N cc 4/3 r3 
m = 2.5 log r2 + const 
log N = 0.6m x const) 
He explained the departure of the observed relation from the theoretical 
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one in terms of corrections to the magnitudes for redshift, consider- 
ing that the redshift was due either to a velocity (Doppler) shift, 
or to some unknown mechanism causing photons to lose energy. There 
are two effects caused by redshift on the magnitudes of a galaxy. 
The 'number effect' which applies only to velocity shifts is that the 
rate of photons reaching the observer from the galxy is reduced due to 
the expansion of the universe. If the true wavelength is A, and the 
observed wavelength is A + , the change in magnitude due to this 
effect is 
Am = 2.5 log (1 + dA /a) 
The 'energy effect' is caused by the reduction in energy of each photon 
due to the redshift. E 
0 
= he /A, (where h is Planck's constant and 
c is the speed of light), is the energy emitted at A by the galaxy, and 
E1 = he /(A + dA) is the energy detected. This effect also alters the 
bolometric magnitude by 
Am = 2.5 log (1 + dA /a) 
However, because the energy spectrum of the source is altered, there 
is another term in this correction, denoted by K which depends on the 
atmospheric transmission function, the spectral sensitivity of the 
telescope mirror, and the photographic plate. The total correction to 
the magnitude for redshift is: 
Am = 5 log (1 + z) + K for velocity redshifts 
or Am = 2.5 log (1 + z) + K for non -velocity redshifts, 
where z = dA /1. 
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It is usually assumed that the redshifts are due to the 
velocity of recession of the galaxies although this has not been 
proved decisively. 
The K- correction is therefore not the total correction to a 
magnitude for redshift, but it is the difference between the bolo - 
metric correction for a galaxy at redshift z, and the bolometric 
correction for a galaxy at zero redshift, (Humason, Mayall & Sandage 
1956). The other effects of redshift on magnitude are usually 
accounted for in the theoretical equations. Hubble & Tolman (1935) 
give a formula for the K- correction. If I (a ) is the spectrum of 
o o 
an unredshifted source, I(X) the spectrum of a redshifted galaxy, 
a(a) the spectral response of the atmosphere and p(X) the spectral 
response of the photographic plate, then: 
jo 
I(X)da JOIo(ao)a(ao)P(ao) d a° 
K = 2.5 log ro' I(a )d a I(X)a(X)p(X)da 
11 o o o o o 
The K- correction can be calculated as a function of redshift of Io(ao) 
is known as well as a(a) and p(X). Hubble & Tolman assumed that 
galaxies had a black body spectrum with T = 6000°K. 
The first measurement of the K- correction was made by Stebbins & 
Whitford (1948) who used broad band 6- colour photometry to find the 
intrinsic energy distribution of M32 which has a redshift of approxi- 
mately zero. They found that the predicted change in colour of more 
distant galaxies due to redshift did not equal the observed change, and 
this difference was called the Stebbins- Whitford effect. It was thought 
to be due to a change in the colour of galaxies with time. 
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Oke & Sandage (1968) determined K- corrections out to z = 0.28 
using spectrophotometry of giant E and SO galaxies, as well as M31 
and M32. They define the K- correction in the same way as Hubble & 
Tolman (1935) and Humason, Mayall & Sandage (1956), but regard it from 
a slightly different point of view. The spectrum of a galaxy is 
denoted by F(X), and S(X) is the combined spectral response of the 
filters and the detector. Each observed wavelength, x, originated at 
a wavelength of a /(1 + z) for a galaxy at redshift z. There are two 
components to the K- correction. The first arises if the spectrum is 
not flat, so that the flux detected by the photometer at wavelength 
from a redshifted galaxy, which is F(X /(1 + z)). Secondly, the band- 
width observed for a redshifted galaxy is smaller by a factor of 
(1 + z) than for a non -redshifted galaxy. The second effect is 
independent of the spectrum, F(a). For passband i, the K- correction 
in magnitudes is: 
fo F(a)Si(l) dA 
K. = 2.5 log (1 + z) + 2.5 log 
i 
Jo F(Vl+z)Sí(X) dX 
The bolometric magnitude is then given as: 
mbol - mi 
- Ki + 
Ambol(1) 
where m. is the observed magnitude through passband i, and mbol(i) is 
1 
the bolometric correction. m. , the magnitude of all galaxies seen 
1 corr 
through the same passband, is given by: 
m. =m. -K. 
1 corr 1 1 
The values of F(A) were found from the spectrum of the galaxies which 
had been observed. In the ultraviolet, the spectrum of M32 was 
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different from that of the average giant elliptical galaxy. This 
explains the so- called Stebbins & Whitford effect, since the K- 
corrections derived from M32 had previously been applied to giant 
elliptical galaxies. When the K- corrections calculated from the 
giant ellipticals were used, the Stebbins -Whitford effect disappeared. 
Several astronomers have found K- corrections in a similar way, 
such as Whitford (1971) and Schild & Oke (1971). More recently 
Pence (1976) has calculated the K- corrections for five different 
types of galaxy, E -SO, Sab, Sbc, Scd, Sdm -Im, out to redshifts of 1.00 
for KU, 1.40 for KB, and 2.18 for KV. The spectral energy distributions 
were obtained from the OAO -2 satellite observations for wavelenghts from 
1500 Á to 3500 Á, from Wells (1972) between wavelengths 3500 Á and 
5500 X, and from Oke & Sandage (1968) for 5500 Á to 8000 R. Two values 
of the K- correction are given. The first ignores galactic extinction, 
following Sandage (1973b) and Knapp (1975) who claim there is almost 
no extinction at the galactic poles, and secondly assuming AB = Om11123 
at the north galactic pole, which was the value provided by de Vaucouleurs 
from a revision of de Vaucouleurs & Malik (1969). 
Part 2. Application of Galaxy Magnitudes to Cosmology 
1.6 Observational Cosmology 
Since Hubble's (1929) discovery that the light of galaxies is 
redshifted, many attempts have been made to measure the Hubble constant 
Ho = 
Ro 







describes the rate of change of redshift with distance. (Ro is the 
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present distance scale of the scale of the universe.) The results 
obtained over the years have had widely ranging values. In 1929 
Hubble calculated H 
o 
to be 500 kms -1 Mpc -1, but there was an error in 
the zero point of the period -luminosity relation of the cepheid 
variables used as distance indicators, and since then most deter- 
minations have given answers of between 50 and 100 km s -1 Mpc -1. The 
value of qo was first determined by Humason, Mayall & Sandage (1956) 
as 2.6, which means that the universe is closed. However, more 
recently values closer to zero have been obtained, indicating an open 
universe. It is now clear that q 
0 
cannot be determined accurately 
using galaxy magnitudes until the evolution of galaxies is understood 
in more detail. 
In the 1930s Hubble surveyed large areas of the sky down to 
faint limits using the 60 -inch and 100 -inch telescopes at Mt Wilson. 
Five sets of photographic plates were taken with different exposure 
times, for which the average limiting magnitudes were mpg = 18.47, 
19.0, 19.4, 20.0 and 21.03. The numbers of galaxies on each plate 
were counted and were reduced to standard conditions of a certain 
exposure time taken under good conditions at the zenith. The limiting 
magnitudes were found using a schraffierkassette or out -of -focus 
photometry of faint galaxies. With the results of the first two surveys 
(with magnitude limits of 19.4 and 20.0), Hubble (1934) examined the 
distribution of galaxies over the sky and investigated the effects of 
galactic extinction. He also carried out a preliminary survey into the 
distribution in depth of the galaxies, by comparing the numbers of 
galaxies in the two surveys. 
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In 1936 he published the results of the magnitude -limited 
counts using the five surveys (Hubble 1936c). It was found that the 
log N vs. m relation departed from the calculated one for a uniform 
distribution of galaxies, (neglecting the effects of curvature of 
the univers), which is 
log N = 0.6m + const. 
The deviation was accounted for by the effect of redshift on malfi- 
tude. Hubble supposed that the magnitude correction, Am, depended 
on distance, so that 
Then 
log Am = 0.2 (m - Am) + b. 
log N = 0.6 On - 100.2 
(m - Am) + b + C. 
b and C are constants which were found to be -4.239 and -9.052. 
Earlier, Hubble (1936b) had found the redshift -magnitude relation, 
which was 
log z = 0.2 (m - Am) - 4.707. 
These two equations gave the magnitude correction as a function of 
redshift, 
Am = 2.94 z. 
Hubble used this relation to test whether or not the redshifts were 
velocity shifts. (The formulae for the effects of redshift on magni- 
tude are given in section 1.5.) He assumed that the spectrum of a 
galaxy can be descrived by a black body of temperature T = 6000°K, 
and calculated that Am 4z for an expanding universe and Am ° 3z for 
a universe which is stationary with the redshift being caused by some 
other effect. The observations fit the relation for a stationary 
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universe well, but disagree with the relation for an expanding 
universe, unless the magnitudes are affected by the curvature of 
space. Hubble calculated that, in the latter case, the universe must 
be small and closed with a density of 10 26gm cm 3. However, it is 
now known that T = 6000 °K is too high for the black body temperature 
of E galaxies, and in any case the spectrum cannot be approximated 
adequately by a black body (Oke & Sandage 1968). The K- corrections 
calculated by Hubble were therefore in error. 
Another method of distinguishing between velocity and non - 
velocity redshifts was discussed by Hubble & Tolman (1935), namely 
the variation of the average surface brightness of galaxies with red - 
shift. For a stationary universe in the absence of redshift, the 
surface brightness should be constant, because both the luminosity and 
the area decrease by a factor of 1 /r2. When redshift is included, the 
surface brightness decreases by a factor of 1 /(1 + z) due to the 
decrease in the bolometric luminosity by this factor (Hubble's 'energy 
effect'). However, if the universe is expanding, the bolometric 
luminosity decreases by a factor of 1 /(1 + z)2 due to the number and 
energy effects, and also the solid angle subtended by a galaxy is 
larger than in the stationary case by a factor of (1 + z) 
2 
, because 
since the light was emitted by the galaxy, the universe has expanded 
by a factor of (1 + z). Therefore the surface brightness decreases 
by a factor of 1 /(1 + z)4. The relationship between redshift and the 
parameter a in the Hubble formula for the light distribution in 
elliptical galaxies also depends on whether the redshift is a velocity 
redshift or not. Hubble & Tolman however did not have enough data to 
distinguish between the two kinds of redshift. 
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Since then it has nearly always been assumed that the red - 
shifts are due to the expansion of the universe, and the observations 
discussed below have all been compared with the Friedman exploding 
model. 
Humason, Mayall & Sandage (1956) investigated the redshift vs. 
magnitude relation for all types of field galaxies, the brightest 
galaxies in isolated groups, and for galaxies in rich clusters. The 
redshift data came from redshift surveys which had been carried out 
at the Mt Wilson and Mt Palomar Observatories, and at the Lick 
Observatory. The magnitudes were measured by Stebbins & Whitford 
(1952) and Pettit (1954) and they were corrected for the aperture 
effect as described in section 1.2. For different types of field 
galaxies graphs of bolometric magnitude vs. log cz were drawn, and a 
linear relation was fitted. To first order, the theoretical relation 
is 
mbol = 
5 log cz + (M-5-5 log H). 
The coefficient relating mbol and log cz was found to be 
approximately 5, and the constant term varied with the type of galaxy, 
depending on the absolute magnitude. However these magnitude vs. 
redshift diagrams had a large scatter due to the variation in absolute 
magnitude of the galaxies, the random motion of galaxies, selection 
effects favouring nearby intrinsically faint galaxies, and observa- 
tional errors in m and z. It was found that the scatter could be 
reduced by observing the brightest galaxies in isolated groups, or the 
brightest cluster galaxies. In this case the absolute magnitudes are 
similar and, if the average redshift of the cluster or group is 
found, 
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the effect of random motion is removed leaving only the effects of 
the random motion of the cluster as a whole and the expansion of the 
universe. 
The magnitudes of the 1st, 3rd, 5th. and 10th ranked galaxies 
in clusters were used to study the m(z) relation in more detail, 
since observations of the brightest cluster galaxies probe the universe 
to greater depths. The mean differences were found between the magni- 
tude of the 1st ranked galaxy and those of the 3rd, 5th and 10th ranked 
galaxies, and then all the magnitudes were reduced to those of the 
first ranked galaxies by adding the average differences. q 
o 
was 
estimated using the formula by Robertson (1955): 
cobol 
5 log cz + 1.086 (1 + qo - 2p) z + const. 
The parameter p depends on the rate of change of the bolometric magni- 
tude, M, the rate of change of colour (i.e. the rate of change of the 
K- correction), K, and the effects of intergalactic extinction F(a). 
M was calculated from theories of stellar evolution to be 0.3 mag /109yr. 
The colour evolution was estimated as K = 0.0 mag /109yr, and 
P v 
K = 0.3 mag /109yr. The value of H used was 180 km s -1 Mpc -1 which was 
Pg 
calculated using revised distances to the galaxies. With no inter- 
galactic extinction, the average value of qo found from the photographic 
and photovisual bands was 2.6. If Fpg = 0.3 mag /1091 yr, qo = 5. From 
these results it was concluded that the universe must be closed. 
Another attempt to measure qo was made by Baum (1957) using 
multicolour photoelectric photometry to find the energy distribution 
E(1). The redshift was calculated from the displacement of the E(A) 
curve, and the bolometric magnitudes were found by integrating under 
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the E(X) curve. No K- corrections were needed. The results gave 
q = +1 ±Z. This determination is more reliable than that of 0 
Humason, Mayall & Sandage because the spectrum of M32 measured by 
Stebbins & Whitford (1948) which was used to calculate the K -cor- 
rections gave rise to errors due to the poor resolution of 6- colour 
photometry and the abnormally blue colour of M32. 
Sandage (1961) discusses the possibility of distinguishing 
between different cosmological models using the 200 -inch reflector 
at Mt Palomar. Four separate tests are discussed. 1) The magnitude - 
redshift relation, 2) the number -magnitude relation, 3) the angular 
diameter -redshift relation, and 4) the age of the universe. He shows 
that it should be possible to distinguish between an open and a 
closed universe using the m(z) relation, but not using the N(m) 
relation. The angular diameter -redshift relation can be used, but 
this test is complicated by the fact that on a photographic plate 
isophotal diameters are measured and not metric ones. The relation- 
ship between isophotal diameter and redshift involves the variation of 
surface brightness with redshift (which is 1 /(1 + z)4 for expanding 
models) and the intensity distribution law for the galaxies, such as 
the Hubble distribution. The age to of the universe can be calculated 




alone. This value for the age can be compared 
with other estimates, such as the age of the oldest stars, as a check 
on the values of Ho and qo, or on the validity of the model. Sandage 
used the value of q 
0 
= 1 and H 
o 
= 75 km s -1 Mpc -1 (Sandage 1958) to 
give to = 7.4 x 109yr, which was in contradiction with the ages of the 
oldest stars, estimated to be 20 x 109yr old. 
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Recently, Sandage has investigated the redshift- distance 
relation to try to find qo ( Sandage 1972a,b,c, 1973a,b,c, 1975, 
Sandage & Hardy 1973), and along with Tamman he has tried to determine 
H 
o 
(Sandage & Tamman 1974a,b,c,d, 1975a,ó, 1976). In order to measure 
H 
o 
, the distances to galaxies had to be carefully calibrated, and 
their redshifts found. Sandage & Tamman used three sets of distance 
indicators. For the nearest galaxies the magnitudes of the brightest 
stars were used to calculate their distances. Then, once the distances 
to the nearby galaxies were known, the size of the largest HIT regions 
in galaxies were found as a function of absolute galaxy magnitude to 
enable the distances of more distant galaxies to be calculated. 
Finally, the luminosity classes of Sc galaxies were calibrated in terms 
of absolute magnitude, and ScI galaxies were used to extend the dist- 
ance measurements even further. (Van den Bergh (1960) had discovered 
that the absolute luminosity of spiral galaxies could be estimated by 
the degree of development of the spiral arms and he assigned luminosity 
classes to spirals, the brightest being type I). Sandage & Tamman 
found that the velocity of expansion for nearby galaxies is regular, 
linear and isotropic, and they estimated Ho to be 57 km s 
1 
Mpc -1. 
This result was checked using the correlation discovered by 
Tully & Fisher (1977) between the width of the 21cm line of hydrogen 
and the absolute B magnitude of a galaxy. The value obtained by this 
method was H 
o 
= 50 km s 
-1 
Mpc -1. 
Although the different estimates of Ho made by Sandage & Tamman 
are in good agreement and the errors quoted are of the order of 
±4 km s -1Mpc -1, they differ considerably from the value found by 
van den Bergh (1975) of 93 ± 7 km s -1 Mpc -1 by averaging 
the results of 
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twelve different methods. Kirshner & Kwan (1974), however, found 
Ho = 60 ±15 km 
s -1 Mpc 
-1 
using the rate of expansion of type II super- 
novae. This method is independent of the distances measured to stars 
in the Galaxy or the Local Group. Branch (1977) used observations of 
type I supernovae and also obtained a low value for H = 49 ±9 km s -1 
0 
Mpc -1. At present it seems likely that H 
o 
lies between 50 and 
100 km s -1 Mpc -1, but the value cannot yet be determined more accurately. 
While trying to determine qo, Sandage examined the redshift- 
magnitude relation for the first -ranked cluster galaxies, radio, 
Seyfert galaxies and N galaxies, and Q.S.O.s. He found no evidence 
for non -cosmological redshifts in N galaxies or Q.S.O.s such as those 
found by Arp who claims that in certain groups of galaxies (e.g. 
Stephan's Quintet) one galaxy may have an excessive redshift (Field, 
Arp & Bahcall 1973). The Q.S.O.s in the Hubble diagram (the graph of 
log cz vs. magnitude) lie above the mean line for radio galaxies and 
Seyfert galaxies and Sandage assumes that this is because the Q.S.O.s 
are more luminous than the other galaxies. This is consistent with 
the theory that the light from Seyfert and N galaxies and Q.S.O.s is 
a combination of a normal galaxy and a non -thermal quasi -stellar source, 
the non -thermal source dominating in the case of quasars (Rowan - 
Robinson 1976) . 
The dispersion in the Hubble diagram for the first -ranked 
cluster galaxies is small, and Sandage shows that it can be mainly 
attributed to the scatter in absolute magnitude. The magnitude 
residuals were compared with the Bautz- Morgan type of the cluster and 
the cluster population. Bautz & Morgan (1970) had categorised clusters 
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according to the contrast in magnitude between the brightest galaxy 
and the next few brightest, type I clusters being dominated by a 
super giantcD galaxy, and type III having no galaxies significantly 
brighter than the other bright galaxies. Sandage found that the 
first -ranked galaxies were brighter in clusters of Bautz- Morgan type I. 
Having corrected the magnitudes for B -M types, the remaining residuals 
from the mean redshift- magnitude relation were examined according to 
the population Nc8 of the cluster or group. Nc8 is the number of 
galaxies counted on the 48 -inch Palomar Observatory Sky Survey plates 
within 2 Mpc from the cluster centre, (using Ho = 54 km s 
-1 
Mpc -1), and 
within 211.15 of the third brightest galaxy, corrected for background 
galaxies. It was found that there was a definite increase in the 
absolute luminosity with Nc8 for groups and small clusters, but only 
a slight increase for rich clusters. 
The variation of colour with redshift was examined to test for 
colour evolution in galaxies. However the observed (B - V) and (V- R) 
colour changes agreed well with the predicted change from redshift 
only, so colour evolution does not affect the m(z) relation out to 
z = 0.5. 
Mattig's (1958) formula was used to calculate the theoretical 
m(z) relation for a variety of values of qo, and the value which 
minimised the residuals of the theoretical relation from the observed 
one was found. It was assumed that the cosmological constant, A, 
which measures the intrinsic curvature of space was equal to zero. 
The best value of q was 0.96, i.e. qo 1, ignoring the effects of 
0 
evolution. Tinsley (1972a) pointed out that qo found using the m(z) 
relation for giant elliptical galaxies could be overestimated by at 
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least 0.5, because in these galaxies there is an initial burst of 
star formation, making them brighter in the past. Sandage estimated 
that the value of qo could be reduced to zero if the luminosity 
evolution is M = 0.09 mag /109 yr. 
Finally, Sandage estimated the value of q 
0 
from perturbations 
in the local velocity field. He used the redshifts of nearby groups 
and clusters in the southern hemisphere and the magnitudes of the 
brightest galaxies in each group to investigate the dependence of 
deviations from the Hubble diagram on direction or distance. The 
gravitational field of the Local Supercluster should slow down the 
rate of expansion of the surrounding galaxies so that the value of H 
obtained in the direction of the centre of the Supercluster (the 
o 
Virgo Cluster) is above average for galaxies between our own Galaxy 
and the Virgo Cluster, and below average for galaxies beyond the 
Virgo Cluster. This perturbation in Ho can be used to find the local 
value of 'go, which is greater than the global value, giving an upper 
limit to the global value of go. 
0 
De Vaucouleurs (1958b) analysed the radial velocities of nearby 
galaxies and found that there was a rotation round the Virgo Cluster 
and that the rate of expansion near the dense central regions of the 
Supercluster was slower. Rubin, Ford & Rubin (1975) examined the 
velocities of ScI galaxies with 14 m 15 and found that the 
Pg 
Hubble constant was greater in one half of the sky than in the other. 
Further evidence for this anisotropy has been given by Rubin & Ford 
(1975), who suggest that the Galaxy may have a velocity of 700 
± 200 
o o 
km /s in the direction 1 = 200,b 5 . Sandage found that there was an 
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insignificant difference in H 
o 
in the two Rubin, Ford & Rubin 
regions, and neither did he find evidence for the large motion of 
the Galaxy. However, Guthrie (1976) made an independent study of the 
Hubble relation using the brightest galaxies in the velocity range 
4000 < V < 25000 km /s, (a larger range than that used by Rubin, Ford 
& Rubin, and by Sandage) and his results agree with Rubin, Ford & 
Rubin. According to Gross (1977) this anistropy could be caused by 
patchy intergalactic extinction. 
Sandage found no variation in H 
o 
with supergalactic longitude 
(i.e. in the plane of the Supercluster), and the maximum variation in 
H 
o 
in the centre -anticentre directions of the Supercluster as found 
from E galaxies gives 
< áH > = 0.08 
H 
However, this result was given low weight, since the galaxies are 
mainly beyond the Virgo Cluster. The upper limits to the perturb- 
ation in H 
o 
from ScI galaxies with distances less than 20 Mpc is 
< H > = 0.28 
H 
Silk (1974) calculated the relation between the density contrast and 
the velocity perturbation for different values of go. The density 
enhancement due to the Local Supercluster was calculated by comparing 
counts of galaxies in the direction of the centre and anticentre and 
was found to be = 2.4. This gives a value of go = 0.02 
± 0.02 for 
< HH> = 0.08, or go = 0.15 ± 0.09 for < HH> = 0.28. 
The upper limit 
on g 
o 
was set at 0.28. 
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Sandage compared the values of g 
o 
with values obtained by 
different methods. 
1) The value of g 
o 
detemined from the age of the universe is 
q 
0 
= 0.03 ±0.03, assuming that H 
o 
= 50 km s -1 Mpc -1, and that the age 
of the universe is 4 x 109yr more than the age of the galactic 
globular clusters. (Sandage & Tamman 1975b). 
2) Gunn & Gott (1972) find q 
0 
< 0.1 by considering the infall of 
matter in clusters to produce the observed X -ray luminosity. 
3) A comparison of the observed deuterium abundance with the 
amount calculated to have been formed from the 'big bang' gives 
q 
0 
< 0.025, (Rogerson & York 1973, Peimbert & Torres -peimbert 1974). 
4) 
o 
= 0.03 from a calculation of the lower limit of the density 
of the universe by estimating the luminosity density of galaxies and 
the mass to luminosity ratio (Tamman 1973, Gott et al 1974). 
Other attempts habe been made to find g 
o 
using clusters of 
galaxies. Abell (1962) found that there is a break in the luminosity 
function of galaxies in clusters. (See section 1.7.) The magnitudes 
at this break can be used as a distance indicator (Bautz & Abell 1973) 
and it produces much less scatter in the Hubble diagram than the magni- 
tude of the brightest cluster member. Bautz & Abell also calibrated 
the difference between the magnitude m (1) of the first -ranked gal - 
P 
axy and the magnitude at the break, mpv as a function of Bautz- Morgan 
type and cluster richness. Their data are consistent with go = 0, 
although no evolutionary corrections are applied. 
Austin, Godwin & Peach (1975) have also used m* and agree that 
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it is a better distance indicator than the magnitude of the brightest 
cluster member. They found that the relation between redshift and 
my (corrected for galactic extinction and K- dimming) fits the line for 
q 
0 
= 1. The same value for g 
o 
was found by Austin & Peach (1974) 
using the radii of clusters as distance indicators. 
Other estimates of g 
o 
have been made recently by Gunn & Oke 
(1975) and by Hawkins & Martin (1977). 
Gunn & Oke (1975) used spectrophotometry to find the monochro- 
matic magnitudes and redshifts of galaxies in distant clusters out to 
z = 0.6. As in Baum's (1957) method, no K- corrections are needed. 




= 0.31 ± 0.68 
_ -0.15 ± 0.57 omitting 3C295 






q = -1.27 ± 0.62 omitting 3C295 
These negative values of g 
o 
, if they are real, suggest that the cosmo- 
logical constant, A , is non -zero, i.e. space has intrinsic curvature. 
It is usually assumed that A = 0, because there are too many uncertain- 
ties to enable Ho, qo and A to be calculated from the observations. 
= -0.43 ± 0.54 
However, Peach (1970) estimated that Al I 5- 2 x 10 -55 cm 2 . Another 
explanation of this low value of go is that it may be wrong to assume 
that the brightest elliptical galaxies in clusters become fainter with 
time. 
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Ostriker & Tremaine (1975) suggest that giant galaxies may 
accrete neighbouring galaxies by the process of dynamic friction, and 
this may result in an increase in the brightness (Gunn & Tinsley 1976). 
Hawkins & Martin (1977) used the number -magnitude relation of 
faint galaxies on a UK Schmidt plate to calculate qo . They examined 
the log N vs. log Area graph for the galaxy images, and used an 
empirical relation between magnitude and log A, which was linear. It 
was found that the log N vs. log A relation changed slope at about 
log A = 1.5 (A was in units of (8pm)2 equal to about (z arcsec) 
2 
). 
This change in slope was assumed to be due to the fact that there is 
a decrease in the flux from galaxies at 4000R. , and this part of the 
spectrum was being redshifted into the band pass of the 098 emulsion 
and the Schott 630 filter. Theoretical models, using Mattig's (1959) 
formula were fitted to the data, and the best value of qo was 0.8+0.3. 
This value is higher than most recent estimates, but evolution was not 
considered. 
Baldwin et al (1978) also obtained a high value of qo from the 
m(z) relation for quasars. They calculated continuum magnitudes 
using correlations between the equivalent widths of the emission lines 
C(IV)X1946 and Mg(II)X2800 and the continuum luminosities. The best 
fitting values of q 
0 
were between 1 and 2, and q ti 0 was ruled out at 
the 99% confidence level. 
Combining the results from the determinations of qo, it seems 
likely that q lies between 0 and 1. This means that we cannot yet 
0 
distinguish between an open and a closed universe. 
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1.7 The Luminosity Function of Galaxies 
The luminosity function describes the relative numbers of 
galaxies of different absolute luminosities. It is necessary to know 
the luminosity function when studying field galaxies because the sample 
will contain galaxies of different intrinsic luminosities and the 
apparent galaxy magnitude cannot be used accurately as a distance 
indicator. If the entire range of absolute magnitudes of galaxies 
(i.e. from M = -10 to M = -25) could be observed at each distance, the 
luminosity function would only enter into the number- magnitude relation 
as a constant factor. In practice, however, samples are chosen accord- 
ing to apparent magnitude and at different distances a different range 
of absolute luminosities is observed. 
There are two types of luminosity function. The differential 
luminosity function j(L)dL is the number of galaxies per unit volume 
with luminosities in the range L to L + dL, and the integrated lumin- 
osity function N(L) is the number of galaxies per unit volume brighter 
than L. The luminosity function is often determined in terms of the 
absolute magnitude of galaxies, i.e. ¢(MV)dMM is the number of galaxies 
per unit volume with absolute magnitudes between My and My + dMy. 
Early determinations of the luminosity function for field 
galaxies were made by Hubble (1936a,b). First he used the distribution 
of absolute magnitudes of galaxies for which he had resolved the 
brightest stars, and then he examined the magnitude residuals in the 
redshift- magnitude relation. In both cases he found that the disper- 
sion in absolute magnitude could be described by a normal distribution 
curve. Zwicky (1957) examined the luminosity function of galaxies in 
clusters and found that the numbers of galaxies increased exponentially 
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0.2M with decreasing luminosity, (1)(M) = 10 . This disagreement was 
cleared by Kiang (1961), who showed that Hubble's results were wrong 
because he obtained the luminosity function directly from the observed 
distribution of absolute magnitudes of a magnitude- limited sample, 
thereby introducing selection effects. However, Kiang's results did 
not agree completely with Zwicky's luminosity function. He found 
that the luminosity function could only be described by an exponential 
function in the faintest two -thirds of the magnitude range. For 
brighter galaxies the luminosity function increases more steeply with 
decreasing luminosity and Kiang fitted a power law with exponent 3. 
Van den Bergh (1961) also found that the luminosity function increases 
more rapidly at the bright end. 
Abell (1962, 1975) has studied the luminosity function in 
several clusters of galaxies. He found that the differential luminosity 
function does not increase monotonically with decreasing luminosity and 
that there is a peak at about 2 magnitudes fainter than the brightest 
cluster galaxy, which gives rise to a change in slope of the logarith- 
mic integrated luminosity function. If the magnitude at the change of 
slope is denoted by mom, then the luminosity function has the form 
log N(m) = K1 + s1m 
= K2 + s2m 
Sl = 0.75 S2 = 0.25. 
m can be used as a distance indicator, producing a scatter with a 
standard deviation of only 0.1 in the Hubble diagram. This is smaller 
than the scatter of almost Om3 using the brightest cluster galaxy 
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(Sandage & Hardy 1973). Austin, Godwin & Peach obtained MV = -21.0 
from the luminosity function of the cluster A1930 (assuming H 
o 0
50 km s-1Mpc-1) . 
Arakelyan & Kalloglyan (1970) and Christensen (1975) have 
determined the luminosity function for field galaxies, which agree 
qualitatively with the results of Kiang and Abell. They found a change 
in the slope of log N(M), but not a peak in q)(M). Abell (1975) 
suggests that this peak may be formed from galaxies in the cores of 
clusters. Christensen used data from the 'Reference Catalogue of 
Bright Galaxies' (de Vaucouleurs & de Vaucouleurs 1964), and found the 
luminosity function for eight different morphological types: Irr, E, 
SA0 -0 /a, SAa -bc, SAc -m, SB0 -0a, SBa -bc, SBc -m. He found that: 
1) There was no difference between the luminosity function for barred 
(SB) and unbarred (SA) spirals. 
2) There were hardly any faint early spirals of MB > -18. 
3) The ratio of late to early spirals increases with decreasing 
luminosity. 
4) There were no elliptical galaxies with -16 > MB > -18, suggesting 
there are two types of ellipticals, giants with MB < -18, and 
dwarfs with MB > -16. 
5) There is a wide range in the magnitudes of irregular galaxies, 
although none are found as bright as the brightest galaxies. 
Schechter (1976) derived an analytical function which fits the 
observed distributions of field galaxies and cluster galaxies. It is 
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in the form: 
* *a 
11) (L) dL = cl) (L/L ) exp (-L/L ) d (L/L*) 
* * J. 
where ,L and a are parameters. (1)^ is the number of galaxies per 
J. 
unit volume, and L is a characteristic luminosity, like Abell's m . 
The values of the parameters were found to be similar for field and 
cluster galaxies, using data from the 'Reference Catalogue of Bright 
Galaxies' (de Vaucouleurs & de Vaucouleurs 1964), and Oemler's (1974) 
observations of cluster galaxies. 
(MB(o) 
a = -5/4 
NL = -20.6 + 5 log (Ho /5) 
(1) = 0.005 (Ho /50)3 Mpc -3 
is the face -on B magnitude corresponding to L .) 
Turner and Gott (1976) have compared the combined luminosity 
functions of 63 groups of galaxies with Schechter's formula. The data 
fit the expression quite well between M = -23 and M = -16. If 
Pg Pg 
1 
a is set to 1, M * _ -20.85. This provides evidence that Schechter's 
Pg 
luminosity function can be used as a 'universal' luminosity function. 
1.8 Evolution of Galaxies 
As stated in the previous sections, it is necessary to know how 
evolution has affected the luminosity of galaxies before the magnitudes 
can be used as distance indicators in the study of cosmology. It is 
usually assumed that all types of galaxies have about the same ages, 
because the spheroidal components of galaxies contain only old stars 
and observations suggest that spheroidal systems are relaxed (Sandage, 
Freeman & Stokes 1970). Most of the evidence for the ages of galaxies 
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comes from studying the metal abundances of stars, assuming that 
heavy elements are synthesised in stars and are then ejected into the 
interstellar medium. This gas is subsequently incorporated in the 
next generation of stars which show a higher metal abundance. Van den 
Bergh (1974) has shown that the metal abundances within a galaxy are 
highest in the densest parts of the galaxy, and explains this by 
suggesting that dense regions favour the formation of massive stars 
which evolve rapidly producing heavy elements. He also finds evidence 
from the globular clusters in the Galaxy, M31, and the Magellanic Clouds, 
that M31 is older than our Galaxy by 109yr and that the Magellanic 
Clouds are younger by 109yr. 
Galaxy formation and evolution can be considered from two points 
of view. Firstly there is the theoretical study of irregularities in 
the universe which collapse to form protogalaxies (or protoclusters 
which fragment to form galaxies). There are two main theories which 
are discussed by Peebles (1974). The first is the theory of gravita- 
tional instability in which perturbations grow out of statistical 
fluctuations in the gas density. This was first considered by Jeans 
(1928) who calculated the criterion for the collapse of density perturb- 
ations. Arguments against this theory are that galaxies may form too 
slowly and that it cannot explain the rotation of galaxies. Peebles 
(1968) suggested that the angular momentum of galaxies could arise 
through tidal interaction. An alternative theory, first put forward by 
Weizacker (1951), is that galaxies may form from turbulent gas clouds. 
This theory has been revived using 'big bang' models of the universe. 
During the early stages of the universe, when the temperature was 
higher, matter and radiation interacted, and under these conditions 
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turbulent eddy motions are found to grow. This theory can explain the 
rotation of galaxies and the observed rotation and alignment of 
galaxies in superclusters (Ozernoy 1974). 
The second method for forming models of galaxy evolution is to 
synthesise the properties of galaxies we see now, such as integrated 
luminosities, colours, mass to light ratios, ratios of the mass of gas 
to the mass of stars, and the metal abundances of stars. The models 
are generally based on two other pieces of evidence. Eggen, Lynden- 
Bell & Sandage (1962) observed dwarf stars in our Galaxy and found a 
correlation of the eccentricity of their orbits and their space velo- 
cities with their ultra -violet excesses. An ultra -violet excess 
indicates metal deficiency, and it was concluded that the first stars 
formed during the collapse of the protogalaxy. Schmidt (1963) showed 
that the rate of formation of stars was greater in the past and also 
that relatively more bright stars were formed in the past. This 
indicates that galaxies were brighter in the past. 
Larson (1974, 1975, 1976) considered models for elliptical and 
spiral galaxies forming from the collapse of protogalaxies. The 
models involve specifying the mechanism for energy loss in the gas, 
the rates of star formation and of stellar mass loss, and the rate of 
heavy element production. The rate of star formation used by Larson 
in most models depends on a power of the gas density, which was in the 
form suggested by Schmidt (1959), although it was shown by Reddish 
(1968) that it is the mass of gas which determines the rate of star 
formation, not its density. The initial mass function for stars was 
assumed to be given by dm 
« m' + x) between upper and lower limits, 
where x is a free parameter. If x = 1.35, this gives the relation 
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discovered by Salpeter (1955) from an analysis of observational data. 
For protogalaxies which are rotating, turbulent viscosity is 
required to transfer angular momentum outwards and allow the proto- 
galaxy to contract. In elliptical galaxies, there is a high initial 
rate of star formation and the galaxy is very luminous. If a spiral 
galaxy is to form, some mechanism is required to slow down star form- 
ation until the gas has condensed into a disk. It was found that if 
there was not enough viscosity, or a high angular momentum, a small 
disk was formed. The formation of late type galaxies with a small 
bulge:disk ratio requires the star formation to be inhibited by 
tidal forces from the surrounding gas. Larson concludes that there 
are two stages in the star formation in spiral galaxies. The first is 
the rapid development of the spheroidal component, similar to the 
formation of elliptical galaxies, and then there is a slower phase of 
star formation in which the gas settles into a disk, before forming 
stars. 
Gott (1973) assumes that a large fraction of the stars have 
formed before the elliptical galaxy collapses, although Larson argues 
that this does not form a dense enough nucleus. Gott & Thuan (1976) 
suggest that the key factor in determining whether a galaxy is ellip- 
tical or spiral is the amount of gas remaining at the time of maximum 
collapse. This depends on the ratio of the time scale for star form- 
ation to the time scale for collapse, TS /TC, which is large in ellip- 
tical galaxies and small for spirals. They conclude that ellipticals 
form out of more dense protogalaxies than spirals. Their theory also 
explains why there is a higher percentage of elliptical galaxies in 
clusters, where the gas is likely to be dense. 
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Tinsley (1972b) has formed models of galaxies using the 
evolutionary tracks of stars on the H -R diagram to deduce the evolu- 
tion in luminosity, colour and metal abundance. She also considers 
analytical functions for the luminosity evolution (Tinsley 1973) and 
shows how different parameters used in star formation can affect the 
results. For elliptical galaxies, the stars in which are old, the 
'initial burst' approximation for star formation may be used to 
synthesise the red colours observed now. In the case of spirals, the 
stars in which are bluer, continuous star formation becomes important 
in later types, and in irregulars. Larson & Tinsley (1974) examined 
the predicted colours and luminosities of Larson's (1974) model for a 
spheroidal galaxy with no rotation. The photometric properties depend 
mainly on the total rate of star formation as a function of time, and 
to a lesser extent on the initial mass function for stars. Models in 
which nearly all the star formation took place within 2 x 109yr have 
colours and M/L ratios similar to elliptical galaxies. 
In some of Larson's models (those with expanding boundaries) 
star formation continued and the colours and M/L ratio are similar to 
spirals. Galaxy colours are found to become redder with time, and the 
results fit reasonably with Oke & Sandage's (1968) observation that 
(B - V) does not change by more than Om .3 for redshifts up to z = 0.2. 
For elliptical galaxies the rate of change of absolute magnitude is 
greater than for spirals, and using the Salpeter initial mass function, 
is given by 
dMv = 0.87. 
dlnt 
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Reddish (1975) has considered galaxy evolution on the basis of 
arguments that star formation takes place due to fragmentation caused 
by hydrogen molecules forming on interstellar grains. This model 
contains no free parameters as do the other models. In gas clouds 
hydrogen atoms are adsorbed on to the surface of grains, where they 
combine to form molecules. The rate at which this process takes place 
depends critically on the temperature of the grains, which, it is 
argued, varies throughout the cloud on scales of about one optical 
depth. In the cooler parts of the cloud, hydrogen molecules form 
faster, decreasing the internal pressure and causing the cloud to 
fragment into protostars. The sizes of the fragments vary inversely 
with the density so that only below a certain density do the fragments 
have enough gravitational self attraction to contract to become stars. 
However, radiation from these stars dissociates the hydrogen molecules, 
causing an increase in pressure, and producing a shock wave which 
compresses the smaller fragments at the centre of the cloud, enabling 
them to collapse to form stars of lower mass. This model fits the 
observations of associations of OB stars surrounding dense T- associ- 
ations. Also, the calculated initial mass function is similar in form 
to that observed by Salpeter. 
The rate of star formation depends on the rate of formation of 
the hydrogen molecules which is governed by the grain temperature. 
Since the grain temperature depends mainly on the radiation field, 
the rate of star formation is also controlled by the radiation field. 
This gives rise to a negative feedback loop which regulates star 
formation. The grains cool, hydrogen molecules form, star formation 
takes place, and the grains heat up. The star formation rate therefore 
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decreases resulting in the grains cooling down again. If this nega- 
tive feedback loop operates on cosmological scales, the star formation 
rate will depend on the cosmic radiation field which consists of the 
combined radiation of galaxies and the cosmic background radiation. 
The cosmic radiation field is detected as the universe expands, so 
that the rate of star formation will ultimately depend on the rate of 
cosmic expansion, i.e. on the Hubble constant, H. The current rate of 
star formation can be calculated from the rate of condensation of mass 
into stars required to maintain the cosmic star density. This gives 
a rate slightly higher than the observed rate in the Local Group, but 
the data on cosmic expansion and the cosmic radiation field are still 
inaccurate. 
Models of galaxies are considered starting with the ratio of 
the number density of grains to that of hydrogen of n JnH = 10 -15. 
g 
First supermassive objects of 1010Mo form producing a large amount of 
helium and some metals which increase the number density of grains. 
As the protogalaxy contracts, the density increases and smaller 
fragments producing stars of masses 30 to 103M , similar to the 
masses of type II supernovae. These stars eject large amounts of 
heavy elements, and as the density increases large numbers of dwarf 
stars form. Subsequently, as the number density of grains increases, 
star formation continues and the average stellar mass gradually 
increases. 
This model agrees well with the observations that there was a 
rapid initial rise in the helium abundance in the Galaxy and then an 
outburst of heavy element production followed by the formation of many 
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dwarf stars. After a period of 1010 yr since formation, the model 
also has a similar M/L ratio and M 
gas 
/M ratio as the Galaxy, and the 
metal abundance agrees with that of the Sun. These properties for 
elliptical galaxies can be produced by assuming that there is an 
overshoot in the rate of star formation. This is caused by a delay 
of about 106 yr between the formation of H2 molecules and the time 
when stars output radiation. The effects of this delay in the nega- 
tive feedback loop will be greater in a cloud of lower than average 
temperature. Thus, the Hubble sequence of galaxies arises from a 
range in initial temperatures of the protogalactic gas clouds. The 
cooler the cloud, the larger the bulge:disk ratio. 
All of the theories of galaxy evolution discussed can produce 
the observed properties of galaxies at the present. However, some 
models depend on assigning values to free parameters, such as the 
rate of star formation, in order to simulate the properties, and so 
the validity of these models at the early stages of evolution is 
uncertain. All models agree that there was an early burst of star 
formation in ellipticals while in later types of galaxies star 
formation has continued to the present day. The initial conditions 
determining which type of galaxy will form may be a combination of 
those suggested by Larson, Gott and Thuan, and Reddish. For example, 
elliptical galaxies may form in cool clouds which are dense and 
viscous. Nevertheless, observations of young galaxies, i.e. distant 
galaxies are required to confirm that this picture of galaxy evolution 
is correct, and also to try to establish the time of galaxy formation. 
In most cases the correct cosmological model must be known in 
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order to determine the effects of evolution unambiguously. However 
the variation of surface brightness with redshift is insensitive to 
the cosmological model and this ought to show how the luminosity of a 
galaxy has evolved. (It is assumed that the redshift of galaxies is 
due to the velocity of recession, in which case without evolution the 
surface brightness is a 1/(1+z) 4 , otherwise if the redshift is due to 
some other cause, the surface brightness is cc 1 /(1+ z)). Gudehus (1975) 
suggested that the variation of central surface brightness B(0) with 
redshift could be used to test for luminosity evolution. This may 
be difficult from the observational point of view. Petrosian (1976) 
proposed that the surface brightness defined within an isophotal 
diameter could be used. However Tinsley (1976) has shown that the 
tests suggested by Petrosian are not as sensitive to evolution as 
expected. This is because both the luminosity within a given isophote, 
and the angular size within the isophote are affected by evolution 
and the two effects almost cancel. The only way of using this test is 
to carry out detailed surface photometry of galaxies to calculate the 
surface brightness within radius r defined such that the ratio of 
surface brightness within r to the surface brightness at r is a 
constant value for galaxies at different redshifts. 
Tinsley (1977a) estimated the effects of evolution on the 
colour -redshift relation, the distribution of redshifts at a given 
apparent magnitude, the number -magnitude relation, and the intensity 
of cosmic light. All these relations are more sensitive to evolution 
than to the cosmological model. A model was used to calculate the 
luminosities and spectral energy distributions of galaxies at all 
times. The initial properties of a galaxy, i.e. a primeval galaxy, 
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were taken from a model by Meier (1976). In the case of older 
galaxies the UBVr magnitudes were calculated relative to the present 
day observations, assuming a star formation rate found from models 
mainly by Larson & Tinsley (1974). At intermediate stages in the 
development of the galaxy the properties were found by interpolation. 
Five different Hubble types of galaxies were considered, E, Sab, Sbc, 
Scd, and Sdm. The present spectral energy distributions were taken 
from Pence (1976) and the luminosity function was of the form 
proposed by Schechter (1976). Friedman cosmological models were used 
with A = 0 and qo = 0.02 or 1.0 and Ho = 50 or 75 km s -1 Mpc -1. The 
time of formation tF or the redshift of formation zF and the present 
ages of galaxies to - tF were varied. 
The quantitative results of the models are uncertain but 
should give an idea of the qualitative effects of evolution. Galaxies 
are expected to appear slightly bluer at high redshifts (z > 0.5) with 
evolution, especially in the case of elliptical galaxies. Colours are 
sensitive to the redshift of formation of galaxies and become bluer 
at redshifts greater than 0.5 as zF is decreased from 6.2 to 1.92. 
Observational evidence of this is perhaps given by the faint blue 
clustered galaxies found by Hawkins and Reddish (1975). 
The distribution of redshifts N(z) for galaxies of a given 
apparent magnitude should be smooth, but if evolution is included 
and zF is low 3.5) then the numbers may start to increase at 
redshifts of z > 0.5. The log N(m) relation was compared with that 
for a stationary Euclidian universe (the numbers for this being 
denoted by N). With evolution the numbers are greater by a factor 
0 
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of three or more for magnitudes greater than 20. There is also a 
maximum in the log N /No(m) relation which increases with decreasing 
zF. If tF, the time of galaxy formation, is known there is a large 
difference between the relation for models with q = 1 and q = 0.02. 
0 0 
A rough value for qo may be obtained by fitting observations to this 
relation, provided the time of galaxy formation can be established. 
These results could be altered if young galaxies are not detected 
either because they are unresolved and mistaken for stars, or because 
there is high internal extinction by dust. The intensity of cosmic 
light is also affected and should be brighter with evolution, unless 
galaxies are hidden by dust. 
Ellis, Fong & Philipps (1977) have examined angular diameter 
counts on the UK Schmidt telescope photographs to find the selection 
function q(z) defined as the probability of detecting a galaxy at 
redshift z. If the number of galaxies observed at redshift z is n(z) 
then 
dV 
n(z) = ¢(z) P 
dz 
where dV is the proper volume element and p is the proper number 
density of galaxies. They found that it was necessary to include 
Tinsley's luminosity evolutionary corrections to account for the 
slope in the angular distribution curve at large angular diameters. 
Several attempts have been made to detect primeval galaxies 
assuming their properties from theories of galaxy formation. These 
are defined as galaxies with an initial high rate of star formation 
which makes them much more luminous than galaxies are now. If star 
formation occurs before the collapse has taken place these objects 
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will be extended. Partridge (1974) and Davis & Wilkinson (1974) 
searched for extended objects at high redshifts. However they had 
no success. Kaufmann & Thuan (1977) attribute this to the fact that 
young galactic halos are too faint to have been detected by them. 
Meier (1976) detected two objects at high redshifts of z = 3.4 and 
z = 2.9 which he has put forward as candidates for primeval galaxies. 
He suggested that primeval galaxies at their maximum luminosity are 
much smaller than the objects considered by Partridge, and that they 
will appear as red quasi -stellar objects. 
Quasars have also been considered as representing stages in 
the formation of galaxies. This was first suggested by Field (1964) 
who showed that the simultaneous formation of large numbers of 
massive stars in the dense centre of a collapsing cloud could account 
for the high luminosities of quasars. Kristian (1973) has photo- 
graphed quasars on the 200 -inch telescope at Mt Palomar to look for 
underlying galaxies. He detected galaxies round low redshift quasars, 
but not round the high redshift ones, because presumably they were 
too distant to be resolved. This provides evidence that quasars 
occur in the nuclei of galaxies and also confirms that the redshifts 
of quasars are at least largely cosmological. Larson (1974) discussed 
quasars as a stage in the formation of elliptical galaxies. In later 
stages for formation the remaining gas will be drawn into the centre 
of the galaxy to form a dense nucleus. This may give rise to the 
formation of massive stars which produce supernovae, and /or a black 
hole, which is required by many theories to explain the large amounts 
of non -thermal radiation output by quasars. 
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Quasars have been observed with redshifts of z = 3, which 
overlaps with the expected redshift of 2 < z < 5 for the formation 
of galaxies. However quasars and similar objects like N galaxies 
and Seyfert galaxies are also observed with low, almost zero red - 
shifts, which either indicates that galaxy formation is still 
continuing, or that quasar activity may occur in later stages of 
evolution of a galaxy. This activity may be triggered by a remnant 
of the initial gas cloud, or an intergalactic gas cloud falling into 
the nucleus of the galaxy. Weedman (1976) finds that the upper limit 
for quasar luminosities of 5 x 1047 ergs /s is independent of redshift 
for z > 0.1 if qo = 0, otherwise qo must be negative. This observa- 
tion could indicate that quasars form at all redshifts. 
However, Lang, Lord, Johanson & Savage (1975) have examined 
the Hubble diagram for normal galaxies, radio galaxies and quasars. 
The scatter in the diagram is similar for all three classes of object, 
and the slope of the least squares fitted straight line is compatible, 
within errors, with that for a homogeneous isotropic expanding 
universe in each case. The three types of object occupy different 
parts of the diagram. The quasars are intrinsically the brightest 
and have the highest redshifts, the normal galaxies are the least 
bright, having low redshifts, while the radio galaxies have inter- 
mediate properties. This suggests that the Hubble diagram shows an 
evolutionary sequence of galaxies from bright young quasars through 
less bright radio galaxies to fainter normal galaxies. 
1.9 Other Factors affecting the N(m) Relation 
The N(m) relation will be affected if the total number of 
galaxies does not remain constant with time. As mentioned in 
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section 1.6, Ostriker & Tremaine (1975) suggested that large galaxies 
may accrete smaller galaxies by dynamical friction. This process 
will affect mainly the galaxies in the centres of clusters. On the 
other hand Vorontsov- Vel 'yaminov (1976) has concluded that 
satellite galaxies are formed from within parent galaxies and 
gradually separate. However the satellite galaxies may not be 
detected because they are too faint, or because they are not 
resolved from the main galaxy. If the numbers of galaxies per unit 
volume increase with time, the value of qo obtained from N(m) counts 
will be too low, and if the value of q 
0 
is assumed from another 
source, the amount of luminosity evolution deduced from log N(m) 
will be underestimated. 
A greater effect on the N(m) relation may be due to the 
irregular distributions of galaxies. In most models it is assumed 
(mainly for convenience) that the universe is homogeneous and isotropic. 
However the universe is certainly not homogeneous, unless the numbers 
are averaged over large scales, because of the existence of clusters 
and superclusters of galaxies. Shane & Wirtanen (1954) discovered 
clouds (superclusters) of galaxies in a preliminary analysis of the 
Lick Survey. The existence of superclusters was confirmed by Abell 
(1961) who studied 17 superclusters on the Palomar Observatory Sky 
Survey photographs, and found that they have an average diameter of 
about 50 Mpc (using H 
o 
= 75 kms -1 Mpc -1) or 37.5 Mpc (using H 
o 
= 
100 km s -1 Mpc -1). Shane (1974) discusses larger scale inhomogeneities 




) found by Shapley. If 
such large scale irregularities exist, the results of the N(m) relation 
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may vary depending on the direction in the sky, and the depth of the 
survey. 
The light from galaxies may be diuuued by the presence of 
intergalactic dust. De Vaucouleurs, de Vaucouleurs & Corwin (1972) 
detected an excess reddening of galaxies in the plane of the Local 
Supercluster. They estimated that the total optical depth through 
the centre of the Supercluster is B = Om2 to 011.13. Dodd et al (1975) 
searched for clouds of obscuring matter in a study of 3000 faint 
galaxies. An analysis of the distribution of nearer galaxies showed 
that there were blank regions which could not be account for by a 
random distribution. However, these could not be due to intergalactic 
clouds, because more distant galaxies were visible in these regions. 
It was concluded that the blank areas were due to clustering rather 
than intergalactic matter. 
Chitre & Narlikar (1976) tried to account for the cosmic 
background radiation without the 'big bang' theory, by supposing that 
there is an intergalactic medium of needle- shaped graphite grains. 
These absorb the radiation from galaxies and re -emit it at millimeter 
wavelengths. The decrease in magnitude caused by this effect will 
produce an underestimated value of g o 
. Chitre & Narlikar estimate 
that the change in q 
0 
will be of the same magnitude as the evolution - 
ary. effect, but in the opposite direction. 
The conclusions drawn from N(m) counts depend on the validity 
of the cosmological model. Many assumptions are made in 
choosing a 
Friedman model with zero cosmological constant. 
If an inappropriate 
model is chosen, the value of g o 
will not represent the deceleration 
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of the expansion of the universe. This will lead to the wrong value 
being found for the rate of evolution. If a value of q lower than 
0 
the true value is found, the amount of luminosity evolution will be 
underestimated, and vice- versa. 
The Friedman cosmological model assumes that the universe is 
expanding. However it is possible that the redshift of galaxies is 
caused by some mechanism other than a velocity shift. Krat & Gerlovin 
(1974) have suggested that the vacuum of space is filled with proton - 
antiproton pairs, and that radiation interacts with these particles, 
losing energy of an amount proportional to the distance travelled. 
If the universe is really stationary, the cosmological constant must 
equal the critical value found by Einstein of A 
c 
to prevent the 
universe collapsing under gravity. The type of redshift proposed by 
Krat & Gerlovin will change the bolometric magnitude of a galaxy by 
a factor of 1 /(1 + z) instead of 1 /(1 + z)2. If a Friedman model is 
applied to a universe which is really stationary, the luminosity 
distance will be overestimated and qo will be found to be negative. 
It is possible that the redshift of galaxies is caused partly 
by the expansion of the universe, and partly by some other effect. 
Arp has put forward evidence to show that some galaxies have peculiar 
redshifts, while other astonomers such as Bahcall disagree, (Field, 
Arp & Bahcall 1973). Since the majority of galaxies obey the Hubble 
relation, the discrepant redshifts should not affect the results of 
a survey. 
The effect of a non -zero cosmological constant in expanding 
models must also be examined. If A > 0, there is an extra repulsive 
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force, and if A < 0 there is an extra attractive force. Therefore 
for A > 0, qo will be calculated to be too small. If q is found to 
be negative, then A must be positive. Models with A > A can be 
c 
ruled out, however, because in these models the expansion of the 
universe is almost zero at one epoch, producing observational 
properties different from other Friedman models (Tinsley 1977b). 
Finally, it is normally assumed that the physical constants do 
not vary with time. Baum & Florentin- Nielsen (1976) have shown that 
the atomic constants h (Planck's constant), c (the velocity of light) 
and m ( the mass of a proton) are constant to within observational 
errors. However, the gravitational constant G may vary. Van Flandern 
(1975) analysed data on lunar occultations to find that G/G = 
(8 ± 5) 10 -11 yr -1. Several cosmologies have been developed with a 
decreasing gravitational constant, such as that of Hoyle & Narlikar 
(1972). A larger value of G in the past would mean that galaxies 
were brighter in the past, and would lead to a large value of q 
0 
being found. Barnothy & Tinsley (1973), however, argue that Hoyle & 
Narlikar's theory predicts that distant galaxies will be brighter and 
bluer than those observed. 
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2. THE METHOD FOR CALCULATING GALAXY MAGNITUDES 
2.1 The Schmidt Plates 
The photographic plates used in this project were all taken 
with the 1.2m aperture UK Schmidt telescope at Siding Spring in 
Australia. They were provided by the Schmidt Telescope Unit, some 
being plates rejected from the Southern Sky Survey, although they 
were not of poor quality. Kodak IIIaJ emulsion was used, which is 
fine grained and produces a high contrast in the developed plates. 
Before exposing, the plates were sensitised by soaking in nitrogen 
and then hydrogen. The exposures were taken with a Schott GG395 
filter, which, with the IIIaJ emulsion produces a passband similar 
to the Johnson B band, but extending further into the yellow to 
about 540 nm. The magnitudes determined using this passband will be 
denoted by m.. 
The plates are 356 mm square and cover an area of 6.6 degrees 
square on the sky, giving a plate scale of 67.2 arcsec/mm. For 
exposure times of about one hour, the limiting stellar magnitude is 
B = 23, (Reddish, & Sim 1974). The number density of images 
detected on each plate depends on galactic latitude. Most of the 
plates used in this project were taken at high galactic latitudes, 
where there are on average 2 to 5 images mm 2. Each plate 
has two 
step wedge exposures for calibration purposes, one 
on the north side 
and the other on the east. The exposure for the 
step wedge is made at 
the same time as the sky exposure, so that 
they are taken under the 
same conditions in order to obtain a true 
calibration. 
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2.2 The COSMOS Measuring Machine 
The plates were measured on the COSMOS measuring machine at 
the Royal Observatory, Edinburgh. COSMOS (Co- ordinates, Size, 
Magnitudes, Orientation and Shape), was designed for use with the 
UK Schmidt plates to give fast and accurate measurements of the 
thousands of images (galaxies and stars) photographed, (Pratt et 
al 1975). 
In the machine the plate rests on a horizontal carriage which 
is moveable in the X and Y directions, the position being measured 
to an accuracy of ±1 pm using moiré gratings. The light source is 
a micro -spot cathode ray tube the beam from which is focussed onto 
the photographic emulsion. A photomultiplier is situated below the 
plate to detect the transmitted light, which is measured to an 
accuracy of 1 %. The resulting voltage, proportional to the plate 
transmission, is converted into relative transmission values in 
integers, ranging from 0 - 127 using an analogue -to- digital convertor. 
Two different modes of operation of COSMOS were used: mapping and 
coarse. 
In the mapping mode the transmission is measured every 8 pm. 
The measurements are carried out in lanes 1024 pm wide, (128 x 8 pm 
units), which are scanned in a raster fashion. The rows are scanned 
by moving the spot from the cathode tube, and the movement along 
each lane is provided by the Y- motion of the carriage. The 
data is 
output on magnetic tape in blocks of 1024 transmission 
values, i.e. 
8 rows at a time. 
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The coarse measurement mode has the same scanning system but 
uses an on -line computer to detect images, by finding the points 
with transmissions below a certain threshold level. The parameters 
output for each image are the x and y coordinates of the centre of 
the image and the x and y extents, all of which are in units of 
0.1 pm, the minimum transmission in COSMOS transmission levels, and 
the area of the image at the threshold level in units of (8 pm)2. 
The threshold is set at any chosen level, in this case, three stand- 
ard deviations below the mean transmission level of the sky, and is 
altered automatically to take account of the variation in the average 
background transmission across the plate. 
2.3 A General Description of the Method 
The magnitudes were calculated using mapping and coarse 
measurement data from COSMOS. An area of between 4 and 5 cm` on 
the plate was used since this size of region could be mapped onto 
one magnetic tape. There are usually 500 to 1000 images in an area 
of this size. The coarse measurement data was used to locate the 
images and to separate stars from galaxies, while the mapping measure- 
ments were used to calculate the magnitudes. The calibration from 
transmission to intensities was determined from mapping measurements 
of one of the step wedges, and the zero point was obtained from 
photoelectric measurements of the night sky. 
All the COSMOS measurements were carried out by the COSMOS 
staff. The computer programs required to reduce the data were run 
on the ICL 1906A computer at the Atlas Computing Laboratory. 
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In the processing of the mapping measurements, the reduction 
of the step wedge data was carried out first. Each step wedge 
consists of 7 steps of approximate size 6 mm x 3 mm. The ratios 
of intensities between the steps are given in table 2.1. Only one 
step wedge could be measured at a time by COSMOS without altering 
the position of the plate in the plate holder. Therefore, the step 
wedge nearer to the region of interest was used. 
There are not enough transmission levels on COSMOS to cover 
the range from clear plate with a density of D = 0.2 to the 
density of the densest step of the step wedge, of D = 3.0, so the 
step wedge had to be measured twice: once with the photomultiplier 
E.H.T. voltage on COSMOS set at the same level as that used for 
measuring the galaxy region, and a second time with the E.H.T. volt- 
age lowered so that clear plate could be measured. The second set 
of measurements were scaled to the first set. 
The minimum transmission number output by COSMOS is never 
lower than 2 or 3 arbitrary transmission units, even for a completely 
opaque object which should have T = O. Before the measurements 
could be scaled therefore, the zero points had to be subtracted. The 
transmission values for the steps were converted to Baker densities, 
A, using the formula: 
A = log 10 
( 
Tf - To 
T - T 
0 
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TABLE 2.1 
The Relative Intensities of the Steps on the Calibration Wedge 
Step Relative Intensity Log(Relative Intensity) 
1 72 0.858 
2 115 2.061 
3 185 2.268 
4 285 2.455 
5 437 2.640 
6 676 2.830 
7 1000 3.000 
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where T = transmission value 
Tf = transmission of plate fog (clear plate) 
zero point, i.e. the transmission measured on COSMOS 
for an opaque object. 
Baker density is so called because it was first noticed by 
Baker (1949) that this quantity gives an almost linear relation with 
log intensity over a range of transmission from 0.002 to 1.000. 
The transmissions of the steps were found using a combination 
of two methods. First, the average transmission of each block of 
mapping was found and plotted on a graph of transmission vs. number 
of blocks along the wedge, (which is distance in units of 128 pm). 
The steps at low transmissions can be seen clearly in this way, but 
the steps at high transmissions are affected by noise. To overcome 
this, a histogram of transmissions in the region was also plotted, 
which contains peaks at the transmissions corresponding to the steps. 
The average transmissions of the steps were found from the centres 
of the peaks. Examples of the two graphs are given in figures 2.1 
and 2.2. 
Once the transmissions of each step were found, they were 
converted to Baker densities using the formula given above. The 
relation between Baker density and log intensity was found by fitting 
a straight line using the least squares method. This relation, 








FIGURE 2.1 TRANSMISSIONS ALONG THE EAST STEP 
WEDGE. PLATE 2520. 
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FIGURE 2.2 HISTOGRAM OF TRANSMISSIONS IN THE 
EAST STEP WEDGE, PLRTE 2520. 
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TRANSMISSION 
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which was stored in a computer file in the form of an array of 
intensities corresponding to transmissions between the limits of 
the step wedge. As an example, the step wedge calibration for 
plate 2520 is: 
where 
log I = 0.354A + 1.904 
760.0 
A = log [ 
T - 4.0 
- 1.0 ] 
The r.m.s. error in the calibration is aA = ±0.13. 
The coarse measurement data was processed to separate stars 
from galaxies using the method developed by MacGillivray et al (1976). 
This method uses the fact that if a star and a galaxy have the same 
minimum transmission, the galaxy will have a larger area at the 
threshold than the star, because the galaxy is resolved. The mini- 
mum transmission and the threshold transmission were converted into 
intensity and the logarithm of the difference of these was used as a 
parameter, instead of using the minimum transmission. (The sky 
intensity instead of the threshold intensity, should have been sub- 
tracted from the central intensity. However, the sky transmission 
level was not output by COSMOS at this stage.) This method has the 
advantage that a different separation does not have to be carried out 
for each threshold level, as it does when working with transmissions. 
The other parameter used was the logarithm of the area. (Logarithmic 
quantities were chosen because they gave a convenient range of values.) 
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A small region of the plate was examined under a microscope 
to separate about a hundred stars and galaxies by eye. A graph of 
log 
(Imax Ithr) 
vs. log A shows that the stars lie mainly above 
and to the left of the galaxies. The equation of the curve forming 
the upper boundary of the stars was found, (the dashed line on the 
graph). This curve was moved a certain perpendicular distance 
corresponding to the scatter of the stars on the graph, to give a 
new curve which formed the boundary between the stars and the gal- 
axies of the sample examined by eye, (shown by a solid line on the 
graph). This curve was then used as the boundary for separating all 
the other images measured. It was estimated that stars and galaxies 
can be separated using this method down to about one magnitude above 
the plate limit. However, at the faint end it becomes very difficult 
to distinguish stars and galaxies, because the galaxy images are 
smaller and the stars are no longer dense in the centre. 
Once the separation had been carried out, the coordinates, 
extents, area, central intensity, threshold intensity and type of 
each image were stored in a computer file for later use. 
The computer program to calculate the magnitudes used the 
magnetic tape of mapping data, the file of coarse measurement data, 
and the file containing the step wedge calibration. A whole magnetic 
tape containing several hundred galaxy images, of sizes ranging from 
about 2 arcsec to 1 arcmin in diameter, could be processed in one run 
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coarse measurement data, the mapped region corresponding to this 
galaxy was found. The technique used was to store the data from 
three lanes of mapping at a time in a direct access file. (Three 
lanes made allowance for galaxies whose centres were in the second 
lane but overlapped into the first or third lanes.) A rectangular 
array of transmissions was accessed from the disk for each galaxy, 
the size of which depended on the size of the galaxy image. A 
region of the sky background round the galaxy was included. 
First a check was made to see that there were no other images 
in the vicinity, using the file of star and galaxy positions from 
coarse measurement. If there were any objects overlapping with the 
galaxy region, then the galaxy and those other images were rejected. 
However, if there were any objects situated in the background region, 
this part of the region was ignored while calculating the average 
background intensity. The nature of the sky background, along with 
the removal of objects situated in the sky background region will be 
discussed in sections 2.4 and 2.5. 
The average sky transmission was calculated and converted into 
intensity using the step wedge calibration. This intensity was sub- 
tracted from the intensities in the galaxy region to give the inten- 
sity distribution of the galaxy alone. The galaxy intensities were 
then suuuued to give the relative luminosity. From this the magni- 
tude, minus a zero point, was calculated using the formula: 
m = -2.5 log L. 
- 100 - 
The night sky brightness was used to give the zero point. While each 
plate was being exposed, the B sky magnitude at the south pole was 
measured in units of mag aresec -2. Since the unit of measurement on 
COSMOS is 8 Lim, which corresponds to 0.5376 arcsec on the sky, the 
sky magnitude was converted to the magnitude falling on an area of 
64 pmt on the plate. The galaxy magnitude could then be found from 
the formula: 




where msky is the sky magnitude and Iave is the average sky back- 
ground intensity. 
This method of determining the magnitude zero point worked well, 
as can be seen from the results in section 2.12, despite the fact that 
the brightness of the night sky (which is caused by aurora, zodiacal 
light and galactic light) varies across the sky and may be different 
at the south pole from the region where the plate was exposed, 
(Elvey & Roach 1937). However, the plate exposures were always taken 
under good weather conditions, and corrections to the sky brightness 
were found to be unnecessary. 
The method for calculating the magnitudes was developed and 
tested using several Schmidt plates. Initially two regions were 
chosen and three plates of each region were measured, so that the 
results from different plates could be compared. Further tests were 
carried out on three fields near the south galactic pole, which were 
later used for studying the N(m) relation. Details of all the plates 
- 101 - 
used are given in table 2.2. The COSMOS measurements of plates 92, 
149, 204, 329, 330 and 950 were carried out in March and May 1976, 
and those of plates 1915 and 1920 in August 1978. 
The first region, near the south galactic pole, covered an area 
of 2 cm square, i.e. about 20 min square. It contained several hun- 
dred images, most of which were galaxies, as can be seen from figure 
2.4. This region was chosen because it was not too crowded and was 
similar to the other regions near the S.G.P. used for the number - 
magnitude counts. 
Since this method is applicable to stars as well as to galaxies, 
measurements were also made of NGC121, a globular cluster in the Small 
Magellanic Cloud, where a sequence of stars has been measured photo- 
electrically by Tifft (1963) down to magnitude 21. This region is 
1 cm square in size and contained about 1000 images, mainly stars, 
(see figure 2.5). It therefore provided a test for the method on 
plates where there is a high number density of images. Table 2.3 
gives the photoelectric magnitudes corresponding to the bandwidth of 
the IIIaJ emulsion and the GG395 filter, referred to as m. magnitudes. 
The colour equation for the j band in terms of B and V was determined 
for stars near the S.M.C. by Kontizas (unpublished) and is 
j = B - 0.2 (B - V). 
In the next three sections a fuller description will be given 
of some parts of the method which were developed using these measure- 
ments. The tests carried out on COSMOS will be discussed in later 
sections. 
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Plate No 
TABLE 2.2 
Summary of Plate Details 






92 416 02h 41m -30° 00m 2. 8.73 90 
149 416 02h 41m -30° 00m 3. 9.73 120 
204 416 02h 41m -30° 00m 25. 9.73 60 
329 SMC 00h 55m -73° 00m 17.11.73 120 
330 SMC 00h 55m -73° 00m 17.11.73 60 
950 SMC 00h 55m -73° 00m 11.10.74 20 
1915 474 00h 44m -25° 00m 24.11.75 60 
1920 412 Olh 09m -30° 00m 25.11.75 60 
2520 237 22h 00m -50° 00m 18. 8.76 60 
3192 N10 15h 19m +02° 16m 21. 5.77 60 
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TABLE 2.3 
Magnitudes of Stars in the j Band from Photoelectric Photometry 
Star 
by Tifft in NGC121 
B (B - V) m. 
.3 
L 13.95 0.87 13.78 
M 14.06 0.64 13.93 
N 14.19 0.75 14.04 
0 15.11 0.73 14.96 
P 15.44 0.68 15.30 
Q 16.62 0.59 16.50 
R 17.02 0.62 16.90 
S 17.50 0.53 17.39 
T 18.83 1.55 18.52 
U 18.14 0.51 18.04 
V 18.99 1.33 18.72 
W 18.88 1.00 18.68 
X 19.43 1.12 19.21 
Y - (V = 18.84) 
Z 20.13 0.59 20.01 
a 20.37 0.57 20.25 
21.12 0.90 20.94 
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2.4 The Determination of the Sky Background Intensity 
When calculating the luminosity or magnitude of a galaxy, it 
is important to determine the sky intensity accurately. Before 
deciding on the best method of calculating it, several tests were 
made to examine the nature of the sky background transmissions as 
measured by COSMOS. These tests involved a general investigation of 
the developed emulsion, the results of which were useful in other parts 
of the project. 
As mentioned in the previous section, the brightness of the 
night sky varies due to factors such as the zodiacal light. However, 
even in the absence of real variations in the sky brightness, the 
density or transmission of the sky background changes across the 
plate. These variations are produced by the emulsion and can be 
divided into two types: microfluctuations occurring on scales of a 
few microns, and macrofluctuations occurring on scales of a millimetre 
or larger. 
Microfluctuations are caused by the non -uniform distribution 
of grains in the emulsion. These have been discussed in detail in 
'The Theory of the Photographic Process', (Mees & James 1966). A 
uniformly exposed plate appears grainy to the eye under magnification, 
and produces fluctuations in density when it is traced by a micro - 
photometer. The distribution of densities has an approximately 
gaussian form, which shows that the graininess is caused by a random 
distribution of grains. One way of measuring the graininess, the 
granularity, is defined as the standard deviation in density at a 
certain density level, as measured by a microphotometer with a scanning 
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aperture of a certain area. For a gaussian distribution, the stand- 
ard deviation is inversely proportional to the square root of the size 
of the measuring sample, and so the granularity should be inversely 
proportional to the square root of the area of the microphotometer 
scanning aperture. Because of this, Selwyn (1935) used 
G = (2a) 2 
GD 
as a measure of the graininess of a given photograph, where a is the 
area of the measuring aperture and GD is the standard deviation in 
density. G is known as the Selwyn granularity and should be constant 
for different sizes of aperture. In practice, however, it is found 
to increase for large aperture sizes because of the effect of large 
scale variations in density. 
COSMOS outputs results directly in transmissions, and so tests 
on the graininess were carried out in transmission. It was found that 
the distribution of transmissions of the sky background in the many 
regions tested is also approximately gaussian, as can be seen in 
figure 2.6, showing the distribution of transmission values determined 
from a region of 0.86 mm square on plate 149, sampled at intervals of 
8 fan. This is because the range in density or transmission covered by 
the sky background is small, so the non -linearity between these two 
quantities is not noticed. The standard deviation in transmission at 
a certain transmission level can therefore be used as a measure of 
graininess. 
Granularity, the standard deviation in density, increases with 
density (Mees & James 1966). Since 
dD -1 
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the relation between the standard deviation in density and the 





GT /T was found for the steps of the wedge on plate 2520, and the 
variation of 
cYT 
/T with T is shown in figure 2.7. 
Two regions on plate 149 were used to examine the randomness 
of the distribution of the grains. One region was of the sky back- 
ground at a point where there were no images visible, and the other 
was part of the step wedge where the transmission was similar to that 
of the sky. The measurements in the step wedge correspond to measure- 
ments of a region of uniform exposure and can be compared with the sky 
region to ensure that the results obtained for the sky are not due to 
the inclusion of faint galaxies or stars. 
The transmissions were averaged over squares with sides of 
sizes 1, 2, 4, 8, 16 and 32 units, where one unit equals 8 pm. Since 
the width at half height of the COSMOS measuring spot is about 25 pm, 
the results correspond approximately to measurements made with square 
scanning spots of sizes 3, 4, 6, 10, 18 and 34 respectively in units 
of 8 um. For each area, A, the average transmission, T, and the 
standard deviation in transmission, UT, was found over the whole 
region. A sample of the results is given in tables 2.4a and b. For 
a completely random distribution, the figures in the last column of 
the two tables should be constant. The increase in 0Tvris the same 
as the increase found in the Selwyn granularity for large areas of 























































































































































































Average Transmission and Standard Deviation for Different Sample Areas 
in the Region of Sky Background, Plate 149 
A* T aT aT A 
9.77 37.369 2.265 7.078 
17.02 37.369 1.700 7.013 
37.52 37.369 1.345 8.238 
102.52 37.369 0.997 10.095 
328.52 37.369 0.666 12.071 
1164.52 37.369 0.442 15.083 
TABLE 2.4b 
Average Transmission and Standard Deviation for Different Sample Areas 
in part of the North Step Wedge, Plate 149 
A aT aTA 
9.77 16.184 2.497 7.803 
17.02 16.184 2.284 9.422 
37.52 16.184 2.078 12.728 
102.52 16.184 1.456 14.742 
328.52 16.184 0.951 17.237 
1164.52 16.184 0.559 19.076 
* Areas are given in units of (8 pm) 
2 
- 112 - 
presence of larger scale variations. 
a T 
A-increases steadily which 
indicates that there is no cellular structure in the emulsion. 
Macrofluctuations, also known as local errors, have been 
studied in detail by de Vaucouleurs (1944). They are usually account- 
ed for by variations in the emulsion thickness and variations occur- 
ring during the development and drying of the plate. De Vaucouleurs 
found that the density of a uniformly exposed plate varies smoothly 
over large scales and that the density of any point can be determined 
by interpolation between points of known density. 
One theory, due to Eberhard (1931), is that the main cause of 
local errors is that the glass of the plate is not completely smooth, 
so that the emulsion, when it is poured on, flows and fills the 
'valleys' in the glass, giving rise to variations in the thickness. 
Subsequently it is assumed that the density of uniformly exposed plate 
is greater in parts where the emulsion is thicker. However, de 
Vaucouleurs (1948b) tested these two hypotheses and found that firstly 
the depth of the emulsion was not correlated with the depth of the 
glass, and secondly the density variations were only correlated with 
emulsion thickness for plate fog and at very high densities. The 
latter is due to the fact that for exposures producing densities up to 
about 1.5, the developed grains are concentrated at the surface of the 
emulsion and therefore the number of developed grains cannot depend on 
the emulsion thickness. For the plate fog, the developed grains are 
distributed uniformly through the thickness of the emulsion, and also 
at high densities the number density of developed grains tends to 
become uniform through the thickness of the emulsion. De Vaucouleurs 
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found that for densities between 0.2 to 0.3 and 1.2 to 1.3, in the 
range where the characteristic curve, D vs. log E, is linear, the 
local errors were independent of density and that at these densities 
the local errors were mainly due to plate processing effects arising 
during development and drying. Therefore within this range of 
densities the relative intensity calibration is unaffected by local 
errors. Using this property, and the fact that local errors produce 
a continuous variation in density, de Vaucouleurs devised a method 
for correcting for local errors in the photometry of galaxies, using 
the variation of the density of the sky background surrounding the 
galaxy. As described by Jones, Obitts, Gallet and de Vaucouleurs 
(1967), a polynomial is fitted to the sky background transmissions. 
Interpolation is then used to calculate the transmission due to the 
sky only in the galaxy region. These are converted into intensities 
and subtracted from the total intensities to give the intensity 
distribution of the galaxy. 
The large scale variations in the average transmission across 
a Schmidt plate can be seen in the data from the coarse measurement 
mode of COSMOS. The transmissions of the background are continuously 
monitored in this mode, and the threshold level for image detection 
is altered to take account of the macrofluctuations. The level is 
set at three standard deviations below the mean transmission which 
for a gaussian distribution means that there is a 99% certainty that 
a transmission below this level is in an image. In this way the 
threshold level is made to correspond to approximately the same iso- 
phote in intensity so that the images are detected uniformly across 
the plate. A change in the average transmission gives rise to an equal 
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change in the threshold transmission and so the threshold levels, 
which are output on the magnetic tape with the rest of the coarse 
measurement data, can be used to examine the large scale variations 
in the average transmission. 
The threshold values of coarse measurement data on plate 149 
vary from 25 to 31, the average distance between the different 
levels being at least 100 x 8 pm (see figure 2.8). Since the total 
region size used for a galaxy and the background is usually less 
than 100 units, the average transmission does not appear to vary 
significantly over the areas required. However, some tests were 
carried out to find the effect of fitting a polynomial to the sky 
transmissions. A first order polynomial will produce approximately 
the same luminosity as simply averaging the transmissions. A second 
order two dimensional polynomial was used. However, the fit was not 
a good one, since the standard deviation of the observed points from 
those of the polynomial were only slightly less than the standard 
deviations of the points from the average background transmission. 
(See table 2.5). 
It was decided that local errors are not important over the 
size of region used, and the sky intensity was calculated by averag- 
ing the transmissions over the background region, and converting the 
resulting transmission to intensity. 
2.5 The Removal of Images Present in the Background Region 
One problem which often occurred was the presence of images in 
the region to be used to determine the sky intensity. Images in the 
background increase the calculated sky intensity and therefore decrease 
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FIGURE 2.8 CONTOUR PLOT OF COARSE MEASUREMENT 
THRESHOLD TRANSMISSIONS PLATE 149 
\ 
^ 
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TABLE 2.5 
Comparison of the Standard Deviation of Background Transmissions from 
a Fitted Two Dimensional, Second Order Polynomial with the Standard 
Deviation from the Average Background Transmission. 
Galaxy No a from polynomial a from average 
3 3.300 3.379 
7 2.822 2.869 
8 3.069 3.209 
9 3.020 3.107 
11 2.895 2.964 
14 3.076 3.162 
20 3.003 3.110 
21 3.404 3.443 
26 2.958 2.987 
35 2.948 3.035 
39 2.808 2.874 
41 2.999 3.013 
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the luminosity of the galaxy, so that it is important that they are 
detected and removed. Different methods for doing this were applied 
to regions 1 and 2. 
In the case of region 1, the south galactic pole region, the 
number density of images was low, and coarse measurement was relied 
on to detect all the images. The position and size of an image in 
the background region was known from the file of coarse measurement 
data, and the points belonging to that image were omitted when 
calculating the average transmission value. The whole of the image 
was removed, not just the area detected by coarse measurement. 
In region 2, NGC121, where there is a high number density of 
images, coarse measurement did not detect all the images and another 
method was required. It was based on the fact that the distribution 
of transmissions due to the sky only is approximately gaussian, and 
therefore symmetrical about the maximum point. If there are images 
present in the region, the distribution will show an excess at low 
transmissions which has to be removed. This was done by an iterative 
process. 
First the average transmission of the background region and 
the standard deviation were calculated. Then the minimum transmission 
was found and compared with the value of the average transmission 
minus the standard deviation multiplied by a factor. (The factor was 
chosen for each plate, and will be discussed below.) If the minimum 
transmission was less than this value, denoted by w, this point was 
assumed to be the centre of an image. Next the background was scanned 
to find all the points connected to the central point whose transmissions 
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were less than one standard deviation below the mean. These points 
were counted as being part of the image and were subsequently 
ignored. The new minimum transmission and the value of w were 
calculated from the remaining points. If the minimum transmission 
was less than w and background was scanned again to remove all points 
of transmission less than the average minus one standard deviation, 
which were connected to the second minimum transmission or to the 
points surrounding the first minimum transmission. This process was 
repeated until the minimum transmission was greater than w, i.e. 
until there were no more images left. 
There were two threshold levels used, one, denoted by w, for 
determining whether or not the minimum transmission was the centre 
of an image, and the other for deciding whether or not a transmission 
was to be rejected as belonging to an image. The first threshold 
was varied from plate to plate by altering the value of the factor, 
but the second was constant and equalled one standard deviation in 
transmission below the mean. Both these thresholds were set so that 
after the image removal process the final distribution of transmissions 
was symmetrical and approximately gaussian. The method was tested by 
examining the distributions of background transmissions before and 
after the removal of the images. An example of the distributions is 
given in figure 2.9. The factor used in the first threshold level 
had to be determined from such graphs drawn for a few images on each 
plate. Values found for the factor were: 
plate 329 3.2 
plate 330 4.0 
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As a further test of this method, diagrams were drawn for the points 
removed round star Y of Tifft's sequence on plates 329, 330 and 950. 
These are shown in figures 2.10a, b and C. There were fewer points 
removed on plate 950 but this plate was only a 20 minute exposure 
compared with 60 minutes for plate 330 and 120 minutes for plate 329. 
On each of the plates there were images visible where the points had 
been removed. 
To compare the two methods of removing images in the background 
region, the magnitudes of several galaxies on plate 149 were calculated 
using first one method and then the other. The results were nearly 
identical as can be seen from figure 2.11, showing that when there 
were images present in the background region, they were successfully 
removed. 
2.6 The Size of the Star or Galaxy Region 
Up till now the size of the region required for calculating the 
magnitude of a star or galaxy has not been discussed. This is another 
quantity which must be chosen carefully in order to obtain accurate 
magnitudes. Tests were carried out on the images on the plates of 
the two regions. Stars and galaxies were treated as separate cases, 
although the same basic method was used for both. 
Fundamentally, the size of an image is determined by the thres- 
hold of detection of the photographic plate. If there was no graini- 
ness and the image profiles were smooth, the shape and size of the 
region to use would be defined by the points where the intensity 
distribution reached the sky intensity. The more sensitive the 
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FIGURE 2.10A THE BACKGROUND POINTS REMOVED ROUND 
STAR Y, PLATE 329. 
( 1 CM REPRESENTS 5x (8 pM 
)2 
ON THE PLATE) 
- 122 - 
FIGURE 2.10B THE BACKGROUND POINTS REMOVED ROUND 
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FIGURE 2.10C THE BACKGROUND POINTS REMOVED ROUND 
STAR Y, PLATE 950. 
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emulsion the larger the region size would be. (There will always 
be some loss of luminosity from an image due to points of intensity 
less than the threshold for detection. The consequences of this 
will be discussed in section 2.15.) Due to the presence of graini- 
ness the profiles are not smooth and the size of the region has to 
be chosen experimentally. 
For convenience rectangular regions were used. The average 
intensity in the background region round the image was calculated 
for a series of consecutively larger image regions. If the first 
region was too small, part of the image would be included in the 
background and the background intensity would be too large. For 
larger regions the background intensity would decrease as less of 
the image was included in the background. In principle the best 
region size to use is the one in which the average background inten- 
sity first stops decreasing. However this method does not work well 
for individual images, because of the graininess which may, in 
practice, cause the background intensity to increase or decrease. 
Because of this, several images were required to find, on average, the 
size of region where the background intensity stops decreasing. 
In the case of stars, all the images on the same plate have the 
same intensity profile. This is because stars are all unresolved and 
the profile is formed by light being scattered, diffracted and 
refracted in the atmosphere, in the telescope and also in the emulsion. 
(The larger appearance of the images of bright stars is due to the 
fact that more of the profile is above the threshold level of detection.) 
The same region size includes the same fraction of the total luminosity, 
and so the region size should be the same for all stars. Table 2.6 
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shows the values of the average background intensity round some 
stars on plate 204. From this table a region size of 45 x 8 pm 
units was chosen. The size of region chosen for the stars on the 
SMC plates were: 
plate 329 37 (in units of 8 pm) 
plate 330 37 
plate 950 29 
(A larger region size was required for the stars on plate 204 than 
on the other plates because the seeing was poorer.) 
Different region sizes are required for galaxies of different 
morphological types and at different distances. This time rect- 
angular instead of square regions were used, since the images of 
galaxies are not generally circular. The sizes of the galaxy images 
are already known at the COSMOS coarse measurement threshold level, 
and it was decided to use the coarse measurement X and Y extents to 
estimate the size of the image at the threshold level for detection. 
Several formulae for the region size in terms of the X and Y extents 
were tested, and the most successful was: 
X = 2 x 
Xext 
+ tonst 
y = 2 x Yext + const 
The value of the constant was determined using the method described 





13 (consts in units 2 x X or 
Yext 
of 8 pm) 
2 x X or Yext 
+ 9 
plate 204 2 x X or Yext + 21 
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TABLE 2.6 
Average Background Intensity in Arbitrary Units Around Different 
Sizes of Star Region, Plate 204 
No COSMOS Region Sizes in units of 8 pm 
mag. 29 33 37 41 45 49 53 
9 18.63 233.2 232.9 232.7 232.6 232.5 232.4 232.2 
16 18.57 234.3 234.2 234.0 233.8 233.7 233.7 233.6 
17 17.49 234.3 234.1 234.0 234.0 233.9 233.9 233.9 
47 - 231.9 232.0 232.1 - - 
48 19.15 233.1 232.9 232.8 232.7 232.6 232.6 232.6 
49 20.17 233.1 233.1 233.1 233.1 233.2 233.2 233.3 
50 17.53 234.4 234.1 233.8 233.7 233.6 233.6 233.5 
59 19.45 232.2 232.1 232.0 231.9 231.7 231.6 231.5 
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These formulae were valid for galaxies with a wide range of image 
sizes. 
The size of the background round the stars or galaxies had 
also to be chosen. The magnitudes were calculated using several 
sizes of the background region, but this did not have much effect on 
the results. It was decided to form the background region by adding 
20 x 8 pm units to the four sides of the image region, because if a 
smaller region size was used, the deconvolution discussed in section 
2.8 did not work. 
2.7 Tests Carried Out on COSMOS 
The development of the method as described in the previous 
sections involved testing the properties of the IIIaJ emulsion but 
did not check the validity of the COSMOS measurements. In the photo- 
metry of Schmidt plates it is very important to use a measuring 
machine of high precision. The plate scale is small (67.2 arcsec/mm) 
and the IIIaJ emulsion has a high contrast so, if the measuring 
machine spot is too large, or if there is scattered light, the detail 
on the plate will be blurred giving rise to errors. Tests were 
carried out by the COSMOS staff on the COSMOS cathode ray tube beam. 
The size and shape of the spot were measured by scanning 
across a 'knife edge'. These results showed that the spot was 
gaussian in shape with a whole width at half height of 25 pm, instead 
of 8 pm as had been specified in the design of the machine. A step 
wedge was measured first with masking tape round it, and then without 
to check for light glow from the tube. The transmissions of the 
measurement with the masking tape were . indeed lower than those of the 
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other scan, and showed that there was a halo caused by the glow 
across the face of the cathode ray tube, which consisted of 1% of 
the total light from the tube, and had a diameter of 6 cm. Finally, 
scans of a 'saw tooth' pattern showed that there was another halo 
due to electron flare in the tube which was 6 nuu in diameter and 
accounted for Z% of the light. 
Because of the wide measuring spot and the surrounding halos, 
COSMOS cannot measure the true transmission profile of an image, or 
a step wedge. The most serious error arises in the measurement of 
stars and galaxies with the 25 pm spot, because the transmission 
profiles of the images vary on scales smaller than 25 pm. The 
measured distribution of an image is a convolution of the true one 
with the gaussian spot. If there were a linear relationship between 
intensity and transmission, the integrated magnitude obtained from 
the measurements would be unaffected. This is because when a two 
dimensional function (in this case the transmission profile) is 
convoluted, the volume under the surface remains constant. However, 
the intensity- transmission relation is of the form: 
log I « log (1 /T -1) (the Baker density relation). 
The intensity rises more and more rapidly as the transmission de- 
creases. Therefore the intensity calculated from the convoluted 
transmission at a point in an image is always less than the true 
value of the convoluted intensity profile at that point. Consequent- 
ly, with too large a measuring spot, the luminosity of an image will 
be underestimated, and the error will increase with increasing lumin- 
osity. 
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The presence cf the halos also affects the magnitudes of the 
stars and galaxies. At any point in an image the measured trans- 
mission has a contribution from the surrounding sky background. The 
transmissions are therefore increased, and the images are again 
calculated to be too faint. 
The step wedge measurements are not affected by the 25 pm spot, 
but are altered by the halos. Corrections to the step wedge measure- 
ments will be discussed after the corrections for the images. 
2.8 The Correction of Image Transmission Distributions 
a) Deconvolution of Transmissions of the Images 
The measured transmission distributions were corrected by de- 
convolutioning for the 25 pm gaussian spot using a method developed 
by Jones & Misell (1970). A full description of this method and of 
its application to the COSMOS measurements is given in appendix II. 
Basically, a function is derived from the gaussian spot profile 
which, when convoluted with the observed transmission distribution, 
gives the deconvoluted distribution. 
Tests on the deconvolution were first carried out on star 
profiles in one dimension. Because there is always noise present in 
the observed distribution, it is necessary to have a cut -off at high 
spatial frequencies in order to prevent errors accumulating in the 
deconvoluted distribution. This cut -off denoted by t , should be 
set so that the variations in the transmissions due to graininess are 
smoothed, without losing the true structure of the image. However, 












































































































































































































































































of the star is very small and is of the same order as the scale of 
* 
the fluctuations due to graininess, making the choice of t diffi- 
cult. A range of values of t were tested and it was found that the 
deconvoluted profile became narrower and more pointed for large 
values of t 
* 
. A value of t * = 0.10 (8 pm)-1 was chosen which corres- 
ponds to a wavelength of 10 in 8 ß,1m units. This value produced a 
deconvoluted profile which was similar to that obtained using the 
iterative method of deconvolution (Burger & Van Cittert 1932, 1933). 
(The iterative method was not adopted because large fluctuations 
were produced by the graininess in the deconvoluted profile.) 
In figure 2.12 the end few points of the deconvoluted profile 
had peculiar values due to edge effects. The last three points at 
either end of the profile were set back to their original values so 
as not to affect the average background transmission. 
b) Correction for the Halo 
In the correction of the transmissions of the images, the 
effects of electron flare and tube glow were considered together as 
one halo consisting of 11% of the total light from the tube. It was 
assumed that surrounding each image there was a uniform background 
with a transmission equal to the average background transmission of 
the region. 
If Tobs is the observed transmission, Ttr the true transmission 
and Tsk the average background transmission, then (ignoring the 
Y 
effects of the 25 pm spot), 
Tobs 
S x Ttr + H x Tsky 
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where S is the fraction of light from the tube in the spot, and H 
is the fraction of light in the halo. In this case S = 0.985 and 
H = 0.015. Ttr can be calculated from the formula: 
T = 
Tobs - 
H x Tsky 
tr 
(1 - H) 
When correcting the transmissions of an image for the effects of 
both the 25 pm spot and the halo, the deconvolution was carried out 
first, in two dimensions, and then the data was corrected for the 
halo using the above formula. 
2.9 The Correction of the Step Wedge Transmissions 
The step wedge consists of 7 steps 6 mm wide and, on average, 
3 mm long. (The size of a step depends on its density, the densest 
steps being larger because of light spread in the emulsion.) 
Measurements made with a 25 pm spot instead of a 8 pm spot do not 
affect the results. On the other hand the presence of the halos 
round the spot do alter the measurements. The diameter of the halo 
due to electron flare is 6 mm, so the observed transmissions are a 
convolution of the true ones with the profile of the halo which, in 
this case, means an averaging over an area of 6 mm in diameter. The 
halo of 6 cm in diameter due to the tube glow was considered in the 
same way as the combined halo in the correction of the image trans- 
missions, since its area is much larger than the area of the step 
wedge. During measurement, the step wedge was surrounded by masking 
tape of diffuse density 0.8 to 1.0 in order to cut down scattered 
light. The transmission of the light of the halo was therefore the 
transmission of the masking tape. 
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Using a similar notation as before, the equation relating the 
true transmission to the observed one is: 
Tobs 
S x Ttr + F x Tcnv 
+ G x Tm. (2.1) 
S is the fraction of light from the tube in the spot and equals 0.985 
as before, F is the fraction of light in the halo caused by electron 
flare which is 0.005, and G is the fraction of light in the halo 
caused by the tube glow and equals 0.010. T 
m 
is the transmission of 
the masking tape, and T 
cnv 
is the average of the true transmissions 
over the circular area of 6 mm in diameter covered by the halo due 
to electron flare. The equation was solved by an iterative method 
similar to that for deconvolution by Burger & Van Cittert (1932, 
1933). First a guess was made at the true transmission profile, 
i.e. the variation of transmission along the step wedge. This was 
taken as the observed transmission profile, and used to calculate 
Tobs 
in equation (2.1). Then an improved approximation to the true 
transmission profile was formed using the equation: 




is the previous approximation to Ttr, and Tobs' is the 
function obtained by substituting Ttr 
0 
in (2.1). The process was 
repeated until a sufficiently small value for the r.m.s. deviation of 
points in Tobs° from Tobs was found. In practice only two iterations 
were required. 
The correction for electron flare was larger than the correction 
for tube glow, so the overall effect was to increase the high trans- 
missions and decrease the low transmissions. This meant that the 
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slope of the Baker density calibration was decreased. For example, 
the initial equation for the north step wedge of plate 950 was: 
log I = 0.289A + 2.071 
and after correction the relation was: 
log I = 0.283A + 2.888. 
The correction to the step wedge had an effect on the luminosities 
of the images opposite to that of the other corrections, but smaller 
in size. 
2.10 The Effect of Binning of Transmissions by COSMOS 
The measurements of stars and galaxies are also affected by 
the binning of transmissions by COSMOS. The voltage between 0 and 
10 volts produced by the photomultiplier detecting the transmitted 
light is converted into 128 levels between 0 and 127 inclusive. 
Because of this digitisation in transmission there will be an error 
in the intensity calculated at each point in the image. The errors 
will be largest at high intensities (low transmissions) where there 
are larger intervals in intensity between transmission levels. The 
results will also be affected by the fact that the transmission is 
only measured at intervals of 8 pm. The integration of the two 
dimensional intensity profile to give the luminosity is carried out 
by summing the intensities. This method will only give the correct 
value for the luminosity if the interval between measurements 
approaches zero. 
Some tests on the errors arising from these effects were carried 
out using synthesised data. Gaussian intensity distributions were 
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used to approximate stars. The radial parameter for the gaussians 
was taken as 2.85 (in 8 pm units) which was the value found for a 
gaussian fitted to star (3 of Tifft's sequence in NGC121, plate 950. 
The intensity- transmission calibration from plate 950 was used and 
also the value of the average sky background intensity was taken 
from the measurements of plate 950. To produce stars with a range 
in luminosities, the central intensity, Ic, was varied. In this 
model, the graininess of the plate was ignored, and so was the effect 
of the finite width of the spot. 
First the true luminosity and the true intensity distribution 
were calculated for each image. Then the intensities were converted 
into transmissions, digitised as in COSMOS, and converted back to 
intensities and integrated to give the experimental value of the 
luminosity. Table 2.7 gives true luminosities, the luminosities 
calculated from digitised transmissions, and the error in magnitude. 
The error in magnitude can be positive or negative. However the 
majority of magnitudes are too large, especially for faint images. 
This is due to the loss of luminosity caused by the fainter outer 
parts of the images being indistinguishable from the background. 
The increase in magnitude error for the bright stars is due to.the 
increase in error at high intensities caused by the binning of 
transmissions. The relationship between the magnitude error, Am, 
and 2.5 log lc, (which is proportional to the true magnitude since 
all the profiles are the same shape), is: 
Am = -0.003 x 2.5 log Ic + 0.021. 
The systematic error is therefore negligible. 
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TABLE 2.7 
Data for Synthesised Images to Test Effects of Binning on COSMOS 
I 
c 
True Luminosity Luminosity from digitised 
Transmissions 
Am 
10 255.176 252.786 0.010 
20 510.352 498.709 0.025 
30 765.528 757.086 0.012 
40 1020.703 1029.608 -0.009 
50 1275.879 1262.408 0.012 
75 1913.819 1911.709 0.001 
100 2551.759 2545.774 0.003 
125 3189.698 3187.743 0.001 
150 3827.638 3834.432 -0.002 
175 4465.578 4514.914 -0.012 
200 5103.517 5065.002 0.008 
225 5741.457 5816.468 -0.014 
250 6379.397 6293.205 0.015 
275 7017.336 6999.705 0.002 
300 7655.276 7601.071 0.008 
-138- 
Star profiles are not in fact gaussian. The intensity 
distribution falls off less rapidly at low light levels (Moffat 
1969) so there will be a greater contribution of low intensity light 
to the luminosity. This means that the systematic error will be 
slightly larger. However, even if the systematic error is doubled, 
this error will still be negligible compared with other errors, such 
as those caused by graininess. In the case of galaxies, though, the 
error caused by part of the image at low intensities remaining 
undetected is important, as explained in section 2.15. 
Note: At high transmission values the analogue -digital converter on 
COSMOS favours even numbered transmission values. This will 
slightly increase the errors caused by binning. 
2.11 Measurements of Stars on the Joyce Loebl Microdensitometer 
Measurements of the standard stars near NGC121 on plate 330 
were also made using a Joyce Loebl microdensitometer. These measure- 
ments were made because on the Joyce Loebl machine the measuring 
slit can be made very small so that the convolution effects arising 
in the COSMOS machine are reduced. The transmission profiles 
obtained were therefore more accurate, and the results could be used 
to check that the correct values for the magnitudes could be obtained 
using the step wedge to calibrate measurements of stars. 
The width of the measuring slit was set so that it corresponded 
to a size of 8 pm on the plate, and its height was made as small as 
possible. (The slit height was not calibrated, but it was estimated 
to be about 8 pm.) Wedge number J45 was used which had a gradient 
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of 0.199 D /cm, and a useful range of 3.56 in density. A scan of 
the north step wedge was made using an arm ratio of 10:1, i.e. 1 cm 
on the plate corresponded to 10 cm on the tracing. The clear plate 
level was also measured and the height of each step above clear 
plate was calculated and converted into density and then into Baker 
density using the formula: 
A = log (10D - 1) 
The calibration was then found by fitting a straight line to the 
log I - A relation. The r.m.s. error in the calibration was 
= 0.283, which corresponded to an error in log I of ±0.065. 
The stars were measured using an arm ratio of 100:1 so that 
1 mm of the tracing corresponded to 10 pm on the plate. One scan 
was made though the centre of each star. The height of the tracing 
was converted into intensity and the background intensity was sub- 
tracted. The luminosity was calculated by integrating the profile, 
assuming circular symmetry, and the magnitudes were found relative 
to the sky background magnitude, which was set to zero. 
A comparison between the results and Tifft's photoelectric 
measurements is shown in figure 2.13. Stars S, R, and U are obviously 
saturated. The average regression line fitted through the remaining 
star magnitudes has the equation: 
mJL = 0.92 x m 
P 
- 21.62 
where mJL is the magnitude calculated from the Joyce Loebl measure- 
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If stars W and V are omitted, the equation becomes: 
mJL = 1.00 x m 
P 
- 23.33 
Therefore there is no systematic error in calculating the magnitudes 
using Joyce Loebl measurements for stars fainter than 19th magni- 
tude. Stars brighter than this become saturated. These results 
show that it is possible to obtain correct magnitudes from measure- 
ments of Schmidt plates and so the COSMOS measurements, if corrected, 
should produce reasonable magnitudes. 
2.12 The Results for Stars on Plates 329, 330 and 950 
The limit at the bright end of the magnitude range obtainable 
from the Joyce Loebl measurements is only 19th magnitude for plate 
330. This is not just because the images are very dense in the 
centre, but because the profiles are very steep, making the centres 
difficult to measure. The lower magnitude limit (i.e. the brightest 
stars measurable) on COSMOS will therefore be about 19th magnitude, 
depending on the exposure time of the plate, and the atmospheric 
conditions during the exposure. (This limit also depends on the 
machine used because it is a function of the size of the measuring 
spot, or slit, and the density range measurable.) 
In the photoelectric sequence measured by Tifft there are 
only 5 stars fainter than magnitude 19, of which one, Y, does not 
have a B magnitude. Because of the large errors involved in deter- 
mining the magnitudes of faint stars, more stars of known magnitude 
were required for comparison with the magnitudes determined from 
COSMOS mapping. The extra magnitudes were obtained from the coarse 
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measurement of the region by calibrating the logarithm of the 
image area against photoelectric magnitude (Dodd et al 1977). 
Second order polynomials were fitted to the logarithm of the area 
for stars in the sequence from S (m. = 17.39) to ß(m. = 20.94). 
J J 
Three separate calibrations were obtained for plates 329, 330 and 
950. The average standard deviation of the points from the poly- 
nomial was 011.12. 
37 stars with estimated magnitudes between 19 and 21 were 
chosen from an examination of the plates. Their magnitudes were 
calculated by applying the calibrations to the coarse measurement 
areas on each plate. Some of the stars were fainter than 21st 
magnitude and these were later rejected. The results are shown in 
table 2.8. Frequently, the magnitudes from two of the plates had 
similar values while the third magnitude differed considerably. 
When calculating the average magnitude, the result for one plate 
was rejected if it differed from the average of the other two by 
more than the difference between the other two. Comparison between 
the magnitudes from plates 329 and 330, missing out pairs where one 
star was rejected, and omitting stars fainter than m. = 21, gave an 
r.m.s. error of 0.1. 
The magnitudes of the extra stars, referred to as photographic 
magnitudes, and the photoelectric magnitudes were compared with the 
magnitudes obtained from the COSMOS mapping measurements using the 
method described in section 2.3. First the magnitudes from the mapping 
were determined without applying the corrections for the COSMOS spot 
and halos. The results are shown in figure 2.14. In the case of 
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TABLE 2.8 
Magnitudes of Extra Stars in NGC121 
(Values in brackets indicate results which were rejected, 
as explained in text) 
Star Number 
Magnitudes 
Plate 950 Plate 330 Plate 330 Adopted Value 
1 - 20.59 - - 
2 20.52 20.33 20.43 20.43 
3 - - - - 
4 - 19.31 19.14 19.22 
5 20.15 20.11 (19.86) 20.12 
6 (20.28) 19.72 19.64 19.68 
7 - 20.24 20.17 20.20 
8 (20.98) 20.55 20.55 20.55 
9 21.15 21.23 20.96 (21.19) 
10 - 20.06 - - 
11 - 19.09 18.85 18.85 
12 (19.93) 19.62 19.46 19.54 
13 20.87 (19.72) 20.76 20.81 
14 19.45 (20.01) 19.60 19.52 
15 (19.40) 18.92 19.04 18.98 
16 20.28 (20.01) 20.30 20.29 
17 - 21.90 22.42 (22.16) 
18 21.20 (20.55) 20.91 (21.05) 
19 19.85 (19.52) 19.91 19.88 
20 (20.05) 19.67 19.69 19.68 
contd... 
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Plate 330 Plate 330 Adopted Value 
21 21.58 21.90 (21.74) 
22 
23 (20.57) 19.47 19.78 19.62 
24 21.82 21.90 (21.86) 
25 21.10 21.52 (22.12) (21.31) 
26 20.98 21.23 20.88 20.93 
27 19.64 19.62 (19.46) 19.63 
28 20.01 20.33 20.43 20.38 
29 20.63 20.83 20.43 20.63 
30 (21.00) 21.83 21.88 (21.85) 
31 20.66 20.52 (20.92) 20.58 
32 20.15 (19.92) 20.13 20.14 
33 20.45 20.46 20.51 20.47 
34 20.57 20.51 (20.34) 20.54 
35 20.42 20.51 (20.72) 20.46 
36 20.91 21.07 20.99 















































































































































































































































































































































































































































































































































































































































































































































































































































































- 148 - 
plates 329 and 330 there is a systematic error making the bright 
stars too faint. For plate 950, which only had a 20 minute exposure, 
there is no systematic error. 
When the results were deconvoluted for the COSMOS spot, one 
change was made to the computer program. The value of the factor 
discussed in section 2.5, used in the threshold level for detecting 
images in the background region, was increased because of the increase 
in the dispersion of the background transmissions after deconvolution. 
The new values of the factor, which were obtained using the same 
method as before, but for deconvoluted transmissions, were: 
plate 329 3.4 
plate 330 4.3 
plate 950 3.3 
The results for the magnitudes from the fully corrected image trans- 
missions and the corrected step wedge calibration are shown in figure 
2.15. On plate 329 and 330 the systematic error has decreased. How- 
ever, there are very few remaining stars on plate 329, and the slope 
of unity obtained for the graph in figure 2.15a is mainly due to the 
large scatter in the data. This plate had an exposure time of two 
hours and when the images were deconvoluted, the stars brighter than 
magnitude 20 had transmissions less than that of the densest step of 
the wedge. The magnitudes on plate 950 had a systematic error after 
correction. In this case they covered too large a magnitude range. 
The magnitudes from plates 329, 330 and 950 were combined to 
give the average values, and the results were compared with the photo- 
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for the uncorrected tranwmissions show a definite systematic error, 
the slope of the average regression line being 0.67. The results 
for the corrected transmissions, (figure 2.16b) still show a slight 
systematic error according to the average regression line fitted 
through the points from magnitudes 19 to 21, which has a slope of 
0.89. However, from an inspection of the graph, there is no system- 
atic error between magnitudes 19.5 and 21.0. The larger scatter in 
this diagram is partly due to the fact that some star magnitudes 
could not be determined on all three plates. A few of the points 
are the results of one plate only and show the individual plate 
variations. 
Figure 2.17 shows a comparison between the photoelectric mag- 
nitudes for a few of the standard stars in NGC121 and the magnitudes 
calculated from the COSMOS measurements made in June 1975. When 
these measurements were carried out, COSMOS had a different cathode 
ray tube from the one used in the measurements carried out in 1976. 
The previous tube obviously did not have the large spot and halos 
which affected the more recent measurements, since these magnitudes 
agree quite well with the photoelectric data. This shows that COSMOS 
is capable of producing correct photometric results. 
2.13 The Results for Galaxies on Plates 92, 149 and 204 
Tests on the method for obtaining magnitudes of galaxies were 
carried out on the measurements on plates 92, 149 and 204. There 
were no photoelectric magnitudes in this region, but some Joyce Loebl 
measurements were made of both stars and galaxies on plate 92 to 
















































































































































































carried out in the same way as those for stars in NGC121, as 
described in section 2.11. Circular galaxies were chosen to be 
measured so that the luminosity could be calculated from one scan 
through the centre of each galaxy. 
Figures 2.18a and b show a comparison between the magnitudes 
from the COSMOS data for the stars on plate 92 and the magnitudes 
from the Joyce Loebl measurements. As found previously, there is 
a large systematic error in the magnitudes from the uncorrected 
COSMOS transmissions, which is reduced in the corrected version. 
Similar graphs for galaxies (figures 2.19a and b), show that the 
effects of the wide spot and halos on the COSMOS cathode ray tube 
are less serious for galaxies. This is expected because galaxies 
have less steep profiles than stars. 
The corrected magnitudes for both stars and galaxies on 
plate 92 have a slight systematic error when compared with the Joyce 
Loebl magnitudes, the slope of the graphs being 1.06 to 1.07. How- 
ever, the corrected magnitudes of galaxies on different plates are 
in good agreement for magnitudes less than 22, and are much better 
than the uncorrected results. See figures 2.20a and b, and 2.21a 
and b. 
For galaxies fainter than 22, the results from different 
plates do not agree. In particular, the magnitudes on plates 92 and 
204 are fainter than those on plate 149. This can be explained by 
the fact that plate 149 had a longer exposure time (120 min) than 
plates 94 and 204 (90 min and 60 min respectively), and so on plate 
149 galaxies were recorded to a lower limit in surface brightness 
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2.14 The Results for Plates 1915 and 1920 
Further tests were carried out on some stars on plates 1915 
and 1920, and also on some galaxies on plate 1920 (field II). The 
COSMOS mapping data from the regions on plate 1920 was later used 
to calibrate the galaxy magnitudes in the larger fields for studying 
the N(m) relation, and maps of these two regions are given in section 
3.2. Figure 2.22 shows a map of the region near NGC288 on plate 
1915. 
The COSMOS magnitudes were compared with visual magnitude 
estimates which were determined using the step scales made by Corwin 
(Abell & Corwin 1979). The step scales, one for stars and the other 
for galaxies, consisted of transparencies bearing images of objects 
of known magnitudes, at approximately equal magnitude intervals, 
which had been photographed from UK Schmidt plates. 
There were six stars in the first step scale with magnitudes 
ranging from V = 19 to V = 22. The magnitudes were calibrated using 
the photoelectric photometry of globular clusters in M87 (Hanes 1977). 
The step scale for galaxies covered a much larger range, from V = 10 
to V = 21, and consisted of 17 steps. These magnitudes were obtained 
from various sources. For the brightest galaxies, the magnitudes 
were based on revised VT data (de Vaucouleurs & Head 1978); for the 
medium bright galaxies, the magnitudes were taken from Zwicky, 
Herzog & Wild (1961) and reduced to the same system; for the fainter 
galaxies, the magnitudes were derived from 'astrophotometer' scans 
or iris diaphragm photometry (Eastmond 1977); and for the faintest 
galaxies, the magnitudes came from photoelectric photometry made by 
Sandage (1972) and the globular cluster photometry by Hanes (1977). 
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FIGURE 2.22 MAP OF THE STARS NEAR NGC288. 
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The first scale for stars was tested using two Schmidt 
plates on which there were faint photoelectric sequences: Tifft's 
(1963) sequence in NGC121 on plate 330, augmented by the photo- 
graphic magnitudes obtained from COSMOS coarse measurement, and 
photometry by Arp (1962) in M5 on plate 3192. Since the step scale 
was calibrated in the V system, V magnitudes were used, and the 
photographic magnitudes on plate 330 were converted to the V system 
by subtracting the average (j - V) colour. This was determined 
from the stars in Tifft's sequence to be 0.66. 
For each sequence the relationship between the step scale 
magnitudes and the photoelectric magnitudes was found by fitting 
the average regression line through the data points. The standard 
deviation of the points from the mean line was then calculated. If 
there were any points further than three standard deviations from 
the line, these were rejected, and the equation was recalculated. 
The results were: 
plate 330 
m = 0.97 x m + 0.83 (one rejection) 
ss pe 
ß = Oml9 
plate 3192 
m = 1.06 x m - 0.93 
ss pe 
a = Om13 
(m is step scale magnitude and mpe is photoelectric magnitude.) 
In both cases the step scale magnitudes are about Om2 fainter 
than the photoelectric magnitudes. This could be caused by a calibration 
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error in the step scale. The standard deviations,which include the 
errors in the photoelectric photometry as well as photographic errors 
and errors in the visual estimates, are small, indicating that the 
step scale method is accurate. 
Tables 2.9a, b and c show a comparison between the COSMOS 
mapping magnitudes of stars and the step scale magnitudes for the 
three regions near the S.G.P. In this case the step scale magni- 
tudes were converted to j magnitudes, taking the average value for 
(j - V) as 0.7. The results were also corrected for the Om2 zero 
point error in the step scale calibration. The mean regression line 
and the standard deviation were calculated as before. 
plate 1920 (field I) 
m = 0.97 x m + 0.54 (two rejections) 
cos ss 
6 = Om26 
plate 1920 (field II) 
m = 1.07 x m - 1.42 
cos ss 
a = 011127 
plate 1915 (field III) 
m = 1.05 x m - 0.85 (one rejection) 
cos ss 
a = 011123 
This indicates a good agreement between the step scale results and 
the COSMOS measurements. 
It is more difficult to make visual estimates of 
galaxies 
because of the variety of different types of galaxy. 
The galaxies 
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TABLE 2.9a 
Comparison between Step Scale and COSMOS Magnitudes 







19 21.28 20.69 
85 20.75 20.26 
104 20.07 19.92 
169 20.93 21.29 
173 21.10 21.34 
220 20.70 20.52 
239 19.65 19.46 
268 21.05 20.91 
(311 20.55 19.39) 
317 19.30 19.26 
342 19.02 19.01 
352 20.20 20.07 
358 20.40 20.51 
359 21.50 20.68 
390 20.06 19.60 
392 20.45 21.30 
407 19.00 18.99 
436 21.50 20.71 
466 20.14 20.18 
481 20.00 20.09 
507 19.28 19.07 
(519 20.40 19.06) 
532 20.20 20.77 
543 20.25 20.00 
620 19.28 19.63 
638 19.80 20.06 
647 20.06 20.09 









* See figure 3.2a 
Note: The stars in brackets were rejected. 
1/0 - 
TABLE 2.9b 
Comparison between Step Scale and COSMOS Magnitudes 




ss m cos 
11 21.05 20.91 
13 20.98 20.99 
16 21.50 22.03 
30 19.85 20.08 
31 19.85 20.22 
36 20.65 20.07 
43 20.55 20.06 
45 21.28 21.62 
48 21.40 21.23 
52 20.80 21.78 
54 21.05 21.40 
60 20.55 20.64 
64 21.31 21.00 
65 21.95 21.57 
74 19.80 19.78 
75 19.44 19.29 
78 20.80 20.36 
84 21.31 21.45 
95 21.28 21.77 
113 21.19 21.10 
141 19.54 19.48 
155 19.54 19.45 
158 21.75 21.74 
162 20.55 21.24 
174 20.40 20.61 
276 19.80 19.65 
304 21.12 21.17 
346 20.30 20.95 
* See figure 3.2b 
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TABLE 2.9c 
Comparison between Step Scale and COSMOS Magnitudes 
Plate 1915 Field III 
Image No m SS 
in 
cos 
1 20.94 21.05 
5 20.94 21.58 
16 21.32 21.38 
17 20.80 20.87 
20 19.74 19.83 
22 20.50 20.88 
23 19.74 20.23 
28 20.50 20.09 



































* See figure 2.22 
TABLE 2.10 
Comparison between Step Scale and COSMOS Magnitudes 
of Galaxies, Plate 1920 Field II 
* 
Image No m 
ss m cos 
( 1 23 20.18) 
10 22 22.11 
22 22 21.57 
25 21.25 20.54 
28 20.10 20.12 
31 19.80 20.22 
37 22 22.36 
47 21.25 21.62 
49 21.24 21.07 
51 20.10 19.93 
57 19.80 19.69 
61 20.70 22.03 
66 20.70 21.45 
72 21.25 21.39 
91 21.25 21.20 
98 20.10 20.93 
105 20.10 20.39 
109 20.70 20.71 
111 20.70 21.93 
118 22 22.21 
136 20.10 19.70 
140 21.25 21.88 
160 18.30 19.05 
(194 20.70 22.91) 
234 20.70 20.86 
338 20.10 19.49 
378 19.80 19.49 
473 19.20 19.27 
* See figure 3.2b 
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in the step scale are all early type galaxies, and the majority 
are face -on. Due to the problems in making the visual estimates, 
the step scale magnitudes of the faintest galaxies are uncertain. 
Table 2.10 gives a list of the results. The relationship between 
the COSMOS magnitudes and the step scale magnitudes was: 
m = 1.09 x m - 1.66 (two rejections) 
cos ss 
6 = 011.136 
2.15 The Limiting Isophote 
As explained in chapter 1, it is impossible to measure the 
total magnitude of a galaxy because of the extensive, low intensity 
halo. Instead an isophotal magnitude can be calculated from the 
luminosity within a limiting isophote. In the case of the magni- 
tudes determined from COSMOS measurements, extra tests had to be 
carried out to determine the limiting isophote. 
First, the profile of the galaxy NGC7144, plate 2520, was 
examined. This galaxy is morphological type El, with nearly circular 
isophotes, and the magnitude out to the isophote of 26 mag aresec -2 
is V = 11.12 (Sandage 1975). This galaxy was mapped using COSMOS and 
the N -S cross -section through the centre is shown in figure 2.23a. 
The nucleus of the galaxy is saturated, but the envelope can be 
detected at large distances from the nucleus. In fact the outer 
limits of the galaxy are not reached in the region mapped which is 
approximately 9 arcmin square. It can be seen that on the outskirts 
of the galaxy, the difference between the intensity of the galaxy 
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FIGURE2.23A N -S CROSS- SECTION THROUGH NGC7144. 
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FIGURE 2.23B N -S CROSS -SECTION THROUGH NGC7144, 
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to the graininess. Closed isophotes can only be drawn for intens- 
ities above the noise level, i.e. intensities greater than a few 
percent of the night sky. De Vaucouleurs in his method of galaxy 
photometry, (Obitts, Gallet, Jones & de Vaucouleurs 1967), extends 
the isophotes by smoothing the intensities in the galaxy envelope 
by convoluting them with a gaussian. In this way isophotes can be 
found down to a level of a few thousandths of the sky intensity. 
Another method is used by Oemler (1976), who obtains a smooth radial 
distribution for the light of elliptical galaxies down to at least 
m = 26 mag aresec -2 by averaging the distribution round the galaxy. 
Figure 2.23b shows the profile of NGC7144 with the outer parts of 
the galaxy smoothed. First the star images were removed by replacing 
their intensities with a linear interpolation between the intensities 
on either side. Then, the smoothing was carried out by convoluting 
the data with a gaussian. 
Once the noise has been removed, the intensity decreases 
fairly smoothly in the outer parts of the galaxy and the shape of the 
profile is unaffected. The remaining irregularities are mainly in 
places where the star images have not been completely removed. The 
result from NGC7144 shows that the true intensity distribution and 
the noise can be separated, and so the observed intensity distribution 
in the galaxy image can be represented by the following formula: 
I(x,Y) = Ig(x,Y) + Isk 
Y 
+ In(x,Y) 
where I is the true intensity distribution in the galaxy, I 4 
describes the random fluctuations about the zero point due to the 
graininess of the emulsion and the gradual variation due to local errors. 
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In the absence of photographic noise, the observed intensity 
distribution would decrease in a series of steps corresponding to 
the transmission levels on COSMOS. The light of the galaxy could be 
detected to intensity AI, corresponding to the interval between the 
average sky transmission and one transmission below this. In this 
case, the magnitude calculated from the summation of the intensities 
is the magnitude within the isophote AI. 
The presence of noise firstly affects the determination of 
the sky intensity in the region surrounding the galaxy. Here, 
I(x,y) = Isk 
Y 
+ In(x,y), and the values of I(x,y) are averaged to 
find the measured value of Isky, which will contain a small error, 
El, because In(x,y) will probably not average to zero. Once the sky 
intensity has been subtracted from the galaxy distribution, 
I(x,y) = Ig(x,y) - sl + In(x,Y) 
The luminosity is calculated by summing the values of I(x,y) every 
8 pm, and so the error arising from the determination of the sky 
intensity is multiplied by the area, A, of the galaxy region. A 
second error, e2, occurs because the sum of the values of In(x,y) in 




x A + E2. 
The noise causes errors in the luminosity, it does not affect the 
lowest intensity level above the sky background detected by COSMOS. 
The galaxies considered in this survey are much more distant 
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than NGC7144, and there are two factors affecting the profiles of 
galaxies at different distances. More distant galaxies have smaller 
angular sizes, and for the faint galaxies observed on the Schmidt 
plates, their sizes are comparable to the width of the 'seeing disk' 
i.e. the size of the images of stars whose light has been spread out 
by atmospheric turbulence. For nearby galaxies, the effect of 
atmospheric turbulence on the profile is negligible, except in the 
nucleus. However, in the case of distant galaxies, the true pro- 
files are spread out and altered considerably. In particular, light 
from the centre of images is scattered to the edges, and the more 
distant the galaxy, the larger the fraction of the total luminosity 
which lies below the threshold of detection. This means that the 
outer envelope of distant galaxies cannot be detected. Figures 2.24a 
and b show the intensity profiles of two galaxies on plate 149 which 
have corrected magnitudes of 19.31 and 20.76 respectively. (The 
profiles were plotted from uncorrected transmissions.) Although the 
profiles of these images are different from that of NGC7144, the 
intensity distribution can still be considered in three parts: 
contributions from the galaxy and from the sky, on which the noise 
is superimposed. The threshold of detection by COSMOS will still be 
AI as defined above. However, the decreased signal to noise ratio 
for the fainter images will cause larger errors in the magnitudes. 
2.16 Analysis of Errors 
The root mean square errors in the data found when comparing 
the COSMOS magnitudes of stars with standard magnitudes arise from 
both photographic and photoelectric errors. A series of tests was 
- 179 - 
FIGURE 2.24A INTENSITY PROFILE OF A GALAXY OF 
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FIGURE 2.2.46 INTENSITY PROFILE OF A GALAXY OF 
MAGNITUDE 20.76, PLATE 149. 
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performed to determine the contribution of each source of error to 
the total error. It was assumed that all types of error had a 
normal distribution so that for an r.m.s. error, o, the fraction of 
points with an error E is 
N(s) = 
This means that the total r.m.s. error, 6T, is the root of the sum 
of the squares of the individual errors, ai, i.e. 
aT2 ui2. 
Altogether six sources of error were investigated. The errors in 
the magnitudes from COSMOS mapping consists of COSMOS measurement 
errors, photographic errors (due to graininess and local errors), 
calibration errors and errors arising in the deconvolution of 
transmissions. In addition there are errors in the standard magni- 
tudes which include photoelectric errors and errors in the photo- 
graphic standards found by calibrating the COSMOS log(area) in terms 
of photoelectric magnitude. The errors in the star magnitudes are 
discussed first, using data mainly from plates 329, 330 and 950. 
The error in the magnitudes arising from COSMOS measurement 
was found by comparing two measurements of the same region on plate 
1920. The relation between the two sets of transmissions was 
T2 = T1 x 0.98 + 1.12, 
and the r.m.s. deviation from this relation for a region of the sky 
background was 
6T 
= 2.751, where 6T2 = aT12 + T2 
2 
. Since the 
slope of the relation between the sets of transmissions is almost 
unity, 
T1 u T2 = 
1.945. 
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The main cause of error in the magnitudes is the error in 
determining the average sky background intensity. An error E1 in 
the calculated sky intensity will produce the same error in each 
of the intensity points in the image when the sky is subtracted. 
Therefore as mentioned in the previous section, the error in the 
luminosity will consist of the error in the sky intensity multiplied 
by the area of the image, plus a contribution from the error in 
transmissions of the image. Since the latter error is much smaller 





the r.m.s. errors in the transmissions of individual points. If 
the transmissions are averaged over an area A, the r.m.s. error in 
the result will be decreased. For a random distribution the stand- 
ard deviation decreases with the square root of the size of the 
measuring sample, and in this case a a 1 / 1/A. However, in section 
2.4 it was shown that this relation does not hold on these scales 
in the case of the photographic plate because of local errors. An 
empirical relation found from the data in table 2.4 is a « A 
0.33. 
In determining the magnitudes from COSMOS mapping, the area used for 
the star region was about 30 x 30 x (8 pm)2 units, while the total 
area for the image plus the background region was 70 x 70 x (8 pm)2 
units. Therefore the area of the background region was 4000 (8 pm)2 
units, giving the r.m.s. error in calibrating the background trans- 
mission of GTl` 
= GT2 = 0.126. 
This error can be converted into intensity using the slope of 
the Baker density- transmission to give GA, and the slope of the 
Baker density -log(intensity) relation to give G log I. 
Then the 
- 183 - 
r.m.s. error in the intensity of the sky background is: 
G = 
I logl x Isky 
The error in the luminosity was calculated as follows: 
oL = A x a 
alogL 
I 




A x S 
Isky 
x ólogl 
A is the image area and S is the average surface brightness of the 
image, i.e. the average value of the intensities after the sky 
background has been subtracted. The error in the magnitude is: 





The ratio Isky/-§ was determined from the stars on several plates. 
It increased exponentially with magnitude, and is of the form 
Isk /S = 100.4(m 
- const). 
The value of the constant depends on the 
Y 
width of the stellar intensity profile and the sky background magni- 
tude, and therefore varies slightly from plate to plate. For plate 
330 the constant equals 15.81 and this value was adopted throughout 
the reduction of the star data. Since the error in magnitude depends 
critically on magnitude, all the errors are given for a star of 
magnitude 20 in the first instance. For plate 1920, ßlogl = 
0.00068 
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and for a star of magnitude 20, the error due to COSMOS measurements 
is 6 = Om082. 
A similar method was used for finding the error due to the 
graininess and the local errors of the photographic plate. The 
transmission values of the same region on two photographic plates 
were compared. Plates 329 and 330 were used. The mean relation 
between the transmissions was: 
T330 T329 




The errors are larger for plate 330 because the sky transmission is 
larger. It was found that the r.m.s. deviation from the mean 
relation was 
0 = 1.969 







This gives the error in the magnitude of a star with m = 20 of 
0 
329 
= Om076 a 
330 = Om111 
These errors are the combined COSMOS and photographic errors, and 
have to be compared with the COSMOS error from plate 1920 to find 
the photographic error alone. However the scale of the errors 
differs from plate to plate, and before the comparison can be made 
the errors have to be reduced to a standard system. The r.m.s. 
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scatter in the transmissions of the sky background depends on two 
factors. As shown in section 2.4, the ratio 
cYT 
/T increases with 
decreasing T. This is because the graininess increases with density. 
The densities of the sky background on the plates varies from 0.4 to 
1.2, and in this range aT /T increases very slowly and almost linearly 
with decreasing T. An average relation was found by examining the 
variation of c3T /T along several step wedges. 
a 
T - = -0.00013 x T + 0.062 
T 
The second effect arises because the E.H.T. voltage for the photo - 
multiplier on COSMOS can be raised or lowered to increase or de- 
crease the transmission values. For one step of a step wedge, 
measured at different E.H.T. settings, the relation between aT /T 
and T was: 
aT 
- = 0.00014 x T + 0.037. 
T 
Most of the variation in the average sky transmission from 
plate to plate is due to different background densities. All the 
errors arising in the photographic emulsion were reduced to values 
corresponding to a sky transmission of T = 50, which is equivalent 
to a density of 0.9. The average sky transmissions of plates 329 
and 330 were 30.0 and 44.5 respectively, so the errors were increased. 
On plate 1920, however, the background transmissions are high 
(T = 78.2), while the background plate density is approximately 1.1. 
This was due to the E.H.T. voltage on COSMOS being increased. 
The 
r.m.s. error on this plate was scaled to give the error 
in the COSMOS 
measurement corresponding to T = 50. 
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The average of the combined COSMOS and photographic errors is 
0.122. The error in the magnitude due to COSMOS measurement only 
is 
acos 
0.052, so the error from photographic effects for a star 
with m = 20 is apg = 0.110. (A complete set of results is given 
in table 2.11.) 
In a plot of COSMOS magnitudes of one plate against the mag- 
nitudes of another, the scatter of points is due to COSMOS errors, 
photographic errors, calibration errors and deconvolution errors. 
The calibration errors were estimated by finding the r.m.s. errors 
in the magnitudes from undeconvoluted transmissions for plates 329, 
330 and 950. The errors in the magnitudes of pairs of plates were: 







From these relations, it was found that: 
6329 = 0.110 
0 
330 = O11.1179 
0 
950 = 0501 
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Taking the average, 6 = 0.142, which gives the calibration error 
6ca1 0.073 
This process was repeated for the magnitudes from deconvoluted 
transmissions. For plate 329 the errors were larger after decon- 
volution. However, this was because only a few stars remained 
unsaturated after deconvolution and larger errors are expected in a 
fainter sample. The combined r.m.s. error in the magnitudes of 
plates 330 and 950 was 011.101 smaller after deconvolution. From these 
results it was concluded that there is a negligible error due to 
deconvolution, and any apparent change in the error is due to the 
fact that a different sample was examined. (Some stars had to be 
rejected during deconvolution either because the minimum transmission 
became too small to be converted into intensity, or because the 
luminosity because negative due to the effects of surrounding images.) 
Since there is no increase in the error due to deconvolution, 
the error in the standard magnitudes was calculated using magnitudes 
from uncorrected transmissions, (so that a larger sample could be 
used). The mean relations and standard deviations are given in 
figures 2.14a, b and c. As the errors in the COSMOS magnitudes were 
known, the error in the standard magnitudes (both photoelectric and 
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photographic) could be found from the combined error. From plates 
329, 330 and 950, the errors calculated for the standard star 
magnitudes at m = 20 and Tsky = 50 were 0.137, 0.138 and 0111 
respectively. The average error of 
st 
= 0.129 was taken. 
The error in the photographic standards from the coarse 
measurement data was found by comparing those magnitudes calculated 
from plates 329 and 330, omitting the values which had been rejected 
as explained in section 2.12. It was found that the combined error 
was 0.100 which corresponds to an error of 0.054 for one plate for 
a star of magnitude 20. Therefore the error in the photographic 
standards is a = 0.054. This gives an r.m.s. error in the ps 
photoelectric standards of c 
pe 
= 0.117. 
Table 2.11 gives the errors for star magnitudes in the range 
m = 19 to 22. The errors in the COSMOS magnitudes are all given for 
Tsk 
Y 
= 50. If the average sky background transmission is not 50, 
the approximate error can be found by multiplying the value in the 
table by the ratio of the actual transmission to the value 50. 
The errors in the galaxy magnitudes were analysed using the 
results from plates 92, 149 and 204. In the case of galaxies, the 
errors are more difficult to reduce to a standard system. Galaxy 
images are different shapes and sizes, and different region sizes 
were used for calculating the magnitudes depending on the coarse 
measurement x and y extents. Smaller areas were used for smaller 
images, and so the ratio Isk 
Y 
/S did not increase as fast as 10 
0.4m 
For plate 149 the mean relation was: 
Isky 100.205m - 2.676 
S 




Errors in the Magnitudes of Stars 
apg a 
cal 






19.0 0.020 0.044 0.029 0.057 0.021 0.047 0.051 0.076 
19.5 0.033 0.069 0.046 0.090 0.034 0.074 0.081 0.120 
20.0 0.052 0.110 0.073 0.142 0.054 0.117 0.129 0.191 
20.5 0.083 0.174 0.116 0.225 0.086 0.185 0.204 0.302 
21.0 0.131 0.276 0.183 0.357 0.136 0.294 0.324 0.480 
21.5 0.207 0.438 0.291 0.565 0.215 0.466 0.415 0.760 
22.0 0.328 0.693 0.461 0.896 0.341 0.738 0.814 1.205 
All the errors are given in magnitudes. 
acos 
r.m.s. error due to COSMOS 
ópg 
= r.m.s. photographic errors (due to graininess and local errors) 
acal 
r.m.s. error in calibration 
a = total r.m.s. error in magnitudes obtained from COSMOS 
cm 
Q = r.m.s. error in photographic standards 
ps 
a = r.m.s. error in photoelectric standards 
pe 
ast 
= combined r.m.s. error in standards 
o't 
= total r.m.s. error found when comparing COSMOS magnitudes with 
standard magnitudes 
- 190 - 
and for the other two plates the coefficient in m was even smaller. 
The total errors in the magnitudes for each plate were calculated 
from the r.m.s. scatter of points about the mean relation between 
the magnitudes for pairs of plates. 
This gives: 
092, 204 = 
Om312 











The errors were reduced to those for a galaxy of magnitude 20, and 
Tsky = 50, using the relation Isky /S found for each plate. The 








The average error for galaxy magnitudes is therefore 6cm 
= 0.145. 
This value is similar to the error found for stars. However, 
the error in plate 92 is much smaller than the other errors for the 
other plates. If plate 92 is ignored the average error from the other 
two plates is o = 0.167. This error is larger than the error for stars, 
which is expected because galaxy images are larger than star images of 
the same magnitude. Another factor which may cause an increase in the 
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TABLE 2.12 





19.0 0.035 0.090 0.033 0.102 
19.5 0.045 0.114 0.040 0.129 
20.0 0.056 0.146 0.053 0.165 
20.5 0.072 0.184 0.071 0.210 
21.0 0.091 0.233 0.090 0.266 
21.5 0.115 0.297 0.1].6 0.339 
22.0 0.147 0.376 0.159 0.434 
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dispersion of galaxy magnitudes when comparing plates of different 
exposure times, is that galaxies have a range of surface brightnesses 
and a larger fraction of the total luminosity of some galaxies may 
be recorded on one plate than on another. This effect causes dis- 
agreement between the magnitudes of galaxies fainter than m = 22 on 
plates 149, 92 and 204. 
The reason for plate 92 having such low errors is uncertain, 
but is probably due to the fact that plate 92 was exposed under good 
atmospheric conditions and the images are of very good quality. 
Table 2.12 shows the errors in the magnitudes of galaxies on 
plate 149 for magnitudes ranging from 19 to 22, and reduced to 
Tsk Y 
= 50, so that a comparison can be made between the errors for 
stars and galaxies. The actual errors for plate 149 were smaller 
by a factor of 0.78 because Tsk 
Y 
= 38. For faint images, the errors 
for galaxies are smaller than the errors for stars. This is because 
smaller region sizes were used in calculating the magnitudes of 
faint galaxies. The error in faint star magnitudes could be reduced 
by using smaller region sizes. Provided the areas were large enough 
to include all the image above the COSMOS threshold for detection, no 
systematic error would arise. 
2.17 Conclusion 
The results of the previous sections show that it is possible 
to obtain magnitudes of faint galaxies and also stars from Schmidt 
plates measured by COSMOS. A simple method was adopted because the 
galaxies are all distant and very little of their structure is 
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detected. Their angular sizes are small so that the convolution by 
the atmospheric turbulence smooths and spreads out the profiles 
considerably. Galaxies of the same morphological type at different 
distances have differently shaped profiles. For this reason no 
attempt was made to fit a standard curve to the intensity distribution 
and so it was not possible to extrapolate the distribution to zero 
intensity (an infinite distance from the centre) to obtain total 
magnitudes. The magnitudes are isophotal, the limiting isophote 
depending on the limiting threshold of detection above the sky back- 
ground. The smallness of the galaxy images also made it unnecessary 
to fit a polynomial to the sky background transmissions, because the 
local errors are unimportant over the size of regions used. 
Because of the simplicity of the method, the computer program 
can be used to calculate the magnitudes of many galaxies at a time, 
once the initial tests in each field have been carried out. The 
region chosen for measurement on plates 92, 149 and 204 was about 
2 cm square (about 2 arcmin square) and the COSMOS mapping data for 
this region filled one magnetic tape. From the coarse measurement 
data there were 625 images detected on plate 149, 768 on plate 204 
and 867 on plate 92. (The number of images detected should have been 
greatest on plate 149 because this plate had the longest exposure 
time, but the threshold level was set at a greater distance from the 
background on this plate.) On plate 204, 561 of the images were 
galaxies and the computer program, omitting the part which deconvolutes 
the transmissions, calculated the magnitudes of 235 galaxies in 17 min. 
When the correction to the transmissions were included, the program 
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took 80 min to run, and calculated 229 magnitudes. The other 
galaxies were rejected, mainly because they were overlapping with 
other images. (This plate was taken under poor conditions and the 
images were large.) Some bright galaxies were rejected because they 
were saturated in the centre, and a few faint galaxies were rejected 
because the luminosity became negative, due to an increase in the 
background intensity surrounding them. 
The lower magnitude limit (i.e. the brighter luminosity limit) 
is determined by the measuring machine, depending on its ability to 
measure low transmissions. (This limit should depend on the satura- 
tion point of the emulsion. However the IIIaJ emulsion saturates at 
very high densities, which are not measurable on most machines.) It 
occurs at about magnitude 19 for stars, and for galaxies depends on 
the morphological type, being at least magnitude 18. The upper 
magnitude limit depends on the exposure time for the plate and the 
sensitivity of the emulsion, a measure of which is the contrast, the 
slope of the linear part of the characteristic curve. However, the 
images of coarse measurement area less than a certain value were 
rejected because these images were hardly visible to the naked eye, 
and many of the images below the limit were caused by graininess. 
The lower area limit was chosen to be 10 in (8 um)2 units. This cut- 
off in area will not produce a uniform upper limit in magnitude, but 
it is approximately at m = 22. 
The main source of error is the graininess of the emulsion. 
Apart from distorting the profiles, it produces errors in the deter- 
mination of the sky background intensity, which give rise to errors 
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in the luminosity. Macrofluctuations do not create problems in 
using the step wedge at the edge of the plate to calibrate a region 
in the centre of the plate. On plates 92 and 149 the north wedge 
was measured, while on plate 204 the east wedge was measured because 
the north edge of the plate was completely blacked out. However, 
the results on plate 204 agree with those on the other two plates. 
The COSMOS measuring machine produces systematic errors due 
to the spot being too large and the presence of halos round it. 
However the transmission can be corrected for these errors and the 
remaining errors due to the binning of transmissions are negligible. 
The error in magnitude, determined from the comparison of the 
same galaxies on different plates depends on magnitude, being larger 
for fainter galaxies, where there is a lower signal to noise ratio. 
Over a range in magnitudes from 19 to 22 the average error is 0.3. 
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3. THE OBSERVED N(m) RELATION 
3.1 Introduction 
The method for calculating galaxy magnitudes from COSMOS 
mapping measurements, as described in chapter 2, is not suitable 
for obtaining the magnitudes of a large sample of galaxies which 
is required for determining the N(m) relation. This is partly 
due to the fact that mapping measurements produce large quantities 
of data (the transmission measurements from a square of size 2.5 cm 
fill one magnetic tape), and also because the computing time 
necessary to calculate the magnitudes of large numbers of galaxies 
from such data is prohibitive. 
The coarse measurement mode of operation on COSMOS was how- 
ever designed to detect and measure a limited number of parameters 
for large numbers of images. As explained in section 2.2, images 
are detected when they have transmissions lower than a specified 
threshold level. For each image ten parameters are output, includ- 
ing the x and y coordinates of the centre of the image on the plate, 
the area of the image at the threshold, and the minimum transmission. 
In each region in which the N(m) relation was to be found, the whole 
area was measured using the coarse measurement mode, and a small 
region of about 2 cm square and the step wedge were mapped. Once 
the magnitudes of several hundred galaxies had been calculated from 
the mapping data, a polynomial was fitted to the empirical relation- 
ship between magnitude and the logarithm of the coarse measurement 
area of these galaxies. The magnitudes of the galaxies in the rest 
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of the region were then calculated from the coarse measurement 
data using the polynomial. 
This chapter describes the method used for determining the 
N(m) relation for galaxies in three regions near the south galactic 
pole. In the next section the regions chosen are described, and 
in subsequent sections a more detailed account of the separation of 
stars from galaxies is given, and the method for calibrating magni- 
tudes in terms of coarse measurement area is explained. Finally, 
the observed N(m) relation is given for each region. 
3.2 A Description of the Areas Used 
Of the three regions chosen, two are on plate 1920 and one 
is on plate 1915. All the fields are situated within l0° of the 
south galactic pole, (see figure 3.1), where the effects of selective 
galactic absorption are minimised. Details of plates 1920 and 
1915 are given in table 2.2, section 2.3. The regions have been 
designated fields I to III. Field I is of size 10 cm by 15 cm and 
is on plate 1920, to the north of the centre of the plate, while 
field II is to the south of the centre and is of size 10 cm by 10 cm. 
Field III, on plate 1915, includes part of the globular cluster 
NGC288 and is 5 cm by 15 cm, being bound on the north side by the 
galaxy NGC253. 
These regions were originally chosen because there is a 
sequence of star magnitudes determined by electronography in each 
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FIGURE 3.1 MAP OF THE THREE FIELDS INVESTIGATED. 
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(unpublished). Areas of about 2 cm square coinciding with the 
sequences were mapped by COSMOS. However, the electronographic 
magnitudes were found to be unreliable and these magnitudes were 
not used to check the COSMOS magnitudes. Instead the step scale 
method was used to check the star magnitudes, and the results have 
been described in section 2.14. On plate 1920 the galaxy magnitudes 
from the COSMOS mapping of these regions were used to calibrate 
log (A) derived from coarse measurement in terms of magnitude. 
However, on plate 1915, the electronographic sequence was close to 
NGC288 and the region was not suitable for obtaining galaxy magni- 
tudes. Another region of 1 cm square was mapped to provide the 
galaxy magnitudes for the calibration. Figures 3.2a, b and c show 
maps of these regions. The magnitudes of a representative sample 
of stars and galaxies determined from COSMOS mapping are listed in 
tables 3.1a, b and c. 
The properties of faint galaxies in fields I and II on plate 
1920 have recently been studied by MacGillivray & Dodd (1979). This 
investigation included a comparison of the number density of gal- 
axies in the two fields. In field I there are many distant, rich 
clusters, whilst in field II there is a deficiency. The number 
density distributions are shown in figures 3.3a, b and c. Figures 
3.3a and b are taken from MacGillivray & Dodd. The distribution 
for field III was found using the same method but, while MacGillivray 
& Dodd used a limiting image area of 8.0 arcsec 
2 
, the present sample 
had a limiting image area of 3.5 arcsec 
2 
. Although the graph for 
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FIGURE 3.2A MAP OF CALIBRATION REGION FOR FIELD I. 
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FIGURE 3.2B MAP OF CALIBRATION REGION FOR FIELD II. 
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FIGURE 3.2C MAP OF CALIBRATION REGION FOR FIELD III. 
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TABLE 3.1a 










3 s 18.94 103 21.25 
10 g 21.00 104 s 19.92 
11 20.92 106 21.14 
15 21.85 122 20.64 
18 21.01 134 21.74 
19 g 20.69 137 g 20.81 
35 g 20.47 139 g 19.56 
39 20.91 140 22.22 
42 s 18.87 142 20.72 
51 22.12 178 20.87 
55 21.94 179 g 20.85 
56 21.23 185 21.68 
58 21.80 205 21.59 
60 g 21.14 239 s 19.46 
80 21.31 243 21.35 
85 g 20.26 264 21.66 
87 21.17 265 22.75 
94 21.78 266 21.01 
98 g 18.97 267 
22.85 
100 g 20.87 268 
20.91 
contd... 
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269 g 18.22 361 21.47 
270 20.73 362 21.36 
295 21.61 390 s 19.60 
296 21.72 392 21.30 
316 22.16 393 21.72 
317 s 19.26 394 20.71 
318 21.21 396 g 20.83 
321 22.04 397 20.36 
325 21.56 398 g 19.76 
342 g 19.01 402 20.84 
343 g 21.56 407 s 18.99 
344 22.36 414 22.41 
345 22.54 433 22.10 
346 22.41 434 21.37 
348 g 19.77 435 g 20.47 
352 s 20.07 436 20.71 
356 20.70 437 g 20.88 
358 g 20.51 438 g 20.55 
359 20.68 448 g 20.58 
360 20.77 452 g 20.27 
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TABLE 3.1b 















9 22.67 47 g 21.13 
10 22.11 64 21.00 
11 g 20.91 65 21.57 
16 22.03 66 g 21.45 
17 22.46 71 22.65 
25 20.54 72 21.39 
28 g 20.12 73 22.52 
29 22.23 74 s 19.78 
30 s 20.08 90 21.09 
31 s 20.22 91 21.20 
32 21.84 92 21.56 
36 s 20.07 93 21.17 
37 22.36 94 19.07 
38 21.13 95 21.77 
40 21.00 98 g 20.93 
42 22.36 103 21.52 
43 s 20.06 104 21.55 
44 22.75 105 s 20.39 
45 21.62 106 22.33 
contd.... 
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107 g 19.62 158 21.74 
116 22.18 160 g 19.05 
117 g 20.65 162 g 21.24 
118 22.21 163 g 20.44 
119 21.45 169 g 20.94 
121 g 20.25 173 20.64 
125 21.36 175 22.33 
127 21.70 205 22.31 
128 20.65 210 g 20.25 
132 g 20.85 215 21.82 
133 21.30 217 20.72 
134 20.66 220 s 20.58 
135 18.58 223 21.60 
136 19.70 225 g 22.70 
137 20.43 227 g 20.75 
139 20.57 229 g 20.87 
140 21.33 230 21.86 
141 19.48 252 21.82 
142 21.04 268 21.87 
155 19.45 275 21.64 
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TABLE 3.1c 










1 s 19.21 70 g 20.81 
2 21.61 72 21.84 
11 21.67 77 21.82 
16 21.34 80 22.08 
17 g 20.07 83 g 18.15 
20 g 19.59 85 g 19.80 
25 g 21.45 88 21.51 
26 22.35 89 21.23 
33 21.59 90 21.41 
34 g 20.08 91 s 19.41 
36 21.08 93 s 20.74 
43 21.42 94 g 21.59 
44 20.67 106 g 19.82 
45 20.73 109 21.48 
46 20.98 112 22.39 
50 20.29 116 20.89 
57 s 19.09 117 21.64 
60 20.87 120 21.18 
64 s 19.15 121 s 19.60 
65. g 19.63 130 g 20.28 
contd.... 
208 
TABLE 3.1c (contd.) 
Image Image Magnitude Image Image Magnitude 
Number Type Number Type 
132 g 20.77 191 g 20,09 
136 21.68 192 g 21.05 
138 g 20.17 198 s 19.92 
143 22.65 200 21.29 
144 21.52 203 g 20.07 
148 21.12 210 20.86 
149 s 20.09 211 g 20.34 
153 20.91 213 21.31 
155 g 19.89 214 20.43 
159 g 20.03 216 20.03 
163 s 20.32 221 21.91 
164 g 18.80 223 22.34 
165 22.32 225 20.33 
169 s 20.37 226 22.81 
173 20.84 227 20.91 
174 g 22.15 228 20.84 
180 s 19.02 230 21.21 
188 22.00 231 g 19.68 
189 g 20.84 236 20.32 
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field III cannot be directly compared with that for the other 
fields, the clustering seems to be intermediate. 
MacGillivray & Dodd also found differences in the cumulative 
angular diameter counts (log n(d)) for the regions. For angular 
diameters greater than 256 pm there are more galaxies in field II 
than in field I. This is caused by a nearby cluster centred on 
NGC439 in field II. The log n(d) relation increases more rapidly 
with decreasing angular diameter in field I than in field II due to 
the effect of the distant clusters in field I. 
From the results of this study, it is expected that the N(m) 
relation may vary considerably over small angular distances, (the 
distance between the centres of fields I and II is about 3°), due 
to the clustering of galaxies. The results from one part of the sky 
will have to be compared and combined with those from other directions 
to average out the effects of clustering. 
It is of interest to estimate the physical sizes of the regions. 
Calculations were made using the Friedman equations (Appendix I). 
As an example, a galaxy of absolute magnitude M = -21, which is near 
to the characteristic magnitude of the galaxy luminosity function 
(Schechter 1976) was chosen. A region of 10 cm on the plate, or 
1.87 arcdeg, was considered. It was assumed that Ho = 50 km s- 1Mpc -1 
and q = 0.0 to 0.2. At a distance of 850 Mpc, this galaxy will 
0 
have an observed magnitude of m = 19, and the region size will 
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correspond to 25 Mpc across; at a distance of 2050 Mpc, the 
galaxy will have an observed magnitude of m = 22, and the region 
size will be 50 Mpc. If Ho = 100 km s- 1Mpc -1, the values for the 
distance and region size will be approximately the same for the 
same magnitudes, but not exactly so because the redshifts will be 
different in the two cases, and so the K- correction will differ. 
The angular distance spanned by the three fields from the south- 
east corner of field II to the north -west corner of field III is 
100. This corresponds to a region size of 125 Mpc across at a 
distance of 850 Mpc, and to a region size of 250 Mpc at a distance 
of 2050 Mpc. The average size of a supercluster, as measured by 
Abell (1961), is 70 Mpc, for Ho = 50 km s- 1Mpc -1. Therefore the 
effects of superclustering should be smoothed by combining the data 
from the three regions. 
3.3 The Coarse Measurement Data 
The coarse measurement data for the three fields used for 
determining the N(m) relation was obtained by a different method 
from that described in section 2.2, because the COSMOS coarse 
measurement mode was temporarily out of action. Each region was 
mapped at an increment of 16 p m, the data from 5 cm square being 
stored on one magnetic tape. (The 8 pm increment used for measur- 
ing small regions of a few cm square produces too much 
data when 
larger regions are measured.) The reduction of the mapping 
data to 
coarse measurement data was carried out by MacGillivray 
using the 
method of MacGillivray & Dodd (1979) which is described 
as follows. 
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Initially, the average background transmission corresponding to the 
sky intensity was determined in cells of size 2.048 will, the width 
of a lane of mapping data. This was done by examining the frequency 
distribution of transmissions in each cell and taking the trans- 
mission corresponding to the maximum of the distribution. In cells 
affected by bright stars, the background transmission was replaced 
by the average of the values in the four surrounding cells. Poly- 
nomials, typically of 15th order, were then fitted along each lane 
of mapping data. From these polynomials the transmission corres- 
ponding to the night sky could be determined at each point in the 
region. The transmissions were converted to intensities using the 
step wedge calibration and the threshold level for detection of 
images was set at 7% of the night sky. Since the sky surface bright- 
ness at the time of exposure was B = 22.11 mag aresec -2 for plate 
1920, and B = 22.06 mag aresec -2 for plate 1915, the threshold level 
corresponds approximately to m. = 25 mag aresec -2. The error in the 
threshold level was estimated at ±1.5% of the night sky, where 0.5% 
comes from the error in the polynomial fitting (which includes the 
error due to graininess) and 1% arises from the error in the step 
wedge calibration. All the points with intensities greater than the 
threshold were selected and adjacent points, (in the horizontal, 
vertical and diagonal directions), were joined up to form the images. 
Large images straddling lanes or different magnetic tapes were later 
recombined. The parameters stored on magnetic tape for each image 
were the x and y coordinates, the x and y extents, the area at the 
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threshold, the minimum transmission, the sky transmission and the 
threshold transmission. Images with areas less than 3 x (16 um) 
2 
on the plate, or 3.5 arcsec 
2 
were rejected as being too affected by 
noise. 
The accuracy of the coarse measurement data was assessed by 
comparing the images detected with those observed by a visual exam- 
ination of the plate, and it was found that a small percentage of 
the images were not real. The spurious images arose from various 
sources, the most common being the increase in the emulsion density 
round bright stars and galaxies which was not taken into account in 
the determination of the threshold level, and which gave rise to a 
surfeit of faint images surrounding bright images. Also parts of 
the diffraction spikes and halos round stars were sometimes detected 
as separate images. 
At the edges of a region the coarse measurement threshold 
level was not always determined correctly due to 'ringing' of the 
polynomial fitted to the background transmissions. This caused too 
many or too few images to be detected. Other sources of error were 
faults in the emulsion such as marks or scratches which were picked 
up as images, and on plate 1915 there were two satellite trails which 
were detected as a series of images. 
The first set of checks on the data were made using maps of 
the images such as that shown in figure 3.4a covering an area of 
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2.5 cm square on the plate. Areas on the maps where there were no 
corresponding images on the photographic plate were marked, and 
their positions measured. A computer program was written to reject 
all the images in these regions. The numbers of bright stars and 
galaxies which were also rejected by this process were noted (see 
table 3.2). Figure 3.4b shows a sample of data after the correct- 
ions had been made. The total area removed from each field was 1 to 
2 %. 
Further tests were carried out to check the faint images 
more thoroughly in case some were caused by graininess in the emul- 
sion due to the threshold being set too low in some regions. For 
each field an area of 1 cm square on the plate was examined visually 
through a microscope, and the images were classified as those which 
were definitely real, and those which could possibly be due to 
graininess. The criterion for classifying images as being perhaps 
due to graininess was that they were very faint and did not look 
significantly different from the clumps of grains in the surrounding 
background. These images all had COSMOS areas of less than or equal 
to 10 x (16 pm)2 (11.5 arcsec 
2 
), and the numbers increased from a few 
percent at area A = 10 to about 20% at A = 3 (3.5 arcsec 
2 
) with a 
large increase at low areas. This indicates that either the images 
were caused by graininess, or the smaller images were more difficult 
to see. This test was repeated on a small area in field I which had 
been photographed on plates 1916 and 1921 as well as plate 1920. The 
results were compared for two plates at a time. About half the images 
were classified as being perhaps due to graininess on both plates and, 
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FIGURE 3.4A IMAGES DETECTED BY COSMOS COARSE 
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FIGURE 3.4B IMAGES DETECTED BY COSMOS COARSE 
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(SEE KEY TO FIGURE 3.4A) 
- 219 - 
TABLE 3.2 
Rejected Images 
Field Total As % of detected Rejected in error 
No images Stars Galaxies 
I 4217 8.1 62 2 
II 2575 8.8 12 10 
III 1151 5.2 19 1 
-220- 
of the remaining half, equal numbers were classified as real images 
on one plate and graininess on the other and vice versa. In nearly 
all cases a density enhancement was visible at the point where an 
image had been detected by COSMOS, so the correlation of images 
between plates indicates that they are real. However the classifi- 
cation of faint images is a difficult process and the results may 
not be very reliable. In general the images with A = 4 (4.6 arcsec 
2 
) 
or larger are real, but of those with A = 3, about 20% could be due 
to graininess in the emulsion and /or errors in the polynomial fitting 
to the background. None of the faint images were rejected at this 
stage. 
3.4 The Separation of Stars from Galaxies 
The method used for separating stars from galaxies in these 
large regions was basically the same as that described in section 
2.3 and the method of MacGillivray et al (1976). There were however 
slight modifications. The coarse measurement data included the 
average sky transmission round each image as well as the threshold 
transmission and the minimum transmission. As before the logarithm 
of the coarse measurement area, log(A), was used as one parameter 
for the separation, but the second parameter was the logarithm of 
the central intensity of the image with the sky intensity subtracted, 
in units of the sky intensity, i.e. log (Ic - Iskyl, where Ic is the 
Isky / 
central intensity derived from the coarse measurement minimum trans- 
mission using the step wedge calibration, and Isky is the sky inten- 
sity calculated from the average sky transmission. 
- 221 - 
When reducing data in areas as large as 10 cm across on the 
plate, it is necessary to take account of macroscopic errors, or 
local errors in the emulsion. These cause variations in the sky 
transmission over the region, and similar variations in the minimum 
transmissions of the images. Using central intensities in terms of 
the sky intensities, these macroscopic errors are taken into account 
(de Vaucouleurs 1948b). 
In each of the fields, three small regions of 1 cm square, 
(one in the middle of the field and two in diagonally opposite corners) 
were examined by eye, and the images were classified as stars or 
galaxies. Graphs of log 
I - Isky 
vs. log(A) were drawn for each 
Isky 
of the sample regions. It was found that there was no dependence on 
position of the separation criteria for stars and galaxies across a 
field, and combined graphs were formed for each field. The graph for 
plate 1920, field II is shown in figure 3.5. From the graphs, the 
coordinates at intervals along the curve forming the boundary between 
stars and galaxies were noted, and these were used in the computer 
program to separate all the stars and galaxies in the field. (Linear 
interpolation was used to determine the position of the boundary 
between known coordinates.) The error in determining where the bound- 
ary should be was estimated for each region. Images which were within 
a distance, d, on the graph from the boundary were classified as un- 
certain. The values of d are given in table 3.3. 
This method for separating stars from galaxies cannot be used 





















































































































































































































Limiting Areas and Uncertainty in the Separation of 
Stars from Galaxies 
Field Lower Area Limit Upper Area Limit Width of Uncertainty Zone 
(units of (16 11m) 2) (units of (16 pm) 2) (cm on graph, fig. 3.5) 
I 10 250 0.2 
II 13 250 0.2 
III 10 250 0.3 
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to 21. Fainter than 21st magnitude, the visual distinction between 
stars and galaxies becomes difficult because star images cease to 
have dense cores. At the bright limit the images become saturated, 
so that the measured central intensity is the same for stars and 
galaxies and the criterion for separation no longer holds. The 
lower and upper limits of the areas of the images used in the 
separation are given in table 3.3. 
There are several types of error affecting this method. 
Random errors arise from visual misidentification and from the effects 
of the graininess of the emulsion on the area and minimum transmission 
of the images. There may also be an error in determining the boundary 
for separating stars and galaxies depending on factors such as the 
plate exposure time and the atmospheric seeing. 
The error due to misidentification was found by determining 
the number of images which were classified differently during two 
different inspections of a region. This was estimated as 2%. The 
error arising from the graininess of the plate was calculated by com- 
paring the results of the computer separation with the visual separa- 
tion. It was found that there was an error of 8.6% on plate 1920 
(the average of the two fields), and an error of 11.0% on plate 1915. 
(These errors include the 2% error due to misidentification.) 
The error in determining the position of the boundary between 
star and galaxy images may be more serious. For images brighter than 
m. = 20, it is fairly easy to distinguish stars from galaxies, al- 
though compact galaxies and quasars may be wrongly classified as stars. 
For fainter images, the results become more subjective and may be 
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affected by the atmospheric seeing or the exposure time of the plate. 
Bad seeing and a longer exposure time both increase the width of 
images as seen on a photographic plate. 
The dependence of the results on atmospheric seeing and 
exposure time was checked by comparing the classifications given for 
stars and galaxies in the test region on plates 92, 149 and 204. 
For each pair of plates there was 86 to 89% agreement on the classi- 
fication (i.e. an error of 8 to 10% for each plate). The disagree- 
ment was largely due to the affect of graininess on the coarse 
measurement since the numbers of images classified as galaxies on 
the first plate and stars on the second was about equal to the 
number of images classified as stars on the first plate and galaxies 
on the second. On plate 92 there were 2.8% more stars than on 
plate 149, and on plate 204 there were 1% more stars than on plate 
149. As can be seen from table 2.2, plate 204 has the shortest 
exposure time of 60 min, plate 92 has an exposure time of 90 min, 
and plate 149 an exposure time of 120 min. The atmospheric seeing, 
assessed from the quality of the images was good when plates 92 and 
149 were exposed but not so good when plate 204 was exposed. The 
widths of several star images on the three plates were measured. It 
was found that the images were largest on plate 149, on account of the 
long exposure time, and smallest on plate 92 because of the good 
atmospheric seeing. The number of images classified as stars or 
galaxies is therefore correlated with the size of the images, either 
because when the images are small some galaxies are classified as stars, 
or when the images are large some stars are classified as galaxies. 
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TABLE 3.4 
Results of Separation of Stars from Galaxies 
Field Stars* Galaxies Uncertain Uncertain Too Too Total No 
Stars Galaxies Bright Faint of images 
I 8.9 17.5 2.3 3.2 0.4 67.7 47,802 
II 11.1 23.7 3.1 4.9 1.1 56.1 26,801 
III 11.0 20.4 5.1 8.7 1.0 53.8 21,085 
* Percentages of total 
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However, this effect is not very important because the errors it 
causes are small compared with the errors due to graininess. It is 
unlikely that there are large errors in the total numbers of images 
classified as stars or galaxies by this method. 
The results of the separation are shown in table 3.4. In 
each region, the proportions of images of different types were 
approximately the same. Over half the images were too faint to be 
classified. Of the separable images, about a third were stars. 
There was a larger number of images in the uncertainty category on 
plate 1915, for which the width of the uncertainty zone was larger. 
The atmospheric seeing was less good when this plate was exposed. 
3.5 The Determination of Magnitudes from the COSMOS Coarse 
Measurement Mode 
In section 2.12 it was shown that the magnitudes of stars 
can be represented by a second order function of log(A). Only one 
variable is necessary to calculate the magnitudes of stars because 
stellar intensity profiles are all the same shape, since stars are 
unresolved. Neglecting the effects of atmospheric seeing on the 
profiles, two parameters should be necessary to calculate the magni- 
tudes of galaxies of one morphological type, e.g. logic and logA . 
The first parameter accounts for the range in intrinsic luminosities, 
and the other accounts for the range in the widths of the profiles 
due to differing distances. When calculating the magnitudes of 
galaxies of differing morphological types more parameters should be 
used. However, the galaxies studied in this project were in the 
magnitude range 18 to 22 and their diameters were comparable to the 
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diameter of the atmospheric seeing disk, so that the profiles were 
spread out by the seeing, making the profiles of different types of 
galaxy more similar. 
Two types of expression for representing the magnitudes of 
galaxies were tested. Firstly the magnitudes were calibrated in 
terms of the two parameters derived from coarse measurement, logA 
and log 
Ic 
Isky . It was found that this did not give a good 
Isky 
fit, the standard deviation of points from the curve being about 
0.5. The magnitudes depend more on logA than on log le Isky 
Isky 
and the central intensities are affected by grain noise in the 
emulsion. Next, the magnitudes were calibrated against logA only 
using the same method as for stars. The standard deviation decreased 
for fields II and III and increased slightly for field I. Since there 
is no advantage in using a two parameter calibration, a one para- 
meter relation was used. 
Figure 3.6 shows the magnitude from COSMOS mapping measure- 
ments versus logA from COSMOS coarse measurement for galaxies in 
field I, plate 1920. Similar results were obtained for the other two 
fields. There is an approximately linear relation between magnitude 
and log A for galaxies brighter than m. = 21. Extra magnitude 
.determinations were made for bright galaxies using Corwin's step 
scale, described in section 2.14. These measurements confirm that 
there is a linear relationship over a large magnitude range, (see 
figure 3.7). The slope for the relationship between step scale magni- 
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COSMOS mapping magnitude and log A , and there is a zero point differ- 
ence. However, this could be caused by the fact that the step scale 
magnitudes are V magnitudes. 
The m(log A) relation is curved for faint galaxies (m. > 21, 
or log A <1.1), and so a second order polynomial was fitted in this 
region. The magnitude at logA= 1.1 and the slope at this point, 
were set equal to those for the linear relation fitted to the bright 
galaxies. This made sure that the relationship was continuous and 
smooth, and gave two of the three parameters necessary to fit a 
second order polynomial. The third parameter was taken as the magni- 
tude at logA= 0.48, the lower limit. This was estimated from the 
graph by eye. This method ensured that the adopted relation fitted 
the observed one well, and did not produce too large a curvature, as 
did the second order polynomial calculated by the computer using the 
least squares method. A linear relation between m and log A was fitted 
to the star images, because the magnitude range in this case was small. 
The calibrations were determined for stars between magnitudes 
m = 19 and m = 20.05 and for galaxies between m = 18 and m = 22. For 
the star calibration, the upper magnitude limit was set by the limit 
for separating stars from galaxies. The lower limit was set at the 
limit for accurate measurement of star images, determined in chapter. 
2. The lower limit for the galaxy calibration was also obtained in 
this way, but since galaxy profiles have on average, lower central 
surface brightnesses and are less steep than star profiles, the calib- 
ration for galaxies could be extended to brighter magnitudes. All the 
faint images were included in the galaxy calibration and the faint 
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limit is the magnitude corresponding to area A = 3 x (16 im)2, the 
smallest image area. 
The errors in the magnitudes obtained from these calibrations 
depend on the error in the magnitudes from COSMOS mapping measure- 
ment, the error arising from the calibration and the error in log A. 
Assuming the distribution of errors is gaussian, the error in 
the calibration obtained from n galaxies due to the errors in the 
magnitudes from COSMOS mapping mode is m , where a 
m 
is the aver- t- 
age error in magnitude. The errors in galaxy magnitudes were dis- 
cussed in section 2.16, where it was found that the errors depend on 
the magnitude, the density of the plate, and to a lesser extent the 
COSMOS E.H.T. setting. Using the method described, the errors for 
the magnitudes were calculated for m. = 18 to 22 in intervals of one 
magnitude, and the results were divided by the root of the number of 
galaxies with magnitudes in that interval. The average errors for 
the three fields are given in table 3.6a. 
The error in the magnitudes arising from the calibration is 
the r.m.s. deviation of points from the fitted curve, which is given 
in table 3.5. This error also depends on magnitude and the errors 
were calculated in magnitude intervals as above. 
The error in the logarithm of the image area, log A, was 
found by comparing two sets of coarse measurement data of the same 
region. The region used was that from which the galaxy magnitudes 
were obtained on plate 1915. It was found that the r.m.s. error in 
logA decreased almost linearly with increasing logA, from 0.3 at 
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TABLE 3.5 
Polynomials Fitted to Magnitudes in Terms of Log A 
Field I 
Stars m = 24.356 - 3.605 log A 
Galaxies 
Field II 
m = 22.849 - 0.912 log A - 0.861 (logA) 
2 
m = 23.889 - 2.803 log A 
Stars m = 24.131 - 3.391 log A 
Galaxies 
Field III 
m = 22.829 - 0.850 log A - 0.884 (log A)2 
m = 23.893 - 2.790 log A 
Stars m = 24.143 - 3.340 log A 
Galaxies m = 22.239 + 0.398 log A - 1.565 (logA) 
2 
m = 24.130 - 3.038 log A 
log A 5-1.1 
log A > 1.1 
log A 5-1.1 
logA > 1.1 
log A 5-1.1 
log A > 1.1 
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TABLE 3.6 






18.0 0.054 0.035 0.028 0.070 
19.0 0.070 0.180 0.049 0.199 
20.0 0.061 0.326 0.066 0.338 
21.0 0.051 0.472 0.077 0.481 
22.0 0.086 0.618 0.074 0.628 
b) Stars 
Magnitude 
61 2 63 a T 
19.0 0.033 0.113 0.099 0.154 
19.5 0.052 0.167 0.120 0.212 
20.0 0.086 0.221 0.142 0.276 
20.5 0.159 0.274 0.164 0.357 
01 = r.m.s. error in the calibration resulting from errors in the 
magnitudes from mapping. 
02 = r.m.s. deviation of points from the fitted curve. 
a3 = r.m.s. error in the magnitudes resulting from errors in log A. 
0T = combined error. 
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logA = 0.5 (m = 22) to 0.05 at logA = 1.9 (m = 18). To obtain 
the errors in the magnitudes, these errors were multiplied by the 
slope of the m(logA) calibration. The total error in the magni- 
tudes derived from the calibration was found from the root tneaR 
square sum of the individual errors. The errors in the star magni- 
tudes were calculated in a similar manner, and are listed in table 
3.6b. 
It was stated in section 2.15 that the galaxy magnitudes 
obtained from COSMOS mapping measurements are isophotal magnitudes, 
the limiting isophote being one intensity increment as measured by 
COSMOS above the average sky intensity. An attempt was made to 
verify this value of the limiting isophote for the galaxies in the 
three fields under investigation. One method of obtaining an inde- 
pendent value for the limiting isophote is to assume a standard pro- 
file for a galaxy and to compare the luminosity calculated from 
COSMOS measurements with the calculated luminosity within a parti- 
cular isophote. Several relatively bright elliptical galaxies 
(m = 18 to 19) were chosen from each field. Their intensity profiles, 
except in the centres obeyed the de Vaucouleurs exp( -r4) law (de 
Vaucouleurs 1962). 
If I is the average intensity of two isophotes, AI is the 
difference between them and AA is the area of the image lying between 
the isophotes, then, following de Vaucouleurs (1977), a quantity Q 
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Q represents the change in luminosity per intensity isophote, and 
has units of area. A graph of log Q vs. logl for successive 
isophotes is a straight line, as shown in figure 3.8, and an extra- 
polation of this graph can be used to obtain the total luminosity of 
the galaxy, or the luminosity within a faint isophote. For each of 
the selected galaxies log Q and log I were determined out to an 
isophote of about 24.8 mag aresec -2 which is above the noise level 
due to graininess of the emulsion. The luminosity within this iso- 
phote was also calculated and compared with the luminosity corres- 
ponding to the COSMOS magnitude (obtained from mapping measurements). 
From the log Q (log I) relation the isophote which gives rise to the 
COSMOS magnitudes can be found. 
For each galaxy the ratio of the limiting isophote to the 
expected value of the limiting isophote, i.e. one intensity increment, 
was calculated. The average of this ratio was found to be 1.48 with 
a satndard deviation of 1.22. (One galaxy was rejected because the 
ratio was greater than three standard deviations from the mean.) 
Since the limiting isophote is close to the expected value, consider- 
ing the large errors, it was assumed that the limiting isophote can 
be correctly obtained from the smallest intensity increment. The 
values for the three fields, calculated from the smallest intensity 
increment are: 
plate 1920, field I 27.96 mag aresec -2 
plate 1920, field II 28.33 mag aresec -2 
plate 1915, field III 28.01 mag aresec -2 
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isophotal magnitudes with the limiting isophotes as above, because 
they were determined by calibrating image agea against the magni- 
tudes from COSMOS mapping measurements. 
3.6 The F(m) Relation for Stars 
Although the aim of this project was to study the N(m) 
relation for galaxies, the results for stars were also examined in 
the form of the numbers of stars in a given magnitude interval, or 
the F(m) relation. (The differential apparent luminosity function 
will be denoted by F(m), while the cumulative apparent luminosity 
function will be denoted by N(m).) 
In each field, the stars, including those in the uncertain 
category were binned according to their coarse measurement area. 
The magnitude corresponding to the centre of the area interval for 
each bin was calculated using the m(logA) calibration derived in 
the previous section. In each bin the numbers of stars were scaled 
depending on the slope of the m(A) relation to give the results in 
numbers per unit magnitude interval. The results were also corrected 
to numbers /square degree in order that the results from different 
fields could be compared. 
The F(m) relation was determined using this method for stars 
fainter than m = 19, which is the brighter magnitude limit of the 
calibration. The faint limit was set by the limit of the separation 
of stars from galaxies. This limit was m = 20.34 for field I, 
m = 20.74 for field II and m = 20.80 for field III. (The limit for 
field I is lower because the lower area for the separation of stars 
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from galaxies was set to image area A = 13 instead of A = 10 as in 
the other fields.) Figure 3.9 shows the graph of log F vs. m for 
plate 1920, field II. The relation was similar for all fields. 
There was a gradual increase in the numbers of stars from m = 19 to 
m = 20, and then fainter than m = 20 the numbers start to decrease. 
The errors in log F were estimated from the numbers of images 
classified as uncertain stars or galaxies. LogF was recalculated 
first using only the stars in the definite category, and then includ- 
ing all the stars plus the galaxies in the uncertain category. For 
stars in the range m = 19.0 to 19.9, this gave an average error in 
log F of ±0.05 for plate 1920 fields I and II, and ±0.08 for plate 
1915. Then the errors gradually increased to about ±0.1 at m = 20.0 
to 20.4. Fainter than this, nearly all the stars and a large portion 
of the galaxies were in the uncertain categories and the errors were 
very large, indicating that the separation was no longer accurate. 
For images brighter than m = 20, it is fairly easy to dis- 
tinguish stars from galaxies. The most plausible explanation for 
the decrease in the numbers of stars fainter than this is that the 
stars become less easy to detect as their images become less dense in 
the centre and look like galaxies. The fainter the images, the larger 
the proportion of stars that are misclassified as galaxies. This 
interpretation of the log F(m) relation was favoured because it is 
unlikely that the true luminosity function for stars would decrease 
in this way. If the number of bright distant stars tends to zero 
because the outer extremities of the galaxy have been reached, this 
should not affect the log F(m) relation significantly, because there 
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A straight line was fitted to logF(m) between m = 19 and 
m = 20 using the least squares method, minimising the residuals in 
log F. The results were: 
log F = 0.0709 x m + 1.2192 field I 
log F = 0.1234 x m + 0.2318 field II 
log F = 0.1368 x m + 0.0606 field III 
and the average standard deviation of points from the lines was 
G = 0.047. The slopes of the lines vary from field to field and the 
slope is correlated with the numbers of stars. For instance, at 
m = 19.5 log F = 2.60 for field I, 2.64 for field II, and 2.72 for 
field III. 
The difference in the log F(m) relation could be partly due 
in the separation of stars from galaxies. However, the 
errors in the numbers of stars and galaxies detected in section 3.4 
by comparing the results from the same region of the sky on plates 
92, 149 and 204 were only a few percent, and the percentage of 
galaxies detected could be correlated with the atmospheric seeing 
and the exposure time. 12% more stars per unit area were detected in 
field II than in field I and 11% more stars were detected in field III 
than in field II. Plates 1920 and 1915 have identical exposure times 
and the plates have the same background density (D = 1.08). The 
atmospheric seeing is better on plate 1920 than on plate 1915, but 
contrary to the results from the comparison of the numbers of stars 
detected on plates 92, 149 and 204, a larger percentage of stars were 
detected on plate 1915. The fact that field III (plate 1915) contains 
NGC288, a globular cluster, did not affect the results which were the 
same if the region surrounding NGC288 was omitted. 
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Another possibility is that the variation from field to 
field in the log F(m) relation could be caused by an error in the 
magnitude calibration. The log m (log A) relation was similar for 
the three fields, but not identical, the slopes of the calibration 
being -3.605, -3.391 and -3.340 for fields I, II and III respectively. 
Some difference in slope is expected from plate to plate because the 
isophotal areas of images of the same magnitude depend on the atmos- 
pheric seeing. The fact that the slope for field I is larger could 
partly account for the slope of the log F(m) relation for field I 
being so low. However, altering the calibration is not enough to 
make the slope of the log F(m) relation the same as that for the 
other two fields. It seems likely therefore that the differences in 
the log F(m) relations are partly real. 
The average log F(m) relation was taken as: 
log F(m) = 0.1183 x m + 0.3608 (3.1) 
giving half weight to the result of field I. 
This was compared with the expected apparent luminosity 
function calculated from theoretical models. Two recent determinations 
of the distribution of mass in the galaxy indicate that the density, p, 
varies as a power law with the radius, R. Sanders & Lowinger (1972) 
used the infrared observations of the nucleus of the Galaxy by Becklin 
& Neugebauer (1968) to give p « R 
-1.8 
for the nucleus. A study of 
RR Lyrae variables in the Galaxy by Oort and Plaut (1975) gave p 
« R 3.0. 
It was assumed that the number density of stars as a function of 
distance, r, from the Sun in the direction of the south galactic 
pole 
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is given by n(r) = k r 
-a 
where k and a are constants. The number of 
stars at a distance r in a solid angle Q is 
dF = Qr2 n(r) dr 
and the number of stars of apparent magnitude m and absolute magni- 
tude M is 
dF(m) = 2r2 n(r) (1)(M) dr 
where c(M) is the fraction of stars with absolute magnitude M. 
Using m- M= 5 x log r- 5, 
dF (m) = - 2r2 n (r) sb (M) r 
dM 
5 ixt3de' 
or, substituting for r in terms of m and using n(r) = k r 
-a 
dF(m) _ k 10(0.60 . 2 ) ( m 5 ) (M) dM 
5 itb,e 
Integrating over all absolute magnitudes: 
M 
F(m) = + - 2 10(0.6 - 0.2a.) (m+ 5) r b 10(0.6 - 0.2a) (-M) dM 
5 ol M 
Since the integral is independent of m, it is a constant, 
and F(m) « 10 
(0.6 - 0.2a) (rra+ 5) 
or log F(m) = const + (0.6 - 0.2a) m 
From equation (3.1) the value of a obtained is 2.41 with a standard 
deviation of ±0.08, i.e. using the number counts of stars between 
m = 19 and m = 20, the number density of stars decreases as r -2.41 
with height above the plane of the galaxy. This result cannot be 
compared directly with the other two values of a given above, because 
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the distances were measured from the Sun instead of the centre of 
the galaxy. However it is interesting to note that the value of a 
obtained is intermediate between the other two. 
3.7 The N(m) Relation for Galaxies 
First the F(m) relation for galaxies was determined using 
the same method as that for the stars. Initially all the images 
which were too faint to be separated into stars and galaxies were 
included in the counts, supposing that they were galaxies. As before, 
the images were binned according to coarse measurement area, and the 
magnitudes corresponding to the centre of the area interval were 
calculated using the m(log A) relation for galaxies. For areas 
larger than A = 28 x (16 pm)2, the galaxies were binned according to 
log A in intervals of 0.03. The numbers were again scaled to give 
the results in numbers per unit magnitude interval per square degree. 
Because of the uncertainty in determining the numbers of faint 
stars, two different methods were used to correct the numbers of 
faint galaxies. The first method assumed that the eye can correctly 
distinguish faint stars from galaxies by examining the images, al- 
though there is no separation of the two types of image in the 
I 
log ( c 
- 1) vs. log A diagram due to the effects of grain noise on 
sky 
the central surface brightness. 
For each field, the numbers of faint stars detected visually 
in each of the calibration regions were counted as a function of image 
size, and the average linear relation between the numbers of stars and 
the image area was found. These numbers were then scaled to give an 
- 245 - 
estimate of the numbers of stars over the whole field. 
The second method assumed that the eye is incapable of 
recognising faint star images, but that the numbers of faint stars 
could be obtained by extrapolating the results for brighter stars. 
As mentioned in the previous section the numbers of stars increased 
to about m = 20 and then decreased at fainter magnitudes. It is 
probable that the number of faint stars was not complete, because of 
the difficulty in detecting faint stars. The log F(A) relation, 
i.e. the number of stars with image area A, is approximately linear 
and increase for images with 30 A 15 (19 m 20). A straight 
line was fitted to the log F(A) relation for each field, and the 
average relation was extrapolated to obtain the numbers of stars with 
small image areas. 
The numbers of stars estimated by these two methods is shown 
in table 3.7. These results probably show the extremes; it is 
likely that the numbers of stars lie between the two relations. The 
estimated numbers of stars with each image area was subtracted from 
the F(A) relation for galaxies. This method for correcting the 
numbers of faint galaxies should not affect the magnitude calibration, 
i.e. m(log A) relation, even though all the images too faint to be 
classified were included in the calibration for galaxies. The 
profiles of faint stars and galaxies are alike, and therefore the 
function m(logA) is similar for stars and galaxies. 
The resulting logF(m) graphs are shown in figures 3.10a, b 
and c. Figures 3.11a, b and c show the corresponding logN(m) relations, 
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TABLE 3.7 
The Average Numbers of Faint Stars (per arcdeg2), 
Estimated Using Methods 1 and 2 
Area ( (16 um) 2) No derived from 
method 1 
No derived from 
method 2 
3 0.0 80.2 
4 0.0 75.9 
5 1.6 71.9 
6 8.1 68.2 
7 14.2 64.6 
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which are the cumulative counts. 
The log N(m) relations, although similar in form in each of 
the three fields show slight differences in slope. This is to be 
expected from the results of MacGillivray & Dodd (1979) who showed 
that there are more distant clusters of galaxies in field I (plate 
1920) than in field II, but more bright galaxies in field II due to 
the presence of a relatively nearby cluster. In field III (plate 
1915) there are more bright galaxies than in the other two fields, 
on account of two nearby clusters. 
The main errors in the log N(m) relation are the errors in 
the numbers of galaxies detected, and the error in the magnitude 
calibration. Random errors in the magnitudes are not important 
because the galaxies were binned and the magnitude error is reduced 
by the root of the number of galaxies in each bin. For example, for 
images with A = 3 (m = 22), the standard error is 0111628, (see table 
3.6), but there were on average 5000 images in this group which 
reduces the error to 0.009. 
The error in the numbers of galaxies depends on the error in 
the detection of faint images by COSMOS coarse measurement, and the 
error in separating stars from galaxies. In section 3.3 the relia- 
bility of the detection of images by COSMOS was investigated and it 
was found that there was only a significant error for images with the 
smallest image area, A = 3 (16 pm)2. Up to 20% of the smallest images 
may not be real. However, the numbers of images detected increases 
fairly smoothly with decreasing image size. For fields II and III 
there is no excess in the number of images with A = 3, as would be 
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expected if some of the images were due to the affects of grain 
noise. In the case of field I, there is a slight excess of images 
with A = 3. This could either be due to very faint clusters of 
galaxies or to grain noise, but should not affect the overall 
results. 
The error due to the separation of stars from galaxies is 
only important for m > 21. Figures 3.10a, b and c and 3.11a, b and 
c show the log F(m) and log N(m) relations without correction for 
faint stars, and then corrected using method two. If the error in 
log N is half the difference between log N with no correction and 
log N corrected using method two, the average error over the three 
fields increases from 0.009 at m = 21 to 0.02 at m = 22. 
The error arising from the magnitude calibration is again 
only serious for faint galaxies. The m(log A) calibration is well 
established in the linear part of the curve, from m = 18 to m = 21. 
For m > 21.5 the r.m.s. magnitude error is 0.628 and there were on 
average about 80 galaxies in each calibration region with m 
> 21.5. 
This gives rise to an error of ±0.07 for faint galaxies, and since 
the slope of the log N(m) relation is approximately 0.5, the error 
in log N for faint galaxies is ±0.035. The combined error from the 
separation of stars from galaxies and the magnitudes calibration is 
±0.04. 
The observed log N(m) at m = 22 is 3.81, 3.75 and 3.79 in the 
three fields respectively. Although these values lie within the 
estimated errors, the differences are to a large extent real, as can 
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be seen by inspecting the plates under a microscope. The variation 
in the number of faint galaxies is caused by clustering or super- 
clustering. 
3.8 The Completeness of the Sample of Galaxies 
The criterion for including galaxies in the sample was that 
they should have image areas of at least 3 x (16 pm)2 on the plate, 
or 3.5 arcsec 
2 
, within the threshold isophote for COSMOS coarse 
measurement of 25 mag aresec -2. In section 3.4 it was shown that 
galaxy magnitudes can be calibrated adequately in terms of log A, 
ignoring the dispersion in the central surface brightness. If 
magnitudes were dependent only on the image area, the sample would 
be complete to m = 22, the magnitude corresponding to the limiting 
area. However, the dispersion in surface brightness is important in 
determining the completeness of the sample, because if low surface 
brightness galaxies are not detected the sample is not complete to a 
given magnitude limit. 
The completeness of the sample was checked by a method 
similar to that used by Oemler (1974), who divided the galaxies in 
his sample into magnitude intervals and then examined the distribution 
of the central opacities of the images in each group. The distri- 
butions were found to be almost gaussian in form, but at fainter 
magnitudes they were truncated due to the fact that low surface 
brightness images had not been detected. Assuming that the distri- 
butions should have been symmetrical, the incompleteness of the sample 
was calculated as a function of magnitude. 
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In this case the images were divided according to image area 
and the distribution of the central surface brightness (obtained from 
T 
min 
of COSMOS coarse measurement) in each area interval was examined. 
Both stars and galaxies were included in the study, and the distri- 
butions were found for each field, using all the images in the field. 
These were also approximately gaussian as can be seen from figures 
3.12a to e. (The form of the distributions is discussed below.) The 
results were approximately the same for each field. For images with 
areas above the limit for separating stars from galaxies, the stars 
are indicated by the shaded regions of the diagrams, and it can be 
seen that at an image area of 40 (46.1 arcsec 
2 
) the stars form a 
separate distribution from the galaxies. As the image area decreases, 
the surface brightness distributions for stars and galaxies merge as 
the galaxies become less well resolved. There is no definite cut -off 
in the numbers at a certain surface brightness in any of the distri- 
butions, but for images with areas less than 10 x (16 pm)2 or 11.5 
arcsec 
2 
the slope of the distributions is steeper on the low surface 
brightness side. This could be caused by the failure to detect all 
the low surface brightness images, or it could be due to the fact 
that stars were included in the diagrams and they may have affected 
the distributions by extending them to higher surface brightnesses. 
The distribution also becomes narrower, which could be caused partly 
by the loss of low surface brightness galaxies and partly because the 
distributions for stars and galaxies merge. 
The fraction of faint images which are stars was estimated by 
two methods in section 3.7. Using the first method which assumed 
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FIGURE 3.12 DISTRIBUTIONS OF CENTRAL SURFACE 
BRIGHTNESS (S.B.) OF IMAGES, PLATE 1920 FIELD II. 
Al IMAGES WITH AREAS OF 46.1 (RRCSEC) 2 
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that the eye could distinguish accurately between faint stars and 
galaxies, the percentage of stars should decrease from about 7% for 
images with A = 9 (10.4 arcsec 
2 
) to zero for images with areas less 
than 5 or 5.8 arcsec 
2 
. If the second method is used and the log F(A) 
relation is extrapolated to smaller areas, the percentages are 19% 
for A = 9 decreasing to 7% for A = 3. For images with areas 8 or 9 
(i.e. 9.2 or 10.4 arcsec 
2 
) the asymmetry in the surface brightness 
distribution is only slight and may be largely due to the inclusion 
of stars. However, for images with areas less than this the distri- 
butions are more truncated and the loss of low surface brightness 
images becomes important. 
The surface brightnesses affected are S ?- 24.5 mag arcsec -2. 
Assuming the distributions should be symmetrical, the number of 
images which should have been detected was estimated for each area, 
and the percentage detected was calculated. For A = 7 and 6 (i.e. 
8.1 and 6.9 arcsec 
2 
) the percentages detected, averaged over the 
three fields, were 90% and 84% respectively. The completeness of 
the sample was not estimated for smaller areas because the distri- 
butions were too truncated to give accurate values. For areas of 
A = 3 the sample may be less than half complete. 
Because of the difficulty in determining the completeness of 
the sample, no attempt was made to correct the N(m) relation for 
undetected galaxies. Instead a value for the limiting central surface 
was obtained, and this was used in the calculations of the theoretical 
N(m) relation described in chapter 4. Using images of areas 6 and 
7 x (16 4m)2, the limiting central surface brightness was found to be 
-2 24.8 mag aresec . 
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So far it has been assumed that the true central surface 
brightness distribution of galaxies with a given isophotal area is 
symmetrical and approximately gaussian. If the central surface 
brightness of galaxies depends on the total luminosity, the numbers 
of galaxies with low surface brightnesses would be expected to 
increase since the number of galaxies decreases with decreasing 
luminosity. However, Freeman (1970) studied the central surface 
brightnesses of galaxies and found that there is little variation 
in the central surface brightnesses of galaxies. He measured the 
intensity profiles of the disk component of spiral and lenticular 
galaxies which is of the form 




(de Vaucouleurs 1962), where I 
o 
is the central intensity and a the 
scale size. He found that I 
o 
was almost constant for all the 
galaxies studied, and equalled 21.64 B mag aresec -2 with a standard 
deviation of 0.30 mag aresec -2. Freeman also used the results of 
Fish (1964) to show that elliptical galaxies have the same central 
surface brightnesses. Fish investigated the relationship between 
potential energy and mass of elliptical galaxies. He assumed that 
the ratio of surface brightness to surface density is constant, i.e. 
M =kL, where M is the mass, L is the luminosity and k is the constant 
of proportionality. Then the expression for the potential energy 
k2L2 
becomes 52 - 
R 
e 
effective radius, i.e. the radius containing half the total luminosity. 
The masses for the majority of the galaxies were calculated from the 
where Q is the potential energy and Re the 
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average mass /luminosity ratio. Fish found that 0 « M3/2 which 
implies that L « Re2 and therefore that the central surface bright- 
ness is constant, assuming that all the galaxies have the same 
intensity profiles. (The quantities which Fish measured were L and 
R 
e 
for each galaxy, and his results, as explained by Disney (1976), 
show that L « Re2 regardless of the relation between potential energy 
and mass). The average central surface brightness for elliptical 
galaxies is 14.8 ± 0.9 B mag aresec -2 as calculated by Disney. 
If it is true that the central surface brightness of galaxies 
of a given type is approximately constant, the observed surface 
brightness from Schmidt plates can be explained without invoking 
further selection effects. The average surface brightness decreases 
with the area of the image (see figure 3.12) but this is because the 
galaxy profiles are convoluted by the atmospheric seeing. The more 
distant a galaxy, the smaller the angular diameter compared with the 
size of the seeing disk, and the more its central surface brightness 
is decreased. The convolution also explains why the range in the 
surface brightness at a given image area is only two magnitudes 
instead of about seven magnitudes which is the difference between the 
central surface brightnesses for ellipticals and the disks of spirals. 
The intensity distribution for ellipticals and the spheroidal compon- 
ent of spirals is 
I r 
log 
I = a 
0 
(3.3) 
(de Vaucouleurs 1948) and is more peaked in the centre than the 
distribution for the disk component of spirals which follows equation 
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(3.2). Therefore the smoothing due to the atmospheric seeing will 
have more effect on the intensity profiles of ellipticals and early 
type spirals where the spheroidal component dominates, and the high 
central surface brightnesses will not be observed. 
However, Disney (1976) claims that the results of Freeman and 
Fish are due to selection effects. He used the de Vaucouleurs' 
intensity profiles (equations (3.2) and (3.3) above) and assumed 
that the constants Io and a are independent, i.e. for any I 
o 
a range 
of values of a can be found. Then he calculated the apparent angular 
sizes of elliptical and spiral galaxies at an isophote of 24 B mag 
aresec -2 as a function of central surface brightness, for a given 
total luminosity. He found that the distribution reached a maximum 
at 21.83 B mag aresec -2 for spirals and 15.31 B mag artsec -2 for 
ellipticals. Since these values are very close to the values 
obtained by Freeman and Fish, Disney believes that their results are 
the consequence of selecting the galaxies whose images look largest 
on photographic plates. 
If Disney is correct, the central surface brightness distri- 
bution for galaxies with image areas larger than 11.5 aresec -2 may 
after all be altered by selection effects. In this case, the complete- 
ness of the sample cannot be determined by Oemler's method. 
The relation between surface brightness and absolute luminosity 
of elliptical galaxies was studied by Strom & Strom (1978). In the 
range -24 5- M 5 -18 they found that the surface brightness is higher 
v 
in intrinsically faint galaxies, which indicates that selection effects 
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dependent on surface brightness should not arise for elliptical 
galaxies with M 
5 
18. Christensen (1975) investigated the luminosity 
function for different types of field galaxies, and discovered that 
there are no elliptical galaxies with -18 - MB - -16. This implies 
that there are two types of elliptical galaxies: giants and dwarfs. 
The dwarf category includes galaxies such as M32, NGC205 and the 
Sculptor galaxy which has a very low surface brightness of 25 B mag 
aresec -2. He also found that there are no faint early type spirals 
with MB - 17.5. For simplicity, it was assumed that galaxies could 
be classified as either giants or dwarfs, and that the dwarf galaxies 
(M 
B 
> -17) could not be detected in the present survey. This cut -off 
in the absolute magnitude was applied in addition to the surface 
brightness cut -off of 24.8 mag aresec 
-2 
. Tinsley (1977) and Ellis, 
Fong & Phillipps(1977) also used MB = -17 as a low luminosity cut -off. 
The selection function (1)(z) for galaxies on the UK Schmidt 
plates has been estimated by Ellis, Fong & Phillipps (1977) by com- 
paring the observed angular diameter frequency distribution, obtained 
from COSMOS measurements, with theoretical models. The results 
depended on the amount of luminosity evolution incorporated in the 
model, on the width of the atmospheric seeing disk, and on the thres- 
hold isophote for coarse measurement data. They found that log qb(z) = 1 
for z 0.1 and then, if a liberal model for luminosity evolution was 
used, (the redshift of galaxy formation, zF = 3.5), log 
(P(z) decreased 
almost linearly with a constant of proportionality of 
about -3.5. The 
decrease was more rapid if the conservative model for 
evolution was 
used, (zF = 6.2). 
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qi(z) cannot be compared directly with the selectivity as a 
function of angular diameter, or isophotal area, because of the 
variety of sizes of galaxies. However, it can be shown that this 
form of selection function holds for the data in the present sample 
by considering the magnitude limit alone. Assuming H = 50 km s- 1Mpc -1 
o 
and qo = 0.02, (the values used by Ellis, Fong & Phillipps), and 
using the standard Mattig (1958) m(z) relation, a galaxy of absolute 
magnitude MB = -17, which is the faint limit, will have an observed 
magnitude of m = 22.31 at z = 0.1. This is too faint to be included 
in the sample. (The K- correction was taken from Pence (1976), the 
last column of table 12, and the luminosity evolution was ignored.) 
This is why log q(z) starts to decrease just before z = 0.1. The 
rate of decrease of log cj(z) will depend on the slope of the lumin- 
osity function at the faint end, and the slope of the m(z) relation. 
From Arakelyan & Kelloglyan (1970), the slope of the luminosity 
function is 0.324 for faint galaxies. The slope of the m(z) relation 
varies with redshift, but the average slope between z = 0.1 and 
z = 0.6 is about 10. This means that if the log ó(z) relation is 
formed by losing all galaxies with observed magnitudes fainter than 
m = 22, the log c(z) vs. z graph should have a slope of about -3.2 
which is close to that found by Ellis, Fong & Phillipps. 
To conclude, the completeness of the sample can be expressed 
as a function of several parameters. Firstly, there is a limit on the 
isophotal area of the images. This is 3.5 arcsec 
2 
, (although, as 
pointed out in section 3.2, some of the smallest images may not be 
real). The limiting central surface brightness is S = 24.8 mag aresec 2, 
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and is the limit on the apparent central surface brightness which is 
measured after the intensity profile of the galaxy has been con- 
voluted by the atmospheric seeing. Thirdly, if there are further 
selection effects acting on the data, which cannot be detected by 
Oemler's method, a limit on the absolute magnitude may be applied. 
This limit is less well defined than the other two, but was initially 
chosen as Mr = -171110. 
3.9 Comparison with Other Magnitude Counts of Galaxies 
Before analysing the log N(m) relation, the data was compared 
with magnitude counts from other sources. Brown (1974) investigated 
the apparent luminosity function of galaxies in a region centred on 
the north galactic pole. He obtained a series of photographic plates 
with different exposure times and hence different limiting magnitudes. 
The number of galaxies on each plate was counted and then the limit- 
ing magnitude for each exposure was derived using photoelectric photo- 
metry to determine the log N(m) relation. Brown combined his results 
with data from various sources, such as Hubble (1934) and Shapley (1957) 
and the mean values for the log N(m) relation were presented in table 
22 of his thesis. 
Brown converted the magnitudes he used to the standard B wave- 
band. In order to compare his data with the present results, the 
magnitudes were converted to the j system using the colour equation 
obtained for stars by Kontizas, given in section 2.3. The relation 
between the B and j colour bands depends on the spectrum of the source, 
and so there will be a small error in applying the colour equation 
obtained for stars to galaxies. At present, no colour equation 
for the 
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B and j bands is available for galaxies. (Oemler (1974) obtained 
a relationship between magnitudes of galaxies photographed on IIIaJ 
emulsion and the standard V band, but his system utilised a Wratten 
4 filter instead of a Schott GG395 filter.) 
The (B - V) colour of galaxies varies from 0.9 for early type 
galaxies to 0.4 for late type galaxies (de Vaucouleurs 1974). Since 
in a survey of distant galaxies the low surface brightness irregular 
galaxies will not be detected so easily as the earlier type galaxies, 
the average value of (B - V) was taken as 0.7. This gives mj =B-0.14. 
In converting from the B to the j magnitude system, the fact 
that galaxies are redshifted must be taken into account. The K- 
corrections are different in the two bands, being larger in the B 
band. The K- corrections for the B band were obtained from Pence (1976) 
and those for the j band were calculated using the galaxy spectra 
obtained by Pence as described in chapter 4. The difference in the 
K- correction as a function of B magnitude was calculated for Sbc 
galaxies (assuming that these galaxies have average properties) and 
applied to the B magnitudes. The corrections were 0m6 or less. 
Figure 3.13 shows a comparison of the results in the present 
study with Broom's data, the B magnitudes having been converted to 
j magnitudes. Either there is a magnitude discrepancy and /or there 
is a discrepancy in log N . Brown's results are for the north galactic 
pole, whereas the present survey is near the south galactic pole, and 
the magnitudes and numbers may be affected by the Local Supercluster, 
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The presence of the Local Supercluster was proposed by 
de Vaucouleurs (1958b) from an analysis of the distribution of 
bright galaxies (M - 13) in the Shapley -Ames Catalogue (1932). 
Pg 
There are many more bright galaxies in the northern galactic hemi- 
sphere than in the southern galactic hemisphere. De Vaucouleurs 
defined a set of supergalactic coordinates based on the observed 
orientation of the plane of the Supercluster. Intergalactic extinct- 
ion in the Local Supercluster was investigated by de Vaucouleurs, 
de Vaucouleurs & Corwin (1972). They found that in the supergalactic 
plane, the selective extinction E(B - V) is greater towards the super - 
galactic centre than in the anti -centre direction. They also esti- 
mated that the total extinction in the B band for light crossing the 
Supercluster through the equatorial diameter is 0.2 to 0.3 magnitudes. 
Since our galaxy is located near the edge of the Local Super - 
cluster, the light of distant galaxies, seen in the direction of the 
north galactic pole, (the direction of the Supercluster centre), will 
pass through most of the plane of the Supercluster and there will be 
about 0.2 to 0.3 of extinction, whereas the extinction for galaxies 
in the direction of the south galactic pole will be negligibly small. 
Therefore the magnitudes of the galaxies in Brown's survey will be 
about 0.2 to 0.3 magnitudes fainter in the B band than galaxies of the 
same absolute magnitude seen in the direction of the south galactic 
pole. Assuming that the extinction is about Om3 in the j band, 013.13 
was subtracted from Brown's magnitudes as indicated in figure 3.13. 
This gave closer agreement between his results and the present results. 
The remaining difference can be explained in several ways. The value 
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for extinction in the supergalactic plane may be larger than On 
or, there may be an error in the equation used to convert the B 
magnitudes to j magnitudes. 
It is difficult to compare the numbers of galaxies in 
Brown's data with those in the present sample. The types of photo- 
graphic emulsion used in the two studies were different and the 
method of detecting galaxies was different. Brown used IIaO emulsion 
and counted the galaxies by visual inspection of each plate. The 
selection effects operating on the samples are different, and so the 
two sets of numbers do not completely correspond with each other. 
Apart from these factors, log N is expected to be smaller for Brown's 
data because the extinction will dim the light of the galaxies so 
that some, which would otherwise have been recorded, are below the 
threshold of detection. 
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4. THE ANALYSIS OF THE N(m) RELATION 
4.1 Introduction 
The most common method of interpreting the N(m) relation is 
by comparison with a theoretical relationship using a model universe. 
As mentioned in chapter 1, the N(m) relation, which measures the 
volume of space contained within successive radii, depends on the 
curvature of space which is determined by the density of matter in 
the universe. In theory it should be possible to determine the 
deceleration parameter, q0, from the observed N(m) relationship, but 
it has been shown by Sandage (1961) and by Brown & Tinsley (1974) that 
N(m) is not very sensitive to the cosmological model. However, 
advantage can be taken of this fact and the N(m) relation can be 
used to investigate other effects such as the luminosity evolution 
of galaxies, if the cosmological model is derived from other sources. 
The 'big bang' model of the universe was chosen since this 
model fits most of the observational evidence at present. It can 
explain the redshift- distance relation observed for nearly all gal- 
axies. (The discrepant redshifts discovered by Arp seem to occur in 
isolated cases, (Field, Arp & Bahcall 1973).) Also, the 2.7° K 
microwave backgraound radiation can be explained as the cooled -down 
remains of the radiation which ceased to interact with matter at 
recombination. Friedman (1922) derived equations for an expanding 
universe, and in Appendix I, the N(m) relation is derived from the 
two equations of state. 
In this model, as in the majority of cosmological models, it 
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is assumed that the universe is homogeneous and isotropic (the 
cosmological principle). It is obvious from the difference in the 
N(m) relations in the three fields studied that the universe is not 
homogeneous over scales of less than a few hundred megaparsecs. 
However, if inhomogeneities are included in the equations, an extra 
parameter would be required and there is not enough data to deter- 
mine both the amount of inhomogeneity of the universe and the 
luminosity evolution of galaxies. Instead, the results of the three 
fields have to be combined to smooth out the effects of inhomogeneities. 
While deriving the theoretical N(m) relation it was assumed 
that the cosmological constant, A, was zero. The cosmological constant 
describes the curvature of the universe in the absence of matter, and 
the main reason for assuming A = 0 was again because there is not 
enough data to study luminosity evolution and to determine the value 
of A. Since N(m) is relatively insensitive to the cosmological 
model, varying A in a model will have a much smaller effect than 
varying the rate of luminosity evolution. 
The model N(m) relations were calculated using the ICL4130 
computer at the Royal Observatory Edinburgh. Initially a simple 
model was chosen in which luminosity evolution was ignored in order 
to investigate the sensitivity of the model to errors in the K- 
correction and the luminosity function. The model for calculating 
N(m) was as follows. For a given value of the deceleration parameter 
q , the m(z) and the log N(z) relations were calculated. The m(z) 
0 
relation (equation A1.12 in Appendix I) was determined for one value 
of the absolute magnitude, which was chosen to be the 'characteristic' 
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magnitude of the luminosity function (see section 4.3). The value 
of the Hubble constant, Ho, cancels in the equation for m(z), 
because the luminosity function depends on H , (due to the fact 
0 
that the absolute magnitudes of galaxies whose distances were deter- 
mined from their redshifts depend on H 
o 
). The K- correction which 
is a function of redshift was included in the m(z) relation, so 
that m(z) represented the observed magnitude as a function of red - 
shift. The log N(z) relation was calculated using equations A1.11 
and A1.13 in Appendix I. The two relations were then combined and 
the log N(m) relation was interpolated at regular magnitude inter- 
vals by fitting a low order polynomial. The N(m) relation (not the 
logarithmic form) was convoluted with the luminosity function cß(M), 
and the log N(m) relation was recalculated. Finally, the numbers 
were scaled by comparing the log N(m) values with the average 
observed log N(m) relation for the five brightest magnitude classes. 
4.2 The K- correction for the j Magnitude Band 
As explained in chapter 1, the K- correction is the difference 
between the magnitude measured for a galaxy at a given redshift and 
the magnitude for an identical galaxy with zero redshift. K- correc- 
tions, K.(z) for the j magnitude band were calculated using the 
J 
formula given by Oke and Sandage (1968): 
K. (z) = 2.5 log(1 + z) + 2.5 log { J S.( A) dA/JF Cx S. (A) d A } 
° 1+z J 
where F(A) is the spectral flux of the galaxy and S.(A) is the spectral 
response of the detecting system for the j band. 
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The relative spectral sensitivity was obtained by combining 
the spectral response of the Kodak IIIaJ emulsion with the spectral 
response of the Schott GG395 filter. Pence (1976) found the mean 
energy distribution from X = 1500 nm to X = 800 nm for galaxies of 
five different morphological types: E -SO, Sab, Sbc, Scd and Sdm -Im. 
The spectra in the ultraviolet were obtained from the 0A0 -2 satellite 
photoelectric photometry, and most of the rest of the data was 
obtained by Wells (1972) using a scanning spectrophotometer. The 
spectra were corrected by Pence for galactic extinction using 
AB = 0.23 at the galactic pole. 
The values of the K- correction as a function of redshift for 
each morphological type are shown in table 4.1. (The values shown 
in brackets for E -SO galaxies were extrapolated.) The K- corrections 
for the j magnitude band are similar to those for the B band. It can 
be seen that there is a marked difference between the K- correction for 
the E -SO galaxies and the spiral galaxies. The K- correction for E -SO 
galaxies increases rapidly with increasing redshift, while that for 
the spiral and irregular galaxies increases to a maximum and then 
decreases. This decrease in the K- correction for late -type galaxies 
is due to the fact that the spectral flux starts to increase at wave- 
lengths below X = 200 to 300 nm. In the case of E -SO galaxies the 
spectrum decreases rapidly with wavelength down to X = 200 nm. At 
smaller wavelengths the spectrum is uncertain, so Pence did not 
extend the spectrum for E -SO galaxies below X = 200 nm. Because of 
this the K- corrections for E -SO galaxies could not be found for 
z > 0.88. According to the preliminary results from the OAO -2 satel- 
lite the spectrum increases rapidly below X = 200 nm. However, these 
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results are very uncertain. Tinsley (1977) argues that the 
spectral energy distribution for elliptical galaxies should continue 
to decrease at wavelengths smaller than X = 200 nm, if star forma- 
tion in elliptical galaxies takes place in a single burst. The 
K- corrections for E -SO galaxies in table 4.1 were extrapolated 
assuming that the spectrum continues to decrease at low wavelengths. 
The error in the K- corrections for the B band for E -SO galaxies 
was estimated by Pence to be AKB /KB = ±0.00 for z = 0.2, ±0.06 for 
z = 0.4, ±0.10 for z = 0.6 and ±0.11 for z = 0.8. In the case of 
the other types of galaxies the errors are smaller because the flux 
is larger. Since the values of the K- corrections for the j band are 
similar to those from the B band, the errors will be approximately 
the same size. 
The effect of the K- correction on the model log N(m) relation 
for galaxies of different types was assessed by calculating log N(m) 
for each type of galaxy separately. It was assumed that the spectrum 
of a galaxy does not change with time. An arbitrary value of 
q 
0 
= 0.0 was used, and the same absolute magnitude of -21.2 (H o 
= 
50 km s- 1Mpc -1) was taken for each calculation. The results were not 
convoluted with the luminosity function at this stage. As can be 
seen in figure 4.1 the log N(m) relation increases more rapidly with 
m for late type galaxies, because the K- correction is smaller. 
4.3 The Luminosity Function 
The log N(m) relation for galaxies of all absolute 
magnitudes 
was found by convoluting the relation obtained for 
galaxies of one 
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TABLE 4.1 
The K- corrections for Different Galaxy Types 
z E -SO Sab Sbc Sed Sdm -Im 
0.02 0.073 0.055 0.034 0.024 0.011 
0.04 0.145 0.111 0.070 0.051 0.025 
0.03 0.297 0.231 0.153 0.122 0.078 
0.12 0.461 0.358 0.245 0.199 0.136 
0.16 0.635 0.495 0.342 0.274 0.185 
0.20 0.810 0.634 0.442 0.350 0.233 
0.24 0.980 0.771 0.540 0.422 0.276 
0.28 1.144 0.900 0.638 0.493 0.317 
0.32 1.302 1.222 0.732 0.558 0.351 
0.36 1.458 1.143 0.823 0.621 0.387 
0.40 1.579 1.240 0.901 0.670 0.411 
0.44 1.698 1.331 0.970 0.711 0.433 
0.48 1.824 1.412 1.028 0.741 0.446 
0.52 1.954 1.489 1.078 0.761 0.450 
0.56 2.091 1.566 1.121 0.777 0.451 
0.60 2.237 1.638 1.160 0.789 0.450 
0.64 2.390 1.701 1.193 0.798 0.447 
0.68 2.547 1.755 1.223 0.804 0.443 
0.72 2.703 1.802 1.248 0.807 0.438 
0.76 2.856 1.844 1.269 0.808 0.431 
0.80 3.002 1.879 1.285 0.807 0.422 
0.84 3.138 1.909 1.297 0.804 0.411 
0.88 3.267 1.933 1.306 0.798 0.398 
contd... 
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TABLE 4.1 (contd.) 
z E-SO Sab Sbc Scd Sdm-Im 
0.92 (3.39 ) 1.951 1.311 0.791 0.382 
0.96 (3.51 ) 1.964 1.312 0.781 0.364 
1.00 (3.62 ) 1.972 1.310 0.769 0.344 
1.04 (3.74 ) 1.974 1.303 0.753 0.322 
1.08 (3.86 ) 1.972 1.292 0.734 0.298 
1.12 (3.97 ) 1.966 1.278 0.712 0.273 
1.16 (4.08 ) 1.957 1.261 0.688 0.247 
1.20 (4.18 ) 1.944 1.241 0.661 0.220 
1.24 (4.29 ) 1.929 1.219 0.631 0.192 
1.28 (4.40 ) 1.911 1.194 0.599 0.162 
1.32 (4.50 ) 1.890 1.167 0.566 0.130 
1.36 (4.60 ) 1.867 1.138 0.531 0.096 
1.40 (4.70 ) 1.842 1.107 0.495 0.059 
1.44 (4.80 ) 1.816 1.076 0.458 0.020 
1.48 (4.92 ) 1.787 1.042 0.419 -0.023 
1.52 (5.02 ) 1.757 1.007 0.379 -0.068 
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absolute magnitude with the luminosity function OM, where ¢(M) dM 
is the relative space density of galaxies with absolute magnitudes 
between M and M + dM. 
Two determinations of the luminosity function have been made 
recently by Christensen (1975) and Schechter (1976). Christensen's 
luminosity function for the j magnitude band, averaged over all 
galaxy types can be described by the formula: 
log ¢(M) = 27.87 + 1.462M 
4.42 + 0.355M 
M < -21.2 (H 
o 
= 50 km s-1 Mpc-1 ) 
M -21.2. 
Schechter's luminosity function is of the form: 
¢(L) dL 
if J_ J 
= ¢(L/L )a exp (-L/L) d (L/L) 
where ¢ is a constant in the form of a number of galaxies per unit 
volume, L is the characteristic luminosity and a determines the 
slope of the log¢ vs. logL relation when L « L ". In terms of 
magnitudes the normalised luminosity function may be written: 
¢(M) dM = n F(M - M) dM where 
o 
0.92 
F(X) r(i+ci, (3) 
exp { C -exp (-0. 92 X - 0.92 ( a + 1) X } 
(Tinsley 1977), where X = M - M ̂,r(l+ a,ß) is an incomplete gamma 
function, and no is the space density of the galaxies. ß is the 
0 
ratio of the faintest luminosity to the characteristic luminosity. 
Tinsley (1977) used ß = 0.025 making the limit of the luminosity 
function four magnitudes fainter than hI . The values of a, M and n o 0
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used are given in table 4.2. They are taken from Tinsley (1977) 
table I, with the magnitudes converted to the j band, and the space 
densities of galaxies converted to relative instead of absolute 
values. The relative space densities which were calculated from 
Christensen (1975) are for ß = 0.025, and the values of no have to 
0 
be altered if ß is altered. The reason for the relatively large 
numbers of late type galaxies is that the luminosity function 
increases rapidly with decreasing luminosity for late type galaxies. 
Christensen's and Schechter's luminosity functions are very 
similar apart from near the bright limit, where there are more 
galaxies according to Christensen's formula. (In fact both 
Christensen and Schechter used data from the Reference Catalogue of 
Bright Galaxies (de Vaucouleurs & de Vaucouleurs 1964). In both 
cases the number of very bright galaxies is relatively small. 
The theoretical logN(m) relations derived using both lumin- 
osity functions were compared. It was arbitrarily assumed that 
q 
0 
= 0.0, and the average K- corrections were calculated using the 
relative frequencies of the different types of galaxies given in 
table 4.2. The upper limit of the luminosity functions was taken 
as M = -24.0. 
It was found that there was a negligible difference in log N(m) 
calculated using the different luminosity functions. Schechter's 
formula was chosen for investigating the effects of varying 8 on the 
log N(m) relation. Two values of ß were tested, 0.010 and 0.063, 
corresponding to 5 and 3 magnitudes respectively below the 
character- 
istic magnitude. In each case the relative numbers of galaxies 
of 
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TABLE 4.2 
The Data Used for Calculating the Luminosity Function 
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different types were altered to take account of the different 
numbers of faint galaxies. The K- correction was recalculated using 
the modified relative space densities. Figure 4.2 shows that vary- 
ing 3 can have a significant effect on log N(m) , especially when ß 
is decreased, and large numbers of faint galaxies increase log N. 
4.4 The Effect of the Deceleration Parameter on the Model 
In the previous two sections the deceleration parameter qo 
was arbitrarily set to zero, while the effects of the K- correction 
and the luminosity function on the log N(m) relation were studied. 
The effect which qo has on log N(m) was tested by varying q 
0 
from 
0.0 to 2.0. q 
0 
= 0 is the lower limit for an expanding universe 
(assuming A = 0). In this case the universe has zero density and 
is expanding with the speed of light. If q 
0 
0.5 the universe is 
open i.e. the expansion will continue, while for q 
0 
< 0.5 the 
universe is closed, so the expansion will eventually cease and the 
universe will subsequently contract. Values of q 
o 
which have been 
obtained during the past few years were discussed in chapter 1, and 
range from -0.15 to +0.8 (when luminosity iignored). Recently, 
Kristian, Sandage & Westphal (1978) obtained a higher value, qo = 1.6, 
from an analysis of the m(z) relation. 
In all the calculations of log N(m) , the lower limit of the 
luminosity function was chosen as ß = 0.025, and the average K- 
corrections were calculated using the relative space densities given 
in table 4.2. Figure 4.3 shows log N(m) for qo = 0.0 and qo = 2.0. 
The curves for 0 < q < 2 lie between these two curves. There is 
o 
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represent completely different models of the universe, and this 
range of qo is larger than the observed range. 
The results of these tests show that the most important para- 
meter in the model log N(m) relation is the lower limit of the 
luminosity function. If it is assumed that the lower limit is 
between 3 and 5 magnitudes fainter than the characteristic magnitude 
(corresponding to a range in ß of 0.063 to 0.010) the maximum 
uncertainty in log N at m = 22 (the observed magnitude limit) is 
Alog N = 0.30. This is much larger than the equivalent value obtain- 
ed by varying qo from 0.0 to 2.0, which is Alog N = 0.08. The value 
of Alog N due to errors in the K- correction is estimated as Alog N = 
0.03. 
4.5 The Synthesis of Isophotal Magnitudes for the Model 
The theoretical magnitudes which have been calculated for the 
model N(m) relation are total magnitudes. On the other hand the 
observed magnitudes are isophotal, as described in section 3.5. 
The extrapolation of observed magnitudes to total ones (using 
COSMOS mapping data) would be unreliable, especially for faint gal- 
axies, because a significant proportion of the light of the galaxies 
is below the threshold of detection. In order to carry out the 
extrapolation for a galaxy, a particular intensity profile, I(r), 
would have to be assumed, and for distant galaxies the intensity 
profile is not only affected by the atmospheric seeing, but also 
depends on the redshift of the galaxy, on cosmological parameters such 
as q and H (which affect the radial scale of the profile) and on 
o o 
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luminosity evolution. Since neither the redshift nor the distance 
of a galaxy is known, the true profile cannot be determined from 
Schmidt plate data. Furthermore, the profiles of galaxies at 
different distances are affected to different degrees by the seeing, 
so the correction from isophotal to total magnitude is different for 
each galaxy. 
Instead of attempting to extrapolate the observed magnitudes, 
the theoretical N(m) relation was computed for isophotal magnitudes. 
This was done by assuming standard intensity profiles for galaxies 
and synthesising what should be observed for each field studied, 
using the atmospheric seeing spread function, determined for each 
plate below, and the limiting isophotes found in section 3.5. 
De Vaucouleurs' formulae were used to describe the intensity 
profiles of galaxies. These two formulae have already been given 
in section 1.1. The profile for elliptical galaxies can be described 
by the exp( -r4) formula, and that for late -type spirals (from Scd 
onwards) and irregulars follows the exp( -r) law. Early -type spiral 
galaxies consist of a spheroidal component, with a profile similar to 
that of elliptical galaxies, and a disk component with an exponential 
profile. The importance of the spheroidal component decreases from 
Sa to Sc galaxies. The calculations were performed for five galaxy 
types E -SO, Sab, Sbc, Scd and Sdm -Im corresponding to the types used 
for the K- corrections. It was assumed that the galaxies 
were circular 
(face -on) . 
There are two free parameters in these formulae: 
the effective 
radius r , which is the radius containing half 
of the total luminosity 
e 
- 287 - 
of the galaxy, and the effective intensity u (in mag aresec -2), 
which is the intensity at this radius. The correlation between 
the effective radius and the absolute magnitude of elliptical 
galaxies has been studied by Strom & Strom (1978). They found that 
the more luminous galaxies have larger effective radii and lower 
effective intensities. Also, however, elliptical galaxies in regions 
of high galaxy density (i.e. near the centres of rich clusters) tend 
to have smaller effective radii than those in regions of lower gal- 
axy density. This is supposed to be due to tidal stripping in the 
high density regions. The three clusters studied by Strom & Strom 
were the Coma cluster, Abell 426 (the Perseus cluster) and Abell 1367. 
Abell 1367 is a spiral rich cluster which has a lower galaxy density 
than the other two clusters. The results for this cluster were used 
in the computations because they are more suitable for the fields 




= -1.95 - 0.2654 My 
for re in pc, assuming Ho = 50 km s- 1Mpc -1. A is the absolute mag- 
nitude in the V band. If the absolute magnitudes are expressed in 
the j magnitude system the formula becomes: 
log re = -1.76 - 0.2654 M. 
If the absolute magnitude of a galaxy is specified in the model, the 
effective radius can be calculated from the above foLluula, 
and the 
effective intensity can be determined from the total 
luminosity and 
the effective radius using equation (1.1) in section 
1.1. This form- 
ula was also used for the spheroidal component 
of spiral galaxies. 
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Freeman (1970) fitted exponential curves to the disks of 
spiral galaxies and determined the central surface brightness of 
the disks by extrapolation. The majority of galaxies studied had 
the same central surface brightness of 21.65 mag aresec -2. This 
discovery was investigated by Disney (1976) and Kormendy (1978). 
As mentioned in section 3.8, Disney suggested that the constant 
central surface brightness was a result of selecting galaxies with 
the largest apparent diameters in any magnitude interval. Kormendy 
criticised the method used by Freeman, who fitted the exponential to 
the galaxy profile as it was observed. At large radii the exp( -r`') 
formula is similar to the exp( -r) formula, and the exponential 
curves determined by Freeman included a contribution from the 
spheroidal component. Kormendy showed that the constant central 
surface brightness found by Freeman is largely due to the spheroidal 
component of the galaxies, and that real disks can be much fainter. 
In most of the present calculations the central surface brightness 
for the disk component was set to 21.64 mag aresec-2, giving an 
effective intensity of P 
e 
= 23.47 mag aresec -2. (The small differ - 
ence between the B and the j magnitude systems was ignored here.) 
However, in case Freeman's result is not valid, different values for 
the central surface brightness were also tried. 
De Vaucouleurs (1958a) found that the contribution of the 
spheroidal component to the total luminosity is 76% for M31, an Sab 
galaxy. For M33 and NGC300 (both type Scd) the exponential component 
accounts for 80 to 90% of the total luminosity, while in the Large and 
Small Magellanic Clouds (types Sm and Im respectively) the exponential 
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component makes up almost 100% of the luminosity. In the computer 
models the ratio of the luminosity in the spheroidal component to 
that in the disk was set to 3:1 for Sab, 1 :1 for Sbc and 1:3 for 
Scd. 
The galaxy profiles were convoluted with the seeing spread 
function which was determined from star profiles. Brown (1974) 
showed that stellar intensity profiles can be represented by the 
sum of several gaussians in the form: 
2 2 2 -r -r -r 
2 2 2 
I(r) = k1 ea1 + k2 ea2 + ea3 
where k1, k2, k3 and al, a2 and a3 are constants. He found that the 
ratios a1:a2 and a2 :a3 were both approximately equal to 3, and that 
the constants k2 and k3 were approximately equal. The contribution 
to the total luminosity from each gaussian was set to 86.2 %, 6.9% 
and 6.9% respectively. 
A formula of this type was tested on the star profiles from 
Schmidt plates. The star transmission profiles were first deconvoluted 
for the COSMOS spot, since the galaxy magnitudes had been determined 
from deconvoluted transmissions. It was found that the stellar inten- 
sity profiles could be described by two gaussians, contributing equally 
to the total luminosity with one gaussian about 10 times the width of 






I(r) = k ( eb + 0.1 e ) . 
(If there is a third gaussian in the profile, its contribution to the 
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total luminosity must be very small, and it can be ignored.) The 
constant b was determined by the least squares method from several 
star profiles on each plate. For plate 1920 b = 1.213 arcsec, and 
for plate 1915 b = 1.356 arcsec. The constant k depends on the 
stellar luminosity, but for convolution the spread function should 
be normalised, so k was chosen to give a total luminosity of unity. 
The differences between isophotal and total magnitudes of the 
model galaxies were calculated as a function of redshift using 
Friedman cosmology. It was assumed that the de Vaucouleurs formulae 
for the profiles held for redshifted galaxies. This assumption may 
not be valid, because the light observed for redshifted galaxies was 
emitted at shorter wavelengths and different parts of a galaxy may 
have different spectra. This is most likely to affect spiral gal- 
axies where the disk is bluer than the nucleus. 
Because surface brightness decreases with (1 + z) 
4 
, the 




(0) + 10 log (1 + z) + K(z) 
where K(z) is the K- correction and 1.1 e(0) is the effective intensity 
at zero redshift. The effective radius (in seconds of arc) of a 




Ro 0( u) 
The factor (1 + z) is due to the expansion of the universe. 
Ro o (u) 
is the distance of the galaxy, R 
o 
describing the present distance 
- 291 - 
scale of the universe, and u being the metric distance (dimension- 
less) travelled by light from the galaxy. 
Q(u) = sin u if the universe is closed 
u if the universe is open and Euclidean 
= sinh u if the universe is open and hyperbolic. 




. The formula is 
given in equation Al.l1 of Appendix I. 
The galaxy profiles were convoluted g.e.r with the atmospheric 
seeing function, and integrated within the limiting isophote. The 
differences between the isophotal and total magnitudes were then 
calculated. Figures 4.4 and 4.5 show the magnitude differences for 
E -SO and Sdm -Im galaxies of different absolute magnitudes, using the 
limiting isophote and seeing spread function for field I. The Hubble 
constant was taken as H 
o 
= 50 km s- 1Mpc -1 , and the deceleration para - 
meter as q 
0 
= O. Each curve stops when the galaxy becomes too faint, 
or has too low a surface brightness to be detected by COSMOS on the 
Schmidt plates. On the whole, the results for Sab, Sbc, and Scd 
galaxies lay between those for E -SO and Sdm -Im galaxies, although 
some of the magnitude differences for Scd galaxies were slightly 
lower than those for Sdm -Im galaxies. 
The results for field III were identical to those for field I, 
since the broader seeing profile compensated for the lower limiting 
isophote. For field II, the magnitude differences were slightly 
smaller because the width of the seeing profile was the same as that 
















































































































































































































































































































The difference between isophotal magnitudes and total ones 
for E -SO and Sab galaxies increases rapidly with redshift the more 
luminous the galaxy. This is because the spheroidal component 
dominates and the surface brightness decreases with increasing 
luminosity, leaving a smaller fraction of the galaxy within the 
limiting isophote. For Sdm -Im galaxies, where only a disk component 
was used, the opposite is true. The central surface brightness of 
the disk was kept constant and so the brighter galaxies have larger 
effective radii and are less affected by the convolution with the 
atmospheric seeing. In the case of Sbc and Scd galaxies the magni- 
tude differences were almost independent of absolute magnitude. On 
the whole the magnitude differences were smaller for late type 
galaxies than for early type galaxies, as can be seen by comparing 
figures 4.4 and 4.5. This is because late type galaxies have 
shallower profiles which are less affected by the convolution. 
As well as calculating the isophotal magnitude at each red - 
shift, the apparent central surface brightness which would have been 
detected by COSMOS on a Schmidt plate was calculated. This was taken 
as the average surface brightness within a radius of 0.839 aresec, 
because the COSMOS spot is 25 Pm in diameter and the plate scale is 
67.2 aresec /uuu. (The result is only approximate because the COSMOS 
spot is gaussian.) The-limiting central surface brightness for the 
survey was determined in section 3.8 and equals 24.80 mag aresec -2. 
It was found that the apparent central surface brightness 
of 
Sdm -Im galaxies was below this level at high redshifts, 
even when the 
luminosity was greater than the limit of the survey. 
This means that 
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in surveys such as the present one, distant late -type galaxies may 
not be detected, although they are within the magnitude limit. The 
redshift limit for detecting an Sdm -Im galaxy depends on the absol- 
ute magnitude, and is shown in figure 4.6. This effect did not 
occur for the other types of galaxy which had spheroidal components. 
However, the results for spirals with combined profiles may not be 
accurate. Firstly, the spheroidal component is redder than the disk, 
and so the spheroid will become fainter relative to the disk as the 
redshift increases, and the central surface brightness will be 
decreased. Because of this, other types of spiral galaxies may not 
be detected. Also, the use of Strom & Strom's relationship between 
absolute magnitude and effective radius may not be valid for the 
spheroidal component of spiral galaxies. This relationship gives 
rise to very bright nuclei in the model spiral galaxies. 
Because of the uncertainty in some of the parameters used, 
the calculations were repeated using different values. The intrinsic 
central surface brightness of the Sdm -Im galaxies was varied by half 
a magnitude on either side of the average value of S = 21.65 mag arc- 
sec -2 found by Freeman. The resulting magnitude differences were 
altered by only a few hundredths of a magnitude. However, the larg- 
est redshift at which a galaxy can be detected was changed. For 
example, if the central surface brightness is S = 21.65 mag aresec -2, 
a galaxy of M = -22 can be detected at z = 0.40, while if S = 21.15 
mag aresec -2, the limiting redshift is z = 0.50, and if S = 22.15, 
z = 0.30. 
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the results. This is because a galaxy at a given redshift is 
nearer if qo is larger. The effective radius will be larger and 
so both the total and isophotal luminosities will be greater. 
Therefore the difference between isophotal and total magnitudes is 
hardly changed. 
Since the relationship between the effective radius and the 
absolute magnitude for elliptical galaxies depends on the Hubble 
constant, the results for E -SO galaxies are independent of H . The 
0 
calculations were repeated for Sdm -Im galaxies using H = 100 km s -1 
0 
Mpc -1. By doubling Ho, the effective radius of a galaxy is doubled 
and the luminosity is increased by 1.5 magnitudes. The magnitude 
differences as a function of redshift are slightly reduced. However, 
the values used for the absolute magnitudes of the galaxies also 
depend on H 
o 
, because in determining the luminosity function, a value 
of H 
o 
has to be assumed in order to convert redshifts to distances. 
The magnitude differences were recalculated with galaxies of lower 
absolute luminosity and were found to be within a few hundredths of 
a magnitude of those determined for Ho = 50 km s- 1Mpc -1. 
In order to apply the differences between isophotal and total 
magnitudes to the log N(m) relation, they were averaged over galaxy 
type, (weighted by the relative frequencies used in section 4.3), 
and absolute magnitude. In theory the log N(m) relation should be 
calculated for each galaxy type and absolute magnitude and then the 
results should be combined. However, this would involve lengthy 
computer calculations. The method used only gives rise to small errors, 
because the magnitude differences averaged over galaxy types are almost 
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independent of absolute magnitude, due to the fact that early and 
late type galaxies are affected in opposite ways. 
As mentioned above, the magnitude differences for Sab, Sbc 
and Scd galaxies which have combined profiles may be unreliable and 
in fact were probably underestimated. Instead of using the calculated 
values, it was assumed that the magnitude differences for Sab, Sbc and 
Scd galaxies lay a quarter, a half and three -quarters respectively 
between those for E -SO and Sdm -Im galaxies. (The reason for using 
these ratios was that the profiles for these galaxy types were inter- 
polated from the profiles of E -SO and Scd -Im galaxies using these 
ratios.) 
A second order polynomial was fitted through the average magni- 
tude differences, giving: 
Am = 0.027 + 0.083 z + 1.721 z2 for fields I and III 
and Am = 0.019 + 0.016 z + 1.387 z2 for field II. 
These differences were added to the magnitudes calculated using the 
m(z) relation, at the same time as the K- correction. 
The calculation of log N(m) was also modified to take account of 
the fact that some galaxies may not be detected because of their low 
surface brightness. The relationship between absolute magnitude and 
limiting redshift for Sdm -Im galaxies shown in figure 4.6 was used, and 
it was assumed that 43% of the galaxies were in the Sdm -Im class. 
(See table 4.2). 
Instead of calculating log N(m) for one absolute magnitude and 
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convoluting it with the luminosity function as was done previously, 
the frequency distribution F(m) was calculated at redshift intervals 
of 0.005. F(m) was derived from the m(z) relation, the luminosity 
function, and the volume of space between redshifts z - 0.005 and z. 
At each redshift the luminosity function was modified for galaxies 
fainter than the limiting absolute magnitude for Sdm -Im galaxies. 
The distributions were combined to give the log N(m) relation, and 
the results were scaled to fit the observations at the bright end. 
This method is equivalent to the previous method when it is assumed 
that all galaxies are detected. The only disadvantage of this method 
is that the resulting curve contains a series of bumps due to the 
sharp cut -off at the faint end of the luminosity function. To over- 
come this problem the luminosity function was tapered at the faint end 
by reducing the last three values. 
Figures 4.7a, b and c show the observed log N(m) relation and 
three theoretical models. The curve labelled A is log N(m) for total 
magnitudes (the original model), curve B is log N(m) for isophotal 
magnitudes, and curve C is log N(m) for isophotal magnitudes altered 
to take account of the failure to detect low surface brightness gal- 
axies as described above. 
All the theoretical curves were derived for qo = 0. The effect 
of increasing q is to lower the values of log N(m) at faint magnitudes 
0 
(see figure 4.3). The observed curves were corrected for 
faint stars 
using the visual method described in section 3.4. 
r' theoretical model C shows 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































galaxies at m' 22. It is caused mainly by the rejection of nearby 
intrinsically faint galaxies. The subsequent increase in log N is 
due to the effects of the luminosity function. This irregularity is 
caused by the oversimplified assumption that at a certain redshift 
all Sdm -Im galaxies with luminosities below a certain limit cannot be 
detected. In reality a more smooth curve is expected. 
The large discrepancy between the observed logN and the 
theoretical log N of model C may indicate that such large numbers of 
faint late type galaxies do not exist. The luminosity function and 
the frequency distribution of different types of galaxies were taken 
from Tinsley (1977) and were derived from Christensen (1975). 
Christensen used data on nearby galaxies, including the Local Group, 
published in the 'Reference Catalogue of Bright Galaxies' (de 
Vaucouleurs & de Vaucouleurs 1964). It is possible that the lumin- 
osity function and the frequency distribution of galaxy types derived 
locally do not apply to the universe as a whole. 
The observed log N values are greater in fields I and II, 
plate 1920, than the theoretical log N at faint magnitudes. In field 
III the theoretical and observed log N are approximately equal at the 
faint end, but the numbers of bright galaxies (to which the theoretical 
results are scaled) are affected by the presence of two clusters which 
lie about 1.5 degrees west of NGC288. Plate 1915 was inspected visually 
with the aid of Corwin's step scale magnitude calibration. 101 galaxies 
brighter than m = 18 were detected in an area of 2.5 cm square on the 
plate, compared with a total of 260 galaxies with m < 18 in the whole 
field, which was of size 5 x 15 cm. Assuming a uniform density of field 
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galaxies, there should be 14.45 galaxies in the area covered by the 
clusters. This gives an excess of 86.55 due to the clusters, or an 
excess of 32.9 galaxies per square degree on the N(m) relation. 
Figure 4.7d shows the log N(m) relation for field III corrected for 
the cluster galaxies. When the theoretical models were scaled to 
fit the corrected observations at the bright end, there is an excess 
of observed galaxies over the theoretical numbers at the faint end, 
as in fields I and II. 
The remaining differences in log N(m) for the three fields 
are probably due to clustering or superclustering. Patchy galactic 
extinction can be ruled out because this would affect all the 
galaxies in one field in the same way. Field I, however, has the 
lowest number density of bright galaxies and the highest number 
density of faint galaxies. It is possible that the differences in 
the log N(m) relation for faint galaxies could be caused by irregular 
extragalactic extinction. 
The discrepancy between the observed numbers and the theoret- 
ical ones can be interpreted in several different ways. Firstly, 
galaxy evolution has so far been ignored. If it is assumed that 
galaxies were brighter in the past, they should be detected at 
higher redshifts. This means that a larger volume of space is being 
sampled, which will increase the counts of galaxies at faint magni- 
tudes. 
Another explanation could be that larger 
numbers of intrinsic- 
ally faint galaxies have been detected. It is generally 
assumed that 
low luminosity galaxies are not detected on account 
of their low 
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surface brightness (e.g. Pence 1976). However, figure 4.2 shows 
that lowering the faint limit of the luminosity function has quite 
a large effect. The theoretical values could be increased at the 
faint end by decreasing the lower limit in model A from 4m0 below 
the characteristic magnitude M to 4.5 or 5.0 below M. 
The log N(m) relation would also be increased at the faint 
end if qo were negative. For 'big bang' models with the cosmological 
constant A = 0, the lower limit for q 
o 
is zero, in which case the 
universe has zero density and expands with the speed of light. For 
steady state theory qo = -1. Evolving models with negative q 
o 
are 
permissible if A which measures the intrinsic curvature of the uni- 
verse is positive (Gunn & Tinsley 1975). Since many astronomers 
have obtained positive values of qo using different techniques, this 
is an unlikely explanation for the large log N values observed at 
faint magnitudes. 
Finally, there could be a higher number density of distant 
galaxies in the direction observed due to superclustering. The log 
F(m) relation for galaxies (figures 3.10a, b and c) gives no indica- 
tion of an increase in the number density at a particular distance. 
Variations of this kind may be smoothed out by the luminosity 
function, but this could indicate that there are very large scale 
inhomogeneities in the universe. If this is the case, standard 
Friedman cosmology no longer applies; the universe does not have a 
uniform curvature and the observed value of qo will depend 
on 
direction. Because of the problems of constructing models 
with large 
scale variations in the number density of galaxies, 
the consequences 
of an inhomogeneous universe were not pursued further. 
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4.6 Luminosity Evolution 
There is much evidence indicating that galaxies were brighter 
in the past. Schmidt (1963) showed that in order to explain the 
present day luminosity function in the solar neighbourhood, the rate 
of formation of stars of one solar mass must have been three times 
greater in the past. He also showed by studying the distribution of 
ultraviolet excess in G stars that relatively more bright stars were 
formed in the past. 
Many astronomers have investigated the time variation in the 
rate of star formation and the stellar mass function required to 
produce the present day properties of galaxies, such as the colour, 
the mass -luminosity ratio, the ratio of the mass of gas to the mass 
of stars and the heavy element abundance. 
Larson & Tinsley (1974) suggested that there was an initial 
burst of star formation in elliptical galaxies producing a variation 





For spiral galaxies they found that a more continuous rate of star 
formation is required to fit the present observed proerties. 
Reddish (1975) investigated the rate of star 
formation assum- 
ing that stars form when clouds fragment due 
to the condensation of 
hydrogen molecules on interstellar grains. 
The rate of star formation 
depends on the temperature of the grains. 
Reddish's calculations 
10 
show that initially supermassive objects 
(M 10 Mo) form. In this 
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model the temperature of the grains in the proto- galactic cloud 
determines whether an elliptical or a spiral galaxy forms. The 
cooler the grains, the more the star formation overshoots producing 
a higher bulge:disk ratio. 
Tinsley (1977) calculated logN(m) using Friedman cosmology 
and models for galaxy evolution and compared the numbers with those 
for a static Euclidean universe, i.e. 
log No = 0.6 m + const. 
Without evolution a graph of log (N /N0 ) decreases towards faint 
magnitudes. This is due to the fact that fewer photons are received 
in an expanding universe and that they have less energy. There is 
also the effect of the K- correction. When evolution is 
the graph of log (N /N 
0 
) has a maximum at m%20 which is produced by 
large numbers of luminous young galaxies with this apparent magnitude. 
The exact position of the maximum and its size depend on the time or 
redshift assumed for the formation of the galaxies, and the value of 
q 
0 
. In all models, however, the counts at limiting magnitudes greater 
than 20 are increased by a factor of 3 or more by evolution. 
The observed logN(m) in the present study shows only a slight 
excess of faint galaxies when compared with model galaxy counts which 
ignore evolution. There is no maximum at m ti20 when the results are 
plotted in the form of log (N /N 
0 
) vs. m. This indicates that the large 
numbers of very luminous young galaxies predicted in 
Tinsley's model 
have not been detected. However, Tinsley suggested 
that primeval 
galaxies may not be as bright as expected, either 
due to obscuration by 
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dust, or due to optical thickness if zF is large enough for wave- 
lengths below the Lyman limit to be shifted into the observers pass - 
band (zF > 3 for the j band). 
The theoretical model described in sections 4.1 to 4.5 was 
altered to allow for a time variation in the absolute magnitude. 
The simple assumption was made that 
AM = -E x H 
o 
x At 
where AM is the change in absolute magnitude (which was assumed to 
be the same for all galaxies), At is the light travel time from a 
galaxy, H 
o 
is the Hubble constant and c is a parameter which was 
varied to give the lowest standard deviation of the theoretical 
log N(m) from the observed values. At can be calculated as a function 
of q 
0 
and z, and the equations are given in Appendix I, part 2. 
This formula for AM does not agree with the formula given by 
Larson & Tinsley for elliptical galaxies (see above), but it is 
assumed that there are both spiral and elliptical galaxies amongst 
the distant galaxies detected, and the evolution has less effect on 
spiral galaxies. Also the observed log N show a much smaller excess 
of faint galaxies than the models produced by Tinsley (1977). 
It was assumed that in the past the distribution 
of galaxy 
types was the same as in the present, i.e. all 
galaxies have the same 
ages (Sandage, Freeman & Stokes 1970), and 
do not evolve from one 
type to another. (The second assumption was 
made mainly for simpli- 
fication.) 
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If the star formation rate was greater in the past, the 
spectra and therefore the colours of distant galaxies will differ 
from those of present day galaxies. In particular, distant 
elliptical and SO galaxies are expected to appear much bluer due to 
large numbers of young stars. The K- corrections for E -SO galaxies 
should be altered to take account of this. The effect is not 
important though when the calculation of log N(m) is averaged over 
all types of galaxy types. The average K- corrections contain a 
significant contribution from Scd and Sdm -Im galaxies, whose spectra 
are dominated by young stars and are probably similar to those of 
young ellipticals. 
It is necessary to re- evaluate the corrections to log N(m) for 
isophotal magnitudes and the failure to detect low surface brightness 
galaxies when evolution is considered. Both these corrections depend 
on the profiles of the galaxies which will probably change as the 
galaxies evolve. It has been suggested that quasars are galaxies in 
the early stages of evolution (Field 1964, and other references given 
in section 1.6) and it is assumed that quasars appear stellar because 
their nuclei are very bright compared with the surrounding galaxy. 
If galaxies are 'quasi -stellar' in the early stages, the corrections 
for isophotal magnitudes and loss of low surface brightness galaxies 
become unnecessary. 
Because of the uncertainties involved in calculating these 
corrections when evolution is included in the model, log N(m) 
was 
calculated as before for 3 models: A (total magnitudes), 
B (iso- 
photal magnitudes) and C (isophotal magnitudes with 
the numbers 
corrected for low surface brightness galaxies). 
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The dimensionless evolutionary parameter E was varied from 2 
to 8 in the computer calculations, and the deceleration parameter 
was varied from 0 to 2. 
Table 4.3 shows the values of the standard deviation of 
theoretical values for log N of model A from the observed values. In 
general the standard deviations are small indicating that the model 
fits the data well, although in some cases there is an excess of 
observed galaxies over the theoretical counts at m%20. The value of 
E giving the best fit increases from 3 at q 
0 
= 0 to 6 at q 
0 
= 2. This 
is partly because as qo is increased the light travel time from a 
galaxy at redshift z decreases, and also because log N(m) increases 
less rapidly as qo is increased so more evolution is required to 
compensate. Figure 4.8 shows the observed curve compared with the 
theoretical model for E = 5 and q 
0 
= 1.5, which gave the lowest stand- 
ard deviation. 
If the theoretical models B and C are used, the value of E has 
to be increased. For model B the standard deviation was 0.01 for 
q 
o 
= 0 and E = 5, which represents a good fit. However, when E was 
increased to determine the best fit for larger values of qo, it was 
found that log N(m) increased too steeply at the bright end. When 
model C was used E had to be increased to 8 in order to raise log N(m) 
for faint galaxies, but again this made the numbers increase 
too rapid- 
ly at the bright end. The reason models B and C with 
evolution do not 
fit well is either that the corrections applied 
in these models are 
not important if galaxies were brighter in the past, 
or that it becomes 
too difficult to calculate the corrections accurately 
when evolution is 
included. 
- 312 - 
TABLE 4.3 
The Standard Deviation of Theoretical log N(m ) from the Observations 
qo 
0.0 0.5 1.0 1.5 2.0 
2.5 0.028 0.045 0.061 0.083 0.210 
3.0 0.023 0.027 0.044 0.068 0.090 
3.5 0.041 0.018 0.028 0.054 0.078 
4.0 0.071 0.031 0.015 0.039 0.066 
4.5 0.107 0.054 0.021 0.024 0.053 
5.0 0.146 0.081 0.039 0.010 0.041 
5.5 0.192 0.108 0.059 0.012 0.030 
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The rate of change of absolute magnitude M depends on Ho, 
and can be written as: 
M = Eh x 0.0511 mag /109 yr 
where h = Ho /50, and the factor 0.0511 converts H = 50 km s- 1Mpc -1 
0 
to units of yr -1. If Ho = 50 km s- 1Mpc -1, the rate of evolution 
varies from 0.15 mag /109 yr for go = 0.0 to 0.31 mag /109 yr for go= 
0 
2.0. 
In the evolutionary model the brightest galaxies (M = -23, 
-24) can be detected out to redshifts of z = 1.56. (This was the 
largest redshift used in the model.) For z = 1.50 the product Hot 
0 
is 0.600 for g 
o 
= 0.0, or 0.379 for g 
o 
= 2.0, giving a light travel 
time of 11 x 109 yr or 7.4 x 109 yr, if H o 
= 50 km s- 1Mpc -1. The 
corresponding changes in absolute magnitude are 1m80 mag if qo = 0.0, 
or 2''27 if q 
0 
= 2.0. 
4.7 Summary and Conclusion 
The main aim of this thesis has been to determine the magni- 
tudes of faint galaxies and to investigate the log N(m) 
relationship 
and its implications for cosmology. Many problems 
have arisen both 
in the reduction of the data and in its interpretation. 
These are 
discussed below, in addition to the conclusions. 
In chapter 2 it was shown that the 
magnitudes of both stars 
and galaxies can be determined from Schmidt 
photographic plates using 
measurements made by the COSMOS measuring 
machine. The most serious 
problem in carrying out photographic photometry 
is to ensure that the 
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beam of light in thé microdensitometer is very small (ti 8 pm) and 
that there is no scattered light in the system. If these conditions 
do not hold, the transmission profiles of the images will be 
convoluted and, due to the non -linear relation between photographic 
transmission and the intensity of light in the telescope image incid- 
ent on the emulsion, there will be scale errors in the magnitudes. 
Because the slope of the intensity vs. transmission curve increases 
with increasing intensity, the luminosity of the bright objects will 
always be underestimated. At the time of measurement, the COSMOS 
spot was 25 pm in diameter and so this problem had to be overcome by 
deconvoluting the profiles of the images. 
The root mean square errors in the magnitudes of the galaxies 
range from 0.08 at m = 18 to 0.43 at m = 22. They are a combination 
of errors in the COSMOS measurements, the graininess of the emulsion 
and calibration errors. The largest source of error is the graini- 
ness of the emulsion. 
The log N(m) relation was determined for galaxies in three 
fields near the south galactic pole, covering a total area of 11.3 
square degrees and containing 83,000 galaxies. These regions were 
measured using the COSMOS coarse mode of operation which detects 
images and outputs various parameters such as the image area and the 
minimum transmission level in the image. The logarithm of the image 
area was calibrated against galaxy magnitude, using magnitudes 
calculated from COSMOS mapping measurements. The accuracy of the 
magnitudes from coarse measurement varies from o = 0.07 at m = 18 to 
6= 0.63 at m = 22. 
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The galaxies were binned according to image area or log 
(image area) depending on image size, and using the magnitude calib- 
ration, the frequency distribution log F(m) and the cumulative 
distribution log N(m) were calculated. The bright magnitude limit, 
at m = 18, was set because more luminous galaxies tend to be saturated. 
The faint magnitude limit of m = 22 corresponds to an image area of 
3.468 aresec2 (or 3 x (16 pm)2 on the plate). 'Images' with smaller 
areas were detected by COSMOS, but correlating images between plates 
shows that many of these were caused by grain noise. 
The errors in log N(m) include errors in detecting images, 
errors in separating stars from galaxies, errors in log (image area) 
arising from COSMOS measurements and grain noise, and errors in the 
magnitude calibration. At bright magnitudes these errors are 
negligible. For the faintest galaxies, with m = 22, the combined 
error in log N was calculated to be ±0.04. The largest source of 
error at the faint end is the magnitude calibration, because of the 
scatter in the m vs. log A graph. 
The results were compared with the log N(m) relation derived 
by Brown (1974). At m = 18 the two sets of data agree quite well. 
However the log N(m) from the present study increased more rapidly 
towards faint magnitudes. This could reflect a real difference in the 
numbers of galaxies in the northern and southern galactic hemispheres. 
However, it is more likely to be caused by the different techniques 
employed in detecting the images. Brown detected the images by eye, 
which probably suffers more from selection effects than detection by 
a machine such as COSMOS. The limiting magnitude of Brown's survey 
was m = 21. 
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The differences in the log N(m) relation for the three 
fields may be attributed to the effects of clustering. There are two 
nearby clusters of galaxies in field III, which produce an excess of 
galaxies with m < 18. This excess was removed by visual inspection 
of the plate. MacGillivray & Dodd (1978) noticed that the number of 
faint galaxies in field I is greater than the number in field II, and 
interpreted this as being due to superclustering. The number of 
faint galaxies in field III was intermediate. In the later stages 
of the data analysis the mean log N(m) relation was calculated to 
average out the effects of clustering and superclustering. 
In order to analyse the results several assumptions have to 
be made. In cosmology it is usually assumed that the universe is 
homogeneous and isotropic: the cosmological principle. This implies 
that the number density of galaxies is the same in all parts of the 
universe, and that the luminosity function is universal, (since all 
galaxies will have formed under the same conditions and will have the 
same properties). If it is also assumed that galaxies do not change 
with time, the observations of distant galaxies can be compared with 
those of nearby galaxies to determine the deceleration parameter q , 
0 
and to deduce whether the universe will expand for ever or whether 
the expansion will cease, and the universe will subsequently contract. 
These assumptions were made at the beginning of chapter 4, when 
the data was compared with standard cosmological models. Although the 
assumptions simplify the analysis, there are still uncertainties in 
constructing the models. Firstly, the light from galaxies is red - 
shifted, so the light detected from distant galaxies originated at 
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shorter wavelengths. This means that in order to analyse the j 
magnitudes of galaxies the redshifts of z 0.3, it is necessary 
to know the average ultraviolet spectrum of galaxies. Recently 
galaxies have been observed in the ultraviolet (Code, Welch & Page 
1972), but the results are still uncertain. 
The analysis of the results also requires a knowledge of the 
luminosity function. Many determinations of the luminosity function 
have been made for both field and cluster galaxies, and it is well 
established that the frequency of galaxies increases with decreasing 
luminosity. However galaxies which are intrinsically faint are not 
likely to be detected and it is important to know how selection has 
affected the data. 
The factors which determine whether or not a galaxy is detected 
are the apparent luminosity and the apparent surface brightness. When 
deriving the theoretical log N(m) it is easy to reject galaxies which 
are calculated to have luminosities corresponding to m >22, but it is 
more difficult to take account of selection effects operating on the 
surface brightness. As a first approximation, a cut -off in the 
luminosity function was made at M = -17, assuming that galaxies fainter 
than this could not be detected. Later, the procedure for rejecting 
low surface brightness galaxies was improved as described below. 
Another problem is that isophotal magnitudes of galaxies are 
detected instead of total ones. Since it is difficult to extrapolate 
the observed galaxy magnitudes, this effect was taken into account by 
the theoretical calculations. Standard galaxy profiles were used to 
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calculate the effect of atmospheric seeing on the fraction of the 
luminosity detected for galaxies of different redshifts. An average 
correction Am(z) was calculated to convert the model magnitudes to 
isophotal magnitudes. The convoluted theoretical profiles of Sdm -Im 
galaxies were found to have predicted central surface brightnesses 
too low to be detected, so the numbers of model galaxies were also 
modified as a function of redshift to take this into account. 
In all cases the observed log N(m) values for faint galaxies 
were greater than those of the models, which implies that some of 
the assumptions made while constructing the model were wrong. In fact 
the assumptions that the number density of galaxies is constant through- 
out the universe and that the luminosities of galaxies are constant 
with time are thought to be invalid. The theoretical log N(m) relation 
could be made to fit the observations by supposing that either the 
number density of galaxies increases in the direction observed, or 
that galaxies were brighter in the past. 
The effects of clustering on the log N(m) relation can be seen 
by comparing the observed curves for the three fields. There were two 
nearby clusters in field III; once these had been removed, the log N(m) 
relation was similar in the three fields. However, it is possible that 
there could be an excess of faint galaxies in all the fields, due to 
the presence of a supercluster. The frequency distribution of galaxies 
log F(m), in figures 3.10a, b and c, show no sudden increase in the 
number density of galaxies. This could indicate that there is a 
gradual variation of the galaxy density throughout the universe, and 
therefore the universe can no longer be assumed to be homogeneous and 
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isotropic. In this case the cosmological equations should be 
modified to take account of large scale inhomogeneities. There are 
obviously many problems associated with studying cosmology in an 
inhomogeneous universe, and the observations from a small area of 
the sky can no longer be used to draw general conclusions. 
The observed log N(m) relation cannot be used to study both 
the number density of galaxies and the evolution of galaxies without 
ambiguity. When the data was used to investigate evolution it was 
assumed that the universe was homogeneous. Models in which the 
absolute magnitude varies linearly with time were tested. The best 
fitting models were those for total magnitudes, i.e. without the 
corrections for isophotal magnitudes and failure to detect low sur- 
face brightness galaxies. This is not surprising because these 
corrections are expected to be reduced when evolution is taken into 
account. The resulting evolution rates vary from M = 0.15 mag /109 yr 
for qo = 0.0 to M = 0.31 mag /109 yr for qo = 2.0, assuming Ho = 50 km 
1Mpc -1. 
These rates for the luminosity evolution of galaxies are not 
as large as that predicted by Larson & Tinsley (1974) and there is no 
large excess of galaxies with m > 20 as suggested by Tinsley (1977). 
Young galaxies may not be as bright as Tinsley predicts, or they may 
be too distant to be detected. It may be wrong to assume that galaxy 
luminosities decrease monotonically with time. Bailey & Clube (1978) 
suggest that galaxies undergo periodic brightening due to recurrent 
nuclear activity. 
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The conclusions which can be drawn from studying the 
log N(m) relation are limited. There are three uncertain factors, 
namely the deceleration parameter g 
o 
, the large scale distribution 
of galaxies and the rate of change of the luminosity of galaxies, 
but their effects on the log N(m) relation cannot be distinguished. 
In future, further progress could be made by combining several 
observed quantities such as magnitudes, colours and redshifts. For 
example, the m(z) and the log N(m) relations could be used to 
distinguish between the effects of galaxy evolution and large scale 
variations in the number density of galaxies. Nevertheless there is 
sufficient evidence from the analysis of the log N(m) relation to 
show that galaxies were slightly brighter in the past and /or there 
is a higher number density of galaxies in the direction of the south 
galactic pole. 
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A P P E N D I X I 
1. The N(m) Relation for a Friedman Cosmological Model with A = O. 
Assuming that the universe is homogeneous and isotropic, the 
expression for the space -time interval ds is given by: 
ds2 = c2 dt2 - R2(t) du2 Al.l 
which is the Robertson -Walker metric. R(t) describes the expansion 




+ r2(de2 + sin28d¢2) 
1 - kr 
A1.2 
where r, e, and qb are dimensionless, co- moving coordinates, i.e. they 
are independent of time. k is the curvature of space and equals +1 
if the universe is closed, 0 if the universe is open and Euclidean, 
and -1 if it is open and hyperbolic. 
Photons move along the null geodesic, i.e. ds = 0, so the metric 







u = ci 















or r = 6(u) = sin u, u, sinhu according as k = +1, 0, or -1. The 
metric distance only equals the coordinate distance for a Euclidean 
(flat) universe. 
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The expansion factor R(t) can be found in terms of the density p and 
the pressure p in the universe from Einstein's field equations of 
general relativity, using the assumptions of isotropy and homogeneity. 
2 
2R 8Tr2p 
= -k22 + 11c2 
R R c R 
2 
- 
8rGp -kc2 llc2 
R2 3 R2 3 
A1.4 
A1.5 
The second equation is known as Friedman's differential equation. The 
cosmological constant will be set to zero, and the pressure is negligible 
at the present epoch. Equation A1.5 may be rewritten as 









and q = 
RR 
.2 
Using these parameters, and equations A1.4 and A1.5, the following 







H2(2q - 1) 





Suffices zero will be used to denote the present values of quantities, 
e.g. Ro, Ho, and suffices unity to denote the values when a photon was 
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emitted from a distant galaxy, e.g. R1, H1. 
Light emitted at t1 when the distance scale of the universe 
was R1 (t) is received at time to when the scale factor is Ro(t). 
Between emission and detection the universe has expanded in the 
ratio Ro /R1 and the detected energy of the photon is reduced in the 
ratio R1 /Ro because of the relative velocities of the two galaxies, 
so that the wavelength is increased in the ratio a' /a = (a + Aa) /a = 
1 + z, where z is the redshift. It follows that 
1 + z A1.9 
The bolometric luminosity of a galaxy, the coordinate distance of 
which is given by r, is: 
1 
L 




where L is the intrinsic luminosity and 4nrRo a (u) is the area of the 
radiation wavefront at the time of detection. The factor 1 /(1 + z)2 
is due to the 'energy' and 'number' effects of the expansion of the 





R2 2(u)(1 + z)2 
0 
since Labs is the luminosity at a distance of 10 -5 Mpc. 
The distance modulus is therefore: 
m - M = 5log [Ro u(u) ( 1 + z)] + 25, A1.10 
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The factor R a(u) may be found by substituting from the 
Friedman equation A1.S' into A1.1 for the Robertson -Walker metric. 
(This is the method used by Mattig (1958)). 







= c - 
R1 RR 
Ro dR 
c R1 R/2GM/R - kc 
2 
This can be integrated, and using equations A1.7 and A1.8 gives: 
6(u) =r= 
c 
{qoz + (qo - 1)[/1 + 2goz A1.11 
2 
Ró oqo (1 + z) 
which holds for all k, and qo > O. 
If q 
0 
= 0, the universe has zero density and expands at the 
velocity of light. In this case 
r 
z(1 + z/2) 
(1 + z) 










> 0 , 
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¡c 





Equations A1.12 and A1,12' give the m(z) relation. However, the 
apparent magnitude m has to be corrected for K- dimming first. 
m = mobs 
mK(z) 
where mobs is the observed magnitude and mK(z) is the K- correction. 
For the N(m) relation it is necessary to know the volume 
contained within solid angle w out to coordinate distance r. 
V = R 
3w r'2dr' 
o 
o 1/1 - kr' 
2 
This is the value of the volume at the present time, and the number 
of galaxies within r can be found from the present number density of 
galaxies, no, found locally. 
N = R3 n wl 
r/'2 dr' 
0 0 
odl - kr'2 
¡ z nono 3(u - sin u cos u) if k = 1 
if k = 0 3n R3 u3 
o o 
z noRó ( sinh u cosh u- u) if k = -1 
where u = sin -1 r, r or sink lr for k = +1, 0 or -1. 
A1.13 
If u is calculated in terms of z, Ho and qo from a(u) in equation A1.11 
or A1.11', the N(z) relation is found. 
The N(m) relation, where m is the observed magnitude, can be 
calculated by combining the m(z) relation with the N(z) relation. (The 
- 327 - 
K- corrections as a function of redshift can be found from tables, 
such as those given by Pence (1976).) 
2. The Calculation of the Light Travel Time as a Function 
of q , H and z. 
o o 
The time taken for light to reach an observer from a galaxy 
at redshift z can be calculated using Friedman`s differential 
equation, in the form: 
R2 = act - kc2 
R 
k(2q - 1) 
where a = 2 M and 2Ro = ° 
c a go 
Equations A1.14 and A1.15 were derived in part 1 of Appendix I. 
From A1.14, 
R = c a/R - k 
1 dR 
.'. Idt = 
c J/a/R- k 
A1.14 
A1.15 
Let t1 and to be the times of emission and detection of the light 
and R1 and Ro be the distance scales of the universe at those times. 
1 
dR 
At = to - tl = 
c a/R - k 
A1.16 
This equation can be integrated and, using equations A1.9 and A1.7, 
the following formulae for At can be calculated. 
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i) q > 2f k = +1 (use the substitution sin 0 = (1 - 2R /a)) 
At - 
1 1/1+2q z 
n 
- 1 
+ Ho(2go - 1) (1 +z) 
ii) 0 < qo < Z, k = -1 (use the substitution cosh 0 = (1 + 2R /a)) 
1 1 +2q z\ 
1 - ° 
At = -2 Ho (1 go ) (1 + z) 
1 cosh -1 (1- - qo - cosh -1 
/z 0 0 ) q - H (1 -2q 
iii) qo = 1, k = 0 
In this case, equation A1.14 becomes 
giving: 
At 
2 a2 k2 
R 
2 I 1 
- z)3i 





When qo is zero, the universe expands with the speed of light, 
i.e. R = c. Also H 
o 
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APP END I X II 
Deconvolution. 




f(u) S(x - u) du 
where f(x) is the true profile, i.e. the true transmission profile of 
an image in this case; S(x) is the spread function which is the 
gaussian profile of the COSMOS spot; and g(x) is the convoluted 
function, or the observed image transmission profile. The aim of 
deconvolution is to calculate f(x) from g(x) and S(x). There are 
many problems involved in doing this which are discussed by Jones & 
Misell (1970). 
It is well known that when the functions are fourier trans- 
formed, the convolution integral becomes a product, 
i.e. 
where 
g(t) = f(t) x S(t) 
Í+ 




dx is the fourier trans- 
form of g(x), and f(t) and S(t) are the fourier transforms of f(x) 





or f(t) = g(t) x T(t) where T(t) = 
If the inverse fourier transform is taken on both sides, the 
last equation becomes: 
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du T(t) e dt 
_ ( t) e+2Tri 




g(u) M(x - u) du . 
M(x) is the inverse fourier transform of T(t). The true profile, 
f(x), is a convolution of g(x) with the function M(x). Since the 
spread function is gaussian in this case, the formula for T(t) may 
be calculated analytically. 
S(x) = 






2 2 2 
S(t) = e-7 a t 
2 2 2 
T(t) = e+7 
a t 
S(x) dx = 1.) 
This function tends to infinity as Iti tends to infinity, so the 
function M(x) cannot be calculated. However, in practice, the total 
range of t is not used. The observed profile g(x) always contains 
noise which affects the fourier transform g(t). At high values of 
t! the contribution to g(t) by the 
noise will always be larger than 
the true value of g(t) and these errors, when multiplied by the 
exponential function T(t), produce large values of f(t) giving rise 
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to large errors in f(x). Therefore the accuracy of the value of the 
function f(x) is improved if a cut -off is made at high frequencies. 
The function R(t) is defined as: 
R(t) = T(t) 
= U(t) 
I 
tI < t* 
where t, is the frequency at which the effects of noise become 
important. U(t) is defined to make R(t) and its first derivative 
continuous at t;., and to decrease rapidly at high values of Iti. 
U(t) = exp { 'tra2 C-( I t I - 2t*) 2 + 2t*-1 } 
(R(t) is not set to zero at Iti > t,_ because a sharp cut -off in 
frequency gives rise to errors in the fourier transformed function.) 
The function M(x) is now given by: 
M(x) = R(t) e+2Tixtdt. 
The deconvolution of images measured by COSMOS has to be carried 
out in two dimensions. The convolution integral becomes: 
j 
r+ r} °' 
g(x,y) = f (u,v) S (x - u, y -v ) du dv 
co J-00 
and the solution is given by: 
+c , +00 
f(x,y) 
J 
_ g(u,v) M(x - u, y - v) du dv . 
-CO -CO 
Since the spread function is gaussian, it is separable into the 
product of a function of x with the same function of y. 
i.e. 
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S(x,y) = S' (x) S' (y) 
1 e-x2/a2 1 e y2/a2 
arrr-r a 
The formula for a fourier transform in two dimensions is: 
f I S(x,y) e-27i(sx+ty) 
-00 j-co 
S(s,t) _ dx dy 
4 +p - S' (x) e-2 Trisx dx 
J 
S' (y) e-2Trity d 1 Y -00 
= S'(s) s'(t). 
Since the function S(s,t) is separable into two equal functions 
of s and t, so is the function T(s,t), and the function M(x,y). 
Therefore the deconvoluting function, M, was derived as in the one 
dimensional case by calculating R(t) from a gaussian and fourier 
transforming. Then g(x,y) was convoluted with M in the x- direction, 
and again with M in the y- direction to give f(x,y). 
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