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Real group orbits
on flag ind-varieties of SL(∞,C)
Mikhail V. Ignatyev, Ivan Penkov, and Joseph A. Wolf
Abstract We consider the complex ind-group G = SL(∞,C) and its real forms
G0 = SU(∞,∞), SU(p,∞), SL(∞,R), SL(∞,H). Our main object of study are the
G0-orbits on an ind-variety G/P for an arbitrary splitting parabolic ind-subgroup
P ⊂ G, under the assumption that the subgroups G0 ⊂ G and P ⊂ G are aligned
in a natural way. We prove that the intersection of any G0-orbit on G/P with a
finite-dimensional flag variety Gn/Pn from a given exhaustion of G/P via Gn/Pn
for n→ ∞, is a single (G0 ∩Gn)-orbit. We also characterize all ind-varieties G/P
on which there are finitely many G0-orbits, and provide criteria for the existence of
open and closed G0-orbits on G/P in the case of infinitely many G0-orbits.
Keywords: homogeneous ind-variety, real group orbit, generalized flag.
AMS subject classification: 14L30, 14M15, 22F30, 22E65.
1 Introduction
This study has its roots in linear algebra. Witt’s Theorem claims that, given any two
subspacesV1,V2 of a finite-dimensional vector spaceV endowedwith a nondegener-
ate bilinear or Hermitian form, the spacesV1 andV2 are isometric withinV (i.e., one
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is obtained from the other via an isometry of V ) if and only if V1 and V2 are isomet-
ric. When V is a Hermitian space, this is a statement about the orbits of the unitary
group U(V ) on the complex grassmannian Gr(k,V ), where k = dimV1 = dimV2.
More precisely, the orbits of U(V) on Gr(k,V ) are parameterized by the possible
signatures of a, possibly degenerate, Hermitian form on a k-dimensional space ofV .
A general theory of orbits of a real form G0 of a semisimple complex Lie group
G on a flag variety G/P was developed by the third author in [W1] and [W3]. This
theory has become a standard tool in semisimple representation theory and com-
plex algebraic geometry. For automorphic forms and automorphic cohomology we
mention [WW], [FHW] and [W5]. For double fibration transforms and similar ap-
plications to representation theory see [WZ] and [HW2]. For the structure of real
group orbits and cycle spaces with other applications to complex algebraic geom-
etry see, for example, [W3], [W4], [W5], [W6], [WZ], [BK], [BLZ], [FH] [KS1],
[KS2], [OW] and [FHW]. Finally, applications to geometric quantization are indi-
cated by [RSW] and [SW2].
The purpose of the present paper is to initiate a systematic study of real group or-
bits on flag ind-varieties or, more precisely, on ind-varieties of generalized flags. The
study of the classical simple ind-groups like SL(∞,C) arose from studying stabi-
lization phenomena for classical algebraic groups. By now, the classical ind-groups,
their Lie algebras, and their representations have grown to a separate subfield in the
vast field of infinite-dimensional Lie groups and Lie algebras. In particular, it was
seen in [DP1] that the ind-varieties G/P for classical ind-groups G consist of gen-
eralized flags (rather than simply of flags) which are, in general, infinite chains of
subspaces subject to two delicate conditions, see Subsection 2.3 below.
Here we restrict ourselves to the ind-group G = SL(∞,C) and its real forms
G0. We study G0-orbits on an arbitrary ind-variety of generalized flags G/P, and
establish several foundational results in this direction. Our setting assumes a certain
alignment between the subgroups G0 ⊂ G and P⊂ G.
Our first result is the fact that any G0-orbit in G/P, when intersected with a
finite-dimensional flag variety Gn/Pn from a given exhaustion of G/P via Gn/Pn for
n→ ∞, yields a single G0n-orbit. This means that the mapping
{G0n-orbits on Gn/Pn} → {G
0
n+1-orbits on Gn+1/Pn+1}
is injective. Using this feature, we are able to answer the following questions.
1. When are there finitely many G0-orbits on G/P?
2. When is a given G0-orbit on G/P closed?
3. When is a given G0-orbit on G/P open?
The answers depend on the type of real form and not only on the parabolic sub-
group P ⊂ G. For instance, if P = B is an upper-triangular Borel ind-subgroup of
SL(∞,C) (B depends on a choice of an ordered basis in the natural representation of
SL(∞,C)), thenG/B has no closed SU(∞,∞)-orbit and has no open SL(∞,R)-orbit.
We see the results of this paper only as a first step in the direction of under-
standing the structure of G/P as a G0-ind-variety for all real forms of all classical
Real group orbits on flag ind-varieties of SL(∞,C) 3
ind-groups G (and all splitting parabolic subgroups P ⊂ G). Substantial work lies
ahead.
2 Background
In this section we review some basic facts about finite-dimensional real group or-
bits. We then discuss the relevant class of infinite-dimensional Lie groups and the
corresponding real forms and flag ind-varieties.
2.1 Finite-dimensional case
Let V be a finite-dimensional complex vector space. Recall that a real structure on
V is an antilinear involution τ on V . The set V 0 = {v ∈V | τ(v) = v} is a real form
of V , i.e., V 0 is a real vector subspace of V such that dimRV
0 = dimCV and the
C-linear span 〈V 0〉C coincides with V . A real form V
0 of V defines a unique real
structure τ on V such that V 0 is the set of fixed point of τ . A real form of a complex
finite-dimensional Lie algebra g is a real Lie subalgebra g0 of g such that g0 is a real
form of g as a complex vector space.
LetG be a complex semisimple connected algebraic group, andG0 be a real form
of G, i.e., G0 is a real closed algebraic subgroup of G such that its Lie algebra g0
is a real form of the Lie algebra g of G. Let P be a parabolic subgroup of G, and
X = G/P be the corresponding flag variety. The group G0 naturally acts on X . In
[W1] the third author proved the following facts about the G0-orbit structure of X ,
see [W1, Theorems 2.6, 3.3, 3.6, Corollary 3.4] (here we use the usual differentiable
manifold topology on X).
Theorem 2.1.
i) Each G0-orbit is a real submanifold of X.
ii) The number of G0-orbits on X is finite.
iii) The union of the open G0-orbits is dense in X.
iv) There is a unique closed orbit Ω on X.
v) The inequality dimRΩ ≥ dimCX holds.
Here is how this theorem relates to Witt’s Theorem in the case of a Hermitian
form. Let V be an n-dimensional complex vector space and G= SL(V ). Fix a non-
degenerate Hermitian form ω of signature (p,n− p) on the vector space V and
denote by G0 = SU(V,ω) the group of all linear operators on V of determinant 1
which preserve ω . Then G0 is a real form of G. Given k ≤ n, the group G naturally
acts on the grassmannian X = Gr(k,V ) of all k-dimensional complex subspaces of
V . To each U ∈ X one can assign its signature (a,b,c), where the restricted form
ω |U has rank a+ b with a positive squares and b negative ones, c equals the di-
mension of the intersection ofU and its orthogonal complement, and a+b+ c= k.
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By Witt’s Theorem, two subspaces U1, U2 ∈ X belong to the same G
0-orbit if and
only if their signatures coincide. Set l = min{p, n− p}. Then one can verify the
following formula for the number |X/G0| of G0-orbits on X :
|X/G0|=


(n− k+ 1)(n− k+ 2)/2, if n− l ≤ k,
(l+ 1)(l+ 2)/2, if l ≤ k ≤ n− l,
(k+ 1)(k+ 2)/2, if k ≤ l.
Furthermore, a G0-orbit of a subspaceU ∈ X is open if and only if the restriction of
ω toU is nondegenerate, i.e., if c= 0. Therefore, the number of open orbits equals
min{k+ 1, l+ 1}. There is a unique closed G0-orbit Ω on X , and it consists of all
k-dimensional subspaces of V such that c = min{k, l} (the condition c = min{k, l}
maximizes the nullity of the form ω |U for k-dimensional subspaces U ⊂ V ). In
particular, if k = p ≤ n− p, then Ω consists of all totally isotropic1 k-dimensional
complex subspaces of V . See [W1] for more details in this latter case.
2.2 The ind-group SL(∞,C) and its real forms
In the rest of the paper, V denotes a fixed countable-dimensional complex vec-
tor space with fixed basis E. We fix an order on E via the ordered set Z>0, i.e.,
E= {ε1, ε2, . . .}. LetV∗ denote the span of the dual system E
∗ = {ε∗1 , ε
∗
2 , . . .}. By
definition, the group GL(V,E) is the group of invertibleC-linear transformations on
V that keep fixed all but finitely many elements of E. It is not difficult to verify that
that GL(V,E) depends only on the pair (V,V∗) but not on E. Clearly, any operator
from GL(V,E) has a well-defined determinant. By SL(V,E) we denote the subgroup
of GL(V,E) of all operators with determinant 1. In the sequel G= SL(V,E) and we
also write SL(∞,C) instead of G.
Express the basis E as a union E =
⋃
En of nested finite subsets. Then V is
exhausted by the finite-dimensional subspaces Vn = 〈En〉C, i.e., V = lim−→
Vn. To
each linear operator ϕ on Vn one can assign the operator ϕ˜ on Vn+1 such that
ϕ˜(x) = ϕ(x) for x ∈ Vn, ϕ˜(εm) = εm for εm /∈ Vn. This gives embeddings
SL(Vn) →֒ SL(Vn+1), so that G = SL(V,E) = lim−→
SL(Vn). In what follows we con-
sider this exhaustion of G fixed, and set Gn = SL(Vn).
Recall that an ind-variety over R or C (resp., an ind-manifold) is an inductive
limit of algebraic varieties (resp., of manifolds): Y = lim
−→
Yn. Below we always as-
sume that Yn form an ascending chain
Y1 →֒ Y2 →֒ . . . →֒ Yn →֒ Yn+1 →֒ . . . ,
where Yn →֒ Yn+1 are closed embeddings. Any ind-variety or ind-manifold is en-
dowed with a topology by declaring a subsetU ⊂ Y open ifU ∩Yn is open for all n
1 In what follows we use the terms isotropic and totally isotropic as synonyms.
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in the corresponding topologies. A morphism f : Y = lim
−→
Yn → Y
′ = lim
−→
Y ′n is a map
induced by a collection of morphisms { fn : Yn → Y
′
n}n≥1 such that the restriction of
fn+1 to Yn coincides with fn for all n≥ 1. A morphism f : Y →Y
′ is an isomorphism
if there exists a morphism g : Y ′→ Y for which f ◦ g= idY ′ and g ◦ f = idY , where
id is a morphism induced by the collection of the identity maps.
A locally linear algebraic ind-group is an ind-variety G =
⋃
Gn such that all
Gn are linear algebraic groups and the inclusions are group homomorphisms. In
what follows we write ind-group for brevity. Clearly, G is an ind-group. By an ind-
subgroup of G we understand a subgroup of G closed in the direct limit Zariski
topology. By definition, a real ind-subgroup G 0 of G is called a real form of G, if G
can be represented as an increasing unionG=
⋃
Gn of its finite-dimensional Zariski
closed subgroups such that Gn is a semi-simple algebraic group and G
0∩Gn is a real
form of Gn for each n. Below we recall the classification of real forms of G due to
A. Baranov [B].
Fix a real structure τ on V such that τ(e) = e for all e ∈ E. Then each Vn is τ-
invariant. Denote by GL(Vn,R) (resp., by SL(Vn,R)) the group of invertible (resp.,
of determinant 1) operators on Vn defined over R. Recall that a linear operator on
a complex vector space with a real structure is defined over R if it commutes with
the real structure, or, equivalently, if it maps the real form to itself. For each n,
the map ϕ 7→ ϕ˜ gives an embedding SL(Vn,R) →֒ SL(Vn+1,R), so the direct limit
G0 = lim
−→
SL(Vn,R) is well defined. We denote this real form of G by SL(∞,R).
Fix a nondegenerate Hermitian form ω on V . Suppose that its restriction ωn =
ω |Vn is nondegenerate for all n, and that ω(em,Vn) = 0 for em /∈Vn. Denote by pn the
dimension of a maximal ωn-positive definite subspace of Vn, and put qn = dimVn−
pn. Let SU(pn,qn) be the subgroup of Gn consisting of all operators preserving
the form ωn. For each n, the map ϕ 7→ ϕ˜ induces an embedding SU(pn,qn) →֒
SU(pn+1,qn+1), so we have a direct limit G
0 = lim
−→
SU(pn,qn). If there exists p
such that pn = p for all sufficiently large n (resp., if limn→∞ pn = limn→∞ qn = ∞),
then we denote this real form of G by SU(p,∞) (resp., by SU(∞,∞)).
Finally, fix a quaternionic structure J on V , i.e., an antilinear automorphism of
V such that J2 =−idV . Assume that the complex dimension of Vn is even for n≥ 1,
and that the restriction Jn of J to Vn is a quaternionic structure on Vn. Furthermore,
suppose that
J(ε2i−1) =−ε2i, J(ε2i) = ε2i−1
for i ≥ 1. Let SL(Vn,H) be the subgroup of Gn consisting of all linear opera-
tors commuting with Jn, then, for each n, the map ϕ 7→ ϕ˜ induces an embed-
ding of the groups SL(Vn,H) →֒ SL(Vn+1,H), and we denote the direct limit by
G0 = SL(∞,H) = lim
−→
SL(Vn,H). This group is also a real form of G.
The next result is a corollary of [B, Theorem 1.4] and [DP2, Corollary 3.2].
Theorem 2.2. If G= SL(∞,C), then SL(∞,R), SU(p,∞), 0≤ p< ∞, SU(∞,∞),
SL(∞,H) are all real forms of G up to isomorphism. These real forms are pairwise
non-isomorphic as ind-groups.
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2.3 Flag ind-varieties of the ind-group G
Recall some basic definitions from [DP1]. A chain of subspaces in V is a linearly
ordered (by inclusion) set C of distinct subspaces of V . We write C ′ (resp., C ′′) for
the subchain of C of all F ∈ C with an immediate successor (resp., an immediate
predecessor). Also, we write C † for the set of all pairs (F ′, F ′′) such that F ′′ ∈ C ′′
is the immediate successor of F ′ ∈ C ′.
A generalized flag is a chain F of subspaces in V such that F = F′ ∪F′′ and
V \ {0} =
⋃
(F ′,F ′′)∈F† F
′′ \F ′. Note that each nonzero vector v ∈ V determines a
unique pair (F ′v ,F
′′
v ) ∈ F
† such that v ∈ F ′′ \F ′. If F is a generalized flag, then each
of F′ and F′′ determines F, because if (F ′,F ′′) ∈ F†, then F ′ =
⋃
G′′∈F′′, G′′(F ′′G
′′,
F ′′ =
⋂
G′∈F′, G′)F ′G
′ (see [DP1, Proposition 3.2]). We fix a linearly ordered set
(A,) and an isomorphism of ordered sets A→ F† : a 7→ (F ′α ,F
′′
α ), so that F can
be written as F = {F ′α ,F
′′
α , α ∈ A}. We will write α ≺ β if α  β and α 6= β for
α,β ∈ A.
A generalized flag F is called maximal if it is not properly contained in an-
other generalized flag. This is equivalent to the condition that dimF ′′v /F
′
v = 1 for
all nonzero vectors v ∈ V . A generalized flag is called a flag if the set of all proper
subspaces of F is isomorphic as a linearly ordered set to a subset of Z.
We say that a generalized flag F is compatible with a basis E = {e1, e2, . . .}
of V if there exists a surjective map σ : E → A such that every pair (F ′α ,F
′′
α ) ∈ F
†
has the form F ′α = 〈e ∈ E | σ(e) ≺ α〉C, F
′′
α = 〈e ∈ E | σ(e)  α〉C. By [DP1,
Proposition 4.1], every generalized flag admits a compatible basis. A generalized
flag F is weakly compatible with E if F is compatible with a basis L of V such that
the set E \(E∩L) is finite. Two generalized flags F, G are E-commensurable if both
of them are weakly compatible with E and there exist an isomorphism of ordered
sets φ : F→ G and a finite-dimensional subspaceU ⊂V such that
i) φ(F)+U = F+U for all F ∈ F;
ii) dimφ(F)∩U = dimF ∩U for all F ∈ F.
Given a generalized flag F compatible with E , denote by X = XF,E = Fℓ(F,E) the
set of all generalized flags in V , which are E-commensurable with F .
To endow X with an ind-variety structure, fix an exhaustion E =
⋃
En of E by its
finite subsets and denote Fn = {F ∩〈En〉C, F ∈ F}. Given α ∈ A, denote
d′α ,n = dimF
′
α ∩〈En〉C = |{e ∈ En | σ(e)≺ α}|,
d′′α ,n = dimF
′′
α ∩〈En〉C = |{e ∈ En | σ(e) α}|,
where | · | stands for cardinality. We define Xn to be the projective varieties of flags
in 〈En〉C of the form {U
′′
α ,U
′′
α , α ∈ A}, where U
′
α , U
′′
α are subspaces of 〈En〉C of
dimensions d′α ,n, d
′′
α ,n respectively, U
′
α ⊂ U
′′
α for all α ∈ A, and U
′′
α ⊂ U
′
β for all
α ≺ β . (If A is infinite, there exist infinitely many α , β ∈ A such that Uα =Uβ .)
Define an embedding ιn : Xn → Xn+1 : {U
′′
α ,U
′′
α , α ∈ A} 7→ {W
′′
α ,W
′′
α , α ∈ A} by
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W ′α =U
′
α ⊕〈e ∈ En+1 \En | σ(e)≺ α〉C,
W ′′α =U
′′
α ⊕〈e ∈ En+1 \En | σ(e) α〉C.
(1)
Then ιn is a closed embedding of algebraic varieties, and there exists a bijection
from X to the inductive limit of this chain of morphisms, see [DP1, Proposition 5.2]
or [FP, Section 3.3]. This bijection endows X with an ind-variety structure which
is independent on the chosen filtration
⋃
En of the basis E . We will explain this
bijection in more detail in Section 3.
From now on we suppose that the linear span of En coincides with Vn and V∗
coincides with the span of the dual system E∗ = {e∗1, e
∗
2, . . .}. We assume also
that the inclusion Gn →֒ Gn+1 induced by this exhaustion of E coincides with the
inclusion ϕ 7→ ϕ˜ defined above, i.e., that 〈En+1 \En〉C = 〈En+1 \En〉C. Denote by H
the ind-subgroup of G= SL(∞,C) of all operators from G which are diagonal in E;
H is called a splitting Cartan subgroup of G (in fact, H is a Cartan subgroup of G
in terminology of [DPW]). We define a splitting Borel (resp., parabolic) subgroup
of G to be and ind-subgroup of G containing H such that its intersection with Gn
is a Borel (resp., parabolic) subgroup of Gn. Note that if P is a splitting parabolic
subgroup of G and Pn = P∩Gn, then G/P =
⋃
Gn/Pn is a locally projective ind-
variety, i.e., an ind-variety exhausted by projective varieties. One can easily check
that the group G naturally acts on X . Given a generalized flag F in V which is
compatible with E , denote by PF the stabilizer of F in G. For the proof of the
following theorem, see [DP1, Proposition 6.1, Theorem 6.2].
Theorem 2.3. Let F be a generalized flag compatible with E, X = Fℓ(F,E) and
G= SL(∞,C).
i)The group PF is a parabolic subgroup of G containing H, and the map F 7→ PF
is a bijection between generalized flags compatible with E and splitting parabolic
subgroups of G.
ii) The ind-variety X is in fact G-homogeneous, and the map g 7→ g ·F induces an
isomorphism of ind-varieties G/PF ∼= X.
iii) F is maximal if and only if PF is a splitting Borel subgroup of G.
Example 2.4. i) A first example of generalized flags is provided by the flag
F = {{0} ⊂ F ⊂ V}, where F is a proper nonzero subspace of V . If F is com-
patible with E , then we can assume that F = 〈σ〉C for some subset σ of E . In this
case the ind-variety X is called an ind-grassmannian, and is denoted by Gr(F,E).
If k = dimF is finite, then a flag {{0} ⊂ F ′ ⊂ V} is E-commensurable with F
if and only if dimF = k, hence Gr(F,E) depends only on k, and we denote it by
Gr(k,V ). Similarly, if k = codimVF is finite, then Gr(F,E) depends only on E and
k (but not on F) and is isomorphic to Gr(k,V∗): an isomorphism Gr(F,E)→ {F ⊂
V∗ | dimF = k} = Gr(k,V∗) is induced by the map Gr(F,E) ∋ U 7→ U
# = {φ ∈
V∗ | φ(x) = 0 for all x ∈U}. Finally, if F is both infinite dimensional and infinite
codimensional, then Gr(F,E) depends on F and E , but all such ind-varieties are iso-
morphic and denoted by Gr(∞), see [PT] or [FP, Section 4.5] for the details. Clearly,
in each case one has F′ = {{0} ⊂ F}, F′′ = {F ⊂V}.
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ii) Our second example is the generalized flag F= {{0}= F0 ⊂ F1 ⊂ . . .}, where
Fi= 〈e1, . . . ,ei〉C for all i≥ 1. This clearly is a flag. A flag F˜= {{0}= F˜0⊂ F˜
′
1⊂ . . .}
is E-commensurable with F if and only if dimFi = dim F˜i for all i, and Fi = F˜i for
large enough i. The flag F is maximal, and F′ = F, F′′ = F \ {0}.
iii) Put F = {{0} = F0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂ F−2 ⊂ F−1 ⊂ V}, where
Fi = 〈e1, e3, . . . ,e2i−1〉C, F−i = 〈{e j, j odd}∪{e2 j, j > i}〉C for i ≥ 1. This gen-
eralized flag is clearly not a flag, and is maximal. Here F′ = F \V , F′′ = F \ {0}.
Note also that F˜ ∈ X = Fℓ(F,E) does not imply that F˜i = Fi for i large enough. For
example, let F˜1 = Ce2,
F˜i = 〈e2, e3, e5, e7, . . . , e2i−1〉C
for i> 1, and F˜−i = 〈{e j, j odd, j ≥ 3}∪{e2}∪{e2 j, j > i}〉C, i≥ 1, then F˜ ∈ X ,
but F˜i 6= Fi for all i.
Remark 2.5. In all above examples X = G/PF, where PF is the stabilizer of F
in G. The ind-grassmannians in (i) are precisely the ind-varietiesG/PF for maximal
splitting parabolic ind-subgroups PF ⊂ G. The ind-variety Fℓ(F,E), where F is the
flag in (ii), equals G/PF where PF is the upper-triangular Borel ind-subgroup in the
realization of G as Z>0×Z>0-matrices.
3 G0-orbits as ind-manifolds
In this section, we establish a basic property of the orbits onG/P of a real formG0 of
G= SL(∞,C). Precisely, we prove that the intersection of aG0-orbit with Xn is a sin-
gle orbit. Consequently, each G0-orbit is an infinite-dimensional real ind-manifold.
We start by describing explicitly the bijection X → lim
−→
Xn mentioned in Sub-
section 2.3. Let F be a generalized flag in V compatible with the basis E , and
X = Fℓ(F,E) be the corresponding ind-variety of generalized flags. Recall that
we consider X as the inductive limit of flag varieties Xn, where the embeddings
ιn : Xn →֒ Xn+1 are defined in the previous subsection. Put E
′
m = {e1, e2, . . . , em}
and Vm = 〈E
′
m〉C. The construction of ιn can be reformulated as follows.
The dimensions of the spaces of the flag F∩Vm form a sequence of integers
0= dm,0 < dm,1 < .. . < dm,sm−1 < dsm = dimVm = m.
Let Fℓ(dm,Vm) be the flag variety of type dm = (dm,1, . . . ,dm,sm−1) in Vm. Since
either sm+1 = sm or sm+1 = sm+ 1, there is a unique jm such that dm+1,i = dm,i+ 1
for 0≤ i< jm and dm+1, jm > dm, jm . Then, for jm ≤ i< sm, dm+1,i = dm,i+1 in case
sm+1 = sm, and dm+1,i = dm,i−1+ 1 in case sm+1 = sm+ 1. In other words, jm ≤ sm
is the minimal nonnegative integer for which there is α ∈ A with
dimF ′′α ∩Vm+1 = dimF
′′
α ∩Vm+ 1.
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Now, for each m we define an embedding ξm : Fℓ(dm,Vm) →֒ Fℓ(dm+1,Vm+1):
given a flag Gm = {{0} = G
m
0 ⊂ G
m
1 ⊂ . . . ⊂ G
m
sm
= Vm} ∈ Fℓ(dm,Vm), we set
ξm(Gm) =Gm+1 = {{0}=G
m+1
0 ⊂G
m+1
1 ⊂ . . .⊂G
m+1
sm+1
=Vm+1}∈Fℓ(dm+1,Vm+1),
where
Gm+1i =


Gmi , if 0≤ i< jm,
Gmi ⊕Cem+1, if jm ≤ i≤ sm+1 and sm+1 = sm,
Gmi−1⊕Cem+1, if jm ≤ i≤ sm+1 and sm+1 = sm+ 1.
(2)
For any G ∈ X we choose a positive integer mG such that F and G are com-
patible with bases containing {ei | i ≥ mG }, and VmG contains a subspace which
makes these generalized flags E-commensurable. In addition, we can assume that
mF ≤ mG for all G ∈ X (in fact, we can set mF = 1 because F is compatible with
E). Let mF ≤ m1 < m2 < .. . be an arbitrary sequence of integer numbers. For
n ≥ 1, denote En = E
′
mn
, Vn = Vmn . Then Xn = Fℓ(dmn ,Vmn) and, according to (1),
ιn = ξmn+1−1◦ξmn+1−2◦ . . .◦ξmn . The bijection X→ lim−→
Xn from Subsection 2.3 now
has the form G 7→ lim
−→
Gn, where Gn = {F ∩Vn, F ∈ G } for n such that mn ≥ mG .
By a slight abuse of notation, in the sequel we will denote the canonical embedding
Xn →֒ X by the same letter ιn.
Let G0 be a real form of G = SL(∞,C) (see Theorem 2.2). The group
Gn = SL(Vn) naturally acts on Xn, and the map ιn is equivariant: g · ιn(x) = ιn(g ·x),
g ∈ Gn ⊂ Gn+1, x ∈ Xn. Put also G
0
n = G
0 ∩Gn. Then G
0
n is a real form of Gn. For
the rest of the paper we fix some specific assumptions onVn for different real forms.
We now describe these assumptions case by case.
Let G0 = SU(p,∞) or SU(∞,∞). Recall that the restriction ωn of the fixed non-
degenerate Hermitian form ω to Vn is nondegenerate. From now on, we assume
that if e ∈ En+1 \ En, then e is orthogonal to Vn with respect to ωn+1. Next, let
G0 = SL(∞,R). Here we assume that mn is odd for each n ≥ 1, and that 〈En〉R is a
real form of Vn. Finally, for G
0 = SL(∞,H), we assume that mn is even for all n≥ 1
and that J(e2i−1) =−e2i, J(e2i) = e2i−1 for all i. These additional assumptions align
the real form G0 with the flag variety X .
Our main result in this section is as follows.
Theorem 3.1. If ιn(Xn) has nonempty intersection with a G
0
n+1-orbit, then that
intersection is a single G0n-orbit.
PROOF. The proof goes case by case.
CASE G0 = SU(∞,∞). (The proof for G0 = SU(p,∞), 0 ≤ p< ∞, is completely
similar.) Pick two flags
A = {{0}= A0 ⊂ A1 ⊂ . . .⊂ Asmn =Vn},
B = {{0}= B0 ⊂ B1 ⊂ . . .⊂ Bsmn =Vn}
in Xn such that A˜ = ιn(A ) and B˜ = ιn(B) belong to a given G
0
n+1-orbit.
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Put
A˜ = {{0}= A˜0 ⊂ A˜1 ⊂ . . .⊂ A˜smn+1 =Vn+1},
B˜ = {{0}= B˜0 ⊂ B˜1 ⊂ . . .⊂ B˜smn+1 =Vn+1}.
There exists ϕ ∈ SU(ωn+1,Vn+1) satisfying ϕ(A˜ ) = B˜, i.e., ϕ(A˜i) = B˜i for all i
from 0 to smn+1 . To prove the result, we must construct an isometry ϕ : Vn→Vn sat-
isfying ϕ(A ) =B. Of course, one can scale ϕ to obtain an isometry of determinant
1. By Huang’s extension of Witt’s Theorem [Hu, Theorem 6.2], such an isometry
exists if and only if Ai and Bi are isometric for all i from 1 to smn , and
dim(Ai∩A
⊥,Vn
j ) = dim(Bi∩B
⊥,Vn
j ) (3)
for all i < j from 1 to smn . (Here U
⊥,Vn denotes the ωn-orthogonal complement
within Vn of a subspace U ⊂ Vn.) Pick i from 1 to smn . Since en+1 is orthogonal to
Vn and ϕ˜ establishes an isometry between A˜i and B˜i, the first condition is satisfied.
So it remains to prove (3).
To do this, denote Cn = 〈En+1 \En〉C. Since Cn is orthogonal to Vn, for given
subspaces U ⊂ Vn, W ⊂ Cn one has (U ⊕W )
⊥,Vn+1 = U⊥,Vn ⊕W⊥,Cn . Hence, if
A˜k = Ak ⊕Wk, B˜k = Bk ⊕Wk for k ∈ {i, j} and some subspaces of Wi, Wj ⊂ Cn,
then
A˜i∩ A˜
⊥,Vn+1
j = (Ai⊕Wi)∩ (A
⊥,Vn
j ⊕W
⊥,Cn
j ) = (Ai∩A
⊥,Vn
j )⊕ (Wi∩W
⊥,Cn
j ),
and the similar equality holds for B˜i∩ B˜
⊥,Vn+1
j . The result follows.
CASE G0 = SL(∞,R). Here we first prove that if A and B are flags in Vn,
A˜ and B˜ are their images in Vn+1 under the map ξn, and there exists
ϕ ∈GL(Vn+1,R) satisfyingϕ(A˜ )= B˜, then there exists an operator ν ∈GL(Vn,R)
such that ν(A ) = B.
Consider first the case when ϕ(en+1) /∈ Vn. Denote ϕ(en+1) = v+ ten+1, v ∈ Vn,
t ∈R, t 6= 0. Then t−1ϕ ∈GL(Vn+1,R)maps A˜ to B˜, so we can assume that t = 1,
i.e., ϕ(en+1) = v+ en+1. Since
ϕ(A jn ⊕Cen+1) = ϕ(A˜ jn) = B˜ jn = B jn ⊕Cen+1,
the vector v belongs to Bi for all i≥ jn. Let ψ ∈ GL(Vn+1,R) be defined by
ψ(x+ sen+1) = x+ s(en+1− v), x ∈ Vn, s ∈ C.
Clearly, ψ(ϕ(en+1)) = en+1.
If i < jn and x ∈ Ai, then ϕ(x) ∈ Bi ⊂ Vn, so ψ(ϕ(x)) = ϕ(x) ∈ Bi. If i ≥ jn
and x ∈ Ar, where r = i for sn+1 = sn and r = i− 1 for sn+1 = sn + 1, then we put
ϕ(x) = y+ sen+1, y ∈ Bi, s ∈C. One has
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ψ(ϕ(x)) = ψ(y+ sen+1) = y+ s(en+1− v) ∈ Br⊕Cen+1 = B˜i.
In both cases the operator ψ ◦ ϕ maps A˜i to B˜i for all i from 0 to sn+1. Hence
we may assume without loss of generality that ϕ(en+1) = en+1. Then the operator
ν = pi ◦ϕ |
Vn
, where pi : Vn+1→ Vn is the projection onto Vn along Cen+1, is invert-
ible, is defined over R, and maps each Ai to Bi, 0≤ i≤ sn, as required.
Suppose now that ϕ(en+1) = b∈ Vn. In this case sn+1 = sn because the condition
ϕ(A jn−1⊕Cen+1) = ϕ(A˜ jn) = B˜ jn = B jn−1⊕Cen+1
contradicts the equality sn+1 = sn+ 1. Arguing as above, we see that b ∈ Bi for all
i≥ jn. If ϕ
−1(en+1) = a /∈ Vn, then one can construct ν as in the case when b /∈ Vn
with ϕ−1 instead of ϕ . Therefore, we may assume that a ∈ Ai for all i ≥ jn. Let
U0 be an R-subspace of V0n such that V
0
n = U
0⊕Rb, then Vn = U ⊕Cb, where
U = C⊗RU
0. If a, b are linearly independent, we choose U0 so that a ∈ U0.
Define ν as follows: if ϕ(x) = y+ sb+ ren+1, x ∈ Vn, y ∈ U , s,r ∈ C, then put
ν(x) = y+(s+ r)b. One can easily check that ν satisfies all required conditions.
Now we are ready to prove the result forG0 = SL(∞,R). Namely, let A , B ∈ Xn,
and ϕ ∈ SL(Vn,R) satisfy ϕ(ιn(A )) = ιn(B), then ϕ belongs to GL(Vmn+1 ,R).
Hence there exists ν ′ ∈ GL(Vmn+1−1,R) which maps ξmn+1−2 ◦ . . . ◦ ξmn(A ) to
ξmn+1−2◦ . . .◦ξmn(B) because ιn = ξmn+1−1◦ξmn+1−2◦ . . .◦ξmn . Continuing this pro-
cess, we see that there exists an operator ν ′′ ∈ GL(Vn,R) such that
ν ′′(A ) = B. Since Vn is odd-dimensional, one can scale ν
′′ to obtain a required
operator ν ∈ SL(Vn,R).
CASE G0 = SL(∞,H). Let A , B be two flags in V2n and A˜ = ξ2n+1 ◦ ξ2n(A ),
B˜ = ξ2n+1 ◦ξ2n(B). Let ϕ ∈ SL(V2n+2,H) satisfy ϕ(A˜ ) = B˜. Our goal is to con-
struct ν ∈ SL(V2n,H) such that ν(A ) = B. Then, repeated application of this pro-
cedure will imply the result.
For simplicity, denote e= e2n+1, e
′= e2n+2. Recall that J(e)=−e
′, J(e′) = e, and
note that b = ϕ(e) ∈ V2n if and only if b
′ = ϕ(e′) ∈ V2n, because V2n is J-invariant
and ϕ commutes with J.
First, suppose that both b and b′ do not belong to V2n. The vector b admits a
unique representation in the form b= v+ te+ t ′e′ for v ∈ V2n, t, t
′ ∈ C. Then
b′ = ϕ(e′) = ϕ(−J(e)) =−J(ϕ(e)) =−J(b) = v′− t¯ ′e+ t¯e′,
where v′ =−J(v) ∈ V2n. Set
T =
(
t −t¯ ′
t ′ t¯
)
, d = detT = |t|2+ |t ′|2 ∈ R>0.
Let ψ ∈GL(V2n+2) be the operator defined by ψ(x) = x, x ∈ V2n,
ψ(e) =−d−1(t¯(v+ e)− t ′(v′+ e′)),
ψ(e′) =−d−1(t¯ ′(v+ e)+ t(v′+ e′)).
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It is easy to see that ψ commutes with J, detψ = detT−1 ∈ R>0, and ψ(b) = e,
ψ(b′) = e′. Furthermore, one can check that ν = pi ◦ψ ◦ϕ |
V2n
: V2n → V2n com-
mutes with J and mapsA to B, where pi : Vn+1→Vn is the projection ontoVn along
Ce⊕Ce′. Since detν ∈R>0, one can scale ν to obtain an operator from SL(V2n,H),
as required.
Second, suppose that b,b′ ∈ V2n. If a = ϕ
−1(e) and a′ = ϕ−1(e′) do not belong
to Vn, one can argue as in the first case with ϕ
−1 instead of ϕ , so we may assume
without loss of generality that a,a′ ∈Vn. (Note that if a, a
′, b, b′ are linearly depen-
dent, then Ca⊕Ca′ = Cb⊕Cb′.) In this case, denote by U a J-invariant subspace
of Vn spanned by some basic vectors ei such that Vn =U⊕Cb⊕Cb
′. (If a, a′, b, b′
are linearly independent, we choose U such that a,a′ ∈ U .) Define ν by the fol-
lowing rule: if ϕ(x) = y+ sb+ sb′+ re+ r′e′, x ∈ Vn, y ∈U , s, s
′, r, r′ ∈ C, then
ν(x) = y+(s+ r)b+(s′+ r′)b′. One can check that detν = detϕ = 1, ν commutes
with J (so ν ∈ SL(Vn,H)) and maps each Ai, 0 ≤ i ≤ sn, to Bi. Thus, ν satisfies all
required conditions. 
The following result is an immediate corollary of this theorem.
Corollary 3.2. Let Ω be a G0-orbit on X , and Ωn = ι
−1
n (Ω)⊂ Xn. Then
i) Ωn is a single G
0
n-orbit;
ii) Ω is an infinite-dimensional real ind-manifold.
PROOF. i) Suppose A , B ∈ Ωn. Then there exists m ≥ n such that images of
A and B under the morphism ιm−1 ◦ ιm−2 ◦ . . . ◦ ιn belong to the same G
0
m-orbit.
Applying Theorem 3.1 subsequently to ιm−1, ιm−2, . . ., ιn, we see that A and B
belong to the same G0n-orbit.
ii) By definition, Ω = lim
−→
Ωn. Next, (i) implies that Ω is a real ind-manifold.
By Theorem 2.1 (v), we have dimRΩn ≥ dimCXn. Since limn→∞ dimCXn = ∞, we
conclude that Ω is infinite dimensional. 
4 Case of finitely many G0-orbits
We give now a criterion for X = Fℓ(F,E) to have a finite number of G0-orbits, and
observe that, if this is the case, the degeneracy order on the G0-orbits in X coincides
with that on the G0n-orbits in Xn for large enough n. Recall that the degeneracy order
on the orbits is the partial order Ω ≤Ω ′ ⇐⇒ Ω ⊆Ω
′
.
A generalized flag F is finite if it consists of finitely many (possibly infinite-
dimensional) subspaces. We say that a generalized flag F has finite type if it consists
of finitely many subspaces of V each of which has either finite dimension or finite
codimension in V . A finite type generalized flag is clearly a flag. An ind-variety
X = Fℓ(F,E) is of finite type if F is of finite type (equivalently, if any F˜ ∈ X is of
finite type).
Proposition 4.1. For G0 = SU(∞,∞), SL(∞,R) and SL(∞,H), the number of G0-
orbits on X is finite if and only if X is of finite type. For G0 = SU(p,∞), 0< p< ∞,
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the number of G0-orbits on X is finite if and only if F is finite. For G0 = SU(0,∞),
the number of G0-orbits on X equals 1.
PROOF.
CASE G0 = SU(∞,∞). First consider the case X = Gr(F,E), where F is a sub-
space of V . Clearly, X is of finite type if and only if dimF < ∞ or codimVF < ∞.
Note that for ind-grassmannians, the construction of ιn from (1) is simply the fol-
lowing. Given n, let Wn+1 be the span of En+1 \En, and Un+1 be a fixed (kn+1−
kn)-dimensional subspace of Wn+1, where ki = dimF ∩Vi. Then the embedding
ιn : Xn = Gr(kn,Vn)→ Xn+1 = Gr(kn+1,Vn+1) has the form ιn(A) = A⊕Un+1 for
A ∈ Xn.
Recall that if codimVF = k, then the map
U 7→U# = {φ ∈V∗ | φ(x) = 0 for all x ∈U}
induces an isomorphism Gr(F,E)→{F ′ ⊂V∗ | dimF
′ = k}=Gr(k,V∗); we denote
this isomorphism by D. To each operator ψ ∈ GL(V,E) one can assign the linear
operator ψ∗ on V∗ acting by (ψ∗(λ ))(x) = λ (ψ(x)), λ ∈V∗, x ∈ V . This defines an
isomorphism SL(V,E)→ SL(V∗,E
∗), and D becomes a G-equivariant isomorphism
of ind-varieties. Hence, for X of finite type, we can consider only the case when
dimF = k.
If dimF = k, then X consists of all k-dimensional subspaces ofV . Pick A, B∈ X .
There exists n such that Xn = Gr(k,Vn) and A, B ∈ ιn(Xn). Witt’s Theorem shows
that, for eachm≥ n, A and B belong to the sameG0m-orbit if and only if the signatures
of the forms ωm|A and ωm|B coincide. Since ωm|A,B = ω |A,B, we conclude A and
B belong to the same G0-orbit if and only if their signatures coincide. Thus, the
number of G0-orbits on X is finite.
On the other hand, if dimF = codimVF = ∞, then
lim
n→∞
kn = lim
n→∞
(dimVn− kn) = ∞.
In this case, the number of possible signatures of the restriction of ωn to a kn-
dimensional subspace tends to infinity, hence the number of G0n-orbits tends to in-
finity. By Theorem 3.1, the number of G0-orbits on X is infinite.
Now, consider the general case X = Fℓ(F,E). Let F be of finite type. Then
F = A ∪B where A and B are finite type subflags of F consisting of finite-
dimensional and finite-codimensional subspaces from F respectively. Note that A
and B are compatible with the basis E , hence there exists N such that if n≥ N, then
A⊆Vn for all A ∈A and codimVn(B∩Vn) = codimVB for all B ∈B. Set
A = {A1 ⊂ A2 ⊂ . . .⊂ Ak},
B = {B1 ⊂ B2 ⊂ . . .⊂ Bl},
and ai = dimAi, 1≤ i≤ k, bi = codimVBi, 1≤ i≤ l.
Denote by s(U) the signature of ω |U for a finite-dimensional subspace U ⊂ V .
According to [Hu, Theorem 6.2], to check that the number of G0-orbits on X is
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finite, it is enough to prove that all of the following sets are finite:
SA = {s(A) | A⊂Vn, n≥ N, dimA= ai for some i},
SB = {s(B) | B⊂Vn, n≥ N. codimVnB= bi for some i},
PA = {dimA∩A
⊥,Vn
0 | A, A0 ⊂Vn, n≥ N,
dimA= ai, dimA0 = a j for some i< j},
PB = {dimB∩B
⊥,Vn
0 | B, B0 ⊂Vn, n≥ N,
codimVnB= bi, codimVnB0 = b j for some i< j},
PAB = {dimA∩B
⊥,Vn | A, B⊂Vn, n≥ N,
dimA= ai, codimVnB= b j for some i, j}.
The finiteness of SA and PA is obvious. In particular, this implies that the number of
G0-orbits on Fℓ(A ,E) is finite. Applying the mapU 7→U# described above, we see
that the number of G0-orbits on Fℓ(B,E) is finite. Consequently, the sets SB and PB
are finite. Finally, since ωn =ω |Vn is nondegenerate for each n, we see that if B⊂Vn
and codimVnB= bi for some i, then dimB
⊥,Vn = codimVnB= bi. Hence PAB is finite.
Thus, if F is of finite type then the number of G0-orbits on Fℓ(F,E) is finite.
On the other hand, suppose that F is not of finite type. If there is a space F ∈ F
with dimF = codimVF = ∞, then we are done, because the map
X → Gr(F,E) : G 7→ the subspace in G corresponding to F
is a G-equivariant epimorphism of ind-varieties, and the number of G0-orbits on the
ind-grassmannian Gr(F,E) is infinite by the above.
If all F ∈ F are of finite dimension or finite codimension, there exist subspaces
Fn ∈ F of arbitrarily large dimension or arbitrarily large codimension. In the former
case the statement follows from the fact that the number of possible signatures of
such spaces tends to infinity, and in the latter case the statement gets reduced to the
former one via the mapU 7→U#.
CASE G0 = SU(p,∞), 0< p< ∞. First suppose that F is finite, i.e., |F| = N <
∞. Given n≥ 1, denote Sn = {s(A) | A⊂Vn} and Pn = {dimA∩B
⊥,Vn | A⊂ B⊂Vn}.
Let s(A) = (a,b,c) for some subspace A of Vn. Then, clearly, a ≤ p and c ≤ p,
hence |Sn| ≤ p
2. On the other hand, if A ⊂ B are subspaces of Vn then A
⊥,Vn ⊃
B⊥,Vn , so A∩B⊥,Vn ⊂ A∩A⊥,Vn . But dimA∩A⊥,Vn = c ≤ p. Thus |P| ≤ p. Now
[Hu, Theorem 6.2] shows that the number of G0n-orbits on Xn is less or equal to
N|Sn|N
2|Pn| ≤ N
3p3. Hence, by Theorem 3.1, the number ofG0-orbits on X is finite.
Now suppose that F is infinite. In this case, given m ≥ 1, there exists n such
that the length of each flag from Xn is not less than m, the positive index of ω |Vn
(i.e., the dimension of a maximal positive definite subspace of Vn) equals p, and
codimVnFm ≥ p, where Fn = {F1 ⊂ . . . ⊂ Fm ⊂ . . . ⊂ Vn}. It is easy to check that
the number of G0n-orbits on Xn is not less than m. Consequently, by Theorem 3.1,
the number of G0-orbits on X is not less than m. The proof for SU(p,∞), p > 0, is
complete.
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CASE G0 = SU(0,∞). Evident.
CASE G0 = SL(∞,R). First, let X = Gr(F,V ) for a subspace F ⊂ V compatible
with E . If dimF = k < ∞, then X consists of all k-dimensional subspaces of V . We
claim that the number of G0-orbits on X equals k+ 1. Indeed, pick A, B ∈ X and
n ≥ k+ 1 such that A, B ∈ ιn(Xn) (recall that dimVn = 2n− 1). Clearly, if A and B
belong to the same G0-orbit, then
dimA∩ τ(A) = dimB∩ τ(B). (4)
Since n ≥ k+ 1 and Vn is τ-stable, dimA∩ τ(A) can be an arbitrary integer number
from 0 to k, hence the number of G0-orbits on X is at least k+ 1.
On the other hand, suppose that (4) is satisfied. Let A′, B′ be complex subspaces
of A, B respectively such that A= A′⊕ (A∩τ(A)) and B= B′⊕ (B∩τ(B)). Clearly,
A′∩ τ(A′) = B′∩ τ(B′) = 0. Furthermore, it is easy to see that
A+ τ(A) = (A∩ τ(A))⊕ (A′⊕ τ(A′)),
B+ τ(B) = (B∩ τ(B))⊕ (B′⊕ τ(B′)).
For simplicity, set Aτ = A+ τ(A), A
′
τ = A
′⊕ τ(A′), Aτ = A∩ τ(A), and define Bτ ,
B′τ , B
τ similarly. Then Aτ = A
τ ⊕A′τ , Bτ = B
τ ⊕B′τ . Note that all these subspaces
are defined over R. By [HS, Lemma 2.1], the SL(A′τ ,R)-orbit of A
′ is open in the
corresponding grassmannian. Furthermore, there are two open SL(A′τ ,R)-orbits on
this grassmannian, and their union is a single GL(A′τ ,R)-orbit. Hence there exists
an operator ψ : Aτ → Bτ which is defined over R and maps A
′
τ , A
′, Aτ to B′τ , B
′, Bτ
respectively. Since Aτ and Bτ are defined over R (i.e., are τ-invariant), there exist
τ-invariant complements A0, B0 of Aτ , Bτ in Vn. Thus one can extend ψ to an oper-
ator ν ∈ GL(Vn,R) such that ν(A) = B. Finally, since dimVn is odd, we can scale ν
to obtain an operator from SL(Vn,R) which maps A to B, as required.
At the contrary, assume that dimF = ∞. As it was shown above, given m ≥ n,
two finite-dimensional spaces A, B ∈ Vn belong to the same G
0
m-orbit if and only
if dimA∩ τ(A) = dimB∩ τ(B), so the number of G0m-orbits on the grassmannian
of kn-subspaces of Vn equals kn+ 1. But we have limn→∞ kn = ∞, so the number of
G0-orbits on X is infinite by Theorem 3.1.
Now, consider the general case X = Fℓ(F,E). We claim that, given a type
d = (d1, . . . ,dr), there exists a number u(d) such that the number of G
0
n-orbits on
the flag variety Fℓ(d,Vn) is less or equal than u(d), i.e., this upper bound depends
only on d, but not on the dimension ofVn. To prove this, denote by Kn = SO(Vn) the
subgroup of Gn preserving the bilinear form
βn(x,y) =
2n−1
∑
i=1
xiyi, x=
2n−1
∑
i=1
xiei, y=
2n−1
∑
i=1
yi ∈Vn.
By Matsuki duality [BL], there exists a one-to-one correspondence between the set
of Kn-orbits and the set of G
0
n-orbits on Fℓ(d,Vn). Hence our claim follows imme-
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diately from (3), because [Hu, Theorem 6.2] holds for nondegenerate symmetric
bilinear forms.
Finally, suppose that F is of finite type. Let A , B, N be as for SU(∞,∞). Note
that the form βn is nondegenerate, hence the βn-orthogonal complement to a sub-
space B⊂Vn is of dimension codimVnB. Arguing as for SU(∞,∞) and applying our
remark about Matsuki duality, we conclude that there exists a number u(F) such
that the number of G0n-orbits on Xn is less or equal to u(F) for every n ≥ N. It fol-
lows from Theorem 3.1 that the total number of G0-orbits on X is also less or equal
to u(F). Finally, if F is not of finite type, then, as in the case of SU(∞,∞), one
can use G-equivariant projections from X onto ind-grassmannians to show that the
number of G0-orbits on the ind-variety X is infinite. The proof for G0 = SL(∞,R)
is complete.
CASE G0 = SL(∞,H). Denote by κn an antisymmetric bilinear form on Vn de-
fined by
κn(e2i−1,e2i) = 1, κn(e2i,e2i−1) =−1, κn(ei,e j) = 0 for |i− j|> 1.
Let Kn be the subgroup of Gn preserving this form. Then Kn ∩G
0
n is a maximal
compact subgroup of G0n (see, e.g., [FHW]), so, by duality, given d, there exists a
bijection between the set of Kn-orbits and the set of G
0
n-orbits on the flag variety
Fℓ(d,Vn). Since Kn is isomorphic to Sp2n(C), we can argue as for SL(∞,R) to
complete the proof. 
Example 4.2. Let X = Gr(k,V ) for k< ∞. Then
|X/G0|=


(p+ 1)(p+ 2)/2 for G0 = SU(p,∞), p≤ k,
(k+ 1)(k+ 2)/2 for G0 = SU(p,∞), k ≤ p,
(k+ 1)(k+ 2)/2 for G0 = SU(∞,∞),
k+ 1 for G0 = SL(∞,R),
[k/2]+ 1 for G0 = SL(∞,H).
For SU(p,∞) and SU(∞,∞), this follows from the formula for the number of
SU(p,n− p)-orbits on a finite-dimensional grassmannian, see Subsection 2.1. For
SL(∞,R), this was proved in Proposition 4.1; the proof for SL(∞,H) is similar to
the case of SL(∞,R).
As a corollary of Theorem 3.1, we describe the degeneracy order on the set X/G0
of G0-orbits on an arbitrary ind-variety X = Fℓ(F,E) of finite type. By definition,
Ω ≤Ω ′ ⇐⇒ Ω ⊆Ω
′
. We define the partial order on the set Xn/G
0
n of G
0
n-orbits on
Xn in a similar way.
Corollary 4.3. Suppose the number of G0-orbits on X = Fℓ(F,E) is finite. Then
there exists N such that X/G0 is isomorphic as partially ordered set to Xn/G
0
n for
each n≥ N.
PROOF. Given aG0-orbitΩ on X , there exists n such thatΩ ∩ιn(Xn) is nonempty.
Since there are finitely many G0-orbits on X , there exists N such that Ω ∩ ιN(XN) is
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nonempty for each orbit Ω . By Theorem 3.1, given n ≥ N and a G0-orbit Ω on X ,
there exists a uniqueG0n-orbit Ωn on Xn such that ι
−1
n (Ω ∩ ιn(Xn)) = Ωn. Hence, the
map
αn : X/G
0→ Xn/G
0
n, Ω 7→ Ωn
is well defined for each n≥N. It is clear that this map is bijective. It remains to note
that, by the definition of the topology on X , a G0-orbit Ω is contained in the closure
of a G0-orbit Ω ′ if and only if Ωn is contained in the closure of Ω
′
n for all n ≥ N.
Thus, αn is in fact an isomorphism of the partially ordered sets X/G
0 and Xn/G
0
n for
each n≥ N. 
5 Open and closed orbits
In this section we provide necessary and sufficient conditions for a given G0-orbit
on X = Fℓ(F,E) to be open or closed. We also prove that X has both an open and a
closed orbit if and only if the number of orbits is finite.
First, consider the case of open orbits. Pick any n. Recall [HW1], [W2] that the
G0n-obit of a flag A = {A1 ⊂ Ak ⊂ . . .⊂ Ak} ∈ Xn is open if and only if
for G0 = SU(p,∞) or SU(∞,∞): all Ai’s are nondegenerate with respect to ω ;
for G0 = SL(∞,R): for all i, j, dimAi∩ τ(A j) is minimal,
i.e., equals max{dimAi+ dimA j− dimVn, 0};
for G0 = SL(∞,H): for all i, j, dimAi∩ J(A j) is minimal in the above sense.
Note that, for any two generalized flags F1 and F2 in X , there is a canonical
identification of F1 and F2 as linearly ordered sets. For a space F ∈ F1, we call the
image of F under this identification the space in F2 corresponding to F .
Fix an antilinear operator µ on V . A point G in X = Fℓ(F,E) is in general
position with respect to µ if F ∩ µ(H) does not properly contain F˜ ∩ µ(H˜) for all
F, H ∈ G and all G˜ ∈ X , where F˜ , H˜ are the spaces in G˜ corresponding to F , H
respectively. A similar definition can be given for flags in Xn. Note that, for G
0 =
SL(∞,R) or SL(∞,H), the G0n-orbit of A ∈ Xn is open if and only if A is in general
position with respect to τ or J respectively.
With the finite-dimensional case in mind, we give the following
Definition 5.1. A generalized flag G is nondegenerate if
for G0 = SU(p,∞) or SU(∞,∞):
each F ∈ G is nondegenerate with respect to ω ;
for G0 = SL(∞,R) or SL(∞,H) :
G is in general position with respect to τ or J respectively.
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Remark 5.2. A generalized flag being nondegenerate with respect to ω can be
thought of as being “in general position with respect to ω”. Therefore, all conditions
in Definition 5.1 are clearly analogous.
Proposition 5.3. The G0-orbit Ω of G ∈ X is open if and only if G is nondegen-
erate.
PROOF. By the definition of the topology on X , Ω is open if and only if
Ωn = ι
−1
n (Ω ∩ ιn(Xn)) is open for each n.
First, suppose G0 = SU(p,∞) or SU(∞,∞). To prove the claim in this case, it
suffices to show that A ∈ G is nondegenerate with respect to ω if and only if ω |A∩Vn
is nondegenerate for all n for which mn ≥ mG . This is straightforward. Indeed, if
A is degenerate, then there exists v ∈ A such that ω(v,w) = 0 for all w ∈ A. Let
v ∈Vn0 for some n0 with mn0 ≥ mG . Then ω |A∩Vn0
is degenerate. On the other hand,
if v ∈ A∩Vn is orthogonal to all w ∈ A∩Vn for some n such that mn ≥ mG , then
v is orthogonal to all w ∈ A because em is orthogonal to Vn for em /∈ Vn. The result
follows.
Second, consider the case G0 = SL(∞,R). Suppose Ω is open, so Ωn is open for
each n satisfying mn ≥ mG . Assume G ∈ X is not nondegenerate. Then there exist
G˜ ∈ X and A, B∈ G such that A˜∩τ(B˜)( A∩τ(B), where A˜, B˜ are the subspaces in
G˜ corresponding to A, B respectively. Let v ∈ (A∩τ(B))\ (A˜∩τ(B˜)), and n be such
that v ∈ Vn. Since Vn is τ-invariant, we have v ∈ (An∩ τ(Bn)) \ (A˜n∩ τ(B˜n)) where
An = A∩Vn, Bn = B∩Vn, A˜n = A˜∩Vn, B˜n = B˜∩Vn. This means that A˜n∩ τ(B˜n) is
properly contained in An∩ τ(Bn). Hence, Gn is not in general position with respect
to τ|Vn , which contradicts the condition that Ωn is open.
Now, assume that Ωn is not open for some n with mn ≥ mG . This means that
there exist An, Bn ∈ Gn = ι
−1
n (G ) and G˜n ∈ Xn so that An ∩ τ(Bn) properly con-
tains A˜n∩τ(B˜n), where A˜n and B˜n are the respective subspaces in G˜n corresponding
to An and Bn. Since τ(en+1) = en+1, the space An+1 ∩ τ(Bn+1) properly contains
A˜n+1∩ τ(B˜n+1), where An+1, Bn+1, A˜n+1, B˜n+1 are the respective images of An, Bn,
A˜n, B˜n under the embedding Xn →֒ Xn+1. Repeating this procedure, we see that G is
not nondegenerate. The result follows.
The case G0 = SL(∞,H) can be considered similarly. 
We say that two generalized flags have the same type if there is an automorphism
of V transforming one into the other. Clearly, two E-commensurable generalized
flags always have the same type. On the other hand, it is clearly not true that two
generalized flags having the same type are E˜-commensurable for some basis E˜ .
It turns out that, for G0 = SU(p,∞) and SU(∞,∞), the requirement for the exis-
tence of an open orbit on an ind-variety of the form Fℓ(F,E) imposes no restriction
on the type of the flag F. More precisely, we have
Corollary 5.4. If G0 = SU(p,∞), 0 ≤ p < ∞, then X always has an G0-open
orbit. If G0 = SU(∞,∞), then there exist a basis E˜ of V and a generalized flag F˜
such that F and F˜ are of the same type and X˜ = Fℓ(F˜, E˜) has an open G0-orbit.
PROOF. For SU(p,∞), let n ≥ mF be a positive integer such that the positive
index of ω |Vn equals p. Let Gn ∈ Xb be a flag in Vn consisting of nondegenerate
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subspaces (i.e., the G0n-orbit of Gn is open in Xn). Denote by g a linear operator from
Gn such that g(Fn) = Gn, where Fn = ι
−1
n (F) ∈ Xn. Then, clearly, g(F) belongs to
X and is nondegenerate. Therefore the G0-orbit of g(F) on X is open.
Now consider the case G0 = SU(∞,∞). Let E˜ be an ω-orthogonal basis ofV . Fix
a bijection E→ E˜ . This bijection defines an automorphismV →V . Denote by F˜ the
generalized flag consisting of the images of subspaces from F under this isomor-
phism. Then F˜ and F are of the same type, and each space in F˜ is nondegenerate as
it is spanned by a subset of E˜. Thus the G0-orbit of F˜ on X˜ is open. 
Remark 5.5. Of course, in general an ind-variety X˜ = Fℓ(F˜, E˜) having an open
SU(∞,∞)-orbit does not equal a given X = Fℓ(F,E).
The situation is different forG0= SL(∞,R). While an ind-grassmannianGr(F,E)
has an open orbit if and only if either dimF < ∞ or codimVF < ∞, an ind-variety
of the form X˜ = Fℓ(F˜, E˜), where F˜ has the same type as the flag F from Exam-
ple 2.4 (ii), cannot have an open orbit as long as the basis E˜ satisfies τ(e˜) = e˜ for
all e˜ ∈ E˜ . Indeed, suppose F̂ = {{0} = F̂0 ⊂ F̂1 ⊂ . . .} ∈ X˜ . As we pointed out in
Example 2.4 (ii), there exists N such that F̂n = F˜n = 〈e˜1, . . . , e˜n〉C for n≥N. Pick n
so that mn ≥max{2N, m˜F̂}, where m˜F̂ is an integer such that F˜ and F̂ are compat-
ible with respect to bases containing {e˜i, i≥ m˜F̂}. Then the flag F̂n = ι
−1
n (F̂) ∈ X˜n
contains the subspace F̂N which is defined over R. Thus, F̂n is not in general posi-
tion with respect to τ|Vn , so the G
0
n-orbit of F̂n in X˜n is not open. Consequently, the
G0-orbit of F̂ in X˜ is not open.
Let now X˜ = Fℓ(F˜, E˜) where F˜ is a generalized flag having the same type as the
generalized flag F from Example 2.4 (iii). Recall that
F = {{0}= F0 ⊂ F1 ⊂ F2 ⊂ . . .⊂ F−2 ⊂ F−1 ⊂V},
where Fi = 〈e1, e3, . . . ,e2i−1〉C, F−i = 〈{e j, j odd}∪{e2 j, j > i}〉C for i ≥ 1. We
claim that X˜ also cannot have an open orbit. Indeed, assume F̂ is E˜-commensurable
to F˜. Then F̂ is compatible with a basis Ê of V such that Ê \ E˜ is finite. This
means that there exists e˜ ∈ E˜ and a finite-dimensional subspace F ∈ F̂ with e˜ ∈ F .
Now, pick n so that F ⊂ Vn and mn ≥ max{2dimF, m˜F̂}. Then F ∩ τ(F) 6= 0, so
F̂n = ι
−1
n (F̂) ∈ Xn is not in general position with respect to τ|Vn .
Finally, let G0 = SL(∞,H). In this case, clearly, an ind-grassmannian Gr(F,E)
may or may not have an open orbit. A similar argument as for SL(∞,R) shows that
if F is as in Example 2.4 (ii), then X˜ cannot have an open orbit. Surprisingly, for
G0 = SL(∞,H) and X as in Example 2.4 (iii), X˜ may have an open orbit. Consider
first the case of X = Fℓ(F,E) itself. It it easy to check that if dimVn = n then Fn
is in general position with respect to J|Vn for each n, so the orbit of F is open. On
the other hand, if F˜ and F have the same type and each 2n-dimensional subspace
in F˜ is spanned by the vectors e˜1, e˜2, e˜5, e˜6, . . . , e˜4n−3, e˜4n−2, then X˜ does not
have an open orbit because each generalized flag E˜-commensurable to F˜ contains a
finite-dimensional subspace F such that F ∩ J(F) 6= {0}.
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We now turn our attention to closed orbits. The conditions for an orbit to be
closed are based on the same idea for each of the real forms, but (as was the case for
open orbits) the details differ.
Suppose G0 = SU(∞,∞) or SU(p,∞). We call a generalized flag G in X pseudo-
isotropic if F ∩H⊥,V is not properly contained in F˜ ∩ H˜⊥,V for all F, H ∈ G and
all G˜ ∈ X , where F˜, H˜ are the subspaces in G˜ corresponding to F, H respectively.
A similar definition can be given for flags in Xn. An isotropic generalized flag, as
defined in [DP1], is always pseudo-isotropic, but the converse does not hold. In
the particular case when the generalized flag G is of the form {{0} ⊂ F ⊂ V}, G
is pseudo-isotropic if and only if the kernel of the form ω |F is maximal over all
E-commensurable flags of the form {{0} ⊂ F˜ ⊂V}.
Next, suppose G0 = SL(∞,R). A generalized flag G in X is real if τ(F) = F
for all F ∈ G . This condition turns out to be equivalent to the following condition:
F ∩ τ(H) is not properly contained in F˜ ∩ τ(H˜) for all F, H ∈ G and all G˜ ∈ X ,
where F˜, H˜ are the subspaces in G˜ corresponding to F, H respectively.
Finally, suppose G0 = SL(∞,H). We call a generalized flag G in X pseudo-
quaternionic if F ∩J(H) is not properly contained in F˜ ∩J(H˜) for all F, H ∈ G and
all G˜ ∈ X , where F˜, H˜ are the subspaces in G˜ corresponding to F, H respectively.
If G is quaternionic, i.e., if J(F) = F for each F ∈ G , then G is clearly pseudo-
quaternionic, but the converse does not hold. If the generalized flag G is of the form
{{0}⊂F ⊂V}, then G is pseudo-quaternionic if and only if codimF(F∩J(F))≤ 1.
Proposition 5.6. The G0-orbit Ω of G ∈ X is closed if and only if
G is pseudo-isotropic for G0 = SU(∞,∞) and SU(p,∞);
G is real for G0 = SL(∞,R);
G is pseudo-quaternionic for G0 = SL(∞,H).
PROOF. First consider the finite-dimensional case, where there is a unique closed
G0n-orbit on Xn (see Theorem2.1). For all real forms the conditions of the proposition
applied to finite-dimensional flags in Vn are easily checked to be closed conditions
on points of Xn. Therefore, the G
0
n-orbit of a flag in Vn is closed if and only if this
flag satisfies the conditions of the proposition at the finite level.
Let G0 = SU(∞,∞) or SU(p,∞). Suppose Ω is closed, so Ωn is closed for each
n satisfying mn ≥ mG . Assume G is not pseudo-isotropic. Then there exist G˜ ∈ X
and A, B ∈ G such that A˜∩ B˜⊥,V ) A∩B⊥,V , where A˜, B˜ are the subspaces in G˜
corresponding to A, B respectively. Let v ∈ (A˜∩ B˜⊥,V ) \ (A∩B⊥,V), and n be such
that v ∈Vn and mn ≥ mG . Then v ∈ (A˜n∩ B˜
⊥,Vn
n )\ (An∩B
⊥,Vn
n ), where An = A∩Vn,
Bn = B∩Vn, A˜n = A˜∩Vn, B˜n = B˜∩Vn, because B
⊥,V ∩Vn = B
⊥,Vn
n . This means that
An ∩B
⊥,Vn
n is properly contained in A˜n ∩ B˜
⊥,Vn
n . Hence Gn is not pseudo-isotropic,
which contradicts the condition that Ωn is closed.
Now, assume that Ωn is not closed for some n with mn ≥ mG . This means that
there exist An, Bn ∈ Gn = ι
−1
n (G ) and G˜n ∈ Xn such that An∩B
⊥,Vn
n is properly con-
tained in A˜n∩ B˜
⊥,Vn
n , where A˜n, B˜n are the subspaces in G˜n corresponding to An, Bn
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respectively. Since each e∈ En+1 \En is orthogonal toVn, An+1∩B
⊥,Vn+1
n+1 is properly
contained in A˜n+1∩ B˜
⊥,Vn+1
n+1 , where An+1, Bn+1, A˜n+1, B˜n+1 are the respective im-
ages of An, Bn, A˜n, B˜n under the embedding Xn →֒ Xn+1. Repeating this procedure,
we see that G is not pseudo-isotropic. The result follows.
Let G0 = SL(∞,R). As above, given n, denote Gn = ι
−1
n (G ). Note that, given
F ∈ G , τ(F) = F if and only if Fn is defined over R, i.e., τ(Fn) = Fn where
Fn = F ∩Vn, because Vn is τ-invariant. The G
0
n-orbit Ωn of Gn is closed if and only
if each subspace in Gn is defined over R. Hence if τ(F) = F for all F ∈ G , then Ωn
is closed for each n (so Ω is closed), and vice versa.
The proof for G0 = SL(∞,H) is similar to the case of SU(∞,∞) and is based on
the following facts: if A is a subspace of V , then J(A)∩Vn = J(A∩Vn) for all n; the
subspace 〈En+1 \En〉C is J-invariant for all n. 
Corollary 5.7. If G0 = SL(∞,R), then X = Fℓ(F,E) always has a closed orbit.
PROOF. The G0-orbit of the generalized flag F is closed because τ(e) = e for all
basic vectors e ∈ E . 
IfG0 = SU(p,∞) for 0≤ p<∞, then, for some choice of F, X =Fℓ(F,E) clearly
may have a closed orbit. On the other hand, assume that F is as in Example 2.4 (ii),
and E is an orthogonal basis for ω . If F̂ ∈ X , then then there exists N such that
F̂n = Fn (and so F̂n is nondegenerate) for n ≥ N. But there obviously exists H ∈ X
such that HN is degenerate, so F̂ is not pseudo-isotropic. Thus, X does not contain a
closed orbit.
LetG0 = SU(∞,∞). Obviously, the ind-grassmannian Gr(F,E)may have or may
not have a closed orbit. If X˜ = Fℓ(F˜, E˜), where F˜ is a generalized flag having the
same type as the generalized flag F from Example 2.4 (ii) and E˜ satisfies all re-
quired conditions, then X˜ does not have a closed orbit. Indeed, assume F̂ ∈ X˜ , then
F̂n contains Vk for certain n and k. The form ω |Vk is nondegenerate, hence F̂n is not
isotropic. There exists an isotropic subspace I of V of dimension n = dim F̂n con-
taining F̂n ∩ F̂
⊥,V
n , and it is easy to see that there exists F̂0 ∈ X˜ such that I is the
subspace of F̂0 corresponding to F̂n. Thus, F̂ is not pseudo-isotropic.
Now, suppose F is as in Example 2.4 (iii). Here X˜ may or may have not a closed
orbit. For example, assume that E˜ is an ω-orthogonal basis of V . Then each F̂ ∈ X˜
contains a nonisotropic finite-dimensional subspace, and, arguing as in the previ-
ous paragraph, we see that F̂ is not pseudo-isotropic. On the other hand, suppose
that e2i−1 = e
′
2i−1+ e
′
2i and e2i = e
′
2i−1− e
′
2i for all i, where {e
′
1, e
′
2, . . .} is an ω-
orthogonal basis with ω(e′2i−1,e
′
2i−1) =−ω(e2i,e2i) = 1. In this case, one can easily
check that F is pseudo-isotropic, so its G0-orbit in X is closed.
Finally, let G0 = SL(∞,H). Here, in all three cases (i), (ii), (iii) of Example 2.4,
if X˜ = Fℓ(F˜, E˜) for a generalized flag F˜ having the same type as F, then X˜ may
or may not have a closed orbit. Consider, for instance, case (ii). The flag F itself
is pseudo-quaternionic, so its G0-orbit in X is closed. On the other hand, if each
(4n+ 2)-dimensional subspace in F˜ is spanned by {ei, i ≤ 4n}∪ {e4n+1, e4n+3},
then X˜ does not have a closed orbit.
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Combining our results on the existence of open and closed orbits, we now obtain
the following corollary.
Corollary 5.8. For a given real form G0 of G = SL(∞,C), G0 6= SU(p,∞),
0 < p < ∞, an ind-variety of generalized flags X = Fℓ(F,E) has both an open and
a closed G0-orbits if, and only if, there are only finitely many G0-orbits on X.
PROOF. If X has finitely many G0-orbits, then the existence of an open orbit is
obvious, and the existence of a closed orbit follows immediately from Corollary 4.3.
Assume that X has both an open and a closed G0-orbit. Let
G0 = SU(∞,∞). Fix a nondegenerate generalized flagH ∈ X (lying on an open G0-
orbit). Suppose that there exists a subspaceF ∈H satisfying dimF = codimVF =∞.
Since X has a closed G0-orbit, there exists a pseudo-isotropic generalized flag
H˜ ∈ X . Let F˜ be the subspace in H˜ corresponding to F . Since H and H˜ are E-
commensurable to F, there exists n such that F = A⊕B and F˜ = A˜⊕B, where A,
A˜ are subspaces of Vn and B is the span of a certain infinite subset of E \ En; in
particular, B is a subspace of V n = 〈E \En〉C.
The restriction of ω to B is nondegenerate, because Vn and V n are orthogonal.
This implies that B⊥,Vn ∩ B = {0}. But F˜⊥,V = A˜⊥,Vn ⊕ B⊥,Vn , hence
F˜∩ F˜⊥,V = A˜∩ A˜⊥,Vn . Clearly, if B 6=V n, then B
⊥,Vn 6= {0}. In this case, there exists
v ∈V n \B contained in F˜
⊥,V , and one can easily construct a generalized flag Ĥ ∈ X
such that F˜ ∩ F˜⊥,V ( F̂ ∩ F̂⊥,V , where F̂ is the subspace in Ĥ corresponding to F˜ ,
a contradiction. Thus, B=V n, but this contradicts the condition codimV F˜ = ∞.
We conclude that H = A ∪B, where each subspace in A (resp., in B) is of
finite dimension (resp., of finite codimension). Assume that F is not finite, then at
least one of the generalized flags A and B is infinite. Suppose A is infinite. (The
case when B is infinite can be considered using the map U 7→U#.) Let n be such
that H and H˜ are compatible with bases containing E \En. Let F be a subspace in
A such that F does not belong to Vn. Then, arguing as in the previous paragraph,
one can show that H˜ cannot be pseudo-isotropic, a contradiction.
Now, let G0 = SL(∞,R). Suppose that H ∈ X is in general position with respect
to τ , and H˜ ∈ X is real. As above, pick n so thatH and H˜ are compatible with bases
of V containing E \En. Suppose for a moment that there exists a subspace F ∈H
such that F 6⊂ Vn, then F = A⊕B, where A is a subspace of Vn, and B is a nonzero
subspace ofV n spanned by a subset of E \En. Similarly, the corresponding subspace
F˜ ∈ H˜ has the form F˜ = A˜⊕B, where τ(A˜) = A˜ and τ(B) = B. Suppose also that
B 6=V n, then there exist e ∈ E ∩B and e
′ ∈ (E \En)\B. Let B
′ ⊂V n be spanned by
((E ∩B)\ {e})∪{e+ ie′}. It is easy to check that there exists Ĥ ∈ X such that the
subspace F̂ ∈ Ĥ corresponding to F has the form A⊕B′. Thus, F ∩ τ(F) properly
contains F̂ ∩ τ(F̂), a contradiction. It remains to note that if F is not of finite type,
then such a subspace F always exists (if necessary, after applying the mapU 7→U#).
Finally, let G0 = SL(∞,H). Suppose that H ∈ X is in general position with re-
spect to J, and H˜ ∈ X is pseudo-quaternionic. As above, pick n so thatH and H˜ are
compatible with bases of V containing E \En. Suppose for a moment that there ex-
ists a subspace F ∈H such that F 6⊂Vn, then F = A⊕B, where A is a subspace ofVn,
and B is a nonzero subspace of V n = 〈E \En〉C spanned by a subset of E \En. The
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corresponding subspace F˜ ∈ H˜ has the form F˜ = A˜⊕B, where A˜ is a subspace ofVn.
Suppose also that dimB≥ 2 and codimV nB≥ 2. There exist a subspace B
′ ⊂V n and
Ĥ ∈ X such that the subspace F̂ ∈ Ĥ corresponding to F has the form A⊕B′, and
B′∩ J(B′) is either properly contains or is properly contained in B∩ J(B). Thus, ei-
therH is not in general position with respect to J, or H˜ is not pseudo-quaternionic,
a contradiction. It remains to note that if F is not of finite type, then such a subspace
F always exists (possibly, after applying the mapU 7→U#). 
Acknowledgements The first author was supported in part by the Russian Foundation for Basic
Research through grants no. 14–01–97017 and 16–01–00154, by the Dynasty Foundation and by
the Ministry of Science and Education of the Russian Federation, project no. 204. A part of this
work was done at the Oberwolfach Research Institute for Mathematics (program “Oberwolfach
Leibniz Fellows”) and at Jacobs University Bremen, and the first author thanks these institutions
for their hospitality. The second and third authors thank Professor V.K. Dobrev for the invitation
to speak at the XI International Workshop “Lie Theory and its Applications in Physics” in Varna,
15–21 June 2015. The second author acknowledges continued partial support by the DFG through
Priority Program SPP 1388 and grant PE 980/6–1. The third author acknowledges partial support
from the Dickson Emeriti Professorship at the University of California and from a Simons Foun-
dation Collaboration Grant for Mathematicians.
References
[B] A.A. Baranov. Finitary simple Lie algebras. J. Algebra 219 (1999), 299–329.
[BLZ] L. Barchini, C. Leslie, R. Zierau. Domains of holomorphy and representations of SL(n,R).
Manuscripta Math. 106 (2001), 411–427.
[BK] D. Barlet, V. Koziarz. Fonctions holomorphes sur l’espace des cycles: la me´thode
d’intersection. Math. Research Letters 7 (2000), 537–550.
[BL] R.J. Bremigan, J.D. Lorch. Matsuki duality for flag manifolds. Manuscripta Math. 109
(2002), 233–261.
[DP1] I. Dimitrov, I. Penkov. Ind-varieties of generalized flags as homogeneous spaces for classi-
cal ind-groups. IMRN 2004 (2004), no. 55, 2935–2953.
[DP2] I. Dimitrov, I. Penkov. Locally semisimple and maximal subalgebras of the finitary Lie
algebras gl(∞), sl(∞), so(∞), and sp(∞). J. Algebra 322 (2009), 2069–2081.
[DPW] I. Dimitrov, I. Penkov, J.A. Wolf. A Bott–Borel–Weil theory for direct limits of algebraic
groups. Amer. J. Math. 124 (2002), 955–998.
[FH] G. Fels, A.T. Huckleberry. Characterization of cycle domains via Kobayashi hyperbolicity.
Bull. Soc. Math. de France 133 (2005), 121–144.
[FHW] G. Fels, A.T. Huckleberry, J.A. Wolf. Cycle spaces of flag domains: a complex geometric
viewpoint. Progr. in Math. 245. Birkha¨user/Springer, Boston, 2005.
[FP] L. Fresse, I. Penkov. Schubert decomposition for ind-varieties of generalized flags. Asian J.
Math., to appear, see also arXiv: math.RT/1506.08263.
[Hu] H. Huang. Some extensions of Witt’s Theorem. Linear and Multilinear Algebra 57 (2009),
321–344.
[HS] A.T. Huckleberry, A. Simon. On cycle spaces of flag domains of SLn(R) (Appendix by D.
Barlet). J. Reine Angew. Math. 541 (2001), 171–208.
[HW1] A.T. Huckleberry, J.A. Wolf. Cycle spaces of real forms of SLn(C). In: Complex geome-
try. Springer Verlag, Berlin, 2002, p. 111–133.
[HW2] A.T. Huckleberry, J.A. Wolf. Injectivity of the double fibration transform for cycle spaces
of flag domains. J. Lie Theory 14 (2004), 509–522.
24 Mikhail V. Ignatyev, Ivan Penkov, and Joseph A. Wolf
[KS1] B. Kro¨tz, R.J. Stanton. Holomorphic extensions of representations, I, Automorphic func-
tions. Ann. Math. 159 (2004), 1–84.
[KS2] B. Kro¨tz, R.J. Stanton. Holomorphic extensions of representations, II, Geometry and har-
monic analysis. Geometric and Functional Analysis 15 (2005), 190–245.
[OW] B. Ørsted, J.A. Wolf. Geometry of the Borel – de Siebenthal discrete series. J. Lie Theory
20 (2010), 175–212.
[PT] I. Penkov, A. Tikhomirov. Linear ind-grassmannians. Pure and Applied Math. Quarterly 10
(2014), 289–323.
[RSW] J. Rawnsley, W. Schmid, J.A. Wolf. Singular unitary representations and indefinite har-
monic theory. J. Functional Analysis 51 (1983), 1–114.
[SW2] W. Schmid, J.A.Wolf. Geometric quantization and derived functor modules for semisimple
Lie groups. J. Functional Analysis 90 (1990), 48–112.
[WW] R.O.Wells, J.A. Wolf. Poincare´ series and automorphic cohomology on flag domains. Ann.
Math. 105 (1977), 397–448.
[W1] J.A. Wolf. The action of a real semisimple Lie group on a complex flag manifold. I: Orbit
structure and holomorphic arc components. Bull. Amer. Math. Soc. 75 (1969), 1121–1237.
[W2] J.A. Wolf. Fine structure of Hermitian symmetric spaces. In: W.M. Boothby, G.L. Weiss
(eds). Symmetric spaces. Marcel Dekker, New York, 1972, p. 271–357.
[W3] J.A. Wolf. The action of a real semisimple group on a complex flag manifold, II. Uni-
tary representations on partially holomorphic cohomology spaces. Memoirs of the American
Mathematical Society 138, 1974.
[W4] J.A. Wolf. Orbit method and nondegenerate series. Hiroshima Math. J. 4 (1974), 619–628.
[W5] J.A. Wolf. Completeness of Poincare` series for automorphic cohomology. Ann. Math. 109
(1979), 545–567.
[W6] J.A. Wolf. Admissible representations and the geometry of flag manifolds. Contemp. Math.
154 (1993), 21–45.
[WZ] J.A. Wolf, R. Zierau. Holomorphic double fibration transforms. Proceedings of Symposia
in pure mathematics 68 (2000), 527–551.
