ABSTRACT Cardiac arrhythmia is associated with abnormal electrical activities of the heart, which can be reflected by altered characteristics of electrocardiogram (ECG). Due to the simplicity and non-invasive nature, the ECG has been widely used for detecting arrhythmias and there is an urgent need for automatic ECG detection. Up to date, some algorithms have been proposed for automatic classification of cardiac arrhythmias based on the features of the ECG; however, their stratification rate is still poor due to unreliable features of signal characteristics or limited generalization capability of the classifier, and therefore, it remains a challenge for automatic diagnosis of arrhythmias. In this paper, we propose a new method for automatic classification of arrhythmias based on deep neural networks (DNNs). The two DNN models constitutive of residual convolutional modules and bidirectional long short-term memory (LSTM) layers are trained to extract features from raw ECG signals. The extracted features are concatenated to form a feature vector which is trained to do the final classification. The algorithm is evaluated based on the test set of China Physiological Signal Challenge (CPSC) dataset with F 1 measure regarded as the harmonic mean between the precision and recall. The resulting overall F 1 score is 0.806, F AF score is 0.914 for atrial fibrillation (AF), F Block score is 0.879 for block, F PC and F ST scores are 0.801 and 0.742 for premature contraction and ST-segment change, which demonstrates a good performance that may have potential practical applications.
I. INTRODUCTION
Cardiac arrhythmias are a group of conditions in which the electrical activity of the heart is irregular, manifesting faster or slower rhythm than that under normal condition [1] . Many types of arrhythmia are life threatening, and possibly caused by various cardiac diseases such as myocardial infarction, cardiomyopathy, and myocarditis [2] - [4] . Detailed analysis of the electrocardiogram (ECG) signal provides functional information on the patient's heart, which has been extensively The associate editor coordinating the review of this manuscript and approving it for publication was Yongqiang Cheng.
used for arrhythmia detection in clinical practices. In general, analyzing ECG features contains two processing steps. The first step is to extract features of ECGs and the second one is to classify the ECGs into various conditions based on these extracted features [5] . As it is very time consuming and tedious for analyzing ECG features manually, it is necessary to develop automatic algorithms for ECG analysis.
In the past few years, numerous detection algorithms of cardiac arrhythmias have been proposed. These algorithms mainly consist of four main procedures including denoising [6] - [10] , waveform detection [11] - [13] , feature extraction and arrhythmia classification [14] - [28] . Among these VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ four steps, feature extraction transforms the input ECG signal into a variety of features that play an important role in detecting most of cardiac arrhythmias. In recent studies, different features of ECGs have been extracted to characterize their properties that include Hermit coefficients [21] , [24] , [25] , higher order statistical features [18] , [25] , morphological features [17] , [26] , [27] , wavelet features and independent component analysis [12] , [19] , [20] , [28] . After feature extraction, various machine detection algorithms such as linear discrimination analysis (LDA) [15] , [24] , self-organizing map (SOM) [21] , conditional random field (CRF) [18] , support vector machine (SVM) [12] , [21] , [25] , artificial neural network (ANN) [20] , [24] , and ensemble methods [26] have been implemented for ECG classification. Recently, deep neural networks (DNNs) have also been used in ECG classifications. As it is different from traditional methods, DNNs can learn a feature extraction function from the raw input based on the probability distribution of the dataset. Therefore, on the premise of sufficient training samples, the features extracted by a DNN model can be more comprehensive than those extracted by hand-crafted methods. For example, in the detection of ventricular arrhythmias, the stacked denoising autoencoders (SDAEs) was applied to learn a suitable feature mapping, after that, a softmax regression layer was added on the top of the resulting hidden representation layer to yield DNNs [29] . In parallel, a convolutional neural network (CNN) has also been used for automatic diagnosis of cardiac arrhythmias. In a previous study we have proposed CNN for atrial fibrillation (AF) detection [30] . Furthermore, a multiscale fusion of deep convolutional neural network (MS-CNN) was also proposed to screen out AF, which employs two-stream convolutional networks with different filter sizes to extract features of different scales [31] . In another study, a CNN with the residual network architecture to classify 12 rhythm classes was introduced [32] . CNNs have also been applied for beat-level arrhythmias classification where the length of model inputs are usually much shorter (e.g., hundreds of samples) [33] , [34] , and a nine-layer CNN was developed to automatically identify five different categories of heartbeats [35] . Moreover, other kinds of network structure used for ECG classification include restricted Boltzmann machine (RBM) [36] - [38] and Autoencoder [39] , [40] , for the latter of which a novel deep learning-based algorithm was introduced that integrates a long short-term memory (LSTM) based autoencoder network with SVM for arrhythmias classification [40] . With variable ECG lengths, an automated arrhythmia classification using a combination of CNN and LSTM was proposed [41] . Finally, a deep learning based ensemble network model was put forward for improving the performance, which can occur on a single network. Therefore, the model is designed to combine three single networks to capture features and classify [42] .
Although some of the algorithms achieved reasonable performance for automatic ECG classification of arrhythmias, there are still unsolved challenges for practical uses. First, though extracted individual ECG features may provide some useful clinical information for automatic identification of cardiac arrhythmias, however, ECG signals of different patients under different physical conditions many have distinctive morphological and temporal features [43] . Therefore, ECG signal may vary its feature for each person at different timing, and different patients with the same disease may have diverse ECG morphologies. Furthermore, different cardiac diseases may have some common ECG features, forming a significant barrier for heart disease diagnosis by feature extraction and analysis [44] - [46] . Second, the current arrhythmia classification methods are developed based on limited training data sets, lacking consideration of the specific features of the rhythm of each patient that may be different to the training data. Therefore, the current algorithms may not perform well in practical condition. To address this problem, long-term ECG recordings for a patient can be obtained with the wide use of long-term ECG monitoring device, making it possible to develop automatic classification algorithms.
The objective of this study was to tackle of the aforementioned challenges by developing a reliable method for fully automated classification of arrhythmias combining deep residual network and bidirectional LSTM. The developed method is tested using ECG recordings provided by the China Physiological Signal Challenge (CPSC) [47] . An advantage of the proposed algorithm is that there is no need to manually extract features of ECGs compared with other traditional arrhythmia classification methods [14] - [28] . Based on the divided raw ECG signals, the proposed DNNs can automatically extract their features with proper training, based on which most of arrhythmia types can be identified. Moreover, without filtering, the proposed method is resistant to interferences, making it more suitable for practical applications. Thus, the method demonstrated high efficiency and averaged accuracy to classify different arrhythmias based on the CPSC database.
The rest of this paper is organized as follows. In Section 2, the ECG dataset and the proposed method are described in details. In Section 3, the proposed algorithm is evaluated by CPSC database and discussed. Finally, section 4 summarizes our study.
II. MATERIALS AND METHODS
The flowchart diagram of the proposed arrhythmia classification method is shown in Figure 1 . It includes two stages, which are preprocessing as well as feature extraction and classification.
A. MATERIALS
The 12 leads ECG recordings from the CPSC database consist of about 10,000 recordings, which are used for the evaluation of arrhythmia classification allowing a direct comparison with other participant's results. Each recording has an uncertain length ranging from 6 to 60 seconds, which is sampled at 500 Hz (Fs=500Hz). The ECG recordings contain nine types such as atrial fibrillation (AF) and premature atrial contraction (PAC), etc. The training and test sets include 6,877 and 2,954 ECG recordings respectively. Every ECG signal has a labeled annotation. The most of the recordings only have one label (denoted as First label). However, some recordings have two or three labels. For the recordings which have more than one label, the classification result is considered right if one of them is correct. The details of training set are described in Table 1 .
B. PREPROCESSING
A typical ECG heartbeat is characterized by a recurrent sequence of waves including P, QRS and T waves which represent the depolarization of the atria and ventricles, followed by repolarization of the ventricles [48] . In this study, the ECG signals are not filtered in the preprocessing stage considering two main factors. On one hand, in this database, all the 12 leads recordings are used and the amount of the data is large. Using the original data rather than filtering them, the computation cost is significantly reduced. On the other hand, as mentioned above, most of arrhythmia detection algorithms have applied filtering to process ECG signals [6] - [10] . However, in this study, the proposed model shows good performance in anti-noise interference due to no filtering, demonstrating a potential for practical applications. Detailed comparison between results of the model obtained with and in absence of filtering is presented in Section 3.2.
As shown in Table 1 , the range of each recording length varies from 6 to 60 seconds. As it is not convenient for training the model with non-identical length of ECG recordings, therefore, in implementation, each recording is segmented into a length of 30 seconds. If the recording length is less than 30 seconds, we pad the recording into 30 seconds by assigning zero values at the beginning period. If the length is more than 30 seconds, we leave out the extra data after 30 seconds. We have also applied other fixed recording length (such as 10 and 20 seconds), however, it proves that 30 seconds is the optimal choice. It is possible that the padding of zero for recordings shorter of 30 seconds may have some influence on the performance of the model, however, it is necessary for solving the problem of different input length of data and convenient for training the model, as well as helpful to reduce the training time of model.
C. THE BALANCE OF DATASET
After the preprocessing, the balance of dataset is also important for the classification of arrhythmias. In this study, some attention needs to be paid to deal with imbalance training dataset. As we can see in Table 1 , the number of LBBB is only 207, however the number of RBBB reaches 1695 which is nearly eight times as many as LBBB, and the number of other types of arrhythmias are also different. It is obvious that training dataset is not balanced. To address this issue, we have randomly divided five subsets for each class. After that, each class is copied to make the number equal to the class with the most recordings, which is RBBB in this dataset. This operation has addressed the issue of dataset imbalance and meanwhile dealt with five subsets to perform five crossvalidation.
D. FEATURE LEARNING AND CLASSIFICATION
Feature extraction is a critical step in the classification of raw ECG signals. The relevance and representativeness of the extracted features will directly influence the performance of classification. Traditional feature extraction methods are usually based on hand-crafted algorithms, while DNN can learn features from the raw data by itself and generally have better performance [32] , [49] , [50] . In this study, we employ a novel kind of DNNs to learn features from the preprocessed ECG recordings. Our proposed network is composed of three parts, namely local features learning part, global features leaning part and classification part, as illustrated in Figure 2 . VOLUME 7, 2019 FIGURE 2. The overall structure of the proposed DNNs for cardiac arrhythmias classification.
In the local layer learning part, we utilize stacked residual convolutional modules to learn local features and compress the long course ECG signal into a much shorter sequence of local feature vectors. The input of this part is the raw ECG signal which is a 3-dimensional matrix with the dimensions determined as (batch size, 15000, 12). The batch size is set to a large value as long as the GPU memory can accommodate the input and all the intermediate data. The length of the other two dimensions is the signal length and channel number (i.e., lead number) respectively. There are two types of residual convolutional modules adopted in our model from [32] . The first module in the network is in Type 1, while the follow-up 11 modules are in Type 2. As shown in Figure 2 , both types of modules consist of 1-dimentional convolutional (1D Conv) layers, batch normalization (BN) [51] layers, rectified linear units (ReLU) [52] of activation layer, dropout [53] layers and max-pooling [54] layers. The difference between the two types of modules exists in the start positions of the residual connections: the module of Type 2 has three more layers (i.e., batch normalization, ReLU activation and dropout) than that of Type 1. Accordingly, there are a total of 25 convolutional layers and 12 max-pooling layers in this part. As the margin of the input will be lost during a convolutional operation, the input feature maps are padded before each convolutional layer so that the output has the same length as the original input. The feature maps are compressed in length only when they go through a pooling layer. As shown in Table 2 , there are only 6 max-pooling layers (with pool size of 2) that actually work, others (with pool size of 1) have no effects to the feature maps. So, after the operations of local features learning part, output length is 1/64 of the input length. The convolution kernels also have different lengths and numbers among these residual modules, which can be found in Table 2 .
After the local features learning part, the extracted feature vectors are input into a bidirectional LSTM [55] layer (the main body of the global features learning part) one by one, as indicated in Figure 3 . As the ECG signals (also the learned local feature maps) represent the time course of heart electrical activity, a recurrent neural network (RNN) can be typically used to process the input along the time sequence in a parameters-sharing manner and utilizes their internal state to memorize the context. One of the successful implementations of RNN is LSTM. Due to the advantage of the gate designs of its unit, LSTM can maintain the properties of a longer temporal sequence spanning tens to hundreds of time steps in its internal state. The bidirectional layer in fact is composed of two LSTM layers in opposite directions: the forward LSTM and the backward LSTM. At each time step, the output of the forward LSTM summarizes local features from all previous steps, while the output of the backward LSTM summarizes local features from all subsequent steps. The outputs of the two LSTM layers are summed into a local-focused global feature vector which encapsulates features from the context of the current step in both forward and backward directions. The unit numbers of these two LSTM layers are all 64, which means each local-focused global feature vector is 64 in length. Then, all the local-focused global feature vectors are input into a global max-pooling layer to get a single global feature vector for the classification.
With the extracted global feature, the classification part learns a classifier to stratify recordings into different classes. The classification part consists of two dense layers and two activation layers. The first dense layer has 64 cells, while the second dense layer has 9 cells (corresponding to 9 classes respectively). The first activation layer, following the first dense layer, is a ReLU layer which enables the classification part to accelerate the back propagation of gradients. The second activation layer, also the final layer of the network, is a softmax layer which outputs the predicted probability distribution over the 9 classes.
III. RESULTS AND DISCUSSIONS A. PERFORMANCE MEASURES
The experiments were performed on a computer with 1 CPUs at 3.5 GHz, 1 NVIDIA Quadro k6000 GPU and 64-Gb memory. All the proposed models are run over highly efficient GPU using the Keras deep learning framework [56] . In implementation, the proposed algorithm was tested on each data class from the CPSC database. For cross-validation, the training set was divided randomly into five subsets of which one for validation and the others for training, taking turns in 5 times.
The F 1 measure, an averaged F 1 values for all arrhythmia classes, is used to score the performance of the model based on the CPSC dataset. To calculate F 1 , the following equations are used.
For each of all the types, F 1 is defined in Equation (1),
where F 1x indicates F 1 score of the xth class, N xX , N Xx and N xx indicate the numbers of real, predicted and true positive instances of the xth class, respectively. The final score is defined in Equation (2),
In addition, the F 1 scores for each of the four sub-abnormal types are computed as follows:
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Using classification results of the validation set, we calculated overall F 1 score for all cases to evaluate the classification results. The results show that the overall F 1 score of the proposed DNNs classifier with 450 test samples reached 0.836, which is the highest among all competitors. The detailed classification results are shown in Table 3 and 4 (http://2018.icbeb.org/Challenge.html).
Results shown in Table 3 illustrate that the classifier achieves a good performance by using relatively small datasets, demonstrating that the classifier can cope with different conditions. The scores of all arrhythmia types are close to or greater than 0.78, especially the score of AF is the highest one, 0.92. However, the identification of normal is less good, only reaching about 0.748.
The F 1 scores of four sub-abnormal types were summarized in Table 4 . It shows that the proposed model also achieves better recognition in specific arrhythmia classification scenario. The achieved is a little lower, possibly resulting from its undistinguishable features with many normal conditions requiring improvement in the future.
For the entire test set (about 3,000), the F 1 scores of four sub-abnormal types were summarized in Table 5 (http://2018.icbeb.org/Challenge.html). By comparing results shown in Table 4 and 5, we can see that the performance of the proposed model on the entire test set declines slightly. This may be attributable to the number and replication of recordings implemented in our model. The use of simple copying of recordings may introduce differences in training and test data distribution, resulting in bias. However, it is necessary for solving the impact of data imbalance. Furthermore, the overall performance is still better than most of competitors, which achieved the third place in the CPSC2018 challenge.
B. FINE TUNING OF HYPERPARAMETERS
To obtain an optimal DNNs structure to classify arrhythmias, the impacts of diverse training and structural hyperparameters are quantitatively analyzed. By doing so, the final error values of test samples are assessed under various comparative conditions. As hyperparameters and their combinations are tremendous, we chose some of them empirically in our experiments for balancing the model performance and training time. The chosen hyperparameters include learning rate, dropout rate, convolutional kernel size, LSTM units number, LSTM dropout rate, LSTM recurrent dropout rate and dense layer cells number. Learning rate controls the speed at which the model updates its weights during the training process. The LSTM dropout rate is fraction of the units to drop for the linear transformation of the inputs, while the LSTM recurrent dropout rate is that of the units to drop for the linear transformation of the recurrent state. After the experiments with selected combinations of these hyperparameters, the final DNN hyperparameters which obtain the minimum test error are shown in Table 6 . The proposed model was trained for about 20 epochs with one cross-validation. The total training time of our network was about 5 hours, with a computational complexity (regarded as the decision time for each recording in this study) was 10ms.
For a clear vision of the impacts of hyperparameters, the training and test errors at different training and structural hyperparameters are discussed in the following analysis. 1) Learning Rate: In this case, different learning rates (0.01, 0.001 and 0.0001) are used to update the model weights. As shown in Figure 4 , the curves of test errors at different learning rates exhibit significant differences. Among these settings, the test error has the fastest convergence rate and minimum convergence value when the learning rate is 0.001. Therefore, we chose 0.001 as the optimum learning rate for the training of our model.
2) Hyperparameters of Local Features Learning Part: The local features learning part contains dozens of hyperparameters making the tuning a long and expensive process. Therefore, we chose a few key hyperparameters to tune in the experiments, including convolutional layer kernel size and dropout rate. The convergent training and test errors at different combination of hyperparameters are presented in Table 7 . As the results indicated, the model achieves the minimum test error among all the combinations when convolutional layer kernel size and dropout rate are 16 and 0.5 respectively. And this combination is reused in the follow-up experiments for tuning other parts of the neural network.
3) Hyperparameters of Global Features Learning Part: After the local features learning part was fine-tuned, the global features learning part are tuned by a series of experiments. Three hyperparameters, namely number of LSTM units, LSTM dropout and LSTM recurrent dropout, are selected to generate various hyperparameter combinations during this process. Table 8 shows the corresponding classification errors of different combinations. The minimum classification error of the test samples is achieved when the number of LSTM units is 64, the LSTM dropout is 0.5 and the LSTM recurrent dropout is 0.1.
C. VALIDATION OF ANTI-NOISE PERFORMANCE
To assess the anti-noise performance of the algorithm, we treat the denoising preprocessing in our pipeline as an option and compare the F 1 scores achieved with and without this operation. The denoising preprocessing used in our experiments contains two main steps: baseline wander removal and wavelet denoising. For baseline wander removal, we apply a median filtering operation with window size of 1 second to the ECG signal to estimate the baseline, then subtract the baseline from the original signal. In wavelet denoising, we use the 'db4' wavelet to make a 5-level discrete wavelet transform (DWT) on the ECG signal. The coefficients obtained from DWT are filtered by soft thresholding method and then processed by inverse wavelet transform to reconstruct the target signal [57] . Figure 5 shows an example of the denoising effect in our experiments. We can see that, after the denoising operations, the components of ECG are all preserved while high-frequency noises are significantly suppressed. Therefore, the denoising method is effective and adequate to be applied in the control group for the evaluation of anti-noise performance of our DNN model. The signal in this example is from lead I of recording 'A0002'.
We assess the performance of the models with and without denoising preprocessing both in a 5-fold cross-validation setting. The F 1 scores achieved by the two groups of models are shown in Figure 6 . It seems that the model without denoising preprocessing performed slight better than that with denoising. We further evaluate the significance of this observation by doing a paired-sample t-test on the two groups of F 1 scores. The resulting p-value is 0.087 (> 0.05), suggesting the difference between the two groups of values is not significant. Nonetheless, it indicates that the denoising preprocessing is not necessary in our pipeline. Furthermore, in view of the effectiveness of this denoising method, we can validate that our DNN model is robust to the noise disturbance in the ECG signal. This may result from the denoising ability of the convolutional [58] and dropout operations [59] . The red solid line in the bar chart represents the median of the corresponding group.
D. COMPARISION WITH MODELS OF DIFFERENT STRUCTURES
In order to evaluate the effectiveness of our proposed model structure, we also compared the performance measures of our model with that of several different mainstream structures. For convenience of expression, we name each model structure by its local features learning part's name followed by its global features learning part' name, with a '+' connecting these two parts. For example, we name our proposed model ''ResNet+BiLSTM − GMP'', which indicates the local features learning part is a 1D residual convolutional network and the global features learning part is a bidirectional LSTM layer stacked with a global maximum pooling (GMP) layer. We compared the results of our model with that of 5 different structures, which are presented as follows: 1) ResNet+Flatten: The local features learning part is in the same structure of ResNet+BiLSTM − GMP, while the global features learning part is just a flatten operation on the local feature maps.
2) ResNet+GAP: With the local features learning part invariant, the global features learning part is a global average pooling (GAP) layer which outputs the average of each feature.
3) ResNet+GMP: With the local features learning part invariant, the global features learning part is a global maximum pooling layer which outputs the maximum of each feature. 4) ResNet+LSTM: With the local features learning part the same, the global features learning part is a LSTM layer whose outputs at the last step will be used as the global features. 5) CNN+BiLSTM − GMP: The local features learning part is composed by 12 convolutional layers each followed by a BN layer and a ReLU activation layer. There are also 6 MaxPooling layers with pool size of 2 interspersed evenly in the CNN part, which means that its output feature map is in the same size of the ResNets in other models. As its name implies, the structure of the global features learning part is same as that of ResNet+BiLSTM − GMP. The results of each model can be found in Table 9 . It shows that our proposed model has obvious advantages over others not only in the total score but also in all sub-scores except LBBB whose best result is achieved by the CNN+BiLSTM − GMP model. From the comparison between ResNet+BiLSTM-GMP and CNN+BiLSTM − GMP, we can see the ResNet is better than CNN in the learning of local features. Besides, the comparison between ResNet+BiLSTM − GMP and other models with ResNet as the local features learning part indicates that bidirectional LSTM and global max pooling has a better performance than other structures to summarize the local temporal features into the global features for ECG classification. Therefore, the advantages of each part contribute to the success of the overall model. Furthermore, for some popular public datasets such as the MIT-BIH Arrhythmia Database (MITDB) [60] , it is commonly used for the classification of heartbeats, however, the proposed model is suitable for ECG signals with a long-time course. Therefore, we have not implemented the MITDB to test our model.
E. ATTENTION MAPPING ANALYSIS FOR EACH CLASS
Grad-CAM has been used to visually explain the performance of the proposed DNNs [60] . For each class, according to the output of features, the right attention mapping for the ECG signal in nine different conditions are shown in Figures 7-11 , with the brighter color representing a higher concentration of the corresponding ECG signal component. As shown in Figure 7 and 8 , attention is mainly focused on the T-wave in the normal condition, whilst on abnormal P waves in AF conditions. For three block conditions (I-AVB, LBBB and RBBB), attention concentrates on abnormal QRS complex waves as shown in Figure 9 . For two premature contraction conditions (PAC and PVC), the feature components are focused on the distorted P and QRS complex waves for PAC, meanwhile on QRS complex and T waves for PVC as shown in Figure 10 . Apparently, for the two ST-segment changed conditions (STD and STE), attention is paid to the ST-segment as shown in Figure 11 . As seen from the right attention mapping, the extracted features by the model are in line with the clinical judgment, demonstrating the proposed DNNs is potentially effective for identifying most of arrhythmias.
In some cases, wrong attention mapping for the ECG signal can be obtained as shown in Figure 12 for three typically selected cases. As shown in Figure 12 (a) and 12 (b), a normal case is identified as STD due to the focused ST-segment; while a STE case is classified as a normal condition as the major focused components are not in ST-segment (Figure 12  (c) and 12 (d) ). This explains the lower scores achieved for normal and changed ST-segment conditions because of the wrongly extracted features. Finally, the PAC condition is classified as RBBB condition as shown in Figure 12 (e) and 12 (f), due to the focus is on QRS complex and T waves, rather than P waves.
F. OVERALL ANALYSIS OF FEATURE LEARNING
Extracting sufficient and relevant features is crucial to the success of a machine learning task. In many cases, features learned by a DNN can generate a better result than that extracted by elaborated and tedious handwork. As traditional methods struggle to reach a satisfactory result for cardiac arrhythmias classification, deep learning has been considered as a promising alternative approach to solve the problem. The pathology-related features in ECG signals are mostly reflected in the waveform morphology and rhythm changes. Generally, the waveform morphology changes occur in a local time period, such as the ST-segment, while the rhythm changes exist in the global period of the recording. Therefore, the feature learning of DNNs must have the ability to effectively extract both local and global features from ECG recordings.
Previous studies that utilized DNNs to classify ECG are mostly in beat level [33] , [34] , [36] - [39] . The input of these networks typically consists of hundreds of samples in each channel (i.e., ECG lead). Therefore, these networks only focus on a local time period in an ECG recording, which are unable to depict the rhythm changes in a longer time period. The previous study [32] that applied deep residual networks for multiple rhythms classification was based on a sequence-to-sequence learning manner, where the ECG recordings were labeled at one-second intervals. In this study, however, we focus on the long-term ECG classification and only global-scope labels are available as sources of supervision.
Our DNN models for feature learning are composed of two parts, namely the local features learning part and global features learning part. The structure of the local features learning part is very similar to that in [32] , where a stack of residual convolutional modules are utilized to learn the local waveform features and compress the length of feature maps. The shortcut connections in the residual convolutional modules help the gradients propagate in such a deep network. The residual convolutional network structure is effective to learn the local morphological features from raw ECG signal, which is supported by some experimental results mentioned above. For example, the ST-segment changes, including STD and STE, are very subtle changes of the ECG morphology. In the experiments for comparison of different structures, models using residual convolutional network to learn local features (e.g., ResNet+GMP, ResNet+LSTM, ResNet+BiLSTM − GMP) achieved better results on detection of STD and STE than that using CNN (i.e., CNN+BiLSTM − GMP), see Table 9 . However, the local features are too dispersed to make a final classification. Therefore, we introduce the global features learning part, where the sequence of local feature vectors is input into a bidirectional LSTM layer.
The bidirectional LSTM is good at characterizing temporal behavior but is hard to deal with very long sequences, such as a sequence with hundreds of steps. After the process of local features learning part, the local morphology features of the input ECG recordings can be extracted, and the sequence length can be compressed, which will enhance the effectiveness and efficiency of RNN-based structures to learn global features. Our experimental results also indicate that LSTM-based structures (both LSTM and bidirectional LSTM) perform better in extraction of long-term features than other structures. For example, the models with LSTM (i.e., ResNet+LSTM, ResNet+BiLSTM − GMP and CNN+BiLSTM − GMP) achieved higher scores in detection of AF, PAC and PVC than others. All these three diseases exhibit obvious rhythm changes over a longer period, which are not easily characterized by the local features learning part.
The output of the bidirectional LSTM layer at a certain step manifests a set of local-focused global features which are affected greatly by the nearby inputs around the step. To get a more representative global feature vector, a global max-pooling layer is applied to summarize these local-focused global feature vector into a single global vector. As indicated by the experimental results, the network can automatically learn more significant features for the classification task.
The ECG signals for features learning in this study contain data recorded from all the 12 leads. However, the relevant features of some arrhythmias merely present in a few leads. Therefore, in the future works, new methods based on feature learning from the related leads of certain pathological condition are expected, which can reduce the disturbances of irrelevant data.
IV. CONCLUSION
In this paper, a novel framework based on DNNs has been proposed for automated classification of arrhythmias. The proposed DNNs has an end-to-end classification structure composed of three parts, namely local features learning part, global features leaning part and classification part. In summary, the contributions of this research are the following. 
