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Re´sume´
Le design des turbines Pelton est plus diﬃcile que celui des turbines a` re´action, et leurs
performances infe´rieures. En eﬀet, les turbines Pelton comportent 4 types d’e´coulements:
(i) conﬁne´s en re´gime permanent, (ii) jets libres, (iii) 3D a` surface libre dans les augets, (iv)
disperse´s biphasiques dans le baˆti. L’e´coulement dans les turbines Pelton n’a donc pas e´te´
analyse´ avec autant de de´tail que dans les turbines a` re´action, et donc la compre´hension
de la physique de phe´nome`nes cle´s, comme l’interaction jet/auget ou la coupure du jet,
est faible.
Dans le cadre de la pre´sente e´tude, l’e´coulement dans les augets est e´tudie´ au moyen de 4
approches expe´rimentales et nume´riques: (i) Mesures embarque´es des pressions parie´tales
instationnaires sur la surface inte´rieure, le dos, ainsi que les coˆte´s des augets. (ii) Visu-
alisations rapides de l’e´coulements (embarque´es et externes). Des endoscopes de petite
dimension sont installe´s soit dans un auget, pour observer l’e´coulement relatif, soit dans
le baˆti pour observer l’interaction jet/auget. (iii) Mesures embarque´es des e´paisseurs des
nappes d’eau dans l’auget. (iv) Simulations nume´riques. Le mode`le biphasique homoge`ne
et le mode`le diphasique complet sont confronte´s aux re´sultats des mesures. Le mode`le
biphasique complet oﬀre la meilleure pre´cision, tandis que le mode`le biphasique homoge`ne
est trop diﬀusif.
L’interaction jet/auget initiale met en e´vidence de possibles eﬀets de compressibilite´, con-
duisant a` l’e´clatement du jet ainsi qu’a` de l’e´rosion. Lors de l’impact du jet sur la surface
interne de l’auget, un pic de pression d’origine compressible apparaˆıt, dont l’amplitude
est supe´rieure a` celle d’un point d’arreˆt machine bloque´e.
Le jet reste attache´ au dos de l’auget tard dans le cycle de travail, le de´tachement e´tant
de´pendant de la chute d’essai. Le dos de l’auget se comporte comme l’extrados d’un
proﬁl hydrodynamique soumis a` l’eﬀet Coanda, cre´ant une de´pression, donc une force
de portance ayant une contribution positive sur le couple des augets et de la machine.
Cependant, la de´pression induit l’apparition de cavitation, et donc d’e´rosion.
L’e´coulement principal est inde´pendant de la chute d’essai. Des pertes par me´lange sont
mises en e´vidence, dues soit au croisement de lignes de courant, soit a` des interfe´rences
entre e´coulements.
L’analyse de la distribution de puissance de l’auget met en e´vidence la contribution impor-
tante de la re´gion centrale. Le signal de puissance de la roue entie`re pre´sente d’importantes
ﬂuctuations module´es par les conditions d’e´coulement.
L’inﬂuence respective des diﬀe´rentes forces agissant sur l’e´coulement est mise en e´vidence
a` partir de l’e´quation de conservation de la quantite´ de mouvement. Si les forces d’inertie
dominent, c’est-a`-dire l’eﬀet de la de´viation, ainsi que les forces de Coriolis et centrifuge,
les forces de tension superﬁcielle et les forces visqueuses les surpassent a` la ﬁn du proces-
sus d’e´vacuation de l’eau et dans le processus de coupure du jet.
L’ame´lioration des performances des turbines Pelton ne´cessite de tenir compte des forces
secondaires, c’est-a`-dire des forces de tension superﬁcielle et de viscosite´ pour l’e´coulement
dans l’auget, et d’ame´liorer le dos de l’auget pour maximiser la contribution au couple
tout en permettant une de´coupe nette du jet.
Mots-cle´s:
Cavitation, compressibilite´, e´rosion, impact, instationnarite´, jet libre, similitude, surface
libre, tension superﬁcielle, transfert d’e´nergie, turbine Pelton.
Abstract
The design of Pelton turbines has always been more diﬃcult than that of reaction tur-
bines, and their performances lower. Indeed, the Pelton turbines combine 4 types of ﬂows:
(i) conﬁned, steady-state ﬂow in the piping systems and injector, (ii) free water jets, (iii)
3D unsteady free surface ﬂows in the buckets, and (iv) dispersed 2-phase ﬂows in the
casing.
The ﬂow in Pelton turbines has not been analyzed so far with such detail as the ﬂow in
the reaction turbines, thus the understanding of the physics of key phenomena, i.e. the
initial jet/bucket interaction or the jet cut process, is weak. Moreover, some machines
present erosion damages that have not been satisfactorily explained so far.
In the framework of this study, the ﬂow in the buckets is investigated with 4 experimen-
tal and numerical approaches: (i) Unsteady onboard wall pressure measurements. 43
piezo-resistive pressure sensors are distributed on the bucket inner surface, backside and
sides. (ii) High-speed ﬂow visualizations (onboard and external). Small rigid endoscopes
are ﬁtted either in a bucket, to observe the relative ﬂow, or in the casing to observe the
jet/bucket interaction. (iii) Onboard water ﬁlm thickness measurements. (iv) CFD simu-
lations. The 2-Phase Homogeneous Model and the 2-Fluid Models are compared with the
experimental data. The 2-Fluid Model appears to be more accurate, while the 2-Phase
Homogeneous Model is too diﬀusive.
The initial jet/bucket interaction evidences the probable occurrence of compressible ef-
fects, generating an outburst of the jet and leading to erosion damages. When the jet
impacts the bucket inner surface, a high-pressure pulse, which amplitude is larger than
the equivalent stagnation pressure, is generated, caused by compressible eﬀects.
The jet appears to remain attached to the backside of the buckets far in the duty cycle,
and the separation to be dependent on the test head. The bucket backside acts as the
suction side of a hydrofoil undergoing the Coanda eﬀect, generating a depression, and in
turn a lift force contributing positively to the bucket and runner torques. The depression
nevertheless onsets cavitation, causing erosion damages.
The main bucket ﬂow is independent on the test heads. Mixing losses are put into evi-
dence, either due to the crossing of streamlines or due to ﬂow interferences.
An analysis of the bucket power budget highlights the important contribution of the cen-
tral area in terms of power transferred from the ﬂuid to the bucket. The power signal
of the whole runner shows important ﬂuctuations that are modulated by the operating
conditions.
From the Momentum conservation equation, the respective inﬂuence of the diﬀerent forces
acting on the ﬂow are evidenced. Even if the inertia forces, i.e the deviation, Coriolis and
centrifugal forces, globally dominate, the viscous and surface-tension forces outweigh the
formers at the end of the evacuation process and in the jet separation process.
Obtaining signiﬁcant improvements of the performances of Pelton turbines requires to
adequately take into account the secondary forces, i.e. surface tension and viscosity, for
the bucket ﬂow and to improve the design of the backside in order to maximize the torque
while promoting a neat separation.
Keywords:
Cavitation, compressibility, energy transfer, erosion, free jet, free surface, impact, simili-
tude, surface tension, Pelton turbine, unsteadiness.
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INTRODUCTION

Chapter 1
Pelton turbine and Free-surface ﬂows
1.1 Foreword
Free-surface ﬂows are ﬂows constituted by 2 distinct phases separated by a thin interface.
Mass or energy transfer may occur through the latter. Free-surface ﬂows are either liquid-
liquid ﬂows, i.e. a drop of oil in water, or liquid-gas ﬂows, i.e. air-water ﬂows. They arise
in Chemistry, Thermodynamics, and Turbomachinery and Civil engineering.
Pelton turbines diﬀer from the other modern hydraulic machines by the presence of the
free-surface ﬂow.
1.2 Pelton turbines: historical introduction
All common water machines until the late 19th century, including water wheels, are reac-
tion machines: the potential energy of water acts on the machine and produces work. At
that time a great demand for new power sources appear to run the machinery and mills
necessary for the expanding gold mines. Many mines depend on steam engines, however
those require exhaustible supplies of wood or coal. On the other hand water power from
the fast running mountain creeks and waterfalls is abundant. Waterwheels used to power
ﬂour mills, work best on larger rivers but not in the faster moving and less voluminous
mountain creeks and waterfalls. In 1866, California millwright Samuel Knight invents the
ﬁrst machine to work oﬀ a completely diﬀerent concept, the impulse turbine. Inspired by
the high pressure jet systems used in hydraulic mining in the gold ﬁelds, Knight develops
a bucketed wheel which captures the energy of a free jet, which has converted a high head
(hundreds of vertical feet in a pipe or ”penstock”) of water to kinetic energy. The water
velocity, roughly twice the velocity of the bucket periphery, does a u-turn in the bucket
and drops out of the runner at 0 velocity.
Lester Pelton is born in 1829 in Vermillion, Ohio. In 1850, he immigrates to California
during the time of the gold rush. Pelton makes his living as a carpenter and a millwright.
In 1879, experimenting with a Knight Wheel, he develops a double bucket design, ex-
hausting the water to the side, eliminating some energy loss of the Knight wheel which
exhausted some water back against the center of the wheel [22], Fig.1.1. In about 1895,
William Doble improves on Pelton’s half-cylindrical bucket form with an elliptical bucket
introducing the cutout providing the jet a cleaner bucket entry, giving to the Pelton tur-
bine the appearance it still has today.
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The modern Pelton turbines, Fig.1.2 and Fig.1.3, develop up to 450MW with heads
Figure 1.1: Pelton turbine original patent document.
ranging from 250 to 1900m. The facilities feature either a horizontal shaft for the single-
or twin-injector low output units or a vertical shaft for the larger multi-jets units. The
number of injectors can be up to 7.
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Figure 1.2: 6-injector vertical-axis Pelton runner [40].
Figure 1.3: 2-injector horizontal-axis Pelton turbine [40].
EPFL - STI - ISE - LMH
6 CHAPTER 1. PELTON TURBINE AND FREE-SURFACE FLOWS
EPFL - STI - ISE - LMH
Chapter 2
Framework of the study
2.1 Problem to solve
Performance prediction of hydraulic machines, such as eﬃciency and dynamic behavior
under diﬀerent operating conditions, is of high interest to manufacturers. In today’s highly
competitive market of turbine upgrading and refurbishment, the performance guarantees
are often diﬃcult to determine in the short term. An accurate prediction of the machines
by numerical simulation permits to reduce the time required for the design phase. This
is the reason why the design of reaction turbines, i.e. Francis, Kaplan, or Bulb turbines,
has been signiﬁcantly improved over the last 15 years by the introduction of eﬃcient CFD
tools.
The design of Pelton turbines, however, has always been more diﬃcult than that of reac-
tion turbines. It is mainly conducted from know-how and extensive experimental testing
on reduced-scale models. Nevertheless, the transposition from scaled-down models to
prototype-size machines is often unreliable. Indeed, the ﬂow in a Pelton turbine facility
combines 4 diﬀerent regimes of ﬂows: (i) conﬁned steady-state ﬂows in the upstream
pipes and distributor, (ii) free jets past the injectors, (iii) transient free-surface ﬂows in
the buckets, and (iv) 2-phase dispersed ﬂows in the casing. Each regime features a diﬀer-
ent characteristic length, a diﬀerent velocity scale, and is therefore dominated by diﬀerent
forces, as summarized in Table 2.1. As a consequence, the scale-up rules diﬀer for each of
these regimes. It is for instance impossible to fulﬁll the similitude criteria for the piping
and bucket ﬂows at the same time. Various empirical approach have been developed over
Table 2.1: Characteristic scales of the ﬂow in a Pelton turbine model.
Length Velocity Reynolds Froude Weber
scale scale number number number
Flow D C Re = C·D
ν
Fr = C√
gD
We = ρC
2D
σ
regime [mm] [m/s] [−] [−] [−]
Conﬁned ﬂow 200 4.5 5 · 105 3 −
Water jet 30 40 6 · 105 80 15
Bucket ﬂow 300 20 3.2 · 106 12 40
Isolated water droplet 1 5 3 · 103 100 0.03
8 CHAPTER 2. FRAMEWORK OF THE STUDY
the years to go round the scale-up problem, yielding to the so-called ’step-up’ formulation
[30], [115].
Model tests, apart from eﬃciency measurements, are based on rudimentary ﬂow observa-
tions made with stroboscopic lighting systems. The ﬂow observations carried out so far,
performed with conventional lenses protected by tubes, provide limited information about
the structures of the ﬂow for 3 reasons: (i) the observation distance is too far, providing
only low resolution images. (ii) The stroboscopic lighting systems used provides averaged
images of the ﬂow. (iii) The typical duration of one stroboscope pulse is about 30-40µs,
not enough to avoid motion blur, even at reduced heads. As a matter of fact, accurate
ﬂow visualizations are diﬃcult to perform. The space between the Pelton runner and
the casing is commonly considered as very hostile, making visualizations of the buckets
ﬂow a challenging task. Indeed, the visibility is poor, as the atmosphere surrounding
the turbine is made of (i) water sheets ejected by the buckets, (ii) a large population of
droplets of diﬀerent sizes stemming from the water sheets break-up, the jet spray, and
the water sheets collision with the casing walls, and (iii) fog, see Fig.2.1. The air in the
casing becomes thus rapidly saturated. Moreover, features of interest hide between the
buckets, far from the casing walls, and are spread on a signiﬁcant depth. The ﬂow in
Figure 2.1: External stroboscopic ﬂow visualization (Courtesy of VATech Hydro SA).
Pelton turbines has therefore not been analyzed so far with such detail as the ﬂow in the
reaction turbines, and the understanding of the physics of key phenomena is weak.
The initial jet/bucket interaction has never been observed, while some machines suﬀer
erosion damages on the tip and on the cutout lips [29]. These damages are usually at-
tributed to cavitation, but no study has been carried on to assess the assumption.
The jet cut process by the bucket backside remains vague: if the jet appears to stick to
some extend to the backside, the reasons and consequences of this phenomenon are not
well understood [7], [87].
Peaks of pressure and erosion damages have been observed on the bucket inner surfaces
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of a large number of Pelton turbines, but no convincing explanation has been provided
so far [29], [66], [15].
On the other hand, the recent development of numerical models with multiphase ﬂow
capability let foresee that in the near future similar performance improvements could be
reached with Pelton turbines as obtained for reaction turbines [84]. Indeed, the ﬁrst re-
sults obtained from CFD simulations are partially validated [87]: the predicted pressures
match the experimental results well in the zones where the ﬂow is dominated by inertia
eﬀects and where the ﬂow is not aﬀected by the jet/bucket interaction, but still lack the
required accuracy otherwise.
It is therefore needed to improve the physical models available, and to do so, the fully
understanding of the physical phenomena involved in the Pelton turbine bucket ﬂow must
be obtained by experimental means.
2.2 Literature review
2.2.1 Research and development
Research and development in the ﬁeld of Pelton turbines are mainly performed by experi-
mental or analytical studies [56]. The turbine design is carried on from long and fastidious
laboratory tests, not only to determine and predict the performances of the machine, but
also to estimate the service life, the rupture threshold due to fatigue or corrosion [32],
[31], [2], [3], [4].
2.2.2 Analytical studies
Brekke [11], [12], reconstructed the path of a water particle in a bucket from the relative
acceleration equations. Hana [36] improved this method. Kubota [61], [60], developed
a method to deﬁne the position and shape of the water ﬁlm in the bucket by successive
inﬁnitesimal displacements of the buckets with respect to the jet.
2.2.3 Experimental studies
Few experimental investigations of the ﬂow in Pelton turbines are presented in the liter-
ature. They can be divided in 3 classes, i.e. (i) ﬂow observations, (ii) pressure measure-
ments, and (iii) water ﬁlm thickness measurements.
Flow observations
Lowy [69] investigated the ﬂow in a non-moving bucket and, more particularly, the cutting
process of the jet by the bucket cutout, pointing out the main sources of losses. Bachman
et al. [7] performed external ﬂow visualizations around a Pelton runner using stroboscopic
light, describing the main steps of the bucket ﬂow.
Pressure measurements
Grozev et al. [33] performed the ﬁst pressure measurements in a non-moving Pelton
bucket. 42 pressure taps were machined in a half bucket connected to a static pressure
EPFL - STI - ISE - LMH
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measurement device. This work provided the ﬁrst insight of the static pressure distri-
bution on the bucket inner surface. Kvicinsky et al. [67], [66] also performed pressure
measurements in non-rotating Pelton buckets in steady state to validate numerical simu-
lations.
The ﬁrst measurement of the unsteady pressure in a rotating bucket was carried out by
Avellan et al. [6]. 3 piezo-electric pressure sensors were installed in a bucket. These
results permitted to enhance the design of the Pelton turbines [5], [1].
Kvicinsky et al. [65], [66], ﬁtted a reduced scale Pelton runner with 32 ﬂush-mounted
unsteady pressure sensors, providing the ﬁrst set of unsteady pressure measurement in
a runner under normal operating conditions. According to the shape of the measured
signals, 5 distinct zones could be deﬁned on the bucket inner surface.
All the unsteady pressure measurement campaigns evidenced the presence of high-pressure
pulses in the central region of the bucket inner surface as shown by Fig.2.2. No satisfactory
??? ? ?? ??
???????????????????????
????
???? ?????? ?????????????
???????????
Figure 2.2: Pressure pulse signal [66].
explanation has been provided so far. The phenomenon was attributed to a stagnation
point with the formation of a re-entrant micro jet [66], or to rain erosion [15], induced by
the repetitive impact of water droplets escaped from the jet. The pulse amplitude was
found not to be related to the pressure in the turbine casing [16].
Water ﬁlm thickness measurements
Water-layer thickness measurements were ﬁrst performed by Guilbauld et al. [35] on a
simpliﬁed 2D bucket using an electrical probe. The ﬁrst non-intrusive measurements in a
3D bucket were made by Kvicinsky et al. [65]. This approach was performed using a plane
Laser beam to put into evidence the air-water interface. The water ﬁlm thickness itself
was obtained with a still camera and image processing techniques. These measurements
were essentially carried on to validate CFD simulations.
2.2.4 Numerical models
Physical models allowing complex free-surface ﬂow modeling have been developed and
reﬁned over the last 3 decades [51]. The ﬁrst model was the Volume of Fluid (VOF),
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developed by Hirt and Nichols [44], [43], referred as VOF method. Stewart [102] and
Brackbill [10] reﬁned this model. The 2-Phase Homogeneous Model and more recently
the Mixture Model, also known as Multiﬂuid Model, have been introduced. However, as
the Navier-Stokes equations are solved on a ﬁxed grid, numerical diﬀusion arises due to
the existence of the advection term. The numerical diﬀusion becomes severe especially
when the deformation of the free surface is large and complicated.
Mesh-free approaches have become increasingly popular to overcome this problem. Among
them, the methods based on fully Lagrangian particle approaches appear promising,
such as the Smoothed Particle Hydrodynamics (SPH) and Moving Particle Semi-Implicit
(MPS). In both methods, the modelled media, such as the water, is modelled as an assem-
bly of particles. All the terms in the governing equations are described as the interaction
between the reference particle and its neighbors, thus no computational grid is required.
Initially developed by Koshizuka et al. [58], the MPS method has been widely applied
in both the hydrodynamics and nuclear mechanics, to deal with a variety of practical
problems such as dam-breaking, vapor explosion, or 2 phase ﬂows such as Pelton turbines
[78], [77]. On the other hand, the conception of SPH method was performed by Lucy
[70] for astrophysics applications and extended to ﬂuid ﬂow by Monaghan [76]. The SPH
method was also applied to Pelton turbine problems by Marongiu et al. [73].
Non-rotating buckets
The numerical simulations in the Pelton turbines start with the study made by Guibauld
et al. [35]. Jet simulations were performed by Nonoshita [80]. Hana [37] presents the ﬁrst
free-surface simulation of a 2D bucket with the VOF and 2-Phase Homogeneous models.
Janetzky et al. [53] and Avellan [6] inaugurated the simulation of the free-surface ﬂow in
a 3D non-rotating bucket with the VOF model.
Kvicinsky et al. [67] investigated both the VOF and the 2-Phase Homogeneous models
and experimentally validated them in the cases of a jet impinging a ﬂat plate and a non-
moving Pelton turbine bucket [66]. The 2-Phase Homogeneous Model appeared to provide
the best compromise in terms of accuracy and computational cost. Similar results were
obtained by Traversaz et al. [106].
Rotating buckets
The ﬁrst attempts to numerically simulate the ﬂow in a moving Pelton turbine bucket
were conducted by Hana [38], Sick et al. [100], Janetzky et al. [52], Mack and Moser [71]
and Zoppe´ [121]. The ﬁrst simulation of a complete multi-jet Pelton turbine including the
repartitor, jets runner and casing was performed by Parkinson et al. [97]. Perrig et al. [88],
[87] performed a deep study of the ﬂow in a Pelton turbine bucket, putting into evidence
the importance of further investigating the bucket ﬂow with powerful experimental tools.
2.3 Methodology and objectives
Performing a complete set of non intrusive experimental investigations of the rotating 3D
free-surface ﬂow in a real, unmodiﬁed Pelton turbine bucket under normal operating con-
ditions is paramount to ﬁll the gap of knowledge towards complete and accurate physical
models and more eﬃcient designs.
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In order to do so, the following experimental and numerical approaches are developed and
carried through in the present study:
• Unsteady pressure distribution (full coverage of bucket inner surface, bucket back-
side, and bucket sides).
• High-speed ﬂow visualizations (onboard and external).
• Instantaneous water ﬁlm thickness measurements.
• State-of-the-art CFD computations.
Based on the aforementioned methodology, the objectives of the present work consist in:
• Decomposing the successive steps of the bucket duty cycle.
• Describing of the jet/bucket interaction process.
• Identifying the origin and estimate the amplitude of the pressure pulses.
• Analyzing the physics of the backside ﬂow and its consequences.
• Surveying the energy distribution in the buckets.
2.4 Case study
The single-injector horizontal shaft Pelton turbine model investigated is illustrated by
Fig.2.3, and its main characteristics summarized by Table 2.2. The bucket design is
Table 2.2: Test runner data.
z0 z D1/B2 scale
1 21 4.09 10.375
derived from an existing unit, with the outﬂow angle βI reduced to promote the occurrence
of a slight outﬂow heeling. The buckets, made of resin injected on a ﬁberglass matrix,
are ﬁxed on a metallic (steel or bronze) ﬂange by means of brass pins. The rigidity in
ﬂexion is obtained by casting epoxy-resin in the intersticial space between the buckets,
see Fig.2.4.
2.4.1 Hillchart and operating points investigated
Figure 2.5 shows the hillchart of the test runner and the set of operating conditions in-
vestigated, referred as OP1...OP15. Unsteady wall pressure measurements are performed
for all the operating conditions marked on the hillchart for 4 diﬀerent test heads, i.e. 20,
35, 60, and 80m, while the onboard and external ﬂow visualizations are carried on for the
operating points colored in dark grey for a test head of 20m. The hydraulic speciﬁcations
of the respective operating points are provided by Table 2.3. The discussion to follow in
the successive chapters will be focused on OP1 and OP3 (same jet diameters with diﬀer-
ent energy coeﬃcients) and on OP5 and OP14 (same energy coeﬃcients with diﬀerent jet
diameters).
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Figure 2.3: Test runner.
2.5 Thesis document organization
The present document is divided in 3 parts, dealing (i) with the fundamental equations
describing 3D rotating free-surface ﬂows, the ﬂow in Pelton turbines, and the available
numerical models (Part I), (ii) experimental and numerical tools chosen and developed
for the purpose of this study (Part II), (iii) and the physical analysis of the results
obtained from both approaches (Part III).
(a) Resin buckets and steel ﬂange. (b) Epoxy casting.
Figure 2.4: Test runner during assembly.
EPFL - STI - ISE - LMH
14 CHAPTER 2. FRAMEWORK OF THE STUDY
???
???
????
????
??? ???? ????
?????????? ??
??????
? ?
??
??
??
??
?
??
??
??
??
?
??
??
??
??
?
??
??
??
??
?
??
??
??
??
?
??
??
??
??
?
?
?
?
?
?
?
?
?
?
??
??
??
??
??
??
???
???
?
???????????
??????????
?
??????
?????
???
????
???
?
??
??
??
???
?
?
??
??
??
??
??
?
Figure 2.5: Hillchart and operating points investigated.
2.5.1 Part I
Chapter 3 is a review of the fundamental theory of hydraulic turbomachines. The classic
Pelton turbine theory and the traditional design approaches are looked over in Chapter
4. Chapter 5 deals with the fundamental equations of 3D free-surface ﬂows, surface
tension, and introduces the dimensionless numbers. The physical models available to
numerically model such ﬂows are explained in Chapter 6, together with a recall of the
models developed for turbulent ﬂows. Chapter 7 evidences the main the deﬁnitions to
be used in the present document.
2.5.2 Part II
Chapter 8 describes the development, the construction, and the calibration procedures
of the reduced scale model intended for the unsteady wall pressure measurements. In
Chapter 9, the techniques developed for the high-speed ﬂow visualizations of the bucket
ﬂow are detailed. The optical requirements and the technical devices (camera, ﬂashlights,
experimental apparatus) are presented in Chapter 10. The water ﬁlm instantaneous
thickness measurement technique developed is presented in Chapter 11. A description
of the numerical set-ups made for the CFD simulations, together with validations and
comparison of diﬀerent numerical models, is provided in Chapter 12.
2.5.3 Part III
The bucket duty cycle is described into details by the light of the onboard ﬂow visualiza-
tions in Chapter 13. The whole initial bucket feeding process is dissected in Chapter
14, while the jet cutting process and bucket backside ﬂow is dealt with in Chapter 15.
The bucket ﬂow itself is treated in Chapter 16 and the outﬂow heeling in Chapter 17.
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Table 2.3: Operating points investigated.
OP s/s∧ ψ1/ψ∧1 ϕB2/ϕ
∧
B2
η/η∧
1 1.34 0.89 1.07 0.991
2 1.34 1.00 1.14 0.998
3 1.34 1.12 1.20 0.994
4 0.90 0.89 0.90 0.995
5 0.90 1.00 0.95 0.999
6 0.90 1.12 1.01 0.996
7 0.80 0.89 0.81 0.994
8 0.80 1.00 0.86 0.998
9 0.80 1.12 0.91 0.995
10 0.56 0.89 0.65 0.986
11 0.56 1.00 0.69 0.993
12 0.56 1.12 0.74 0.988
13 0.41 0.89 0.51 0.975
14 0.41 1.00 0.54 0.983
15 0.41 1.12 0.58 0.979
The bucket energy transfer mechanisms and power distribution are discussed respectively
in Chapter 18 and Chapter 19.
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Part I
FREE-SURFACE FLOWS IN
ROTATING FRAMES

Chapter 3
Euler’s equation for turbomachines
3.1 Kinetic Momentum theorem
When a water particle passes through the turbine surfaces, a reciprocal action takes
place. The particle deviates from its initial direction, the Momentum change induces a
pressure on the blade surfaces and causes the rotation of the latter, thereby generating
a torque upon the turbine shaft. The runner reaction on the particle of water at steady
operational conditions may be determined. Indeed, the well-known Kinetic Momentum
theorem applied to a ﬂuid particle is expressed as [59]:
−→
T =
d
dt
(−→r ×m−→c ) (3.1)
The law expresses that the rate of total variation of the Momentum of angular Momentum
?
??
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???
???
Figure 3.1: Velocity of a water particle in a runner channel (a) in meridian and (b)
horizontal planes.
of the ﬂuid particle is equal to the Momentum of the external forces exerting an inﬂuence
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or an action on it. Considering a rotating channel, see Fig.19.2, Eq.3.1 can be rewritten,
developing the terms:
−→
T =
d
dt
−→r ×m−→c +−→r × d
dt
(m−→c ) (3.2)
At the entrance of the channel the particle of mass m, animated by the velocity −→c , carries
the momentum mcI and at the outlet of the channel the momentum mcI . Let the velocity
have radial, cr, axial, cz, and tangential components, cu. Equation 3.2 can be rewritten
as:
−→
T dt = d(m−→c ) (3.3)
Integrating Eq.3.3 between the inlet and outlet of the channel yields to:
−→
T ∆t = m((−→r ×m−→c )1 − (−→r ×m−→c )1). (3.4)
As can be seen from Fig.19.2, the Momentum of the components cr and cz with respect
to the turbine axis is zero. Hence, the moment of the velocity −→c is determined only by
the component cu. The variation in the Momentum of Momentum of the mass m during
time ∆t equals the product of the Momentum of the driving forces, T , and their action
during the time interval ∆t:
T∆t = m(r1cu1 − rIcu1), (3.5)
where rI is the radius of the center of gravity of the water mass at the inlet of the channel
and rI is the radius of the center of gravity of the water mass at the outlet of the channel
[113]. Introducing the massﬂow of particles, Q,
Q =
m
∆t
(3.6)
Equation 3.5 becomes:
T = Q(r1cu1 − r1cu1). (3.7)
3.1.1 Power transferred to the runner
The power transferred by the ﬂuid particle to the runner is obtained by performing the
scalar product of the resulting Momentum
−→
T with the machine angular velocity −→ω :
P =
−→
T · −→ω . (3.8)
Introducing the deﬁnition of the peripheral velocity
−→
U :
−→
U = −→ω ×−→r = −−→r ×−→ω (3.9)
the expression of the power, Eq.3.8 becomes:
P = Q(U1cu1 − U1cu1). (3.10)
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3.1.2 Euler’s equation
The energy transferred from the particles to the machine is then:
Et = (U1cu1 − U1cu1). (3.11)
Equation 3.11, referred as Euler’s equation, was found by Leonard Euler in 1764, who
was also the ﬁrst to prove the necessity of a distributor, i.e. guide vanes, in the hydraulic
machines [91]. Euler’s equation show that the Momentum transmitted to the runner
equals the diﬀerence between the moments of Momentum, at the inlet and the outlet of
the runner, of a massﬂow Q of water ﬂowing through the turbine per unit time.
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Chapter 4
The Pelton turbine
4.1 Operating principle
The Pelton turbine is an impulse turbine that only converts kinetic energy of the ﬂow into
mechanical energy. The transfer of the total energy from the nozzle exit to the downstream
reservoir occurs at atmospheric pressure. The jet stemming from the injector impinges on
buckets, located at the periphery of a wheel. Figure 4.1 shows a Pelton turbine and its
main dimensions, while Fig.4.2 schematizes an idealized Pelton turbine bucket in 2D. The
??
? ?
?? ??
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? ?
??
Figure 4.1: Schematized view of a Pelton turbine.
bucket is assumed to be permanently fed by the full jet impinging on the splitter with an
angle of attack equal to 90◦. According to Euler’s equation, Eq.3.11, the kinetic energy is
entirely converted by the bucket when the peripheral component of the absolute velocity
of the ﬂow at outlet, cu1 is zero. At the inlet of the bucket, the absolute velocity
−→c1 of
the water particles and the driving speed of the runner
−→
U1 have the same direction and
orientation. The tangential component of the absolute velocity at inlet, cu1 is therefore:
cu1 = c1. (4.1)
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Figure 4.2: Idealized velocity triangle in a 2D bucket.
The peripheral component of the outﬂow velocity, cu1 , is a function of the outﬂow angle
β1:
cu1 = U1 −W1 cos β1. (4.2)
Assuming that the mean ﬂow enters and leaves the bucket at the same radial location,
the peripheral velocity can be considered constant:
‖−→U1‖ = ‖−→U1‖ = ‖
−→
U ‖. (4.3)
From Euler’s equation, Eq.3.11, the energy transferred becomes:
Et = U(W1 + W1 cos β1). (4.4)
Introducing the loss factor ∆ = 1 − W1
W1
taking into account the ﬂow deceleration in the
bucket induced by the surface friction and because the outﬂow angle β1 is larger for water
than that of the bucket [111], the hydraulic power transmitted to the runner becomes:
Pt = ρQUW1(1 + (1−∆) cos β1). (4.5)
By deﬁnition, c0 is the ﬂow velocity at the injector nozzle is:
c0 = kc0
√
2gH kc0  0.96...0.98 (4.6)
Let introduce the runner speed coeﬃcient ku deﬁned such that
u = ku
√
2gH. (4.7)
The expression for the power transferred becomes:
Pt = 2ρQHku(kc0 − ku)(1 + (1−∆) cos β1). (4.8)
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The maximum power that can be extracted by the runner is obtained from the mathe-
matical condition:
∂Pt
∂ku
= 0 (4.9)
∂Pt
∂ku
= (2ρQH)(1 + (1−∆) cos β1)(kc0 − 2ku) = 0 (4.10)
The condition for the buckets to extract the maximum power is therefore ku =
kc0
2
≈
0.45...0.5 [18]. The expression of the torque is
Tt = ρQ
√
H
2g
D1(kc0 − ku)(1 + (1−∆) cos β1). (4.11)
Figure 4.3 shows the torque and power evolution as a function of the peripheral speed
coeﬃcient ku . The runaway condition is fulﬁlled when the peripheral speed U is equivalent
to the jet velocity c0. The resulting power is zero.
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Figure 4.3: Power and torque output as a function of peripheral velocity coeﬃcient.
4.1.1 Hydraulic eﬃciency
The hydraulic eﬃciency of a Pelton turbine is deﬁned from the ϕB2-ψ1 characteristics of
the machine. Let ϕB2 the discharge coeﬃcient be deﬁned as:
ϕB2 =
Q
Qref
=
2
√
2Ec0D
2
0
ωD1B22z0
. (4.12)
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Let the energy coeﬃcient ψ1 be deﬁned as:
ψ1 =
2E
U2
. (4.13)
The hydraulic eﬃciency η is by deﬁnition expressed by:
η =
Pt
Ph
=
Pt
ρQE
. (4.14)
With substitutions, Eq.4.14 ﬁnally reduces to:
η = 2(
c0√
ψ1
− 1√
ψ1
)(1 + (1−∆) cos β1). (4.15)
Equation 4.15 shows that the smaller the ﬂow deviation, i.e. βI , the grater eﬃciency.
4.2 Pelton turbine design
Whenever it comes to hydraulic turbine design, the input data are usually the available
discharge, the head and the rotational speed. The ﬁrst step of the design process involves
calculating the speciﬁc speed coeﬃcient, and deﬁning the number of jets z0 to reach it [9].
The target values are depending upon the experiences of the various manufacturers. The
design is traditionally carried out from a kinematic study of the ﬂow, and from experiences
made on reduced scale models.
4.2.1 Number of buckets
The number of buckets for a given runner must be determined so that no water particle is
lost while minimizing the risks of detrimental interactions between the outﬂowing water
particles and the adjacent buckets [103], [9]. The runner pitch is determined by the paths
of the bucket tip (diameter Dp), the Pelton diameter (D1), and the relative paths of the
water particles stemming from the upper and lower generators of the jet, respectively AA′
and BB′ on Fig.4.4. The bucket pitch must be selected so that no particle stemming from
the lower generator of the jet can escape the runner without encountering any bucket, i.e
it must be smaller than the arc BB′ [82].
4.2.2 Bucket angle of setting
The splitter is not radially oriented, but inclined towards the jet. The bucket angle of
setting, ρ, is set so that the splitter lies perpendicular to the jet axis when the center of
gravity of the jet reaches the bucket [9].
4.2.3 Bucket surface shape
The dimensions of the bucket are in proportion to the jet diameter. Usually, B2 
3.0−3.4D2 [115]. To avoid a rapid destruction of the splitter the splitter angle α is usually
never smaller than 20◦, while the outﬂow angle βI is around 10
◦ on D1 to avoid outﬂow
heeling [9]. Moreover, the water leaving in a rearward direction should not impinge on the
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Figure 4.4: Relative paths of the water particles.
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Figure 4.5: Bucket rearward ﬂow deviation.
runner ﬂange. It must be deviated to the exterior, as evidenced by the orientation of the
trough of the iso-elevation lines of the inner surface on Fig.4.5. The bucket design process
consists in deﬁning the elevation curves of the inner surface. From the main sections,
and the aforementioned criteria, a network of iso-elevation curves is drawn. According to
this ﬁrst design, and from the manufacturer in-house know-how, the ﬁnal bucket shape is
deﬁned. Model tests are carried on to assess the validity of the results, and modiﬁcations
are performed if necessary until the ﬁnal shape is obtained. The cutout area and the
bucket backside shapes are to be designed so that the jet does not impinge on the rear
side of the cutout too early (inlet heeling). The direction of the relative velocity shall be
towards the exterior of the buckets [104], [9].
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4.3 Inﬂuence of head and speed variations
The runner speed coeﬃcient Ku are modiﬁed and the relative paths of the water particles
distorted as a result of speed or head variation away from the design best eﬃciency
operating point.
• Overspeed or head decrease. The relative paths become shorter, and a portion of
the water slips oﬀ the runner;
• Underspeed or head increase. The relative paths become longer, and the water
particles encounter the buckets too early. The mean discharge received increases,
and the buckets may be ﬂooded. The relative speeds are increased, increasing the
losses.
The Pelton turbines do not stand important head variations at constant speed [103].
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Rotating free surface ﬂows
5.1 Fundamental equations of ﬂuid mechanics
A ﬂuid motion is described by a set of 3 equations, i.e. (i) the conservation of mass, (ii)
the Momentum conservation, and (iii) the energy conservation.
Conservation of mass
Since the total amount of ﬂuid in a control volume V is conserved, it can be written:
d
dt
∫
V
ρdV = 0. (5.1)
Using the Reynolds transport theorem [96], Eq.5.1 leads to:∫
V
(∂ρ
∂t
+
−→∇ · (ρ−→c )
)
dV = 0. (5.2)
Since Eq.5.2 must apply even to an inﬁnitesimal volume of control, one obtains:
∂ρ
∂t
+
−→∇ · (ρ−→c ) = 0 (5.3)
or
Dρ
Dt
+ ρ
−→∇ · −→c = 0. (5.4)
Momentum conservation
In applying Newton’s second law of motion to a ﬁnite, extended mass of ﬂuid, the external
resultant force is equated to the rate of change of resultant momentum which is calculated
for a mass of ﬂuid consisting of the same ﬂuid particles. Thus,
d
dt
∫
V
−→c ρdV =
∫
V
ρ
−→
F dV +
∫
S
τ · −→n dS, (5.5)
where
−→
F is the body force per unit volume acting on the ﬂuid, τ is the stress tensor, S is
the surface of control enclosing V , and −→n is the unit outward normal to the area element
dS. Using the Reynolds transport theorem, Eq.5.5 becomes:∫
V
( ∂
∂t
(ρ−→c ) +−→∇ · (rho−→c −→c )
)
dV =
∫
V
ρ
−→
F dV +
∫
S
τ · −→n dS. (5.6)
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Using Green’s theorem and Eq.5.3, Eq.5.6 becomes:
ρ
(∂−→c
∂t
+−→c · −→∇−→c
)
= ρ
−→
F +
−→∇ · τ . (5.7)
The terms of the stress tensor stem from the pressure and the viscous terms, and can be
rewritten as:
τ = p
−→−→
I + µ−→c ⊗−→c . (5.8)
The Momentum equation, Eq.5.7 then becomes the Navier-Stokes equation:
∂−→c
∂t
+−→c · −→∇−→c = −1
ρ
−→∇p + ν∇2−→c +−→f . (5.9)
Energy conservation
Let consider the energy balance for the ﬂuid in volume V . Work is done on this mass of
ﬂuid by both body and surface forces, and heat may also be transferred across the surface
of control S. Some of this work done and heat transferred shows up as an increase in
the kinetic energy energy of the ﬂuid, and the reminder shows up as an increase in the
internal energy of the ﬂuid, according to the ﬁrst law of thermodynamics.
The equation expressing the ﬁrst law of thermodynamics is then:
d
dt
∫
V
ρ
(
e +
1
2
−→c 2 + U
)
dV =
DQ
Dt
− DW
Dt
, (5.10)
where e is the internal energy of the ﬂuid per unit mass, U is the potential energy of the
ﬂuid in a conservative body-force ﬁeld
−→
f = −−→∇U , Q is the heat transfer to the system,
and W the work delivery from the system. Using the Reynolds transport theorem, the
continuity equation, Eq.5.3, and after some algebraic manipulation, the conservation of
energy ﬁnally becomes:
ρ
(
∂
∂t
(
e +
1
2
−→c 2 + U
)
+−→c · −→∇
(
e +
1
2
−→c 2 + U
))
=
Dq
Dt
− Dw
Dt
. (5.11)
5.1.1 Surface tension
Surface tension is a consequence of intermolecular cohesive forces. When 1 or 2 media
in contact in a liquid phase, work must be done on a molecule approaching the interface
from the interior of the liquid because this molecule experiences an unbalanced cohesive
force directed away from the interface. The resultant of the tensile forces acting on a
portion of the interface containing element dS is given by:
−→
fST = −σ
∮
−→n × d−→x , (5.12)
where σ is the surface tension coeﬃcient, and d−→x is the line element of the closed curve
bounding the portion of the interface.
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Figure 5.1: surface tension.
The resultant is a force parallel to the local normal to surface element dS, and is of
magnitude:
−→
fST = −σ
∮ (
− ∂ζ
∂x
dy +
∂ζ
∂y
dx
)
= σ
( ∂2
∂x2
+
∂2
∂y2
)
dS. (5.13)
Equation 5.13 can be approximated as:
−→
fST ≈ σ
(∂2ζ
∂x2
+
∂2ζ
∂y2
)
dS. (5.14)
The surface tension force acting on a curve bounding the interface element is dynamically
equivalent to a pressure at dS on the interface of magnitude:
pST ≈ σ
( 1
R1
+
1
R2
)
δ12, (5.15)
where R1 and R2 are the principal radii of curvature at any given point of the surface,
and the term δ12 is called the interface delta function; it is zero away from the interface,
thereby ensuring that the surface tension force is active only near the interface.
The surface tension can be introduced in the Navier-Stokes Momentum equation and
considered as a pressure [99].
5.2 Rotating ﬂows
The dominance of rotation induced forces, i.e. the Coriolis and centrifugal forces, in a
rotating ﬂow can lead to interesting consequences. In general, rotation imparts some kind
of rigidity to the ﬂow, but also confers a certain elasticity on the ﬂuid that makes possible
the propagation of waves [62], [99].
5.2.1 Governing equations
When the motion of a uniformly rotating free-surface ﬂuid is referred to a frame of ref-
erence that rotates with the ﬂuid, the equation of motion of the ﬂuid is changed only by
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the addition of an apparent body force:
∂−→w
∂t
+−→w ·−→∇−→w = −1
ρ
−→∇p+ν∇2−→w−−→ω ×(−→ω ×−→r )−2−→ω ×−→w+−→∇σ
( 1
R1
+
1
R2
)
δ12+
−→g , (5.16)
where −→ω is the angular velocity of the ﬂuid. The centrifugal force −→ω ×(−→ω ×−→r ) only plays
a signiﬁcant role when the density ρ is nonuniform. On the other hand, if ρ is uniform,
the centrifugal force is conservative and is equivalent to an eﬀective radial pressure gra-
dient and may be transformed away by incorporating this eﬀective pressure in the actual
pressure. The eﬀects of rotation are then only contained in the term 2−→ω × −→w , called
the Coriolis force. The Coriolis force does not work on the ﬂuid but acts to change the
direction of velocity of the latter.
5.2.2 Dimensionless form
Equation 5.16 can be rendered dimensionless by introducing the following non-dimensional
variables:
x′ = x
L
; w′ = w
C
; t′ = tC
L
;
y′ = y
L
; p′ = p
ρC2
; r′ = r
L
;
z′ = z
L
; ∇′ = ∇ · L; ω′ = ω
Ω
;
where L, C, and Ω are respectively a reference length, velocity and angular velocity. The
Momentum equation can therefore be be rewritten in the following fashion by replacing
the dimensional variables:
ρ
∂(
−→
w′C)
∂(t′ L
C
)
+ ρ
−→
w′C · 1
L
−→∇′−→w′C = − 1
L
−→∇′(p′ρC2) + µ
L2
∇′2(−→w′C)−
ρΩ
−→
ω′ × (Ω−→ω ′ ×−→r′L)− 2ρΩ−→ω′ ×−→w′C +−→∇′ σ
L2
( 1
R′1
+
1
R′2
)
δ12 + ρ
−→g
(5.17)
Rearranging the terms and multiplying both sides of Eq.5.17 by L
ρC2
yields to:
∂
−→
w′
∂t
+
−→
w′
−→∇′−→w′ = −−→∇′p + µ
ρCL
∇′2−→w′−
Ω2
C2
L2
−→
ω′ × (−→ω′ ×−→r′ )− 2ΩL
C
(
−→
ω′ ×−→w′) +−→∇′ σ
L2ρC2
( 1
R′1
+
1
R′2
)
δ12 +
L
C2
−→g
(5.18)
A series of remarkable non-dimensional numbers can be isolated from Eq.5.18. The di-
mensionless form of the Navier-Stokes Momentum conservation equation can hence be
rewritten as:
∂
−→
w′
∂t
+
−→
w′ · −→∇′−→w′ = −−→∇′p′ + 1
Re
∇′2−→w′ − 1
Ro2
−→
ω′ × (−→ω′ ×−→r′ )
− 2
Ro
(
−→
ω′ ×−→w′) + 1
We
−→∇′( 1
R′1
+
1
R′2
)δ12 +
1
Fr
−→
iz
(5.19)
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Reynolds number
The Reynolds number compares the magnitude of the inertia forces to the viscous forces.
Re =
CL
ν
(5.20)
Froude number
The Froude number measures the importance of the inertia forces relative to the gravity.
Fr =
√
C2
gL
(5.21)
Weber number
The Weber number is the ratio between the inertia forces and the surface tension forces.
We =
LρC2
σ
(5.22)
Rossby number
The Rossby number measures the importance of the nonlinear convective acceleration
term relative to the Coriolis term. For small Rossby number ﬂows, like the steady large-
scale circulations of the atmosphere and oceans, the inertia forces are negligible [99].
Ro =
C
LΩ
(5.23)
5.2.3 Step-up procedure
The reduced-scale tests are traditionally performed under the Froude similarity, because
this ensures the same behavior of the water sheet ﬂow leaving the machine on the model as
on the prototype [115], [18]. As mentioned in section 2.1, this did not provide satisfactory
results. This is the reason why a scaling-up procedure of the eﬃciency tests, intended to
permit to conduct test campaigns on reduced scale models with a great deal of conﬁdence
and accuracy, has been developed from some of the above dimensionless numbers. Grein
[30] identiﬁed from Buckingham’s theorem the dimensionless numbers related to the main
sources of losses in Pelton turbines. Then, based on a large number of homologous tests
performed on reduced-scale and full-size machines, the so-called step-up formula was
developed. The step-up is formulated so that the Froude similitude generally yields to
positive step-up, as shown by Eq.5.24. The accuracy of the prediction is easier for well
performing machines [93].
∆η = ηproto − ηmod = 5.7(1− C0.3Fr )
ϕ2B2
ψ1
+ (1.95 · 10−6CWe + 10−8C2Re)
1
ϕ2B2/ψ1
(5.24)
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where the coeﬃcients CFr, CWe, and CRe are deﬁned as:
CFr =
Frp
FrM
(5.25)
CWe =
Wep
WeM
(5.26)
CRe =
Rep
ReM
(5.27)
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Physical models
6.1 Foreword
In multi-phase or multi-component ﬂows, the presence of interfacial surfaces introduces
signiﬁcant diﬃculties in the mathematical and physical formulation of the problem [51].
From the mathematical point of view, a multi-phase ﬂow can be considered as a ﬁeld
which is divided into single phase regions separated by moving boundaries. The diﬀer-
ential balance holds for each subregion, however, it cannot be applied to the set of these
sub-regions in the normal sense without violating the conditions of continuity.
From a physical point of view, the diﬃculties encountered in deriving the ﬁeld and con-
stitutive equations stem from the presence of the interface and from the fact that both
the steady state and dynamic characteristics of dispersed two-phase ﬂow systems depend
upon the structure of the ﬂow.
6.2 Multi-Fluid Models
The 2-Fluid Model, often called Euler-Euler model, is formulated by considering each
phase separately. Thus, the model is expressed in terms of 2 sets of conservation equations
describing the balance of masses, momenta and energies for each phase. However, since
the averaged ﬁelds of one phase are not independent of the other phase, interaction terms
must be introduced in the balance equations, i.e. mass, momentum and energy transfers
to the nth phase from the interfaces. Consequently 6 diﬀerential ﬁeld equations with
interfacial conditions describe the macroscopic 2-phase ﬂow system.
In the 2-Fluid Model formulations, the transfer processes of each phase are expressed by
their own balance equations. This model is highly complex not only in terms of the number
of ﬁeld equations but also in terms of the necessary number of constitutive equations.
The advantage of 2-Fluid Model lies within the fact that it can take into account the
dynamic interactions between the phases. This is accomplished by using momentum
equations for each phase and 2 independent velocity ﬁelds in the formulation. On the
other hand the constitutive equations should be highly accurate, since the equations of
the 2 phases are completely independent and the interaction terms modulates the degree
of coupling between the phases [51].
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Continuity equation
The 2-Fluid Model is characterized by 2 independent velocity ﬁelds for each phase. The
most common choice is the mass-weighted mean phase velocities
−→
Cn. The suitable form
of the continuity equation is:
∂αnρn
∂t
+ ∇ · (αnρn Cn) = Γn (6.1)
with the interfacial mass transfer condition:
2∑
n=1
Γn = 0 (6.2)
where Γn represents the rate of production of the n
th phase mass from the phase changes
at the interfaces and αn is the local volume fraction . The sum of the volume fractions of
the n phases must therefore be:
2∑
n=1
αn = 1 (6.3)
Momentum conservation
The conservation of Momentum is expressed by 2 Momentum equations (one for each
phase), such as:
∂
∂t
(αnρn Cn) + αnρn(Cn · ∇)Cn = −∇(αnpn) + ∇ · (αnτ¯n + αnτ¯t,n + Mn) + f (6.4)
The Momentum equation for each phase features an interfacial source term Mn that
couples the motions of the 2 phases. The interfacial transfer condition has the form:
2∑
n=1
Mn = Mm (6.5)
and :
Mm = 2R21σ∇α2 + MRm, (6.6)
where R21 denotes the average mean curvature of the interfaces, σ the surface tension
coeﬃcient , and MRm takes into account the eﬀect of changes in the mean curvature.
Finally, the Momentum equation can be written as :
∂
∂t
(αnρn Cn) + αnρn(Cn · ∇)Cn =
−∇αnpn + (pni − pn)∇αn + f
+∇ · (αnτ¯t,n + αnτ¯n) + (Cni − Cn)Γn + Mdn (6.7)
where Γn is the mass production rate, pni and Cni the pressure and velocity of the n
th
phase at interface i. The term Mdn represents the total diﬀusion forces.
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Constitutive conservation
In the previous formulations, the number of dependent variables exceeds those of the ﬁeld
equations, thus the balance equations with proper boundary conditions are insuﬃcient
to solve the problem. Consequently it is necessary to supplement them with various
constitutive equations, usually of 4 types, i.e. (i) state, (ii) mechanical, (iii) energetic and
(iv) turbulent, deﬁning diﬀerent classes of idealized ﬂuids.
The constitutive equations of state express the ﬂuid proprieties like density ρn(Tn, pn),
enthalpy hn(Tn, pn) and surface tension S(Tn) as functions of thermodynamic properties.
In a mechanical point of view, the most used one is the linearly Navier-Stokes viscous
ﬂow is the most commonly used. The constitutive equation is of the form:
τn = µn
[
∇ Cn +
(
∇ Cn
)T]
− (2
3
µn − λn
) (∇ · Cn) I¯
The contact heat transfer is expressed by the heat ﬂux vector qn, while the energetic
constitutive equation speciﬁes the nature and mechanism of the contact energy transfer.
Most ﬂuids are assumed to behave according to the generalized Fourier’s law of heat
conduction.
The diﬃculties encountered in writing the constitutive equations for turbulent ﬂuxes
even in single phase ﬂow are considerable. The formulations of the turbulent stress tensor
are usually the same as for homogeneous mixtures.
6.3 Homogeneous Models
The basic concept of the so-called Mixture Model, also referred as Diﬀusion Model is to
consider the mixture as a whole. This formulation is simpler than the 2-Fluid Model,
however it requires some coarse assumptions involving some of the important character-
istics of 2-phase ﬂows to be lost.
The most important aspect of the diﬀusion model is the reduction in the total number
of ﬁeld and constitutive equations required. The system is expressed in terms of 3 ﬁeld
equations: (i) mixture continuity, (ii) Momentum conservation and (iii) energy conserva-
tion. These 3 macroscopic mixture conservation equations are supplemented by a diﬀusion
equation which takes into account for the concentration, i.e. volume fraction change [51].
This approach is appropriate to mixtures, where the dynamic of the 2 components is
locally closely coupled and the whole system is resolved in a macroscopic point of view.
If the system does not include phase changes, i.e. negligible drift or diﬀusion of mass, the
system can be simpliﬁed and is called 2-Phase Homogeneous Model.
Continuity equation
The mixture continuity equation can be written as follows:
∂ρm
∂t
+ ∇ · (ρm Cm) = 0 (6.8)
It presents exactly the same form as the single-phase continuity equation without internal
discontinuities, where the mixture quantities are deﬁned as:
ρm =
2∑
n=1
ρnαn (6.9)
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Cm =
2∑
n=1
ρn Cn
ρm
(6.10)
pm =
2∑
n=1
pnαn (6.11)
Diﬀusion equation
The diﬀusion equation, which expresses the change in concentration αn (i.e. the mixture
density ρm), is derived as:
∂αnρn
∂t
+ ∇ · (αnρn Cm) = Γn −∇ ·
(
αnρn C12
)
(6.12)
where Γn accounts for the mass transfer at the interface, and the second right hand term
is the diﬀusion ﬂux term, since the convective ﬂux are expressed by the velocity of the
mixture center of mass. It should be noticed that in Eq.6.12, the diﬀusion terms are
explicitly written as the development is based on the mixture center of mass.
In the case where the relation is expressed through the velocities of the center of mass of
each phase, Cn, the equation will be:
∂αnρn
∂t
+ ∇ · (αnρn Cn) = Γn (6.13)
If the system is phase change controlled (negligible drift or diﬀusion of mass in the diﬀusion
equation), i.e. the relative motion between the 2 phases is negligible or not taken into
account, the model is simpliﬁed and called Homogeneous Model. The diﬀusion equation
in this case reduces to (C12 ∼ 0):
∂αnρn
∂t
+ ∇ · (αnρn Cm) = Γn (6.14)
On the other hand, when the eﬀects of the relative motions between 2 phases are taken
into account by the drift velocity, C12 
= 0, the model is referred as Drift Model .
Momentum equation
The general formulation of the conservation of Momentum exhibits the same form as in
the single phase theory for the whole mixture:
∂
∂t
(ρm Cm) + ρm(Cm · ∇)Cm = −∇(pm) + ∇(τ¯ + τ¯t) + Mm + f (6.15)
Mm is the interfacial momentum source and the surface tension term is neglected. There
is no direct terms in the mixture momentum equation.
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6.3.1 Brackbill’s surface tension model
The surface tension force is modelled as a volume force concentrated at the interface,
rather than a surface force. The surface tension force
−→
F12 between a primary ﬂuid 1, the
liquid phase, and a secondary ﬂuid 2, the gaseous phase, is given by [10]:
−→
F12 =
−→
f12δ12 (6.16)
Where
−→
f12 = −σκ−→n12 +−→∇sσ12 (6.17)
and
δ12 =
{
1, r12 ≡ 0
0, r12 > 0
(6.18)
The 2 terms summed on the right hand side of Eq. 6.17 reﬂect the normal and tangential
components of the surface tension force. The normal component stems from the interface
curvature and the tangential component from variations in the surface tension coeﬃcient
σ. The term δ12 is called the interface delta function; it is zero away from the interface,
thereby ensuring that the surface tension force is active only near the interface.
6.4 Turbulent homogeneous ﬂow formulation
A turbulent ﬂow is by deﬁnition unsteady. The velocity vector varies randomly in terms
of direction and magnitude, and the ﬂow contains a large number of eddies of diﬀerent
sizes. The Reynolds decomposition, i.e. Reynolds Stress Averaging, allows describing
the turbulent motion as the sum of an average velocity and a ﬂuctuating velocity. Any
velocity component u can therefore be written as:
u = u + u′, (6.19)
where u is the average value and u′ the ﬂuctuating value. Applying this principle to the
Momentum equation, Eq.5.9, yields to:
ρ
∂−→c
∂t
+ ρ(−→c · −→∇)−→c = −−→∇(p + ρgz) + µ−→∇2−→c +−→∇ · τ t (6.20)
Equation 6.20 is known as Reynolds equation. τt is the Reynolds stress tensor which is
expressed as a function of the correlation tensor between 2 ﬂuctuating components of
velocity vector −→c ′, such that:
τ t = −ρ−→c ′ ⊗−→c ′ = −ρ
⎛⎝ u′2 u′v′ u′w′v′u′ v′2 v′w′
w′u′ w′v′ w′2
⎞⎠ (6.21)
The Reynolds stress tensor is symmetrical. The Reynolds equation eventually features
10 unknowns, i.e the 3 velocity components, the pressure and the 6 components of the
Reynolds tensor.
The complexity of the turbulence and its random characteristics, obligate to use a simple
formulation for the extra stresses. That is the reason why the multiphase turbulence
formulations are simpliﬁed to homogeneous formulations, meaning that the transport
equations for the turbulence are limited to that of the whole ﬂuid mixture.
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6.4.1 Zero-equation models
Prandtl proposed to take into account the average shear as reference scale and introduced
the turbulent mixing length, l. The Reynolds stress tensor can therefore be expressed as:
−ρc′ic′j = ρl2
(
∂ci
∂xj
)2
(6.22)
Prandtl assumed that the velocity scale C was equal to the product of the average velocity
ﬁeld with the mixing length l:
C =
∣∣∣∣ ∂ci∂xj
∣∣∣∣ (6.23)
Boussinesq deﬁned the turbulent viscosity coeﬃcient µt, assuming the average velocity
ﬁeld and the Reynolds tensor components to be proportionally related. Therefore,
µt = l
2
∣∣∣∣ dcidxj
∣∣∣∣ (6.24)
Only one unknown, independent of the ﬂuid properties, remains: the mixing length, l.
More details can be found in [94].
6.4.2 k-ε models
Based on semi-empirical equations, the standard or original k-ε model (Jones and Launder
1972, Launder and Spalding, 1974) features 2 equations, one for the turbulent kinetic
energy, k, and one for the rate of viscous dissipation, ε [112]. The velocity and the length
scale are assumed to be:
C ∼
√
k L ∼ k
2
3
ε
(6.25)
With the Prandtl-Kolmogorov analogy, the eddy viscosity is speciﬁed as:
µt = Constant ρCL = ρCµ
k2
ε
(6.26)
relating the variables k and ε via a dimensionless constant Cµ.
The model uses the following transport equations:
(i) Turbulence Kinetic Energy:
∂ρk
∂t
+
∂ρCjk
∂xj
=
∂
∂xj
((µ +
µt
σk
)
∂k
∂xj
) + τij
∂Ci
∂xj
− ρε (6.27)
(ii) Dissipation Rate:
∂ρε
∂t
+
∂ρCjε
∂xj
=
∂
∂xj
(
(µ +
µt
σε
)
∂ε
∂xj
)
+
ε
k
(
Cε1τij
∂Ci
∂xj
− Cε2ρε
)
(6.28)
.
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The model contains 5 adjustable constants derived from experiments:
Cµ = 0.09; σk = 1.00; σε = 1.30; C1ε = 1.44; C2ε = 1.92.
The Reynolds stress tensor is computed using an extended Boussinesq relationship, Eq.6.24:
−ρC ′iC ′j = µt
(
∂Ci
∂xj
+
∂Cj
∂xi
)
− 2
3
ρkδij (6.29)
with the following auxiliary relations :
ω =
ε
Cµk
Lt = Cµ
k3/2
ε
. (6.30)
6.4.3 k-ω models
One of the advantages of the k-ω formulation is the near wall treatment for low-Reynolds
number computations. The model does not involve the complex non-linear damping
functions required for the k-ε model and is therefore more accurate and more robust. The
k-ω model assumes that the eddy viscosity is linked to the turbulence kinetic energy and
turbulent frequency via the relation:
µt = ρ
k
ω
(6.31)
The standard (original) k-ω model [119] solves 2 transport equations, one for the turbulent
kinetic energy k, and one for the speciﬁc dissipation rate ω (rate of dissipation per unit
of turbulence kinetic energy, often called turbulent frequency) and the stress tensor is
computed from the eddy-viscosity concept.
Turbulence Kinetic Energy:
∂ρk
∂t
+
∂ρCjk
∂xj
=
∂
∂xj
(
(µ + σ∗µt)
∂k
∂xj
)
+ τij
∂Ci
∂xj
− β∗ρkω (6.32)
Speciﬁc Dissipation Rate:
∂ρω
∂t
+
∂ρCjω
∂xj
=
∂
∂xj
(
(µ + σµt)
∂ω
∂xj
)
+
ω
k
(
ατij
∂Ci
∂xj
− βρkω
)
(6.33)
Closure Coeﬃcients :
α = 5/9; β = 3/40; β∗ = 9/100; σ = 1/2; σ∗ = 1/2.
Auxiliary Relations :
ε = β∗ωk Lt =
k1/2
ω
(6.34)
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6.4.4 SST models
A problem with the original k-ω model is its strong sensitivity to free-stream conditions
[89]. In order to solve the problem, a blending between the k-ω model near the surface
and the k-ε model in the outer region was developed by Menter [74].
The model called Shear Stress Transport model (SST) solves the problem by multiply-
ing the k-ω equations by blending function (F1), and the transformed Launder-Spalding
k-ε equations by (1− F1), such as:
Turbulence Kinetic Energy:
∂ρk
∂t
+
∂ρCjk
∂xj
=
∂
∂xj
(
(µ +
µt
σk3
)
∂k
∂xj
)
+ τij
∂Ci
∂xj
− β∗ρkω (6.35)
Speciﬁc Dissipation Rate:
ρ
∂ω
∂t
+ ρCj
∂ω
∂xj
=
∂
∂xj
(
(µ +
µt
σω3
)
∂ω
∂xj
)
+
ω
k
(
α3τij
∂Ci
∂xj
− β3ρkω
)
+(1− F1)2ρ 1
ωσω2
∂k
∂xj
∂ω
∂xj
(6.36)
where the coeﬃcients of the model are a linear combination of the corresponding coeﬃ-
cients of the k-ω and modiﬁed k-ε models (Φ = F1Φkω + (1− F1)Φkε).
Closure coeﬃcients :
k-ω: α1 = 5/9; β1 = 3/40; σk1 = 2; σω1 = 2; β
∗ = 9/100;
k-ε: α2 = 0.44; β2 = 0.0828; σk2 = 1; σω2 = 1/0.856; Cµ = 0.09;
The model combines the advantages of the Wilcox k-ω and the Launder-Spalding k-ε
model, but still fails to properly predict the onset and amount of ﬂow separation from
smooth surfaces due to the over-prediction of the eddy-viscosity (the transport of the
turbulent shear stress not properly taken into account). The proper transport behavior
can be obtained by a limiter added to the formulation of the eddy-viscosity:
µt = ρ
k
max(ω, SF2)
(6.37)
F2 is a blending function, which restricts the limiter to the wall boundary layer, as the
underlying assumptions are not correct for free shear ﬂows. S is an invariant measure of
the strain rate.
The choice of the blending functions F1 and F2 are critical to the success of the method.
Their formulation is based on the distance to the nearest surface and on the ﬂow variables.
The model accounts for the transport of the turbulent shear stress and should provide
more accurate predictions of the onset and the amount of ﬂow separation under adverse
pressure gradients.
6.5 Turbulent multiﬂuid ﬂow formulation
With a multiﬂuid approach, the logical modelling of turbulence would imply developing
separate sets of equations deﬁning each phase separately. The complexity of this approach
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conducts major researchers to deal with classical homogeneous turbulence formulation.
However some researchers developed the idea of modifying the classical 2-equation turbu-
lence models. Vaidyanathan [109] and Senocak [98] proposed a non-equilibrium k-ε model,
based on the correction of the model coeﬃcients to ﬁt the experimental data based on
optimization techniques. The diﬀerences between the computational and experimental
results are used to assess the model accuracy. Reboud et al. [92], [21] have introduced an
artiﬁcial compressibility in the classical incompressible k-ε model. The idea is to avoid the
high diﬀusivity of the numerical model, caused by the addition of the artiﬁcial viscosity
(µt). The model assumes a low and non linear turbulent viscosity on the multiphasic
media, expressed as:
µt = f(ρ)Cµ
k2
ε
(6.38)
where f(ρ) is a power function as:
f(ρ) = ρv +
(
ρv − ρm
ρl − ρv
)n
(ρv − ρl) n 1 (6.39)
6.5.1 Reynolds Stress Turbulence Models
The Reynolds stress equation models (RSM), also called second-order or second-momentum
closure models are based on transport equations for all the components of the Reynolds
stress tensor and the dissipation rate. These models, which originate from Launder
(1975), do not use the eddy viscosity hypothesis but solve an equation for the trans-
port of Reynolds stresses in the ﬂuid (algebraic equations for the Algebraic-RSM (ASM)
and individual diﬀerential equations for each Reynolds stress component for the original
RSM). The modelling of stress anisotropy, i.e. directional eﬀects of the Reynolds stress
ﬁeld, makes Reynolds stress models more suitable for solving complex ﬂows problems.
The exact diﬀerential equations describing the Reynolds-stress tensor −ρC ′iC ′j are:
∂ρτij
∂t
+
∂ρCkτij
∂xk
= −Pij + εij − Πij + ∂
∂xk
[
µ
∂τij
∂xk
+ Cijk
]
(6.40)
where
Pij = τik
∂Cj
∂xk
+ τjk
∂Ci
∂xk
(6.41)
εij = 2µ
∂C ′i
∂xk
∂C ′j
∂xk
(6.42)
Cijk = ρC ′iC
′
jC
′
k + p
′C ′iδjk + p′C
′
jδik (6.43)
Πij = p′
(
∂C ′i
∂xj
+
∂C ′j
∂xi
)
(6.44)
are respectively the production, dissipation, turbulent transport and pressure-strain cor-
relation tensors, which should be modelled to close the system of equations.
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Reynolds stress-ω Turbulence Model
The Reynolds Stress-ω turbulence model is a Reynolds stress model based on the ω-
equation (instead of ε-equation). The advantage is similar to that of the k-ω model
allowing an accurate near wall treatment. The equations for the Reynolds stresses can be
written as: Reynolds-Stress Tensor (6 diﬀerential equations):
∂ρτij
∂t
+
∂ρCkτij
∂xk
= −Pij + εij − Πij + ∂
∂xk
[
µ
∂τij
∂xk
+ Cijk
]
(6.45)
Speciﬁc Dissipation Rate :
ρ
∂ω
∂t
+ρC¯j
∂ω
∂xj
=
∂
∂xk
(
(µ + σµt)
∂ω
∂xk
)
+
ω
k
(ατij
∂Ci
∂xj
−βρk[ω+ ξˆ
√
2ΩmnΩmn]) (6.46)
Auxiliary Closure Relations :
µt = ρ
k
ω
ε = β∗ωk (6.47)
Pij = τik
∂Cj
∂xk
+ τjk
∂Ci
∂xk
Dij = τik
∂Ck
∂xj
+ τjk
∂Ck
∂xi
(6.48)
Πij = β
∗C1ω
(
τij +
2
3
ρkδijσ
)
− αˆ
(
Pij +
2
3
Pδijσ
)
−βˆ
(
Dij +
2
3
Pδijσ
)
− γˆρk
(
Sij +
1
3
Skkδijσ
)
(6.49)
Closure coeﬃcients :
α = 4/5; β = 3/40; β∗ = 9/100; σ = 1/2; σ∗ = 1/2;
αˆ = 42/55; βˆ = 6/55; γˆ = 1/4; ξˆ = 1;
C1 = 1 + 4(1− e/k)3/2;
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Main deﬁnitions
7.1 Duty cycle and angular datum deﬁnitions
The duty cycle of any bucket j of the runner can be deﬁned as the arc out of bucket j
rotation circle where it sees water transiting on its surface. The duty cycle ranges from
the ﬁrst encounter of bucket j tip with the upper generator of the jet to the evacuation
of the last water particle stemming from the lower generator of the jet, i.e. arc AB on
Fig.7.1. The exact angular position of point A is depending on the jet diameter, i.e. ϕB2
and point B by the head, i.e. ψ1. Moreover, the jet boundary is diﬃcult to experimentally
determine with accuracy. An univocal angular datum is hence needed. Bucket j datum
is set as the angular position where the virtual point located on bucket j splitter on the
circle of diameter D1 intersects the jet axis, see Fig.7.1. The angular positions of bucket
j, θj, preceding the datum are negative, while the angular positions succeeding to the
datum are positive.
????????
????????
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????????
??????????
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????????????????? ??
?
?
???
???
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???? ?
??
Figure 7.1: Bucket angular datum deﬁnition.
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7.2 Non-dimensionalization of pressure
The pressure signals amplitude, be them the result of computations or measured ones,
are made dimensionless by the introduction of the pressure coeﬃcient Cp, deﬁned as:
Cp =
p− pref
ρgH
(7.1)
where pref is a reference pressure, i.e. the atmospheric pressure for the experimental
pressure measurements and any reference set for the computations, and H is the test
head.
7.3 Non-dimensionalization of water thickness
The water ﬁlm thickness in the buckets, referred as t, is rendered non-dimensional by the
theoretical contracted jet diameter of the considered operating point k, calculated from
the discharge conditions, D2k .
t′ =
t
D2k
(7.2)
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Part II
INVESTIGATION TOOLS

Chapter 8
Experimental facilities
8.1 Test rig
All the measurements are carried out on the horizontal test rig of VA Tech Hydro SA,
located in Vevey, Switzerland, see Fig.8.1. The test rig is suited for single- or twin-injector
machines, and is equipped with 3 pumps, that can be operated either separately, in parallel
or in series. The ﬁrst one is powered by a 500kW asynchronous motor, while the 2 others
are driven by DC motors, developing each 200kW , fed by thyristors rectiﬁer units. The
rotational speed can thus be adjusted over a large band. Table 8.1 summarizes the main
characteristics of the test rig. The facility is equipped with a torquemeter, and hydraulic
Table 8.1: VA Tech horizontal axis Pelton turbine test rig characteristics.
Ptmax Hmax Qmax Torquemeter limit
[kW ] [m] [m3s−1] [kW ]
940 250 0.11 132
Figure 8.1: The Pelton test rig of VA Tech Hydro SA.
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controlled injector needles. The equipment allowing setting the operating conditions,
monitoring and measuring the relevant data is located in a control room adjacent to the
test rig. The facility is ﬁtted with a large plexiglas window allowing observing the runner
and injector.
Figure 8.2: Test rig casing and plexiglas window.
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Chapter 9
Onboard pressure measurements
9.1 Measurement tools
9.1.1 Piezo-resistive pressure transducers
Piezo-resistive sensors are designed for dynamic and static pressure measurements pur-
poses. The pressure sensitive elements are piezo-resistive chips made of micro-machined
Silicon, mounted in a Wheatstone bridge, as schematized by Fig.9.1. The active face of
the sensor is made of a waterproof membrane of high stiﬀness. Piezo-resistive gauges are
placed on the periphery of the membrane in traction and compression zones. When a
pressure is applied on the membrane, the deformation of the latter is transmitted to the
gauges, inducing a disequilibrium in the Wheatstone bridge, and thus a variation of the
sensor output voltage. The main characteristics of the Unisensor AG transducers chosen
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Figure 9.1: Wheatstone bridge of a piezo-resistive sensor.
for the bucket instrumentation are summarized by Table 9.1.
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Table 9.1: Sensors characteristics.
Dext Thickness Dmembrane Linear Range Bandwidth Linearity
[mm] [mm] [mm] [bar] [kHz] [%error]
3 0.9 0.9 0...7 25 < 0.5
9.1.2 Instrumented shaft
An instrumented shaft has been developed at the LMH for onboard measurement pur-
poses. Up to 32 channels, be them pressure sensors, strain gauges, or any measurement
device generating a variable voltage output, can be acquired simultaneously. The onboard
electronic for signal conditioning is made of 32 preampliﬁers and anti-aliasing ﬁlters. Am-
pliﬁcation factors may be selected from 1 to 103. The conditioning equipment is con-
nected to 8 4-channel acquisition boards, ﬁtted with 12-bit A/D converters. The sample
frequency ranges 100Hz...20kHz while the memory storage capability is of 64k-sample
per channel [26]. Figure 9.2 shows the main organs of the instrumented shaft. A host PC
??????????????????????
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Figure 9.2: Instrumented shaft main organs.
computer is used for monitoring, control, and data transfer via an ArcNet(Attached Re-
source Computer Network) communication network. External communication and power
supply are achieved with a 5-channel slip ring (HBM5K5). The system is capable of trans-
ferring up to 1.5 Mbits per second. The synchronization of the data sampling process
of the active boards is performed through a master-slave scheme. The slave boards are
armed ﬁrst, and then the master board is armed in turn. Once the master is triggered
by the onboard tachometer signal, it outputs a TTL signal to trigger the onboard slave
modules. All active modules are synchronously triggered within 5 µs, see Fig.9.3.
9.2 Instrumented runner
The buckets to be instrumented with pressure transducers are made of bronze instead of
epoxy polymer.
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Figure 9.3: Synchronization diagram of the instrumented shaft.
9.2.1 Sensors location and distribution
The 3 buckets are equipped with 43 sensors, distributed as summarized by Table 9.2 and
illustrated by Fig.9.4. The sensors are distributed so as to cover most of the bucket inner
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(a) Inner surface. (b) Backside.
Figure 9.4: Location of the 43 pressure sensors.
Table 9.2: Sensors distribution.
Location Inner surface Symmetry Backside Side
Sensors  30 2 6 7
surface, while not generating geometric alterations on either side of the bucket. CAM-
CAD tools are used not only to check the locations of the sensors but also to design the
wiring passages.
• Redundant locations. 2 transducers are added to check the symmetry of the ﬂow.
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(i) in a region of expected high amplitudes of pressure, to enhance the accuracy of
the symmetry comparison, (ii) near the outer edge, close to the main stream outﬂow.
• Backside. A total of 6 sensors are placed on the backside, 5 of which on the
longitudinal line of symmetry of the bucket in order to monitor the behavior of the
cut jet portion.
• Side. Inasmuch the runner is designed to suﬀer from outﬂow heeling, a group of
6 sensors are located on the outer edge. They are also intended to measure the
ventilation ﬂow of air around the runner.
9.2.2 Machining
The whole manufacturing process of the instrumented buckets is modelled by CAM-CAD
tools, i.e the machining process, the tools trajectories, and change of tools. A 5-axis
numerical drill permits producing almost ﬁnished buckets, including the sensor lodgings
and wiring grooves, Fig.9.5(a).
9.2.3 Transducers installation
The installation procedure is performed by Unisensor AG using their well mastered vac-
uum technique, while the wiring is made by the LMH staﬀ, Fig.9.5(b). The wires are
glued in the bucket grooves, a layer of a waterproof polymer resin is applied, and ﬁnally
the original geometry is reconstituted with mastic and by polishing. A transducer test
rig is built to check the wirings and verify the response of the sensors upon application of
static pressure. The test is repeated at each step of the assembly process.
9.2.4 Final assembly
The diﬀerent elements of the runner, i.e. the epoxy resin and bronze buckets, the ﬂask,
and the electronic housing are assembled by the LMH staﬀ, see Fig.9.5(c). The ﬁnish resin
polymer is applied by the VATech Kriens staﬀ. The last step involves the ﬁnal wiring and
the installation of the electronic components, as portrayed by Fig.9.5(d).
9.3 Calibration procedures
9.3.1 Static calibration
The purpose of static calibration is to check the sensitivity, repeatability, and the hys-
teresis error of the sensors.
Procedure
The pressure sensors static calibration is performed by installing the instrumented runner
in a pressurized vessel connected to the pneumatic network of the laboratory. A pressure
regulator permits to set and keep the desired pressure in the vessel. The static pressure
is increased by 0.5-bar steps until equalizing the pneumatic network pressure, i.e. 6 bar.
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(a) Milled bronze bucket. (b) Wiring procedure.
(c) Runner assembly. (d) Electronic components ﬁnal wiring.
Figure 9.5: Instrumented runner construction.
It is then decreased by 1-bar steps to check for the hysteresis error of the sensors. The
sensors outputs are collected by the instrumented shaft. The voltages are averaged and
compared to a high precision reference transducer. The reference pressure transducer
Huber main characteristics are given in Table 9.3.
Table 9.3: Huber characteristics.
Measurement Range Sensitivity
[bar] [%]
0...16 0.03
Calibration curves
The static calibration procedure permits plotting the pressure as a function of the output
voltage for each sensor. A linear regression method is used to determine the slope of the
regression line, which is in fact the inverse of the sensor sensitivity. The regression curve
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equation for sensor l is:
Pcal = mUl + b, (9.1)
where m is the slope, Ul the output voltage and b the intersection with the y-axis. The
slope m and the intersection b are respectively given by:
m =
N
∑
PcaUl −
∑
(Pcal)(
∑
Ul)
N
∑
U2l − (
∑
Ul)2
(9.2)
b =
∑
PcalU
2
l − (
∑
PcalUi)(
∑
Ul)
N
∑
U2l − (
∑
U2l )
(9.3)
with N the total number of data. The error  represents the diﬀerence between the
pressure obtained from the sensors and the pressure measured by the reference:
 =
Pref − Pcal
Pref,N − Pref,0 (9.4)
Figure 9.6 shows the calibration curves and error curves obtained for 4 representative
sensors. An excellent linear response is observed, and the maximum error is found to lie
within 0.75% of the measurement range for all the 43 sensors. The dispersion observed
in the sensors population is most likely caused by the silicone compound volume which
varies for each sensor.
9.3.2 Dynamic calibration
The dynamic calibration of the sensors is carried on in a large vessel with a spark generator
device. This device allows discharging up to 50 J electric energy between 2 immersed
electrodes within 10 µs. An explosive growth of a vapor bubble occurs, followed by
the collapse of the bubble, generating strong shock waves. The resulting pressure pulse
excites the pressure transducer in a large frequency band. A reference pressure transducer
(Kistler 701) of known characteristics is located close to the tested sensor for frequency
estimation purposes. The results show a transfer function close to 1 and an excellent
coherence for a bandwidth spreading 150...5000 Hz [86].
9.3.3 Data reduction
The pressure measurements are phase averaged from 200 to 350 runner rotations depend-
ing on the test head and synchronized from the tachometric signal.
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(a) Sensor 1. (b) Sensor 6.
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(c) Sensor 32. (d) Sensor 41.
Figure 9.6: Calibration curves and relative errors obtained for 4 sensors.
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Chapter 10
Flow visualizations
10.1 Requirements
To overcome the diﬃculties inherent to the observation of the ﬂow in the buckets, some
requirements are to be followed, regarding optics, photographic equipment, and lighting
systems.
10.1.1 Optical requirements
The optical devices to be used must permit avoiding the shortcomings of the approaches
chosen so far [64]. There are 6 requirements: (i) the optical system dimensions are to
be compact enough so as not to disturb the ﬂow around the runner. The water sheets
leaving the runner should under no circumstances be deviated back against the runner.
(ii) It should permit a close observation of the subject. (iii) The ﬁeld of view must oﬀer a
large depth without need for focusing, enabling to follow the evolution of ﬂow structures
likely to be convected by the mean stream. (iv) The image distortions are to be kept
to the minimum to avoid heavy post-processing of the images. Very short focal lengths
like ﬁsh-eye lenses are not considered a solution for this reason. (v) The luminosity must
remain acceptable for performing high-speed photography. (vi) The system has to be
waterproof, and equipped with a lens wiping system to prevent the droplets present in
the atmosphere surrounding the turbine to stick on it and reduce the visibility.
10.1.2 Exposure time requirements
To freeze the motion observed, the exposure duration should be chosen so that the blur
distance due to motion does not exceed 1/30 of the characteristic length of the feature to
be photographed [25]. The required exposure time is expressed as:
texp =
dblur
c
(10.1)
where dblur is the blur distance due to motion, and c the velocity of motion.
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10.1.3 Lighting requirements
The duration of a ﬂashlight, τflash, is conventionally obtained by measuring with a pho-
tosensitive detector and displaying on a cathode-ray tube oscilloscope the time between
1/3 peak values of light on the rising and falling portions of the light-time curve. Light-
time outputs are determined by integrating the light curve to obtain the lamp output
in Candela-seconds or Beam-Candela-seconds (BCPS) [25]. The most signiﬁcant number
describing the photographic ability of a ﬂash unit is the guide factor, deﬁned as a function
of the output of a particular ﬂash system. The guide factor is expressed as the product
of the lamp-to-subject distance D by the camera lens aperture A for a satisfactory pho-
tograph. In terms of light output (BCPS) and ﬁlm sensitivity (ASA) speed s, the guide
factor becomes:
DA =
√
BCPS
s
k
(10.2)
with k  160...270. Using a high-speed camera and a long duration ﬂash unit of high
output, exceeding the output and exposure time required, the maximum number of frames
that can be taken during a single ﬂash pulse is expressed as
Nframes =
(BCPS)lamp
(BCPS)required
(10.3)
The maximum shutter speed achievable, neglecting the inter-frame time interval is there-
fore:
tshutter =
τflash
Nframes
(10.4)
10.2 Observation tools
10.2.1 Borescopes
The optical requirements presented in section 10.1.1 match those of medical imagery.
Indeed, modern medical techniques call for direct observation of bodily cavities with non-
invasive devices. A large depth of sight is of primary importance. The optical industry
developed over the last 50 years a range of endoscopes of diﬀerent lengths and diameters,
rigid or ﬂexible. Their excellent optical properties provide clear and undistorted images,
and a large depth of sight. Endoscopes meet more and more industrial applications,
notably for jet engine or complex structures inspections without need for dismantling.
Karl Storz so-called borescopes, i.e. rigid endoscopes, are chosen for the ﬂow visualizations
in the Pelton turbine, Fig.10.1.
10.2.2 High speed camera
A high-speed Photron Ultima Fastcam APX is chosen as image acquisition device. It is
ﬁtted with a 10-bit CMOS sensor, which sensitivity rating is approximately 4800 ISO/ASA
at 0dB gain. Table 10.1 resumes the technical data of the camera. The system is made
of one processor and a camera head linked by a pair of 5m ﬂexible cables. The frame
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Figure 10.1: Karl Storz 3.8 mm diameter borescope.
Table 10.1: High-speed camera speciﬁcations.
Shutter speed Frame rate max resolution
[µs] [fps] [pixels]
4...1670 1− 12 · 103 1024× 1024
rate goes up to 2 · 103fps at full resolution and up to 120 · 103fps at reduced resolution.
The buﬀer memory of the camera enables storing up to 8GB of images. Triggering and
synchronization is achieved via positive or negative TTL 5V p-p. Interchangeable F-
mount standard is ﬁtted to the camera head, allowing using the whole Nikkor series of
lenses.
10.2.3 Lighting systems
Two independent Cordin mod.309 ﬂash units are chosen as light sources. They provide a
square wave pulse at a brightness 1000 times that of sunlight. The Xenon ﬂash produces
light that is spectrally balanced throughout the visible range. The technical data of the
Cordin mod.309 ﬂashlamps is presented by Table 10.2.
Table 10.2: Flashlamps speciﬁcations.
Peak light output Electric energy Jitter time Rise time Flash duration
[Beam− Candela · s] [J ] [µs] [µs] [ms]
2400 1875 2 < 10 0.5− 11
10.3 Onboard ﬂow visualizations
10.3.1 Endoscope location
A 3.8mm diameter borescope is chosen for the onboard visualizations. The equivalent
aperture is f/11. Its location, as shown by Fig.10.2(a), is deﬁned using CAM-CAD tools,
EPFL - STI - ISE - LMH
62 CHAPTER 10. FLOW VISUALIZATIONS
with the distal lens is at the root of one half bucket. An observation grid is drawn on
the bucket inner surface. This choice is made for the following reasons: (i) no water
is to be expected during normal operation, as Pelton’s modiﬁcation to Knight’s original
impulse turbine was to avoid water ﬂowing towards the ﬂange [22]. (ii) The mounting is
non-intrusive. (iii) The ﬁeld of observation is not obstructed by the splitter, Fig.10.2(b).
(iv) The distal lens is oriented so that the radial acceleration prevents droplets to stick
on it, and is periodically treated with a rain repellent solution.
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(a) Onboard endoscope location and assembly. (b) Field of observation.
Figure 10.2: Onboard endoscope location and ﬁeld of observation.
10.3.2 Setup
Apparatus
The camera head and the processor are kept outside the rotating parts of the test rig. The
observation frames of the endoscope are transmitted via a 90◦ optical deﬂector passing
through the runner rotation axis, and protruding outside the test rig window, as shown
by Fig.10.3(a). The high-speed camera, equipped with a 55mm Micro-Nikkor lens, is
mounted on a 4-degree-of-freedom moveable support. The lens axis is aligned on the
deﬂector axis by means of micrometric screws, Fig.10.3(c). The advantages of the ap-
proaches are (i) no communication problems between the camera head and processor;
(ii) no electronic component in rotation; (iii) no mass unbalance of rotating parts. The
ﬂashlights are installed in waterproof housings that are mounted as close as achievable
to the runner, on movable supports. They are oriented so as to avoid shadows in the
observation area, Fig.10.3(b).
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(a) Camera aligned with the deﬂector. (b) Waterproof ﬂashlights housings.
(c) 4-degree-of-freedom camera support. (d) Optical deﬂector and optical encoder.
Figure 10.3: Experimental setup for the onboard visualizations.
Frame rate and exposure time
The required BCPS is determined according to the procedure deﬁned in section 10.1.3.
The ideal shutter speed is between 5 and 10µs depending on the value of constant k in
Eqn.10.2. To keep the resolution at the acceptable value of 512 × 512 pixels, the frame
rate is limited to 6000fps. With a ﬂash duration set to 6ms, the number of valid frames
recorded is 35. Even if the light source and camera capabilities allow measuring a complete
bucket duty cycle, the non-moving assembly of the lighting system claims for a division
of the duty cycle in overlapping subcycles to maintain adequate lighting conditions.
10.3.3 Trigger chain
An optical encoder is ﬁtted on the deﬂector, see Fig.10.3(d), giving a +5V TTL pulse at
each runner rotation. The TTL signal is sent via an adjustable delay line unit set to ﬁre
the camera and the ﬂash units synchronously at the desired runner angular position. The
trigger signal is released upon manual activation of the delay line unit. The camera delay
and ﬂashlights jitter are short enough to be neglected, as they are of O(30ns). Figure
10.4 schematizes the trigger chain.
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Figure 10.4: Trigger chain for the onboard visualizations.
10.3.4 Images processing
The images captured by the camera inside the turbine bucket suﬀer 2 major limitations:
(i) the image contrast and luminosity vary depending on the angular position of the
bucket; (ii) the ﬁeld of view rotates as the endoscope rotates with the turbine. To make
possible and simple the analysis of the water sheet movement inside the bucket, a sequence
of frames with a steady point of view is required. A semi-automated process is set up to
transform the raw video images output by the endoscopic camera in a speciﬁc test run
into a high quality sequence of images.
The image processing splits in 5 steps: (i) Montage of the frames stemming from the
subsequent subcycles; (ii) File names and formats adjustment for the subsequent steps,
contrast and luminosity enhancement and de-rotation of the images. This step is not
suﬃcient to produce a steady image along the whole bucket duty cycle because of the
precession of the optical deﬂector due to mechanical tolerances. (iii) Manual marking of
the image center and viewing aperture of the endoscope on selected images in the sequence.
(iv) Manual interpolation of the collected positions on the whole image sequence to center
the endoscope view aperture. To enhance the resulting image quality a mask is applied to
remove everything outside the endoscope aperture. (v) Assembly of the individual frames
into a standard AVI formatted movie ﬁle.
10.4 External ﬂow visualizations
10.4.1 Positions of observation
The ﬂow in the absolute frame of reference is surveyed using a 10mm diameter borescope.
The borescope ocular is bound to the same Nikkor 55mm lens as for the external visu-
alization, while the camera head is mounted on a light tripod. The distal lens of the
endoscope is ﬁtted with a pneumatic wiping system able to blow the droplets away, see
Fig.10.5. A total of 6 endoscope locations are tested, as shown by Fig.10.6 and Fig.10.7.
Conﬁgurations (1) to (3) focus on the early stages of jet-bucket interaction with diﬀerent
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Figure 10.5: Distal lens wiping system.
angles of view. Conﬁguration (4) is a view from the side of the jet being cut by the bucket.
In conﬁguration (5) the endoscope is oriented along the injector to provide a wider view of
the ﬂow. Conﬁguration (6) is an observation of the jet itself at the outlet of the injector.
10.4.2 Trigger chain, frame rate and exposure time
The trigger chain operates on the same principle as the for the onboard visualizations.
Diﬀerent frame rates are set according to the various conﬁgurations and to the phenomena
to be investigated. The resolution of the frames is by default kept to the maximum of
the capabilities of the camera. Table 10.3 summaries the measurement conditions for
conﬁguration (1) to (6).
Table 10.3: Frame rates and exposure time.
Conﬁguration Frame rate Shutter speed Resolution
[−] [Frame/s · 103] [µs] [pixels× pixels]
1 6 5 512× 512
12.5 4 512× 256
2 6 4 512× 512
15 4 1024× 128
3 15 4 1024× 128
50 4 256× 64
87.6 4 256× 32
4 6 4 512× 512
4 4 1024× 512
5 6 4 512× 512
4 4 1024× 512
6 6 5 512× 512
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Figure 10.6: External visualization conﬁguration, frontal view.
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Figure 10.7: External visualization conﬁguration, top view.
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Chapter 11
Water ﬁlm thickness measurements
11.1 Water thickness by refraction
The water ﬁlm induces an apparent displacement of the observation grid due to the optical
refraction, as schematized by Fig.11.1. By comparing 2 images, i.e. with and without
water ﬁlms on the inner surface, it is possible to extract the values of the observation
angles and from that the value of the apparent displacement of the grid points. Assuming
that (i) the endoscope distal lens reduces to a single geometric point, and (ii) that the
air-water interface is locally parallel to the bucket surface, the problem can be reduced to
a 2D problem, as represented by Fig.11.2.
The Sine Theorem expressed in triangle ARR′ yields to:
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Figure 11.1: Apparent grid displacement. Continuous line: actual grid. Dashed line:
apparent grid.
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Figure 11.2: Simpliﬁed optical model.
A
sinα
=
R
sin γ
(11.1)
Observing Fig.11.2, the angle γ is determined as:
γ = (
π
2
− θ2) + (π
2
+ θ1) (11.2)
⇒ sin γ = sin(θ2 − θ1) (11.3)
From the sketch, the refraction angle in air, θ2, can be expressed as a function of the
apparent angular displacement α:
θ2 = α− µ + π
2
(11.4)
The refraction angles θ1 and θ2 are related through Snell’s law [54]:
n1 sin θ1 = n2 sin θ2 (11.5)
From Fig.11.2, A can be substituted for the sought water ﬁlm thickness t:
t =
A
cos θ1
(11.6)
The water ﬁlm thickness is therefore simply expressed as:
t =
R cos θ1
sin(θ2 − θ1) sinα (11.7)
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11.2 Processing technique
The values of the variables R and µ for each grid point are obtained from the CAM-CAD
3D model of the bucket ﬁtted with the onboard borescope, while the value of α must be
deduced from the observation frames. In order to reduce the errors due to the mechanical
imperfections, a common datum is chosen for the dry reference frame and the subsequent
wet frames. The apparent displacement vector of point j can be calculated from that
datum. Knowing the angular arc between adjacent grid points, it is possible to obtain
the apparent displacement angle of grid point j, αj, by interpolation, as schematized by
Fig.11.3:
αj =
∆y2 +∆z2√
(yj+1 − yj)2 + (zj+1 − zj)2
(µj+1 − µj). (11.8)
The water ﬁlm thickness t can then be obtained from Eq.11.4 and Eq.11.7.
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Figure 11.3: Apparent grid interpolation.
11.3 Validation test
In order to assess the validity of the method, a simple test is carried out. A plastic bowl
is partially ﬁlled with a series of known volumes of water. An observation grid of known
dimensions is drawn on the bottom of the bowl, see Fig.11.4. The water thickness is then
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Figure 11.4: Thickness measurement validation test setup.
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measured with the technique described in section 11.1. Photographs are shot through
the same borescope as for the onboard visualizations, using a still camera and ambient
light. Figure 11.5 is a comparison of the thickness value obtained from the volume and
the refraction measurement. The relative error is within 8% of the measured value.
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Figure 11.5: Thickness measured by refraction vs. reference thickness.
11.4 Error estimation and propagation
The total uncertainty of the water thickness values obtained must be determined. As
expressed by Eq.11.7, the water thickness t is a function of 4 variables. Some of the
variables are dependent on the others, as θ1 which is related to θ2 through Snell’s law. t
is therefore a function of the following primary variables:
t = f(R, θ2, α, µ) (11.9)
The total error, determined according to the procedure described in Appendix B, is ex-
pressed as:
∆t = |∆R ∂t
∂R
|+ |∆θ2 ∂t
∂θ2
|+ |∆α ∂t
∂α
|+ |∆µ ∂t
∂µ
| (11.10)
∆R is the error on the distance between the endoscope distal lens and the considered gird
point j. ∆R is function of the accuracy of the grid points coordinates, assuming that the
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lens suﬀers no position error.
∆R = |∆yj ∂R
∂yj
|+ |∆zj ∂R
∂zj
| (11.11)
∆α is the error on the apparent displacement angle α. From Eq.11.8, the error ∆α
becomes:
∆α = |∆(∆y) ∂α
∂(∆y)
|+ |∆(∆z) ∂α
∂(∆z)
|+ |∆yj+1 ∂α
∂yj+1
|+ |∆yj ∂α
∂yj
|
+ |∆zj+1 ∂α
∂zj+1
| + |∆zj ∂α
∂zj
| + |∆µj+1 ∂α
∂µj+1
| + |∆µj ∂α
∂µj
| (11.12)
The error ∆θ1 is directly dependent upon the error on ∆θ2, which is a function of the
angles α and µ.
Table 11.1 summarizes the uncertainties estimated for the primary variables y, z, R and
µ. The error is assumed to grow by 0.1% for each subsequent frame along the bucket
Table 11.1: Uncertainties on the primary variables.
∆y ∆z ∆R ∆µ
∓0.5mm ∓0.5mm ∓1.5mm ∓0.5◦
duty cycle. Figure 11.6 shows the evolution of the absolute error tj = ∆tj/D2 for 4 grid
points. The maximum error can account for 7.5% of D2 for grid point 4. It appears that
the grid points that are far from the borescope distal lens, i.e. with the smaller value
of angle µ, suﬀer the larger error. This is the reason why grid points 1, 2, 3, 5 and 6
are rejected for the ﬁlm thickness determination. Most of the grid points located on the
?
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Figure 11.6: Film thickness error evolution.
splitter side, i.e. points 5, 9 and 13, are rejected because the main assumptions made for
the ﬁlm thickness measurement are false in this area. Indeed, this region is fed by the still
cylindrical jet that prevents an unequivocal processing of the observation grid points.
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Chapter 12
Numerical approaches
12.1 setup
The simulations are performed with the CFX-10 commercial code. The 2-Phase Homo-
geneous and the 2-Fluid Models are used to simulate the operation of the test runner for
OP1 (ψ1/ψ
∧
1 = 0.89 and ϕB2/ϕ
∧
B2
= 1.07) at the 20m test head. The results obtained are
compared with the experimental data in terms of (i) pressure distribution, (ii) water ﬁlm
thickness, and (iii) ﬂow patterns in the buckets.
12.1.1 Discretization
Two sizes of meshes are used for the simulations: (i) for the physical models comparison
purposes, the same spatial discretization is chosen. The mesh is reﬁned on the buckets
inner surface and backsides. (ii) For analyzing the ﬂow and a performing a detailed com-
parison with the experimental data, a more reﬁned mesh is created, i.e with more mesh
elements in the regions of the outer edges and on the sides of the buckets to accurately
simulate the discharge ﬂow and the outﬂow heeling.
The computational domain is divided in 2 sub-domains, i.e. a stator with a dummy injec-
tor and a rotor with the runner, linked with a transient rotor-stator sliding interface. By
assuming periodic ﬂow, one-third of the runner is simulated, i.e. 7 buckets, see Fig.12.2.
Unstructured meshes composed of tetrahedral, Hexahedral, and Pyramidal elements, see
Fig.12.1, are used. The characteristics of the meshes are summarized in Table 12.1 and
12.2.
The continuity and Momentum conservation equations are discretized using a high-
Table 12.1: Mesh dimensions, model comparison.
Stator Rotor Total
Number of elements (k) 144.024 5558.040 699.064
Number of nodes (k) 27.488 1008.680 1036.168
resolution upwind scheme with the physical advection terms weighted by a gradient-
dependent blend factor, providing a good trade-oﬀ between diﬀusion and dispersion. A
second-order backward Euler scheme is used for the transient terms.
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Table 12.2: Mesh dimensions, detailed simulation.
Stator Rotor Total
Number of elements (k) 384.491 6071.037 6455.528
Number of nodes (k) 403.102 2434.354 2837.456
12.1.2 Boundary conditions
Figure 12.2 depicts the computational domain and the boundary conditions applied. The
incoming jet is assumed to be ideal, with a constant velocity proﬁle determined from
the speciﬁc energy and discharge conditions, and the ﬂow relative to the splitter to be
symmetrical. The turbulence is taken into account using a shear-stress model, i.e. SST
turbulence model with a standard wall function. Indeed, previous investigations [87]
showed that the standard k-ε turbulence model provides unsatisfactory results for the
bucket regions where the ﬂow undergoes high shear stresses, such as the splitter sides and
the cutout. The turbulence intensity is set to 5% and the length scale equal to 1/10th of
B2/2. The walls are treated as smooth walls. No casing is taken into account, the outlet
boundaries are set as openings with constant pressure. The speciﬁc details of the 2-Fluid
Model are provided by Table 12.3.
Table 12.3: Speciﬁcations of the Mixture Model.
Interface length scale 1 mm
Momentum Transfer Drag coeﬃcient
Mass Transfer none
12.1.3 Initial conditions
An uniform velocity of 0m/s is imposed in the whole domain, with the same turbulence
data as for the inlet condition. The 2 sub-domains are ﬁlled with air. The time step
corresponds to 0.5◦ of rotation of the runner.
12.2 Quality check
The simulations are run until the RMS residuals for the Momentum equations reduce be-
low 10−5, and the bucket and runner torques become periodic. The mass ﬂow conservation
through the domain is checked as well.
12.2.1 Mesh dependency
In order to check the mesh inﬂuence on the solution, 4 diﬀerent meshes with an increasing
number of elements are tested. The RMS value of the absolute grid solution error on the
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(a) Mesh reﬁnement around the jet. (b) Detail on the plane of symmetry.
(c) Mesh of the inner surface. (d) Mesh of the outer surface.
Figure 12.1: Unstructured meshes used for the numerical simulations.
calculated pressure signal for 5 diﬀerent monitoring points spread on the bucket inner
surface is determined, see Eq.12.1, and plotted in Fig.12.3.
RMS =
√√√√ 1
N
N∑
i=1
(
ffinei − fki
ffinei
)2
, (12.1)
where ffinei is the solution on the ﬁnest grid and fk the solution for coarse grid k. The
subscript i refers to the time step, and N is the total number of time steps.
12.3 Discussion of the results
12.3.1 Pressure distribution
The 18 sensors located on the inner surface are spread into the 5 zones displayed in
Fig.14.14 [88], [87], [66]. The experimental signals are represented by the phase-averaged
value augmented or cut by the standard deviation, see Fig.12.5 and 12.6.
• Zone 1. The results obtained from both models are very close. The timing does
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Figure 12.2: Computational domain and boundary conditions applied.
not match the experiments well, as the CFD signals lead the experimental signal by
about 4◦. The amplitudes are nevertheless well predicted.
• Zone 2. The pressure signals in zone 2 are in very good accordance between the
measurements and the simulation: the predicted rise and decay times, signal phases,
and signal periods match very well the experimental data. The timing is better
predicted by the 2-Phase Homogeneous Model than by the 2-Fluid Model, whose
signal exhibits a 3◦ delay. However, the latter is more accurate in terms of amplitude
and identiﬁes the pressure peaks recorded.
• Zone 3. The results are less accurate in the aft portion of this zone, especially in
terms of amplitude with errors in excess of 50%.
• Zone 4. Both Models underpredict the signal amplitude by at least 15%, while
the decay slopes are accurately simulated. The 2-Fluid Model predicts small peaks
of pressure at the initial rise of the signals that do not arise in the measurements
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Figure 12.3: Mesh dependency.
(sensors 26 and 28).
• Zone 5. In this region, the timing is adequate for both models, while the amplitude
predicted by the 2-Phase Homogeneous Model is signiﬁcantly too low, with errors
up to 42% for sensor 17.
• Backside. The pressure distribution close to the tip, i.e. sensors 31 and 32, is
fairly predicted by both models, with the timing and rise slopes more accurate for
the 2-Fluid Model. On the other hand, the pressure signals of the aft sensors is
much better predicted by the 2-Fluid than by the 2-Phase Homogeneous Model.
For sensor 34, neither the timing nor the amplitude are adequately predicted by
the 2-Phase Homogeneous Model, with errors accounting respectively for ∼ 7◦ and
89%, while the 2-Fluid Model underpredicts the depression by 41%.
• Lateral edges. The initial pressure increase is adequately predicted by the 2-Fluid
Model in terms of amplitude and signal rise, even if the duration is over-estimated
for sensor 40. The durations obtained from the 2-Phase Homogeneous Model are
up to 3 times that of the measurements.
12.3.2 Water ﬁlm thickness
Figure 12.7 provides a comparison of the water ﬁlm thickness obtained from the 2 numer-
ical models with the measurements.
The overall agreement is good, the amplitudes being comparable for most of the grid
points, with the exception of points 14 and 15, where the 2-Phase Homogeneous Model
EPFL - STI - ISE - LMH
80 CHAPTER 12. NUMERICAL APPROACHES
?
?
??
?
?
?
??
??
??
??
??
??
??
??
??
??
??
??
??
?
?
??
?
Figure 12.4: Bucket zones.
exhibits overestimated ﬁlm thicknesses in the vicinity of θj = 0
◦. These exaggerated am-
plitudes coincide with the passage of fragments of the cut jet over the grid points. Indeed,
the 2-Phase Homogeneous Models overestimates the size of the jet fragments.
On the other hand, the water ﬁlm spread rate is underestimated by both models, as wit-
nessed by the signals obtained for grid points 4 and 8. The lag accounts for about ∼ 7.5◦.
It is also remarkable that the period of the signals predicted by the 2-Phase Homogeneous
Model are longer. This phenomenon is more visible for the grid points that are reached
later in the duty cycle, as grid points 18, 19, or 21, and is most probably linked with the
higher numerical diﬀusion of the latter.
12.3.3 Flow Patterns
Figure 12.8 and Fig.12.9 show the relative ﬂow patterns obtained from the 2 CFD models,
represented by the α = 0.5 isosurface and as observed by the onboard borescope.
• Inﬂow. The timing matches the experiments well, while the shape of the jet front
diﬀers between the models; The 2-Fluid Model predicts well the rolled up splay
crown shape displayed by the jet front, see θj = −35◦, and the jet lateral spread
at the moment of impact, see θj = −30◦. The 2-Phase Homogeneous Model is not
capable of predicting this phenomenon because of the assumption of shared velocity
proﬁles between air and water .
• Flow development. The initial spread rate of the water ﬁlm match well the
observations for both models, see θj = −20◦...−2◦. The ﬁlm fronts reach the outer
edge of the bucket at the same moment.
• Jet separation. The jet detachment process diﬀers: the enlargement of the jet,
see θj = −5◦, is better modelled by the 2-Phase Homogenous Model. The formation
of the lobe, θj = −2◦...3◦, however, resembles the observations well for both mod-
els. The last stages of the feeding process are convincing for neither model. The
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Figure 12.5: Comparison of the pressure coeﬃcients, part I.
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Figure 12.6: Comparison of the pressure coeﬃcients, part II.
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Figure 12.7: Comparison of the water ﬁlm thickness.
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predicted enlargement is not suﬃcient and the ﬂow still impinges on the splitter of
the bucket, while in reality it breaks up in a series of threads and ﬁlaments, that
continue to catch up for the inner surface of bucket j later in the duty cycle.
• End of cycle. The secondary ﬂow throughout the cutout, see θj = 13◦...23◦, is
closer to the observations for the 2-Fluid Model, while it is barely not visible for the
2-Phase Homogenous Model. Also, the evacuating ﬂow continuity breaks up earlier
with the latter, see θj = 33
◦.
12.3.4 Most suited numerical Model
Globally, the 2-Phase Homogenous Model presents an accuracy that decreases with time.
The zones that are reached at the beginning of the duty cycle are better predicted than
the zones reached by the ﬂow at the end of the cycle. The amplitudes become underesti-
mated, while the timing remain in good accordance with the measurements. The pressure
on the backside is poorly simulated, with both the timing and the amplitude far from the
measured data.
The 2-Fluid Model, on the other hand, shows an accuracy that remains constant along
the duty cycle. Despite that the timing presents some discrepancies with the experimental
results, leading the measurements in the early stages of the cycle, the ﬂow perturbations,
visible in the experimental signals from the high standard-deviations of the pressure sig-
nals, are well captured.
From the previous considerations, it clearly appears that the 2-Fluid Model globally out-
performs the 2-Phase Homogenous Model, because it encompasses more physics than the
latter. This is the reason why for the subsequent analysis of the bucket ﬂow only the
simulations made with the 2-Fluid Model on the ﬁner mesh will be treated.
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Figure 12.8: Comparison of the relative ﬂow patterns, part I.
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Figure 12.9: Comparison of the relative ﬂow patterns, part II.
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Part III
RESULTS AND ANALYSIS

Chapter 13
Bucket duty cycle
13.1 Description
The ﬂow sequence of bucket j duty cycle is divided in 6 steps, see Fig.13.1 [7], [88], [87].
The description of the relative ﬂow sequences is performed according to Fig.13.2 and 13.3
for the higher jet diameters, with varying energy coeﬃcients, and to Fig.13.4 and Fig.13.5
for diﬀerent jet diameters with constant energy coeﬃcients.
The observations from the absolute frame of reference are featured by Fig.13.6 and 13.7
for the external observations.
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Figure 13.1: Duty cycle sequence
(i) Approach of the tip to the jet (θj < −40◦). Beside appearing striated and
rippled, the jet surface exhibits perturbations, detail a, and a series of convected impact
craters, detail b, Fig.13.6.
(ii) Initial feeding process. (θj = −40◦...−10◦). Once the tip and the cutout lips
are in contact with the jet upper surface, the jet starts to separate in 2 branches, i.e. the
upper one, that ﬂows in bucket j, and the lower one that continues to feed bucket j + 1.
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The image sequence show an outburst of the jet, and the appearance of a splay crown
of water threads on the upper side, detail c, and a radial splashing water adhering to
some extend to the ribs on the backside, detail d, animated by almost the same velocity
as the jet. The jet front and the splay crown, detail c, ﬂy over bucket j and impinge on
it later in the cycle, at θj ∼ −17◦ for OP1 and θj ∼ −23◦ for OP14. Immediately after
the impact, the onset of foam, detail e, is clearly visible. At this point the jet is already
partially cut by bucket j − 1. Thereafter, the ﬂow evolves into the expected ﬁlm ﬂow,
detail f , moving ﬁrst slightly towards the root and then laterally towards the outer edge.
The outﬂow process, detail g, starts at θj ∼ −10◦. For the higher values of ψ1, the ﬂow
reaches the bucket root, drowning the distal lens of the onboard borescope.
(iii) Entire separation of the jet (θj = −10◦...0◦). At this point the impinging main
ﬂow feeds bucket j mainly normally to the splitter. The now entirely separated portion of
the jet remains attached to bucket j−1 backside far in the duty cycle, as predicted by Lowy
[69] and observed by Bachmann [7]. In addition, it seems to be deﬂected against bucket
j − 1 backside. The deformations it displays match well the predictions made by Lowy
[69]: the cross-section of the jet is crescent-shaped, concave against bucket j−1 backside.
The cross-section consists of 2 diﬀerent ﬂows: the core, detail h, practically ﬁlled with
liquid and the spray, which consists of numerous single separated water threads, detail
i. The resulting section is much larger than the original jet diameter, and impinges not
only on the splitter but also on the established water sheets, detail f . The water sheet
for OP14 exhibits a tumescence, detail f1, that appears around θj = −13◦ and becomes
larger at θj = −4◦.
(iv) Last stage of inﬂow (θj = 0
◦...15◦). The last threads and droplets of the distorted
and disintegrated end of the jet, detail i, enter bucket j partially on the bottom surface
and partially on the lateral edges next to the cutout. Some of the water escapes bucket
j directly through the cutout in a radial direction, detail j, even for very low discharges,
see OP14, Fig.13.5.
(v) Last stage of outﬂow (θj = 15
◦...50◦). The water sheet presents a corrugated
surface as it is not fed anymore, detail k. The outﬂow sheet remains fully developed
late in the duty cycle, and becomes thinner and thinner until it breaks up, detail m, at
ﬁrst near the root and then towards the front. The end of the outﬂow process shows a
signiﬁcant stratiﬁcation of the ﬂow: the sheet appears to slide ﬁlm by ﬁlm, detail n.
(vi) Series of droplets (θj = −50◦...∞). The outﬂow never comes to an end. A line
of droplets, detail l, is visible along the entire runner periphery. The droplets are released
from the outer edge tips, on the external side of the cutout, and from the splitter tip.
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Figure 13.2: Bucket onboard ﬁlm sequence, OP1, ψ1/ψ
∧
1 = 0.89, ϕB2/ϕ
∧
B2
= 1.07.
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Figure 13.3: Bucket onboard ﬁlm sequence, OP3, ψ1/ψ
∧
1 = 1.07, ϕB2/ϕ
∧
B2
= 1.20.
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Figure 13.4: Bucket onboard ﬁlm sequence, OP5, ψ1/ψ
∧
1 = 1.00, ϕB2/ϕ
∧
B2
= 0.95.
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Figure 13.5: Bucket onboard ﬁlm sequence, OP14, ψ1/ψ
∧
1 = 1.000, ϕB2/ϕ
∧
B2
= 0.54.
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Figure 13.6: Jet surface perturbation by droplets impact, OP1, ψ1/ψ
∧
1 = 0.89, ϕB2/ϕ
∧
B2
=
1.07.
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Figure 13.7: Bucket external observation, OP1, ψ1/ψ
∧
1 = 0.89, ϕB2/ϕ
∧
B2
= 1.07.
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Chapter 14
Inlet ﬂow
14.1 Impact of the bucket tip on the jet surface
As deﬁned in section 7.1, bucket j duty cycle is assumed to start when the splitter tip
impacts the jet upper generator. Figure 14.1 is a view of the ﬁrst instant of contact as
seen by the external borescope in conﬁguration 4. The interaction zone moves then on
Figure 14.1: Initial jet/bucket contact.
the cutout lips, ﬁrst close to the tip and then more and more laterally. The early stages of
the interaction were never observed in details, nor was the nature of the physics involved
studied so far [87]. The fact that some prototype machines and even reduced scale models
display erosion damages [29], [15], [16], indicates that high pressures occur in the contact
area, as displayed by Fig.14.2. Cavitation is usually chosen as explanation, but nothing is
presented to backup this assumption [29]. Numerical results show a counter-pressure at
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Figure 14.2: Erosion damages in the cutout area of a prototype turbine.
the beginning of the contact, but the amplitudes are well below that capable of generating
erosion damages on steel buckets.
14.1.1 Approach
Since no pressure sensor is mounted directly in the tip, a theoretical approach is carried
out to estimate the pressure amplitudes during the initial impact: (i) a kinematic study
is performed to determine the local speeds and angles of attack at the instant of impact;
(ii) by the light of Appendix C, the local Mach numbers of the edges of the contact area
are estimated; (iii) the transient pressure amplitudes are estimated using a simpliﬁed
hydroacoustic model.
14.1.2 2D simpliﬁcation: kinematic study
The case is reduced to a 2D problem. The jet is assumed to be 2D, and a longitudinal cut
along bucket j symmetry plane is considered. The jet is animated by the absolute velocity−→
C , while bucket j tip moves with the peripheral velocity
−→
Ub. The ﬁrst contact between
bucket j tip and the jet upper generator occurs with relative velocity
−→
W , Fig.14.3. In the
relative frame of reference, the jet is assumed to be a semi-inﬁnite plane of water [101],
and that the bucket tip is a 2D wedge moving in translation at velocity
−→
W , see Fig.14.4.
The angle of impact of the tip, γ, must now be determined.
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Figure 14.3: 2D velocity triangle at the instant of impact.
Impact angle of impact
The position of bucket j tip in a ﬁxed frame of reference, which origin coincides with the
center of rotation of the runner, see Fig.14.5, is given by:
⎧⎪⎨⎪⎩
xb(t) =
Db
2
cos(ωt+ ωt0)
zb(t) =
Db
2
sin(ωt+ ωt0)
(14.1)
ωt0 is the arc between the datum and the ﬁrst contact point A, see Fig.7.1 and is given
?
?
Figure 14.4: 2D wedge impact on a water surface.
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Figure 14.5: Kinematic path of the tip.
by
ωt0 = arccos(
D1 −D2
Db
). (14.2)
The velocity of bucket j tip is obtained by deriving Eq.14.1:⎧⎪⎨⎪⎩
Uxb =
dxb(t)
dt
=
Db
2
sin(ωt+ ωt0) · ω
Uzb =
dzb(t)
dt
= −Db
2
cos(ωt+ ωt0) · ω.
(14.3)
Let now consider the jet of diameter D2 oriented parallel to the x-axis. Let P be the
water particle travelling on the jet upper generator at constant velocity C = kc0
√
2E,
that is to encounter bucket j tip at position A. Particle P position is given by:⎧⎨⎩xp(t) = kc0
√
2E · t
zp(t) =
D1 −D2
2
(14.4)
and its velocity is:⎧⎪⎨⎪⎩
Cxp =
dxp(t)
dt
= kc0
√
2E
Czp =
zp(t)
dt
= 0.
(14.5)
The relative velocity components of particle P with respect to bucket j tip is, as deﬁned
by the velocity triangle (
−→
W =
−→
C −−→U ), at the instant of impact, t0:⎧⎪⎨⎪⎩
Wxp = kc0
√
2E − Db
2
sin(ωt0 + ωt0) · ω
Wzp =
Db
2
cos(ωt0 + ωt0) · ω
(14.6)
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The relative angle of impact of the tip is expressed as:
γ = arctan(
Wzp
Wxp
) + ρ. (14.7)
ρ is the angle of setting of bucket j, and is given by, see Fig.14.6:
ρ = arcsin(
2r
Db
). (14.8)
Introducing the massic energy coeﬃcient ψ1, the expression for the impact angle of attack
????????
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Figure 14.6: Bucket angle of setting deﬁnition.
γ becomes:
γ = arccot
(
D1 −D2
ψ
1/2
1 kc0 − DbD1
√
1− (D1−D2
Db
)2
)
(14.9)
The angle γ is function of 3 parameters: γ = γ(ψ1, D2, kc0). Figure 14.7 displays the
evolution of γ with respect to ψ1 and D2. It can be seen that the inﬂuence of D2 is
negligible.
14.1.3 Impact problem formulation
The problem is now reduced to that of the impact of a rigid body onto the surface of a
semi-inﬁnite ﬂuid. It is assumed that the normal component of the impact speed, Wz, is
small compared to a, the speed of sound in the liquid, i.e. the entry Mach number is less
than unity. It is usually assumed that under the condition Wz/a < 1, the ﬂuid could be
treated as incompressible. This is correct if the body is not too blunt. For a blunt body
the area of contact between the ﬂuid and the solid expands rapidly. The velocity Wze of
the boundary of the contact area is of the order of Wz/ tanκ, where κ is the typical slope
of the wedge [101], which in turn depends on the bucket tip geometric angle β, Fig.14.8:
κ = γ − β. (14.10)
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Figure 14.7: Variation of the angle of attack γ with respect to ψ1 and D2.
If Wze is larger than the local speed of sound a, the action of the body on the ﬂuid
corresponds to a loaded area which expands supersonically with respect to the ﬂuid. Hence
the compressibility of the ﬂuid must be considered to obtain realistic results. Deﬁning an
edge Mach number, Me = Wze/a, it may be anticipated that the ﬂuid must be treated
as compressible whenever Me ≈ 1. The following analysis will therefore be limited to the
initial moments of impact when κ is small and the penetration of the bucket into the jet
is small. Assuming furthermore that changes in density within the ﬂuid are small justiﬁes
the use of the acoustic equations for the ﬂuid. The ﬂuid is assumed inviscid and at rest
initially, the motion of the ﬂuid during impact is irrotational and a velocity potential χ
exists such that the velocity
−→
W is:
−→
W =
−→∇χ, (14.11)
where χ satisﬁes the wave equation
∇2χ = 1
a2
∂2χ
∂t2
. (14.12)
The initial conditions of no motion and zero pressure in the ﬂuid are:⎧⎨⎩
χ = 0
∂χ
∂t
= 0
⎫⎬⎭ at t = 0 (14.13)
The impact problem for a rigid wedge of arbitrary angle is a case for which analogous
solutions are available in the supersonic ﬂow literature [101]. These cases are treated by
the theory of conical ﬁelds. The 2D bucket tip is considered a wedge of semivertex angle
β moving in the z-direction with a constant speed Wz. Figure 14.8 shows the geometry
of the reduced impact problem. The boundary conditions are:
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Figure 14.8: Conﬁguration of wedge at the instant of impact.⎧⎨⎩
∂χ
∂z
(x, 0, t) = Wz = W sinκ x < Wzt cotκ
χ(x, z = 0, t) = 0 x > Wzt cotκ
(14.14)
The width of the wetted surface of the wedge as a function of time is shown in the (x− t)-
plane as the grayed region in Fig.14.9. The line x = V1t is the trace of the intersection of
?
?
???
?
????????
????
Figure 14.9: Wetted surface of wedge in (x− t)-plane.
the wedge and the free-surface. The velocity of the intersection is:
V1 = Wz cotκ, (14.15)
and the edge Mach number is deﬁned as:
M1 =
V1
a
. (14.16)
The edge Mach number will be called supersonic or subsonic depending on whether it is
greater or less than unity. Equation 14.12 is hyperbolic and therefore is a characteristic
cone in a x, z, t-space given by
at−
√
x2 + z2 = 0. (14.17)
The intersection of this characteristic cone with the plane z = 0 is
x = at (14.18)
and the case of supersonic and subsonic edge numbers corresponds to the traces of the
wetted surface in Fig.14.9 lying outside or inside the characteristic cone. From the results
presented in Appendix C, the local speed of sound in the jet periphery is likely to be as
low as 40m/s. The resulting edge Mach number for diﬀerent operating conditions and
diﬀerent test heads are represented in Fig.14.10(a). These edge Mach number are called
supersonic or subsonic depending on whether they are greater or less than unity.
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14.1.4 Impact problem solution
The compressibility has to be taken into account for edge Mach numbers above 0.25 [101],
[28], [55]. The solution of Eq.14.12 is similar to the problem of a plane subsonic wing at an
angle of attack. The numerical solution results are plotted in Fig.14.10(b). The pressures
are divided by ρaW , the pressure that would de developed in a 1D impact case with
impact velocity W . The length are divided by the instantaneous width of the side of the
impacting wedge. Each curve represents a diﬀerent Mach number. The impact pressure
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(a) Edge Mach number variation. (b) Pressure on the wedge.
Figure 14.10: Impact problem solution.
can reach up to 3ρaWz [28]. The real amplitude is function of the air diﬀusion in the jet,
i.e. the jet spread. The protuberances and craters visible on the jet surface, Fig.14.11,
that are convected by the ﬂow dramatically modify the impact conditions, both in terms
of geometry (area of contact) and air diﬀusion. The edge Mach number is increased and
thus the pressure amplitudes reach most certainly higher values than determined from
the hydroacoustic model.
????
Figure 14.11: Jet surface protuberances and craters convected.
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14.1.5 Spillway eﬀect
As an aftermath of the impact of the cutout, the jet surface bursts, and the cut section
expands radially from the jet axis and forms a splay crown, detail c on Fig.13.2, 13.3
and 13.7. The conjunction of 2 phenomena explain the jet outburst: (i) The compression
waves are released across the free surface, generating an outward radial ﬂow of liquid
[55]. (ii) The cutout lips form an obstacle that the ﬂow has to go round, thus prolonging
the normal to the jet velocity component generated by the impact. All sequences clearly
indicate that the front of the cut jet does not follow bucket j surface, but overﬂies it due
the longitudinal curvature of the latter. The water threads forming the splay crown are
caused by the surface tension force and their backwards curved shape to their drag that is
signiﬁcantly higher than that of the smoother jet surface. In fact, the cutout lips appears
to act like a spillway, as illustrated by Fig.14.12, inducing a signiﬁcant aeration process
in the jet front [17].
14.2 Jet impact and waterhammer
All previous pressure measurements campaigns conducted on Pelton runners show the
presence of peaks of pressure in the central region of the buckets [15], [16], [66]. The
pressure signals recorded in that area exhibit the same shape: a pulse of high amplitude,
with the amplitude exceeding by far the maximum of the remaining portion of the signal.
No satisfactory explanation has been provided so far. The phenomenon was attributed to
a stagnation point with the formation of a re-entrant micro jet [66], while other studies
[16] concluded that it could be related to rain erosion, induced by the repetitive impact
of water droplets escaped from the jet. The pulse amplitude is not related to the am-
bient pressure in the turbine casing [15]. Moreover, prototype machines and sometimes
reduced scale models exhibit erosion damages in that region, attesting the existence of
very high pressures, Fig.14.13. On the other hand, no numerical simulation so far is able
to adequately predict the peak and its amplitude, as as stated in chapter 12.
14.2.1 Zone delimitation
As far as the test runner is concerned, 3 sensors present a similar pulse of pressure. The
area that undergoes high transient pressures can thus be delimited. Figure 14.14 shows
the 3 sensors locations, the zone delimitation, and the related pressure signals. It is
remarkable that the standard-deviation band at the moment of the pulses is signiﬁcantly
thicker than for the remaining of the signals. The maxima envelope show an amplitude
much higher than the phase-averaged value, while the minima envelope does not show
any peak at all. Sensor 14, located in the center of the zone features 3 remarkable
characteristics: (1) it exhibits the highest amplitude, (2) its signal is the ﬁrst to rise,
although it is located beyond sensor 13, and (3) it is located almost exactly on D1.
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Figure 14.12: Spillway eﬀect during the jet cut.
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Figure 14.13: Erosion damages in reduced scale models [15].
14.2.2 Peak of pressure versus operating conditions and head
Figure 14.15 show the evolution of the maximum pressure coeﬃcient as a function of (a)
ψ1, (b) ϕB2 and (c) of the relative head, H
′, respectively, deﬁned as:
H ′ =
(ωD1)
2
8g
(14.19)
The pulse amplitude clearly appears to be related to ψ1, i.e. to the angle of attack at the
instant of impact. It is remarkable that for ψ1/ψ
∧
1 = 0.6 − 0.8, the pressure coeﬃcient
reaches 1.4 times the value corresponding to the steady-state stagnation point of the jet
impinging on the bucket with the runner blocked. In the normal operating range, the
highest value is reached for ψ1/ψ
∧
1 = 0.89. The variation of the peak pressure coeﬃcient
with respect to ϕB2 shows that it increases quasi linearly with the jet diameter, i.e. the
needle stroke. It is maximum for the largest openings. The amplitude of the peak,
expressed in bar evolutes in
√
H ′, showing that the pressure pulse can not be not a simple
stagnation point, but has a compressible origin. However it is diﬃcult to draw deﬁnite
conclusions since the signal is under-sampled [66]. Indeed, the peak is only deﬁned by 2
or 3 samples.
From the previous considerations, focus is made on OP1 (ψ1/ψ
∧
1 = 0.89 and ϕB2/ϕ
∧
B2
=
1.07) and on sensor 14.
14.2.3 Impact pressure theory
During the early stages of the impact of a liquid jet on a plane, assumed to be a rigid
solid, it is found that compressive eﬀects are dominant owing to the rapid rate at which
the contact area between the liquid and the solid increases. A very high compressive
stress is thus generated in the vicinity of the area of contact for times of the order of
microseconds, and this is followed by outward radial ﬂow of liquid at high speed [55]. The
initial, momentary high-compressive stresses on impact arise because the liquid behaves
compressible, as it remains non-deformed until release waves from the circumference of
the jet reach its center [57]. Once a steady-state ﬂow of water across the impact surface
has been achieved, the ordinary hydrodynamic pressure at the stagnation point remains,
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Figure 14.14: Zone with high pressure peaks, ϕB2/ϕ
∧
B2
= 1.12, ψ1/ψ
∧
1 = 0.89, H = 20m.
P = 1
2
ρC2, where C is the normal impact speed of the jet [42]. The radial ﬂow is generated
by the relaxation of the pressure wave across the free surface. Several investigations con-
cerning the initial pressure have been conducted, both experimentally and theoretically.
Cook [19] showed that it can be represented by the waterhammer equation, P = ρaC,
where a is the speed of compressive waves in the liquid. The work done by Heritage
and Enever [42] using an integral representation technique to solve the wave equation,
validated by the measurements made by Vickers and Johnson [55], indicates maximum
pressure near the edge of the contact area and minimum pressure at the center, i.e. a ring
of high pressure. The pressure amplitudes reached during these initial impact stages are
depending on (i) the contact area edge expansion Mach number, (ii) the liquid density
and (iii) the local speed of sound in the liquid. Indeed, as presented in Appendix C, the
local speed of sound in a jet is function of the amount of air dissolved in the water [14].
According to the authors cited above, the maximum pressure amplitudes range from 2/3
at the jet center to 1.4− 2.5 times ρaC at its periphery.
14.2.4 Pressure signal and onboard visualization synchroniza-
tion
The sequence of images taken by the onboard ﬂow visualization system, Fig.14.16, con-
ﬁrms that the peak of pressure is related to the impact of the front of the jet, and more
accurately to the impact of the splayed crown border, see frame 3: if the jet core impinges
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Figure 14.15: Pressure peak evolution with respect to ϕB2 , ψ1, and H
′.
on the splitter lateral edges, the crown, animated by the same velocity
−→
W1, impinges on
the bucket bottom directly in the central region. Frames 3 and 4 show quasi no deforma-
tion of the incoming ﬂow, while the pressure rise occurs. Frames 5 and 6 show the onset
of foam, and the emergence of a small lateral ﬂow moving fast towards the outer edge.
This lateral ﬂow can be observed on the subsequent frames 7 and 8, as it progresses across
the bucket faster than the main water ﬁlm boundary. Figure 14.17 schematizes the path
of the lateral ﬂow. If the pressure signal for sensor 14 provided by the numerical 2-Fluid
Model does not adequately predict the amplitude of the pulse, it is remarkable that it
exhibits an embryo of a peak at the same angular position as in the measurements. The
presence of the peak in the simulation is probably caused by a numerical artefact. For
time accurate calculations, compressible sub-iterations are introduced to fully recover the
incompressible continuity equation at each real time step. The artiﬁcial compressibility
should disappear upon total convergence of the computation [39], but this is diﬃcult to
obtain within fair computation times for all single time steps.
EPFL - STI - ISE - LMH
110 CHAPTER 14. INLET FLOW
?
???
?
?????
?
??? ? ??
?
??? ? ???
???
?????
?
?
?
?
??
?
?
? ?
?
??
?
?
?
?
? ? ? ?
?
?
?
?
?
?
??????????
?????
?????????????
???????????????????
?????? ???????????
?
? ?
?
?
?
? ? ???
???
??????????
? ?
????????????
?? ??
???
??????????
? ?
????????????
?? ??
? ? ???
?????????
?????????
Figure 14.16: Sensor 14 during initial jet impact.
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Figure 14.17: Path of the lateral ﬂow.
14.2.5 Time constants
The pressure peak duration, well deﬁned from the measurements, is between 80 and 100
µs, matching well the results obtained by Johnson et al. [55]. The time to the lateral
ﬂow is more diﬃcult to estimate as the impact area is hidden by the foam during the
initial moments of the lateral ﬂow. However, from the ﬁlm sequence, the time between
the impact and the lateral ﬂow can be estimated ∼ 500 µs, in good accordance with the
estimation provided by the analytical model developed by Heritage et al. [42]. The lateral
ﬂow velocity can be deduced from the images sequence as well. From the observation grid
drawn on the bucket surface and the frame rate, the ﬂow velocity is estimated to be
around 25 m/s, i.e. faster than the jet itself as it leaves the injector nozzle. The presence
of the lateral ﬂow conﬁrms the hypothesis of compression waves in the jet front at the
moment of impact on the bucket and most probably corresponds to the relaxation of the
compression waves.
14.2.6 Peak real amplitude estimation
As aforementioned, the pressure pulse is under-sampled, so it is not trivial to retrieve
its real amplitude. From the literature [55], [28], [42], it is known that the amplitude is
O(kρaW1). The problem lies within the fact that the mixture density and local speed of
sound are unknowns. As described in section 14.1, the cutout acts as a spillway, thus
enhancing the jet aeration. The air volume fraction in the jet front can be expected to
be signiﬁcant [17], reducing the local speed of sound to very low values, see Appendix C.
Assuming the energy stored in the peak to be partially converted into kinetic energy in
the lateral ﬂow, it can be written:
Ppulse = ke
1
2
ρmW
2
lateral = KρmamW1, (14.20)
where ke is a constant below unity.
The real impact condition can be retrieved from Appendix C. The procedure is illustrated
step-by-step by Fig.14.18. Depending on the value of constant K, the real amplitude may
reach up to 2 times the pressure of the equivalent point of stagnation with the runner
blocked.
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Figure 14.18: Impact peak determination procedure.
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Chapter 15
Backside ﬂow
15.1 Observations
As observed in section 13.1, the ﬂow on the backsides of the buckets features 2 remark-
able phenomena: (i) the onset of a radial splashing ﬂow that adheres to the ribs, and
(ii) the separated portion of the jet that remains attached to bucket j-1 backside far in
the duty cycle. Diﬀerent hypothesis have been formulated to explain the jet attachment.
Bachmann [7] simply attributes the fact to the higher velocity of the jet particles that
would generate a vacuum capable of sucking the water ﬁlaments on the wall.
The wall pressure measurements permits to monitor the pressure distribution evolution
during the bucket duty cycle, and to precisely identify the geometric and angular posi-
tions where the jet separation occurs. They do actually show a signiﬁcant depression on
the backside area for the complete set of operating conditions measured, see Fig.15.1,
15.2, 15.3 and 15.4. It must be emphasized that sensors 31 and 33 ceased to transmit
data during the tests conducted at 60m for OP3 (ψ1/ψ
∧
1 = 1.12 and ϕB2/ϕ
∧
B2
= 1.20),
respectively for OP9 (ψ1/ψ
∧
1 = 1.12 and ϕB2/ϕ
∧
B2
= 0.91).
The backside ﬂow study is to be treated in a similar fashion as the compressibility at
the initial tip impact, section 14.1.
15.2 Kinematic problem
Examining the instantaneous velocity triangle at bucket tip location shows that at the
beginning of the duty cycle the bucket backside resembles an hydrofoil at angle of attack
α. The angle of attack α increases with time and with decreasing radii, i.e. α at tip is
smaller than at the position D1. The deﬁnition of α is given by:
α = arccot
(
D1 −D2
ψ
1/2
1 kc0 − DbD1
√
1− (D1−D2
Db
)2
)
− (ωt0 + θj) + ρ, (15.1)
and is a function of D2, ψ1, and θj. The variation of α during the ﬁrst half of bucket j
duty cycle is shown in Fig.15.5. The initial value of bucket j angle of attack α spreads
on a wide range depending on the value of ψ1. For normal operating conditions, i.e.
ψ1 = 3.8...4.8, α corresponds to that of an hydrofoil at high angle of attack (α ≈ 15◦).
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Figure 15.1: Backside pressure signals, H = 20m, s/s∧ = 1.34.
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Figure 15.2: Backside pressure signals, H = 35m, s/s∧ = 1.34.
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Figure 15.3: Backside pressure signals, H = 60m, s/s∧ = 1.34.
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Figure 15.4: Backside pressure signals, H = 80m, s/s∧ = 1.34.
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Figure 15.5: Evolution with respect to ψ1 of bucket j relative angle of attack α along
bucket j duty cycle.
15.3 Bucket hydrodynamic chord, BHC
The bucket backside is assumed to be a hydrofoil bounded by Db and D1. As a matter of
fact, the pressure signals measured by sensors 35 and 36 show that no interaction occurs
between the water and the bucket backside beyond D1. The bucket hydrodynamic chord,
referred as BHC, can thus be deﬁned as:
BHC =
Db −D1
2
. (15.2)
The position of pressure sensor l along the BHC can therefore expressed in terms of
%BHC:
(BHC)l =
Db −Dl
Db −D1 · 100 [%] (15.3)
15.4 Inﬂuence of the test head
Figure 15.7, Fig. 15.8, and Fig.15.9 display the pressure distribution for a series of
remarkable bucket angular position along bucket j radial plane of symmetry, i.e. cut
A-A on Fig.15.6 for 20, 35, and 60m. The results obtained for 80m are not displayed
as the data of sensors 31 and 33 are missing. Whatever the test head, the kinematic
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Figure 15.6: Deﬁnition of the Bucket Hydrodynamic Chord, BHC.
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Figure 15.7: BHC pressure distribution, OP1(ψ1/ψ
∧
1 = 0.89 and ϕB2/ϕ
∧
B2
= 1.07).
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Figure 15.8: BHC pressure distribution, OP3(ψ1/ψ
∧
1 = 1.12 and ϕB2/ϕ
∧
B2
= 1.20).
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Figure 15.9: BHC pressure distribution, OP14(ψ1/ψ
∧
1 = 1.00 and ϕB2/ϕ
∧
B2
= 0.54)
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similitude is assured by the same ϕB2-ψ1 condition, i.e. the velocity triangles at any
location of the jet or runner are similar.
• Signal rise. The increase of pressure recorded at the beginning of the cycle occurs at
the same angular position for the 3 heads, witnessing the kinematic similitude. The
pressure increase is due to the passage of the front of the ﬂow on the sensor. The
water particles velocity in adjacent streamlines in the boundary layer is decreasing
closer to the bucket surface, causing the shear forces to bend the ﬂuid in the direc-
tion of the slower moving particles [99]. This in turn generates the apparition of
successive stagnation points as the jet front is moving, see Fig.15.10.
• Depression build-up. After the initial pressure rise, the pressure coeﬃcient values
drop below ambient pressure. The depression continues to grow until θj = −32◦.
The lower the test head, the lower the pressure coeﬃcient. The jet is completely
separated from the injector, i.e. bucket j tip skews the jet lower generator at
θj ∼ 30◦. The pressure distribution shows that sensor 34 has already regained the
ambient pressure at 60m whereas it still exhibits a signiﬁcant depression for the
lower test heads. This tendency becomes more and more marked later in the cycle:
if the complete jet separation occurs at θj = 25
◦ for OP1 at 60m, it only does 7◦
later for the 20 and 35m test heads and for positions of smaller radii. The same
tendency appears for OP3 and OP13, even if the comparison is made more diﬃcult
by the loss of sensor 33.
Figure 15.10: Successive stagnation points at jet front.
15.5 Eﬀect of ventilation
An hypothesis is that the lower than atmospheric pressure in the volume between adjacent
buckets would be suﬃcient to trigger the attachment of the upper jet generator ﬁlament.
This explanation, however, suﬀers 2 shortcomings: (i) the rotation-induced pressure varia-
tion is extremely low, and for the sensors located in the region of jet attachment, positive
for the lower test heads, see Fig.15.11; (ii) the centrifugal forces are several orders of
magnitude higher.
15.6 Coanda eﬀect
The backside area of the bucket acts as the suction side of a hydrofoil at high angle of
attack under Coanda eﬀect, see Appendix D. The ﬂow that follows the bucket backside
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Figure 15.11: Rotation-induced pressure variation on the bucket backside.
wall curvature generates a pressure gradient across the boundary layer that is suﬃcient
to suck the ﬂow back towards the bucket surface, Fig.15.12(a). The same eﬀect arises on
the lateral ribs, Fig.15.12(b). The lateral eﬀect is more intense than the longitudinal one,
since the velocity involved is smaller and the curvature radii smaller. As the runner is
rotating the angle of attack increases to values beyond the stall values of a normal hydrofoil
(α ∼ 15◦). Due to the Coanda eﬀects, the angles of attack rise up to more 40◦ without
separation, consistent with the experiences made by von Glahn [114] and Teodorescu
[105]. This explanation is consistent with the jet disintegration process observed from
?
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?
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?
?
??
?
? ?
?
??? ???
Figure 15.12: Coanda eﬀect on the bucket backside. (a) Longitudinal eﬀect; (b) transver-
sal eﬀect.
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the onboard borescope, see Fig.15.12(b). The surface-tension and capillary forces become
stronger relatively to the inertia forces for the higher angles of attack and the lower test
heads. This would explain why the separation occurs later for the lower heads than it
does for the higher ones. The separation of the liquid from the wall is the result of an
instability of the air-liquid interface. Waves appear, with their fronts in the direction of
the ﬂow. Their amplitude may grow quickly and the ﬁlm breaks up into separate jets
and ﬁnally into separated water threads [120]. The jet disintegration and separation can
??????????????
???
(a) Jet longitudinal deviation, θj = −34◦. (b) Jet lateral deviation, θj = −30◦.
Figure 15.13: Coanda eﬀect observed, OP1(ψ1/ψ
∧
1 = 0.89 and ϕB2/ϕ
∧
B2
= 1.07).
therefore probably be predicted by looking at the respective evolution of Reynolds and
Weber numbers.
15.7 Cavitation
Sensors 31 and 33 signals show a pressure bounce for the higher ψ1 range with an amplitude
increasing together with the test head, see Fig.15.1 to Fig.15.4. The signal shapes, with
the depression followed by a steep rise resembles the signal recorded along hydrofoils under
cavitating conditions. This would imply that the depression on the bucket backside leads
to the onset of cavitation bubbles, and that the pressure bounce corresponds to the
collapse of these bubbles. For test heads larger than 60m, the pressure amplitudes exceed
the resistance of the sensors, i.e. 15bar, as proved by the destruction of sensors 31 and
33.
The theoretical cavitation inception condition is given by:
Cp < σi =
pv − pref
ρgH
. (15.4)
As shown by table 15.1, this condition is not fulﬁlled even if the values of Cp are getting
closer to σi for the higher test heads. Nevertheless, as stated by Brennen [14], the presence
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Table 15.1: Minimum pressure coeﬃcient recorded vs. theoretical cavitation inception
condition, sensor 31.
H σi(22
◦C) Cp Cpmin Rebounce
[m] [−] [−] [−] ...
20 −0.485 −0.133 −0.144 No
35 −0.277 −0.150 −0.192 Y es
60 −0.161 −0.154 −0.158 Y es
80 −0.121 − − −
of germs in the ﬂow yields to signiﬁcantly higher values of σi. The air content of the water
jet is signiﬁcant, as discussed in Appendix C, explaining why cavitation occurs before the
theoretical criteria σi is actually reached.
15.7.1 Erosion damages
To fully assess the hypothesis aforementioned, a microscopic survey of the bucket backside
is performed. Most of the buckets present small pits in the backside region, see Fig.15.14. 2
diﬀerent types of damages can be identiﬁed: (i) Flaws in the resin matrix, see photographs
(a), (c), (e), and (f). Small pockets of air are trapped within the resin matrix during the
manufacturing process. The cavitation impacts shatter the thin layer of resin that covers
the air pockets that are closest to the surface, revealing the ﬂaws. The presence of cracks,
and the irregular shape of the boundaries attests the erosion-induced origin. (ii) Fragile
break of the resin, see photographs (b) and (d). The cavitation impacts shatter the resin
surface and rip out small volumes of material. The cracks that surround the impacts and
their irregular shape are characteristic of fragile rupture [85].
15.8 Consequences on performances
The presence of the depression and the induced jet attachment have positive and detri-
mental eﬀects on the eﬃciency of the bucket.
15.8.1 Backside torque
The Coanda eﬀect leads to the creation of a lift force, and from that an angular Momen-
tum in the sense of rotation, contributing to the runner torque [120], [105]. The torque
generated can be estimated from the pressure distribution along the BHC, making the
following assumptions: (i) The jet surface remains constant during the cut; (ii) the pres-
sure amplitude decays laterally from the centerline at a rate than can be modelled by an
analytical test function; (iii) bucket j center of pressure, BCP, is located at 50% BHC
and does not move aft with increasing angles of attack.
Bucket j backside torque generated by the Coanda lift force is therefore expressed as:
−→
T = −−−→rBCP ×
∫ ∫
S
p(x) · (1− zλ) d−→S · sin
(
δribs
2
)
(15.5)
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Figure 15.14: Erosion pits observed on the resin buckets.
where λ is the pressure amplitude lateral decay constant, and δribs represents the angle
formed by the bucket ribs, see Fig.15.15. The lateral decay constant λ is determined by
making the assumption that the jet energy radially decrease in the same manner as the
dynamic pressure measured in a Pitot tube experience [65]. The results obtained for OP1
for the 3 test heads are displayed by Fig.15.16. The relative amplitude of the counter-
torque at the beginning of the duty cycle is equivalent for all the test heads. The positive
torque contribution, however, appears to be higher for the lower test heads, as stated for
the pressure distribution.
15.8.2 Jet deviation
Nevertheless, there are 2 aftermaths on the runner performance due to the jet deviation:
(i) the cut portion of the jet impinges in bucket j+1 far from the intended region, i.e.
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Figure 15.15: Bucket ribs angle δribs.
nearer to the root, where the radius of action is smaller; (ii) the ribs make the jet larger,
and thus the jet does not impinge on the splitter anymore, but rather in the bottom region
of the bucket, generating a large level of mixing losses, see section 16.2.
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Figure 15.16: Experimental backside torque.
???? ?????????????????
Figure 15.17: Fragmented jet impingement on the bottom surface of the bucket.
EPFL - STI - ISE - LMH
130 CHAPTER 15. BACKSIDE FLOW
EPFL - STI - ISE - LMH
Chapter 16
Bucket Flow
16.1 Pressure and water ﬁlm thickness signals
The discussion to follow refers to Fig.16.2, Fig.16.3, Fig.16.4, and Fig.16.5 for the wall
pressure, and to Fig.16.6, Fig.16.7 and Fig.16.8 for the water ﬁlm thickness. The 5 bucket
zones [87], referred as zone 1 to 5, are deﬁned as shown by Fig.16.1.
?
?
??
??????
??????
??????
??
???
???
???
???
???
????
????
????
????
????
????
????
????
????
????
????
????
????
?
?
? ?
?
?
Figure 16.1: Deﬁnition of the 5 bucket zones.
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Figure 16.2: Pressure signals, OP1(ψ1/ψ
∧
1 = 0.89, ϕB2/ϕ
∧
B2
= 1.07).
EPFL - STI - ISE - LMH
16.1. PRESSURE AND WATER FILM THICKNESS SIGNALS 133
? ? ?
? ? ??
?????
?
???
?? ?? ??
?? ?? ??
?? ?? ??
?? ?? ??
??
???
?
??
???
?
??
???
?
??
???
?
??
???
?
??
???
?
??????
???? ??
?????
?
???
?????
?
???
?????
?
???
?????
?
???
?????
?
???
??????
???? ??
??????
???? ??
???
??????????????
Figure 16.3: Pressure signals, OP3(ψ1/ψ
∧
1 = 1.07, ϕB2/ϕ
∧
B2
= 1.20).
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Figure 16.4: Pressure signals, OP5(ψ1/ψ
∧
1 = 1.00, ϕB2/ϕ
∧
B2
= 0.95).
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Figure 16.5: Pressure signals, OP14(ψ1/ψ
∧
1 = 1.000, ϕB2/ϕ
∧
B2
= 0.54).
EPFL - STI - ISE - LMH
136 CHAPTER 16. BUCKET FLOW
???? ???? ????
????? ????? ?????
????? ?????
????? ????? ?????
?????
?????
???
???
?
????
???
???
???
?
????
???
???
???
?
????
???
???
???
?
????
???
???
???
?
????
???
?? ????
??? ? ?? ?? ????
??? ? ??
?? ????
??? ? ??
????????????????
???????????
???????????
Figure 16.6: Water ﬁlm thickness signal, ψ1/ψ
∧
1 = 0.89.
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Figure 16.7: Water ﬁlm thickness signal, ψ1/ψ
∧
1 = 1.12.
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Figure 16.8: Water ﬁlm thickness signal, ψ1/ψ
∧
1 = 1.00.
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16.1.1 Zone 1
The water jet encounters bucket j in zone 1. The ﬁrst peak of pressure recorded by the
sensors is related to the passage of the front of the jet. The small standard deviation
conﬁrms the periodicity of the ﬂow. The second peak, or plateau, visible on sensor 6
signal on the lower ψ1 range, presents a non-periodic behavior, as shown by the high
standard deviation value. Indeed, 3 phenomena that are visible from the observations are
superposed: (i) As the jet is being cut by bucket j + 1, its diameter increases, projecting
more water particles on zone 1. (ii) The jet appears to bend toward the bucket j root as
the cutting process of bucket j +1 starts, modifying its angle of attack relative to bucket
j. (iii) If the ﬂow moves backward in the direction of the bucket root at the beginning of
the bucket duty cycle, then it ﬂows toward the cutout, loading zone 1 again in the second
half of the duty cycle.
16.1.2 Zone 2
The peak of pressure measured in zone 2 is treated in section 14.2. The jet fully feeds
bucket j in zone 2 from θj  −25◦ until θj  −8◦, i.e., the runner pitch. The measured
signal remains quasi-steady during the pitch period. The ﬂow ﬁlls almost the entire bucket
helicoidally from zone 2. The signals account for 5/6 of the bucket duty cycle. The signal
shrinks as the feeding process stops. Zone 2 is a focus region that receives water stemming
from the whole feeding process. The numerical ﬂow simulation results for that region are
very accurate because the ﬂow received in zone 2 is dominated by inertia eﬀects and is
not aﬀected by the jet-bucket interaction. The short plateau, and the higher-than-average
standard deviation at θj ∼ 0◦ duty cycle, visible on the signals of sensors 14 and 15, are
related to portions of the cut jet catching up to the bucket, and the transition from jet
impact ﬂow to a purely water ﬁlm ﬂow.
16.1.3 Zone 3
Zone 3 is where the end of the feeding process occurs. The signal rises are smoother
because the front of the jet is not sharp anymore and is preceded by the water sheet
already formed in zones 1 and 2. The measured signal for sensor 4 presents a double-peak
around θj = 0
◦, followed by a rapid drop of amplitude. This is related to the impingement
of water threads stemming from the jet, as for zone 2. The delay in signal rise may be
related to the jet enlargement at the moment of the jet cut stated previously, which is
underestimated by the numerical simulation.
16.1.4 Zone 4
Zone 4 only receives water ﬁlm ﬂow and is at the beginning of the bucket outﬂow. The
main discrepancies between the simulation and the measurement are the phase shift for
sensor 22 and the lack of amplitude of the predicted signals. The predicted water ﬁlm
seems to exhibit a shorter period than the real one, arriving later and leaving the zone
earlier. At θj ∼ −24◦, zone 4 is still dry in the numerical ﬂow simulation results, while
the measured signal rise indicates that the water sheet already covers the aft region of the
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bucket. The lack of amplitude of the signals is related to the deformation and increase of
the diameter caused by the Coanda eﬀect on the bucket ribs.
16.1.5 Zone 5
The accuracy of the prediction is better than in zone 4 because zone 5 is less aﬀected by
the deformation and bending of the jet after its encounter with bucket j + 1.
16.1.6 Analysis of the results
The main diﬀerences that can be stated from the comparison of the experiments and the
simulations are as follows: (i) The actual feeding process is faster than predicted by the
numerical ﬂow simulation, with more water ﬂowing towards the bucket root, and more
water leaving the bucket from zone 4. (ii) The end of the feeding process arises earlier
than predicted, between zones 2 and 3, as opposed to the numerical ﬂow simulation, where
it arises in zone 3. (iii) The jet enlargement and bending after its encounter with bucket
j + 1 is underestimated in the simulation. (iv) The ﬂow distribution in the bucket: the
ﬂow in the buckets balances back and forth, ﬂowing from zone 1 to zone 2 and from zone
2 to zones 3 to 5 in a counterclockwise pattern [7], [88]. The numerical ﬂow simulation
prediction seems to lead the measurements in the ﬁrst portion of the duty cycle and to
lag behind them in the second portion. The jet-cutting process modeling is related to the
discrepancies observed.
16.2 Mixing losses
The bucket mixing losses can be divided in 3 main types: (i) unavoidable mixing losses
related to the relative motion in the bucket; (ii) crossing of streamlines; (iii) ﬂow inter-
ferences.
16.2.1 Mixing losses
The impact of the jet on the splitter and bucket surface takes place at diﬀerent radial
locations, thus every single water ﬁlament has a diﬀerent angle of attack and a diﬀerent
velocity magnitude [118], Fig.16.9. The relations between the velocities in a moving
system, for 2 points 1 and 2 at distinct locations, can be written as:
u22 − u21
2g
+
w21 − w22
2g
= 0 (16.1)
Equation 16.1 shows that the relative velocity in the rotating system changes in the same
degree as the peripheral velocity.
However, 2 neighboring streamlines 1 and 2 are not independent. They represent a hy-
draulic continuity in which pressure transformations arise. Along streamline 1, the energy
conservation can be written as:
E1 =
w21 − u21
2g
+
p
ρ
, (16.2)
EPFL - STI - ISE - LMH
16.2. MIXING LOSSES 141
??
?
?
??
??
??
?
?
??
??
Figure 16.9: Relative velocity change with respect to the radial position.
where E1 is a massic energy in the relative frame of reference that remains invariable for a
closed system. It is therefore necessary that an exchange takes place between the various
ﬁlaments on the bucket. The jet on the bucket does not represent in relative motion a
hydraulic continuity with a uniform massic energy in every ﬁlament. The energy exchange
is due to the fact that all ﬁlaments do not start with the same energy level in the relative
frame of reference. The mixing loss itself consists in the appearance of a vortex motion
between the water ﬁlaments with an equalization of the respective massic energies. These
vortices can either grow up to macroscopic scales and become visible as a rolling wave at
the front of the water ﬁlm in the bucket, or trigger the apparition of cavitation [75]. The
mixing losses can be exacerbated when the jet features macro-scale eddies generated by
a curved piping system without ﬁns [90].
16.2.2 Crossing of streamlines
The various water ﬁlaments, besides of having diﬀerent massic energies in the relative
frame, exhibit trajectories that vary in length. The encounter of 2 streamlines with
paths working against each other generates a tumescence of the water ﬁlm in the bucket.
Figure 16.10 shows the sequence of appearance and disappearance of such a T-shaped
tumescence close to the outer edge. The measured ﬁlm thickness undulates while the
pressure signal presents a larger standard-deviation. The tumescence is likely to be caused
by the encounter of 2 streams, both originating from the splitter and working against each
other [69]. One water ﬁlament ﬂows towards the root, while the other is already moving
towards the front, Fig.16.11.
16.2.3 Flow interferences
Flow interferences occur when water ﬁlms of diﬀerent massic energies encounter in the
bucket, and are known as a cause of unsatisfactory performances on multi-jet machines
- ’Falaise’ eﬀect [115]. Figure 16.12 portrays the sequence of interference between the
established water ﬁlm on the bucket surface and the impacting threads stemming from
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Figure 16.10: Crossing of streamlines.
the jet disintegration. The pressure signal in the zone displays a large standard-deviation,
while recording of the ﬁlm thickness perturbation is not possible.
16.3 Flow stratiﬁcation
The last stages of the bucket discharge process exhibit a stratiﬁcation of the ﬂow. Diﬀerent
layers appear, diverging with angles in excess of 30◦, Fig.16.13. The ﬂow veers in the
thinner layers, where the thickness is of the order of a few 1/10mm. The cause of this
phenomenon lies with the Coriolis acceleration variation caused by the runner rotation.
−−−−→aCoriolis = 2−→ω ×−→w (−→n ) (16.3)
Provided that −→w (−→n ) varies across the water ﬁlm, so does the Coriolis acceleration in
terms of intensity and direction. It acts in a stronger fashion in the main stream than in
the thinner ﬁlms. Indeed, the balance between the inertia, rotation-induced, viscous and
surface tension forces is modiﬁed in the thinner ﬁlms, the last ones becoming paramount.
The velocity proﬁles across the water ﬁlm must therefore be highly 3D, as schematized by
Fig. 16.14. The layer where the viscous forces outperform the Coriolis force are referred
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Figure 16.11: Formation of the T-shaped tumescence.
as the Ekman layer [24]. The deﬁnition of the Ekman layer is given by:
δE =
√
ν
2Ω
≈ 10−1mm. (16.4)
As can be stated, this value is independent on the relative ﬂow velocity. The value
obtained is in good accordance with the observations.
16.4 Draining-oﬀ
The ejection of the series of droplets, detail l in Fig.13.2, Fig.13.6 and Fig.13.7, is fed
by the vapor-saturated atmosphere that prevails in the casing. The bucket surfaces act
as a dew trap for the micro water droplets: the intersticial volume between the buckets
is in depression due to the runner rotation. The droplets captured by the buckets then
amalgamate until they form volumes of water heavy enough to be centrifuged.
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Figure 16.12: Interference mixing.
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Figure 16.13: Flow stratiﬁcation.
EPFL - STI - ISE - LMH
146 CHAPTER 16. BUCKET FLOW
?
Figure 16.14: Velocity proﬁle evolution.
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Chapter 17
Outﬂow heeling
17.1 Lateral pressure distribution
The sensors located on the lateral sides of the buckets provide information about the
outﬂow heeling phenomenon and how it inﬂuences the bucket performances. Figure 17.1,
Fig.17.2, Fig.17.3 and Fig.17.4 show the pressure distribution for the 4 test heads. 3 zones
can be deﬁned, referred as frontal, central and aft areas, see Fig.17.5.
17.1.1 Frontal area
This is the region where most of the heeling occurs. For all the operating points considered,
sensor 40, located in the lower portion of the area, records a positive pressure signal, while
sensor 43, located in the upper portion, records a depression. The positive signal exhibits
a large standard-deviation, while the negative signal is more periodic. It is remarkable
that the pressure coeﬃcient decreases for increasing heads.
This pressure distribution indicates that past the initial stagnation region, the ﬂow goes
round the bucket lateral face, what in turn generates a depression. The phenomenon
resembles the Coanda eﬀects present on the backside, as schematized by Fig.17.6.
17.1.2 Central area
Depending on the operating conditions, the heeling may or may not occur. As can be
expected, it is more marked for the higher values of ψ1. The signals are very short. The
CFD signals predict a depression at the location of sensor 42 that does not exist. The
cause of this error is diﬃcult to assess. It could be related to an overestimation of the
sheet thickness close to the outer edge due to numerical diﬀusion.
17.1.3 Aft area
Whatever the operating conditions, no heeling can be identiﬁed.
17.1.4 Consequences
Early researchers as Wagenbach [116], Tenot [104] and Lowy [69], suggest that a slight
outﬂow heeling has no detrimental eﬀect on the bucket performances, as smaller outﬂow
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Figure 17.1: Lateral face pressure signals, H = 20m.
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Figure 17.2: Lateral face pressure signals, H = 35m.
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Figure 17.3: Lateral face pressure signals, H = 60m.
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Figure 17.4: Lateral face pressure signals, H = 80m.
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Figure 17.5: Lateral zones of the bucket.
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Figure 17.6: Outlet heeling, frontal area.
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angles increase the bucket performances, except the risk of cavitation onset for the lower
speciﬁc speed machines. Indeed, the depression generates a lift force that exhibits a slight
component in the direction of rotation of the runner. That indicates that some outﬂow
heeling acts positively on the runner eﬃciency by scavenging a portion of the kinetic
energy otherwise lost in the water sheets.
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Chapter 18
Power Budget
18.1 Local Power deﬁnition
The pressure ﬁeld does not adequately show where the zones are that contribute the most
to the bucket power build up. It is more relevant to investigate the bucket-power history
to assess the eﬀective Momentum transfer between the ﬂow and the bucket. The critical
criteria are as follows: (i) the bucket surface geometry, (ii) the radius of application of the
driving force, (iii) the water remaining kinetic energy, and (iv) bucket angle of setting.
To obtain the resultant instantaneous power produced by each zone from the location
of the experimental pressure sensors, a 2D-Delaunay triangulation is used, see Fig.18.1.
The integration is performed by linearly averaging the values at the triangle vertices and
multiplying the result by the triangle surface. The power, in turn, is determined from
the projection on the local peripheral direction of the local surface normal pressure of
each triangle area Am that composes zone i, multiplied by the runner angular velocity,
see Eq.18.1. The other components of the stress tensor are neglected.
Pi =
n∑
m=1
−→
tim · −→ω =
[
n∑
m=1
−→rim ×
(∫
Aim
pim(t)
−→nikdAim
)]
· −→ω (18.1)
The pressure ﬁeld shows the regions that are the most loaded in terms of normal mechan-
ical stress, but does not give real information about the energy transfer in the bucket.
18.2 Power distribution
The power contribution of the diﬀerent bucket zones, see Fig.18.2, highlights the eﬀective
Momentum transfer between the ﬂow and the bucket throughout the bucket duty cycle.
Zones 1 is the ﬁrst to receive water particles at the beginning of the duty cycle. The
power signal presents a plateau accounting for the duration of the full jet period.
Zone 2 contributes the most to the bucket power for all the operating points considered
because this region experiences the direct impingement of the jet at the beginning of the
bucket period, when the kinetic energy of the ﬂow is at its maximum. Zone 2 contributions
exhibit the longest and tallest pressure signal, lasting more than 2/3 of the bucket period,
and accounts for more than 25% of the bucket power. Zone 2 can be considered as a focal
region, which collects all the water particles transiting in the bucket. The ﬂow received in
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Figure 18.1: Delaunay triangulation and deﬁnition of the bucket zones.
EPFL - STI - ISE - LMH
18.2. POWER DISTRIBUTION 157
zone 2 during the full jet period is in accordance with the kinematical assumptions made
to design the buckets. This explains why the classic design methods permit one to obtain
machines of fair eﬃciency [87].
Zones 3 and 4 feature the shortest signals for all operating conditions. Zone 5 surpasses
all the other regions in terms of power contribution duration, accounting for more than
2/3 of the bucket period. Its relative contribution is higher for the lower ϕB2 conditions.
The bucket power rise present a series of steps, and for the lower ψ1 operating points,
a peak. The peak corresponds to the pressure peak generated by the impact of the jet
front in zone 2 discussed in section 14.2. The relative eﬀect of the impact on the bucket
power is probably overstated by the Delaunay triangulation and integration procedure
that tends to exaggerate the relative importance of the isolated sensors. The maximum
power is reached between θj = −10◦ and θj = −9◦ when the contributions of zones 2-4
are closest to their respective maxima.
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Figure 18.2: Bucket power distribution.
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18.3 Bucket and runner power ﬂuctuations
The runner power ﬂuctuations can be determined by taking into account the backside
contribution:
Prunner(θ) =
z∑
j=1
{Pij(θ) + Pbj(θ)}, (18.2)
where Pi and Pb are respectively the power signal of the inner surface and backside.
Figure 18.3 displays the power ﬂuctuations of the runner for the 4 operating conditions
under consideration. The signals obtained for the diﬀerent operating conditions show
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Figure 18.3: Runner power ﬂuctuations.
signiﬁcant ﬂuctuations that are modulated by the ﬂow conditions. The bucket passages
into the jet are visible on the 4 signals. In a similar fashion, the impact pressure pulse,
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typical of the lower ψ1 operating conditions, generates a peak on the whole runner power
that is absent from the higher ψ1 operating conditions considered.
As discussed in section 15.2, the power signals obtained for the backside is essentially
function of the ψ1 regime. Indeed, the signal decays are steeper for the higher ψ1 than
for the other operating conditions, witnessing a neater separation of the jet due to the
higher relative angle of attack.
18.3.1 Amplitude spectra
The power amplitude spectra of the runner is put into evidence using a Fast Fourier
Transform (FFT). The result is shown by Fig.18.4. The harmonic contain is inversely
proportional to the runner eﬃciency: the richer the harmonic contain, the less the runner
eﬃciency. The cleanliness of the power signal closer to the best eﬃciency conditions
contrasts with the large number of harmonic recorded for the lower eﬃciency operating
condition. At the operation at the lower ψ1 values, the impact pressure pulse energy
induces a higher amplitude for the higher rank harmonics, see f
fN ·zb = 9. This would
demonstrate the ﬂow perturbations frequency is too high to excite an eigenfrequency of
the runner or the hydro-alternator inasmuch the ﬁrst harmonic is O(∼ 200Hz).
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Figure 18.4: Runner power amplitude spectra.
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Chapter 19
Momentum transfer
19.1 Energy balance
By integrating the zone power signals treated in section 18.2, the eﬀective energy transfer
occurring respectively on the 5 bucket zones and on the backside, and the percentage of the
kinetic energy of the jet portion turbinated by each bucket, are highlighted. The energy
received by bucket j zone i and backside under operation at condition k is expressed as:
(Ei,j)k =
180 · ωk
π
∫ (θj)∞
(θj)0
(Pi,j)kθjdθj. (19.1)
The result is rendered non-dimensional by the total hydraulic energy transformed by
bucket j:
(Ej)k =
180 · ωk
π
∫ (θj)∞
(θj)0
(Pi)kdθj (19.2)
The distribution of the eﬀective energy transferred to bucket j is given in Fig.19.1. The
transformed energy distribution reveals that up to 5% of the energy is received by the
backside for the lower ψ1 conditions considered. The energy distribution is modiﬁed by
the operating conditions. With a lower jet diameter, most of the energy is converted in
zone 2 and zone 1, while zones 3 and 4 contributions shrink below the contribution of
zone 5. Close to the best eﬃciency, the contributions of zones 3, 4 and 5 appear more
homogeneously spread.
19.2 Energy transfer mechanism
As discussed in chapter 4, the energy is transferred by deviating the ﬂow in the bucket,
using the principle expressed by Newton’s second law.
The Momentum conservation equation expressed in integral form for the small ﬂuid col-
umn Vl ceiling pressure sensor l, see Fig.19.2, can be written in the following manner, if
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Figure 19.1: Bucket j energy distribution.
the ﬂow is assumed to be accurately represented by successive steady state ﬂow regimes:
∫
Vl
ρ
∂
∂t
(−→w )dV
︸ ︷︷ ︸
→0
+
∫
Sl
ρ−→w (−→w · −→n )dS
︸ ︷︷ ︸
deviation induced acceleration
= −
∫
Sl
p−→n dS
︸ ︷︷ ︸
local driving force,
−−→
FDl
+
∫
Vl
ρ−→g dV
︸ ︷︷ ︸
gravity
+ ν
∫
Sl
−→−→τ · −→n dS
︸ ︷︷ ︸
viscous forces,
−−−→
Fvisc
+ 2ρ
∫
Vl
(−→ω ×−→wdV
︸ ︷︷ ︸
Coriolis force,
−−−→
FCor
+ ρ
∫
Vl
−→ω × (−→ω ×−→r )dV
︸ ︷︷ ︸
Centrifugal force,
−−−→
FCent
+
∫
Sl
σ
( 1
R1
+
1
R2
)
δ12
−→n dS
︸ ︷︷ ︸
surface tension force,
−→
Fσ
(19.3)
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The driving force acting on sensor l surface then becomes:
−→
FDl = ρ
∫
Sl
−→w (−→w · −→n )dS − 2ρ
∫
Vl
−→ω ×−→wdV − ρ
∫
Vl
−→ω × (ω ×−→r )dV − ρ
∫
Vl
−→g dV
− ν
∫
Sl
−→−→τ · −→n dS −
∫
Sk
σ
( 1
R1
+
1
R2
)
δ12
−→n dS
(19.4)
If the ﬂow is globally dominated by the inertia and rotation-induced forces, depending on
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Figure 19.2: Sensor l volume of control.
the angular instant of the duty cycle, the viscous and surface tension forces can become
predominant, as seen in section 16.3. Nevertheless the driving force acting on sensor l at
angular position θj can be accurately be approximated by:
−→
FDl  ρ
∫
Sl
−→w (−→w · −→n )dS − 2ρ
∫
Vl
−→ω ×−→wdV − ρ
∫
Vl
−→ω × (−→ω ×−→r )dV. (19.5)
19.2.1 Assessment test
Integrating Eq.19.5 on the volume of control situated at the location of pressure sensor 19
and ﬁlm thickness measurement point 15 permits to assess the good agreement between
the model and the measure during the main ﬂow, while the accuracy decreases at the end
of the duty cycle. The following assumptions are made: (i) the magnitude of the local
relative speed is determined from the onboard observations; (ii) its direction is estimated
from the observations; (iii) the sensor surface is square.
The results obtained for the 4 operating conditions investigated are displayed by Fig.19.3.
The agreement between the local force calculated from the pressure measurement and
the approximate Euler model is globally excellent. Figure 19.4 shows the evolution of the
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Figure 19.3: Euler Momentum transfer vs. force measurement, sensor 15.
magnitudes of the Coriolis, Centrifugal and surface tension forces throughout bucket j
duty cycle. The main radii for the determination of the surface tension force are considered
as 1/10th of the main bucket curvatures, i.e. Db−Droot
2
and B2
2
[117].
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Figure 19.4: Force comparison, sensor 15.
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Chapter 20
Summary and conclusion
20.1 Summary
In the framework of the present study, the transient free-surface ﬂow in a rotating Pelton
turbine bucket is thoroughly investigated with experimental approaches carried out in a
rotating runner, i.e. (i) unsteady wall pressure measurements, (ii) ﬂow visualizations,
and (iii) water thickness measurements. The experiments are completed by transient
numerical simulations.
20.1.1 Investigation tools
The unsteady pressure measurements are performed by installing 43 piezo-electric pres-
sure sensors in machined buckets made of bronze. The pressure sensors are distributed
so that to cover uniformly the inner surface (i.e. also along the splitter and in the cutout
region), the backside and the lateral sides of the buckets. The LMH instrumented shaft
permits the simultaneous recording of the signals of the sensors. The static calibration
procedure demonstrate the excellent linearity of the sensors, their high degree of repeata-
bility, and their small error ( < 1%) in comparison with the reference instrument.
In order to perform high-speed onboard ﬂow visualizations, a 3.8mm diameter borescope
is ﬁtted in the runner, with the distal lens located at the root of one half bucket. The
high-speed camera itself, capable of recording up to 87′600 frames per second, is kept
outside the rotating parts of the Pelton test rig, the images being transmitted via a 90◦
optical deﬂector through the axis of the machine. The lighting is achieved by means of a
pair of high-output xenon ﬂashlights mounted in waterproof housings installed directly in
the test rig casing, as close as possible to the runner. The ﬂow observations are completed
by a set of external visualizations carried out with a 10mm diameter borescope.
The water ﬁlm thickness evolution in the bucket is determined by evaluating the appar-
ent displacement of the observation grid by processing the images taken by the onboard
visualization system. The apparent displacement is caused by the diﬀerent indices of re-
fraction of air and water.
Series of numerical simulations are made with increasing mesh sizes for 2 diﬀerent numer-
ical models, i.e. the 2-Phase Homogeneous Model and the 2-Fluid Model. The results
obtained from both models are compared with the experimental data in terms of unsteady
pressure, water ﬁlm thickness, and water ﬁlm topology. The 2-Fluid Model appears to
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provide the best results, while the 2-Phase Homogeneous Model is too dispersive. Indeed,
the accuracy of the latter decreases signiﬁcantly with the successive time steps.
20.1.2 Flow analysis
From the ﬂow visualizations, the bucket duty cycle is divided in 6 steps. The main struc-
tures of interest are put into evidence for 4 diﬀerent operating conditions.
The initial jet/bucket interaction, and more precisely the impact of the cutout lips on the
jet boundary, is modelled by a 2D kinematical model. A hydroacoustical development
show the possible occurrence of compressible eﬀects at the initial moments of the impact,
generating locally high pressure peaks, and thus erosion damages, and a lateral outburst
of the jet.
Due to the lateral jet outburst, and the bucket longitudinal curvature, the bucket inner
surface acts as a spillway. The jet front overﬂies the bucket, and forms a rear-facing splay
crown, where a strong aeration process takes place.
The aerated splay crown is responsible for the apparition of a high-pressure pulse upon
impact on the bucket inner surface, as showed by the synchronization of the pressure sig-
nals with the onboard visualizations. The impact pressure strongly depends on the energy
coeﬃcient, i.e. the angle of impact. The pressure pulse appears because the air-water
mixture acts as a compressible ﬂuid. A waterhammer eﬀect arises thus in the jet, gener-
ating the pressure pulse, the pressure waves being in turn released across the free-surface
of the jet as a radial outward ﬂow animated by a very high velocity. An iterative process
is set-up to estimate the real pressure pulse amplitude because the measured signal is
under-sampled. It appears that pressures up to 2 times the stagnation pressure can be
reached.
The cut portion of the jet adheres to the bucket backside. At the beginning of the duty
cycle, the relative angle of attack of the bucket corresponds that of an hydrofoil at a high
angle of attack. The backside acts as the suction side of that pseudo-hydrofoil. A Coanda
interaction takes place. The associated depression in turn generates a lift force, that
contributes positively on the bucket torque. The separation of the jet occurs for about
the same angle of attack whatever the operating conditions for a given test head. The
separation angle of attack is equivalent to that obtained in ﬂat ﬂap Coanda experiments.
The test head appear to considerably inﬂuence the backside ﬂow: the separation is de-
layed for the lower test heads, while cavitation onset is promoted by the higher test heads.
Cavitation reduces the positive torque contribution, and promotes erosion damages. The
CFD results show a lack of accuracy in the backside region: the depression amplitude and
the the separation line are not satisfactorily predicted. This can be explained by the not
enough detailed physical models. The pressure amplitude issue is probably related to the
absence of cavitation model, while the separation line location is related to the modelling
of the triple-line problem, i.e. water-solid-air. Indeed, the free-surface ﬂow separation is
dependent on (i) the liquid-wall adhesion and (ii) the surface tension. The most critical
issue would to develop a wall adhesion model based on the actual Young’s angle [34].
The bucket bulk ﬂow, that transits on the inner surface of the buckets, seems not to be
inﬂuenced by test head changes within the range investigated. The water ﬁlm spread rate
in the bucket appears to be independent on the discharge, except for the lower discharge
coeﬃcients. The mixing losses can be associated with (i) the kinematic conditions, (ii)
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the unexpected crossing of streamlines, and (iii) ﬂow interferences due to the deforma-
tion of the jet on the backside. The end of the evacuation process of the water reveals a
stratiﬁcation of the ﬂow, with layers moving with directions diverging by up to ∼ 30◦.
The bucket side pressure measurements identify the outﬂow heeling to be characterized by
a stagnation pressure in the lowest regions followed by a depression in the upper region.
The consequences on the runner in terms of performances are notwithstanding diﬃcult
to assess.
An analysis of the bucket power budget highlights the important contribution of the cen-
tral area: it accounts for ∼ 70% of the power transferred from the ﬂuid to the bucket.
The power signal of the whole runner determined from the measurements show impor-
tant ﬂuctuations that are strongly dependent on the operating conditions. For the lower
energy coeﬃcients, the pressure pulse modulates the whole power signal of the runner.
A spectral analysis obtained by FFT evidences that the harmonic contain of the power
signal is inversely proportional to the eﬃciency.
The energy balance of the bucket indicates, that under normal operating conditions, i.e
close to the best eﬃciency conditions, the energy distribution is well balanced on the
bucket surface, while for the lower discharge conditions, most of the energy transfer oc-
curs in the zones where the feeding process starts.
The Momentum conservation equation integrated over a small volume of control located
on top of any pressure sensor permits to monitor the respective inﬂuence of the diﬀerent
forces acting on the ﬂow with respect with the bucket angular position. Even if globally
the inertia forces dominate, i.e the deviation, Coriolis and centrifugal forces, the viscous
and surface tension forces outweigh the formers at the end of the evacuation process.
20.2 Contribution of the present work
The present work emphasizes the wide range of time constant scales present in the Pelton
turbine bucket ﬂow. Each physical phenomenon involved has its own time and length
constants: the compressible eﬀects only last a small fraction of the bucket duty cycle, i.e.
a few µs, while cavitation and surface tension last 2 orders of magnitude more time.
The scaling eﬀects are diﬃcult to assess, because most of the phenomena involved have an
inﬂuence on the other ones. For instance, the jet spread and surface quality are inﬂuenced
by the inertia and surface tension, i.e. the Reynolds and Weber numbers. Indeed, the
higher the Weber number, the smaller the size of the structures convected by the jet. In
turn, the jet topology inﬂuences the conditions of the initial impact between the bucket
lips and the jet, i.e. the Mach number. The bucket bulk ﬂow is most inﬂuenced by the
inertia forces and the rotation forces, i.e the Reynolds and Rossby numbers. The backside
ﬂow is inﬂuenced by inertia, surface tension and cavitation,i.e. Reynolds, Weber and σi.
The ﬂow stratiﬁcation is inﬂuenced by the Reynolds and Rossby numbers.
It appears, however, that a good understanding and control of the jet is paramount to
achieve high eﬃciencies. The jet must be clean, free from dispersion, and protected from
water projections or else the most perfect bucket in the world will not reach the expected
performances. Jet spread and perturbations promote the risks of shock-induced erosion
of the bucket lips.
The high-pressure pulse is strongly aﬀected by the initial jet/bucket interaction. Its in-
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ﬂuence on the bucket torque and power signal should be kept in mind at the stage of
performing mechanical dimensioning of the bucket.
The results obtained for the backside ﬂow indicate that the backside cutout area plays an
non-negligible role in the energy transfer. It acts as a hydrofoil undergoing the Coanda
eﬀect, thus generating lift, and from that positively contributes to the bucket torque.
Nevertheless, the Coanda eﬀect induces deformations of the jet, i.e. a bending and an
enlargement, that have to be taken into account during the design phase. Also, a com-
promise has to be found to avoid the onset of cavitation, and promote a neat separation
early enough to avoid prohibitive mixing losses.
The outﬂow heeling appears to act positively on the runner performance by scavenging
some of the kinetic energy of the water sheets otherwise lost. This indicates that some
heeling could be desirable to improve the performances of Pelton turbines. The concerns
lie within the risk of cavitation onset and thus erosion damages.
The Momentum exchange analysis shows that since the ﬂow is dominated by inertia forces,
Euler models are adequate to obtain ﬁrst order approximations of the bucket ﬂow. This
explains why the classic design methods permit to obtain machines of fair eﬃciency. But,
it also emphasizes that obtaining real improvements requires to adequately take in to
account the second order forces, i.e. surface tension and viscosity.
20.3 Perspectives
The complexity inherent to the free-surface rotating ﬂow in the Pelton turbine buckets
calls for further investigations, both experimentally and numerically.
20.3.1 Experiments
As far as experiments are concerned, the diﬀerent phenomena highlighted by this study
should be investigated separately into more details and in a more fundamental fashion.
• Jet. The jet should be examined to verify the inﬂuence of the pressure waves
generated by the impingement on the bucket, and determine if they can trigger the
apparition of perturbations up to the injector nozzle. The diﬀusion layer build-up
should be investigated in order to determine the radial speed of sound, and the
pressure waves propagation.
• Impact problem. The pressure distribution on the bucket lips during the initial
jet/bucket interaction should be measured by means of pressure sensitive materials,
like PVDF [79], [68], and with a higher sample rate.
• Jet separation. The jet separation process should be investigated more thoroughly.
Series of visualizations with more precise angles of view for diﬀerent test heads are
to be performed. A study should conducted to test diﬀerent bucket backside geome-
tries, thus ﬁnding out the best compromise in terms of positive torque contribution,
small deformation and neat separation.
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20.3.2 Numerical simulation
Classic CFD
In the short term, the 2-Fluid Model computation should be run with a larger number
of iterations to reach a complete convergence and determine more precisely the origin of
the faked compressibility. Actually the 3 main issues to be addressed are (i) the disper-
sion of the jet, (ii) the triple line model, and (iii) the cavitation. The triple-line problem
can be solved by using a realistic wall adhesion model based on Young’s angle deﬁnition.
Encompassing more physics in the modelling is paramount to more accurately determine
the pressure distribution on the backside.
The main drawback associated with the classic CFD approaches for the simulation of
Pelton turbines is the need for reﬁned meshes in the whole domain, while the regions of
interest for any given time step only represent a fraction of the latter. This dramatically
increases the computational cost required to reach satisfactory predictions. Accurate nu-
merical simulations of full-scale facility appears therefore highly diﬃcult.
Particle Models
Meshless Lagrangian particle-based methods appear to be promising approaches to ad-
dress the problem of mesh resolution associated with the classic CFD. In fact, the results
obtained by the SPH [73], [72] and the MPS [78], [77] methods are encouraging. Once
correctly validated, these methods will permit less expensive simulations, even for full-
scale problems.
They could be useful to obtain the correct streaklines of the various particles. The analy-
sis of the Momentum conservation along these streaklines will provide a complete energy
transfer survey in the bucket.
20.3.3 Optimum design
The knowledge of the various particle streaklines will in turn permit the use of optimum
design methods based on genetic algorithms [27] to shape the bucket surface in order to
reach the highest momentum transfer between the ﬂow and the bucket and thus improv-
ing the eﬃciency, while reducing the mixing losses between the adjacent water ﬁlaments.
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Appendix A
Signal processing
A.1 Average and standard-deviation
Let numerical signal un, n = 1, 2, ..., N be. The N values are obtained by sampling at
time intervals of δt seconds. The values associated with time are:
tn = t0 + n∆t n = 1, 2, ..., N, (A.1)
where t0 is an arbitrary time reference. Thus, value un is expressed as:
un = u(t0 + n∆t) = u(n∆t) n = 1, 2, ..., N. (A.2)
The total length recorded corresponds to T = N∆t.
The average of the sampled values un is given by:
u =
1
N
N∑
n=1
un. (A.3)
Equation A.3 is used to obtain the average of static signals, and the variance is deﬁned
by:
s2 =
1
N
N∑
n=1
(un − u)2. (A.4)
Moreover, to treat steady random numerical signals, it is better to transform value un
into a new series of values xn referred to zero, by calculating:
xn = x(t0 + n∆t) = un − u n = 1, 2, ..., N, (A.5)
where x = 0. The associated standard-deviation is therefore expressed as:
σ =
√√√√ 1
N
N∑
n=1
x2n (A.6)
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A.2 Phase average
Phase averaging is a powerful tool to study periodic signals. The technique consists in
dividing a recorded signal x(t) in nd independent segments of a length equal to the period
T of the phenomenon under consideration. Each segment of signal xi(t), i = 0, 1, ..., nd−1
consists of m samples. The phase average is then the average of each sample j, j =
0, 1, ...,m− 1 that corresponds to each segment i, such that:
xj(t) =
1
nd
nd−1∑
i=0
xi(tj), j = 0, 1, ...,m− 1 (A.7)
The result of the phase average of signal x(t) on period T , or xT (t), has 3 components:
(i) a mean component x, (ii) a periodic ﬂuctuating component x˜(t), and (iii) the noise
component n(t), that includes all the periodic ﬂuctuations that are independent of the
signal period T .
xT (t) = x + x˜(t) + n(t) (A.8)
The number of segments nd must be large enough to reduce the noise n(t) to only evidence
the information stemming from the signal periodicity.
A.3 Fourier transform
The goal is to express a complex function as a simple linear combination. Let x(t) be a
function such that:
x(t) =
∞∑
i=0
αiΨi, (A.9)
where functions Ψi are a set of elementary functions. If the functions are orthogonal, the
coeﬃcients αi are independent. This is referred as a development in orthogonal functions;
the best known is the Fourier series. When the Fourier series is generalized to represent
a ﬁnite interval, the Integral Fourier Transform is obtained, a complex periodic function
expressed as:
X(f) =
∫ +∞
−∞
x(t)e−j2πftdt. (A.10)
The Fourier Transform can be represented in a ﬁnite interval, such that:
X(f, T ) =
∫ T
0
x(t)e−j2πftdt. (A.11)
The discrete form of the Fourier Transform is:
X(f) =
+∞∑
t=−∞
x(t)e−j2πft. (A.12)
From Eq.A.1, such that tn = n∆t, n = 0, ..., N − 1, the following discrete relation is
obtained:
X(f, T ) = ∆t
N−1∑
n=0
xne
−j2πft (A.13)
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A.4 Spectral analysis of random signals
The term X(f) in Eq.A.10 is a complex function that can be expressed as a function of
its real and imaginary parts:
X(f) = Re[X(f)] + jIm[X(f)]. (A.14)
For a real signal x(t), the real and imaginary parts are respectively expressed as:
Re[X(f)] =
+∞∑
t=−∞
x(t) cos 2πft (A.15)
and
Im[X(f)] = −
+∞∑
t=−∞
x(t) sin 2πft (A.16)
It is also possible to express the term X(f) as a function of its module and argument:
X(f) = |X(f)|ej arg[X(f)], (A.17)
where |X(f)| is referred as amplitude spectrum, and represent the repartition in the fre-
quency domain of the amplitude of signal x(t). The phase spectrum, arg[X(f)], expresses
the repartition in the frequency domain of the phase of signal x(t). |X(f)|2 is called
energy spectrum. The energy spectrum expresses the repartition of the energy in the
frequency domain of signal x(t).
A.4.1 Hanning’s Window
To suppress discontinuities at the beginning and at the end of a recorded signal, a time
window is introduced to record the time-history of the variables. The most known is the
Hanning’s window:
uh(t) =
{
1
2
(1− cos 2πt
T
) = 1− cos2(πt
T
) 0 ≤ T
0 otherwise
(A.18)
To avoid discontinuities, the spectral density is determined from the Fourier transform
using Eq.A.18. It has been shown that to compensate the losses due to the windowing,
Xi(fk) must be multiplied by scale factor
√
8
3
. The result is then:
Xi(fk) = ∆t
√
8
3
N−1∑
n=0
xin exp
(−j2πkn
N
)
(A.19)
More details about signal processing can be found in [8] and [63].
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Appendix B
Measurement error assessment
A measurement system is constituted by a chain of components, each with its own inac-
curacy. The goal is to determine the overall inaccuracy of the whole system. Let consider
a parameter N , function of N independent variables u1, u2, u3, ... un:
N = f(u1, u2, ...un) (B.1)
The individual errors ±∆u1, ±∆u2, will induce the error ±∆N . They can be either
absolute values or statistical limits like a standard-deviation. Considering the ±∆ui as
absolute limits of the individual errors, the absolute limits of the error N can be calculated
by:
N ±∆N = f(u1 ±∆u1, u2 ±∆u2, ..., un ±∆un)N ±∆N −N = ±∆N (B.2)
An approximate solution can be obtained using the Taylor series [107]:
f(u1 ±∆u1, u2 ±∆u2, ..., un ±∆un)
= f(u1, u2, ..., un) + ∆u1
∂f
∂u1
+∆u2
∂f
∂u2
+ ... +∆un
∂f
∂un
+
1
2
[(∆u1)
2(
∂f
∂u1
)2 + ∆u2)
2(
∂f
∂u2
)2 + ... + ∆un)
2(
∂f
∂un
)2] (B.3)
where all the derivatives are calculated for the known values of the ui. Assuming the ∆ui
to be small, the (∆ui)
2 terms are negligible. The absolute error is then given by
∆N = |∆u1 ∂f
∂u1
|+ |∆u2 ∂f
∂u2
|+ ... + |∆un ∂f
∂un
| (B.4)
Equation B.4 features the variables having the most signiﬁcant inﬂuence on the total error
[83].
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Appendix C
Free water jet
C.1 Jet boundary stratiﬁcation
Whenever high-speed water jets are discharging into the atmosphere, air bubble entrain-
ment occurs along the air-water interface [41]. Free-surface aeration along the jet inter-
faces reduces the jet Momentum, Fig.C.1. Three basic ﬂow regions are deﬁned [17]: (i)
approach ﬂow region, i.e. the ﬂow upstream of the injector; (ii) transition region, i.e. ﬂow
in the nozzle itself; (iii) aeration ﬂow region. At the edge of the deﬂector or jet nozzle, a
pressure change from the inlet pressure dictated by the total hydraulic energy to a zero
pressure gradient. At the beginning of the jet, there is a clear water core, surrounded
by an enlarging aerated layer. If the jet is long enough a fully-aerated ﬂow region starts
developing downstream of the point where the central portion of the jet becomes aerated.
Figure C.1: Jet out of a Pelton turbine injector (Courtesy of VATech Hydro SA).
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C.2 Fundamental equations
The air-bubble entrainment along the jet interfaces can be described by means of the
continuity equation for air:
−→∇(α−→c ) = −→∇(DT · −→∇−→c ), (C.1)
where α is the air content, i.e. the void fraction, −→c the jet velocity and DT the turbulent
diﬀusivity. For a circular water jet, the continuity equation for air becomes:
Cx
DTr
∂α
∂x
+
α
DTr
∂cc
∂x
=
1
r
∂
∂r
r
∂α
∂r
. (C.2)
Equation C.2 assumes a constant diﬀusivity in the radial direction and is applied to a
small control volume along a stream tube. The solution of Eq.C.2 is a series of Bessel
functions[17]:
α = 0.9− 1.8
r90
·
+∞∑
n=1
J0(rAn
AnJ1(r90An)
exp
(
− DT
C0
· A2n · x
)
, (C.3)
where C0 is the ﬂow velocity at the nozzle, r90 is the radial distance from the jet axis where
α = 0.9, J0 is the Bessel function of the ﬁrst kind of order zero, An is the positive root of
J0(r90 ·An) = 0, and J1 is the Bessel function of the ﬁrst kind of order one. Equation C.3
is valid in either the partially-aerated and fully-aerated ﬂow regions. For the 2D water
jets, the analytical solution of Eq.C.1 in the partially aerated ﬂow region yields:
α =
1
2
{
1− erf
(
r − y
2
√
DT
C0
x
)}
, (C.4)
where the function erf is deﬁned as:
erf(u) =
2√
π
∫ u
0
exp(−t2)dt. (C.5)
Equation C.4 was derived and applied by Chanson [17] assuming ∂α
∂x
 ∂α
∂y
.
C.3 Turbulent diﬀusivity
DT averages the eﬀect of the turbulence and of the longitudinal velocity gradient. It is
related to the cross-correlation between ﬂuid displacement and the velocity. For circular
jets, DT is deduced from the experimental data, while for 2D jets, the turbulent diﬀusivity
at the free-shear layer air-water interface DT is estimated as:
DT = 0.5
C0 · x
1.2817
(tan2 ψ). (C.6)
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(c) Weber number. (d) Turbulent diﬀusivity.
Figure C.2: Jet spread angle dependence.
C.4 Spread angle
The spread angle ψ of the air-bubble diﬀusion layer provides some information on the
rate of diﬀusion of air bubbles. Figure C.2 shows the respective dependence of: (a) the
Reynolds number; (b) the jet velocity; (c) the Weber number, and (d) the turbulent
diﬀusivity for 5 sets of diﬀerent experimental data performed on circular jets. The spread
angle ψ appears to be linearly related to the turbulent diﬀusivity, and can be estimated
as:
tanψ = 34.95DT + 0.05. (C.7)
The results show little scatter for inlet velocities below 40m/s. The regression curve
equation is:
tanψ = 5 · 10−4c0. (C.8)
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The correlation with the Weber number is much better than with the Reynolds number
[23], but for the later the variety of the results compiled implies great diﬀerences in the
nozzle sizes and shapes.
Ruﬀ et al. [95] and Tseng et al. [108] investigated the eﬀects of inﬂow conditions on the
atomization process. They showed that the air-diﬀusion process is considerably enhanced
with fully-developed inﬂow conditions. The length of the clear water core is shorter and as
air-bubbles diﬀuse rapidly inside the jet. Applications of these results imply that Pelton
turbine jets and water cutting jet must be designed with uniform inﬂow conditions [23].
This is obtained by designing a smooth nozzle shape with a large contraction ratio [45],
installing a calming section upstream of the nozzle, i.e. with ﬂow straighteners, and
reducing the ﬂow turbulence in the water supply system.
C.5 Application to the case studied
The results obtained can be used to estimate the most probable ﬂow characteristics of the
water jet feeding the studied runner. The diﬀusion layer thickness and void fraction radial
evolution can be computed from Eq.C.3. The spread angle is assumed to be equivalent
to the that measured by Oguey [81] for a similar setup. The jet void fraction proﬁle
evolution along the axis is represented by Fig.C.3.
C.6 Speed of sound and void fraction
It is known in the literature that the presence of small amounts of gas in a liquid reduces
signiﬁcantly the velocity at which pressure or sound waves can travel through the mixture
[20]. Brennen [14] developed an analytical model describing the evolution of the mixture
speed of sound with the volume fraction of air in the mixture, assuming a homogenous
mixture of small air bubbles and water.
a =
{
(ρl(1− αg) + ρgαg
(
αg
np
+
1− αg
ρlα2l
)}−1/2
, (C.9)
where the subscripts l and g refer respectively to the liquid and the gas, n is the poly-
tropic index and p the absolute pressure. Equation C.9 clearly exhibits one of the most
remarkable feature of the sonic velocity of a gas/liquid mixture: the speed of sound of the
mixture can be much smaller than that of either of its constituents. Figure C.4 represents
the speed of sound of a air-water mixture plotted against the mixture void fraction, i.e.
the volume fraction of air. Sonic velocities as low as 20m/s can occur.
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Figure C.3: Jet spread and radial void fraction estimation.
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Figure C.4: Speed of sound for air-water mixtures.
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Appendix D
Coanda eﬀect
D.1 Deﬁnition
The Coanda eﬀect may be described as the phenomenon by which the proximity of a
surface to a jet stream will cause the jet to attach itself to and follow the surface contour
[120]. When such a surface is placed at an angle to the original jet or nozzle exit, the
jet stream will be deﬂected. Figure D.1 illustrates the Coanda eﬀect between a cylinder
and a vertical jet. Two main contributory eﬀects have been identiﬁed. (i) The curvature
Figure D.1: Deﬂexion of a vertical jet by a cylindrical body.
forced upon the jet by the convex body, which is associated with a pressure ﬁeld involving
increased suction forces on the side of the body facing the jet. This eﬀect is satisfactorily
explained by the classical potential theory. (ii) Entrainment of ﬂuid into the jet due to
turbulent mixing. This induced ﬂow, directed towards the jet, leads to a force on the body
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in the same direction. This eﬀect thus requires the consideration of viscous phenomena
for its explanation.
D.2 Potential ﬂow problem
The potential-ﬂow part of the problem is concerned with with a jet which has a free
boundary on one side and a solid wall on the other. In the absence of an external stream,
the pressure must be constant along the free boundary, it must be lower than this value
along the wall. Separation implies that the pressure at the separation line and also
downstream of it along the inner free surface of the jet must be equal to the undisturbed
pressure again. Therefore, the pressure distribution along the wall must have an adverse
pressure gradient towards the separation line.
D.3 Viscous ﬂow problem: boundary layer along a
curved wall
The viscous-ﬂow part of the problem is therefore concerned not only with entrainment
eﬀects but also with the development of the boundary layer along the wall, since the latter
must be expected to determine the position of the separation line. The boundary layers
may diﬀer essentially in some respects from the classical boundary layer along a plane
wall, as can be seen on Fig.D.2. Cases (a) and (c) represent the probable shapes of the
boundary layer that may develop with a thick jet in relation to the radius of curvature of
the wall, with a conventional boundary layer underneath and a free shear layer above. The
pressure ﬁeld along the wall is essentially that obtained from the potential-ﬂow theory.
Cases (b) and (d) show the proﬁles due to thinner jets. The ﬂows there are essentially
rotational, and as a consequence, the pressure ﬁeld even in an inviscid rotational curved
ﬂow will diﬀer from that in a corresponding irrotational curved ﬂow. Matters may be
further complicated by the presence of a step or a gap between the jet and the wall, as
the velocity proﬁle my become fully developed in the jet. Furthermore, the wall curvature
may most probably invalidate the assumption, usually made in boundary layer theory,
that the pressure remains constant across the boundary layer.
D.4 Inviscid wall-jet
The potential ﬂow solutions developed by Lighthill and Woods [120] showed that for
each given value of the deﬂexion angle of the jet a particular shape of the curved wall
is obtained together with the positions of the attachment and separation lines. They
explained that the adverse pressure gradient upstream of separation is unlikely to cause
an early separation because the pressure at and near this hypothetical point would be
less than the pressure of the air outside, and this would suck the jet back again on to the
surface.
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Figure D.2: Possible types of velocity proﬁles in the Coanda eﬀect.
D.5 Inﬂuence of the Reynolds number
Experimental results for a 2D ﬂow with the cylinder not only tangential to the jet but
also penetrating into it are discussed by Fernholz [120], see Fig.D.3. The penetration
ratio, t/h, jet thickness ratio, R/h, and the Reynolds number of the jet were varied. The
pressure distribution around the cylinder is found to strongly depend on t/h and on R/h
for the lower range of values of this parameter. A value of t/h  0.4 induces the largest
deﬂexion angles. Conditions of separation occurs when R/h becomes too small or t/h too
large [114].
D.6 Free-surface ﬂows
The ﬂow is subject to capillary and surface tension, friction and air forces to a small
extent. The separation of the liquid from the wall is the result of an instability of the
air-liquid interface. Waves appear, with their fronts in the direction of the ﬂow. Their
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Figure D.3: 2D Coanda experiment.
amplitude may grow quickly and the ﬁlm breaks up into separate jets and ﬁnally into
droplets.
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