Purpose: The bias and variance of high angular resolution diffusion imaging methods have not been thoroughly explored in the literature and may benefit from the simulation extrapolation (SIMEX) and bootstrap techniques to estimate bias and variance of high angular resolution diffusion imaging metrics.
| I NT ROD UCTI ON
Diffusion-weighted MRI is an image acquisition technique that uses the natural diffusion of water within the human body to noninvasively study tissue microstructure. High angular resolution diffusion imaging (HARDI) is able to identify crossing fiber orientations, whereas DTI is unable to discern fibers in more than a single direction.
The accuracy, precision, and sensitivity of DTI have been studied and noise has been shown to affect the bias and variance of DTI-derived metrics, such as fractional anisotropy. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Previous work has applied the statistical concept of simulation extrapolation (SIMEX) 11, 12 in an effort to quantify the bias in an observed data acquisition. 1, 2 This work extends the application of SIMEX to a single, empirical HARDI acquisition fit with a Q-ball model. Bias and variance play a critical role in any statistical analysis. The appropriate balance between bias and variance allows for optimal information gain. It is not enough to have an unbiased estimator (i.e., an estimator that estimates the correct quantity, on average) if the variance is comparatively large (i.e., the estimate is imprecise). Similarly, an estimate with very small variance but large bias is very precise, but will not converge to the correct value as the sample size increases. Each situation can be useful, depending on the goals of the study, but a balance between the two is considered optimal. Thus, it is important to evaluate the methods that we use in terms of the bias and variance of the estimates we produce. The ability to quantify the bias and variance between different imaging and analysis methods quickly and easily allows the researcher to make informed design decisions at every step. Currently, there are no methods available for bias correction in HARDI acquisitions. This paper provides approaches for the quantification of both bias and variance that can be performed with a single data acquisition, allowing for the comparison across methods without requiring repeated data acquisitions.
In addition to the simple quantification of bias for better understanding of the quality of a variety of imaging acquisition parameters and model fitting strategies, this method may also prove useful as a tool for bias correction. Several acquisition parameters are set during the image acquisition process, all of which can affect scan quality and the resulting analysis. Of particular interest is the situation in which 2 scans are taken at different acquisition settings on the same subject. In theory, scans should be comparable within subjects, but in practice, they can be extremely variable. The SIMEX process aims to provide a method for bias correction, whereas the bootstrap procedure allows for an empirical estimate of the variance of Q-ball metrics, such as generalized fractional anisotropy (GFA), which is a measure of anisotropy calculated from the orientation distribution function (ODF).
| THE ORY
This analysis focuses on Q-ball imaging reconstruction of the ODF of HARDI data acquisitions. We evaluate methods detailed in Refs 13 and 14 that use a spherical harmonic basis in the reconstruction of the ODF, which describes the patterns of diffusion within the tissue.
The regularized Q-ball reconstruction introduced in Ref   14 requires the m 3 1 vector of diffusion weighted signals at each voxel, as well as a 2 3 m matrix of gradient directions in spherical coordinate space, where m is the number of gradient directions. Details on the calculation of the ODF are found in Ref 14. Following calculation of the ODF, a variety of metrics can be calculated. The metric used in this analysis is GFA, which is given by GFA5 stdðwÞ rmsðwÞ 5
where w is the ODF vector, and w is its mean. 15 
| Applying SIMEX to empirical data
The SIMEX approach detailed in this paper estimates the bias present in metrics generated by a Q-ball model. Simulation extrapolation was introduced as a method for performing inference in models in which measurement error was a concern. This method is unique in that it does not require fitting a complicated parametric measurement error model, yet still provides unbiased estimates of the object of interest. In short, bias estimates can be calculated by adding increasing amounts of synthetic noise to the data and computing the desired metrics at each noise level. The resulting measures can be extrapolated to the hypothetical case, in which no noise is present. 12 In the case in which the measurement error variance can be well estimated, SIMEX is able to estimate the bias without requiring any model fitting, as is generally the case in typical measurement error estimation and correction procedures. Simulation extrapolation requires that the measurement error variance is well estimated and that the metric of interest changes monotonically as a function of noise added.
In this section, we adopt the notation established by Lauzon et al. 1 We assume X truth to be a truth data set with zero noise. This data set can be used to calculate the ground-truth metric, GFA truth , via a Q-ball fit. Now, assume an observed data set with experimental noise where r E represents the SD of the noise at each voxel. This observed data set is given by X obs 5X truth 8R;
which represents the addition of stacked Rician noise with SD r E as in Ref 2. Although the original SIMEX approach assumes a normally distributed noise term, we are able to substitute the Rician distribution because of its approximation of a Gaussian distribution at SNR greater than 3. 16 The metrics resulting from a Q-ball fit of these observed data are given by GFA obs . The "simulation" portion of the SIMEX procedure begins with the simulation of noisy GFA observations. These noisy observations cannot be simulated directly; thus, a series of Monte Carlo simulations are performed via the addition of stacked Rician noise with the SD of x 1=2 r E , given by
where M.C. represents a Monte Carlo replication, and the metrics derived from X M:C: ðxÞ are given by GFA M:C: ðxÞ. The average value within each set of replications with a given x value is given by GFA M:C: ðxÞ. Once a trend is established in the sequence of GFA M:C: ðxÞ values, a quadratic equation is fit.
The variance of the simulated, noisy data can be viewed as a function of x, as follows:
Thus, the variance goes to zero when x521 and the value of GFA at this value is considered noiseless. The value at x521 is referred to as GFA SIMEX .
Finally, the bias can be estimated by subtracting the SIMEX metrics from those calculated from the observed data, as follows:
The true bias can be calculated, given truth data, by Bias true 5GFA obs 2 GFA truth (2)
| Bootstrap estimation of variance
The bootstrap is a popular method for estimation of variance in models in which a parametric solution is either not available or not assumed. The family of bootstrap procedures involves the resampling of data with replacement, in which each resampled data set is viewed as a surrogate for an independently sampled data set. The metric of interest is computed for each resampled data set. Through repeated sampling, we can create a bootstrap distribution of the metric, which approximates the true sampling distribution of the metric. 17 In a case in which multiple acquisitions are obtained for each gradient direction, a classic bootstrap approach works well. In a classic bootstrap, data points are resampled across the acquisitions, but within each voxel. The requirement for repeated acquisitions, however, is unreasonable for larger numbers of gradient diffusion directions. The residual bootstrap, in which residuals are resampled at random across data points, cannot be used with a single DWI-MRI acquisition F IGUR E 1 Flowchart detailing the simulation extrapolation (SIMEX) and bootstrap procedures. The flowchart begins with the creation of the true data using a spherical harmonic fit of the empirical data as detailed in the text. The top 2 sections refer to the calculation of the estimated and true SD for the generalized fractional anisotropy (GFA). The calculation of true SD is based on the true data, whereas the calculation of the estimated SD is based on the noise-added simulated observed data. The SIMEX procedure begins with the simulated observed data, iterates through a series of noise values, and concludes with the extrapolation to estimate the GFA. True bias requires the calculation of GFA based on the truth data, and comparison with the observed GFA as calculated from the simulated observed data because of the heteroscedasticity (i.e., nonconstant variance across gradient directions) that is introduced upon permutation. 18, 19 Although the signal used for Q-ball does not use a log-transform (as in DTI), we may still observe some heteroscedasticity as a result of differences in the variance of the Rician distribution as a function of the mean.
In cases in which the errors are heteroscedastic, the wild bootstrap has proven effective at characterizing the variance without assuming constant variance. 20 This method was applied to DTI in Ref 19 and was shown to outperform the regular bootstrap for a variety of settings. The wild bootstrap has since been applied in probabilistic fiber tracking with positive results. 21 For these reasons, we chose to use the wild bootstrap for our variance estimation procedure as follows.
A wild bootstrap technique gives empirical estimates of the variance of popular metrics from a Q-ball fit. Continuing the notation established previously, we begin with the truth data, X truth with zero experimental noise. N data sets are simulated via the addition of Rician noise with SD r E . These data sets are seen as hypothetical independent acquisitions from a single subject. They are fit using the Q-ball, and the GFA for each voxel is calculated. The SD of the resulting calculations gives r true .
Next, variance is estimated through the wild bootstrap procedure. First, residuals must be calculated at each voxel as follows:
To create the bootstrapped data sets, the signs of the residuals are flipped randomly and added back to the observed data. 21 The signs of the residuals are determined by a vector of random Bernoulli draws of the same length as the residual vector, as follows:
where X obs is the m 3 1 vector of observed data at a single voxel, and B is an m 3 1 vector of random Bernoulli draws. This process is repeated N times, resulting in N simulated data sets. The GFA is calculated for each simulated data set, and the SD of GFA across N data sets gives r.
| M ETH ODS
A flowchart detailing the steps of the SIMEX process on GFA as well as the calculation of bootstrap variance is given in Figure 1 . The SIMEX procedure is performed on a voxelby-voxel basis, in which each voxel is evaluated independently. All calculations were performed in MATLAB version R2016a (MathWorks, Natick, MA) 22 and the Camino Diffusion MRI Toolkit. 23 
| Empirical data
The empirical data used in this experiment were obtained from a healthy volunteer using a 3T Philips scanner (Best, Netherlands) with a 32-channel head coil. The session consisted of 96 gradient directions at a b-value of 3000 s/mm 2 . The voxel resolution is 2.5 3 2.5 3 2.5 mm with 38 slices. The scan parameters were multiband 5 2; SENSE 5 2.2; TR 5 2650 ms; TE 5 94 ms; partial Fourier 5 0.7. The foldover direction was anterior-posterior (A-P) with a posterior fat shift. For each shell, an additional diffusion scan was acquired with reverse phase-encoded volumes (i.e., fold-over direction A-P with anterior fat shift) with a minimally weighted volume and 3 diffusion-weighting directions with a b-value of 1000 s/mm 2 along the imaging frame cardinal directions, and all other parameters were kept constant. All data were acquired in accordance with the Vanderbilt University Institutional Review Board guidelines and with the signed consent of the volunteer.
| Creating ground-truth data
To create the ground-truth data used in this experiment, the sixth-degree spherical harmonic basis function was selected. This basis function was generated using the b-vectors used in the original data acquisition. Regularized linear least-squares fitting was used to estimate the spherical harmonic coefficients of the diffusion-weighted signal for each voxel. The resulting spherical harmonic series representation is a smoothed version of the original data; thus, the resulting brain volume is assumed FI GU RE 2 The SIMEX procedure demonstrated on 3 distinct voxels within the brain. These 3 voxels show the 3 possible results of the SIMEX procedure: when the SIMEX estimate improves the observed estimate, when the SIMEX estimate is approximately equal to the observed estimate, and when the SIMEX estimate is worse than the observed estimate. x is the multiplier on the amount of noise added to each voxel (note that x 5 0 is the observed data and x 5 21 is the noiseless true data). The dashed lines represent the SIMEX quadratic fit and extrapolation back to the case with zero noise (x 5 21). Each "" indicates the mean of the 100 Monte Carlo iterations at that x value. The "3" indicates the observed GFA value for that voxel. The triangles indicate the true GFA value for each voxel. The asterisks indicate the SIMEX estimated GFA value for each voxel. The error bars represent the 5th and 95th percentiles of the Monte Carlo iterations for each x to be noiseless and is used as the ground-truth data set for the entirety of this analysis. Note that this method depends heavily on the appropriateness of the Q-ball model. Any deviation from the model may result in a systematic bias that cannot be corrected via the SIMEX procedure. Care must be taken when fitting the truth model to avoid such bias. This data set, along with the b-values and b-vectors, can be found at www.nitrc. org/projects/masimatlab under "SIMEX on HARDI."
| Creating observed data
The observed data, X obs , were created using the addition of random Rician noise to the ground-truth data. The SD of the Rician noise is the SD of the residuals, r E ; thus, this observed data set approximates an empirically observed HARDI data acquisition at the given SNR.
| Simulation extrapolation

| Calculating the estimated bias
The first step of the SIMEX process is to calculate GFA M:C: ðxÞ. A total of 100 Monte Carlo simulations were performed for each x51; 2; . . . ; 10, and the average was taken for each x to obtain GFA M:C: ðxÞ. A quadratic equation was fit to extrapolate the GFA value that results when x521. The resulting value is known as GFA SIMEX . GFA obs was obtained directly from a Q-ball fit of the observed data, X obs . The estimated bias was calculated as the difference between GFA SIMEX and GFA obs (Equation 1).
| Calculating the true bias
To calculate the true bias, the GFA of X obs was calculated via a Q-ball fit. GFA truth was calculated by fitting X truth with no additional noise. True bias was calculated by taking the difference between GFA obs and GFA truth (Equation 2 ). An example of the SIMEX procedure on 3 voxels from different brain regions is shown in Figure 2 . A successful SIMEX procedure is one in which the SIMEX-estimated GFA value is closer to the true GFA value than the observed GFA value (i.e., the estimated bias is close to the true bias). This procedure was performed independently for each voxel in the brain volume.
| Bootstrap
| Obtaining the residuals
To obtain the necessary residuals for the residual wild bootstrap, we calculated the difference in signal between the ground-truth data and the observed data (Equation 3). 
| Calculating the estimated variance
We obtained an estimate of the bootstrap variance for GFA. The residual wild bootstrap was performed using X boot and e (Equation 4). We obtained 100 GFA estimates by repeating the bootstrap procedure and calculating GFA for each residual bootstrap sample. The SD of the 100 metrics was taken to obtain the estimated SD of the procedure, r .
| Calculating the true variance
Starting with the true data, X truth , we added random Rician noise with SD, r E , to obtain an observed data set, X obs . The Q-ball model was fit and GFA obs as obtained. This process was repeated 100 times, resulting in 100 GFA values. The SD of the 100 GFA values was considered to be the true SD of the procedure, r true .
| Characterization of independent data sets
We applied these methods on 2 additional data sets to evaluate the generalizability of the approach. The second data set was taken from the 2017 ISMRM TraCED Challenge (https://my.vanderbilt.edu/ismrmtraced2017/). These data were acquired on a 3T Philips scanner and consisted of 64 gradient directions at a b-value of 3000 s/mm 2 with a voxel resolution of 2.5 3 2.5 3 2.5 mm with 44 slices. The scan parameters were multiband 5 2; SENSE 5 2.2; TE 5 99 ms; partial Fourier 5 0.755. The fold-over direction was A-P with a posterior fat shift. The third data set was taken from the 2015 ISMRM Tractography Challenge. 24 These data were obtained from an artificial phantom that was generated using the FiberFox software (FiberFox America, Fort Lee, NJ). The anatomy was based on bundles segmented from a Human Connectome Project subject. The data included a 2-mm isotropic diffusion acquisition with 32 gradient directions at a b-value of 1000 s/mm 2 . An artifact-free ground-truth data set was also provided and was used as the truth data set in this analysis.
These 2 additional data sets were analyzed in the same fashion as the first, as detailed in the "Methods" section, with 1 exception for the 2015 ISMRM Tractography Challenge data. Because the 2015 ISMRM Tractography Challenge included a truth data set, we opted to use it rather than the Q-ball-fitted model as X truth . at an SNR of 20:1. The approaches described here can closely estimate the true bias and SD from single-acquisition data with no repeated volumes. In both cases, the magnitude of the difference between the estimated and true values is several times smaller than that of the original measures (note the scales of the color bars for the difference images); thus, we are able to accurately estimate both the bias and variance with these techniques. The B 0 image is provided as a structural reference for the variance estimation results matter and gray matter separately. The SIMEX procedure tends to underestimate the true bias of GFA in cases in which the true bias is larger. The bootstrap procedure is successful at estimating the true SD of GFA in both white matter and gray matter. Figure 4 provides a qualitative look at the performance of SIMEX and the wild bootstrap on GFA. In this figure, we compare the true GFA values with their estimated values, and compute the difference between the two, or the residual bias of our methods. Also included for reference are maps of the observed GFA and a B 0 image as a structural reference. In both cases, the procedures appear to estimate their targets well. These qualitative results are in line with the quantitative results shown in Figure 3. 
| RES U LTS
| Simulation results
| Sensitivity to noise
We have also provided the error of the SIMEX procedure as a function of SNR in Figure 5A . The RMSE decreases as the SNR increases for both white matter and gray matter. We identified a typical clinical SNR range between 20:1 and 40:1, and found that the SIMEX method works well within this range.
The SIMEX procedure ( Figure 5A ) shows a 5 to 7% improvement over the uncorrected estimates of GFA in white matter, and a 5 to 8% improvement over the uncorrected estimates of GFA in gray matter, within the SNR range. At lower SNR, the bias-correction procedure shows minimal improvement as a result of the noisy nature of the data. The largest improvements are seen in the meaningful range, although the procedure continues to result in lower RMSE at SNR up to 70:1.
To evaluate the performance of the bootstrap variance estimation procedure as a function of SNR, we examined the ratio of the estimated SD and the true SD for white matter and gray matter ( Figure 5B ). We found that within the SNR range, the wild bootstrap procedure is able to capture 97% of the true SD for white matter and 86% for gray matter.
| Performance of independent data sets
For the 2017 ISMRM TraCED Challenge data set, the SIMEX procedure ( Figure 6A ) shows 5 to 6% improvement over the uncorrected estimates of GFA in white matter, and a 5 to 7% improvement over the uncorrected estimates of GFA in gray matter, within the SNR range. We also find that within the SNR range, the wild bootstrap procedure is able to capture approximately 95% of the true SD for both white matter and gray matter ( Figure 6B ).
F IGUR E 5 Performance of SIMEX and bootstrap across a range of SNR. A, The RMSE of the SIMEX GFA estimation (log scale) after bias correction shows improvement over the RMSE without bias correction. Within the meaningful SNR range (shown in the gray box), the bias-corrected estimates show a 5 to 7% improvement over the uncorrected estimates in white matter and a 5 to 8% improvement over the uncorrected estimates in gray matter. Within the range, lower SNR shows greater improvements. B, The ratios of mean estimated SD of GFA and mean true SD of GFA within white matter and gray matter are shown across a range of SNR values. We find that the wild bootstrap procedure slightly underestimates the SD in white matter, where the estimates are approximately 97% of the true values in our specified meaningful SNR range. In gray matter, the underestimation is larger, although the bootstrap procedure still captures 86% of the true variation. Within the typical clinical SNR range, the methods estimate the SD well. Below this range we see lower performance, and above this range we see small improvements F IGUR E 6 Performance of SIMEX and bootstrap across a range of SNR for two additional data sets: 2017 TraCED Challenge and 2015 Tractography Challenge. A, For the TraCED Challenge, the RMSE of the SIMEX GFA estimation (log-scale) after bias correction shows improvement over the RMSE without bias correction. Within the meaningful SNR range (shown in the gray box), the bias-corrected estimates show a 5 to 6% improvement over the uncorrected estimates in white matter and a 5 to 7% improvement over the uncorrected estimates in gray matter. Within this range, the lower SNR shows greater improvements. B, For the TraCED Challenge, the ratios of mean estimated SD of GFA and mean true SD of GFA are shown across a range of SNR values. We find that the wild bootstrap procedure slightly underestimates the SD in both white matter and gray matter, where the estimates are approximately 95% of the true values in our specified meaningful SNR range. Within the typical clinical SNR range, the methods estimate the SD well. C, For the 2015 Tractography Challenge, the RMSE of the SIMEX GFA estimation (log scale) after bias correction shows improvement over the RMSE without bias correction. Within the meaningful SNR range (shown in the gray box), the bias-corrected estimates show a 3 to 11% improvement over the uncorrected estimates in white matter and a 5 to 8% improvement over the uncorrected estimates in gray matter. D, For the 2015 Tractography Challenge, the ratios of mean estimated SD of GFA and mean true SD of GFA are shown across a range of SNR values. We find that the wild bootstrap procedure overestimates the SD in both white matter and gray matter, where the estimates are 20 to 40% higher than the true values in our specified meaningful SNR range for white matter, and 10 to 11% higher in gray matter. We find that when there is a model mismatch, as is the case with our use of the Tractography data set, the wild bootstrap technique cannot accurately estimate the true SD For the 2015 ISMRM Tractography Challenge data set, the SIMEX procedure ( Figure 6C ) shows 3 to 11% improvement over the uncorrected estimates of GFA in white matter, and 5 to 8% improvement over the uncorrected estimates of GFA in gray matter, within the SNR range. The wild bootstrap procedure performs poorly on the 2015 ISMRM Tractography Challenge data set, overestimating the true SD by 20 to 40% in white matter and 10 to 12% in gray matter (Figure 6D) . Use of the provided truth data as the X truth rather than the Q-ball model, as we did for the other 2 data sets, negatively affects the performance of the wild bootstrap.
| D IS C US S I ON
The interpretation of DWI MRI is highly dependent on the conditions and parameters involved in the image acquisition. In addition, systematic bias has the potential to mislead the results of a statistical analysis of imaging data. Biased measurements in a diagnostic setting can have a negative effect on treatment decisions, whereas bias in a research setting may mislead methodological comparisons and imply false hierarchies among the analysis methods. The ability to correct the bias of an empirical sample without requiring a parametric model fit is valuable. With the methods described here, we can evaluate each acquisition independently, allowing for the identification of imaging artifacts and other data quality issues on a case-by-case basis.
Bias correction is an important factor for single scans as well as for repeated scans as part of a longitudinal study of a single patient; however, there is no accepted method available for bias estimation in HARDI data. The application of the SIMEX bias-correction technique can prove useful in such studies, in which changes within subject are of interest. In addition, the ability to quantify the bias and variance of a single scan proves useful for the comparison of different scan settings or analysis methods. Comparison of bias and variance among analysis methods allows for a more comprehensive summary of the usefulness of each and may better inform the choice of method for future studies.
The methods described in this paper are conceptually simple and computationally feasible, making them excellent candidates for inclusion in standard data processing procedures. The speed of these procedures is dependent on the time taken to add random noise to the data as well as the time taken to fit the model and compute the metric of interest. The SIMEX methodology is flexible in terms of the number of x values as well as the extrapolation function. These design considerations should be made based on the behavior of the metric of interest. The number of x values is chosen depending on the metric and should be large enough to capture the trend of the noise-added metrics, but not so large that variation from one value to the next is lost. The user may also choose the degree of the polynomial fit to the noise-added metrics, although we have found that a quadratic fit tends to work well for most cases and reduces the possibility of overfitting.
The SIMEX method detailed herein assumes that the noise has a Rician distribution with mean zero. Although data acquisitions are unlikely to have a truly zero mean noise distribution, the bias is small in high SNR data, leading us to maintain this assumption for simplicity. A possible limitation of this technique lies in the assumption that the Q-ball model is correct and does not introduce any systematic bias to the procedure. The reliance on a model is not unique to this procedure, and care should always be taken in fitting an appropriate model, to limit the amount of bias introduced to the analysis. Additionally, potential issues for the application to human data include increased noise levels or imaging artifacts. The SIMEX and bootstrap approaches are not guaranteed to work well in the presence of extreme imaging artifacts, and such artifacts may have negative effects on the resulting analysis. Care should be taken in the preprocessing steps to eliminate any sources of imaging noise that may affect the analysis. Because of the procedure's dependence on noise for bias estimation, we have found that the performance requires a relatively high SNR to perform optimally. Extensions to this method that may improve the performance at lower SNR will be the focus of our future work.
Perhaps the most interesting results are those seen in Figure 6 . In validating our work with additional data sets, we found that the use of the spherical harmonic Q-ball model as X truth is crucial to the ability of the wild bootstrap to accurately estimate the true SD of the GFA estimates. The wild bootstrap relies on the residuals between X truth and X obs , and when the two come from different models, this model mismatch dominates the Monte Carlo procedure's performance, leading to inaccurate estimates of the SD of GFA. It is encouraging to note that the SIMEX procedure is unaffected by the choice of truth model, thus proving itself to be a general-purpose technique for bias estimation in HARDI data acquisitions.
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