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DOUBLING CONSTRUCTION FOR O(m)×O(n) INVARIANT SOLUTIONS TO
THE ALLEN-CAHN EQUATION
OSCAR AGUDELO, MICHAŁ KOWALCZYK, AND MATTEO RIZZI
Abstract. We construct new families of two-ended O(m)×O(n)-invariant solutions to the Allen-
Cahn equation ∆u+u−u3=0 in RN+1, with N ≥ 7, whose zero level sets diverge logarithmically
from the Lawson cone at infinity. The construction is based on a careful study of the Jacobi-Toda
system on a given O(m) × O(n)-invariant manifold, which is asymptotic to the Lawson cone at
infinity.
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1. Introduction
In this work we study existence and asymptotic behaviour of bounded, sign-changing solutions
to the Allen-Cahn equation
∆u+ u− u3 = 0 in RN+1. (1.1)
Equation (1.1) was introduced in [3] to model the allocation of binary mixtures and it is the
prototype equation for the continuous modelling of phase transition phenomena.
In the one dimensional case, the Allen-Cahn equation becomes the ordinary differential equation
(ODE)
v′′(t) + v(t)− v3(t) = 0 in R. (1.2)
With the boundary conditions v(±∞) = ±1, the equation (1.2) has an explicit solution given by
v⋆(t) = tanh
(
t√
2
)
for t ∈ R (1.3)
and up to translations, this solution is unique. Besides, v⋆ is strictly monotone increasing, i.e.
v′⋆(t) > 0 for every t ∈ R. In particular, {v⋆ = 0} = {0}.
Assume N ≥ 1 and fix ~a ∈ RN+1, a unit vector and ξ0 ∈ RN+1. The function
u(ξ) := v⋆(t), t = ~a · (ξ − ξ0) for ξ ∈ RN+1 (1.4)
is a bounded and sign-changing solution to (1.1) which is monotone in the direction of ~a and whose
nodal set is the hyperplane with equation ~a · (ξ − ξ0) = 0. We remark that, up to a translation and
rotations of the axis, these solutions depend only on one variable and in this sense they are trivial.
In 1978 (see [17]), E. De Giorgi conjectured that if 1 ≤ N ≤ 7, then for any solution to (1.1)
which is monotone in one direction, the level sets {u = c} must be parallel hyperplanes. This is
equivalent to saying that for some unit vector ~a and some point ξ0, the solution u satisfies (1.4).
De Giorgi’s conjecture shows also evidence of the strong connection between the study of bounded
solutions to the Allen-Cahn equation and the theory of minimal hypersurfaces, see for instance [37].
In [6, 24], De Giorgi’s conjecture was established in dimensions N = 2, 3. In [39], it was proven
true in dimensions 4 ≤ N ≤ 8, under the additional assumption
lim
ξN+1→±∞
u(ξ′, ξN+1) = ±1.
Further evidence of the connection between solutions to (1.1) and the theory of minimal hypersur-
faces is the Bernstein Conjecture, concerning rigidity of minimal hypersurfaces, see [5, 7, 8, 23, 41].
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In [19] a counterexample, disproving the De Giorgi’s conjecture, was built for N = 8 using
the non-trivial minimal graph Γ built in [8], as a counterexample to Bernstein’s conjecture. The
solution found in [19] is bounded, monotone in one direction and its zero level set is close to the
dilated surface Γε = ε
−1Γ, where ε > 0 is a small positive number. The main strategy is based
upon the fact that Γǫ is nearly flat around each of this points and hence the quantity v⋆(t) is a
good approximation to a solution of (1.1), where t = t(ξ) is a choice of normal coordinate (signed
distance) from ξ to Γǫ.
In [20], the same approach was used for the case N = 2 to construct a solution to (1.1) having
zero level set close to a large dilation of an embedded minimal surface with finite total curvature,
that satisfies certain non-degeneracy assumptions. One important example of such surfaces is the
catenoid leading to an axially symmetric solution of (1.1).
The aforementioned construction was generalized to the case N ≥ 3 in [2], where the authors
built an axially symmetric solution to (1.1) having nodal set close to a large dilation of a logarithmic
correction of the higher dimensional catenoid. This logarithmic correction, which is governed by
the Liouville equation, is needed due to the fact that outside a large ball, the higher dimensional
catenoid is asymptotic to two parallel planes.
In the works mentioned above, the solutions are constructed using the infinite dimensional
Lyapunov-Schmidt reduction and based on the previous knowledge of what the nodal set should
be, profiting also from the properties of those minimal hypersurfaces in each particular case.
To mention some further relevant works, let us introduce some notation. Throughout this work,
we assume that N + 1 := m+ n ≥ 8 and that m,n ≥ 2. For points in RN+1 we write ξ = (x, y) ∈
Rm × Rn.
For m,n ≥ 2, we introduce the minimal hypersurface
Cm,n :=
{
(x, y) ∈ Rm × Rn : |x|2 = m− 1
n− 1 |y|
2
}
known as the Lawson cone. In the case m = n, Cm,m is known as the Simon’s cone. Also, observe
that the Lawson cone is invariant under the action of the group of rotations O(m)×O(n).
In [9, 10] existence and qualitative properties of saddle-shaped solutions to (1.1) are studied.
The nodal set of this solutions is exactly the Simons cone Cm,m.
We remark that for m,n ≥ 2, the opent set RN+1\Cm,n has two connected components, namely
E+m,n :=
{
(x, y) ∈ Rm × Rn : |x|2 < m− 1
n− 1 |y|
2
}
,
E−m,n :=
{
(x, y) ∈ Rm × Rn : |x|2 > m− 1
n− 1 |y|
2
}
,
corresponding to the interior and the exterior of Cm,n, respectively. The sets E
±
m,n help to describe
an important feature of Cm,n that has been already studied in [26, 35, 42] and that is described in
the next result.
Theorem 1.1. [35, 42] Let m, n ≥ 3, n + m = N + 1 ≥ 8. Then there exist two unique mini-
mal hypersurfaces Σ±m,n ⊂ E±m,n which are asymptotic to Cm,n at infinity and d(Σ±m,n, {0}) = 1.
Moreover, Σ±m,n are O(m) ×O(n)-invariant.
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We are interested in solutions u to (1.1) which are invariant under the action of the group of
rotations O(m) ×O(n). In this regard, the saddle-shaped solutions in [9, 10] enjoy this symmetry.
We stress that functions with such symmetry are even in each of the variables.
Let Σ be one of the minimal hypersurfaces Σ±m,n. In [38] the authors construct stable, O(m) ×
O(n)−invariant solutions to (1.1), changing sign once and having nodal set close to a large dilation
of Σ. Their construction follows the approach from [19] using extensively the area-minimising
character of the underlying cone. Also, from the results in [26], this contruction can be generalized
to more general minimal hypersurfaces asymptotic to an area-minimising cone.
In this work, we generalise this construction to built solutions to (1.1), but changing sign twice
near a large dilation of Σ.
The first step in this generalisation is the following theorem, which is our first main result in this
work.
Theorem 1.2. Let m, n ≥ 3, n +m = N + 1 ≥ 8 and let a⋆ > 0 be a constant. Let Σ be one of
the two minimal hypersurfaces constructed in Theorem 1.1, then there exists δ∗ > 0 small such that
if 0 < δ ≤ δ∗, then the equation
δ
(
∆Σw + |AΣ|2w
)
= 2a⋆e
−√2w (1.5)
has a smooth solution which is O(m) ×O(n)-invariant.
Above ∆Σ is the Laplace-Beltrami operator on Σ, |AΣ| is the norm of the second fundamental
form and ∆Σ + |AΣ|2 is the Jacobi operator. The nonlinear, exponential term on the right hand
side of (1.5) describes the Toda interaction between the two sheets of the zero level set of u, hence
the name the Jacobi-Toda equation given to (1.5). Before we will describe the role it plays in the
problem at hand in more details we will first explain why it is an important problem on its own.
Geometric analogs of the existence result for (1.1) proven in this paper are doubling construction
for minimal surfaces (e.g. [29], [30], [31]) and connected sum construction for CMC (constant mean
curvature) surfaces (e.g. [36]). Both are based on a similar idea of taking two copies of a given
minimal or CMC surface and building a new, connected surface of the same type by inserting a
catenoidal bridge between them. In general this requires also a deformation of the original surfaces.
Likewise, in our case we want to "double" the zero level set Σ of the solution u of (1.1) and the
Jacobi-Toda equation provides the "connection" between the two components. In this context a
general principle would be: if for a given minimal surface one can solve the Jacobi-Toda equation
(1.5) then a connected sum construction for (1.1) based on such surface should be possible (e.g.
[18, 21]). As recent results in [12] and [43] show that the Jacobi-Toda equation also plays a crucial
role in the problem of classification of finite Morse index solutions of the Allen-Cahn equation.
We state now the second result in this work, concerned directly with the existence of solutions
to (1.1).
Theorem 1.3. Let m, n ≥ 3, n+m = N+1 ≥ 8 and let Σ be one of the two minimal hypersurfaces
described in Theorem 1.1. Then there exists ε0 > 0 such that, for any ε ∈ (0, ε0), there exists a
solution uε to (1.1) in R
N+1 such that
(i) uε is smooth and O(m)×O(n)-invariant;
(ii) the zero level set of uε is the disjoint union of 2 connected components, which are normal
graphs over Σε := ε
−1Σ of O(m) ×O(n)-invariant functions;
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(iii) there exists a constant c > 0 such that for any ε ∈ (0, ε0) and any R > 2ε−1,∫
BR
1
2
|∇uε|2 + 1
4
(1− u2ε)2 ≤ cRN .
A few comments are now in order. First, from Theorem 1.3 and taking m,n ≥ 3, there are two
associated minimal hypersurfaces Σ±m,n, each of which giving rise to a family of solutions. Since
the nonlinearity is odd, if u is a solution then also −u is also a solution. Thus, we actually have 4
families of solutions.
Let Σ be as in Theorem 1.3. We remark also that the nodal set of the solution is governed by a
Jacobi-Toda system associated to Σ, namely:
ε2
(
∆Σh1 + |AΣ|2h1
)− a⋆e−√2(h2−h1) = 0
ε2
(
∆Σh2 + |AΣ|2h2
)
+ a⋆e
−√2(h2−h1) = 0
in Σ, (1.6)
where ∆Σ and |AΣ| are the Laplace-Beltrami operator and the norm of the second fundamental
form on Σ, respectively, and a⋆ > 0 is a constant depending only on the function v⋆ described in
(1.3).
As we will see, the system (1.6) is decoupled into the system
∆Σv0,1 + |AΣ|2v0,1 = 0
ε2
(
∆Σv0,2 + |AΣ|2v0,2
)− 2a⋆e−√2v0,2 = 0 in Σ, (1.7)
that can be solved using nondegeneracy of Σ (see Proposition 2.2 below) and Theorem 1.2 with
δ = ε2.
The proof of Theorem 1.3 is based on the infinite dimensional Lyapunov-Schmidth reduction
technique and as we will see, we can be more precise regarding the asymptotic behavior of the
solution uε. In particular the energy growth estimate follows from this.
To explain the previous paragraph, let ε ∈ (0, ε0) and let νΣ be the choice of the unit normal
vector to Σ pointing towards the hyperplane {0} × Rn. Let also Σε := ε−1Σ be a large dilation of
Σ. Consider a tubular neighbourhood of Σε of the form
Nε := {p+ zνΣ(εp) : p ∈ Σε, |z| < ε−1η + c|p|}
for some η > 0 small.
Observe that for any ξ = p+ zνΣ(εp) ∈ Nε, |z| = dist(ξ,Σε) and the solution uε satisfies that
uε(ξ) ∼ v⋆(z− h1(εp))− v⋆(z− h2(εp))− 1
while for ξ far from the set N , uε(ξ) ∼ −1 at an exponential rate in |z|.
Similar constructions have already been carried out for the equation (1.1) under different geo-
metric settings. We mention for instance [22], where the authors build solutions to (1.1) in R2,
having multiple ends governed at main order by a one-dimensional Toda System.
In [1] similar techniques as in [22] were used to construct solutions to (1.1) in R3 whose nodal
set, outside a large ball, has multiple catenoidal like components. These components are governed
by the Jacobi-Toda system associated to the catenoid.
Our developments are in the spirit of the construction of sign-changing solutions for the travelling
wave problem for the Allen-Chan equation, carried out in [21], within the context of hypersurfaces
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with constant mean curvature, where the nodal set of the solutions is also governed by a Jacobi-Toda
type system.
Finally, part (iii) in Theorem 1.3 implies that for any ε ∈ (0, ε0),
lim sup
R→∞
1
RN
∫
BR
1
2
|∇uε|2 + 1
4
(1− u2ε)2 <∞
and this suggests that these solutions should have finite Morse index, see [6, 24].
The rest of the paper is organized as follows: Section 2 discusses the topic of minimal hypersur-
faces, minimal cones and area-minimising hypersurfaces. It also contains a detailed discussion on
nondegeneracy properties of the hypersurfaces Σ±m,n. Section 3 discusses the proof of Theorem 1.2
and the solution of system (1.6). Section 4 presents the approximate solution to (1.1) and gives the
preliminary sketch of the proof of Theorem 1.3. In section 5 we present the Lyapunov-Schmidth
reduction and we finish the proof of part (i) and (ii) in Theorem 1.3. Finally, in Section 6, we prove
the energy estimate of the gradient in part (iii) of Theorem 1.3.
2. O(m) ×O(n)-invariant minimal hypersurfaces
2.1. The Jacobi operator and stability. A hypersurface having zero mean curvature is not
necessarily a minimiser of the area functional. One way to study the stability properties of a
minimal hypersurface is through the study of the second variation of the area functional around
the hypersurface, whenever the area functional is smooth enough.
To be more precise, let Σ ⊂ RN be a hypersurface with singular set sing(Σ) and normal vector
ν : Σ− sing(Σ)→ RN . For any v ∈ C∞c
(
Σ\sing(Σ)), consider the normal graph
Σv := {p+ v(p)νΣ(p) : p ∈ Σ}.
It is well known that Σ is a minimal hypersurface if it is a critical point (in some appropriate
topology) of the functional
C∞c
(
Σ\sing(Σ)) ∋ v 7→ ∫
Σv
1 dσ, (2.1)
which is equivalent to saying that v = 0 is a zero for the mean curvature operator,
C∞c
(
Σ\sing(Σ)) ∋ v 7→ HΣv . (2.2)
The second variation of (2.1) and the first variation of (2.2) at v = 0 give rise to the quadratic
form
v ∈ C∞c (Σ\sing(Σ)) 7→
∫
Σ
(
|∇Σv|2 − |AΣ|2v2
)
dσ,
which is characterised by the Jacobi operator of Σ,
JΣ := ∆Σ + |AΣ|2, (2.3)
where ∆Σ is the Laplace-Beltrami operator and |AΣ| is the norm of the second fundamental form
of Σ.
Stability properties of Σ can be studied with the help of the operator JΣ. We say that Σ is stable
if for every v ∈ C∞c (Σ\Sing(Σ)), ∫
Σ
(|∇Σv|2 − |AΣ|2v2)dσ ≥ 0. (2.4)
We also say that Σ is strictly stable if the inequality in (2.4) is strict.
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Observe that the minimal hypersurface Σ is stable if and only if the eigenvalues of −JΣ are non
negative, while it is strictly stable if and only if all these eigenvalues are positive.
Next, we consider the case when Σ is a minimal cone, which we denote by C (saving Σ for later
porpuses). We will also assume that C is regular, i.e. sing(C) consists only on one point which is
assumed to be the origin.
Next, we analyse the stability properties of C. Let Bρ denote the ball in R
N and SN−1ρ be the
sphere in RN both of them of radius ρ > 0 and centered at the origin.
Set Λ := C ∩ ∂B1 so that Λ is a minimal submanifold of ∂B1 and
C = {rp : p ∈ Λ, r > 0}. (2.5)
In the (r, p)-coordinates, the Jacobi operator JC = ∆C + |AC |2 takes the form
JC = ∂
2
r +
N − 1
r
∂r +
1
r2
JΛ, (2.6)
where JΛ corresponds to the Jacobi operator of Λ.
Let
λ1 < λ2 ≤ λ3 ≤ · · · ≤ λk ≤ · · ·
be the sequences of eigenvalues of −JΛ, counting multiplicities, and let {ϕj}j≥1 be an orthonormal
basis for L2(Λ) with ϕj being an eigenfunction associated to λj .
For any φ ∈ L2(C), we perform the Fourier decomposition,
φ(rp) =
∞∑
j=1
φj(r)ϕj(p) with φj(r) =
∫
Λ
φ(rp)ϕj(p)dσ(p)
for all r > 0.
Therefore, φ is an eigenfunction of −JC with eigenvalue µ ∈ R if and only if for every j ∈ N,
−∆φj + λj|y|2 φj = µφj in R
N . (2.7)
Multiply (2.7) by φj and integrate by parts, using that for j > 1, λj > λ1 and the Hardy
inequality (see [11], Proposition 1.20) to find that
µ
∫
RN
φ2jdy ≥
((
N − 2
2
)2
+ λ1
)∫
RN
φ2j
|y|2 dy,
which yields that the cone C is stable if
λ1 ≥ −
(
N − 2
2
)2
(2.8)
and strictly stable if
λ1 > −
(
N − 2
2
)2
. (2.9)
We now focus in the particular instance when C is a Lawson cone. To be more precise, let
m,n ≥ 2 and such that N = m+ n− 1. Recall that the Lawson cone is defined as
Cm,n :=
{
(x, y) ∈ Rm × Rn : |x|2 = m− 1
n− 1 |y|
2
}
. (2.10)
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In this case,
Λ = Λm,n := S
m−1
ρm × Sn−1ρn ,
where ρm :=
√
m−1
N−1 and ρn :=
√
n−1
N−1 .
Since |AΛm,n |2 = N − 1, the Jacobi operator of Λm,n takes the form
JΛm,n = ∆Λm,n + (N − 1)
and the first eigenvalue of −JΛm,n is λ1 = −(N − 1) < 0. Thus, (2.9) translates into
(N − 2)2
4
− (N − 1) > 0
or equivalently N ≥ 7.
Therefore, the Lawson cone Cm,n is stable whenever n+m ≥ 8, n,m ≥ 2 (see [38]) and its Jacobi
operator JCm,n reads as
JCm,n = ∂
2
r +
N − 1
r
∂r +
1
r2
(
∆Λm,n + (N − 1)
)
. (2.11)
2.2. Area-minimising hypersurfaces. Another property of the Lawson cone Cm,n that con-
cerns with its stability is that Cm,n is not only a minimal hypersurface, but actually it is an area
minimising hypersurface. Next, we discuss this topic in more detail.
First, define the perimeter of a subset E ⊂ RN+1 in an open set Ω ⊂ RN+1 as
Per(E,Ω) := sup
{∫
E
divX dξ : X ∈ C∞c (Ω,RN+1)
}
. (2.12)
If E has smooth boundary ∂E, it follows from the Divergence Theorem that Per(E,Ω) coincides
with the N -dimensional Hausdorff measure of ∂E ∩ Ω. However, the definition in (2.12) allows us
to treat the case of sets E with non-smooth boundary ∂E, like the case when ∂E = Cm,n.
Up to a translation, there is no loss of generality in assuming that 0 ∈ ∂E. Next, we define the
concept of area minimising hypersurface.
Definition 2.1. We say that Σ := ∂E is an area-minimising hypersurface if for any ρ > 0 and for
any smooth set F ⊂ RN+1 such that F\Bρ = E\Bρ,
Per(E,B2ρ) ≤ Per(F,B2ρ).
This definition is equivalent to say that Σ is a global minimiser of the area functional. Therefore,
any area-minimising hypersurface is a minimal hypersurface.
We refer interested readers to [11, 13] and references therein, for a deeper understanding of the
Definition 2.1 and related topics.
A relevant question concerns with the regularity of area-minimising hypersurfaces and, in general,
of minimal hypersurfaces. In [41], Simons proved that if N ≤ 6, N -dimensional area-minimising
hypersurfaces are smooth. In higher dimension, area-minimising cones are known to exist (see [15]).
This is the essence of the following theorem.
Theorem 2.1. [15]
(i) If N = m+ n− 1 > 7 with n,m ≥ 2, then the Lawson cone Cm,n is area-minimising.
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(ii) If N = m+n−1 = 7, then the Lawson cone Cm,n has zero mean curvature everywhere except
in the origin, which is singular. Moreover, it is area-minimising if and only if |m−n| ≤ 2.
Theorem 2.1 provides an example of non smooth N -dimensional area-minimising hypersurfaces,
at least of dimension N ≥ 7. The first result in this direction was obtained in [8] for the case
n = m ≥ 4. The case m + n > 8 was treated in [33], while in [40] it is proven that C3,5 is area
minimising and that C2,6 has zero mean curvature, but it is not a global minimiser of the area.
We finish this discussion with the notion of strictly area-minimising cones.
Definition 2.2. Let C ⊂ RN+1 be a cone and set Λ := C ∩ B1. Then C is said to be strictly
area-minimising if there exist constants θ > 0 and ε0 > 0 such that for any ε ∈ (0, ε0) and for any
smooth hypersurface Γ ⊂ RN+1\Bε such that Γ\B1 = C\B1
HN (Λ) ≤ HN (Γ ∩B1)− θεN ,
where HN stands for the N−dimensional Hausdorff measure in RN+1.
For instance, if n,m ≥ 2 and N = m + n − 1 > 7, then Cm,n is strictly area minimising. The
same is true if n,m ≥ 3 and N = m+ n− 1 = 7. This agrees with the fact that in this case Cm,n
is strictly stable.
2.3. Minimal hypersurfaces asymptotic to a cone. Next, we discuss the existence and asymp-
totic behaviour of smooth minimal hypersurfaces that are asymptotic to the cone Cm,n, m,n ≥ 3,
m + n ≥ 8. In this work, these hypersurfaces are the core of the construction of sign changing
solutions to (1.1).
In what follows we make extensive use of some of the symmetries of the cone Cm,n. To be more
precise, consider the group O(m) × O(n). From (2.10) it is clear that Cm,n is invariant under the
action of this group.
A function v : Cm,n → R is invariant under the action of O(m)×O(n) if and only if there exists
v : (0,∞)→ R such that
v(rp) = v(r) for all r > 0, p ∈ Λm,n.
We are next interested in the solutions of the homogeneous equation
JCm,nv = 0 in Cm,n,
also known as Jacobi fields of Cm,n. In particular, we are interested in the O(m)×O(n)−invariant
Jacobi fields.
It is straightforward to verify that the only two O(m)×O(n)−invariant Jacobi fields of Cm,n are
u±(rp) = u±(r) = rγ
±
,
where γ± are the roots (usually referred to as indicial roots) of
γ2 + γ(N − 2) + (N − 1) = 0,
that is
γ± = −N − 2
2
±
√(
N − 2
2
)2
− (N − 1).
Observe that γ± ∈ (−∞, 0) if and only if N ≥ 7.
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Let E± denote the two connected components of RN+1\Cm,n, where E− is the component
containing the hyperplane {(x, y) ∈ Rm × Rn : y = 0}.
The following result summarises the discussion in this section.
Theorem 2.2. [4, 26, 35, 42]
Let m,n ≥ 3, m + n ≥ 8. Then there exist two unique minimal hypersurfaces Σ±m,n ⊂ E±
satisfying that
(i) Σ±m,n are smooth;
(ii) dist(Σ±m,n, {0}) = 1;
(iii) for any ξ ∈ E±, the ray {λξ : λ > 0} intersects Σ±m,n exactly once;
(iv) Σ±m,n are O(m) ×O(n)-invariant;
(v) there exist constants R± = R±(Cm,n) > 0, c > 0 and O(m) × O(n)−invariant functions
w± : Cm,n\BR± → R such that
w+ > 0, w− < 0 in Cm,n\BR± respectively;
for any p ∈ Cm,n\BR±
w±(p) = c|p|γ+(1 + o(1)) as |p| → ∞ (2.13)
and
Σ±m,n = {p+ w±(p)νCm,n(p) : p ∈ Cm,n\BR±},
where νCm,n : Cm,n\{0} → RN+1 is the choice of the normal vector to Cm,n pointing towards
E+.
Proof. In Theorem 2.1 from [26], given an area minimising cone C, the authors prove the existence
of two unique smooth area minimising hypersurfaces Σ±m,n ⊂ E± with d(Σ±m,n, {0}) = 1 and
asymptotic to Cm,n in the sense that, outside a ball, they are normal graphs over Cm,n of functions
w+ > 0 and w− < 0 respectively. It is also proven that the scaling λΣ±m,n, λ > 0, foliates E
±
respectively. The decay rate of these graphs is given by Theorem 3.2 in [26], provided C is strictly
area minimising, which is the case if C = Cn,m for such m+ n = 8 and m,n ≥ 3 or n+m ≥ 9 and
m,n ≥ 2.
As for (iv), in [4] the authors prove the existence of two O(m)×O(n)−invariant stable minimal
hypersurfaces Γ±m,n ⊂ E± which are asymptotic to Cm,n at infinity and that satisfy (i),(ii) and (iii),
for n+m ≥ 8, m,n ≥ 3. By the uniqueness result in [35], we find that Σ±m,n = Γ±m,n, thus for such
m,n, (iv) is satisfied too. 
Remark 2.1. The restrictions about m and n are crucial in the proof of Theorem 2.2, since
Theorems 2.1 and 3.2 from [26] relies on the strict minimality of the cones. In dimension N =
m+ n− 1 ≤ 6 there exist no area-minimising cones.
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2.4. The Jacobi operator on an O(m) × O(n)-invariant minimal hypersurface. In what
follows we set Σ := Σ−m,n. This represents no significant restriction in our developments since
Σ+m,n = σ
−1(Σ−n,m), where σ(x, y) = (y, x). In particular, if a family of solutions uε to the Allen-
Cahn equation satisfying the properties of Theorem 1.3 with Σ = Σ−n,m exists, then the family
vε := uε ◦ σ will enjoy the same properties with Σ = Σ+m,n.
Similar to Cm,n, the set R
N+1\Σ has two connected components one, which we denote, abusing
the notation, by E±. We make the convention that E+ is the connected component containing the
hyperplane {0} × Rn.
The O(m) × O(n)−invariance of Σ implies that Σ is generated by a smooth, regular curve
Υ : R→ R2, Υ(s) := (a(s), b(s)) in the half-plane
Q := {(a, b) ∈ R2 : a > 0}
and such that Υ(0) = (1, 0) and Υ′(0) = (0, 1).
To be more precise, let νΣ : Σ → RN+1 be the choice of the unit normal vector to Σ, pointing
towards E+. For any p ∈ Σ, there exists a unique (s, x, y) = (s(p), x(p), y(p)) ∈ R× Sm−1 × Sn−1
such that
p := (a(s)x, b(s)y) . (2.14)
We stress that the function
p ∈ Σ 7→ s(p) ∈ R
is surjective, but not injective.
From (2.14), we compute for p := (a(s)x, b(s)y),
νΣ(p) = (−b′(s)x, a′(s)y) (2.15)
and the principal curvatures of Σ are computed as
λ0 =
−a′′b′ + a′b′′
((a′)2 + (b′)2)3/2
,
λi =
b′
a
√
(a′)2 + (b′)2
, 1 ≤ i ≤ m− 1,
λj =
−a′
b
√
(a′)2 + (b′)2
, m ≤ j ≤ m+ n− 2.
(2.16)
The principal curvatures of Σ allow us to compute HΣ and |AΣ|2 as follows:
HΣ = λ0 + λ1 + λ2 + · · ·+ λm+n−2
|AΣ|2 = λ20 + λ21 + λ22 + · · ·+ λ2m+n−2.
(2.17)
Without any loss of generality, assume that Υ is parametrised by arch-lenght, i.e.
(a′)2 + (b′)2 = 1, (2.18)
so the fact that Σ is a smooth O(m)×O(n)− invariant minimal surface together with (2.16),(2.17)
and (2.18), yield
HΣ = −a′′b′ + b′′a′ + (m− 1)b
′
a
− (n− 1)a
′
b
= 0 (2.19)
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and
|AΣ|2 = (−a′′b′ + a′b′′)2 + (m− 1)
(
b′
a
)2
+ (n− 1)
(
a′
b
)2
. (2.20)
On the other hand, from parts (ii), (iii) and (v) in Theorem 2.2, we find that for some R > 0,
Cm,n\BR is diffeomorphic to Σ via the O(m) ×O(n)−invariant mapping
Cm,n\BR ∋ p 7→ p+ w−(p)νCm,n(p) ∈ Σ.
Therefore, the definition of O(m) × O(n)−invariant function extends naturally to functions de-
fined over Σ.
To be more precise, a function v : Σ → R is invariant under the action of O(m) × O(n) if and
only if there exists v : R→ R such that for every s ∈ R, x ∈ (0, 2π)m−1 and y ∈ (0, 2π)n−1,
v(p) = v(s(p)).
Roughly speaking, a function defined on Σ is O(m) ×O(n)−invariant if it depends only on the
arch-length parameter s of the profile curve Υ or equivalently it depends only |p|.
Observe that (2.20) implies that |AΣ|2 depends only of the arch-length variable s and hence it
is O(m) ×O(n)−invariant.
Next, study the invertibility theory for the linear equation
∆Σq+ |AΣ|2q = f in Σ (2.21)
in the class of O(m)×O(n)-invariant functions.
2.5. The Emden-Fowler change of variables in the Jacobi operator. In terms of the coor-
dinates p = (a(s)x, b(s)y) in (2.14), the Laplace-Beltrami operator acting on O(m)×O(n)-invariant
functions q(p) = q(s(p)) reads as
∆Σq = ∂
2
sq + α(s)∂sq with α(s) := (m− 1)
a′
a
+ (n− 1)b
′
b
. (2.22)
Setting β(s(p)) := |AΣ(p)|2, the equation (2.21) becomes
∂2sq + α(s)∂sq + β(s)q = f in R, (2.23)
where we have set f(p) = f(s(p)).
The O(m) × O(n)−invariance allows us to restrict ourselves to the case when q and f are even
and consequently, we study (2.23) for s > 0 with the boundary condition ∂sq(0) = 0.
Consider the Emden-Fowler change of variables s = et and for t ∈ R, set
α˜(t) := α(et)et − 1 and β˜(t) := β(et)e2t. (2.24)
Consider also,
p(t) := exp
(
−
∫ t
0
α˜(τ)
2
dτ
)
for t ∈ R, (2.25)
so that p(t) solves
2
∂tp
p
+ α˜(t) = 0. (2.26)
We look for a solution to (2.23) having the form q(s) = p(t)u(t). From (2.24) and (3.37), we find
that
∂2sq + α(s)∂sq + β(s)q =
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= ∂2t u+
(
2
∂tp
p
+ α˜(t)
)
∂tu+
(
∂2t p
p
+ α˜(t)
∂tp
p
+ β˜(t)
)
u
= ∂2t u+
(
∂2t p
p
+ α˜(t)
∂tp
p
+ β˜(t)
)
u.
Set
f˜(t) :=
e2t
p(t)
f(et) and V (t) :=
∂2t p
p
+ α˜(t)
∂tp
p
+ β˜(t) (2.27)
for t ∈ R.
From (2.24) and (2.25),
V (t) = −1
4
(α(et)et − 1)2 + 1
2
(α′(et)e2t + α(et)et) + β(et)e2t
and from the equation (2.23) for q, we find that u must solve
∂2t u+ V (t)u = f˜ in R. (2.28)
In order to solve (2.28), we must analyze the asymptotic behavior of V (t) as t → ±∞. This
analysis is done by studying the asymptotic behavior at s = 0 and at infinity of the functions a and
b related to (2.14), as well as its derivatives.
First, notice that a is an even function while and b is odd and since Υ(0) = (1, 0) and Υ′(0) =
(0, 1), then
a(0) = 1 and b(0) = 0,
a′(0) = 0 and b′(0) = 1.
(2.29)
Let T,N : R→ R2 denote the tangent and a choice of the unit normal vector to Υ respectively,
so that {T,N} is a Frenet frame with positive orientation. Thus,
T (s) = (a′(s), b′(s)) and N(s) = (−b′(s), a′(s)).
Let k : R→ R denote the curvature of Υ. Thus, k is an even function that does not change sign
and from (2.19),
k := −T ′ ·N = −a′′b + a′b′′ = −(m− 1)b
′
a
+ (n− 1)a
′
b
. (2.30)
Performing a Taylor expansion around s = 0, we fix s0 ∈ (0, 1) such that for any s ∈ (0, s0),
a(s) = 1 +
a′′(0)
2
s2 +O(s4)
b(s) = s+
b(3)(0)
6
s3 +O(s5).
(2.31)
Also,
0 = lim
s→0
HΣ = (m− 1)− a′′(0)n
so that
a′′(0) =
m− 1
n
.
On the other hand, from Taylor expansion, (2.30) and (2.31),
k(s) = −m− 1
n
+O(s2) for s ∈ (0, s0). (2.32)
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Recall that β(s) = |AΣ(s(p))|2. From (2.19), (2.20) and (2.32), performing again the Taylor
expansion for β(s) around zero we find that for any s ∈ (0, s0),
β(s) =
N(m− 1)
n︸ ︷︷ ︸
=:c0
+O(s2). (2.33)
As for the asymptitoc behavior of β(s) at inifinity, we proceed as follows.
Since outside a ball Σ is the normal graph over the cone Cm,n of an O(m) × O(n)-invariant
function w−(p) = w−(r), r = |p|, (see part v in Theorem 2.2), then
(a(s), b(s)) =
1√
N − 1
(√
m− 1,√n− 1) r + 1√
N − 1
(−√n− 1,√m− 1)w−(r)
where s = s(p) is the arch length parameter along Υ.
Thus, for some r0 > 0 fixed,
s =
∫ r
r0
√
1 + (∂rw−(r′))2dr′ = r +O(rγ+−α) as r →∞
with α > 0.
On the other hand,
lim
s→∞
a(s)
s
= lim
s→∞ a
′(s) =
√
m− 1
N − 1
lim
s→∞
b(s)
s
= lim
s→∞ b
′(s) =
√
n− 1
N − 1
(2.34)
and so we can fix c1 and s1 ∈ (s0,∞) such that for any s ∈ (s1,∞),
a(s) =
√
m− 1
N − 1s+
√
n− 1
N − 1c1s
γ+ +O(sγ+−α),
b(s) =
√
n− 1
N − 1s−
√
m− 1
N − 1c1s
γ+ +O(sγ+−α)
(2.35)
and these expressions can be differentiated.
Putting together (2.20) and (2.35), for any s > s1,
β(s) =
N − 1
s2
+O(s−3). (2.36)
We also remark that ∂sβ < 0 in R.
Next, we study the asymptotic behavior of the function
α = (m− 1)a
′
a
+ (n− 1)b
′
b
in R.
By fixing s0 > 0 smaller and s1 > s0 larger if necessary, we find from (2.31) that for any
s ∈ (0, s0),
α(s) =
n− 1
s
+O(s) (2.37)
and from (2.35) that for any s > s1,
α(s) =
N − 1
s
+O(s−2) (2.38)
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Summarising, the function β : R → (0,∞) is a positive, smooth, even and strictly decreasing
function such that for some c0 > 0,
β(s) =


c0 +O(s2), 0 < s < s0
N − 1
s2
+O(s−3), s > s1,
(2.39)
while the function α : (0,∞)→ R is a positive, smooth function such that
α(s) =


n− 1
s
+O(s), 0 < s < s0
N − 1
s
+O(s−2), s > s1.
(2.40)
Next, denote
T0 := ln(s0) and T1 := ln(s1).
From (2.24), (2.39) and (2.40),
α˜(t) =
{
(n− 2) +O(e2t) for t < T0,
(N − 2) +O(e−t) for t > T1
(2.41)
and
β˜(t) =
{
c0e
2t +O(e4t), for t < T0,
N − 1 +O(e−t), for t > T1.
(2.42)
On the other hand, from (2.25) and (2.41),
p(t) =

 e
−n−22 t
(
1 +O(e2t)) , t < T0
e−
N−2
2 t
(
1 +O(e−t)) , t > T1. (2.43)
We remark that the asymptotic behaviours described in (2.41), (2.42) and (2.43) can be differ-
entiated in the variable t.
From this discussion and a straight forward computation we find that
∂ttp(t)
p(t)
+ α˜(t)
∂tp(t)
p(t)
=


− (n− 2)
2
4
+O(e2t), for t < T0
− (N − 2)
2
4
+O(e−t), for t > T1.
(2.44)
Putting together (2.27), (2.42) and (2.44), we find that
V (t) =


− (n− 2)
2
4
+O(e2t), for t < T0
− (N − 2)
2
4
+ (N − 1) +O(e−t), for t > T1
(2.45)
and this relations can be differentiated. We also recall that N ≥ 7 and so(
N − 2
2
)2
− (N − 1) > 0.
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2.6. Jacobi fields of Σ. The minimality of Σ is invariant under dilation and this allows us to find
an explicit smooth and O(m)×O(n)−invariant Jacobi field for Σ, namely the function
Σ ∋ p 7→ p · νΣ(p).
In addition, this Jacobi field does not change sign. This follows from the fact that the family
{λΣ}λ>0 is a foliation of the connected component of RN+1\Cm,n containing Σ.
We will use this information to prove the following Proposition. Recall that
γ± = −N − 2
2
±
√
(N − 2)2
4
− (N − 1) < 0
and consider c1 > 0 and α > 0 the constants in (2.35).
Proposition 2.1. There exist exactly two O(m)×O(n)-invariant linearly independent Jacobi fields
v±(p) = v±(s(p)) > 0 of Σ such that
(i) v+(s) is smooth, even in the variable s, v+(0) = 1 and
v+(s) = c1s
γ+
(
1 +O(s−α)) as s→∞ (2.46)
(ii) v−(s) is smooth except at s = 0, where it is singular and for some c2 > 0
v−(s) =
{
s−(n−2)(1 +O(s2)) as s→ 0
c2s
γ−
(
1 +O(s−α)) as s→∞, (2.47)
where α ∈ (0, 1). Moreover, relation (2.46) and (2.47) can be differentiated.
Proof. Set v+(p) = −p· νΣ(p) for p ∈ Σ. We know that v+ is a smooth Jacobi field which does not
change sign. Directly from (2.14) and (2.15), we find for p = (a(s)x, b(s)y) that
v+(p) = −p· νΣ(p) (2.48)
so that v+(s) := v(p) = a(s)b
′(s) − a′(s)b(s) and hence it is even in the variable s. Since v+ does
not change sign and v+(0) = 1, then v+ > 0 in Σ.
From (2.35) and a direct computation,
v+(s) = c1s
γ+
(
1 +O(s−α)) as s→∞,
where we assume that α ∈ (0, 1).
This relation can be differentiated in the sense that
sv′+(s) = c1γ+ s
γ+
(
1 +O(s−α)) as s→∞ (2.49)
and this proves (2.46) and completes the proof of (i).
We next, prove (ii). With the Emden-Fowler change of variables s = et and using the function
defined in (2.25), we write
v+(s) = p(t)u+(t) for t ∈ R.
From (2.28) with f˜ = 0, we see that u+ must solve the ODE
∂2t u+ + V (t)u+ = 0 in R. (2.50)
Setting,
λ :=
n− 2
2
and Λ :=
√(
N − 2
2
)2
− (N − 1) (2.51)
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we find from (2.43) and (2.46) that for some c > 0,
u+(t) =
{
eλt
(
1 +O(e2t)) , t < T0
c1e
Λt
(
1 +O(e−αt)) , t > T1. (2.52)
Proceeding in a similar fashion using (2.43), (2.46), (2.49), (2.52) and the fact that,
∂tu+(t) =
et
p(t)
∂sv+(e
t)− ∂tp(t)
p(t)
u+(t),
we find that
∂tu+(t) =
{
λ eλt
(
1 +O(e2t)) , t < T0
Λc1 e
Λt
(
1 +O(e−αt)) , t > T1. (2.53)
Next, we find the second predicted Jacobi field of Σ. Set,
u−(t) := u+(t)
∫ ∞
t
1
u+(τ)2
dτ for t ∈ R. (2.54)
Clearly, u− is smooth and positive in R. From (2.50) and the variation of parameters formula,
we conclude that u− solves
∂2t u− + V (t)u− = 0 in R (2.55)
and u+, u− are linearly independent.
As for the asymptotic behavior of u−, we estimate directly from (2.52) and (2.54), to find that
after normalisation of the solution, for some c2 > 0,
u−(t) =
{
e−λt
(
1 +O(e2t)) , t < T0
c2e
−Λt (1 +O(e−αt)) , t > T1, (2.56)
where we have taken T0 < 0 smaller and T1 > T0 larger if necessary, but still fix.
Similarly,
∂tu−(t) =
{ −λ e−λt (1 +O(e2t)) , t < T0
−Λ c2e−Λt
(
1 +O(e−αt)) , t > T1. (2.57)
Going back to the original coordinate p = (a(s)x, b(s)y), we define
v−(p) = v−(s) := p
(
log(s)
)
u−(log(s)).
We conclude that v− is smooth and positive in (0,∞). From (2.55), v−(s) is another Jacobi field
and the classical ODE theory yields that v+(s), v−(s) form a fundamental set for all the Jacobi
fields of Σ that are O(m) ×O(n)-invariant.
Finally, from (2.43), (2.56) and (2.57),
v−(s) =
{
s−(n−2)(1 +O(s2)) as s→ 0
sγ−
(
1 +O(s−α)) as s→∞
and this relation can be differentiated, i.e.
sv−(s) =
{
s−(n−2)(1 +O(s2)) as s→ 0
sγ−
(
1 +O(s−α)) as s→∞.
This proves (2.47) and completes the proof of the proposition.

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At this point, a few important remarks are in order.
Remark 2.2. (i) We stress out that in the upcoming developments, the asymptotics described
in expressions (2.52), (2.53), (2.56) and (2.57) will play a crucial role. Particularly, in the
proof of Proposition 2.2 (see below).
(ii) Since minimal hypersurfaces in RN+1 are invariant under translations and rotations also,
one expects the existence of other linearly independent Jacobi fields. However, these Jacobi
fields are not O(m) ×O(n)−invariant and hence we do not study them here.
2.7. The Jacobi equation. Next, we introduce suitable function spaces to study invertibility
theory for (2.21).
For β ∈ (0, 1), µ > 0 and a function f : Σ→ R we set
‖f‖∞,µ := ‖(s(p)2 + 2)
µ
2 f‖L∞(Σ),
‖f‖C0,βµ (Σ) := sup
ζ∈Σ
(s(p)2 + 2)
µ
2 ‖f‖C0,β(B1(p)) (2.58)
and we consider the Banach space C0,βµ (Σ) defined as the space of O(m)×O(n)−invariant functions
f ∈ C0,βloc (Σ) for which the norm
‖f‖C0,βµ (Σ) <∞. (2.59)
We also consider the Banach space C2,βµ (Σ) defined as the space of O(m) × O(n)−invariant
functions q ∈ C2,βloc (Σ) for which the norm
‖q‖C2,β∞,µ(Σ) := ‖D2Σq‖C0,β2+µ(Σ) + ‖∇Σq‖∞,1+µ + ‖q‖∞,µ <∞. (2.60)
The following proposition shows that in this functional analytic setting, the linear operator in
(2.21) has an inverse.
Proposition 2.2. Let β ∈ (0, 1) and µ > 0. Then, there exists a constant c > 0 such that for any
f ∈ C0,β2+µ(Σ), there exists a solution q ∈ C2,β∞,µ(Σ) to (2.21) such that
‖q‖C2,β∞,µ(Σ) ≤ c‖f‖C0,β2+µ(Σ). (2.61)
Proof. Given any f ∈ C0,β2+µ(Σ), we write f(p) = f(s) and look for a solution of (2.21) having the
form
q(s) := p(t)u(t) for s = et > 0.
Therefore, u(t) must solve (2.28) with
f˜(t) :=
e2t
p(t)
f(et) for t ∈ R
and where the function p(t) and the potential V (t) are described in (2.43) and (2.45).
Observe that
|f˜(t)| ≤


e(
n
2+1)t‖f‖C0,β2+µ(Σ) for t ≤ T0,
e(
N−2
2 −µ)t‖f‖C0,β2+µ(Σ) for t ≥ T1.
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A solution of (2.28) is given by the formula:
u(t) = u+(t)
∫ t
−∞
u−(τ)W−1(τ)f˜(τ)dτ − u−(t)
∫ t
−∞
u+(τ)W
−1(τ)f˜ (τ)dτ (2.62)
for t ∈ R.
Observe that the Wronskian W (t) of u+(t) and u−(t) is constant. Directly from (2.52), (2.53),
(2.56), (2.57) and (2.62) we find that for some C > 0 depending only on µ and N ,
|u(t)|+ |∂tu(t)| ≤ C


e(
n
2+1)t‖f‖C0,β2+µ(Σ) for t ≤ T0,
e(
N−2
2 −µ)t‖f‖C0,β2+µ(Σ) for t ≥ T1.
(2.63)
Pulling back the change of variables, we find from (2.63),that q(s) ∼ s2 as s→ 0+. In particular,
q(0) = ∂sq(0) = 0 so that q can be extended to an even function over R.
We also find from (2.23), (2.39), (2.40) and (2.63) that
‖D2Σq‖∞,2+µ + ‖∇Σq‖∞,1+µ + ‖q‖∞,µ ≤ c‖f‖C0,β2+µ(Σ). (2.64)
We finish the proof of the estimate (2.61) by applying standard Hölder regularity. Since the
coefficient α(s) in (2.23) is singular at the origin, we rather use regularity theory to the corresponding
partial differential equation (2.21). Thus, using (2.21) we notice that for s(p) ∈ (0, 12 ) we have
‖q‖C2,β(B 3
2
(p)) ≤ c(‖q‖L∞(B2(p)) + ‖f‖C0,β(B2(p))) ≤ ‖f‖C0,β(B2(p)).
If s(p) ≥ 12 , the same estimate follows from (2.23), (2.64) and the fact that α is bounded and
smooth outside a neighbourhood of the origin. This completes the proof of the proposition. 
3. The Jacobi-Toda equation
In this section we provide a detailed proof of the Theorem 1.2. We proceed by studying solvability
theory for the equation
δJΣh− 2a⋆e−
√
2h = 0, (3.1)
where δ > 0 is a small parameter and a⋆ > 0 is a constant. We also recall that JΣ is the Jacobi
operator of Σ described in (2.21), (2.22) and (2.23).
In what follows we will use the following notation. For a function v defined on Σ, set
Eδ(v) := δJΣv− 2a⋆e−
√
2v (3.2)
and also denote
Q(t) := e−
√
2t − 1 +
√
2t for t ∈ R. (3.3)
To solve (3.1), we look for a O(m)×O(n)−invariant solution h having the form
h = v+ q in Σ,
where v is an approximate solution and q is a small correction to get a genuine solution of (3.1).
A direct calculation shows that (3.1) becomes
δJΣq+ 2
√
2a⋆e
−√2vq = −Eδ(v) + 2a⋆e−
√
2vQ(q) in Σ. (3.4)
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The strategy consists in selecting v as accurately as possible so that the term Eδ(v) is small
for δ > 0 small, in some suitable topology that allows us to study solvability theory for the linear
operator
Lδ(q) := δJΣq+ 2
√
2a⋆e
−√2vq.
3.1. The approximate solution. Let us now choose the approximate solution v. In this part, we
will make extensive use of the Lambert function W : [0,∞) → R defined implicitly as the solution
of the algebraic equation
W (z)eW (z) = z
for any given z ≥ 0. It is well known that
W (z) =


z − z2 +O(z4), as z → 0+,
log(z)− log ( log(z))+O( log ( log(z))
log(z)
)
, as z →∞
(3.5)
and these relations can be differentiated. This is the essence of the following lemma.
Lemma 3.1. The function W ∈ C∞[0,∞) and satisfies that for any i ∈ N, there exists a constant
Ci > 0 such that for any z ≥ 0,
|W (i)(z)| ≤ Ci
(1 + z)i
. (3.6)
Proof. We briefly sketch the proof of (3.6). Set
f1(z) :=
z
1 + z
for z ≥ 0 (3.7)
and observe that for any l ∈ N,
f
(l)
1 (z) =
(−1)l+1
(1 + z)l+1
.
Define recursively for i ≥ 1,
fi+1(z) = ifi(z)− z
z + 1
f ′i(z) for z ≥ 0.
We claim that for any i ≥ 1 and any l ≥ 0, f (l)i ∈ L∞(0,∞), for some ci > 0,
fi(z) = ciz
i(1 + o(1)), z → 0+ (3.8)
and this relation can be differentiated.
This previous claim is obviously true for i = 1. As for the case i = 2, a direct computation yields
that
f2(z) =
z2(z + 2)
(z + 1)3
for z ≥ 0
and the claim holds true also in this case.
We proceed next by induction assuming that for some ci > 0, fi(z) = i
(i−1)zi(1 + o(1)) as
z → 0+. Then, as z → 0+,
fi+1(z) = iciz
i(1 + o(1))− z
1 + z
(iciz
i−1(1 + o(1)))
= ci+1z
i+1(1 + o(1)),
for some ci+1 > 0. This completes the proof of the claim.
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Again, an argument by induction shows that
W (i)(z) =
(−1)i+1
zi
fi
(
W (z)
)
for z ≥ 0. (3.9)
Thus (3.6) follows from (3.8) and (3.9). This completes the proof of the lemma. 
Next lemma states that we can choose an approximate solution as accurate as needed.
Lemma 3.2. For any δ > 0 and for any j ≥ 0, there exist O(m) × O(n)−invariant functions
w0, . . . , wj defined on Σ which are smooth and such that the function vj defined by
vj := w0 + · · ·+ wj (3.10)
and written in the coordinate s = s(p) as vj(p) = vj(s), satisfies the estimate∣∣∣∣vj − 1√2(log(s2 + 2) + | log δ|)
∣∣∣∣ ≤ C| log δ| 12 . (3.11)
Moreover, the error defined in (3.2) for vj is given by
Eδ(vj) = δ∆Σwj in Σ (3.12)
and in the coordinate s = s(p), satisfies the estimate
|Eδ(vj)| ≤ Cjδ
(1 + s)2(log(s+ 2))
j
2 | log δ| j2
(3.13)
for some constant Cj > 0 depending only on j.
Proof. We proceed recursively to find w0, w1, . . . , wj. For j = 0, choose w0 solving the algebraic
equation
δ|AΣ|2w0 − 2a⋆e−
√
2w0 = 0 in Σ. (3.14)
A direct calculation yields that
w0 :=
1√
2
W
(
2
√
2a⋆
δ|AΣ|2
)
,
where W is the Lambert function.
Write w0(s) = w0(p) for s = s(p). If δ > 0 is small enough then, δ
−1|AΣ|−2 is large and using
the function β(s) = |AΣ(p)|2, we find from (3.5) that
w0(s) =
1√
2
log
(
2
√
2a⋆
δβ(s)
)
− 1√
2
log
(
log
(
2
√
2a⋆
δβ(s)
))
+O


log
(
log(δ−1(s2 + 2))
)
log
(
δ−1(s2 + 2)
)


(3.15)
for any s ∈ R.
From (3.6) and iterating the chain rule (see [27]), we find that for any i ∈ N, there exists Ci > 0,
depending only on Σ, such that
|∂(i)s w0| ≤
Ci
(1 + s)i
. (3.16)
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In particular, there exists C > 0, independent of δ > 0, such that (abusing the notation)
|∆Σw0| ≤ C
(1 + s)2
, (3.17)
so that (3.12) holds true for j = 0.
Next, we choose w1 solving the algebraic equation
|AΣ|−2∆Σw0 + w1 − w0(e−
√
2w1 − 1) = 0 (3.18)
from where we find that
w1 := −w0 − |AΣ|−2∆Σw0 + 1√
2
W
(
2
√
2a⋆
δ|AΣ|2 e
√
2|AΣ|−2∆Σw0
)
.
Using (3.18),
Eδ(v1) = Eδ(w0) + δ∆Σw1 + δ|AΣ|2w1 − δ|AΣ|2w0(e−
√
2w1 − 1)
= δ∆Σw1,
so that (3.12) holds true for j = 1.
On the other hand, the asymptotic expansion
− a− b+W (aea+b) = − b
a
+O
(
1
a2
)
as a→∞ (3.19)
holds uniformly for b on any compact interval of [0,∞). Also, (3.17) yields that the term |AΣ|−2∆Σw0
is uniformly bounded in the hypersurfaceΣ and in the parameter δ.
Therefore, from (3.15) and (3.19), there exists C > 0, independent of δ > 0 such that for any
s ∈ R,
|w1(s)| ≤ C
log(s+ 2)
1
2 | log(δ)| 12 ,
where we have written w1(s) = w1(p) for s = s(p).
Next, we show how to proceed recursively to find wj. Write
a0 :=
√
2w0, b0 :=
√
2|AΣ|−2∆Σw0
and for j ≥ 1, define 

aj := aj−1e−
√
2wj
bj :=
√
2|AΣ|−2∆Σwj√
2wj+1 := −aj − bj +W (ajeaj+bj ).
(3.20)
We remark that wj+1 solves the algebraic equation
bj +
√
2wj+1 − aj(e−
√
2wj+1 − 1) = 0 (3.21)
or equivalently,
δ∆Σwj + δ|AΣ|2wj+1 − δ|AΣ|2w0e−
√
2(w1+···+wj)(e−
√
2wj+1 − 1) = 0. (3.22)
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We notice also that(3.20) yields
wj+1 =− w0e−
√
2(w1+···+wj) − |AΣ|−2∆Σwj
+
1√
2
W
(√
2w0 exp(−
√
2(w1 + · · ·+ wj − w0e−
√
2(w1+···+wj) − |AΣ|−2∆Σwj))
)
.
Next, we prove that for any j ≥ 0, (3.12) holds true. The cases j = 0 and j = 1 are already
proven.
Proceeding inductively, for j ≥ 1 we assume that Eδ(vj) = δ∆Σwj. A direct calculation yields
that
Eδ(vj+1) = Eδ(vj) + δ∆Σwj+1 + δ|AΣ|2wj+1 − 2a⋆e−
√
2vj (e−
√
2wj+1 − 1)
= δ∆Σwj+1 + δ∆Σwj + δ|AΣ|2wj+1 − δ|AΣ|2w0e−
√
2(w1+···+wj)(e−
√
2wj+1 − 1).
(3.23)
From (3.22), we conclude that Eδ(wj+1) = δ∆Σwj+1. This proves the inductive steps and con-
cludes the proof of (3.12).
Write wj(s) = wj(p) for s = s(p) and for j ∈ N. Next, we show that for any j ∈ N and any
i ∈ N ∪ {0},
|∂(i)s wj(s)| ≤
C
(s+ 1)i(log(s+ 2))
j
2 | log δ| j2
for any s ≥ 0. (3.24)
From (3.16), estimate (3.24) holds true for j = 0 and for any i ≥ 1. Next, assume that w1, . . . , wj
satisfy (3.24). We prove that (3.24) holds true also for j + 1.
Differentiating the third equation in (3.20) and using (3.9),
∂s(
√
2wj+1) = − aj
1 +W (ajeaj+bj )
∂s
(
bj
aj
)
+
∂saj
aj
√
2wj+1
1 +W (ajeaj+bj )
= − aj
1 +W (ajeaj+bj )
(
∂sbj
aj
− ∂saj
a2j
bj
)
+
∂saj
aj
√
2wj+1
1 +W (ajeaj+bj )
(3.25)
for j ≥ 1.
Since (3.24) holds true for wj , for some constant C > 0, depending only on j and for any s ≥ 0,
|bj | ≤ C
log(s+ 2)
j
2 | log δ| j2
. (3.26)
On the other hand, since we are assuming that w1, . . . , wj satisfy (3.24) and noticing that
aj = aj−2e−
√
2(wj−1+wj)
= a0e
−√2(w1+···+wj),
then for some constant c > 0, that is independent of δ > 0 small,
aj ≥ ca0. (3.27)
Putting together (3.26) and (3.27), we find that for any s ≥ 0,∣∣∣∣ bjaj
∣∣∣∣ ≤ C
log(s+ 2)
j+1
2 | log δ| j+12
, (3.28)
where again C > 0 is a constant independent of δ > 0.
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Using (3.19), (3.20) and (3.28), for any s ≥ 0,
|wj+1| ≤ C
log(s+ 2)
j+1
2 | log δ| j+12
. (3.29)
As a by-product of the previous analysis, we also find from (3.10)and (3.15) that for any j ≥ 0,
(3.11) holds true.
Using an induction procedure over j and (3.20), it can be proven that there exists a constant C
depending on j, but not on δ > 0 such that
|∂sbj| ≤ C(s2|∂3swj |+ s|∂2swj |+ |∂swj |)
≤ C
(s+ 1)(log(s+ 2))
j
2 | log δ| j2
(3.30)
and ∣∣∣∣∂sajaj
∣∣∣∣ =
∣∣∣∣∂sa0a0 −
√
2∂s(w1 + · · ·+ wj)
∣∣∣∣
≤ C
(s+ 1)(log(s+ 2))
1
2 | log δ| 12 .
(3.31)
Putting together (3.25), (3.28), (3.29), (3.30) and (3.31), we find that (3.24) holds true for i = 1.
We finish the proof of (3.24) for any i ≥ 1 by differentiating (3.25), using the result in [27] and
performing an inductive procedure over i, with an arbitrary, but fixed j.
Estimate (3.13) readily follows from (2.37), (2.38), (3.24) and the fact that the functions we are
dealing with are even and smooth. This completes the proof of the lemma. 
3.2. The linearised Jacobi-Toda operator. Let j ∈ N be fixed, to be specified later. Consider
the function vj(p) = vj(s(p)) for p ∈ Σ, defined in (3.10).
In this part, we follow the conventions and notations from subsections 2.5, 2.6 and 2.7. We study
solvability theory for the linear problem
δJΣq+ 2
√
2a⋆e
−√2vjq = δf in Σ, (3.32)
where f : Σ → R is continuous and O(m) × O(n)-invariant, i.e. f(p) = f(s) with f : R → R
continuous and even.
3.3. The Emden-Fowler change of variables. As in subsection 2.5, we first describe (3.32) in
suitable coordinates. Using the symmetries, we write f(p) = f(s) and q(p) = q(s) so that (2.21)
reduces to the ODE
∂2sq + α(s)∂sq + β(s)(1 +
√
2w0e
−√2(vj−w0))q = f in R, (3.33)
where we recall that vj is defined and estimated in Lemma 3.2 and
β(s) := |AΣ|2, α(s) := (m− 1)a
′
a
+ (n− 1)b
′
b
.
Even more, from (3.5),(3.11) and (3.15) in Lemma 3.2 and setting σ := log
(
2
√
2a⋆
δ
)
,
vj(s) =
1√
2
σ +
1√
2
log
(
β−1(s)
)− 1√
2
log
(
σ + log
(
β−1(s)
))
+ o (1) (3.34)
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for any s ∈ R and as a corollary of the proof of Lemma 3.2, this relation can be differentiated.
Since we are looking for an even solution, we study the equation for s ≥ 0 and consider the
Emden-Fowler change of variables s = et.
We recall from (2.24)
α˜(t) := α(et)et − 1 and β˜(t) := β(et)e2t (3.35)
and
p(t) := exp
(
−
∫ t
0
α˜(τ)
2
dτ
)
for t ∈ R (3.36)
and that p(t) is chosen solving the ODE
2
∂tp
p
+ α˜(t) = 0. (3.37)
Next, we denote
w˜(t) := 1 +
√
2w0(e
t)e−
√
2(vj(e
t)−w0(et)) for t ∈ R (3.38)
and
Q :=
∂2t p
p
+ α˜
∂tp
p
+ w˜β˜ in R (3.39)
Equation (3.33) reduces to the ODE
∂2t v +Q(t)v = f˜ in R, (3.40)
where as in (2.27),
f˜(t) :=
e2t
p(t)
f(et).
3.4. The homogeneous problem. Next we study the solutions of the homogeneous equation
∂2t v +Q(t)v = 0 in R. (3.41)
Since the coefficient Q(t) is smooth, from the standard theory of linear ODE’s, we can select two
smooth solutions v(t), v˜(t) of (3.41) that satisfy some additional conditions making them linearly
independent.
The first step in studying these solutions consists in analysing the asymptotic behavior of the
potential Q(t) as t→ ±∞.
We recall from (2.41), (2.42) and (2.43) that for some T0, T1 ∈ R with T0 < 0 < T1 and for some
c0 > 0,
α˜(t) =
{
(n− 2) +O(e2t) for t < T0,
(N − 2) +O(e−t) for t > T1,
(3.42)
β˜(t) =
{
c0e
2t +O(e4t), for t < T0,
N − 1 +O(e−t), for t > T1
(3.43)
and
p(t) =

 e
−n−22 t
(
1 +O(e2t)) , t < T0
e−
N−2
2 t
(
1 +O(e−t)) , t > T1. (3.44)
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We recall also that the asymptotic behaviors described in (3.42), (3.43) and (3.44) can be differ-
entiated in the variable t.
From (3.34),
w˜(t) =
{
σ +O(1), for t < T0
σ + 2t+O(ln(t)), for t > T1 (3.45)
and this relations can be differentiated.
Putting together (2.25), (3.42), (3.43) and (3.45),
Q(t) =

 −
(n− 2)2
4
+ c0σe
2t +O(e2t) +O(σe4t), for t < T0
(N − 1)[σ + 2t] +O(ln(t)) +O(σe−t) +O(te−t), for t > T1
(3.46)
and this relations can be differentiated.
From (3.46), notice that the potential Q(t) has three different qualitative regimes regarding its
sign. We describe next the solutions v(t), v˜(t) of (3.41) in each of these regions.
Recall from (2.51) that we have set
λ :=
n− 2
2
and notice from (3.46) that for some constants C0, C1, c1 > 0,

−λ2 + c0σe2t ≤ Q(t) ≤ −λ2 + C0σe2t, ∂tQ > 0, t ≤ T0
0 < c1σ ≤ Q(t) ≤ C1σ, T0 < t ≤ T1
c2(σ + t) ≤ Q(t) ≤ C2(σ + t), t > T1.
(3.47)
3.5. Estimates for negative potential. Write
Q(t) := −(λ2 + q(t)) for t ∈ R. (3.48)
Next, fix η > 12 and assume that
σ >
(
2C0
λ2
) 1
2η−1
, (3.49)
where C0 > 0 is given in (3.47).
Define tσ := −η log(σ) and notice from (3.47) and (3.49) that
− λ2 + c0σe2t ≤ Q(t) ≤ −λ
2
2
in (−∞, tσ). (3.50)
Write the solution v(t) of (3.41) as v(t) = e−λtx(t). Setting y(t) := e−2λtx′(t), we find that x(t)
and y(t) must solve the system {
x′ = e2λty
y′ = q(t)e−2λtx.
(3.51)
We select the solution v(t) by fixing the initial conditions for (x, y),
x(tσ) = 1 and y(tσ) = 0. (3.52)
DOUBLING CONSTRUCTION FOR O(M) × O(N) INVARIANT SOLUTIONS TO THE ALLEN-CAHN EQUATION 27
Integrating (3.51), we have for t ≤ tσ,
x(t) = 1−
∫ tσ
t
e2λτy(τ)dτ, y(t) = −
∫ tσ
t
q(τ)e−2λτx(τ)dτ (3.53)
and fom Fubini’s Theorem and since n > 2,
x(t) = 1 +
∫ tσ
t
x(ζ)q(ζ)
1 − e−2λ(ζ−t)
2λ
dζ.
We estimate for t ≤ tσ,
|x(t)| ≤ 1 +
∫ tσ
t
|x(ζ)||q(ζ)|1 − e
−2λ(ζ−t)
2λ
dζ,
≤ 1 +
∫ tσ
t
|x(ζ)| |q(ζ)|
2λ
dζ
and using the Gronwall inequality and (3.47),
|x(t)| ≤ exp
(∫ tσ
t
|q(ζ)|
2λ
dζ
)
≤ exp
(
cσ
∫ tσ
t
e2ζ
)
≤ e c2σ1−2η
(3.54)
for t ≤ tσ. Since η > 12 , we conclude that x ∈ L∞(−∞, tσ) and by choosing σ larger if necessary,
we have that
‖x‖L∞(−∞,tσ) ≤ e
c
2σ
1−2η ≤ 2,
which is uniformly bounded in σ.
Consequently, from (3.47) and the equation for y(t) in (3.53),
|y(t)| ≤ cσ
∫ tσ
t
e2(1−λ)τdτ ≤
{
cσ e
2(1−λ)tσ−e2(1−λ)t
2(1−λ) , λ 6= 1
cσ(tσ − t), λ = 1.
Using again (3.47) and the first equation in system (3.51), we get the estimate
|x′(t)| ≤


cσ
2(1− λ) (σ
−2ηe2λ(t−tσ) − e2t), λ 6= 1
cσe2t(tσ − t), λ = 1,
(3.55)
for t ≤ tσ. By an elementary maximisation argument, it follows that
|x′(t)| ≤ cσ1−2η. (3.56)
Since,
|x(t) − 1| = |x(t)− x(tσ)| ≤
∫ tσ
t
|x′(τ)|dτ ≤
∫ tσ
−∞
|x′(τ)|dτ,
by integrating (3.55) and using integration by parts for the case λ = 1, we get that for any t < tσ,
|x(t) − 1| ≤ cσ1−2η. (3.57)
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Choosing again σ larger if necessary, we obtain that x ≥ 12 in (−∞, tσ). Using (3.51) and the
fact that q(t) < 0, we conclude that y′ < 0.
Proceeding in a similar fashion and since y(tσ) = 0, we have y > 0 in (−∞, tσ) and therefore
x′ > 0.
Recall that v(t) = e−λtx(t), so that ∂tv = (−λx+ x′)e−λt. From this remark and (3.52),
v(tσ) = σ
ηλ and ∂tv(tσ) = −λσηλ.
On the other hand, from (3.55), (3.56) and (3.57),
(1− cσ1−2η)e−λt ≤ v(t) ≤ (1 + cσ1−2η)e−λt (3.58)
and
− λ(1 + cσ1−2η)e−λt ≤ ∂tv(t) ≤ −λ(1− cσ1−2η)e−λt (3.59)
for any t ∈ (−∞, tσ).
We select the second linearly independent solution v˜(t) of (3.41) by setting
v˜(t) := v(t)
∫ t
−∞
v−2(τ)dτ for t ∈ (−∞, t∞) (3.60)
and directly from (3.60) we find that
1
2λ
(1− cσ1−2η)eλt ≤ v˜(t) ≤ 1
2λ
(1 + cσ1−2η)eλt,
1
2
(1− cσ1−2η)eλt ≤ ∂tv˜(t) ≤ 1
2
(1 + cσ1−2η)eλt
(3.61)
for t ∈ (−∞, tσ).
Observe that
v˜(tσ) =
1
2λ
σ−ηλ
(
1 +O(σ1−2η))
∂tv˜(tσ) =
1
2
σ−ηλ
(
1 +O(σ1−2η))
so that the Wronskian of v(t) and v˜(t) is given by
W (t) = v(tσ)∂tv˜(tσ)− v˜(tσ)∂tv(tσ)
= σηλ
σ−ηλ
2
− σ
−ηλ
2λ
(−λσηλ) +O(σ1−2η)
= 1 +O(σ1−2η).
(3.62)
3.6. The transition region for the potential. Recall that we are assuming that σ is large
enough. Set
Tσ := −1
2
log(σ) +
1
2
log
(
λ2 + 1
c0
)
,
where λ = n−22 and c0 > 0 is given in (3.46).
Since tσ = −η log(σ),
Tσ − tσ =
(
η − 1
2
)
log(σ) +
1
2
log
(
c0
λ2 + 1
)
.
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Next, we estimate v and v˜ in the intermediate region (tσ, Tσ], where the potential Q(t) makes its
only transition from negative to positive. Observe also that from our choice of Tσ and from (3.47),
Q(t) = −λ2 + q(t) ≥ 1 for t ≥ Tσ. Observe also that q(t) > 0 for t ∈ [tσ, Tσ].
We begin by analysing v(t) via the system (3.51).
Set
A(t) :=
(
0 e2λt
q(t)e−2λt 0
)
for t ∈ [tσ, Tσ]
and observe that (
∂tx
∂ty
)
= A(t)
(
x
y
)
and also that
‖A(t)‖ := sup
‖p‖=1
|A(t)p|
= max{|µ| : µ is an eigenvalue of A(t)}.
Since the eigenvalues of A(t) are given by ±√q(t), we find from (3.47) that ‖A(t)‖ ≤ Cσ 12 et for
t ∈ [tσ, Tσ]. Consequently,
|(x(t), y(t))| ≤ |(x(tσ), y(tσ))|+
∫ t
tσ
‖A(τ)‖|(x(τ), y(τ))|dτ
≤ |(x(tσ), y(tσ))|+ Cσ 12
∫ t
tσ
eτ |(x(τ), y(τ))|dτ.
By the Gronwall inequality and the choices of tσ and Tσ,
|(x(t), y(t))| ≤ |(x(tσ), y(tσ))| exp
(
Cσ
1
2
∫ t
tσ
eτdτ
)
≤ |(x(tσ), y(tσ))| exp
(
Cσ
1
2 (eTσ − etσ)
)
≤ C|(x(tσ), y(tσ))|.
In conclusion, the above discussion and (3.51) yield that for any t ∈ [tσ, Tσ],
|x(t)| + |x′(t)| ≤ C. (3.63)
Going back to v, we find that for any t ∈ [tσ, Tσ],
|v(t)| + |v′(t)| ≤ Ce−λt (3.64)
It remains to estimate v˜ and ∂tv˜ in [tσ, Tσ]. Writing v˜ = e
λtx˜ and y˜ = e2λt∂tx˜, (3.41) for v˜
becomes the system {
∂tx˜ = e
−2λty˜
∂ty˜ = q(t)e
2λtx˜(t)
(3.65)
for t ∈ [tσ, Tσ].
Using the estimates (3.61) for v˜ and ∂tv˜,
x˜(tσ) =
1
2λ
+O(σ1−2η), y˜(tσ) = O(σ1−2η).
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Using this initial data and (3.65), we proceed as we did above to prove (3.63) to find that
|x˜(t)|+ |x˜′(t)| ≤ C. (3.66)
Consequently, for some C > 0 independent of σ,
|v˜(t)|+ |v˜′(t)| ≤ Ceλt (3.67)
for t ∈ [tσ, Tσ].
3.7. Strictly positive potential. Now we will study the behaviour of the solutions v, v˜ in the
interval (Tσ,∞). In this interval, we have Q ≥ 1 and hence introduce the change of variables
ξ(t) =
∫ t
Tσ
Q(τ)
1
2 dτ, ∀t ≥ Tσ.
Write
v(t) = Q(t)−
1
4w(ξ(t)) for t ≥ Tσ (3.68)
and observe from (3.41) that w must solve
∂2ξw + (1 + V(ξ))w = 0 in (0,∞), (3.69)
where
V(ξ) := −∂
2
tQ(t(ξ))
4Q2(t(ξ))
+
5(∂tQ)
2(t(ξ))
Q3(t(ξ))
.
Since ∂tQ and ∂
2
tQ are bounded in [Tσ,∞), we find from (3.44) that V ∈ L1(0,∞) and∫ ∞
0
|V(ξ)|dξ =
∫ ∞
Tσ
|V(ξ(t))|Q 12 (t)dt
≤
∫ T1
Tσ
cdt+
∫ ∞
T1
c
(σ + t)
3
2
dt
≤ K log σ.
(3.70)
Moreover, differentiating (3.68) and evaluating at t = Tσ, we get
w(0) = Q(Tσ)
1
4 v(Tσ) and ∂ξw(0) =
∂tQ(Tσ)
4Q(Tσ)
5
4
v(Tσ)− ∂tv(Tσ)
Q(Tσ)
1
4
,
which together with (3.64) yield that
|w(0)|+ |∂ξw(0)| ≤ c(|v(Tσ)|+ |∂tv(Tσ)|)
≤ Cσ λ2 . (3.71)
The aim now is to estimate w and ∂ξw in the interval (Tσ,∞). In order to do so, we multipliy
(3.69) by ∂ξw to find that
∂ξ
(
∂ξw
)2
+ ∂ξ
(
w
)2
= −2V(ξ)w∂ξw
and a direct integration yields that(
∂ξw(ξ)
)2
+
(
w(ξ)
)2
=
∫ ξ
0
−2V(z)w∂zwdz
≤
∫ ξ
0
|V(z)|
((
∂ξw
)2
+
(
w
)2)
dz.
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From the Gronwall inequality, (3.70) and (3.71),
|∂ξw(ξ)| + |w(ξ)| ≤ cσK(|w(0)|+ |∂ξw(0)|)
≤ Cσ λ2+K
(3.72)
for any ξ > 0.
Going back to v and ∂tv,
|v(t)|+ |∂tv(t)| ≤ cσ λ2+KQ(t)− 14 (3.73)
for any t > Tσ.
Using (3.67), the same argument applied to v˜ yields for t > Tσ that
|v˜(t)|+ |∂tv˜(t)| ≤ cσK(|v˜(Tσ)|+ |∂tv˜(Tσ)|)Q(t)− 14
≤ Cσ− λ2+KQ(t)− 14 .
(3.74)
Putting together (3.58), (3.59), (3.64), (3.67), (3.73), (3.74) and (3.62), we have proven the
following Proposition.
Proposition 3.1. There exist two linearly independent solutions v and v˜ to the homogeneous
equation (3.41) such that
|v(t)| + |∂tv(t)| ≤ ce−λt,
|v˜(t)|+ |∂tv˜(t)| ≤ ceλt, ∀ t ≤ Tσ
(3.75)
and
|v(t)|+ |∂tv(t)| ≤ cσ λ2+KQ(t)− 14 ,
|v˜(t)|+ |∂tv˜(t)| ≤ cσ−λ2+KQ(t)− 14 , ∀ t > Tσ.
(3.76)
Moreover,
W (t) ≡W (tσ) = 1 + o(1) as σ →∞.
3.8. The linearised Jacobi-Toda equation. Here we consider equation (3.33) with a non trivial
even continuous right-hand side f : Σ→ R.
The topology of f is motivated by the behavior of the error Eδ(vj) described in (3.13). Thus,
we introduce the following functional analytic setting.
For β ∈ (0, 1), µ > 0 and ̺ ∈ R, we introduce the norms
‖f‖∗,µ,̺ := sup
p∈Σ
(s(p)2 + 2)
µ
2 log(s(p) + 2)̺‖f‖L∞(B1(p)). (3.77)
‖f‖D0,βµ,̺(Σ) := sup
p∈Σ
(s(p)2 + 2)
µ
2 log(s(p) + 2)̺‖f‖C0,β(B1(p)) (3.78)
and we consider the Banach space D0,βµ,̺(Σ) defined as the space of O(m)×O(n)−invariant functions
f ∈ C0,βloc (Σ) for which the norm
‖f‖D0,βµ,̺(Σ) <∞. (3.79)
We also consider the Banach space D2,βµ,̺(Σ) defined as the space of O(m) × O(n)−invariant
functions q ∈ C2,βloc (Σ) for which the norm
‖q‖D2,βµ,̺(Σ) := σ−1‖D2Σq‖D0,βµ+2,̺−1(Σ) + ‖∇Σq‖∗,µ+1,̺ + ‖q‖∗,µ,̺ <∞. (3.80)
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The following proposition shows that (3.32) has an inverse in this functional analytic setting and
also it allows us to estimate its size.
Proposition 3.2. Let β ∈ (0, 1) and ̺ > 0. There exist σ0 > 0 and a constant C > 0 such that
for any σ ∈ (0, σ0) and any f ∈ D0,β2,̺ (Σ), equation (3.32) has a solution q := F1(f) ∈ D2,β2,̺+ 12 (Σ)
satisfying the estimate
‖q‖D2,β
0,̺−1
2
(Σ) ≤ cσ2K‖f‖D0,β2,̺ (Σ), (3.81)
where K > 0 is the constant in the estimate (3.76).
Proof. Since f(p) = f(s) with f even, we can solve the equation just for s ≥ 0, and then extend
the solution to the whole R by reflection.
After the Emden-Fowler change of variables s = et, we are lead to consider equation (3.40) with
f˜ satisfying the estimate
|f˜(t)| ≤ C


e(
n
2+1)t‖f‖D0,β2,̺ (Σ) for t ≤ T0,
e
N−2
2 tt−̺‖f‖D0,β2,̺ (Σ) for t ≥ T1.
(3.82)
Let v(t), v˜(t) be the solutions of (3.41) described in Proposition 3.1. A solution to (3.40) is given
by the variation of parameters formula
u(t) := v(t)
∫ t
−∞
v˜(τ)W−1(τ)f˜ (τ)dτ − v˜(t)
∫ t
−∞
v(τ)W−1(τ)f˜ (τ)dτ. (3.83)
Recall that λ = n−22 . From (3.75) and (3.76) in Proposition 3.1 and using (3.82) and (3.83), we
find that
|u(t)|+ |∂tu(t)| ≤ cσ2K‖f‖D0,β2,̺ (Σ)


e
n+2
2 t, t ≤ Tσ,
1, Tσ < t < T1,
t
1
2−̺e
N−2
2 t, t > T1.
Setting q(s) := p(t(s))u(t(s)) for s ≥ 0, we find that q(s) ∼ s2 as s → 0, so that we can extend
q smoothly to R.
From the previous analysis and setting q(p) = q(s) for s = s(p), we find that
‖q‖∗,0,̺− 12 ≤ cσ
2K‖f‖D0,β2,̺ (Σ). (3.84)
On the other hand, since
∂sq(s) =
1
s
(
∂tp(t(s))u(t(s)) + p(t(s)) ∂tu(t(s))
)
with t(s) = log(s), we find that ∂sq(s) ∼ s as s → 0 and the gradient of the function q(p) = q(s)
satisfies the estimate
‖∇Σq‖∗,1,̺− 12 ≤ cσ
2K‖f‖D0,β2,̺ (Σ). (3.85)
Since ∂sq(0) = 0, the even extension of q yields a C
2(R) solution of (3.33) so that q(p) = q(s) is
a solution of (3.32) in Σ.
On the other hand, from (3.33), (3.84) and (3.85)
σ−1‖D2Σq‖∗,2,̺− 32 + ‖∇Σq‖1,̺− 12 + ‖q‖∗,0,̺− 12 ≤ cσ
2K‖f‖D0,β2,̺ (Σ). (3.86)
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We conclude the proof of the proposition as follows. Since the coefficient α(s) in ODE (3.33) is
singular at s = 0, we need to pass through the elliptic PDE on Σ in order to estimate the Hölder
norm of the second derivative near s = 0.
From the standard local Hölder estimates applied to the equation (3.32),
∆Σq+ |AΣ|2q = f−
√
2|AΣ|2w0e−
√
2(vj−w0)q in Σ,
we find that
‖q‖C2,β(B 3
2
(ζ)) ≤ c(‖q‖L∞(B2(ζ)) + ‖f‖C0,β(B2(ζ)) + σ‖q‖C0,β(B2(ζ)))
≤ c(σ‖q‖L∞(B2(ζ)) + ‖f‖C0,β(B2(ζ)) + σ‖∇Σq‖L∞(B2(ζ)))
≤ cσ1+2K‖f‖D0,β2,̺ (Σ).
This yields that,
‖q‖D2,β
0,̺−1
2
(Σ) ≤ cσ2K‖f‖D0,β2,̺ (Σ)
and this completes the proof. 
3.9. A fixed point argument and the proof of Theorem 1.2. In this part, we use the linear
theory studied in the previous subsections to prove Theorem 1.2. The ideas here will also be used
in the the section 5.
Let σ0 > 0 be as in Proposition 3.2 and let σ := log
(
2
√
2a⋆
δ
)
with σ > σ0.
Fix j ∈ N, to be specified later and let vj(p) = vj(s(p)) be the approximate solution of (3.1)
described in Lemma 3.2.
From (3.13),
‖Eδ(vj)‖D0,β
2,
j
2
(Σ) ≤ Cδσ−
j
2 . (3.87)
We look for a solution of (3.1) having the form v = vj + q so that we solve equation (3.4) for q.
Using the operator
Lδ(q) := δJΣq+ 2
√
2a⋆e
−√2vjq,
this equation reads as
Lδ(q) = −Eδ(vj) +
√
2δ|AΣ|2vjQ(q), (3.88)
where Q is the quadratic term defined in (3.3).
Set
B :=
{
q ∈ D2,β
2, j−12
(Σ) : ‖q‖D2,β
2,
j−1
2
(Σ) ≤ Aσ2K−
j
2
}
,
where A > 0 is a constant independent of σ and to be specified later.
Next, observe there exists a constant c > 0 such that for any q ∈ B,
|Q(q)| ≤ cq2
and consequently, ∥∥δ|AΣ|2vjQ(q)∥∥D0,β
6,
j−2
2
(Σ)
≤ cA2δσ4K−j . (3.89)
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On the other hand, for some c > 0 independent of j and σ and for any q, q˜ ∈ B,
|Q(q)−Q(q˜)| ≤ c|q+ q˜||q− q˜| in Σ
so that ∥∥∥∥δ|AΣ|2vj(Q(q)−Q(q˜))
∥∥∥∥
D0,β
6,
j−2
2
(Σ)
≤ 2Acδσ2K− j2 ‖q− q˜‖D2,β
2,
j−1
2
(Σ). (3.90)
Next, let R : D2,β
2, j−12
(Σ) 7→ D2,β
2, j−12
(Σ) be defined by
R(q) := δ−1L−1δ
(
− Eδ(vj) +
√
2δ|AΣ|2vjQ(q)
)
.
Observe that R is the resolvent operator of the nonlinear equation (3.88).
We fix j > 8K, σ > 0 large and A > 2C large, but independent of σ and j, so that from (3.87)
and (3.89), we find that
‖R(q)‖D2,β
2,
j−1
2
(Σ) ≤ Cσ2K
(
σ−
j
2 + cA2σ4K−j
)
≤ Cσ2K− j2
(
1 +O(σ2K− j2 )
)
≤ 2Cσ2K− j2
≤ Aσ2K− j2
for any q ∈ B. Thus, R : B → B is well defined.
Next, we verify the contractive character of R restricted to B. Using (3.90), we find that for some
constant M > 0, independent of σ and j,
‖R(q)− R(q˜)‖ ≤ ‖(δ−1Lδ)−1‖
∥∥∥∥|AΣ|2vj(Q(q)−Q(q˜))
∥∥∥∥
D0,β
6,
j−2
2
(Σ)
≤Mσ4K− j2 ‖q− q˜‖D2,β
2,
j−1
2
(Σ)
for any q, q˜ ∈ B. Since σ > 0 is large enough and j > 8K, R : B → B is a contraction.
A direct application of the contraction mapping principle yields the existence of a unique q ∈ B
solving (3.88). This completes the proof of Theorem 1.2.
4. The approximate solution to the Allen-Cahn equation
In this part we find an appropriate approximate solution to (1.1) and compute its error in a
suitable coordinate system.
4.1. Fermi coordinates. Recall from Section 3 that in our developments we are Σ = Σ−m,n. First,
we introduce the system of coordinates that we will use to describe the Laplacian near a dilated
and translated version of the hypersurface Σ.
Using (2.10) and the fact that Σ is asymptotic to the cone Cm,n stressed out in (2.35), we
find δ0 > 0 small and η0 with 0 < η0 <
1
2
√
N−1 min(
√
m− 1,√n− 1), such that in the tubular
neighbourhood
N := {p+ zνΣ(p) : p ∈ Σ, |z| < δ0 + η0|s(p)|}
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of Σ, the mapping
X(p, z) := p+ zνΣ(p) (4.1)
defines a system of local coordinates, known as the Fermi coordinates, where νΣ is computed in
(2.15).
Let ε > 0 be small, but fixed and consider the dilated hypersurface Σε := ε
−1Σ. Observe first
that for any p ∈ Σε, there exists a unique
(s, x, y) = (s(p), x(p), y(p)) ∈ R× Sm−1 × Sn−1
such that
p = ε−1 (a(εs)x, b(εs)y)
and
s(εp) = εs(p), x(p) = x(εp), y(p) = y(εp).
The Fermi coordinates of Σε are defined by
Xε(p, z) := p+ z νΣ(εp)
in the dilated neighbourhood
Nε :=
{
p+ z νΣ(εp) : p ∈ Σε, |z| < δ0
ε
+ η0|s(p)|
}
.
Fix α ∈ (0, 19) and consider two smooth O(m) × O(n)-invariant functions h1, h2 : Σ → R with
hl(p) = hl(s(p)) for p ∈ Σ and l = 1, 2 and such that
1√
2
(
l − 3
2
− α
) (
log(s2 + 2) + 2| log ε|) < hl(s) < 1√
2
(
l − 3
2
+ α
) (
log(s2 + 2) + 2| log ε|) (4.2)
for s ∈ R. Assume also that hl(p) = hl(s) is even in the variable s ∈ R.
For l = 1, 2, the mapping
Xε,hl(p, t) := p+ (t+ hl(εp))νΣ(εp)
defines a diffeomorphism onto the tubular neighbourhood
Nl,ε =
{
Xε,hl(p, t) : |t| <
1
4
√
2
(
log(s(εp)2 + 2) + 2| log ε|)} .
:=
{
Xε(p, z) : |z− hl(εp)| < 1
4
√
2
(
log(s(εp)2 + 2) + 2| log ε|)} . (4.3)
Next, let l ∈ {1, 2}. We compute the euclidean Laplacian in Nl,ε for O(m) × O(n)−invariant
functions.
Let g = (gij)N×N be a Riemannian metric on Σ with inverse g−1 = (gij)N×N . Using the Fermi
coordinates in (4.1), the metric g induces a metric G = (Gij)(N+1)×(N+1) on N whose entries are
determined by the formulae
Gij = gij − 2Aijz+ z2∂iνΣ· ∂jνΣ for i, j = 1, . . . , N,
Giz = Gzi = 0 for i = 1, . . . , N, Gzz = 1.
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Writing G−1 = (Gij)(N+1)×(N+1), the Laplace operator in the set N takes the form
∆ =
1√
detG
∂i
(√
detGGij∂j
)
,
where summation over repeated indexes is understood.
A direct computation yields that
∆ = ∂2z + ∂z(log
√
detG)∂z +G
ij∂ij + (∂iG
ij + ∂i(log
√
detG)Gij)∂i
= ∂2z −HΣz∂z +∆Σz ,
where HΣz and ∆Σz are the mean curvature and the Laplace-Beltrami operator of the normally
translated hypersurface
Σz := {p+ zνΣ(p) : p ∈ Σ}
for z fixed and such that for every p ∈ Σ, (p, z) ∈ X−1(N ). We observe that for |z| > δ0, Σz is only
defined outside a compact set and has two connected components.
Let z be arbitrary and as in the previous paragraph. Define Q by
Q(p, z) := HΣz(p)−HΣ(p)− z|AΣ(p)|2
so that
|(1 + s(p))DΣQ|+ |∂zQ|+ |Q| ≤ C|z|2(1 + s(p))−3.
For i, j = 1, . . . , N , define also aij and bj as
aij(p, z) := Gij(p, z)− gij(p),
bj(p, z) := ∂iG
ij(p, z) + ∂i(log
√
detG(p, z))Gij(p, z)− ∂igij(p)− ∂i(log
√
det g)gij(p).
The formal expansion for the euclidean Laplacian in the coordinates X(p, z) in the set N reads
as
∆ = ∂2z − z|AΣ|2∂z +∆Σ − Q(p, z)∂z + aij(p, z)∂ij + bj(p, z)∂j .
Introducing the change of variables
z = ε(t+ hl(εp)) for (p, t) ∈ X−1ε,hl(Nl,ε), (4.4)
the euclidean Laplacian can be computed in the set Nl,ε in the coordinates Xε,hl(p, t). These
computations are collected in the following Lemma.
Lemma 4.1. In the neighbourhood Nl,ε, the Laplacian in the (p, t) coordinates is given by
∆ = ∆Σε + ∂
2
t − ε2
(
∆Σhl + |AΣ|2hl
)
∂t − ε2t|AΣ|2∂t − 2ε∇Σhl· ∂t∇Σ + ε2|∇Σhl|2∂2t
− εQ∂t + (aij∂2ij + εbj∂j)− ε2(aij∂ijhl + bj∂jhl)∂t − 2εaij∂ihl∂tj + ε2aij∂ihl∂jhl∂2t ,
(4.5)
where hl and its derivatives are evaluated at εp, while Q, a
ij and bj are evaluated at (εp, ε(t+hl(εp))).
We remark that the computations in Lemma 4.1 started off from and are valid for an arbitrary
metric on Σ.
Next, we consider the Riemannian metric on Σ that is induced by the parametrisation in (2.14).
After rescaling and translating the neighbourhoodN to Nl,ε in this particular coordinates, it follows
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from Lemma 4.1 that for smooth functions defined in Nl,ε, expressed in the coordinates (p, t) with
s = s(p) ∈ R and being even in s, we have
∆ =∆Σε + ∂
2
t − ε2(∆Σhl + |AΣ|2hl)∂t − ε2t|AΣ|2∂t
− ε2(h′′l + α(εs)h′l)∂t − 2εh′l∂ts + ε2(h′l)2∂2t
− εQ∂t + a∂2s + εb∂s − ε2(ah′′l + bh′l)∂t − 2εah′l∂ts + ε2a(h′l)2∂2t ,
(4.6)
where
∆Σε = ∂
2
s + εα(εs)∂s
and
∆Σhl + |AΣ|2hl = ∂sshl(s) + α(s)∂shl(s) + β(s)hl(s)
with α(s) and β(s) described in (2.22), (2.23), (2.40) and (2.39) and where hl and its derivatives
are evaluated at εs.
Also, for (p, z) ∈ Σ× R, we have denoted
Q(s(p), z) := Q(p, z), a(s(p), z) := ass(p, z), b(s(p), z) := bs(p, z)
and observe that Q, a and b are evaluated at (εs, ε(t+ hl(εs))).
Proceeding as in the Appendix in [20] and as in Section 3 in [2], using the variables (s, t) and
setting hl(p) = hl(s(p)) for p ∈ Σ, we find that
|(1 + s(p))DΣass|+ |∂zass|+ |ass| ≤ C|z|(1 + s(p))−1
and
|(1 + s(p))DΣbs|+ |∂zbs|+ |bs| ≤ C|z|(1 + s(p))−2.
In particular, for every (s, t) = (s(p), t) with (p, t) ∈ X−1ε,hl(Nε,l),
|Q(εs, ε(t+ hl(εs)))| ≤ C ε
2(t+ hl(εs))
2
(1 + |εs|)3
|a(εs, ε(t+ hl(εs)))| ≤ C ε(t+ hl(εs))
1 + |εs|
|b(εs, ε(t+ hl(εs)))| ≤ C ε(t+ hl(εs))
(1 + |εs|)2 .
(4.7)
4.2. First approximation. In this part we choose the first approximation of the solution of equa-
tion (1.1). We focus to the region near the approximate zero level set using the Fermi coordinates
(p, z) of Σε × R.
Recall that we have fixed two O(m) × O(n)-invariant functions h1, h2 : Σ → R, hl(p) = hl(s),
with h1, h2 even in s, h1, h2 ∈ C2(Σ) and satisfying (4.2). Assume further that
−∞ ≡ h0 < h1 < h2 < h3 ≡ +∞ (4.8)
and that for any s ∈ R,
|h′l(s)| ≤
c
|s|+ 1 , |h
′′
l (s)| ≤
c
(|s|+ 1)2 , l = 1, 2. (4.9)
First, for l = 1, 2 and t ∈ R set wl(t) := (−1)l−1v⋆(t), where v⋆(t) is the heteroclinic solution to
(1.2) described in (1.3). For (p, z) ∈ Σε × R define
U0(p, z) := w1(z− hl(εp)) + w2(z− h2(εp))− 1. (4.10)
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Set also
S(u) = ∆u + F (u), F (u) = u(1− u2)
and let us now compute the error S(U0) near the normal graphs of the functions p 7→ hl(εp) over
Σε.
Lemma 4.2. For l ∈ {1, 2} and for any (p, t) ∈ X−1ε,hl(Nl,ε),
(−1)l−1S(U0) =− ε2(∆Σhl + |AΣ|2hl)v′⋆ − ε2|AΣ|2tv′⋆ + ε2|∇Σhl|2v′′⋆
+ 6(1− v2⋆)(e−
√
2te−
√
2(hl−hl−1) − e
√
2te−
√
2(hl+1−hl)) +Rε(h1, h2),
(4.11)
where Rε(h1, h2) is such that
|Rε(h1, h2)| ≤ Cε2+γ(s(εp)2 + 2)−
2+γ
2 e−ρ|t| in X−1ε,hl(Nl,ε) (4.12)
for some γ ∈ (0, 12 ) and ρ ∈ (0,
√
2).
Proof. Our calculations are done for O(m) × O(n)-invariant functions and hence we use the coor-
dinates (s, t), where s = s(p) and t = z− hl(εp). Recall also that hl(εp) = hl(εs).
We write
(−1)l−1S(U0) = E1 + E2, E1 := (−1)l−1F (U0), E2 := (−1)l−1∆U0.
First we consider the term E1. Observe that for
F (U0) =
2∑
j=1
F (wj(t+ hl − hj)) + F (U0)−
2∑
j=1
F (wj(t+ hl − hj)). (4.13)
Since F is odd for l ∈ {1, 2},
(−1)l−1F ((−1)l−1v) = F (v), (−1)l−1F ((−1)l−2v) = (−1)l−1F ((−1)lv) = −F (v).
Thus,
(−1)l−1

F (U0)− 2∑
j=1
F (wj(t+ hl − hj))


= (−1)l−1F (U0)− F (v⋆) + F (v⋆(t+ hl − hl−1)) + F (v⋆(t+ hl − hl+1))
(4.14)
By the Mean Value Theorem, there exists ξ1 between wl(t) and U0(p, t) such that
F (U0)− F (wl) = F ′(wl)(U0 − wl) + 1
2
F ′′(wl + ξ1(U0 − wl))(U0 − wl)2.
Using that F is odd, we get
(−1)l−1F (U0)− F (v⋆) =F ′(v⋆)((−1)l−1U0 − v⋆)
+
1
2
F ′′(v⋆ + ξ1((−1)l−1U0 − v⋆))((−1)l−1U0 − v⋆)2.
Since,
(−1)l−1U0 − v⋆ = sign(l − j)− v⋆(t+ hl − hj), j ∈ {1, 2}, j 6= l,
performing a Taylor expansion we find that
F (v⋆(t+ hl − hl−1)) =F (1) + F ′(1)(v⋆(t+ hl − hl−1)− 1)
+
1
2
F ′′(1 + ξ2(v⋆(t+ hl − hl−1)− 1))(v⋆(t+ hl − hl−1)− 1)2
(4.15)
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and
F (v⋆(t+ hl − hl+1)) =F (−1) + F ′(−1)(v⋆(t+ hl − hl+1) + 1)
+
1
2
F ′′(−1 + ξ3(v⋆(t+ hl − hl+1) + 1))(v⋆(t+ hl − hl+1) + 1)2.
(4.16)
Putting together (4.14), (4.15) and (4.16) we find that for j ∈ {1, 2}, j 6= l,
(−1)l−1

F (U0)− k∑
j=1
F (wj(t+ hl − hj))

 =
− (2 + F ′(v⋆))(v⋆(t+ hl − hl+1) + v⋆(t+ hl − hl−1))
+
1
2
F ′′(v⋆ + ξ1((−1)l−1U0 − v⋆))(v⋆(t+ hl − hj)− sign(l − j))2
+
1
2
F ′′(1 + ξ2(v⋆(t+ hl − hl−1)− 1))(v⋆(t+ hl − hl−1)− 1)2
+
1
2
F ′′(−1 + ξ3(v⋆(t+ hl − hl+1) + 1))(v⋆(t+ hl − hl+1) + 1)2, .
(4.17)
Finally, using the asymptotic behaviour of v⋆, we have
E1 = (−1)l−1
2∑
j=1
F (wj(t+hl−hj))+6(1−v2⋆)(e−
√
2te−
√
2(hl−hl−1)−e
√
2te−
√
2(hl+1−hl))+R1, (4.18)
where
R1,ε :=− 3(1 + v2⋆)(v⋆(t+ hl − hl−1)− 1 + 2e−
√
2te−
√
2(hl−hl−1))
− 3(1 + v2⋆)(v⋆(t+ hl − hl+1) + 1− 2e
√
2te−
√
2(hl+1−hl))
+
1
2
F ′′(v⋆ + ξ1((−1)l−1U0 − v⋆))(v⋆(t+ hl − hj)− sign(l − j))2
+
1
2
F ′′(1 + ξ2(v⋆(t+ hl − hl−1)− 1))(v⋆(t+ hl − hl−1)− 1)2
+
1
2
F ′′(−1 + ξ3(v⋆(t+ hl − hl+1) + 1))(v⋆(t+ hl − hl+1) + 1)2
(4.19)
for j ∈ {1, 2}, j 6= l.
Next, we compute E2. Observe that
(−1)l−1∆U0 = ∆v⋆ −∆v⋆(t+ hl − hj) for j ∈ {1, 2}, j 6= l.
Moreover, from (4.6) we find that
∆v⋆ =v
′′
⋆ − ε2(h′′l + αh′l + βhl)v′⋆ − ε2βtv′⋆ + ε2(h′l)2v′′⋆
− εQv′⋆ − ε2(ah′′l + bh′l)v′⋆ + ε2a(h′l)2v′′⋆
=v′′⋆ − ε2(h′′l + αh′l + βhl)v′⋆ − ε2βtv′⋆ + ε2(h′l)2v′′⋆ +R2,ε,
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where α, β and hl and its derivatives are all evaluated at εs, while Q, a and b are evaluated at
(εs, ε(t+ hl(εs))). Similarly,
(−1)l∆v⋆(t+ hl − hj) =∆wj(t+ hl − hj)
=w′′j (t+ hl − hj)− ε2(h′′j + αh′j + β(t+ hl))w′j(t+ hl − hj)
+ ε2(h′j)
2w′′j (t+ hl − hj) + ε2
(
aw′′j (t+ hl − hj)(h′j)2
)
− ε2(ah′′j + bh′j)w′j(t+ hl − hj)− εQw′j(t+ hl − hj).
=w′′j (t+ hl − hj)− ε2(h′′j + αh′l + β(t+ hl))w′j(t+ hl − hj)
+ ε2(h′j)
2w′′j (t+ hl − hj) +R3,ε
(4.20)
for j ∈ {1, 2} with j 6= l. Therefore,
(−1)l∆v⋆(t+ hl − hj) = w′′j (t+ hl − hj)− ε2(h′′j + αh′l + β(t+ hl))w′j(t+ hl − hj)
+ε2(h′j)
2w′′j (t+ hl − hj) +R3,ε
(4.21)
for j ∈ {1, 2} with j 6= l and consequently,
E2 = v
′′
⋆−ε2(h′′l + αh′l + βhl)v′⋆ − ε2βtv′⋆ + ε2(h′l)2v′′⋆
+ w′′j (t+ hl − hj)− ε2(h′′j + αh′l + β(t+ hl))w′j(t+ hl − hj)
+ ε2(h′j)
2w′′j (t+ hl − hj) +R2,ε +R3,ε.
Setting Rε := R1,ε +R2,ε +R3,ε, we find that (4.11) holds true.
It remains to prove the estimate (4.12) for the remainder term Rε. To do so, we proceed as
follows. Using the inequalities in (4.2), we find the lower estimate
|t+ hj − hl| ≥|hj − hl| − |t|
=|hj − hl| − (1 + α)|t|+ α|t|
≥ 1√
2
(
1− 2α− 1 + α
4
)
(log((εs)2 + 2) + 2| log ε|) + α|t|
and hence we conclude that
e−2
√
2|t+hj−hl| ≤e−2
√
2(1−2α− 1+α4 )(log((εs)2+2)+2| log ε|)e−2
√
2α|t|
≤ε3(1−3α)((εs)2 + 2)− 32 (1−3α)e−2α|t|.
We note that
3(1− 3α) =: 2 + γ > 2
provided α > 0 is small enough.
Putting together the previous estimate and the estimates in (4.7), the estimate in (4.12) follows.
This completes the proof of the Lemma. 
4.3. Improvement of the approximation. In this subsection we improve the approximation U0
defined in (4.10). More precisely, we cancel the terms of order ε2 or smaller.
We begin by writing
6(1− v2⋆)e−
√
2t = a⋆v
′
⋆ + g0(t) with
∫
R
g0(t)v
′
⋆(t)dt = 0 (4.22)
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and by noticing that ∫
R
v′′⋆ (t)v
′
⋆(t)dt =
∫
R
t(v′⋆(t))
2dt = 0. (4.23)
In order to improve the approximation U0, we solve the ODE’s
ψ′′0 + (1 − 3v2⋆)ψ0 = g0, ψ′′1 + (1− 3v2⋆)ψ1 = −v′′⋆ , ψ′′2 + (1 − 3v2⋆)ψ2 = tv′⋆ in R. (4.24)
Since v′⋆ is a positive solution of the equation
ψ′′(t) + (1− 3v2⋆)ψ(t) = 0 in R,
directly from the variation of parameters formula and the orthogonality conditions in (4.22) and
(4.23), we find that
ψ0(t) = v
′
⋆(t)
∫ t
0
(v′⋆(τ))
−2
(∫ ∞
τ
v′⋆(ξ)g0(ξ)dξ
)
dτ,
ψ1(t) =
1
2 tv
′
⋆(t) and
ψ2(t) = v
′
⋆(t)
∫ t
0
(v′⋆(τ))
−2
(∫ ∞
τ
ξv′⋆(ξ)
2dξ
)
dτ.
We also find that for any i ∈ N ∪ {0}, there exists Ci > 0 such that∥∥(1 + e2√2|t|χt>0)∂iψ0∥∥L∞(R) ≤ Ci
and for any ̺ ∈ (0√2) and for any j = 1, 2 and any i ∈ N ∪ {0}, there exists C˜i > 0∥∥e̺|t|∂iψj∥∥L∞(R) ≤ C˜i.
Furthermore, since ψ1 and ψ2 are odd functions in the variable t, then∫
R
ψ1(t)v
′
⋆(t)dt =
∫
R
ψ2(t)v
′
⋆(t)dt = 0.
Next, we proceed as in subsection 5.2 in [1]. First, define ηj : Σε × R→ R by the formula
(−1)j−1ηj(p, z) :=− e−
√
2(hj(εp)−hj−1(εp))ψ0(hj(εp)− z) + e−
√
2(hj+1(εp)−hj(εp))ψ0(z− hj(εp))
+ ε2ψ1(z − hj(εp)) + ε2|AΣ(εp)|2ψ2(z − hj(εp))
(4.25)
and set η˜j(p, t) = (−1)j−1ηj(p, t+ hj(εp)). We consider the approximation
U1(p, z) := U0(p, z) + η(p, z), η(p, z) :=
2∑
j=1
ηj(p, z).
Using the variable t := z− hl(εp) in X−1ε,hl(Nl,ε), we have for j ∈ {1, 2} with j 6= l, that
(−1)l−1S(U1) = (−1)l−1S(U0) + ∆Nl,ε η˜l + F ′(wl)η˜l + (F ′(U0)− F ′(wl))η˜l
+∆Nj,ε η˜j(t+ hl − hj) + F ′(U0)η˜j(t+ hl − hj) + (−1)l−1QU0(η),
where we have denoted
QU0(η) = F (U0 + η)− F (U0)− F ′(U0)η.
Using (4.6) and (4.7) in Nl,ε, we find that
(∆Nl,ε + F
′(w))(ε2(h′l(εs))
2ψ1(t) + ε
2β(εs)ψ2(t)) = ε
2β(εs)tv′⋆ − ε2(h′l)2v′′⋆ +R4,ε(h1, h2)
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and
(∆Nl,ε + F
′(w))
(
−e−
√
2(hl−hl−1)ψ0(−t) + e−
√
2(hl+1−hl)ψ0(t)
)
=
− e−
√
2(hl−hl−1)g0(−t) + e−
√
2(hl+1−hl)g0(t) +R5,ε(h1, h2),
with
|Ri,ε(h1, h2)| ≤ Cε3(s(εp)2 + 2)−
2+γ
2 e−ρ|t|, i = 4, 5.
The following lemma summarises the computations of the error S(U1).
Lemma 4.3. Assume the hypothesis in Lemma (4.11). The error S(U1) in X
−1
ε,hl(Nε,l) is given by
(−1)l−1S(U1) = ε2(∆Σhl + |AΣ|2hl)v′⋆ + a⋆(e−
√
2(hl−hl−1) − e−
√
2(hl+1−hl))v′⋆ +R6,ε(h1, h2),
with
|R6,ε(h1, h2)| ≤ Cε2+γ(s(εp)2 + 2)−
2+γ
2 e−ρ|t|. (4.26)
5. The Lyapunov-Schmidt reduction
In this section, we perform an infinite dimensional Lyapunov-Schmidt reduction procedure and
finish the construction of the solution of (1.1) predicted in Theorem 1.3. Again many of the
developments are in the lines of those in [1, 20].
5.1. A gluing procedure. We begin the developments in this part by construction a global ap-
proximation of (1.1). We introduce a smooth cutoff function χ ∈ C∞(R) such that 0 ≤ χ ≤ 1
and
χ(t) =
{
1 t ≤ 1
0 t ≥ 2.
For (p, z) ∈ Σε × R, we set
ζ(p, z) := χ
(
|z| − 4√
2
(log(s(εp)2 + 2) + 2| log ε|) + 2
)
and
ζ˜(ξ) :=
{
ζ ◦X−1ε (ξ), for ξ ∈ Nε
0 , otherwise.
(5.1)
Similarly, we set
U˜1(ξ) :=
{
U1 ◦X−1ε (ξ), for ξ ∈ Nε
0 , otherwise.
(5.2)
We define our global approximation as
w(ξ) := ζ˜(ξ)U˜1(ξ)− (1− ζ˜(ξ)), (5.3)
and we look for a solution to the Allen-Cahn equation of the form
u = w + ϕ,
where ϕ : RN+1 → R is a small correction in an appropriate topology to be determined later.
We introduce next some useful notation. For l = 1, 2 and a function u : Σε × R→ R, we set
u
♮
l(ξ) :=
{
u ◦X−1ε,hl(ξ), for ξ ∈ Nε,l ⊂ RN+1
0, otherwise.
(5.4)
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On the other hand, given any O(m) × O(n)-invariant function v : RN+1 → R, we define for
1 ≤ l ≤ 2 and (p, t) ∈ Σε × R,
v
♯
l (p, t) :=
{
v ◦Xε,hl(p, t) if (p, t) ∈ X−1ε,hl(Nε,l)
0, otherwise.
(5.5)
The notation just introduced can be explained as follows: u♮l refers to an expression of u in
natural or euclidean coordinates while u♯ refers to a function expressed in natural coordinates
pushed forward to Fermi coordinates.
For any integer i ≥ 1 and (p, t) ∈ Σε × R, we set
χi(p, t) := χ
(
|t| − 1
4
√
2
(log(s(εp)2 + 2) + 2| log ε|) + i
)
and we look for a correction of the form
ϕ =
2∑
l=1
χ
♮
3,lϕl + ψ. (5.6)
Using the fact that χ♮4,lχ
♮
3,l = χ
♮
4,l, the Allen-Cahn equation can be written as
0 = S(w + ϕ) = S(w) + ∆ϕ+ F ′(w)ϕ +Qw(ϕ) =
2∑
l=1
χ
♮
3,l(∆ϕl + F
′(w)ϕl + χ
♮
4,lS(w) + χ
♮
4,lQw(ϕl + ψ) + χ
♮
4,l(F
′(w) + 2)ψ)
+ ∆ψ +
(
2− (1 −
2∑
l=1
χ
♮
4,l)(F
′(w) + 2)
)
ψ + (1−
2∑
l=1
χ
♮
4,l)S(w)
+
k∑
l=1
2∇χ♮3,l· ∇ϕl +∆χ♮3,lϕl + (1 − χ♮4,l)Qw(ψ +
2∑
i=1
χ
♮
3,iϕi),
where we have denoted
Qw(ϕ) = F (w + ϕ)− F (w) − F ′(w)ϕ.
Since we look for an O(m) × O(n)-invariant solution, also ψ and ϕ1, ϕ2 have to satisfy these
symmetries. In other words, ϕl = φ
♮
l , for some functions φl : Σε × R → R of the (p, t)-variables,
which are O(m) ×O(n)-invariant. Therefore we have to solve the system given by the equations
∆ψ +
(
2− (1−
2∑
l=1
χ
♮
4,l)(F
′(w) + 2)
)
ψ +
(
1−
2∑
l=1
χ
♮
4,l
)
S(w)
+
2∑
l=1
2∇χ♮3,l· ∇ϕl +∆χ♮3,lϕl + (1− χ♮4,l)Qw
(
ψ +
2∑
i=1
χ
♮
3,iϕi
)
= 0 in RN+1, l = 1, 2
(5.7)
and
∆Σεφl + ∂
2
t φl + F
′(v⋆)φl + χ4S(w
♯
l ) + χ4Qw♯
l
(φl + ψ
♯
l ) + χ4(F
′(w♯l ) + 2)ψ
♯
l
+ χ2(∆Nl,ε − ∂2t −∆Σε)φl +
(
F ′(w♯l )− F ′(v⋆)
)
χ2φl = 0 in Σε × R, l = 1, 2,
(5.8)
where ∆Nl,ε represents the Laplacian in the (p, t)-coordinates, given by Lemma 4.1.
44 OSCAR AGUDELO, MICHAŁ KOWALCZYK, AND MATTEO RIZZI
Using the decay of the error both along the surface and in the orthogonal direction, it is possible
to prove the following result about the behaviour of the error far from the interfaces.
Lemma 5.1. In the previous notations, for some γ¯ > 0,∣∣∣∣∣
(
1−
2∑
l=1
χ
♮
4,l
)
S(w)
∣∣∣∣∣ ≤ Cε2+γ¯(|εξ|2 + 2)− 2+γ¯2 , ∀ ξ ∈ RN+1. (5.9)
Proof. Here we estimate the error far from the interfaces. TO be more precise, let ξ = Xε,hl(p, t)
with p ∈ Σε and
1
4
√
2
(
log(s(εp)2 + 2) + 2| log ε|)− 3 ≤ |t| ≤ 1
4
√
2
(
log(s(εp)2 + 2) + 2| log ε|)− 2.
Then, for s = s(p)
e−
√
2|t|(e−
√
2(hj+1−hj) + e−
√
2(hj−hj−1)) ≤e−(1−α)
√
2|t|e−(1−2α)(log(s(εp)
2+2)+2| log ε|)e−α
√
2|t|
≤e−( 1−α4 +1−2α)(log(s(εp)2+2)+2| log ε|)e−α
√
2|t|
=ε
5
2− 92α(s(εp)2 + 2)−
5
4+
9
4αe−α
√
2|t|
≤Cε 52−4α(|s(εp)|2 + 2)− 54+ 94αe−α
√
2|t|
=Cε
5
2−4α(|εs|2 + 2)− 54+ 94αe−α
√
2|t|.
Thus the conclusion follows by settingmin
{
5
2 − 4α, 52 − 92α
}
=: 2+γ¯ > 2 with any α ∈ (0, 19 ). 
In view of Lemma 5.1, we can find a solution ψ = ψ(φ1, φ2, h1, h2) to equation (5.7), for any
fixed φ1, φ2 and h1, h2. This will be done in subsection 5.3, thanks to coercivity of the bilinear form
associated with the linear operator. After that, we will plug this solution into system (5.8), which
will be solved with respect to (φ1, φ2, h1, h2).
To solve (5.8) we will rely on the infinite dimensional Lyapunov-Schmidt reduction. This allows
to overcome the fact that the operator ∆Σε + ∂
2
t +F
′(v⋆) has a one-dimensional kernel spanned by
v′⋆. In order to set up the reduction scheme we set
N
♯
l(ψ, φ1, φ2, h1, h2) := χ4Qw♯
l
(φl + ψ
♯
l ) + χ4(F
′(w♯l ) + 2)ψ
♯
l + χ2(∆Nl,ε − ∂2t −∆Σε)φl
+ (F ′(w♯l )− F ′(v⋆))χ2φl,
P
♯
l (ψ, φ1, φ2, h1, h2)(p) :=
∫
R
(
χ4S(w
♯
l ) + N
♯
l(ψ, φ1, φ2, h1, h2)
)
v′⋆(t)dt for p ∈ Σε.
(5.10)
First we fix h1, h2 and we find a solution (φ1, φ2) = (φ1(h1, h2), φ2(h1, h2)) to the system
∆Σεφl + ∂
2
t φl + F
′(v⋆)φl = −χ4S(w♯l )−N♯l(ψ, φ1, φ2, h1, h2) + P ♯l (ψ, φ1, φ2, h1, h2)(p)v′⋆,∫
R
φl(p, t)v
′
⋆(t)dt =0, ∀ p ∈ Σε, l = 1, 2
(5.11)
where ψ = ψ(ϕ1, ϕ2, h1, h2) is the solution found above. In other words, for any h1, h2 fixed,
equation (5.8) can be solved up to Lagrange multipliers P ♯l (ψ, φ1, φ2, h1, h2), which depend on h1
and h2 (we recall that also ψ, φ1 and φ2 do depend on h1 and h2). This system, known as the
auxiliary equation will be treated in Subsection 5.4. Finally we will determine h1, h2 by solving the
system
P
♯
l (ψ, φ1, φ2, h1, h2) = 0, l = 1, 2,
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known as the bifurcation equation. Equivalently, we have to choose h1 and h2 in order for the
Lagrange multipliers to vanish. Integrating over R and using Lemma 4.3, it is possible to see that
this is equivalent to solve a non-linear system of the form
ε2JΣh1 + a⋆e
−√2(h2−h1) = ε2f1(p, h1, h2)
ε2JΣh2 − a⋆e−
√
2(h2−h1) = ε2f2(p, h1, h2)
in Σ (5.12)
for h1 and h2 satisfying (4.2) and (4.9) with
|fl(p, h1, h2)| ≤ cε2µ(s(p)2 + 2)2+µ for p ∈ Σ, l = 1, 2, (5.13)
where µ := min{γ, γ¯} > 0 with γ and γ¯ begin the constants in Lemmas 4.2 and 5.1 and where from
a⋆ = ‖v′⋆‖−2L2(R)
∫
R
6(1− v2⋆)e−
√
2tv′⋆(t)dt > 0
is the constant in (4.22).
Setting {
v1 := h1 + h2,
v2 := h2 − h1,
{
g1 := f1 + f2,
g2 := f2 − f1,
we reduce the bifurcation system (5.12) reduces to to
JΣv1 =g1
(
p,
v1 − v2
2
,
v1 + v2
2
)
,
ε2JΣv2 − 2a⋆e−
√
2v2 =ε2g2
(
p,
v1 − v2
2
,
v1 + v2
2
)
.
in Σ.
We look for a solution of the form
vl = v0,l + ql,
where the pair (v0,1, v0,2) solves the homogeneous Jacobi-Toda system
JΣv0,1 =0
ε2JΣv0,2 − 2a⋆e−
√
2v0,2 =0.
in Σ. (5.14)
From Proposition 2.2, v0,1 = 0, while Theorem 1.2 with δ = ε
2 > 0, provides the existence of v0,2.
Consequently, the pair (q1, q2) is determined by solving the nonlinear system
JΣq1 = g˜1(p, q1, q2)
ε2JΣq2 + 2
√
2a⋆e
−√2vq2 = ε2g˜2(p, q1, q2)
in Σ, (5.15)
where v = v0,2 has the asymptotic behavior of the approximate solution to the Jacobi-Toda equation
described in Lemma 3.2, i.e.
v0,2 ∼ 1√
2
W
(
2
√
2a⋆
ε2|AΣ|2
)
.
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The right-hand sides in (5.15) are given by
g˜1(p, q1, q2) = g1
(
p,−v0,2
2
+
q1 − q2
2
,
v0,2
2
+
q1 + q2
2
)
g˜2(p, q1, q2) =g2
(
p,−v0,2
2
+
q1 − q2
2
,
v0,2
2
+
q1 + q2
2
)
+ 2a⋆ε
−2e−
√
2v0,2Q(q2)− 2
√
2a⋆ε
−2e−
√
2v(e−
√
2(v0,2−v) − 1)q2.
For further details about system (5.15), we refer to subsection 5.5.
Remark 5.1. The solution (h1, h2) of the system (5.12) will have the form
h1 = −v0,2
2
+
q1 − q2
2
, h2 =
v0,2
2
+
q1 + q2
2
. (5.16)
From (3.11) in Lemma 3.2 and the developments in subsection 3.9, we are able to conclude that
(h1, h2) satisfies (4.2) and (4.9), since (q1, q2) are determined as small perturbations of solutions to
the Jacobi-Toda system.
Roughly speaking, the two connected components of the zero level set of uε diverge logarithmi-
cally from the cone Cm,n at infinity.
5.2. Function spaces. In order to treat equation (5.7) and system (5.11) we introduce some
function spaces.
For β ∈ (0, 1), µ > 0 and functions g ∈ C0,βloc (RN+1), we introduce the norm (c.f (2.58)):
‖g‖∞,µ := ‖(|εξ|2 + 2)
µ
2 g‖L∞(RN+1).
Moreover, we say that g ∈ Y♮,βµ if it is O(m) ×O(n)-invariant and the norm
‖g‖
Y
♮,β
µ
:= sup
ξ∈RN+1
(2 + |εξ|2) 2+µ2 ‖g‖C0,β(B1(ξ)) (5.17)
is finite.
We also say that a function ψ ∈ C2,βloc (RN+1) is in X♮,βµ if it is O(m) × O(n)-invariant and the
norm
‖ψ‖
X
♮,β
µ
:= sup
ξ∈RN+1
(2 + |εξ|2) 2+µ2 ‖D2ψ‖C0,β(B1(ξ)) + ‖∇ψ‖∞,2+µ + ‖ψ‖∞,2+µ (5.18)
is finite.
Given β ∈ (0, 1), ρ ∈ (0,√2), µ > 0 and a function f ∈ C0,βloc (Σε × R), we define the norm
‖f‖∞,µ,ρ := ‖(s(εp)2 + 2)
2+µ
2 cosh(t)ρf‖L∞(Σε×R), (5.19)
Furthermore, we say that f ∈ Y ♯,βµ,ρ if it is O(m) ×O(n)-invariant and
‖f‖Y ♯,βµ,ρ := sup
p∈Σε, t∈R
(s(εp)2 + 2)
2+µ
2 cosh(t)ρ‖f‖C0,β(Ip,t), Ip,t := B1(p)× (t, t+ 1) (5.20)
is finite. Moreover, for O(m)×O(n)-invariant functions φ ∈ C2,βloc (Σε ×R), we say that φ ∈ X♯,βµ,ρ if
‖φ‖X♯,βµ,ρ := sup
p∈Σε, t∈R
(s(εp)2 + 2)
2+µ
2 cosh(t)ρ‖D2φ‖C0,β(Ip,t) + ‖∇φ‖∞,2+µ,ρ + ‖φ‖∞,2+µ,ρ (5.21)
is finite.
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5.3. The equation far from the nodal set. The aim of this subsection is to solve equation (5.7),
with h1, h2, φ1 and φ2 fixed. Recall that we have set µ := min{γ, γ¯} > 0, with γ and γ¯ defined as
in Lemmas 4.2 and 5.1. We also refer the reader back to subsections 2.7 and 3.8 for the respective
definition of the spaces C2,β∞,µ(Σ) and D2,βµ, 12 (Σ).
Proposition 5.1. Let β ∈ (0, 12 ), ρ > 0 be given and let Λ0, Λ1 > 0 be fixed constants. Let also
h1, h2 be of the form (5.16), with q1 ∈ C2,β∞,µ(Σ), q2 ∈ D2,βµ, 12 (Σ) such that
‖q1‖C2,β∞,µ(Σ) < Λ0εµ, ‖q2‖D2,β
µ, 1
2
(Σ) < Λ0ε
µ.
Let φ1, φ2 ∈ X♯,βµ,ρ be such that
‖φ1‖X♯,βµ,ρ < Λ1ε2+µ,
Set ϕl = φ
♮
l . Then there exists a unique solution ψ := ψ(ϕ1, ϕ2, h1, h2) ∈ X♯,βµ,ρ to equation (5.7)
satisfying
‖ψ(ϕ1, ϕ2, h1, h2)‖X♯,βµ,ρ ≤ Λ2ε2+µ,
‖ψ(ϕ11, ϕ12, h1, h2)− ψ(ϕ21, ϕ22, h1, h2)‖X♯,βµ,ρ ≤ cε2+µ
(
‖ϕ11 − ϕ21‖X♯,βµ,ρ + ‖ϕ12 − ϕ22‖X♯,βµ,ρ
)
‖ψ(ϕ1, ϕ2, h11, h22)− ψ(ϕ1, ϕ2, h21, h22)‖X♯,βµ,ρ ≤ cε2+µ
(
‖q11 − q21‖C2,β∞,µ(Σ) + ‖q12 − q22‖D2,β
0,̺+1
2
(Σ)
)
,
for some c, Λ2 > 0.
The proof basically consists of two steps. First we construct a right inverse of the operator
−∆+ Vε, Vε := 2− (1−
2∑
l=1
χ
♮
4,l)(F
′(w) + 2)
using the fact that the potential Vε is positive and bounded away from 0, uniformly in ε (see
Proposition 5.2). After that, we will use a perturbation argument, based on the contraction mapping
theorem.
To carry out the first step we consider the equation:
−∆ψ + Vε(ξ)ψ = g. (5.22)
Proposition 5.2. Let β ∈ (0, 1), µ > 0, and g ∈ Y♮. Then, for ε > 0 small enough, there exists a
solution ψ := F3(g) ∈ X♯,βµ,ρ to (5.22). Moreover, it satisfies
‖Ψ(g)‖
X
♯,β
µ,ρ
≤ c‖g‖
Y
♯,β
µ,ρ
, (5.23)
for some constant c > 0.
First we state the following a priori estimate, which will be used to treat the linear problem.
Lemma 5.2. Let β ∈ (0, 1), µ > 0 and ψ be a bounded solution to (5.22) with g ∈ Y♯,βµ,ρ. Then
‖ψ‖∞,2+µ ≤ c‖g‖∞,2+µ.
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Proof. The idea is to take a point ξ0 ∈ RN+1 and to prove that
|ψ(ξ0)| ≤ λ(|εξ0|2 + 2)−
2+µ
2 .
In order to do so, we take ν > 0 arbitrary, λ > 0 (to be fixed) and we compare ψ with the barrier
vλ,ν(ξ) := λ(|εξ|2 + 2)−
2+µ
2 + ν(|εξ|2 + 2) 2+µ2
in a ball of radius R0 > |ξ0| so large that
|ψ(ξ)| ≤ ‖ψ‖L∞(RN+1) ≤ ν((εR0)2 + 2)
2+µ
2 , ∀ ξ ∈ ∂BR0 .
In fact, in such a ball, we have
(−∆+ Vε)(ψ − vλ,ν) ≤ (‖g‖∞,2+µ − λ(2− δ))(|εξ|2 + 2)−
2+µ
2 = 0
with 0 < 2− δ < 2, provided ε is small enough and
λ =
‖g‖∞,2+µ
2− δ .
Therefore, applying the maximum principle and letting ν → 0, we have the statement. 
Now we can prove Proposition 5.2.
Proof of Proposition 5.2. We take a smooth cutoff function χ : R→ R such that χ(t) = 1 for t < 1
and χ(t) = 0 for t > 2. For k ≥ 0, we set χR(x) = χ(|εx| − R) and gR := χRg, so that gR → g
uniformly as R→∞ and we consider the unique solution ψR to the problem{
−∆ψR + Vε(x)ψR = gR, in RN+1
ψR ∈ H1(RN+1).
Since g is O(m)×O(n)-invariant, then, by uniqueness, so is ψR. Moreover, by a bootstrap argument,
it is possible to prove that ψR ∈ L∞(RN+1). Thus Lemma 5.2, gives the bound
‖ψR‖L∞(RN+1) ≤ ‖ψR‖∞,2+µ ≤ c‖gR‖2+µ,∗ ≤ ‖g‖∞,2+µ.
By the standard ellitpic regularity and and the Ascoli-Arzelà theorem, there exists a sequence
Rk →∞ such that ψRk converges uniformly on compact subsets to a bounded solution ψ to (5.22),
which itself satisfies
‖ψ‖∞,2+µ ≤ c‖g‖∞,2+µ.
To conclude, the estimate in the norm ‖· ‖
X
♯,β
µ,ρ
follows from the elliptic estimates. 
Now we can prove Proposition 5.1.
Proof of Proposition 5.1. Equation (5.7) can be reduce to the fixed point problem
ψ = −F3
(
(1−
2∑
l=1
χ
♮
4,l)S(w) +
2∑
l=1
2∇χ♮3,l· ∇ϕl +∆χ♮3,lϕl + (1− χ♮4,l)Qw(ψ +
2∑
i=1
χ
♮
3,iϕi)
)
,
(5.24)
which can be uniquely solved in the ball
BΛ1 := {ψ ∈ X♯,βµ,ρ : ‖ψ‖X♯,βµ,ρ < Λ1ε2+µ},
using the contraction mapping theorem and thanks to Lemmas 4.3 and 5.1. We leave the details
to the reader and refer to [19], section 5 for details on similar developments. 
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5.4. The auxiliary equation. In this subsection we will deal with the auxiliary system (5.11)
with h1, h2 fixed.
First we introduce the spaces
X
♯,β
⊥,µ,ρ :=
{
φ ∈ X♯,βµ,ρ :
∫
R
φ(p, t)v′⋆(t)dt = 0, ∀ p ∈ Σε
}
,
Y
♯,β
⊥,µ,ρ :=
{
f ∈ Y ♯,βµ,ρ :
∫
R
f(p, t)v′⋆(t)dt = 0, ∀ p ∈ Σε
}
.
Proposition 5.3. Let β ∈ (0, 12 ), ρ > 0 be given and let h1, h2 be of the form (5.16), with q1 ∈
C2,β∞,µ(Σ), q2 ∈ D2,βµ, 12 (Σ) such that
‖q1‖C2,β∞,µ(Σ) < Λ0εµ, ‖q2‖D2,β
µ, 1
2
(Σ) < Λ0ε
µ,
with Λ0 > 0 fixed. Then there exists a unique solution (φ1, φ2) = (φ1(h1, h2), φ2(h1, h2)) ∈ X♯,β⊥,µ,ρ×
X
♯,β
⊥,µ,ρ to system (5.11) satisfying
‖φ1(h1, h2)‖X♯,βµ,ρ + ‖φ2(h1, h2)‖X♯,βµ,ρ ≤ Λ1ε2+µ,
‖φl(h11, h12)− φl(h21, h22)‖X♯,βµ,ρ ≤ cε2+µ(‖q11 − q21‖C2,β∞,µ(Σ) + ‖q12 − q22‖D2,β
µ, 1
2
(Σ)), l = 1, 2,
(5.25)
for some c, Λ1 > 0.
Once again, first we will construct a right inverse of the operator −∆Σε − ∂2t + (3v2⋆ − 1) under
the suitable orthogonality condition, then we will apply a fixed point argument. For this purpose,
we consider the linear problem
−∆Σεφ− ∂2t φ+ (3v2⋆ − 1)φ = f in Σε × R. (5.26)
In order to be able to solve equation (5.26), f has to satisfy the orthogonality condition∫
R
f(p, t)v′⋆(t)dt = 0 for p ∈ Σε, (5.27)
and we look for a solution φ which satisfies (5.27). The aim of this subsection is to prove the
following result.
Proposition 5.4. Let β ∈ (0, 1), ρ ∈ (0,√2) and µ ∈ (0, 1). Then, for any f ∈ Y ♯,β⊥,µ,ρ, there exists
a unique solution φ := F4(f) ∈ X♯,β⊥,µ,ρ to (5.26). Moreover
‖φ‖X♯,βµ,ρ ≤ c‖f‖Y ♯,βµ,ρ .
The proof of Proposition 5.4 involves several steps, which will be dealt with the aid of some
Lemmas and Remarks.
Since the decay of f along the surface is slow, f is not necessarily in L2(Σε × R), thus we start
with a truncated problem with right-hand side fR := fχR, where χR(p) := χ(s(εp) − R) and
χ : R→ R is a smooth cutoff function such that
χ(τ) =
{
1, τ > 2
0, τ < 1
, 0 ≤ χ ≤ 1.
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Lemma 5.3 (Existence for a truncated problem). Let β ∈ (0, 1), ρ ∈ (0,√2), γ ∈ (0, 1) and
f ∈ Y ♯,β⊥,µ,ρ. Then, for any R > 0, there exists a unique solution φR ∈ H1(Σε × R) to (5.26) such
that ∫
R
φR(p, t)v
′
⋆(t)dt = 0, ∀ p ∈ Σε.
Moreover, φ ∈ C2,βloc (Σε × R), it is O(m)×O(n)-invariant and bounded.
Proof. Since we have multiplied by a cutoff function an we have exponential decay in t, fR ∈
L2(Σ × R), thus equation (5.26) can be attached with variational techniques. In fact, due to the
spectral decomposition of the ordinary differential operator −∂2t + (3v2⋆ − 1), the corresponding
functional∫
Σε×R
|∇Σεφ|2 +
∫
Σε×R
(∂tφ)
2 +
∫
Σε×R
(3v2⋆ − 1)φ2dσ(p)dt −
∫
Σε×R
fRφdσ(p)dt
is coercive and lower semicontinuous on the closed subspace
Z :=
{
φ ∈ H1(Σε × R) :
∫
R
φ(p, t)v′⋆(t)dt = 0, ∀ p ∈ Σε
}
,
thus it has a unique minimiser φR ∈ Z, which fulfils∫
Σε×R
(〈∇ΣεφR,∇Σεψ〉Σε + ∂tφR∂tψ + (3v2⋆ − 1)φRψ) dσ(p)dt = ∫
Σε×R
fRψdσ(p)dt, ∀ψ ∈ Z.
(5.28)
In order to prove that φ is a true weak solution we have to show that (5.28) is satisfied for any
ψ ∈ H1(Σε × R). This follows from a direct computation after writing any ψ ∈ H1(Σε × R) as
ψ = ψ˜ + a(p)v′⋆(t), ψ˜ ∈ Z, a(p) :=
∫
R
ψ(p, t)v′⋆(t)dt∫
R
v′⋆(t)2dt
and we use the fact that v′⋆ is in the kernel of −∆Σε − ∂2t + (3v2⋆ − 1). Symmetry and regularity
for φR follow from symmetry and regularity of f and uniqueness. The fact that φ ∈ L∞(Σε × R)
follows from a bootstrap argument. 
In order to prove the decay of the solution and the estimates in the required weighted norms
we need an a priori estimate, which relies on the following well-known result, which is proved, for
instance in [19].
Lemma 5.4. Let φ be a bounded solution to
−∆RNφ− ∂2t φ+ (3v2⋆ − 1)φ = 0, ∀ (y, t) ∈ RN × R.
Then φ(y, t) = cv′∗(t), for some constant c ∈ R.
Lemma 5.5 (A priori estimate). Let β ∈ (0, 1), ρ ∈ (0,√2), µ ∈ (0, 1) and f ∈ Y ♯,β⊥,µ,ρ. Let φ be a
bounded solution to (5.26). Then
‖φ‖L∞(Σε×R) ≤ c‖f‖L∞(Σε×R).
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Proof. Assume, by contradiction, that there exist a sequence εn → 0 and sequences φn, fn ∈
L∞(Σε × R) such that
−∆Σεnφn − ∂2t φn + (3v2⋆ − 1)φn = fn∫
R
φn(p, t)dt = 0 ∀ p ∈ Σεn
‖φn‖L∞(Σε×R) = 1, ‖fn‖L∞(Σε×R) → 0.
Let us consider a sequence (pn, tn) ∈ Σεn × R such that |φn(pn, tn)| ≥ 12 and a parametrisation
Y : Bθ ⊂ RN → Σ of Σ such that Y (0) = εnpn and the metric at 0 is the identity. In these
coordinates, the laplacian reads
∆Σεn := g
ij(εny)∂ij + εnb
i(εny)∂i
so that the equation reads
−gij(εny)∂ij φ˜n − εnbi(εny)∂iφ˜n − ∂2t φ˜n + (3v2⋆ − 1)φ˜n = f˜n, ∀ (y, t) ∈ Bθε−1 × R,
where φ˜n(y, t) := φn(p, t) and f˜n(y, t) := fn(p, t). Note that |φ˜n(0, tn)| = |φn(pn, tn)| ≥ 12 .
Let us assume first that tn is bounded. Then, up to a subsequence, tn → t∞ ∈ R and, by the
Ascoli-Arzelà theorem, φ˜n converges uniformly on compact subsets to a bounded solution φ∞ to
−∆RNφ∞ − ∂2t φ∞ + (3v2⋆ − 1)φ∞ = 0
in RN+1 such that |φ∞(0, t∞)| ≥ 12 , which yields that φ∞ = Cv′⋆(t), with C 6= 0. However, the
orthogonality condition ∫
R
φ∞v′⋆dt = 0, ∀y ∈ RN
yields that C = 0, a contradiction.
If tn is unbounded, say tn →∞, the situation is similar. In this case we set
φ♯n(y, t) := φ˜n(y, t + tn)
and we get, in the limit, a bounded solution φ∞ to
−∆RNφ∞ − ∂2t φ∞ + 2φ∞ = 0
in RN+1 such that |φ∞(0,∞)| ≥ 12 , which contradicts the maximum principle and the boundedness
of φ∞. 
Lemma 5.6 (Decay in t). Let β ∈ (0, 1), ρ ∈ (0,√2), µ ∈ (0, 1) and f ∈ Y ♯,β⊥,µ,ρ. Let φ be a bounded
solution to (5.26). Then
|φ(p, t)| cosh(t)ρ ≤ c(‖φ‖L∞(Σε×R) + ‖f cosh(t)ρ‖L∞(Σε×R)), ∀ (p, t) ∈ Σε × R.
Proof. The proof relies on comparing the solution with a barrier. For any ν > 0 and λ > 0, we set
vλ,ν(t) := (λ cosh
−ρ(t) + ν coshρ(t))eνR0 .
The idea is to apply the maximum principle to bounded domain
Ω := Σε,ε−1R0 × (t1, t2), Σε,ε−1R0 := Σε ∩Bε−1R0 ,
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with R0 > 0, t1 > 0, t2 > 0 to be determined. First we note that, in order to apply the maximum
principle, f ′(v⋆(t)) must be uniformly negative, thus we choose t1 > 0 such that 1− 3v2⋆ < −1− γ
2
2
for |t| > t1. Then we observe that, since eνR0 ≥ 1, for p ∈ Σε and t = t1 we have
φ(p, t1) ≤ ‖φ‖L∞(Σε×R) ≤ λ cosh−ρ(t1) ≤ vλ,ν(t1)
provided λ ≥ ‖φ‖L∞(Σε×R) coshρ(t1). For |t| = t2, we have
φ(p, t2) ≤ ‖φ‖L∞(Σε×R) ≤ ν coshρ(t2) ≤ vλ,ν(t2)
provided t2 is large enough. Moreover, on ∂Σε,ε−1R0 × (t1, t2), we have
vλ,ν(t) ≥ (λ cosh−ρ(t2) + ν coshρ(t1))eνR0 ≥ ‖φ‖L∞(Σε×R) ≥ φ(p, t),
provided R0 > 0 is large enough. Differentiation shows that in Ω the following differential inequality
holds
(−∆Σε − ∂2t + (3v2⋆ − 1))(φ − vλ,ν) ≤
(
‖f cosh(t)ρ‖L∞(Σε×R) − λeνR0
(
1− ρ
2
2
))
cosh(t)−ρ ≤ 0
provided
λ ≥ 2‖f cosh(t)
ρ‖L∞(Σε×R)
eνR0(2 − ρ2) .
In conclusion, applying the maximum principle and letting ν → 0, we have
φ ≤ λ cosh−ρ(t) in Σε × (t1,∞), λ = ‖φ‖L∞(Σε×R) coshρ(t1) +
2‖f coshρ(t)‖L∞(Σε×R)
2− ρ2 .
If φ satisfies the hypothesis of the Lemma, then also −φ and φ(p,−t) do, hence the proof is
concluded. 
Lemma 5.7 (Decay in p). Let β ∈ (0, 1), ρ ∈ (0,√2), µ ∈ (0, 1) and f ∈ Y ♯,β⊥,µ,ρ. Let φ be a bounded
solution to (5.26). Then
‖φ‖2+µ,ρ,∞ ≤ c(‖φ‖L∞(Σε×R) + ‖f‖2+µ,ρ,∞).
Proof. For p ∈ Σε, we define
ϕ(p) :=
∫
R
φ(p, t)2dt.
Due to the exponential decay in t provided by Lemma 5.6, ψ is well defined and bounded with
‖ϕ‖L∞(Σε×R) ≤ c(‖φ‖L∞(Σε×R) + ‖f cosh(t)ρ‖L∞(Σε×R)).
A computation shows that
∆Σεϕ =
∫
R
(2φ∆Σεφ+ 2|∇Σεφ|2)dt,
thus, multiplying (5.26) by φ and integrating over R,
∆Σεϕ = 2
∫
R
|∇Σεφ|2dt+ 2
∫
R
(∂tφ)
2dt+ 2
∫
R
(3v2⋆ − 1)φ2dt− 2
∫
R
φfdt,
therefore, by the spectral properties of the ordinary differential operator −∂2t + (3v2⋆ − 1), we have
∆Σεϕ ≥ 3
∫
R
φ2dt− 2
∫
R
fφdt,
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and hence, by the Young inequality, ψ ≥ 0 satisfies the differential inequality
−∆Σεϕ(p) + 2ϕ(p) ≤
∫
R
f(p, t)2dt, ∀ p ∈ Σε.
Therefore, using the barrier
wλ,ν(p) := λ(s(εp)
2 + 2)−(2+µ) + ν(s(εp)2 + 2)2+µ,
with
λ :=
2‖f‖22+µ,ρ,∞
2− δ + c(µ)‖ϕ‖L∞(Σε×R)
and ν > 0 arbitrarily small, the maximum principle gives
0 ≤ ϕ(p) ≤ c‖f‖22+µ,ρ,∞(s(εp)2 + 2)−
2+µ
2
or equivalently
(s(εp)2 + 2)2+µ
∫
R
φ(p, t)2dt ≤ c‖f‖22+µ,ρ,∞.
By the elliptic estimates, we have
(s(εp)2 + 2)
2+µ
2 ‖φ‖L∞(Ip,t) ≤ c‖f‖2+µ,ρ,∞, ∀p ∈ Σε.
In order to prove that the decay along the surface is uniform in t, we use the barrier
w¯λ,ν(p, t) := c¯(µ, ρ)‖f‖2+µ,ρ,∞(s(εp)2 + 2)−
2+µ
2 cosh(t)−ρ − ν(s(εp)2 + 2) 2+µ2 cosh(t)ρ
where c¯(µ, ρ) > 0 is a suitable constant, in a region of the form
{(p, t) ∈ Σε × R : t0 < t < t1, |s(εp)| ≤ s0} ,
with t0 so large that 3v
2
⋆ − 1 > 1 + ρ
2
2 for t ∈ (t0,∞). This concludes the proof. 
Now we can conclude the proof of Proposition 5.4.
Proof. Given f ∈ Y ♯,β⊥,µ,ρ, for any R > 0, by Lemma 5.3 it is possible to find a bounded O(m)×O(n)-
invariant solution φR ∈ H1(Σε × R) to the truncated equation
−∆ΣεφR − ∂2t φR + (3v2⋆ − 1)φR = fR
which satisfies the orthogonality condition (5.27) and, by the a priori estimate provided in Lemma
5.5,
‖φR‖L∞(Σε×R) ≤ c‖fR‖L∞(Σε×R) ≤ c‖f‖L∞(Σε×R).
Therefore, by the Ascoli-Arzelà theorem, there exists a sequence Rk → ∞ such that φRk con-
verges uniformly on compact subsets to a bounded solution φ to (5.26).
Since φR satisfies the orthogonality condition (5.27) and is O(m) × O(n)-invariant, then also φ
does. Moreover, by Lemmas 5.6 and 5.7, φ has the suitable decay both in t and in p and
‖φ‖2+µ,ρ,∞ ≤ c(‖φ‖L∞(Σε×R) + ‖f‖2+µ,ρ,∞).
Once again by the a priori estimate, namely by Lemma 5.5,
‖φ‖2+µ,ρ,∞ ≤ ‖f‖2+µ,ρ,∞.
By the elliptic estimates, we can see that φ ∈ X0 and
‖φ‖X♯,β
⊥,µ,ρ
≤ c‖f‖Y ♯,β
⊥,µ,ρ
.
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
Now we can prove Proposition 5.3.
Proof. System (5.11) can be formulated as a fixed point problem in the form
φl = F4 (−χ4S(w)∗,l − Nl(ψ, φ1, φ2, h1, h2) + Pl(ψ, φ1, φ2, h1, h2)(p)v′⋆) , l = 1, 2,
where ψ = ψ(φ1, φ2, h1, h2) is the correction found in Proposition 5.1.
Thanks to Lemma 4.3 and to the size of ψ in ε, the above problem has a unique solution in the
ball
BΛ1 = {(φ1, φ2) ∈ X♯,β⊥,µ,ρ ×X♯,β⊥,µ,ρ : ‖φ1‖X♯,βµ,ρ + ‖φ2‖X♯,βµ,ρ < Λ1ε2+µ},
provided Λ1 > 0 is large enough. The details of the nonlinear argument are similar to the proof of
Proposition 5.1. A similar proof can be found in Section 6 from [19]. This concludes the proof. 
5.5. The bifurcation equation. We recall that the bifurcation equation is actually a system,
given by
P
♯
l (ψ, φ1, φ2, h1, h2) = 0, l = 1, 2,
where ψ, φ1 and φ2 are were constructed in subsections 5.3 and 5.4.
As we shown in subsection 5.1, this turns out to be equivalent to a system of the form (5.15),
which can be solve using a fixed point argument in the ball
BΛ0 := {(q1, q2) ∈ C2,β∞,µ(Σ)×D2,βµ, 12 (Σ) : ‖q1‖C2,β∞,µ(Σ) < Λ0ε
µ, ‖q2‖D2,β
µ, 1
2
(Σ) < Λ0ε
µ},
provided Λ1 > 0 is large enough, but indepedent of ε > 0.
This is due mainly to the fact that, thanks to Proposition 3.2, the right inverse of ∆Σ+ |AΣ|2+
2
√
2a⋆ε
−2e−
√
2v is of order | log ε|2K and Lemma 4.3, providing the size of the error. Once again,
the details are left to the reader. Similar proofs can be found in [19].
6. Estimate of the energy on a ball
In this section we will prove point (1.3) and hence This concluding the proof of Theorem 1.3.
Recall that the developments in Section 5 have yielded a solution uε = w + ϕ to (1.1), where w is
described in (5.2) and ϕ is described in (5.6).
To show ∫
BR
1
2
|∇uε|2 + 1
4
(1− u2ε)2 ≤ cRN ,
we first claim that ∫
BR
|∇uε|2 ≤ CRN .
Our developments make extensive use of the coordinates (p, t)-coordinates. First we observe that
the volume element in the Fermi coordinates (p, z) of Σ is given by√
| detG| =
√
| det g|+ P (p, z),
being P a polynomial in z such that P (p, 0) = 0 (see (4.3) for the definition of G and g).
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With the change of variables in (4.4), the volume element in the (p, t)-coordinates in X−1ε,hl(Nε,hl)
is given by
√
| det gε|+ P (εp, ε(t+ hl(εp))) = ε−(m−1)a(s(εp))m−1ε−(n−1)b(s(εp))n−1
+ P (εp, ε(t+ hl(εp))),
being gε the metric of Σε = ε
−1Σ.
Let p is any point in Σε ∩ ∂BR and set s(R) := s(p) and
tε :=
1
4
√
2
(
log(s(εp)2 + 2) + 2| log ε|) .
Assume that R > 2ε−1. Then
∫
BR
|∇w|2dξ ≤ c
∫ s(R)
0
ε−(m−1)a(εs)m−1ε−(n−1)b(εs)n−1ds
∫ tε
0
v′⋆(t)
2dt
≤ cε−(N−1)
∫ s(R)
0
(1 + εs)m−1(εs)n−1ds
= cε−N
∫ εs(R)
0
(1 + s)m−1sn−1ds
= cε−N
(∫ 1
0
(1 + s)m−1sn−1ds+
∫ εs(R)
1
(1 + s)m−1sn−1ds
)
≤ cε−N(1 + (εs(R))N ) ≤ cε−N(1 + (εR)N ) ≤ cRN .
Setting ϕ˜ =
∑2
l=1 χ
♮
3,lϕl,
∫
BR
|∇ϕ˜|2dξ ≤ cε4+2µ
∫ s(R)
0
ε−(m−1)a(εs)m−1ε−(n−1)b(εs)n−1
((εs)2 + 2)2+µ
ds
∫ tε
0
e−2ρtdt
≤ cε4+2µ−(N−1)
∫ s(R)
0
(1 + εs)m−1(εs)n−1
((εs)2 + 2)2+µ
ds
= cε4+2µ−N
∫ εs(R)
0
(1 + s)m−1sn−1
(s2 + 2)2+µ
ds
= cε4+2µ−N
(∫ 1
0
(1 + s)m−1sn−1
(s2 + 2)2+µ
ds+
∫ εs(R)
1
(1 + s)m−1sn−1
(s2 + 2)2+µ
ds
)
≤ cε4+2µ−N (1 + (εs(R))N−4−2µ)
≤ cε4+2µ−N (1 + (εR)N−4−2µ)
≤ cRN−4−2µ.
(6.1)
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Finally, we estimate the gradient of ψ, to find that∫
BR
|∇ψ|2dξ ≤ cε4+2µ
∫
BR
1
(|εξ|+ 2)2+µ dξ ≤
= cε4+2µ
∫ s(R)
0
rN
((εr)2 + 2)2+µ
dr
= cε4+2µ
∫ εs(R)
0
(ε−1ρ)N
(ρ2 + 2)2+µ
dρ
ε
= cε4+2µ−N−1
(∫ 1
0
ρN
(ρ2 + 2)2+µ
dρ+
∫ εs(R)
1
ρN
(ρ2 + 2)2+µ
dρ
)
≤ cε4+2µ−N−1
(
1 +
∫ εs(R)
1
ρN−4−2µdρ
)
≤ cε4+2µ−N−1(1 + (εs(R))N−3−2µ)
≤ cε4+2µ−N−1(1 + (εR)N−3−2µ)
≤ cRN−3−2µ.
Similar estimates hold for the mixed terms and this completes the proof of the claim. To show
that ∫
BR
(1− u2ε)2 ≤ CRN
a similar argument as in the proof of the above claim can be used. We leave the details to the
reader. The proof of the theorem is now complete.
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