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Abstract 
Breast Cancer is the most prevalent form of cancer in women (excluding skin cancers), 
however with early detection there is a high chance of successful treatment and long-term 
survival. Microwave imaging as a means of detection has gained interest recently, due to 
advances in both hardware and imaging software. The method offers a potential 
alternative to current imaging techniques that would be inexpensive, provide sensitive 3D 
imaging data, avoid using ionising radiation and would yield a system that is both quick 
and comfortable for the patient. 
This thesis presents a new UWB wide-slot antenna that has been designed to operate in 
the multistatic-radar breast imaging system being developed at the University of Bristol. 
The antenna has been made as compact as possible so as to maximise the number of 
elements in the imaging array and is around half the size of equivalent existing designs. 
To further reduce it's overall dimensions a direct coax feed has been developed that 
eliminates the need for an SMA connector. The simulated and measured performance of 
this antenna show that it has a -10dB input bandwidth in excess of 6 GHz with a lower 
cut off frequency of 4GHz. It is capable of radiating high fidelity UWB pulses into a high 
dielectric medium with properties similar to adipose breast tissue and that it is capable of 
doing this at angles of up to 60° away from boresight. 
The thesis then goes on to present a novel meshing technique that potentially offers a way 
of efficiently simulating a section of the imaging array, by means of generalised co-
ordinate FDTD. This hybrid technique involves descritizing the majority of the problem 
geometry with meshes based on orthogonal co-ordinate systems. These mesh regions, are 
then linked together using sections of purpose built orthogonal curvilinear mesh that 
provides a smooth transition. Because the whole mesh is orthogonal there is no need for 
extra interpolation steps in the FDTD algorithm and the problem can be solved as 
efficiently as with conventional Cartesian FDTD. Central to this scheme is the orthogonal 
·ii· 
curvilinear mesh upon which the rest of the mesh is based. This mesh is produced using a 
technique that takes advantage of the orthogonality of isopotentials and field lines in a 
potential field, found using an finite difference Laplace solver. 
A simulation of two wide-slot antennas angled at 45° to one another has been used to 
verify this meshing technique. Numerical experiments have shown that it is able to 
reproduced the measured coupling between two such antennas. The electric near-field of 
the antenna compares favourably with equivalent results obtained from a Cartesian FDTD 
simulation. And with reference to the measured antenna fields it has been shown that the 
mesh is able to produce a response from a dielectric scatterer that is consistent with the 
same scenario in a cartesian simulation. 
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1.1 History: The Genesis of Radio 
Wide-bandwidth radio systems or in other words; radio systems that have a large 
operational frequency bandwidth, have been around since the genesis of radio at the 
end of the 19th century. The first ever radio system was the "spark gap" 
transmitter/receiver developed by Hienrich Hertz in 1886, built to carry out his first 
investigations into radio waves. Hertz apparatus, which can be seen in Figure 1.1, 
consisted of an induction coil connected across an air-gap that produced a spark at the 
feed point of a dipole antenna. The electromagnetic pulse produced was received by a 
single turn loop antenna that also had a spark gap across which the intensity of the 
received signal could be judged [1]. By altering the size of the receiving loop he 
found that a certain loop size would produce the longest and consequently highest 










Figure 1.1 Hertz's dipole/loop - the first radio transmitter/receiver system 
The system used a spark gap to create an impulse with a wide bandwidth of 
frequencies, much like the pulses seen in modern Ultra-wideband (UWB) impulse-
radio. The narrow-band "thin wire" Hertzian dipole and loop antennas used could 
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only transmit radiation in a narrow band of frequencies and so the system as a whole 
cannot be thought of as wide-band. It was not long after this that the first wideband 
antennas were developed, the majority of which are still easily recognisable to a 
modern day UWB engineer and used in one form or another in today's UWB systems. 
a) 
Figure 1.2 (a) Lodge's 1898 precursor to the bowtie antenna [3] (b) a modern UWB 
bowtie antenna designed for use in a ground penetrating radar system [2]. 
Some of the early pioneers of antenna and radio technology were amongst others; the 
British physicist Oliver Lodge, who in 1898 submitted a patent [3] for a syntotic 
(tuned) radio system. The tuned transmitting/receiving circuits were formed by an 
inductor and the capacitance of the antenna [4]. In the same patent Lodge also gives 
the first descriptions of spherical, square plate, biconical and bowtie dipoles and 
introduced the concept of a monopole antenna using the earth as ground [3]. All of 
these antennas are now synonymous with modern UWB tec1mology. A comparison of 
a modern UWB biconical antenna and Lodge's original illustrates the similarities 
(Figure 1.2). Around the same time an Indian physicist, Chandra Bose, began 
conducting experiments investigating electromagnetic radiation at wavelengths of 25-
50 mm (in what is now called the microwave frequency band). One topic of this work 
was Bose's investigations of "transitions" between [Tee space and transmission lines 
from which he developed what he referred to as "collecting funnels". This type of 
antenna is now known as a horn antenna and is commonly used in modern wideband 
applications [5] [6]. 
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1.1.1 Commercialisation 
It was a physicist and businessman named Guglielmo Marconi who first realised the 
commercial potential of radio as a long range communication system. It was in the 
spring of 1895 at his home of Villa Griffone, Italy that he first demonstrated the 
feasibility of a practical radio link. This was made possible by virtue of the fact that 
Marconi had realised the importance of having a good ground connections for his 
transmitter and receiver [7]. The apparatus he used in his early experiments was 
similar to that seen in his 1897 patent "transmitting electrical signals" [8] (Figure 1.3). 
As in Hertz's first system the signals were generated by an inductor connected across 
a spark gap. Marconi connected one terminal of the gap to a wideband square plate 
antenna while the other, crucially, was connected to earth. Receiving the signals was a 
detector, again connected to a square plate antenna and earth. This was the first 
practical wideband communications link, the combination of the high mounted 
capacitive plate antenna and earth connection proving more effective than any 
radiator/receiving antenna that had been produced before [9]. 
rig. 10. fig.n. 




Figure 1.3 Marconi's 1897 patent radio system [8] 
With his new arrangement he initially made transmissions over short distances but 
steadily increased the range. In 1896 Marconi moved to Great Britain and successfully 
demonstrated his radio system on Salisbury plain. He continued development until 
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1900 when he finally accomplished multiple transmissions on a single apparatus 
practically implementing the idea of tuning put forward by Lodge in 1898. 
It is perhaps, the events on December 1t'\ 1901 for which Marconi is best 
remembered. At about 12.30pm on top of Signal Hill, Newfoundland, Marconi heard 
three weak but audible signals (Morse code for the letter's') transmitted by a 45.7m 
high, wideband, fan monopole located at Poldhu, Cornwall over 3400 km away 
[10],[7],[11]. The age of wireless communications had begun. 
1.1.2 The Shortwave Era 
Figure 1.4 Lindenbalds "Volcano Smoke" antenna [13] 
After this initial period of interest in wide-band radio the trend turned to more 
compact and cost effective narrowband systems. Narrowband transmissions allowed 
frequency division multiplexing which meant multiple signals could be sent over a 
finite bandwidth. This allowed the frequency spectrum to be used much more 
efficiently, as a result research in wide-band radio dwindled [12]. It was not until the 
1930s that interest was rekindled due to the need for broader bandwidth systems 
required for the transmission of FM (Frequency Modulation) radio and then television 
signals [5]. This period saw the rediscovery of old wideband antenna designs 
including in 1939 Carter's resurrection of Lodge's biconical dipole and conical 
monopole antennas. New designs were also developed, typical of which was a coaxial 
horn element developed by Lindenbald [13], which he called a "Volcano Smoke" 
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antenna. This antenna was used by the Radio Corporation of America (RCA) as an 
experimental transmitter for Short Wave (SW) television signals (Figure 1.4) and 
graced the top of the Empire State building for a number of years, coming to 
symbolise the entire television research effort [5]. 
After this point development of wideband antennas was slow but steady. As the 
television and radio communications industry expanded and the need for inexpensive, 
easy to manufacture wideband antennas grew, new wideband designs were developed. 
Notable among these were Marie's wide band slot antenna (1962) and Stohr's 1968 
ellipsoidal monopole and dipole [14]. It was also in this period that the military 
started to take an interest in UWB applications, in particular radar. The pulses 
produced by UWB systems can be made very short by virtue of the fact that their 
frequency bandwidths are so wide. This improved the accuracy with which the time of 
flight of the pulse from transmitter to target and then back again could be measured, 
improving the spatial accuracy of the devices [15], [12]. 
The 1970s saw renewed interest in UWB communications, at that time known as 
"baseband" or "carrier-free" radio. It was found that the low-power ultra wideband 
signals these radio systems produced could be transmitted alongside conventional 
narrow band systems without causing interference in either system. However the same 
problems encountered by the likes of Marconi and Lodge were still present; that of 
how to transmit mUltiple signals simultaneously without interference [12]. 
1.1.3 The Modern UWB Era 
It was in the early 1990s with the introduction of time-hopping impulse radio (TH -IR) 
by Win and Sholtz [16] that the problem of mUltiple simultaneous users was solved 
and UWB communications emerged as a commercially viable option. As a result there 
was an explosion in research and designs of UWB antennas driven by the need for 
small antennas to work with the proposed systems [12]. It was around this time (1990) 
that a definition of UWB systems given by the Defence Advanced Research Projects 
Agency (DARPA) [17] stated that a UWB system is defined as one having a 
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fractional bandwidth greater than 25%. More recently (2003) the classification of a 
UWB system was redefined by the Federal Communications Commission (FCC) [18] 
as one in which the fractional bandwidth is greater than 20%. At the same time the 
FCC offered the alternative definition that any system with an absolute bandwidth 
greater than 500 MHz should also be classed as UWB regardless of fractional 
bandwidth. 
One of the key obstacles to the commercial implementation of UWB technology was 
political rather than technological. Conventionally, radio operators are assigned a 
narrow frequency range in which they may transmit. UWB systems violate those 
assignments as they broadcast across such a large range of frequencies. It was argued 
that UWB signals could be sent at the same frequencies as other transmissions 
without interference [12]. The FCC's response to this was, in 2002, to rule that 
unlicensed UWB emissions may be made between 3.1 and 10.6 GHz within certain 
limits that are determined by the application [19]. This ruling set the current climate 
for the development of this technology in which UWB research has flourished. 
1.2 Contemporary UWB Applications 
UWB technology has many potential applications. While the initial hype surrounding 
the technology was exaggerated, some claiming that "UWB is the ultimate solution to 
all problems in wireless", many commercial uses have been identified [12]. Topics of 
current research include: high data rate communication systems, for which a number 
of different coding schemes have emerged; impulse radio [16] and Direct Sequence 
Code Division Multiple Access radio (DS-CDMA) [20] to name two; dielectric 
medium penetrating radar [21] which has proved to be an effective tool in many 
applications such as land mine detection [22], non-intrusive archaeological 
investigations [23] and the early detection of Breast Cancer [24], [25]. UWB 
technology is also being used to implement geolocation. 
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1.2.1 Communications 
UWB systems are seen as one of the most promising solutions for future short range 
communication systems due to its potential for high-speed data rate and excellent 
immunity to multi-path interference [26]. Possible applications include transmission 
of high definition television signals from a set top box to a television and wireless 
USB (universal serial bus) which could have data transmission rates of 480 Mbits/sec. 
UWB technology offers many potential advantages over narrowband systems. These 
include; low transmit power levels and possibly simpler hardware configurations [12]. 
Below, the main methods of communication using the UWB channel are discussed 
along with their implications for antenna design. 
1.2.1.1 Impulse radio and DS - CDMA (Direct Sequence Code Division 
Multiple Access) 
Impulse radio or "baseband" radio was first developed in the 1970s and was refined 
by Win and Sholtz [16] who developed the idea of TH-IR, which allowed multiple 
users to transmit on the same frequency spectrum without "catastrophic" interference 
[12]. TH-IR uses signals in which each data bit is represented by a number of very 
short pulses generated by mUltiplying a spreading sequence of zeros with ± l' s located 
at pseudo random positions. There are alternative methods of spreading a signal 
across a wideband of frequencies; DS - CDMA is similar to the implementation of 
TH-IR except that the spreading signal used is made up of only ±ls [12]. DS -
CDMA is intended to operate in the prescribed 3.1·10.6 GHz UWB frequency range 
either in a sub band e.g. 3.1-5.l5GHz or utilising the entire bandwidth. In order that 
errors in the transmitted signals are kept to a minimum, distortion of the pulses must 
be avoided. As a result of this the antenna used to transmit these signals must have a 
number of important performance characteristics [27], [5]; 
• Wide impedance bandwidth - in order to efficiently transmit the UWB 
signals, minimise reflection loss and avoid pulse distortion. 
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• Radiation patterns that maintain reasonably constant amplitude and shape 
across the operational frequency bandwidth which gives; 
Relatively constant gain - minimising distortion 
Fixed phase centre over frequency which will result in linear phase - If 
the phase centre (the location of the effective centre of the spherical 
wave produced by the antenna) moves with frequency, pulse dispersion 
(or ringing) will occur. 
• Good efficiency - so as to reduce power consumption. 
The above terms will be discussed in more detail in the next chapter. 
Due to the Ultra-short nature of the pulses and low spectral power density the 
likelihood of detection and signal interception is low making this system attractive for 
military applications [15]. 
1.2.1.2 OFDM (Orthogonal Frequency Division Multiplexing) 
OFDM transmits information in parallel over a large bandwidth using a number of 
. different frequency carriers each of which requires only a small amount of bandwidth. 
In MB-OFDM a number ofOFDM channels are combined in order to make use of the 
frequency bandwidth available in the 3.l-1O.6GHz UWB band [28]. As this system 
does not transmit pulses it is less susceptible to signal dispersion however the 
frequency band of operation, gain, impedance bandwidth, efficiency and pattern 
stability are still important considerations when designing antenna for this type UWB 
system [29]. 
1.2.1.3 Frequency Hopping (FH) 
FH systems transmit a partial bit or number of bits at one frequency and then switch 
frequencies before transmitting the next packet of information. FH radio can be 
implemented as a multiple access system of its own or combined with an OFDM 
scheme operating over a number of smaller frequency bands, which simplifies signal 
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processing. As the antenna is transmitting at only one frequency at a time antenna 
design considerations for a UWB antenna operating in a FH system are similar to that 
of an MB-OFDM system [12]. 
All of the above systems are potentially intended for implementation in hand-held 
devices. If this is the case then the size, ease of manufacture, cost and feed method 
(balanced or not) of the antenna being used should also be considered [27]. 
1.2.2 Radar 
All radar systems rely on the detection of reflected electromagnetic radiation from the 
boundary between two materials with different electrical properties. Conventional 
narrowband radar systems operate with modulated carriers and use a typical band 
width of 10% [30], whereas UWB radars operate with a bandwidth greater than 25% 
and transmit short high power pulses [12]. The nature of operation of UWB radar 
gives it some distinct advantages over narrower band systems including;' precision 
distance measurements due to the very short length of the pulses, good energy 
efficiency allowing its use in light, mobile battery operated sensors and reliable 
operation in multi path and cluttered environments [31]. 
UWB radar has many potential applications. Initially UWB radar was the preserve of 
the military in the form of long range tracking of missiles etc. more recently many 
other applications have been identified, due to its ability to penetrate walls, ground, 
ice, mud concrete and the human body. Nowadays the most active area ofUWB radar 
research is that of short range imaging. This includes using Ground Penetrating Radar 
(GPR) for humanitarian de-mining and non-invasive archaeological investigation, 
through wall imaging and medical applications [32]. The latter includes the remote 
monitoring of vital signs; heartbeat, breathing etc. and the imaging of various organs; 
e.g. brain, heart and chest (Breast cancer detection) [33]. 
The short pulse type operation and therefore antenna design considerations for UWB 
radar systems are similar to that of impulse radio and so the same requirements apply. 
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However there are additional design' criteria: Depending on the medium through 
which the antenna is to transmit, dielectric loading of the antenna may have to be 
taken into account. If the antenna is to be used in an array the way it reacts to the 
antennas around it is also an issue as may be the geometrical size of the antenna. 
1.2.3 Geolocation and Sensor Networks 
For sensor networks and UWB Radio Frequency ID (RFID) knowing the exact 
location of objects is critical. Unlike ranging, geolocation is the exact pinpointing of 
an objects location in space. This is accomplished by positioning a number of passive 
receivers around the space within which objects are to be tracked. These monitor 
signals from any number of active tags which transmit ID pulses at regular time 
intervals. Comparing the timings at which each passive sensor receives these pulses 
allows the position of the tag to be found. As these tags must be as small as possible 
and battery powered and the propagation pathway will be far from ideal, the low 
power usage and multipath robust nature of UWB systems makes them an ideal 
candidate for this application. For the same reasons a UWB radio channel is an ideal 
method of transferring data between nodes of a sensor network. 
1.2.4 A Final Thought on UWB Technology 
UWB and wide band systems have had a chequered history with many false starts .. 
Even now political and technological hurdles still have to be overcome before the 
technology becomes widely accepted and commercially successful. An example of the 
problem faced being the recently failed attempt by the IEEE work group 802.l5.3a to 
create a standard for Personal Area Networks (PANs). While many applications for 
UWB technology have been identified herein the list is by no means exhaustive. 
Many military applications are necessarily classified and as UWB is such a new 
technology there are surely many applications that are yet to be identified. 
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1.3 Thesis Overview 
Chapter 2 examines the fundamental principles used to analyse the performance of 
UWB antennas. As well as defining a number of terms and definitions used in the 
subsequent chapters. Chapter 3 begins with a literature review of existing UWB 
antenna designs and concludes with the optimisation and analysis of a trident fed 
monopole via Finite Difference Time Domain (FDTD) simulation and measurement. 
Chapter 4 details the wide-slot antenna's development using the University of 
Bristol's in house FDTD code. The designs for a cavity and a compact feed are then 
presented and the resulting antenna is analysed to access its suitability for use in the 
imaging system. 
Chapter 5 presents a novel method of producing hybrid, orthogonal curvilinear 
meshes with the aim of simulating a section of the Bristol imaging array. The meshing 
procedure involves producing a volume of orthogonal curvilinear mesh that allows 
Cartesian and spherical based meshes to be linked. The resulting orthogonal, hybrid 
lattice can be simulated using a curvilinear-coordinate based FDTD program, with the 
same efficiency as a standard cartesian based simulation with the same number of 
nodes. The chapter goes on to examine a two antenna simulation that is used to test 
the ability of the method to simulate the imaging array. 
The first novel contribution of this work is the design of the wide-slot antenna and the 
hybrid-meshing technique. Based on an existing design, this antenna was heavily 
modified and optimised to operate in the imaging system. The cavity and bent feed 
were also designed specifically for this application. The second major novel 
contribution is the technique developed to construct the curvilinear, orthogonal mesh 
in Chapter 5 and the way in which this mesh is ~en used as a basis to construct the 
rest of the hybrid mesh. 
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2.1 Introduction 
There are a number of ways in which the performance of an antenna can be 
characterised. This chapter gives an introduction to the basic architecture of a generic 
half wavelength dipole antenna before going onto give a description of the 
characterization methods that will be used in this thesis, giving definitions of some of 
the more technical jargon. 
2.2· Antenna Architecture and Operation 
An antenna can be thought of as a transitional region between a waveguide and free 
space allowing guided electromagnetic energy to be radiated or conversely a free 
space wave to be received (converting electrons into photons and vice versa). The 
transition between these two regions is achieved by virtue of the fact that an antenna 
acts as a transformer between the impedance seen at the terminals of the waveguide 
feeding the antenna and that of free-space [1]. Antennas realize this transformation by 
guiding charges along specially shaped metallic conductors and it is the acceleration 
(and deceleration) of these charges that causes the radiation [2]. The basic radiation 
equation is given by; 
iL=Qu (2.1) 
Where 1 = time changing current (As"\ L = length of current element (m), Q = charge 
(C) and u = acceleration of charge. The radiation produced is perpendicular to the 
direction of the current and the radiated power is proportional to the square of lL (or 
Q u). From equation 2.1 it can be seen a time varying current as well as an accelerated 
charge, radiates. For the short pulses and transient responses seen in UWB systems it 
is often more relevant to focus on charge [2]. 
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2.2.1 An Example Antenna: The Half Wavelength Dipole 
One of the simplest antenna is the half wave, centre fed, dipole. This antenna is 
constructed from two armatures each a quarter of a wavelength long, arranged in a 
linear fashion with each connected to one terminal of a transmission line. In a 
transmitting configuration (Figure 2.1 ) a time varying, electromagnetic wave 
propagates from the source along the transmission line to the central feed point of the 
antenna. As the armatures are connected to different terminals one is driven positively 
and the other negatively (they are 1800 out of phase). The result of this is that the 
current moves in the same direction along both armatures and as has already been 
seen (Equation 2.1) a time varying current results in radiation [3]. 
/ / 
Transmitter G 












Source Transmission Antenna Free space 
line 
Figure 2.1 A dipole antenna in a transmitting configuration [2]. 
In receiving mode the process is reversed; the electromagnetic wave inducing a 
current in the armatures which propagates down the transmission line to be picked up 
by a receiver. 
The electromagnetic wave radiated by the dipole and indeed any radiation source, is 
made up of two components that are both orthogonal to each other and the direction of 
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propagation (Figure 2.1). The Electric or E-field acts in the E-plane which is defined 
by and in the same orientation as the direction of charge acceleration and the direction 
of propagation. The Magnetic or H-field acts in the H-plane which is orientated at 90° 
to the E-plane. As both field components act at 90° to the direction of travel they are 
known collectively as a transverse electromagnetic wave [4]. 
The power associated with an electromagnetic wave in the far field region (see 
Section 2.2.3) is given by the quantity known as the "Poynting vector", the 
instantaneous value of which (S) is given by the equation [5]; 
(2.1) 
where Ej and Hi are the instantaneous values of the E and H fields. For applications 
where the fields are varying with time it is often more desirable to find the average 
power density (SQv) which is found using the complex (phasor) representation values 
ofE ru:d H [5]; 
(2.2) 
2.2.2 Frequency and Resonance 
The frequency at which an antenna is intended to operate has a direct effect on its 
geometrical size. The dipole above 'will radiate most effectively when it is operating at 
frequency where the wavelength is twice that of the antenna's length. This due to the 
fact that at this frequency a sinusoidal standing wave is set up in the current along the 
axis of the antenna with a maximum at the feed point and zero current at the armature 
ends (Figure 2.2) i.e. the antenna is resonant. 
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Figure 2.2 The current distribution along dipoles of varying lengths [5] 
The input impedance at the terminals of an antenna (Zin) , is given by the following 
expression [5] ; 
(2.3) 
Where RL is the resistance associated with conduction and dielectric losses in the 
antenna, RR is the resistance associated with radiation from the antenna and XA is the 
reactance associated with radiation from the antenna. When the antenna is resonant XA 
tends to zero. Provided that the feed line has the same impedance as, and so is 
matched to (see Section 2.4.4), the resonant antenna this will result in all the power 
from the source being transferred to RL and RR resulting in the maximum possible 
radiation for a given power. Above and below the resonant frequency the antenna is 
de-tuned and a standing wave cannot form. This is illustrated in the current 
distribution along dipoles of varying lengths (Figure 2.2). This results in the antenna 
becoming reactive and energy being stored rather than radiated [5]. 
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2.2.3 Antenna Fields 
RegIon 
C 
RegIon A : Reactive near..fie ld 
regIon 
RegIon B : RadiatIng near-field 
(Fresnel) region 
RegIon C : Far-field (Fraunhofer) 
regIon 
R,· 0.62jO' /'). 
Rz• 2!Y/" 
Figure 2.3 Field regions of an antenna [5] . 
The fields around an antenna are made up of three regions (Figure 2.3). The field 
region closest to the antenna, known as the reactive near-field, is the region closet to 
the antenna wherein the reactive field predominates. This region is generally 
considered to be defined as; 
(2.4) 
The second part of the near-field is known as the radiating near-field or Fresnel region 
and is defined as the region wherein radiating fields are predominant and the angu lar 
fie ld distribution is dependent on the radius R. In free space the Fresnel region is 
generally considered to be defined as; 
(2.5) 
The third regIOn is the far-fie ld or Fraunhofer region wherein the angular field 
distribution is unaffected by distance from the antenna and as a result it is this region 
in which radiation patterns are measured (see Section 2.4.2.1). This region is defined 
as that extending from the boundary of the Fresnel region to infinity [5]; 
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(2.6) 
2.3 Bandwidth 
The bandwidth of an antenna can be defined as "the range of frequencies within 
which the performance of the antenna, with respect to some characteristic conforms to 
a specified standard" [5]. The characteristics that define the bandwidth of an antenna 
are usually separated into two distinct groups namely those which are classed as 
defining pattern bandwidth i.e. pattern shape, gain and phase and polarization and 
those which define impedance bandwidth i.e. input impedance and efficiency [2]. For 
narrow band antennas where pattern characteristics remain unchanged, the impedance 
bandwidth of an antenna is often sufficient measure. However when it comes to 
considering UWB antennas a more holistic approach must be taken and ultimately it 
is the range of frequencies over which the antenna meets a number of desired 
specifications that determines the bandwidth [1]. 
In this section the various definitions of bandwidth will be discussed and the various 
parameters used to define the upper if H) and lower (fD frequencies of the operational 
bandwidth will be introduced and their impact and relevance to the definition of 
bandwidth for a UWB antenna discussed. 
2.3.1 Bandwidth Definitions 
The simplest way to define the bandwidth (BW) of an antenna is to simply state the 
width of the frequency band over which the antenna operates: 
BW = fH - fL (2.7) 
Alternatively it can be defined as a ratio of the upper frequency to lower frequency i.e. 
/H:/L And so an antenna operating from 1 to 2 GHz will have a 2: 1 bandwidth. 
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It is sometimes useful to define the bandwidth in terms of the bandwidth centre 




The result of this calculation can also be expressed as a percentage. The central 
frequency can also be defined in one of two ways; the first being the arithmetic centre; 
(2.9) 
or alternatively the geometric centre can be found; 
(2.10) 
Although sometimes the geometric centre is more applicable to the physics of 
electromagnetics the arithmetic centre is more widely used [1]. 
2.4 Defining Bandwidth Frequency Limits 
While calculating the bandwidth of a UWB antenna is relatively trivial defining the 
frequency limits JL and IH is not. Below are some of the factors that should be taken 
into account while defining these limits. 
2.4.1 Polarization 
The polarization of an antenna is defined as "the polarization (orientation of the E-
field component) of the wave transmitted by the antenna at bore-sight" [5]. Observing 
the time varying E-field vector produced by the dipole (E1) seen earlier, in a plane 
orthogonal to the direction of propagation and looking in the direction toward the 
- 24-
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antenna, it would be seen that the E-field vector describes a straight line in the 




Phase c1 -Phase cz- 90· 
Linear Diagonal Polarization 
Phasec1 -Phase c2+ o· 
cllptlcal Polarization 
Phase c1 - Phase E2 - 90· 
Figure 2.4 (a) Linear, (b) Diagonal, (c) Circular and (d) elliptical polarization states 
for an electromagnetic wave (direction of travel out of the page) [6] 
If two such dipoles were placed orthogonal to one another and fed in phase the E-
fields (El and E2) combine to form a vector would describe a diagonal line. This is 
known as diagonal or tilted polarisation (Figure 2.4(b». If the second dipole is fed -
900 out of phase with the first then the E-field vector would describe a circle with the 
vector rotating in a clockwise direction. This is known as right hand or clockwise 
circular polarisation (Figure 2.4(c». If the second dipole were fed +900 out of phase 
with the first the E-field vector would describe an anticlockwise circle, which is 
known as anti-clockwise or left-hand circular polarisation. The aforementioned 
examples are special cases of elliptical polarisation (Figure 2.4(d». In general most 
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antennas have two E-field components that are not of the same magnitude and so the 
E-field vector describes an ellipse. This is known as elliptical polarisation and as in 
the case of circular polarisation it can either be clock-wise or anti-clockwise [6]. 
As a UWB system usually consists of two identical antennas with a Line Of Sight 
(LOS) propagation path any variation of polarisation with frequency in one antenna 
will be matched by the same change in the other. As a result frequency dependent 
polarisation will have little effect on the system. Of more concern in the instance is 
misalignment of the antennas resulting in a polarisation mismatch and a loss of power. 
One scenario when polarisation would be a concern would be when there two 
different UWB antennas are in the system e.g. a base station transmitting to a remote 
device. In this case it would be beneficial for both antennas to have a stable 
polarisation response and JL and.hi would be dictated by the frequency band where 
this was the case. 
2.4.2 Radiation Patterns 
z z z 




x x Back lobe 
Figure 2.5 (a) The spherical co-ordinate system (b) a 3D power radiation pattern of a 
directional antenna c) A 2D normalised power radiation pattern expressed in dB, 
showing the HPBW [2] 
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A far-field radiation pattern (Figure 2.S(b» is a measure of the 3D variations of the E-
field or power (which is proportional to the field squared) in the far field region. The 
radiation pattern is given as a function of spherical co-ordinates (Figure 2.5(a», the 
value of r being dictated by the field or power [2]. When a pattern is displayed it is 
usually done in terms of normalised values; for the case of power this is given by: 
~((),¢) = s(e,¢) 
S((},¢tax 
where S((),CP)maxis the maximum pointing vector. 
(2.11) 
A radiation pattern is often made up of a major lobe in which is the direction of 
maximum radiation. Other lobes are known as minor lobes and are either classed as 
side lobes which generally have their major axis within 90° of the major lobe or back 
lobes which are in the opposite direction to the major lobe (Figure 2.5(b» [5]. Patterns 
can either be displayed in 3D form or in 2D planes with the major lobe orientated 
along the z axis (direction of maximum radiation is also known as bore-sight). If a 
pattern is to be displayed in 2D form then it is usual for two orthogonal cuts of the 
major lobe to be displayed, for a linearly polarized antenna (see Section 2.4.1) these 
are typically chosen as the E and H-planes and known as the principle planes. Figure 
2.5(c) shows a 2D cut of a power radiation pattern expressed in dB. Included in this 
diagram is the Half Power Beam Width (HPBW), a useful measure of the radiation 
pattern shape. The HPBW found by measuring the angle between the -3dB (half 
power) points of the major lobe [2]. 
2.4.2.1 Types of Radiation Pattern 
There are three general types of radiation pattern (Figure 2.6). The simplest is the 
hypothetical isotropic pattern which radiates/receives equally in all directions. This 
pattern is physically impossible because electromagnetic waves are transverse. 
However this pattern is useful because it serves as a reference point for comparing the 
patterns of other antenna. The pattern closest to the isotopic that is still physically 
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possible is the omni-directional pattern that provides coverage at all angles in a 
particular plane. This is the type of pattern produced by the dipole in Section 2.2.2 
and monopoles and is the pattern type chosen for many consumer devices as it offers 
good all round coverage. The majority of antennas have a directional pattern, that is, 
they radiate more effectively in one direction than others (the omni-directional pattern 
is a special type of directional pattern) [1]. 
ISOTROPIC OMNIDIRECTIONAL 
DIRECTIONAL 
Figure 2.6 Types of radiation pattern 
Radiation patterns dictate the bandwidth of UWB systems by virtue of the fact that 
they are dependent on frequency. Ideally the patterns produced by a UWB antenna 
will remain constant with frequency in practice some limits must be chosen to dictate 
when the pattern becomes unacceptable giving the values of fL and /1/. How these 
limits are chosen is dependent on the application but could be based on beam width or 
angle [1]. 
2.4.3 Directivity and Gain 
The directivity CD) of an antenna is a measure of the ability of an antenna to direct 
energy in a given direction. Antennas with a high directivity have by definition a 
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highly directive radiation pattern. Directivity is equal to the ratio of the maximum 
power density P(8,rp)max (measured at bore-sight) to the average power density 
. P(8,rp)av radiated by an antenna in it's far field [2]; 
D = maximum power density = P(8,qJ tax 
average power density P(8,qJ tv (2.12) 
Directivity can also be given in terms of the ratio of the beam area in the far-field of 
an antenna (QA) to that of the beam area or solid beam angle of an isotropic source (41t 
steradians (sr) or square degrees (0) [2]; 
(2.13) 
If an antenna's radiation pattern is made up of one major lobe this equation can be 
approximated by finding [JA in terms of the HPBW of the major lobe in two 
orthogonal planes BHPJ and 8HP2• This gives an approximate value for the directivity of 
[5]; 
(2.14) 
which, rewritten in terms of degrees and so as to obtain the answer in decibels gives; 
(2.15) 
The Gain of an antenna (G) is an actual realized value and is related to the directivity 
of an antenna by the efficiency factor ('7); 
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The efficiency factor takes into account the ohmic losses in the antenna and is given 
by; 
(2.l7) 
where Prad and P in are the radiated power and the input power at the antenna 
terminals. It should be noted that for very efficient antenna where T) ~ 1 the gain and 
directivity are approximately equal. 
For narrowband antenna efficiency and directivity and therefore gain do not alter 
significantly across the antenna's operational bandwidth and a single value is given 
for each parameter. For UWB antennas this is not the case. In most applications it is 
desirable that the gain remain constant across the required frequency bandwidth as 
this results in the rugh and low frequency components of a signal being uniformly 








Figure 2.7 Gain versus frequency plot showing -lOdB "gain bandwidth" [1] 
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One method of determining the "gain bandwidth" is to set the frequency limits at the 
points where the gain falls to a certain level below its maximum. Figure 2.7 shows a 
gain/frequency plot showing how the frequency limits are found using a typical value 
of -1 OdB as the bandwidth limit. 
2.4.4 Impedance Bandwidth 
An antenna can be thought of as an impedance load (ZL) on the end of a transmission 




________ z_o ____________ ~ 
" Reflected wave 
---7Z 
Figure 2.8 A transmission line terminated by an antenna represented by an impedance 
load [7] 
The magnitude of the voltages of the incident and reflected waves are Vo + and Vo-
respectively. As mentioned previously in order to maximise the amount of power 
transmitted by an antenna it must have a good match with the connecting transmission 
line. If there is an impedance mismatch at the antenna feed point some of the 
incoming energy will be reflected and Vo- will be greater than zero. The amount of 
energy reflected, known as the return loss is usually expressed in terms of either a 
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and usually expressed in dB; 
Alternatively the return loss can be measured in terms of the Voltage Standing Wave 
Ratio (VSWR); if there is a mismatch between ZL and Zo the reflected wave will set up 
a standing wave in the voltage along the transmission line. The ratio of the maximum 
voltage to the minimum is a measure of the magnitude of the reflected wave and is 
known as the VSWR [7]; 
(2.19) 
When deciding the level of return loss that is acceptable the value chosen is dependant 
on application: A low pulse rate positioning system that relies on capturing the 
leading edge of a received wave form may be very tolerant of mismatch whereas a 
pulse based radar system, which would interpret the reflected wave as a response from 
a target and so create a "ghost" image, would not. For most applications a VSWR of 
less than 2: 1 or a return loss of less than -10 dB is chosen. The frequency limits are 
then dictated by the points at which the return loss of the antenna falls below these 






Figure 2.9 The SII of a hypothetical antenna showing the -10 dB bandwidth 
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Using the impedance bandwidth of an antenna as the sole method for determining 
bandwidth can be highly deceptive. Energy that is absorbed by the antenna is not 
necessarily radiated; indeed a 50n load on a 50n transmission line will have an 
extremely good return loss but will radiate nothing. As a consequence the impedance 
bandwidth must be considered in conjunction with the radiation performance of an 
antenna [1] . 
2.4.5 Antenna Transfer Function 
In order to design an antenna that operates effectively over a large bandwidth all the 
above factors should be taken into account and a "holistic" approach taken for UWB 
antenna design. A useful tool in this respect is the system transfer function for a two 
antenna system. Figure 2.10 shows the typical arrangement for such a UWB 
measurement which consists of two identical copies of the antenna under test (AUT) 
orientated such that each antenna has the same face directed toward the other antenna. 
The transfer responses are found by measuring the 821 (transmission loss), usually 
















Figure 2.10 Illustration of a transmit/receive antenna system and a block diagram of 
the system transfer function [6]. 
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The system transfer function (H(w» is given by the ratio of the voltage at the receiver 
(VrCcv» to that at the transmitter (VI(W», This can be rewritten in terms of the time 
average power at the transmitter (P,(w» and receiver (PrCw» ; 
(2.20) 
where ZWAD is the impedance at the receiver and Zo is the transmit antenna 
impedance. It should be noted that p"(w)/ p,(w ) can also be given in terms of the 
frequency dependent Friss equation [6]; 
where rr (cv)and r t (co) are the return losses at the output of the receiving antenna and 
the input of the transmitting antenna, Gr and GI are the gains of the receiving and 
transmitting antenna, 1 PI(W) • Pr(m) 12 is the polarisation matching between the 
transmit antenna and the output of the receiving antenna and r is the distance between 
the antennas. From this relationship it can be seen that the magnitude of H(m) is 
related to the gain (and so radiation pattern), the return loss and polarisation of the 
antennas and as such is a good measure of overall system effectiveness and therefore 
the antennas therein [6]. 
An alternative way of regarding the transfer function is to consider the antenna system 
above as a series of linear sub systems connected in cascade. As this is the case the 
system response can be expressed in terms of the transfer functions of the individual 
cascaded subsystems. According to the Rayleigh-Carson reciprocity theorem, in the 
time domain the transmitting and receiving transfer functions for a UWB antenna are 
not equal; the transmitting transfer function is equal to the time derivative of the 
receiving transfer function [7]; 
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H (e )_ oHRA(f,e,rp) TA f, ,rp - of (2.22) 
or in the frequency domain 
(2.23) 
where w=2rcf, f is the operating frequency and Co is the free-space velocity of light. 
The system transfer function, in the frequency domain, for two antennas that are 
separated by distance r is; 
(2.24) 
If these antennas are identical and orientated such that each antenna has the same face 
directed toward the other antenna this can be rewritten in terms of the receiving 
transfer function; 
(2.25) 
The system transfer function has both magnitude and phase components. The 
requirements for successful transmission of pulses for systems such as UWB radar are 
that the magnitude be as flat as possible and the phase as linear as possible. If this is 
not the case then the received pulse will be distorted and dispersed (see next Section). 
The bandwidth limits can therefore be assigned when either the magnitude of H(w) 
falls a particular level below its maximum or the phase becomes non-linear. 
Alternatively H(w) can be used to synthesise transmitted pulses and the fidelity of the 
pulse measured (see Section 2.5.3) and the effectiveness of the system gauged in this 
manner. 
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2.5 Dispersion and Distortion 
In order that a UWB antenna transmit or receive pulses effectively distortion of the 
pulses must be kept to a minimum. Distortion of the pulses can occur for a number of 
reasons two of these being a transfer function magnitude that is not constant and 
nonlinear phase of the antenna transfer function. 
2.5.1 Variable Transfer Function Magnitude 
If the gain of an antenna and therefore the transfer function varies significantly across 
the operational frequency range, the different frequency components of a pulse 
transmitted by the antenna will be radiated at different magnitudes. When this pulse is 
then received the resulting output will be a distorted version of the original signal. In 
order to minimise this effect the magnitude of the transfer function should ideally 
remain constant across the required frequency range [6]. 
2.5.2 Non-linear Phase and Dispersion 
As mentioned previously considering the classic narrowband criteria is often not 
sufficient to describe the performance of UWB antenna. This is particularly the case 
for antenna pattern where the gain, which is a scalar property, doesn't take into 
account variations in phase that can significantly affect the performance of a UWB 
antenna. 
Classical frequency independent antennas such as the log spiral rely on their geometry 
to maintain their performance over a large band of frequencies. These antennas radiate 
the high frequency components of a transmit signal from a small portion of their 
structure while the lower frequency components are transmitted from a larger portion. 
This results in the effective origin of the transmitted signal or "phase centre" of the 
antenna, moving with frequency or angle. The consequence of this being a system 
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transfer function that has non-linear phase behaviour with respect to frequency 
causing distortion of transmitted pulses. This distortion manifests itself in two ways: 
1. Dispersion or stretching of a UWB signal waveform into a longer more 
distorted waveform. This is typically seen as late time ringing in the 
transmitted signal (Figure 2.11). Antennas that have this property are known 
as dispersive antenna. 
2. Signal chirp where the high frequency components of the transmitted signal 
appear at the beginning of the received signal and lower frequency 
components are prevalent toward the end. [8] 
Distortion of signal 
'V" 
Late time ringing 
(signal dispersion) 
~------- --------~~,---------- -----------~ 
Slgnx.-sIght Olsto:Xn'aJ at an 
angle away from 
bores/ght 
Figure 2.11 Comparison of a non-dispersive, normalised signal transmitted at the bore 
sight of an antenna pattern with the corresponding normalised signal transmitted away 
from bore sight which shows significant distortion and dispersion. 
2.5.3 Fidelity 
The fidelity of a received pulse is a quantity used to evaluate the quality of that pulse. 
Or in other words the level of distortion in a received signal. It is therefore an 
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excellent tool for the evaluation of signals synthesised from a measured system 
transfer function (see Section 2.4.5) in order to gauge the effectiveness of that system 
and so the antennas contained therein. Quantatively the fidelity F is the maximum 
magnitude of the cross correlation between the normalized observed response and an 
ideal response [9]. 
00 
F = maXt fe(t-'t).E(t)dt (2.26) 
Where e(t) is the observed voltage waveform normalized to unit energy E(t) is the 
normalised reference E-field and 't is the time delay applied to e(t). The fidelity of the 
pulses produced by an antenna or those synthesised from a system transfer function 
are a good measure of the ability of that system to work effectively. It is generally 
considered that fidelity greater than 90% is a good result. 
2.6 Summary 
This chapter has introduced basic antenna concepts and terminology as well as 
techniques for accessing the performance of UWB antennas. Antenna parameters such 
as pattern, gain, reflection coefficient (SlI) have been introduced and it has been 
highlighted that unlike the case of narrow band antennas whose performance can be 
gauged solely on these parameters a more holistic approach must be taken with UWB 
antenna design. All of the narrow band performance criteria should be taken into 
account noting how they vary across the operational frequency band but of equal 
importance is to access the ability of an antenna to effectively radiate and receive 
UWB signals. This can be accomplished by measuring the signals transmitted by a 
system directly or measuring system transfer function of two identical AUTs and 
calculating the fidelity of signals synthesised from that transfer function. 
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3.1 Introduction 
In general there are two methods of communication that utilise the UWB spectrum; 
those that split the spectrum up into sub-bands and operate on a multi-band basis or 
frequency hop e.g. MB-OFDM and fast frequency hopping radio and those that utilise 
the entire spectrum employing very short pulses e.g. impulse radio and DS - CDMA 
[1]. Both these methods of operation place considerable demands on an antenna; both 
techniques demand a wide impedance bandwidth, steady radiation patterns and hence 
gain in the direction of interest and high radiation efficiency. In addition to this pulsed 
systems require an antenna with a stationary phase centre and hence linear phase 
response so as to avoid dispersion and late-time ringing in the received signal. If these 
antennas are to be used in consumer products they must be cheap to produce. In 
addition to this if the antenna is intended for use in a fixed device the antenna should 
be compact and robust, alternatively if the proposed application is that of a mobile 
device the antenna should have an omni-directional radiation pattern, be of small 
geometrical size, low profile and be easy to integrate into the device [2]. These 
requirements make the design of such an antenna one of the most challenging 
elements of a UWB system 
This chapter presents some UWB antennas that have been proposed for use in UWB 
radio systems. These can be divided up into three main groups; small element 
electrical antennas, small element magnetic antennas and horn type antennas [3]. This 
chapter then goes on to give an in depth examination of a square plate, trident fed 
monopole that has potential for use in UWB radio system. 
3.2 Small Element Electrical Antennas 
Small element electrical antennas are the physical realisation of the Hertzian ideal 
dipole and can be thought as being voltage driven with a predominantly electric near-
field. These antennas are the largest, most varied group of UWB antennas around 
today and have their history rooted in the very beginnings of wide-band 
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communications; Sir Oliver Lodge giving the first descriptions of such antennas in his 
1898 patent "Electric telegraphy" [4] . Small element electrical antennas are perhaps 
some of the most important antennas for communications, their compact size and 
omni-directional radiation patterns making them ideal candidates for consumer 
applications. There are a number of families of antennas in this group including; 
volumetric dipoles and monopoles, discones and their planar, 2D counterparts [3]. 
Each family will be discussed and a number of examples will be given of antennas 
that have been proposed for use in UWB communications. 
3.2.1 Volumetric Antennas 
Volumetric antennas have a three dimensional structure, the very nature of their 3D 
varying geometry giving this type of antenna a wide impedance bandwidth with 
stable, omni-directional radiation pattern that provides good gain and phase response 
across a large frequency range [1]. 
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Figure 3.1 (a) a biconical antenna for UWB communications (b) return loss of antelIDa 
in (a) [5] 
One of the simplest volumetric antennas is the biconical dipole [5]. A biconical 
antenna is basically made up of two cones with their vertexes placed end to end and 
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can be thought of as a uniformly tapered transmission line. An example of this type of 
antenna that has been designed for use in a communication system can be seen in 
Figure 3.l(a). This particular example is coaxially fed and has plate loading at each 
end and shorting posts so as to reduce the electrical size of the antenna. 
This particular antenna shows a wide impedance bandwidth (Figure 3.1(b» with a -
lOdB bandwidth that covers ,the whole of the UWB spectrum. This antenna also has a 
relatively stable omni-directional radiation pattern and constant gain across the same 
frequency range, the gain varying by no more than ±5dB at an angle of 22.5° away 
from bore sight. 
3.2.1.2 The Discone 
a) 24 .5mm ~ 1 b} I 1m", 




Figure 3.2 (a) A discone antenna intended for use in a UWB communication system 
(b) the return loss and gain of the antenna in (a). [7] 
Rather than driving the elements of the biconical antenna against one another. One 
element can be driven against a ground plane to give a conical monopole or 
monocone antenna. This can be done with any dipole antenna to produce an 
equivalent monopole. Taking this one step further and reducing the size of the ground 
plane until it becomes electrically small, results in a discone antenna (Figure 3.2 (a». 
Discone antennas have previously found use in the UHF band [6] but are now being 
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investigated for use in UWB applications, including communications and show 
promising results being compact and relatively easy to manufacture [2], [7], [8], [9]. 
A discone antenna intended for use in a UWB Communication system can be seen in 
Figure 3.2(a) [7], [9]. This antenna has relatively stable gain characteristics and a 
wide impedance bandwidth (Figure 3.2(b)). The antenna has a relatively stable, 
radiation pattern that remains omni-directional in the x-y plane from 3-11 GHz. In the 
z-y plane the antenna pattern maintains an approximation to a 112 /.., dipole pattern 
across the frequency range but starts to degrade to a multi-lobe pattern by 11 GHz. 
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Figure 3.3 (a) A UWB teardrop antenna (b) measured and calculated VSWR for the 
antenna in (a) [10] 
Bulbous antennas have, as their name suggests, a curved 3D structure. Usually this 
type of antenna is made as a surface-of-revolution i.e. they are made by taking a curve 
or taper and rotating it about an axis to form a solid surface. The centre frequency of 
this antenna type is not so much dependent on the element height but more on the 
circumferential path from the feed to the far side of the antenna. Lindenblad's 
"Volcano Smoke" antenna intended for use in Short Wave (SW) television 
transmissions was an early example of such an antenna (Figure 1.5). The very nature 
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of this type of antenna means that there are many possible element shapes however 
for ease of manufacture more simple shapes are preferred. Modem bulbous antennas 
include cylindrical elements [11] and simplified versions of the volcano smoke 
antenna (teardrop) antenna [10], [12]. An example ofa teardrop monopole can be seen 
in Figure 3.3 (a). 
As can be seen from Figure 3.3(b) this antenna has a wide impedance bandwidth and 
in addition to this it also has very stable, monop~le-type, frequency independent 
radiation patterns which make it a good candidate for UWB applications. The problem 
with this antenna and indeed all volumetric antennas is that they are difficult to 
manufacture. In addition to this if a cross section is taken through a volumetric 
antenna and this is used as a template for a planar, two dimensional antenna then the 
performance of the planar antenna will be roughly comparable to the equivalent 
volumetric antenna. As planar antennas are easy and cheap to manufacture and much 
less bulky, volumetric antennas will rarely be used unless their shape is an advantage 
in itself. Planar small-element electrical antenna will be discussed in the next section 
[3]. 
3.2.2 Planar Antennas 
Planar antenna elements are a direct evolution of three dimensional volumetric 
designs. As mentioned in the previous section this type of antenna offers many 
advantages over volumetric antennas while offering comparable performance. The 
majority of antennas of this type are either metal plate antenna or manufactured on 
Printed Circuit Board (PCB), this means that they are cheap and can be easily 
integrated into devices. This combined with their omni-directional radiation pattern 
and good UWB characteristics make them ideal candidates for mobile consumer 
Products [2]. 
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3.2.2.1 Printed Dipoles 
Printed dipole antennas consist of two planar 2D elements, printed on a substrate, 
whose wide bandwidth is a result of their 2D nature. As with the volumetric antenna 
the performance of printed dipole antennas is dictated by the shape and size of the 
antenna elements. PCB manufacture allows these antennas to be made precisely, 
easily and cheaply. The fact that they are printed on a substrate with relative 
permittivity greater than free space means that they can be made more compact than 
an equivalent metal plate antenna while operating over the same frequency range. 
Printed Dipoles (13], (14], (15], (16], (17], (18], (19] were one of the first types of 
PCB UWB antenna to be proposed and offer frequency stable radiation properties and 
impedance bandwidth required for UWB operation (3] . 
b) 3.5 
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Figure 3.4 (a) a printed bowtie antenna and (b) the antennas peak gain and phase. (20] 
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Bowtie Antenna 
Bow tie antennas are the planar analogues of biconical antennas and consist of two 
planar isosceles triangle elements placed apex to apex and fed at their centre. This 
type of antenna was first presented by Lodge in 1898 [4] in the same patent as the 
biconical antenna. Bow tie antennas of this type show promise in their UWB radiation 
characteristics but unfortunately they are difficult to match due to their impedance 
response, which shows significant variations across the UWB band, [3]. 
Another major drawback of using this antenna type, and indeed all dipoles, is that a 
dipole is a balanced system whereas most common transmission line types capable of 
feeding a printed dipole i.e. coax and microstrip are unbalanc~d. To combat this 
problem a balun must be used, this not only increases the complexity of the antenna 
but also producing a simple balun with sufficiently wide bandwidth is a significant 
engineering challenge. A number of examples providing solutions to over come these 
problems can be seen in [4], [21], [22]. In addition to this a number of examples of 
modified bowtie antenna have been suggested for use in communications [23], [20] an 
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Figure 3.5 (a) schematic ofa diamond dipole (b) Return loss and VSWR of the dipole 
presented in [24] 
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Figure 3.5 (b) illustrates the bow tie antenna in (a) shows promising UWB 
characteristics; the gain remaining relatively constant, varying by a maximum of 1.5 
dBi, and the phase remaining linear across the 3.1 -10.6 GHz UWB frequency band. 
This is also borne out in the radiation patterns which are relatively stable and of a 
quasi-omnidirectional nature. The -10dB impedance bandwidth of this antenna is 
approximately from 3.3GHz -10.5GHz with a few discrepancies at high frequency. 
The Diamond Dipole 
The diamond dipole design arose from a search for an antenna with good non-
dispersive UWB characteristics combined with a good impedance match. A diamond 
is made up of two isosceles triangles, whose height and base are scaled to be 1;4 A. at 
the centre frequency of interest. Schantz and Fullerton examined a diamond dipole in 
[20] (Figure 3.5). It was highlighted that while the antenna is non-dispersive and the 
gain of two such antenna have a quasi-Gaussian response that could prove useful in 
some applications. 
b) 
Figure 3.6 Attempts to improve the impedance bandwidth of diamond dipoles ; (a) the 
rounded diamond [25] and (b) the bishops hat antenna [26] 
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The negative aspect of this antenna's perfonnance is poor impedance matching 
(Figure 3.5(b)) which never falls below -8dB across the frequency range examined. 
Various attempts have been made to improve the matching including rounding edges 
of the antenna next to the feed [25] (Figure 3.6(a)) and the development of the bishops 
hat antenna [26] (Figure 3.6(b)). The rounded dipole has a -lOdB impedance 
bandwidth of 3GHz from 2.5-5.5GHz and stable radiation patterns from 3-6GHz 
allowing it to operate in the lower half of the UWB band. The bishop's hat antenna 
has good matching from +3.5GHz and has a stable dipole type radiation pattern. 
Circular and Elliptical Dipoles 
r. I 
35111111 Width 
Figure 3.7 Elliptical dipoles, of axial ratios 1:1,1:1.25,1:1.5 and 1.75 intended for 
use in the UWB band [27]. 
Circular and elliptical printed dipole antennas for UWB communications have 
recently attracted a lot of interest [4] [21] [26] [27] [28] [29] . These antennas offer 
good dipole performance over almost two octaves while offering a more compact 
geometry than traditional UWB antennas e.g. the bow-tie antenna. These antennas are 
made up of elements that are elliptical with varying axial ratios; width:height. Figure 
3.7 shows a number of antennas with different ratios intended to operate at UWB 
frequencies. ,It has been found that increasing the axial ratio improves the antenna 
matching but has a detrimental effect on the uniformity of the radiation pattern. The 
choice of antenna is therefore dictated by application; lower axial ratios when pattern 
- 49-
Chapter 3 UWB Antennas for Communications 
is important, higher ratios where matching is critical. For most applications an axial 
ratio 1.25- l.5 is optimum [27]. 
Figure 3.8(a) shows an elliptical element dipole that is microstrip fed using a balun 
transformer (see thining section of microstrip in Figure 3.8(a)). This antenna has a 
large - IOdB impedance bandwidth from 2.5-7+ GHz (Figure 3.8(b)) and maintains a 
very flat gain between 2-6 GHz (gain and impedance bandwidths extend well beyond 
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Figure 3.8 (a) A bottom fed planar elliptical dipole and (b) the return loss [2 1] 
As the gain would suggest thi s antenna has a stable radi ation pattern over the UWB 
band with a typ ical omni-directional dipole "doughnut" . This antenna is intended for 
Use with pul sed systems and transmits pulses well with littl e di storti on [2 1]. 
Other Dipole Shapes 
The number of des igns possible in thi s class of antenna is almost limitless as virtuall y 
any shape imaginable may be used as a planar element [3]. [n additi on to those 
antennas di scussed above other element shapes that have been suggested for use in 
UWB communications include; "bell" shaped dipole antenna [30], [3 1] , [32], [33 ] 
(Figure 3.9(a)) which consist of two rectangular elements rounded at the feed, "PICA" 
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(Planar Inverted Cone Antenna) type antennas [34], [35] that have a "tear drop" shape 
(Figure 3.9(b)) and modified bowtie antennas such as the lotus antenna suggested in 
[22]. 
(1) 
41.8 c) /'\.'" , 
/ 
18 
Figure 3.9 (a) A bell dipole [30], (b) a "PICA" Dipole [35] and (c) a dipole whose 
elements were designed using a genetic algorithm [36]. 
In addition to this attempts have been made to create an optimised element using 
genetic algorithms in which a set or population of potential solutions is caused to 
"evolve" in a Darwinian manner towards a "global optimal solution" [36], [12]. This 
approach has met with some success; an example of an antenna with elements 
designed in this way can be seen in figure (Figure 3.9(c)) [36]. The Simulated gain of 
this antenna remains between 2 and 4.5 dB from 3-12 GHz while the antenna has a 
measured -lOdB impedance match between 3 and 10.5 GHz. 
3.2.2.2 Summary of PCB Dipoles. 
UWB dipole antennas show some promise in terms of their UWB performance and 
are cheap and easy to manufacture, however there are a number problems associated 
with this type of antenna. Firstly there is the fact that these antennas are balanced 
while the majority of potential feeds in consumer products are unbalanced (coax or 
microstrip). In order to overcome this a balun must be used [1] increasing the antenna 
size and complexity. In addition to this dipole antennas must be mounted away from 
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any metal object or ground plane which may affect their radiation characteristics. 
These problems mean that this type of antenna is difficult to integrate into consumer 
devices without making the devices larger and potentially less robust and aesthetically 
appealing. 
3.2.2.3 Introduction to Planar Monopole Elements 
As with volumetric antennas rather than driving two identical planar elements against 
each other as in a dipole, one planar element may be driven against a ground plane to 
form a monopole antenna. As a result of this the choice of planar monopole elements 
is as limitless as it is for dipole elements. UWB monopole antennas for 
communications generally take one of two forms; the traditional approach is that of a 
metal plate mounted above an orthogonal ground plane and fed from beneath with a 
coax SMA. Alternatively UWB monopoles are manufactured using PCB technology. 
The ground plane of antennas constructed in this manner is coplanar with the 
monopole element. The side of substrate on which the ground plane is printed 
depends on whether the antenna is microstrip or CPW fed [3]. 
The next two sections present a number of metal plate and then PCB planar 
monopoles. A number of examples of simple element shapes will be given for both 
metal plate and PCB antenna types. This will be followed by some antennas in which 
the geometry or other aspect of the antenna has been altered in an effort to improve 
the antenna performance. 
3.2.2.4 Planar Metal Plate Monopoles 
Planar metal plate monopoles [37], [10], [38], [39], [40], [41], [42], [43] are a direct 
development of earlier 3D UWB antennas and have radiating elements that are similar 
to those of PCB planar dipoles. Unlike PCB planar antennas the radiating element is 
not mounted on a dielectric substrate and as a result dielectric losses are eliminated 
[13]. Reducing the geometry from three dimensions to two significantly decreases the 
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manufacturing complexity and size of the antenna compared to their volumetric 
counterparts while maintaining similar UWB performance [14]. The 3D nature of the 
monopole and ground and coax feed makes this antenna type impractical for use in 
mobile applications and integration into PCBs. However for applications where these 
factors are non-critical such as in a laptop computer or communication base station 
these antennas are ideal. 
Circular Disk Monopoles 
As mentioned previously planar monopoles have radiating elements that are similar to 
those of PCB planar dipoles. One of the simplest examples of this type of antenna is 
the metal plate circular disc monopole. This type of antenna was' first introduced by 
Honda et al [15] in 1992. More recently this antenna has been investigated by Liang et 
al [16] for use in UWB communications. Figure 3.1 O( a) shows the antenna 
investigated by Liang; The antenna is mounted on a ground plane where 
L==W== 100mm, the gap between the bottom of the antenna element and the ground 
plane, the feed gap "h" has been set at 0.7mm an optimum value in terms of 
impedance matching with the antenna. 
L '/ 
/'/ 
t/ Ground plane 
\V 
R=l :! .Snllll 
11=0. 7nllll (optimal) 
Element b) 
.-JO 
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FnqnfllfY (GHz) 
Figure 3.10 (a) the circular plate monopole investigated in [16] and (b) the simulated 
and measured return loss for this antenna. 
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The return loss of the disc monopole can be seen in Figure 3.1 O(b), this figure shows 
that the antenna has a very large -10dB impedance bandwidth from 2.5 to around 
18GHz easily covering the UWB band. The radiation patterns of this antenna remain 
omni directional between 2 and 10GHz (variations < 5dB) in the plane of the ground 
with a relatively stable monopole shape (Figure 3.11). 
o o 
270 · '-f--f-+-~IH.-bC""!o--t..l - 90 
180 2.4 GHz 180 10 GHz 
(n). (b) 
Figure 3.11 Radiation patterns of the disc monopole in [16] at (a) 2.4 and (b) 10 GHz 
A number of antenna designs have been proposed based on the above antenna; these 
include that of Lee et al. [13], which uses a semicircle element top loaded with a small 
disc so as to reduce the geometrical size of the antenna (Figure 3.12(a)). And that of 
Ooi et al. [17] which also has a top loading plate but in addition has two crossed 
semicircular elements in order to improve the omni-directional nature of the radiation 
patterns at high frequencies (Figure 3.12(b)). 
Both antennas manage to be smaller in their maximum dimensions than the equivalent 
circular monopole while showing good UWB performance comparable to the disc 
monopole. In addition to this the top loaded crossed semicircular antenna shows an 
excellent omni-directional pattern showing almost no variation at 3 GHz and varying 
by 2dB at 6GHz and transmits UWB pulses with minimal distortion and ringing. 
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Figure 3.12 (a) Lee et al. 's top-loaded semicircle element [13] and Ooi et al. 's top 
loaded crossed semicircular antenna [17] 
A number other simple shapes have been investigated for use as metal plate elements; 
including the monopole equivalent of the bishop hat seen in Figure 3.6 [43] which has 
an -10dB impedance bandwidth of 3-20+ GHz while the S21 of two such antennas 
transmitting to one another has a magnitude of -20dB at 2.5 GHz which drops to -
40dB at 100Hz while the phase is relatively linear across the same frequency range. 
Square and Rectangular Elements 
One of the element shapes that have seen most research in this class of antennas is 
, 
variations on the square/rectangle. The simple square monopole shows good UWB 
omni-directional radiation characteristics while being one of the simplest shapes to 
construct however it's impedance matching is inadequate for full UWB operation; the 
-lOdB bandwidth of a simple optimised 30mm square element was found to be 2.5-
50Hz [18], [19]. 
A number different ways have been proposed to increase the bandwidth of the 
square/rectangular monopole. One such method is simply bevelling the bottom 
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surface of the plate [19], '[44]. The antenna proposed by Peyrot-Solis et al. [19] 
(Figure 3.13) uses this technique to produce an antenna with a -10dB impedance 
bandwidth from 2.5GHz to 20+GHz, stable omni-directional radiation patterns that 
vary by less than 10 dB from 2.5GHz to 16GHz. Ammann et al. [19] show that the 
stability of these patterns may be improved still further by employing two such 
elements in a cross arrangement. 
21.41~ 









Figure 3.13 A bevelled rectangular plate antenna 
Other simple geometric changes have been employed to increase bandwidth include 
that used by Saou-Wen Su et al. [18], of removing rectangular notches from either the 
bottom two corners of a rectangular plate, this gives an antenna with a 2-13GHz -
10dB impedance bandwidth and a gain that varies from 3dBi at 2GHz to 8dBi at 13 
GHz. Removing rectangular notches from and rounding all four corners the plate have 
also been suggested [45] both methods producing antennas with good UWB 
performance. 
Another method that has been suggested and tested by Ammann and Chen [38], [39] 
is the use of a shorting pin from one of the corners of a square plate monopole to the 
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ground. On its own the short improves matching across the entire frequency range 
while reducing the lower-edge frequency. With an addition of a bevel on the opposite 
corner (Figure 3.14) the upper-edge frequency is improved dramatically giving an 
impedance response that remains below -8dB from 790MHz to 10+0Hz [39]. The 
radiation patterns of this antenna are omni-directional at 900MHz, however at 2.40Hz 
and 5.80Hz there are variations in the pattern greater than 10dB. 
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Figure 3.14 The Square plate antenna with shortirig pin and bevel presented by 
Amman and Chen [42] 
Certain configurations of multiple feed points along the antennas bottom edge have 
also been shown to significantly improve this type of antenna's performance [46] , 
[47]. One of the most successful of these designs is that of a trident fed monopole [46] 
an example of which will be investigated in detail in Section 3.4 of this chapter. 
Rolled Antenna Elements 
If the size of the square/rectangular monopole antenna is critical then one method of 
reducing the dimensions, while maintaining performance is to "roll" or fold the 
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antenna to create a tubular structure this can also lead to improved bandwidths [40]-
[42]. An example of this type of antenna has been presented by Chen in [40] (Figure 
3.15 (a)). This antenna consists of a rectangular metal plate antenna which has been 
divided vertically into three sections the outer two of which have been curved back 
around the centre section. 
2 4 6 8 10 II 
Frequen('y (GHz) 
Figure 3.15 (a) Bi-arm rolled monopole presented in [40] and (b) the measured face to 
face s parameters of the monopole 
The impedance matching of this element (Figure 3 .15(b)) is below -6dB for the entire 
UWB bandwidth but there is potential to improve it by optimisation of the radius of 
the rolled arms. The S21 of transmission using two identical elements shows good 
UWB performance remaining relatively flat from 4-10 GHz when the elements are 
face to face (Figure 3.15(b)) and showing similar performance when side to side and 
face to side. This is borne out in the low level of distortion seen in transmitted test 
pulses [40]. 
Another interesting example of a folded antenna element can be seen in Figure 3.16 
[42]. This antenna consists of a rectangular monopole with a bevelled lower edge 
mounted above a co-planar counterpoise. The antenna element and counterpoise have 
been folded such that it could potentially conform to a device the size of a USB 
memory stick. The impedance matching of this antenna provides a measured VSWR 
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of below 1:2 from 3 GHz to 11 GHz however the radiation patterns lose their omni-
directional nature between 6.86 GHz and 10.6 GHz with variations in the pattern of 
20 dB at 10.6 GHz. 
Figure 3.16 The memory size broadband monopole antenna [42] 
3.2.2.5 PCB Planar Monopoles 
For any monopole the orthogonal ground plane may be may be replaced with a co-
planar counterpoise and fed with either a co-planar waveguide or microstrip [2]. If the 
counterpoise is printed on the opposite side of the substrate to the antenna element 
then a microstrip feed is convenient (Figure 3.17(a)). If the counterpoise is on the 
same side as the element a coplanar feed is used [48] (Figure 3 .17(b )). This type of 
wave-guide is often preferred as it is less dispersive than microstrip line. 
This type of antenna lends itself to use in mobile handheld devices. The unbalanced 
feed means that no balun is required, their compact nature and omni-directional UWB 
characteristics are ideal for the application while their PCB construction means that 
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they can easily be manufactured in large quantities. The only caveat with PCB planar 
monopoles is that the antenna element must extend some way beyond the ground 
plane on which they are mounted [3]. 
a) Z 
L ." 
microstrip feed line ground plane 
~nth.back 
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Figure 3.17 A PCB ring monopole element fed by (a) a microstrip and (b) a co-planar 
waveguide [49] (R = 12.Smm and r = Smm). 
Taeyoung Yang and William Davis introduced an example of a PCB monopole with a 
semicircular element in 2004 [48] and since then this type of antenna has attracted a 
lot of interest. The ring monopole antenna in Figure 3.17 is a variation on the standard 
disc monopole, possible because at these frequencies the currents tend to concentrate 
themselves at the edges of the element. The impedance characteristics of this antenna 
and an equivalent disc monopole can be seen in figure Figure 3.18. The impedance 
bandwidth of both these antennas extends from 3 to above 12 GHz the ring showing 
sli ghtly better matching in the UWB band. 
The radiation characteristics of the PCB ring monopole also show reasonable UWB 
performance. The radiation pattern is ornni-directional at low frequencies but 
degrades at higher frequencies; a variation in the pattern of approximately 11 dB at 9 
GHz. Transmission of a first order Rayleigh pulse with two antennas face to face and 
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side by side produced a waveform similar to higher order differentiated Rayleigh 
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Figure 3.18 The return loss for the CPW fed ring monopole and equivalent disc 
monopole in [49] 
Other element shapes suggested in the literature include elliptical elements [50], [51], 
those based on rectangular elements with similar alterations as seen in the metal plate 
monopoles [52], [53], [54] and the PICA [14]. There have also been some elements 
presented that are based upon a triangular geometry [55], [56]. All these antenna show 
promising UWB characteristics but all suffer, to one degree or another, with non-
ornni-directional performance, at higher frequencies. 
Frequency notching has also been investigated with this type of antenna. This 
involves altering the structure of the element resulting in poor matching across a band 
of frequencies. This can be used to reduce interference with existing systems, such as 
Wireless local area networks (WLAN) [54], [55], [57]. The frequency notching effect 
is Usually achieved by cutting an appropriately shaped slot(s) into the monopole 
element. 
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3.2.2.6 Summary of Monopole Antenna 
Planar monopole antenna show considerable promise for use in UWB communication 
systems. This type of antenna can have a very wide impedance bandwidth and exhibit 
frequency independent omni-directional radiation patterns and stable gain 
characteristics across the UWB frequency range. The imbalanced nature of this type 
of antenna makes it easy to feed with either a coaxial cable, in the case of metal plate 
elements or by means of a Co-planar or microstrip feed in the case of PCB planar 
elements, making them easy to integrate into devices. This combined with the low 
cost and ease of manufacture makes these antenna good candidates for consumer 
products. This is especially true in the case of PCB monopoles whose planar nature 
and small geometrical size make them ideal for use handheld mobile devices. 
However these antennas have problems with the stability of their radiation patterns at 
high frequency. In addition to this the antenna element must extend beyond any 
ground plane into free space causing similar problems to dipole antennas though to 
less of an extent. 
3.3 Small-Element Magnetic Antennas 
. Small-element magnetic antennas are physical realisations of the ideal Hertzian 
magnetic dipole. They are made up of structures that cause the formation of one of 
more current loops. This type of antenna may be thought of as current driven and 
haVing a mainly magnetic near field. This can prove to be an advantage in some 
. situations where the antenna is to be embedded, as magnetic fields couple less readily 
into nearby objects than electrical fields [3]. Wideband antenna types included in this 
family are Large Current Radiators (LCRs), loops and slot antennas. In terms ofUWB 
communications by far the most significant group of antennas in this family is that of 
UWB wide-slot antennas. 
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3.3.1 LCRs 
LCRs are formed from a curved metallic conductor that carries a "sheet" of current 
along its surface and whose return currents are isolated by a ground phine. LCRs are, 
by their nature, lossy as any energy radiated by the sheet in the direction of the ground 
plane is trapped. In terms of loop antennas Shantz has proposed a monoloop [58] for 
Use as a UWB antenna but little performance data has been presented. Possibly the 
most promising loop antenna is the "clover leaf' antenna which shows non dispersive, 
broadband characteristics from 3-6 GHz [3]. 
3.3.2 Wide Slot Antennas 
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Figure 3.19 An elliptical slot-fed with (a) microstrip and (b) coplanar wave guide [59] 
Wide Slot UWB antennas consist of an aperture, whose width and height are of 
similar size, cut into a ground plane. This type of antenna is constructed using PCB 
technology, consequently they are usually fed by either a microstrip [60], [61] (Figure 
3.19 (a)) or coplanar wave guide (CPW) [62] , [63] (Figure 3.l9(b)). Although 
Marchais et al. [64] has also presented an antenna that is fed by a stripline that couples 
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into wide rectangular slots above and below the stripline. Generally, the preferred 
choice of feed-line is CPW because of its superior dispersion performance[ 63]. 
A number of slot shapes have been proposed for use in such antennas. The most 
common are elliptical/circular [63], [59], [65], [66] (Figure 3.19 and Figure 3.20(a)) 
and rectangular/square slot antennas [63], [67], [68], [69] (see the antenna presented 
in Section 4). Other shapes include a "volcano smoke" shaped slot proposed by Yeo 
et al [70] and a "tapered-slot-fed annular slot antenna" proposed by Tzyh-Ghuang Ma 
et al. [71]. An example of a coplanar-fed round slot antenna can be seen in Figure 
3.20 (a). The impedance response of this antenna can be seen in Figure 3.20(b) the 
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Figure 3.20 (a) a circular CPW fed wide-slot antenna and (b) the simulated and 
measured Sll of the antenna [62]. 
In the E-plane the radiation patterns of this antenna are bi-directional and symmetrical 
at low frequencies (Figure 3.21(a)) although this symmetry is lost at higher 
frequencies (Figure 3.21(b)). In the H-plane the pattern is omni-directional at low 
freqUencies (Figure 3.21(c)) but becomes less so at high frequencies; the pattern 
varying by 15dB (Figure 3.21(d)). The transmitting transfer function of this antenna at 
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bore sight is relatively stable, varying by around 10dB in the frequency range 3-11 
GHz. The bore sight phase response is linear across the same frequency band, 
























Figure 3.21 The measured and simulated far field radiation patterns of the circular 
CPW fed wide-slot antenna in [62] with the E-plane pattern at (a) 4GHz and (b) 9GHz 
and the H-plane at (c) 4GHz and (d) 9GHz. 
One of the most critical aspects of feeding a slot antenna is the tuning stub at the end 
of the CPW or microstrip that allows the wave guide to effectively couple into the slot 
by giving the correct impedance match. The tuning stubs tend to either mirror the 
shape of the slot [65] , [66] or are forked shaped as in Figure 3.19(a) [63], [64] , [59]. 
As with small electrical antenna attempts have been made to add a frequency notch 
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feature in an attempt to avoid interference from existing WLAN communication 
systems at around 5GHz [66]. In wide slot antennas this has been done by using either 
a fractal tuning stub [60] or by cutting a resonant slot into a circular tuning stub [66], 
both methods achieving the desired results. 
3.3.3 Summary of Small Magnetic Antennas 
Small UWB magnetic antennas include LCRs, loops, and wide slot antennas and 
While loops such as the centrally fed monoloop and cloverleaf antenna show some 
promise it is wide slot antennas that demonstrate the greatest potential for use in 
UWB communication systems. These antennas could potentially be located in the 
ground plane of a hand held device and have the advantage that as they have a low 
Wave impedance in their near field they will couple into nearby objects to a lesser 
extent than electrical antennas. The principle problem with this antenna type is that it 
is a challenge to produce an antenna that has frequency stable, non-dispersive, omni-
directional radiation performance. 
3.4 Horn Antennas 
Horn antennas were first introduced by Bose in the 1890's and are "flared or tapered 
transmission lines designed to transmit or receive electromagnetic radiation in one or 
more directions. Hom antenna are generally too large, complicated and therefore 
expensive to be used in consumer products. However just as a three dimensional 
volumetric antenna may be simplified by using a planar equivalent the same principle 
maybe applied to hom antennas to produce a planar hom, more commonly referred 
too as a "Vivaldi" antenna [3]. 
3.4.1 Vivaldi Antennas 
A Vivaldi antenna is made up of a gradually tapered slotline flaring out in a linear or 
exponential form and was first proposed by Gibson in 1979 [72] and is in a class of 
- 66-
Chapter 3 UWB Antennas for Communications 
slow leaky, end-fire travelling wave antennas. An example of this type of antenna was 
investigated by Sorgel et al. [73] can be seen in Figure 3.22. 
At different frequencies different parts of the antenna radiate while the size of the 
radiating part is constant with respect to wavelength. As such the Vivaldi antenna has 
a theoretically unlimited bandwidth with constant beam width. In practice the 
radiation pattern of this antenna is dictated by the geometry of the slot which must be 
carefully designed in order to achieve the desired performance characteristics. If 
excited conventionally (with a microstrip as in Figure 3.22), the impedance bandwidth 
of such antennas antenna is dictated by the geometry of the feed region (although 
more recently (2007) Cerny et al [74] have presented a slot Vivaldi antenna for UWB 







Figure 3.22 An example of a Vivaldi antenna [73] 
In an attempt to improve impedance performance over the standard orthogonally 
microstrip fed antenna the antipodal Vivaldi antenna was introduced by Gazit in 1988 
[75]. The antipodal Vivaldi, as seen in Figure 3.23, is made up of two symmetric 
exponentially tapered patches printed on opposite sides of a dielectric substrate. The 
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patches are fed, from behind the slot by a micro-stripline in which the ground tapers 
inwards to form a symmetric twin line, each line feeding one of the patches [75], [76]. 
In this configuration the antenna has an impedance bandwidth that covers the entire 
UWB bandwidth [76], the response can be further improved by rounding the ends of 
the patches which reduces reflections and lowers the lower edge frequency [5], [77]. 
The Vivaldi antenna is one of the few UWB antennas that maintain a stable 
directional radiation pattern with frequency, the maximum gain directed along the 
direction of the slot and typically having a value of 2 dBi at around 3 GHz and rising 








Figure 3.23 An example of an antipodal Vivaldi antenna [76] 
Flared 
Slot 
The antipodal Vivaldi antenna has been proposed for use in modern UWB 
applications [78] , however it has been noted that as the patches are separated in the y 
direction as well as well as the x direction the electric field between the two patches is 
slanted (Figure 3.24) which leads to the antenna having unacceptably high levels of 
cross polarisation, especially at high frequencies [76]. A solution to this problem is 
the balanced antipodal Vivaldi antenna or BA VA. This antenna is made up of three 
patches; two identical exponentially tapering patches sandwiching a symmetrical 
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counterpoise. The Two outer patches taper into a ground either side of the middle 
patch which tapers into a stripline. This arrangement means that the two components 
in the y direction cancel (Figure 3.24) leaving the resulting E-field vector purely in the 





Balanced Antipodal Vivaldi 
E-Field 







Figure 3.25 An example of a BAVA antenna [76]. 
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The BAVA antenna in Figure 3.25 has an impedance bandwidth in excess of 40:1 
with a lower bound of 30Hz. The radiation patterns of this antenna are relatively 
stable with frequency with the maximum gain in the direction of the slot with a null· 
beam width of between 40 0 and 600 • The maximum gain of this antenna reflects this 
pattern performance varying between 8 and 12 dB from 1· 180Hz. 
3.4.2 Applications of Vivaldi Antennas 
As Vivaldi antennas use PCB technology in their manufacture they are ideally suited 
for use in consumer products, however the directional nature and relatively large size 
compared to other UWB antennas, makes them unsuitable fQr use in handheld 
devices. By the same token their directionally and good UWB performance makes 
them ideal candidates for point to point communications and base stations with fixed 
Coverage [3], [5]. 
3.5 Analysis of a Trident-Fed Square Metal-Plate Monopole 
Antenna 
This section presents the results of an investigation of a square plate monopole (based 
on that first presented by Kin-Lu et al. [46]) that has been optimised for use in the 
UWB 3.l-10.6GHz band. In Section 2.1.2.4 it was shown that while a conventionally-
fed square plate monopole is very'simple to manufacture and shows stable omni-
directional radiation patterns, its impedance bandwidth is too small for the antenna to 
be useful for UWB applications. A number of different techniques have been used to 
improve the impedance of square/rectangular monopoles. One of the most promising 
methods is using multiple feeds along the bottom edge of the antenna element. 
The current distribution across a square monopole antenna fed simply from below, at 
one central point, has components both in the lateral and vertical directions. The 
lateral components not only produce a high level of cross polarization in radiated 
fields but also degrade the impedance bandwidth of the antenna. By using multiple 
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feeds a more intense and uniform vertical current distribution can be achieved, 
reducing the horizontal current components and so improving the UWB performance 
of the antenna. The number of feeds affects the uniformity of the current distribution 
and it has been shown that a trident feed will force a more uniform current distribution 
When compared with single or dual fed designs [46], [47]. 
r 




trident-shaped feeding strip 
(all widths = 2 mm) 
square planar monopole 
..,/ 
ground plane (150 X 150 mm2) 
feeding points: A, B, and C 
Figure 3.26 The trident fed monopole presented in [46] (L = 40mm). 
The approach taken in [78] to implement a three feed point design is a trident shaped 
feed arrangement that is in the same plane as the antenna element. The element is 
mounted over an orthogonal ground plane and is fed from beneath using a son SMA 
jack. A schematic of this antenna can be seen in Figure 3.26. The trident shaped feed 
strip simplifies the construction of antenna and makes it more compact compared to 
previous multiple feed point designs; the design presented in [47] uses two separate 
feeding strips and a feed network to drive the antenna. 
The size of the square element in [2] is 40 mm by 40mm. This original design did not 
target operation across the specified (3-10GHz) UWB band; the -10dB impedance of 
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this antenna being 1.4-11.4GHz. As the lower frequency limit of this type of 
antenna' s impedance bandwidth is dictated by the geometrical size of the antenna 
element there is scope to make the element smaller while achieving satisfactory UWB 
performance. 
This section presents a more compact verSIOn of the trident-fed design with an 
element size of L = 30mm that performs well across the 3.1-1 O.6GHz band. 
Measurement and simulation arrangements will be presented followed by the 
impedance response of the antenna. The radiation characteristics will then be 
discussed including how they are influenced by the current distribution across the face 
of the antenna. 





Figure 3.27 The FDTD model used to simulate the trident fed monopole 
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To investigate the radiation properties and examine the current distribution across the 
surface of the square monopole it was simulated using the in-house FDTD software 
developed at the University of Bristol (for a detailed explanation of the theory behind 
FDTD see Chapter 5). A diagram showing a 3D graphical representation of the FDTD 
model can be seen in Figure 3.27. The model consists of a metal block which acts as a 
ground plane. The antenna element (Figure 3.28) is mounted perpendicular to the 
ground plane and is fed by a 50mm length of 50 n coaxial transmission line that 
passes through the metal block ground. The transmission line excitation is made up of 
four elements in a cross formation, each extending from the interior conductor of the 
coaxial line to the outer. The transmission line is terminated at an absorbing boundary 
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Figure 3.28 The feed arrangement and the dimensions of the antenna element 
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In order to measure the impedance response of the antenna a field probe was placed in 
the coaxial transmission line (Figure 3.28). Far field probes were also placed in an arc 
in the H planes, only a quarter-circle was needed due to the symmetry of the antenna. 
In addition, a number of "frequency snapshots" were taken of the fields one cell from 
the surface of the element. With a degree of processing these allow the current 
distribution current across the face of the antenna to be examined (see Section 
3.5.4.2). 
3.5.2 Measurement Arrangement 
Figure 3.29 The antenna used in both radiation pattern and impedance response 
measurements set above a small ground plane used to mount the antenna. 
To find the measured input response and radiation patterns the antenna element was 
constructed (Figure 3.29). The element itself was made from 0.25mm thick copper 
sheet, mounted above a 90mm diameter copper ground plane and fed from beneath by 
a son SMA coaxial jack. 
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Anritsu 37397C 
Figure 3.30 The anechoic chamber used to measure antenna radiation patterns 
wherein; (a) is the antenna under test, (b) is a 0.5m circular ground plane, (c) is the 
theta plane motor, (d) is the phi plane motor and (e) is a Flann Microwave DP240 
dual polarized reference hom antenna. 
The input response of the antenna was measured using an Anritsu 37397c Vector 
Network Analyser (VNA) while mounted on the 90mm ground. The radiation patterns 
of the antenna were measured in the University of Bristol's anechoic chamber using 
the same VNA. In the chamber the antenna was mounted on a 0.5m circular ground 
plane attached to a computer controlled measurement rig with two degrees of freedom 
allowing three dimensional radiation patterns to be recorded. The reference antenna 
Used for these measurements was a Flann Microwave DP240 dual polarized hom 
antenna. A schematic of this measurement setup can be seen in Figure 3.30. 
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3.5.3 Input Response 
The measured and simulated input response for the square monopole element under 
test can be seen in Figure 3.31 . This figure shows that there is a high level of 
agreement between the simulated and measured results. Both sets of results indicate 
that the antenna has a 6:1 -10dB bandwidth from 1.8GHz -11GHz and has two major 
resonances at around 2.5 and 8 GHz. Agreement is also good in terms of the 
magnitude of the reflection at these resonances and indeed across the whole of the 
frequency range. The impedance bandwidth of this antenna makes it a suitable 
candidate for use in UWB applications so long as the radiation bandwidth is large 
enough. In addition such good agreement between the measured and simulated results 
goes a considerable way to verifying the accuracy of the FDTD computer model, 
validating other results obtained via simulation. 
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Figure 3.31 The measured and simulated Sll for the square plate monopole antenna 
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3.5.4 Radiation Properties 
The two dimensional radiation patterns for the square monopole at various 
frequencies can be seen in Figure 3.32. These patterns have been normalised such that 
their maximum values have been set to zero in each case. These patterns show that 
across the frequency range the antenna has an omni-directional radiation pattern in the 
H-plane that varies by less that 10 dB at all angles. Figure 3.32 shows that there are 
low levels of cross polarisation in this plane at all three frequencies; the maximum 
cross polar levels are least 15 dB below the maximum co-polar levels in each case. 
The E-plane patterns which can also be seen in Figure 3.32show that at all frequencies 
the antenna produces a radiation pattern typical of a monopole antenna similar to 
those produced by the other metal plate antennas discussed in Section 3.2.2.4 .. 
The cross-polarisation is low at all angles when compared to co-polar levels, the 
difference between maximum co and cross polar patterns being 30dB at 3 and 6 GHz 
and 25 dB at 9GHz. The exception to this is at the null of the co-polar patterns where 
the levels between the two polarisations are comparable. 
The 2D radiation patterns provide useful information about the radiation 
characteristics of the antenna in the planes examined e.g. cross-polar levels but do not 
give the whole picture and in some cases can be misleading. By examining the 3D 
radiation patterns in conjunction with the 2D patterns, a better understanding of the 
antennas performance can be established. The 3D co and cross-polar radiation 
patterns for the square monopole can be seen in Figure 3.33. These show that as for 
the 2D patterns the monopole type shape is present at each frequency however away 
from the E and H planes examined in the 2D patterns the cross polar levels for 6 and 9 
GHz are in fact a lot higher. At 30Hz the cross polar-level is 25 dB below the co-
Polar maximum, the exception is a thin lobe at the y-directed null that has a maximum 
15 dB below that of the co-polar maximum. At 6 GHz the maximum cross polar level 
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Figure 3.32 Two dimensional, normalised, co-polar and cross-polar radiation patterns 
for the E and H - planes at 3, 6 and 9 GHz. The radial scale in each case is in decibels 
(co-polar - cross-polar - ). 
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Figure 3.33 The 3D co-polar and cross polar radiation patterns for the square 
monopole antenna at 3, 6 and 9 GHz 
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Figure 3.34 Correlation of co and cross polar 3D patterns across the UWB bandwidth 
using the pattern at 2GHz as the comparison. 
An alternative method of examining the radiation patterns is to measure the 
mathematical correlation between the patterns using a desirable low frequency pattern 
as a reference. In this case the co and cross polar radiation patterns at 2 GHz were 
chosen as a reference. The result of this analysis can be seen in Figure 3.34. This 
shows that the co-polar pattern is stable across the UWB never deviating more than 
8% from the original at 2 GHz. The cross polar results show that as expected the level 
of correlation decreases with frequency falling to just above 60% at the top end of the 
frequency band. 
3.5.4.1 Simulated Far-Field 
While the radiation patterns examined in the last section give an impression of what is 
happening to the radiation patterns across the frequency range the FDTD simulation 
offers an opportunity to examine what is happening in a certain plane in much more 
detail. By recording the y-directed E-field (the co-polar field) using a horizontal ring 
of field probes placed in the antenna far-field and then performing a Fourier transform 
on the time domain data obtained by these probes the H-plane field can be found. 
Only one quartile of data was required to find the behaviour of the antenna over the 
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full 3600 because of the two planes of symmetry present in the geometry of the square 
monopole in the x-z plane. Accordingly the fields were recorded using 10 probes, 
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Figure 3.35 The y-component of the E-field theta angles 00 to 3600 (H-plane) for the 
frequency range 0-12 GHz (the set between levels = 6dB). 
The results from the far field probes can be seen in Figure 3.35. This figure shows that 
the antenna produces an omni-directional radiation pattern (that doesn't vary by more 
than 10dB) up to around 8 GHz. The exception to this is a null at bore-sight that is 
present from 4-5 GHz, which corresponds to an area of relatively large reflection in 
the input response. Examining the data from Figure 3.36 at 3 and 6GHz in the form of 
polar plots it can be seen that the antenna has an almost completely omni-directional 
pattern at 3GHz. At 6 GHz the antenna is radiating more effectively at bore-sight, 
which is in agreement with the measured H-plane pattern, however the pattern doesn't 
have the same multi-lobed shape. This difference maybe present because the plane 
Used for the measurements may be slightly different to that used in the FDTD 
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simulation. In addition to this the ground plane in the FDTD simulation was infinite 
whereas the one used for measurement was not. 
90 90 
180 .. 0 deg. 180 o deg. 
270 270 
3GHz 6GHz 
Figure 3.36 The simulated H-plane Ey far-field pattern at 3 and 6 GHz 
Beyond 8GHz the simulated results show that the ornni-directional nature of the 
radiation pattern degrades and a multi-lobed pattern starts to form. This occurs at the 
same frequency as a null in the input response (Figure 3.31). The same behaviour is 
not present in the measured patterns which remain omni-directional in the H-plane. 
3.5.4.2 Current Distributions 
Using experimental techniques it IS extremely difficult to examme the current 
distribution across the face of the antenna. The FDTD simulation of the antenna 
allows these to be examined in detail (Figure 3.37). The current density is derived 
from the magnetic field tangential to the antenna and hence includes a contribution 
from the displacement current in the locations where there is no metal. The good 
agreement already seen between measured and simulated results suggests that these 
distributions will have a good degree of accuracy. First it should be noted that, as has 
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been previously found in planar elements [25], [26], [79], the current is concentrated 
around the edges of the element and at the feed point while the centre of the antenna is 
relatively "cold". As was intended, the trident feed arrangement used preferentially 
excites current in the vertical y-direction while suppressing current flowing in the 
horizontal x-direction. The y-directed current dominance decreases· with frequency 
explaining the increase in the relative size of the cross-polar radiation pattern. The 
higher order mode seen in the 9MHz distribution explains the slight difference in 
shape seen in the corresponding radiation pattern (Figure 3.35). The lobed, omni-
directional pattern produced is the same as that seen in the radiation pattern of a 
monopole antenna when it resonates at frequencies that produce higher order modes 
(>1/4 A)[6]. 
3.5.5 Summary of Results for the Square Monopole 
The impedance and radiation performance of a trident-fed, square, metal-plate 
monopole has been investigated by means of measurement and FDTD simulation and 
the results presented. The -10dB impedance bandwidth of the antenna in both the 
simulated and measured results was found to be 6: 1 from 1.8-11. Measured radiation 
patterns show that the antenna has a typical monopole type patt~rn which is 
maintained across the operating frequency with rising levels of cross-polarisation. 
Simulated far-field measurements showed reasonable agreement with the measured 
results unti18 GHz where after the omni-directional nature of the pattern broke down, 
which is in contrast to the omni-directional patterned measured. The current 
distributions found using an FDTD simulation highlight the prevalence of the y-
directed current that is excited by the trident feed. The increase in the comparative 
magnitude of the x-directed current with increased frequency explains the 
corresponding increase in the cross polar radiation pattern. In conclusion the radiation 
and impedance characteristics of this antenna make it a promising candidate for UWB 
communication applications. 
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Figure 3.37 YandXcomponents of the current distribution across the surface of the 
antenna at a) 2.20Hz, b) 60Hz and c) 90Hz 
- 84 -
Chapter 3 UWB Antennas for Communications 
3.6 Summary of Antennas for Communications 
In this chapter a literature review of antennas intended for use in UWB 
communication applications has been presented and a trident-fed square metal plate 
monopole antenna has been investigated in detail. The literature review presented 
three major groups of antennas; small electrical antennas, small magnetic antennas 
and hom antennas. 
Of these groups the largest was small electrical antennas which included volumetric 
antennas, and planar dipoles and monopoles. In this group the most promising 
antennas for mobile consumer UWB products proved to be planar monopoles; their 
compact size, cheap construction, UWB impedance and radiation bandwidths and 
ability to be integrated into PCB devices makes them good candidates. However these 
antennas do still have to protrude from any device and in the case of PCB monopoles 
the radiation characteristics of the antenna do degrade at high frequencies. 
Of the small magnetic antennas investigated wide slot antennas proved the most 
promising, the low wave impedance of their near field means they will couple into 
nearby objects less than an electrical antenna making them ideal for embedded 
applications. The problem with this type of antenna is producing a design that 
maintains frequency stable, non-dispersive, omni-directional radiation performance 
across the entire UWB band. 
Vivaldi planar horns were also presented; their compact planar nature and cheap 
construction costs compared to other much more bulky hom designs makes them a 
candidate for consumer products. Vivaldi hom antennas are one of the few UWB 
antennas that offer the potential of frequency independent directional radiation 
patterns and so could be used in fixed point to point applications. 
In the final section of this chapter a trident fed square monopole that had been 
optimised for use in th~ UWB band was presented and its impedance and radiation 
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perfonnance was examined using FDTD computer simulation and measurements. 
These showed that the antenna had sufficient impedance band-width and frequency 
stable radiation patterns making it a promising candidate for UWB communication 
applications. 
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4.1 Introduction 
Breast Cancer is the most prevalent form of cancer in women (excluding skin cancers) 
[1], [2] however with early detection there is a high chance of successful treatment 
and long-term survival. The most common method in use for the detection of breast 
cancer is X-ray mammography and, while it has been an effective tool for detecting 
breast cancer it is recognised that the technique has a number of limitations including 
producing a significant number of false-negative and false-positive results [3], [4]. 
Microwave imaging has gained interest recently due to advances in both hardware and 
imaging software. The method is a potential alternative imaging technique that would 
be inexpensive, would provide more sensitive 3D imaging data, avoids using non-
ionising radiation and would yield a system that is both quick and comfortable for the 
patient [5]. Microwave imaging technology relies on there being a detectable 
difference in the dielectric properties of a tumour and the surrounding breast tissue at 
microwave frequencies; such that when the breast is illuminated with microwave 
radiation there is a significant reflection from the tumour. Early work in this area was 
based on the premise that the breast structure is relatively electrically homogeneous 
and a contrast of approximately 5:1 exists between malignant and normal tissue [6], 
[7]. M~re recent studies [8] have shown that, while the contrast between malignant 
and normal adipose-dominated tissue could be as large as 1: 1 0, the contrast in denser 
glandular tissue is much less at around 10%. This presents a significantly more 
challenging problem than was initially thought and serves to underline the need for an 
antenna design with the best possible performance in terms of bandwidth, size and 
pattern characteristics. 
There are a number of techniques under investigation utilising microwave signals as a 
means of detection. One approach considers it as an inverse scattering problem 
(microwave tomography [9]), in which the breast is illuminated with microwave 
radiation and the scattered energy is received at a number of remote locations (Figure 
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4.1 (a)). From this information the permittivity distribution inside the breast may be 
estimated. However the data processing required when implementing this method is 
complex and it is not easy to see how information from many different frequencies 
may be included [10] . 








Figure 4.1 UWB Microwave detection of breast cancer using (a) tomography (b) radar 
An alternative approach is to tackle the problem using a similar architecture to that of 
Ground Penetrating Radar (OPR) in an approach first introduced independently by 
Hagness et al. [11] and Benjamin [12], [13]. The detection of breast cancer using 
Ultra-Wideband (UWB) radar is a technique that is currently being developed by a 
number of research teams [11] , [14] , [15]. In these systems a short pulse, or a 
synthesised pulse constructed from a frequency sweep, is directed into the breast and 
the reflected signals are then detected by one or more receive antennas (see Figure 
4.1 (b)). The resulting set of received signals is then time or phase - shifted and added 
in order to enhance returns from high contrast objects and to reduce clutter. The 
wide band nature of the UWB signals means that such radar-based systems are capable 
of producing high resolution images, without the need for complicated reconstruction 
algorithms. With this approach there is a trade-off between simplicity of analysis and 
information, since material properties are not directly recovered [15]. 
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Figure 4.2 the general configuration of a Monostatic Radar system 
The configuration and number of antennas in a UWB radar system can vary 
depending on how measurements are taken. A monostatic system is one that consists 
of a single antenna that both transmits and receives the microwave pulses (see Figure 
4.2), effectively operating as reflectometer. Using this type of system either the target 





TA = Transmitting Antenna ~. 
RA = Receiving Antenna ~ 
Figure 4.3 The general configuration of a Multistatic UWB Radar system 
An alternative configuration is the bistatic radar system. This consists of two 
antennas; one transmitting and one receiving. The bistatic arrangement is a special 
case of the more general multistatic antenna configuration (see Figure 4.3). In a 
multi static array there are multiple antennas in fixed positions. One antenna fires off a 
pulse and the reflections are picked up by the other antelmas in the array. A 
multistatic system can be set up so that there are specialised antennas that solely 
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transmit or receive. Alternatively the antennas can do both, each antenna being fired 
off in tum. 
One of the major problems that are encountered when trying to implement such an 
imaging system is how to radiate the UWB signals efficiently into the breast tissue 
without excessive reflection from the air/skin interface. One way that this problem has 
been solved is to immerse the antenna(s) in a matching medium that has similar 
dielectric properties to that of the tissue [16], [17]. An alternative method of 
preventing the returning signals being swamped by the skin response is to make use of 
the fact that signals reflected from a flat surface, like the skin, are co-polar whereas 
those reflecting from irregular objects such as tumours have a large cross-polar 
component [18], [19]. These cross-polar signals can be isolated using a 
transmit/receive combination of orthogonally polarised antenna. 
A critical part of any UWB radar detection scheme is the antenna design. To obtain 
high resolution, accurate images the antennas must be able to radiate high fidelity 
signals into a high permittivity dielectric medium, over a wide band of frequencies 
and a large angular range [16]. If the antenna is to be used in a fully populated array 
aperture (as at Bristol) then there is an additional, quite critical, geometrical size 
constraint placed on the antenna; the antenna's geometrical dimensions must be as 
small as possible in order that the maximum number of antennas may be 
accommodated in the array. This will allow as much information to be gathered as is 
Possible which, in tum, will reduce clutter in the results. 
This chapter introduces a novel UWB wide-slot antenna intended for use in the next 
generation of the University of Bristol's UWB radar, breast cancer detection system. 
This chapter begins with a literature review of existing antenna designs, intended for 
Use in UWB breast imaging systems. Next is a discussion on the process of 
developing the Wide-Slot antenna from an existing antenna design and the 
development of a compact cavity and feed for the antenna is considered. Finally a 
detailed study of the optimised antenna will be made, using measurement and 
Simulation to characterise the antenna's performance. During this study the wide-slot 
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antenna will be compared to an existing stacked-patch design used in the previous 
generation of the University of Bristol's imaging system. 
4.2 Wide Bandwidth Antennas for Microwave In-Body Imaging 
This section presents a literature review of wide-band antenna designs that have been 
proposed for use in medical microwave imaging applications. Antennas intended for 
Use in tomographic and UWB systems have been considered. While this review is not 
exhaustive it does cover the antennas developed by the major research groups in this 
area. 
4.2.1 Monopoles and Dipoles 
Monopoles and dipoles are commonly used in microwave detection systems. Their 
compact, simple linear or planar geometry makes them ideal candidates for use in 
arrays. Their simplicity also means that they can be easily modelled [15] making them 
especially attractive for tomographic imaging, as it reduces the complexity of solving 
the inverse scattering problem. These factors often outweigh the improved 
performance of other antenna designs e.g. the directive nature of hom antennas. 
Figure 4.4 The Wu-King monopole investigated in [21] 
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One method that is commonly used to improve the wideband performance of such 
antenna is that of resistive loading. The University of Calgary have investigated both 
dipole [12] and monopole [20] antennas based on the Wu-King loading distribution 
[21] in a UWB radar imaging system. This type of antenna has reasonable UWB 
behaviour and is able to transmit pulses with a good level of fidelity, however the 
resistive loading results in low efficiency [15]. The monopole developed at Calgary 
Can be seen in Figure 4.4. It is intended to operate in a medium with a dielectric 
constant of 3. To recreate the Wu-King loading distribution, the antenna is made from 
resistors placed end to end. 
At the University of Dartmouth coaxial monopoles have been used in a tomographic 
system operating in the frequency band 300-1000 MHz [9]. These antennas are 
constructed by removing a length of the outer conductor from one end of a length of a 
solid coaxial cable. The antennas are immersed in a lossy medium which loads the 
antennas improving their radiation and SI I bandwidth and wide-band behaviour 












Figure 4.5 (a) a computer model of the cross bowtie antenna showing the antenna 
elements. (b) the cavity and feeding arrangement of the cross bowtie antenna 
Bowtie antennas have also been investigated at the University of Calgary. An 
arrangement of two orthogonally polarized bowtie-type antennas has been 
investigated by Xing et a1. [23] (Figure 4.5). The bowtie elements are arranged in a 
cross formation, mounted on a substrate (er = 3.05) and are backed by an epoxy filled 
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cavity, to reduce back scatter. The system in which it is used exploits the fact that the 
cross-polarised reflections from axially asymmetric tumours can be distinguished 
from the co-polarised backscatter from skin and the chest wall. 
The antenna uses the lower end of the UWB spectrum and has a -10dB impedance ' 
bandwidth of 2-4GHz. Simulated results have shown that it is feasible for the system 
to detect a 4 mm tumour at a distance of 70mm from the antennas while measured 
results in a phantom (cr = 9.24 0"= 0.21) indicated that a 15mm tumour phantom (cr = 
52.5 0"= 7) maybe detected at a distance of 10mm from the antenna. 
G O.Gmm . 
w, ~Omm 
W2 14mm 
l , L, 26mm 
L2 10.7 mm 
L3 14.7 mm 
L. 1.1mm 
W, 
Figure 4.6 The geometry of the CPW fed planar monopole [17] 
A CPW fed planar monopole antenna has been investigated for use in a UWB radar 
based detection system by lafari et al [17] (Figure 4.6). The antenna consists of a 
rectangular radiating element, tapered along its lower surface allowing the antenna to 
resonate across a wide range of frequencies. It is proposed that this antenna sit with 
the face seen in Figure 4.6 facing the body, with the whole antenna immersed in an 
imaging medium that has a dielectric constant similar to that of the tissues enclosed 
by the skin. As discussed previously this significantly reduces the reflections that 
would otherwise be present from the air/skin interface allowing the energy reflected 
from the tumour to be detected more easily. The monopole has been constructed on an 
FR4 substrate with a dielectric constant of 4.4. This value is similar to that of the 
dielectric constant of human fat tissue (cr=4.8) put forward in the paper concerned. In 
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the above configuration the antenna has a return loss of below -9.6dB from 3.4-
9.9GHz and maintains reasonably stable near-field radiation patterns across this 
frequency range. It is proposed that this antenna work in a two antenna, co-polarised 
array with one antenna transmitting and the other receiving the reflected signals [24] . 
4.2.2 Horn Antennas 
Figure 4.7 Resistively loaded pyramidal horn antenna where: (a) is the resistors, (b) is 
the launching plane, (c) is the ridge and (d) is the SMA coaxial feed. 
The Ultra-wideband impedance bandwidth and frequency stable radiation patterns 
make hom antennas interesting candidates for UWB radar imaging. An example of a 
pyramidal hom antenna (see Figure 4.7) has been tested in a mono static imaging 
system in work carried out by the University of Wisconsin [25], [26]. The antenna is 
based on a ridged design in which the wave guide section has been replaced with a 
direct coaxial feed. To make the antenna compact enough for use in an imaging 
system, t4e antenna has been resistively loaded by replacing one of the ridges with a 
Curved metal launch plane, terminated with resistors. 
The pyramidal hom antenna has a measured VSWR of below 1.5 for the entire 1 to 11 
GRz operational bandwidth. FDTD simulations of the antenna have shown that it can 
transmit signals with fidelity greater than 92% across a 1800 range centred on 
boresight [25]. In experiments using a breast phantom (er=2.6, 0=0.05 at 6 GHz) the 
antenna was able to detect a 4mm simulated tumour at a depth of 20 mm below the 
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phantoms "skin" surface. The antenna and phantom were immersed in material with 
properties identical to that of the phantom to reduce reflections from the "skin" [26]. 
a) 
4 68 
Frequency (GHz) ' 0 
Figure 4.8 (a) Tapered-Slot antenna and (b) the S" of the tapered slot antenna [27] 
Khor et al. [27] has presented an Antipodal Vivaldi (Figure 4.8 (a» as a candidate 
imaging antenna. This antenna is printed on 0.64mm thick, Rogers RT6010LM 
substrate that has a dielectric constant of 10.2 and the overall dimensions of the 
antenna in the x-y plane are 50 x 50 mm. The return loss of this antenna, which can be 
seen in Figure 4.8 (b), shows the antenna has an -10dB impedance bandwidth from 3 
to in excess of 11 GHz. 
This antenna has been used in experimental trials of a mono static radar system (see 
Figure 4.2). Located in free space, the antenna was mechanically scanned around the 
target to produce a number of 2D slices that are subsequently used to build up a three 
dimensional image. The target used in the trials was a small water-filled plastic 
Container with a relative permittivity of 50. This was suspended inside a breast 
phantom made of a cylindrical plastic container filled with vegetable oil (8r = 4). The 
system allowed the detection of 5mm diameter targets by visual inspection of the 
resulting images. 
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Figure 4.9 Configuration of the stacked patch antenna 
A PCB stacked patch antenna [28] has been proposed for use in the breast cancer 
detection system being developed at the University of Bristol [29], [14] (Figure 4.9). 
The antenna consists of a microstrip line feeding a slot, which in turn excites an 
arrangement of two stacked patches. The slot feed was used to eliminate the 
inductance associated with a probe feed. The size of the patches was chosen such that 
a lowest order resonance was achieved at either end of the desired spectrum. The 
dimensions were then manually optimised using an FDTD computer simulation [28]. 
This antenna has been designed to operate with the antenna face immersed in a 
matching medium with dielectric properties similar to that of human breast tissue. 
When in contact with such a matching medium the antenna has a -10dB return loss 
bandwidth of 4-9 GHz, with the exception of a slight mismatch between 6 and 7 GHz. 
The antenna produces stable radiation patterns across the required operational 
frequency range and is capable of transmitting short UWB pulses at angles of up to 
45° away from the antenna's radiation pattern maximum with minimal distortion and 
ringing in the received signal. 
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A sandwich of different substrates is used in the construction of this antenna. The 
majority have high dielectric constants in order to minimise the antenna's size. The 
dielectric constant of these substrates (cr = 10.2) is similar to that suggested for the 
value of adipose breast tissue (cr:::::: 9) [8]. The effectiveness of this antenna has been 
demonstrated in full imaging experiments using a 2D multistatic antenna array [28], 
[19]. An antenna closely based on this one is examined in greater detail in Section 0 . 
and compared to the wide-slot. 
4.2.4 Summary 
Antennas for use in a breast cancer detection system need to be physically compatible 
with the problem. If they are to be used in a multi-antenna array the antennas must be 
as geometrically small as possible but still have a sufficiently large bandwidth to cope 
With the requirements of the imaging system. It is also desirable that antennas are easy 
to simulate so that accurate computer models of the system can be built. This has led 
to the use of resistively loaded antennas such as Wu-King monopoles that sacrifice 
efficiency for more desirable performance characteristics. The exception to this is the 
stacked patch antenna that uses substrates with high dielectric constants similar to 
those of breast tissue, to produce a reasonably compact antenna. 
For those antennas that are intended for use in bistatic or monostatic imaging systems, 
the nature of the application means that geometrical size is not so much of an issue 
and the ability of the antenna to efficiently and effectively transmit UWB signals can 
be given greater priority. As a consequence, antennas presented for use in such 
systems tend to be more bulky and are not resistively loaded. Antennas proposed for 
Use in this application include; bowtie, UWB monopole and Vivaldi antennas. 
4.3 The Development of the Cavity-Backed Wide-Slot Antenna 
This section presents the design process of a novel UWB antenna intended for use in 
the radar based, breast imaging system being developed at the University of Bristol. A 
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prototype of this array, populated with the Wide-Slot antenna presented in this chapter 
can be seen in Figure 4.10. 
Figure 4.10 The prototype 31 antenna array being developed at the University of 
Bristol, populated with the wide slot antenna described in this chapter. 
The design requirements of an antenna in such a system are that: 
• It is as compact as possible so that the number that can be fitted into the array 
can be maximised. 
• The antenna IS as simple as possible making it easy to manufacture and 
simulate. 
• The antenna IS required to be as efficient as possible while its UWB 
performance should be comparable or superior to existing designs. 
• In order to reduce back-radiation and cross-coupling of the antennas it is 
desirable for the antenna to be cavity backed or directional. 
The antenna must be optimised to transmit signals into the matching medium that has 
been developed for the system [30] which has a dielectric constant of approximately 9 
across the UWB range. 
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H-Plane 
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Figure 4.11 The layout of the wide-slot antenna 
The design chosen to fulfil these criteria is a fork-fed, wide-slot antenna whose layout 
can be seen in Figure 4.11. This type of antenna was chosen due to its simplicity in 
tenus of manufacture and simulation, its promising UWB characteristics and the fact 
that this antenna type lends itself to be easily cavity backed. This design potentially 
offers a compact simple directional antenna that is physically compatible with the 
multi-static radar system at the University of Bristol. 
This antenna is based on that described in [31] but has been heavily modified and 
Optimised to work efficiently when the slot is in contact with a matching medium with 
relative permittivity of approximately 10. The optimisation was a manual iterative 
procedure performed using FDTD simulations, that included the resizing and 
rescaling of the slot, fork feed and ground plane and the introduction of a high 
Penuittivity substrate. 
The simulations used in the optimisation process were run using FDTD software 
developed at the University of Bristol. In the simulation the slot side of the antenna 
radiates into a 50mm-thick block of dielectric (0'=0 Er=9) with an air gap behind the 
antenna. The meshes used in the optimisation process have cells of sizes varying 
from 1 to O.lmm, while number of cells in the mesh varied from 178x5 1x186 to 
203x134x210 cells depending on the stage of the optimization. The workspace was 
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tenninated by Mur 1 st order absorbing boundary conditions. A planar current source 
connected between the ground and microstrip, was used to excite the feed line with a 
raised cosine pulse of width 112ps. The transmission line was terminated inside the 
Workspace using a vertical 500 resistive load. The Sll was calculated by sampling the 
field at a mesh node in the microstripline. 
4.3.1 Initial Model Verification 
The original antenna design presented in [31] is a 53.7mm square, wide-slot antenna 
with a dual fork-shaped, 500' microstrip feed built on a substrate with relative 
pennittivity of 4.4. The antenna in its original form is desjgned for UWB 
communications and so the antenna is intended to radiate into free-space. To 
characterise this antenna and prove the validity of the simulation, its Sl1 was found 
both experimentally and by simulation. 
To obtain measured results, the antenna in [31] was built and can be seen in Figure 
4.12 (a). The antenna was manufactured on FR4 (Er = 4.4), the same substrate used in 
the paper and was fed using a female SMA jack. The Sl1 measurements were made 
Using an Anritsu 37397c VNA. The same antenna was simulated using FDTD, the 
laYout of this model can be seen in Figure 4.12 (b). 
A comparison of the simulated and measured 811 of This antenna (found by the 
author) can be seen in Figure 4.13. This shows a good agreement between the two sets 
of data, both plots have the same -10dB bandwidth of 4.50Hz from 2 - 6.50Hz, 
approximately the same return levels and resonances at similar frequencies of around 
2 and 60Hz. This verifies the computer model and gives confidence in its use in the 
development of the new antenna. 
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Figure 4.12 (a) The original wide slot antenna from [31] and (b) the FDTD model of 
this antenna where (1) is the ground plane (2) is the square slot (3) is the fork-feed (4) 
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Figure 4.13 Comparison of measured and simulated S II magnitude for the wide 
original microstrip fed slot antenna. 
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4.3.2 High Value Permittivity Substrate 
It was decided that a high permittivity dielectric substrate would be used to make the 
antenna as compact as possible and to reduce reflections from the antenna/matching 
medium interface. The substrate chosen was R T lDuroid Er = 10.2. As the wavelength 
(A.) in the RTlDuroid substrate is smaller than that in the original design the 
dimensions of the slot and feed must be altered accordingly if the performance 
characteristics are to be maintained. With the air/dielectric interface taken into 
account the effective permittivity, at the surface of the slot for the FR4 and RT/Duroid 
antennas are 3.8 and 8.6. This gives a ratio between the original antenna geometry 
(01) and the new (02) is [32]: 
(4.1) 
Using the RTlDuroid substrate allows the size of the slot and feed fork to be reduced 
by a factor of 113 while maintaining roughly the same performance. The width of the 
microstrip fork feed was recalculated for the new substrate permittivity. 
4.3.3 Accounting for the matching medium 
It is intended that the antenna is able to transmit pulses into a phantom with a relative 
permittivity of approximately 9. To take this into account the antenna model was 
changed to include a block of dielectric material that filled the workspace from the 
boundary to the "slot side" of the antenna. As this dielectric material is replacing air 
the size of the slot maybe reduced further due to the higher effective dielectric 
Constant. On the opposite side of the substrate the feed remains unaffected by the 
medium since the dielectric/air interface is still present. It should be noted that while 
the real life-phantom has frequency dependent loss the dielectric block used in the 
simulation is lossless. 
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Applying the above changes to the substrate and including the matching medium 
allows the size of the antenna to be reduced without significantly altering its 
bandwidth. This is illustrated by comparing the Sll of the original antenna (Figure 
4.13) and the antenna with these changes in place and the slot dimensions reduced by 
a factor of 3 to 17mm x 17mm (Figure 4.14 labelled "Square"). Despite the 
significant difference in geometrical size between the altered and original antenna, the 
lower -1 OdB bandwidth cut-off frequency of the altered antenna is shifted upwards by 
only O.5GHz, while the impedance response is improved between 6 and 10GHz. 
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Figure 4.14 Simulated Sll magnitude for Slots with 17mm x-dimension and varying z-
dimension. 
4.3.4 Effect of the Slot Dimensions 
It is desirable that the new antenna be as compact as possible. As a result the 
possibility of reducing the size of the slot is a major consideration. To reduce the size 
of the slot any further we must determine how this will affect the performance of the 
antenna. From Figure 4.14 it is clear that altering the z-dimension of the slot has little 
effect on the -1 OdB bandwidth of the antenna, while reducing this parameter improves 
the response by around 10dB at the 3.5GHz resonance. This allows the z-dimension of 
the slot to be reduced to 12mm without any negative effect on the input performance 
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of the antenna. It was found that the slot x-dimension was almost directly related to 
the antenna's lower bandwidth cut-off point. This is agreement with results found for 
similar slot antennas [33]. 
4.3.5 Effect of the Ground Plane Geometry 
The ground plane is one of the major contributing factors to the size of the antenna. 
But altering it will inevitably change the antenna's input and radiation characteristics 
[32]. The effect of changing z (the size of the ground plane above and below the slot 
see Figure 4.11) on the return loss of the reduced size slot seen in Section 4.3 .10, can 
be seen .in Figure 4.15. The ground above and below the slot is set at the same value 
. so as to try to maintain the symmetry in the radiated field. Figure 4.15 shows that as 
the size of the z-ground is increased, the return loss in the major null is improved from 
-15dB to -25dB. The overall -10dB bandwidth is reduced from 2-5.5GHz (3.5GHz) to 
3-5.25GHz (2.25GHz). 
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Figure 4.15 The simulated S II magnitude for a 17 x 12 mm slot with varying the 
ground plane in the z-direction. 
Figure 4.16 shows the boresight free-space transfer function of the antennas seen in 
Figure 4.15. These plots show that regardless of the ground geometry the bore sight 
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transfer function varies less than 10dB in the worst case (1 x 1 Omm ground) and 6dB in 
the best case (1 x5mm ground). The relative "flatness" of the transfer function across 
the frequency range of interest means that any signal transmitted by the antenna is 
likely to have low levels distortion [34] . At angles away from bore sight the flattest 
transfer function is seen with the 5.1 mm ground above and below the slot. 
Varying x, the extent of the ground in the x-direction either side of the slot, has only a 
small effect on the antenna S II. The general trend is that there is a slight improvement 
in the antennas performance when x is reduced. This suggests that x can be made as 
small as required, allowing a significant reduction in antenna size. In summary the 
most appropriate values of x and z are 1 and 5mm respectively. 
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Figure 4.16 The simulated bore sight transfer function magnitudes at 35mm into the 
phantom for the antenna configurations seen in Figure 4.15. 
4.3.6 Effect of Changing the Feed Gap Between the Bottom of the Fork 
Feed and the Slot Edge 
The 'feed gap' , or the gap between the lower edge of the slot and the fork feed , is one 
of the most critical factors when tuning the antenna. Figure 4.17 shows the variation 
in SII with the size of the feed gap, for the optimised antenna configuration seen in 
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Section 4.3.S (17x12mm slot with a lxS .lmm ground). This shows that as the gap 
increases in size from O.Smm to 2.0mm there is an improvement in the -10dB 
bandwidth from 2GHz (3 -SGHz) to S.SGHz (l.S-7GHz) . Above this value there is no 
significant increase in bandwidth but the response rises above -10dB in the 2.SGHz-
O.SGHz frequency range. 
The transmission characteristics show a general improvement with increasing feed 
gap, especially at higher frequencies . Taking both this and the Sll results into 
consideration, the most appropriate feed gap dimension is 2mm. These results also 
highlight the sensitivity of the antenna's performance to even a small change in this 
parameter. As such, care must be taken when manufacturing the antenna and the 
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Figure 4.17 The simulated S II magnitude for antennas with a 17x 12mm slot, 1 xSmm 
ground plane and various feed gaps. 
4.3.7 Effect of Changing Substrate Thickness 
The operational bandwidth of the breast imaging system is around 4-10GHz. The 
lower S II cut off frequency of the antenna is shifted to this value by halving the 
dimensions of the ground plane (x = O.S, Z = 2.S), feed and slot (8 .S x6mm). This 
antenna was simulated with two substrate thicknesses of 1.27 and 0.8mm that were 
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being considered for the antenna's manufacture. The input perfonnance of the antenna 
in each case can be seen in Figure 4.18. It can be seen that while the substrate doesn't 
affect the bandwidth of the antenna and has little effect at lower frequencies, at higher 
frequencies the response is significantly improved if the 1.27mm substrate is used. 
Using the thicker substrate also results in a slight improvement in transmission 
properties (see Figure 4.19). The boresight transfer function is increased by 
approximately 3dB across the entire frequency range. The thicker substrate is 
therefore the preferable option. 
4.3.8 Summary of Results 
The effect of parameters on the wide-band performance of the Wide-Slot antenna has 
been quantified using an FDTD simulation. The antenna has been progressively 
optimised in tenns of its geometrical size, impedance bandwidth and transmission 
properties. The points of note from this investigation were: 
1. The most sensitive parameter was the feed-gap. By varying this dimension the 
antenna can be "tuned" and the impedance bandwidth optimised. 
2. Reducing the size of the slot in the z-direction was found to have little effect 
on the perfonnance of the antenna whereas the x-dimension was found to 
dictate the lower cut-off frequency. 
3. The size of the z-ground has a large effect on the Sll of the antenna; the 
smaller the ground the better the bandwidth however the boresight transfer 
function shows that a ground that that is either too large or small can have a 
detrimental effect on the perfonnance. 
4. It was found that the thicker substrate improved both the input and radiation 
characteristics of the antenna. 
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Figure 4.1 8 Comparison of the S II magnitude for 8.5x6mm slot antenna with a 1 mm 
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Figure 4.19 The simulated bore sight transfer function magnitudes at 35mm into the 
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Figure 4.20 the S 11 magnitude for the optimised and manufactured antennas 
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Figure 4.21 The simulated bore sight transfer function magnitudes at 35mm into the 
phantom for the optimised and manufactured designs. 
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4.3.9 The Optimised Antenna 
Using the information gathered from the above investigation, the antenna design was 
optimised in terms of its input and radiation performance while at the same time 
trying to minimise its size. The result of this process is an antenna with a slot size of 
8.5mm in the x-direction and 6 mm in the z-direction. The optimum size of the ground 
plane is 2.5 mm above and below the slot and O.5mm either side. The optimum feed 
gap was 1 mm on a substrate with a relative permittivity of 10.2 and a thickness of 
1.27mm. 
The simulated return loss of this antenna can be seen in Figure 4.18 under the label; 
optimised. This shows the antenna has a -10dB impedance bandwidth of better than 
1:3.3 from 3 to above10+ GHz, with resonances occurring at 3.5, 6 and 8 GHz. The 
transmission response of this antenna can be seen in Figure 4.21. This illustrates the 
fact that the free space transfer function varies by less than 2 dB across the frequency 
range of 3-1 0 GHz. 
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Figure 4.22 The antenna intended for manufacture (all dimensions in mm) 
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For reasons of manufacture, namely ease of construction and handling, the ground 
plane of the antenna was increased in size by Imm on either side and above and 
below the slot. This finalised antenna design can be seen in Figure 4.22 and a 
comparison of the S 11 of this antenna to that of the optimised antenna can be seen in 
Figure 4.20. With the changes to the ground plane the lower cut off frequency of the -
10dB impedance bandwidth is increased by 1 GHz to 4GHz while the magnitude of 
the return loss is increased across the entire frequency range. However when the 
boresight transfer function is observed (Figure 4.21) it can be seen that the 
transmission properties of the antenna are largely unaffected by the change. The only 
noticeable differences between the performances of the two antennas are a drop of 
about IdB in the transfer function of the finalised antenna between 3 - 4 GHz and 9-
10 GHz when compared to the optimised antenna. This gives a maximum variation of 
3 dB across the frequency range 3-10 GHz. 
4.3.11 The Measured Antenna Performance and Refinement of the FDTD 
Model 
Figure 4.23 The manufactured antenna fed using an SMA connector 
The antenna was manufactured on 1.27mm thick RTlDuroid R03010 substrate which 
has a dielectric constant of 10.2 ± 0.3 at 10 GHz. The manufactured antenna, fed 
using a female SMA jack, can be seen in Figure 4.23. To measure the antenna SI J, it 
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was suspended above a large volume of the matching medium developed at the 
University of Bristol [30] with the slot surface in contact with the medium. The input 
characteristics were measured using an Anritsu 37397c VNA. These results can be 
seen in Figure 4.24, which also shows the simulated result for comparison. This 
indicates that the antenna's measured -10dB impedance bandwidth is in reality 
smaller than that found for the simulated antenna extending from 4.5-9GHz. The 
magnitude of the measured return loss is also greater across the entire frequency range 
the simulation showing the worst agreement at high frequencies . 
The fact that the comparison between measured and simulated results showed the 
greatest difference at high frequencies tends to suggest that it is the feed region of the 
antenna that is inaccurate as it is usually dictates the high frequency performance of 
UWB antennas [35]. This idea is reinforced when the SMA feed of the antenna is 
examined (Figure 4.23); the metal plate on which the jack is mounted visually 
dominates the antenna. To take this into account and improve the accuracy of the 
model a "feed plate", of the same dimensions as the plate of the SMA, was added to 
the model (Figure 4.25) . The return loss for this arrangement can also be seen in 
F' 19ure 4.24. 
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Figure 4.24 The simulated and measured S II magnitude for the manufactured Wide-
Slot antenna 
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The new FDTD model shows a much better level of agreement with the measured 
results. Both responses have an SII lower cut off frequency of 4.50Hz. Differences 
between the two plots are probably due to manufacturing errors which inevitably 
occur at this prototype stage. The effect that just a small difference can have on the 
antennas performance was highlighted in the development process of this antenna. 
Figure 4.25 The feed plate added to the FDTD simulation 
4.4 The Development of the Cavity and Feed 
In order to reduce back radiation and coupling between antennas the antenna will be 
cavity backed. As with the design of the antenna, the geometrical size of the cavity in 
the x-z plane should be kept to a minimum. The geometrical size of the cavity in the y -
direction is primarily dictated by keeping it as practical ;lS possible while minimising 
its effect on the antenna. 
The cavity has been designed by manufacturing a number of different examples and 
measuring the S II of the antenna using the same method as was used to measure the 
antenna's performance in Section 4.3.11. The cavities were constructed from O.25mm 
COpper sheet and lined with Imm thick Eccosorb FOM40, a material that will absorb 
any emission from the rear of the antenna. To avoid absorption losses in the feed a 
3mm gap was left between the lower extent of the absorber and the rear face of the 
antenna and the microstrip feed . 
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Two different cavities were investigated, both which can be seen in Figure 4.26. The 
smaller of these cavities is a quarter of a wavelength long at 6GHz while the larger 
cavity is quarter of a wavelength at 3.3GHz. The measured S,' of the wide-slot with 
and without these cavities can be seen in Figure 4.28 and Figure 4.29. It should be 
noted that the input responses of the two antennas without the cavities are not the 
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Figure 4.26 Schematics of the constructed cavities 
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Examining the effect of the small cavity, it can be seen that the -10 dB impedance 
bandwidth is reduced by approximately 0.5 GHz to 4 GHz. At the same time the 
lower cut-off frequency shifts from 4.5 GHz to 5 GHz. The response of the antenna 
above 5.5 GHz is largely unchanged. The effect of the larger cavity is less 
pronounced. The S,' of the antenna is largely unaffected at frequencies above 4 GHz 
and the -10dB bandwidth is the same as without the cavity. The only significant 
change is the further degradation in performance between 5.5 GHz - 6.5 GHz. In 
summary the results suggest that the cavities start to affect the S 11 of the antenna at 
frequencies where the y-dimension of the cavity is close to or less than a quarter of a 
wavelength. As a result the S,' of the antenna is largely unaffected by the addition the 
larger cavity. 
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4.4.1 The Bent Coaxial Feed 
The feed is one of the main contributing factors to the overall geometrical size of the 
antenna. If a conventional SMA feed is used as in Figure 4.23, the SMA connector is 
almost as large again as the antenna itself. With the addition of a coaxial cable and 
male connector, the assembly is at least twice as large as the antenna. In order to 
address this problem a new feed has been developed that directly feeds the antenna 
with a section of RG405 coaxial cable, eliminating the need for an SMA connector 
altogether. The coaxial cable is also shaped in such a way, that it curves up behind the 
. 
cavity reducing the dimension of the feed still further. 
Using this feed the antenna is excited in the same way as with a ~onventional SMA 
cOnnector. A hole is made in the side wall of the cavity level with the top surface of 
the antenna substrate and the microstrip line. The outer conductor of the coaxial cable 
is soldered to the edges of the hole which is just large enough for the inner conductor 
and dielectric insulator to pass through. Inside the cavity the dielectric stops at the 
edge of the antenna substrate and the inner conductor is soldered to the top surface of 
the microstrip line. 
Figure 4.27 The large cavity backed, wide slot antenna with bent coax feed (left). The 
stacked patch antenna with a standard SMA feed (right) 
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Figure 4.28 The measured SII magnitude of the Wide-Slot antenna with and without 
the small cavity 
0 














Figure 4.29 The measured S II magnitude of the Wide-Slot antenna with and without 
the large cavity. 
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A comparison of the bent coax fed, large cavity backed, wide-slot antenna and the 
SMA fed stacked patch antenna, with which it will be compared with later in this 
chapter, can be seen in Figure 4.27. This clearly shows the size reduction that is 
achieved with the bent feed. 
In order to ensure that the bent feed does not detrimentally affect the wide-slot 
antenna's performance, the measured SII of an antenna fed in this manner is 
compared to an SMA-fed antenna Figure 4.30. This shows that the bent feed has little 
. 
effect on the S 11, the differences in the two responses can be accounted for by 









- Bent Feed 
- SMA feed 
-20 ~--------------------------------------------~ 
Frequency (GHz) 
Figure 4.30 Comparison of the measured S II of the Wide-Slot antenna with an SMA 
and bent feeds. 
4.4.2 FDTD Simulation of the Antenna with the Cavity 
To allow further investigation into the effects the large cavity, the FDTD model was 
updated to include it (Figure 4.31). A comparison of the measured and simulated SII 
of this arrangement can be seen III Figure 4.32 . The simulated results show a 
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reasonable level agreement with the measured response up to approximately 7.5 GHz. 
Both plots have similar -1 OdB lower cut off frequencies at 5.2 and 4.5 GHz, the first 
resonances are at 5 and 5.7 GHz and both plateau after this point. Above 7.5 GHz the 
two plots diverge, the simulation predicting significantly better performance than was 
measured. The fact that this occurs at higher frequency suggests that this may be due 
to differences between the simulated and measured antenna geometries. As the 
frequency increases the electrical size of the variations and so their effect on the 
response becomes more significant. 
H-plane 
Probes 
Figure 4.31 The configuration of the FDTD simulation of the large cavity backed slot 
(Dielectric phantom not shown for clarity). 
An important requirement in this application, is that the antenna fields remain as 
constant as possible with regards to angle from boresight and frequency, ensuring that 
the radiated microwave signals maintain their fidelity (see Section 2.5 .3) regardless of 
- 129 -
Chapter 4 A Wide-Slot Antenna for Breast Cancer Detection 
illumination angle. To investigate the performance in this respect, the near field of the 
antenna is measured at 14 points across two circular arcs in the E and H - planes (see 
Figure 4.31). The radius of both arcs is 30mm, centred on the middle of the slot. The 
angular spacing of the measurement points is 15° giving an angular range of ± 45° in 







~ -15 +_----------------~_r~~--------_T--------------~ 
C/) 
-20 +-------------------------------------~--~=---~~ 
1- Measured - Simulation 1 
-25 ~----------------------------------------------~ 
Frequency (GHz) 
Figure 4.32 Comparison of the simulated and measured Sll for the wide-slot antenna 
backed with the large cavity. 
The information from these field measurements was processed in the same manner as 
for the trident monopole in Section 3.4, providing a way of examining the near field 
transfer function in terms of frequency and angle from boresight. The H-plane plot in 
Figure 4.33 shows that from OHz to 40Hz the transfer function increases uniformly 
from -1 OOdB to -30dB across the angular range. The peak in the response corresponds 
to the point where the return loss also starts to improve rapidly. Between 4 and 80Hz 
the antenna shows a reasonably flat response across the angular and frequency ranges. 
Above 80Hz the response starts to degrade slightly at angles away from boresight. In 
Summary the antenna has frequency stable beam at boresight that narrows slightly at 
higher frequencies. It should also be noted that the response of this antenna is 
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Figure 4.33 Contour plot (level step = 3dB) of the H-plane near-field versus frequency 










o 2 4 6 8 10 
Frequency (GHz) 
Figure 4.34 Contour plot (level step = 3dB) E-plane near-field versus frequency for 
the wide slot antenna 
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symmetrical about boresight due to the symmetrical nature of the antenna's geometry 
in this plane. 
Figure 4.34 shows the same data for the E-plane. This figure shows that as for the H-
plane, from 4 to 7 GHz the antenna has a response that, while not quite as uniform, is 
relatively stable. From 7 to 10 GHz, as the frequency increases, the main beam of the 
antenna gradually shifts upwards. At 10 GHz the "squint" is at it's grea~est. The 
direction of maximum radiation is shifted by 3 0° resulting in a difference of 15dB in 
the 821 magnitude the angular extremes (+1-45°). This behaviour is due to the 
unsymmetrical way in which the antenna is fed in this plane. This frequency 
instability is undesirable as it will lead to distortion of the radiated signals at the 
angular extremes. 
4.5 Revised Antenna Design 
In the last section it was found that the main beam of the antenna showed a "squint" 
in the E-plane at higher frequencies because of the unsymmetrical nature of the 
antenna feed. After consultation with other members of the research group it was 
decided that the arrange~ent of the feed and slot should be changed slightly to try and 
lllitigate these effects. The changes made to the original antenna design were: 
• The horizontal section of the fork feed was moved below the lower edge of the 
slot in an attempt to reduce the lack of symmetry in the slot itself. 
• To minimise reflections from the point where the fork feed divides the width 
of the fork feed above this point was altered to give an impedance of lOOn giving 
an input impedance of 50.0 at the junction. 
• The slot itself was shifted in the z direction in the ground plane to make room 
for the new feed arrangement and to try and further counteract the shifting beam. 
The revised antenna design can be seen in Figure 4.35. From this point on the revised 
antenna will be referred to as version 2 and the previous antenna will be referred to as 
version 1. 
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The simulated and measured SII for version 2 can be seen in Figure 4.36. It can be 
seen that there is a pleasing level of agreement between the two data sets; both have a 
-lOdB bandwidth of more than 5.50Hz with a lower cut-off frequency 40Hz 
(4.50Hz in the simulated case) and a higher cut-off in excess of 10GHz. This is larger 
than the measured S II of version 1. At around 6 GHz there are some points in the 
measured data where the return loss rises above -10dB. This frequency region will be 
examined later to assess the impact of this increased level of reflection, on the 
transmission response. Both simul ated and measured results show that there are two 
major nulls in the response at 4.75 GHz and 7.5 GHz and are in good agreement to 
their location and magnitude. 
TV 
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Parameter H W a b d f 
Dimension 7 10 2.5 4.5 3.5 4 
Parameter g h I w Overall 
Dimension 1.5 1.8 6.5 1.25 13x15 
Figure 4.35 The revised antenna design (all dimensions in mm) 
- 133 -














Figure 4.36 Simulated and measured SII of the revised antenna 
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Frequency (GHz) 
Figure 4.37 A contour plot (level step = 3dB) of the H-plane near-field in terms of 
frequency and angle from boresight for the version 2 antenna 
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Figure 4.38 A contour plot (level step = 3dB) of the E-plane near-field in terms of 
frequency and angle from boresight for the version 2 antenna 
The differences between the two plots are probably due to fabrication tolerances, 
particularly the feed, which has dimensions of the order of O.2mm. The antenna used 
in these measurements was manufactured with much higher tolerances than that used 
to produce the results for version 1. This is the most likely reason for the improved 
agreement between the simulated and measured results. This level of agreement gives 
confidence that other results obtained using the FDTD model will correctly reflect the 
true properties of the antenna. 
Using the FDTD simulation, near-field plots were produced using the same teclmique 
as for version 1. The H-plane, transfer function data for version 2 (Figure 4.37) shows 
that the main beam of this antenna is broad and relatively frequency independent. The 
magnitude of the antenna's transfer function varies by less than 6dB from 4-10 GHz 
across the entire angular range. The beam is symmetrical about boresight and from 8-
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10 GHz, narrows with increasing frequency. Overall the beam is slightly narrower 
than that seen for version 1 most notably between 6 and 8 GHz. 
The corresponding E-plane plot can be seen in Figure 4.38 and shows that as for 
version 1 the near-field beam has an upward squint that increases with frequency. 
However, in this case the shift is far less pronounced and from 8-10 GHz the beam 
broadens out giving a difference in magnitude between the two angular extremes of 
approximately 3dB at 10 GHz, a significant improvement over the 15 dB difference 
seen for version 1. As a consequence the beam is broader and more frequency stable 
implying that the antenna will radiate UWB pulses more effectively with less 
distortion. 
The above investigation of the version 2 antenna's performance shows a marked 
improvement over that of version 1. The changes made to the design seem to have had 
the desired effect, the impedance bandwidth of the antenna has been maintained while 
the squint present in the E-plane near field has been reduced. 
4.5.1 Effect of the Cavity 
The cavity has been included to reduce the backscatter radiation produced by the 
Wide-Slot antenna. The effect of the cavity can be judged by examining the fields 
around the antenna. This has been done using the FDTD model already used to model 
the antenna (see Figure 4.31). The time-domain fields in the H-plane of the antenna 
have been sampled at 10 degree intervals, at a radial distance of 30mm from the face 
of the antenna. Performing a Fourier transform on the resultant time-domain signals 
the antenna fields have been extracted at 3, 6 and 9 GHz. This data is displayed in 
polar form in Figure 4.39. In each case the plots have been normalised so the 
magnitude of the field in the direction of maximum radiation is set to OdB. In these 
plots 0° corresponds to the direction normal to the slot side of the antenna. 
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Figure 4.39 The Simulated H-plane antenna fields of the Wide-Slot antenna with and 
without the cavity at (a) 3GHz (b) 6 GHz (c) 9 GHz. The radial scale of the plots is 
the normalised field magnitude in dB. 
- 137 -
Chapter 4 A Wide-Slot Antenna for Breast Cancer Detection 
These plots show that both with and without the cavity the radiation occurs is greater 
from the slot side of the antenna. For the antenna without the cavity this is primarily 
due to the presence of the matching medium on this side of the slot. The presence of 
the cavity reduces the backward radiation of the antenna by approximately 8-10dB at 
all three frequencies while the main boresight lobe of the antenna remains largely 
unaffected. Subsequently the front-to-back ratio (FBR) of the cavity backed antenna is 
significantly better than when it is unshielded: At 3 GHz the FBR is 14.6dB with and 
7.2dB without, at 6 GHz the FBR is 20.6dB with and 9.7dB without and at 9 GHz the 
FBR is 22.3dB with and 14.3dB without. It can be concluded that the cavity is 
significantly reducing the backscatter from the antenna without significantly affecting 
the boresight radiation pattern. 
4.6 An Investigation of the Transmission Characteristics of the 
Wide-Slot Antenna with Comparison to a Stacked Patch. 
Parameter XI X2 X3 X4 YI Y2 
Dimension 0.66 6.0 9.0 18.0 0.64 1.9 
Parameter Y3 Y4 ZI Z2 Z3 Z4 
Dimension 0.8 1.27 18.0 6.5 6.0 3.0 
Figure 4.40 The stacked patch comparison antenna (all dimensions in mm) 
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In this section the radiation perfonnance of version 2 of the Wide-Slot antenna will be 
measured and compared with that of a slot-fed, stacked patch antenna that was 
previously designed for the same application and closely based on that seen in [28] 
(see Section 4.2.3). The experimental setup used in the transmission measurements 
will be discussed. The input and transmission response of the stacked patch will be 
compared to the wide-slot. Finally the results of a simple radar experiment will be 
presented and discussed. 
4.6.1 The Stacked Patch 
Figure 4.40 shows the stacked patch antenna that will be compared to the wide-slot. It 
should be noted that this figure shows the antenna without the cavity used to back the 
antenna while taking measurements. The antenna consists of a microstrip line feeding 
a slot, which in turn excites an arrangement of stacked patches. The slot feed was 
used in order to eliminate the inductance associated with a probe feed. The patches 
sandwich a lower pennittivity substrate and their size was chosen such that a lowest 
order resonance was achieved at either end of the desired frequency band. The 
dimensions were then manually optimised using an FDTD computer simulation [28]. 
Figure 4.27 shows this antenna mounted in the cavity used for the following 
measurements. 
The measured S 11 for the stacked patch antenna can be seen in Figure 4.41, also 
included in this figure is the SII for the Wide-Slot. Comparing the perfonnance of the 
two antennas it can be seen that both show similar perfonnance, with similar -lOdB 
bandwidths; the patch demonstrating a 5.50Hz -lOdB bandwidth between 4.25 and 
9.7SGHz. As with the Wide-Slot, the patch antenna data also shows a drop in 
perfonnance across the frequency range of interest between 7.3 and 8.3 GHz where 
the Sll rises to -8dB at it's maximum. This discrepancy will be examined in the 
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Figure 4.41 Measured S II for the Wide-Slot and patch antennas . 
4.6.2 Experimental Arrangement 
In order to fully characterise the antennas the radiation characteristics must be 
determined. As these results are required with the antennas radiating into a breast 
phantom, obtaining measurements, especially the radiation data, is quite a challenge. 
Since it is the transmission performance between two of the antennas that is the 
critical factor in the imaging application and due to a lack of suitable reference 
antenna, the radiation characteristics of the antenna under test were found by 
measuring the transmission between two identical antennas of that type. 
The experimental setup used to take measurements can be seen in Figure 4.42. In this 
arrangement both receiving and transmitting antennas are immersed in a large tank of 
the matching medium/phantom (1). The transmitting antenna (2) is fixed close to the 
tank wall in a stationary position facing out into the medium. The receiving antenna 
(3) is mounted on a rig (4) that describes an arc of radius 100mm around a central 
point at which is the centre of the face of the first antenna. The manner in which the 
second rig fo llows the arc results in the second antenna always directly facing the 
- 140 -
Chapter 4 A Wide-Slot Antenna for Breast Cancer Detection 
first. Measurements were taken in the E and H planes using a VNA (5), the chosen 
plane selected by attaching the antennas to the measurement rig in the correct 
orientation before immersion in the phantom medium. 
Figure 4.42 (a) Experimental arrangement (b) close-up of positioning apparatus. 
4.6.3 Transmission Response 
As has already been discussed, for an antenna to radiate UWB signals with minimal 
distortion, the magnitude of the antenna transfer function must be as flat as possible 
across the required frequency range [36]. Examining the measured bore-sight S21 in 
Figure 4.43 (bore-sight being normal to the plane of the antennas - see Figure 4.35 
and Figure 4.40) shows that both antennas have approximately the same performance; 
both having a maximum magnitude around 40Hz which then drops steadily with 
frequency. 
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Figure 4.43 Simulated and measured boresight S21 for the wide-slot and patch 
antennas 
The major difference is that between 4 to 9 GHz the magnitude of the stacked patch 
transfer function is consistently 7dB higher. This is because (as will be shown later) 
the main beam of the patch antenna is narrower than that of the wide-slot, 
concentrating the radiated energy at bore-sight. In other words, the patch has a higher 
gain due to its larger aperture. This can be illustrated by finding the directivity of both 
antennas at bore-sight [Do], using an approximation based on the main beam-widths at 
a single frequency. Assuming that each antenna only has one main lobe the directivity 
in dBs is given by equation 2.26. In this case elr and e 2r are the 3dB beam widths in 
degrees for the E and H - planes. Substituting the beam width values for the patch and 
slot at 4.5GHz gives; 
[ 
41253 ] [ 41253 ] Do I = 1010g = 8.5dB, DOpa,cft = 1010g = 10.8dB 
sol 74° x78° 54°x 64' 
Hence the gain would be approximately 2.3 dB less for the wide-slot antenna than for 
the patch. The transfer functions in Figure 4.43 are measured using two antennas, 
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therefore for one antenna the wide-slot's gain is 3.5dB lower than that of the patch. 
Comparing this value to the 2.3 dB difference due to the change in aperture it can be 
seen that the lower directivity of the wide-slot accounts for the majority of this 
difference; the remaining l.2dB is most likely due to slightly higher back-radiation 
from the slot or to measurement errors. The wider antenna beam (hence lower gain) 
seen in the results for the slot is desirable, since it gives the most uniform illumination 
of the breast by the antenna array elements, the reduction in bore-sight gain is simply 
an unavoidable consequence of this. 
The main reason for the shape of the slope of the graphs in both cases is the 
attenuation in the matching medium, which increases with frequency. This is borne 
out in the fact that the simulated S21 for the wide slot antenna was practically flat 
before losses in the phantom were taken into account. With their inclusion (post 
simulation using a frequency dependent model) the simulated results show a good 
level of agreement with the measured data. 
Referring back to the issues with the Sl1 data raised in Sections 4.3.10 and 4.6.1. The 
transmission performance of the wide-slot antenna seems unaffected by the slight 
mismatch in the 6 GHz region. However, the stacked patch transfer function does 
show a slight dip at around 7-8 GHz indicating that in this case the mismatch may be 
having an effect. Neither of these effects is very significant. 
Examining only the bore-sight gain gives a limited view of the antennas' 
performance. To get a better understanding of the radiated field, the E and H-Plane 
transfer functions have been measured between 2 and 11 GHz. Measurements were 
made with an angular resolution of 15°, over the range +600 to -600 away from bore-
sight. This information has been processed in the same way as in Section 3.5.4.1 to 
produce plots of the field in terms of angle and frequency. These can be seen in Figure 
4.44 - Figure 4.47 (in these figures an angle of 00 corresponds to boresight). 
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Figure 4.45 Measured S21 E-plane data for the patch 
Examining the E-plane transfer function data shows that the wide slot antenna (Figure 
4.44) maintains its signal strength across the angular range examined. The antenna has 
maximum field strength at 0° but never drops below 10dB of this value. The variation 
in the magnitude with frequency is similar at all angles. As was seen for the simulated 
results there seems to be a slight squint in the positive direction, at higher frequencies 
that is probably a result of the lack of symmetry in this plane. This squint is minimal, 
manifesting itself as a 3-5dB difference between values at the angular extremes. 
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Figure 4.47 Measured S21 H-plane data for the patch 
Figure 4.45 shows the equivalent results for the patch. This shows that the main beam 
of the patch antenna is narrow and much less consistent in comparison and above 7 
GHz splits into a number of lobes which vary by up to 25dB between the nulls and 
peaks in only 30°. The drop off of signal magnitude at higher frequencies noted in the 
bore-sight transfer functions (Figure 4.43) is again highlighted between 9 and 10 
GHz, with the addition that at more extreme angles this occurs at lower frequencies. 
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The asymmetries in the E-plane S21 of the patch (and as will be seen later, pulse 
duration data) are related and likely due to the feed. The microstrip/slot feed 
arrangement means that the fields exciting the patches are not symmetrical in the E-
plane (a similar effect can also be seen in the form of the squint in the wide-slot 
radiation characteristics in this plane). These asymmetries in the field feeding the 
patches lead to asymmetries in the radiated fields. 
Examining the equivalent H-plane results (Figure 4.46 and Figure 4.47) it can be seen 
that at most frequencies both antennas have a broad, relatively consistent beams that 
are symmetrical about bore-sight. The symmetry in these plots arises because the 
antennas are also symmetrical in this plane. It should be noted that, 'as in the E-plane, 
the wide-slot antenna shows a flatter response across frequency and angular ranges, 
the beam width of the patch becoming narrower at higher frequencies. 
4.6.4 Pulse Duration 
For radar-based breast cancer detection it is important that pulses produced by the 
antenna (or in this case synthesised from a frequency sweep) are as short as possible 
with minimal late-time ringing [11]. Therefore pulse duration is a good indication of 
the ability of the antenna to effectively transmit UWB signals into the medium. To 
test this, the measured frequency domain S21 data for the transmission between two 
antenna elements was obtained. Pulses were then synthesised by applying the pulse 
template to this transfer function. Some examples of received pulses can be seen in 
Figure 4.48 while a detailed description of the time and frequency domain responses 
of the template pulse can be seen in [37]. 
- 146-
Chapter 4 A Wide-Slot Antenna for Breast Cancer Detection 
Patch at 0 degrees 
Patch at E-plane -45 
degrees 
Patch at H-plane -45 
degrees 
Wide-slot at 0 degrees 
Wide-slot at E-plane 
-45 degrees 
Wide-slot at H-plane 
-45 degrees 
Figure 4.48 Examples of Pulses Synthesised from Measured Transfer-Functions 
Normalised to the Maximum Field Strength at 0°. Each pulse is displayed in a 2 ns 
time window. 
The time taken for 99% of the energy of these pulses to be received was then 
calculated. This process was carried out in the E and H-planes at an angular resolution 
of 15° from +60° to -60°. Pulse durations for the E-plane (Figure 4.49) show that, as 
in the S21 plots, there is an asymmetry present for both antennas. The performance of 
the wide slot shows in general that the pulses produced by this antenna are shorter and 
there is far less variation with angle (0.8-0.9ns) than those produced by the patch 
(0.75 - 1.45 ns) . This can be seen in the example pulses (Figure 4.48) where there is 
little difference between the pulses produced by both at bore-sight but significantly 
more late-time ringing at -45° in the pulse produced by the patch. 
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Figure 4.52 Comparison of measured fidelities in the H-plane 
Examining the equivalent H-plane data (Figure 4.50) shows that the wide slot antenna 
maintains a pulse width of just above 0.8ns in the range of +/-45°, this rises to a value 
of 0.97ns at the angular extremes. The patch antenna shows a marginally better 
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performance than the wide-slot between the angles +/-30°, with a pulse duration of 
just below 0.8ns. Beyond these angles the length of the pulses increases to 0.98ns at 
+/-45° and 1.07ns at +/-45°. As with the E-plane this difference is illustrated in Figure 
4.48 where, although not as marked as in the E-plane there is still evidence of late-
time ringing. 
The difference in the performance of the two antennas is the result of the poorer 
transmission properties of the patch antenna at high angular values (Figure 4.45) 
when compared to the equivalent transmission characteristics for the wide-slot (Figure 
4.44), which are much more similar ,to those at bore-sight. 
4.6.5 Fidelity 
In order to study the level of distortion in the radiated pulses the fidelity (see Section 
2.5.3) of the signals was computed at the same points for which pulse duration was 
found. In this case the reference signal (E(t)) was the pulse received at boresight. The 
calculated fidelity for the antennas in the E-plane can be seen in Figure 4.51. The 
asymmetry noted previously can again be seen in both sets of results. The fidelity of 
the signals transmitted by the wide-slot antenna is excellent and fidelity remains 
above 95% for the entire angular range. Near bore-sight the performance of the patch 
is good, however beyond angles of +1-20° the fidelity drops dramatically. This 
distortion is due to the irregularities seen in the transfer function data and borne out in 
the pulse duration measurements. When the pulses at _45° are compared the distortion 
at larger angles can be seen (Figure 4.48). The wide-slot antenna reproduces the signal 
at bore-sight with reasonable accuracy at this angle whereas the pulse produced by the 
patch shows significant distortion. 
For the H-plane (Figure 4.52) both antennas perform well, with the fidelity remaining 
above 90% for almost the entire angular range; the fidelity of signals radiated from 
the wide-slot never dropping below 98%. Once again the stacked patch performance 
degrades at high angles. This drop in performance can also be related back to the 
transfer function data: and is most likely due to the rapid drop off seen in the signal 
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content at higher frequencies, subsequent ringing (seen in the lengthening pulse 
duration) and signal distortion that occurs at these higher angles. 
4.6.6 Radar Detection Experiment 
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Figure 4.53 Schematic of the (a) y-z plane and (b) the y-x plane of the FDTD model 
used in the radar detection experiments (all dimensions in mm) 
A numerical experiment has been conducted to demonstrate the suitability of the 
wide-slot antenna for the radar imaging application. The experiment consists of 
transmitting a UWB pulse into a numerical breast phantom to locate a tumour-like 
inclusion. The FDTD experimental setup uses the same excitation arrangement, 
boundary conditions and is based on the same mesh structure as the simulations used 
to obtain the antenna's S-parameters. Two antennas are spaced 65mm apart. Antenna 
1 radiates a pulse into a phantom which is received by antenna 2. The dielectric 
properties of the phantom (Er = 9, (j = 0.2 S/m) closely resemble that of human breast 
fat. A 5mm diameter spherical inclusion is positioned in the phantom. The relative 
permittivity of the inclusion is set at 50 giving a contrast of 5:1 with the phantom 
medium, similar to the contrast that might be seen between a tumour and adipose 
breast tissue [8]. The position of the inclusion is varied between +1- 600, at 100 
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intervals, along an arc located mid-way between the two antennas as shown in Figure 
4.53. 
As the signal received at antenna 2 contains clutter, reflections and coupling between 
the antennas, as well as the response from the inclusion, a calibration is performed to 
remove these unwanted signals. The calibration signal is obtained by running 
simulation without an inclusion present. To clearly see the effect of the antenna this 
background signal is subtracted from the signal that is received with the inclusion 
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Figure 4.54 Integrated spatial energy on a radial path outwards from the centre of the 
arc on which the inclusions are positioned 
As the path length is the same for each inclusion, waveforms from the different 
inclusion positions, normalised to their maximum value, can be added coherently to 
produce an aggregate pulse that summarises the antenna performance over the entire 
angular range. Squaring and then integrating this pulse over a sliding window 
corresponding to the transmit pulse width yields an energy curve that can be 
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calibrated to show the radial distance of the inclusion from the centre of the arc 
(Figure 4.53). The curve should peak at the true position of 5cm. 
The results of this analysis (Figure 4.54) show that the energy distribution for the 
wide-slot response has a single peak exactly centred at the radial location of the 
inclusion. The peak has a width-at-half-height of just over 15.6mm, allowing the 
position of the inclusion to be easily identified. In comparison the energy distribution 
produced by the patch response is much more diffuse with a lower, less well-defined 
peak and a width-at-half-height of 2.63mm, nearly twice that of the slot antenna. This 
is a result of the increased distortion and dispersion of pulses produced by the stacked 
patch at angles away from boresight. From these results it can be concluded that the 
performance of the wide-slot would make it a good candidate for use in a radar-based 
breast imaging system. 
4.6.7 Experimental Breast Phantom Imaging Results. 
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Figure 4.55 A comparison of2D imaging plots, imaging a tumour located at x=20mm, 
y=20mm, z=20mm using (a) the 16 element Stacked-Patch array and (b) the 31 
element Wide-Slot array. 
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Experiments have been carried out to illustrate the improvement in imaging 
performance gained when using the new 31 -element Wide-Slot imaging array (see 
Figure 4.10) compared to the 16-element Stacked Patch array. Measurements were 
carried out to image a breast phantom with a tumour like inclusion. The phantom 
consists of a hemispherical volume of the matching medium introduced in Section 4.5 
(8r ~ 9, attenuation = 16 dB/cm at 6 GHz) enclosed in a 2rnrn skin layer (8r ~ 9, 
attenuation = 16 dB/cm at 6 GHz). The tumour phantom (8r ~ 50, conductivity = 7 at 
6 GHz) is located at P(x = 20rnrn, y = 20mm, z=20rnrn), giving a contrast with the 
background medium of 5: 1. For a more detailed description of the phantom see [38] 
and for a more information about the imaging experiment see [39]. 
Both antenna arrays were used to image the above phantom. 2D plots of the results 
from these imaging experiments can be seen III 
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Figure 4.55 . Comparing the plots it can be seen that there is a much higher level of 
clutter in (a) and while the target is identified it is far less distinct than the clearly 
defined response in (b). While some of the improvement in image quality is down to 
the increased number of antennas in the Wide-Slot array the key difference is the 
superior performance of the Wide-Slot antenna [39]. 
4.7 Conclusions 
This chapter presented the development of a cavity-backed, wide-slot antenna for use 
in the University of Bristol ' s UWB multi-static antenna array for breast cancer 
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detection. It had been identified that in order to obtain as much information as 
possible and so reduce clutter in results from the University of Bristol's system, the 
number of antenna in the array should be maximised. As a result there was a 
requirement for an efficient, simple, compact antenna with the appropriate UWB 
impedance and radiation performance. A literature review of existing antennas 
intended for microwave detection of breast cancer showed that these designs were too 
bulky, complex or compromised efficiency for better UWB performance and so a 
novel design was required. 
The Wide-Slot antenna designed to fulfil this criteria was based on an existing UWB 
antenna, but has been developed and optimised to operate in a breast cancer detection 
scenario using a combination of the University of Bristol's in house FDTD program 
and measurement. The results of the development process have been presented, the 
effects of various parameters on the antenna quantified and from this an optimised 
\ 
antenna design has been produced. In order to reduce backscatter and coupling 
between antennas in the array, a cavity has been developed along with a curved 
coaxial feed which eliminated the need for SMA connectors· ensuring the overall 
design was compact as possible. 
The simulated and measured return loss of the antenna showed good agreement. The 
-10 dB bandwidth was found to be in excess of 6 GHz from 4 to 10+ GHz while 
simulated near-field data showed that the antenna had a beam that was stable across 
the frequency range at angles up to 60° from boresight. 
In order to investigate this antenna further the radiation properties of the antenna were 
measured along with those of a stacked patch antenna previously designed for the 
same application. The stacked patch intended as a means of providing data for direct 
comparison. On examination of the transmission properties it was found that, while 
the stacked patch performed well at angles close to bore-sight, at wider angles of 
illumination (which are very important in this application) the transfer function 
showed significant degradation which manifested itself as significant late-time ringing 
and distortion of transmitted signals. This was especially notable in the E-plane. 
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The wide-slot antenna perfonned well over the entire angular/frequency range and 
faithfully radiated pulses at angles up to 60° away from bore-sight. These results 
suggest that, along with the fact that the antenna is approximately half the size of 
existing antenna designs; the wide slot antenna is an excellent candidate for use in the 
University of Bristol's UWB breast cancer detection system. 
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5.1 Introduction 
Conventional Cartesian FDTD is an excellent tool for simulating antennas, but the 
technique becomes inefficient when considering complex geometries that have curved 
or oblique surfaces [1] , [2]. To model this type of structure the FDTD algorithm uses 
a "staircase" approximation, illustrated in Figure 5.1 [3]. To represent these surfaces 
accurately a very fine mesh must be used leading to excessive computation times. In 
addition, it has been shown that even when a fine mesh is used this approximation still 
causes numerical errors [2]. As a result a number of techniques have been developed 
to cope with complex geometries without resorting to staircasing . 
.L -J c rte sia F )T[ gr d 1/ 
k u ved ""'I'-.,. /Vf 
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Figure 5.1 The representation of curved and oblique surfaces on a Cartesian grid using 
the staircase approximation. 
Some problems may be accurately described using alternative orthogonal co-ordinate 
systems. The advantage of such schemes is that the FDTD algorithm may be 
formulated to run just as efficiently as with the standard code [4], [5]. Cartesian 
meshes are the most commonly used orthogonal co-ordinate system, others include 
spherical [6] , [7], [8] and cylindrical co-ordinate schemes [9] [10]. The usefulness of 
these meshes is limited because the inflexible structure of these meshes restricts the 
geometries that can be modelled. 
Contour Path FDTD (CPFDTD) [11], [12] , [13], [14] addresses the problem of 
complex geometries by locally distorting the cells of a standard Cartesian mesh so 
that their edges correspond to the edges of the complex structure. Based on the 
integral form of Maxwell's equations, this technique requires that the standard FDTD 
- 159 -
Chapter 5 FDTD Simulation Using an Orthogonal Hybrid Mesh 
formulas be rewritten, to accommodate the deformed cells. CPFDTD has proved to be 
successful for modelling perfectly electrically conducting (PEC) boundaries [11] and 
has been used in various scattering problems such as Radar Cross Section (RCS) 
calculations for double spheres [12]. However, this method cannot be directly applied 
to dielectric boundaries because, unlike the PEC case, the tangential E-field is 
nonzero. Additional equations are required to deal with this and the extra difficulties 
that arise are such that the method becomes impracticable [13]. And so while other 
problems with late time stability and mesh generation have been addressed [13], [14] 
this limits the usefulness of CPFDTD. 
Alternatively the FDTD code can be rewritten to operate with conformal, non-
orthogonal (NO) meshes that can be built to follow exactly the contours of an object 
[1], [15], [4], [16]. In this way the surface can be modelled accurately while avoiding 
an overly dense mesh. Unfortunately NO FDTD is much less efficient than the 
Cartesian algoritlun; the number of operations per cell is increased by a factor of three 
and the memory requirements by a factor of six [4] (see Section 5.3). So modelling 
large scale geometries in this way can lead to prolonged run times. 
NO/Cartesian Hybrid meshes [16] address some of the issues associated with, large 
purely NO curvilinear grids and the inflexibility of orthogon~l-based co-ordinate 
systems. This strategy involves limiting the use of NO mesh to the regions of the 
model that contain curved or oblique surfaces and descritizing the majority of the 
computational domain with conventional Cartesian mesh. This ensures that any 
complex surfaces are accurately modelled, while at the same time, the number of 
computationally intensive NO mesh cells, and as a result the computational costs, are 
kept to a minimum. 
An alternative take on this idea is to produce a hybrid mesh in which orthogonal grids 
with different orientations, co-ordinate systems [17] or even different EM solvers 
[18], [19], are linked together to model a geometry that can not be dealt with by one 
of the m~shes on their own. The main issue with these schemes ,is how to link the 
different regions of mesh in a way that will not distort fields that cross it and so avoid 
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introducing errors into the simulation. One way in which this problem has been 
tackled is to overlap the mesh regions and transfer the field values from the nodes of 
one mesh to the other. Obviously the nodes of the two different meshes will not align 
with each other and so an interpolation scheme is employed [17]. Inevitably this 
method is computationally complex and in the case of the overlapping mesh, the 
approximation resulting from the interpolation wi1llead to errors. 
Motivated by the promise of short run times and low memory requirements a number 
of techniques have been developed to construct conformal orthogonal meshes in 2D 
[20], [21], [22], [23], and 3D applications [24] [25] [26] [27] [28]. Running the FDTD 
algorithm with a mesh that is both orthogonal and flexible has obvious advantages 
and solves many of the problems associated with NO schemes. On the other hand, 
orthogonal grids have limitations when modelling sharp, non-smooth features and 
boundaries because of difficulties when constructing the mesh [28]. 
This chapter presents an alternative method for modelling three dimensional complex 
structures, based on an orthogonal, hybrid, FDTD mesh. As already noted one of the 
most critical parts of a hybrid mesh is the transition between the different regions. In 
this case it is proposed that a section of 3D, Orthogonal Curvilinear (OC) mesh be 
used to link mesh-regions that are based on different orthogonal co-ordinate systems. 
This will result in a mesh that is both computationally simple and efficient to 
simulate, while at the same time the OC mesh will provide a smooth, continuous 
transition between the different regions. 
The novelty of this hybrid meshing technique is the construction method of, and way 
in which the rest of the mesh relates to, the OC section. The construction of the OC 
mesh takes advantage of the orthogonal nature of field lines and isopotentials in a 
potential field. Using the Laplace equation, the potential field is solved for in a 
volume with the same shape as the OC mesh region, whose boundary conditions have 
been carefully chosen to create a field that mimics the desired structure of the mesh. 
Field lines are traced through this volume from set points on its boundary. A 3D 
orthogonal mesh is created by saving nodes at specific points along the length of these 
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field lines corresponding to predetermined potentials. The OC mesh is then used as a 
template to construct the rest of the hybrid mesh. 
This study focuses on producing a mesh to model a section of the multi-static array 
used in the breast imaging system being developed at the University of Bristol (see 
Section 4.3). It is desirable to have a numerical model of the array so that, among 
other factors, the position and number of antenna elements can be optimised without 
resorting to physically building the array. As seen in the previous chapter this array 
has a hemispherical structure (see figure 4.1 0) that conforms to the shape of the breast 
being imaged. Using this geometry means that the breast is illuminated with as much 
energy as possible, but also that it is difficult to accurately and efficiently simulate 




Figure 5.2 A 3D view of the mesh regions used to model the array 
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5.2 The Problem Geometry and General Structure of the 
Orthogonal Mesh 
The large scale curved geometry of the University of Bristol imaging array, combined 
with the planar, right angled nature of the antennas means that the structure cannot 
easily be modelled. To simplify the problem only one row of antennas will be 
considered, however this still presents a considerable challenge (Figure 5.2). The 
approach taken in this work is based on a hybrid mesh that uses a number of different 
orthogonal mesh types to model specific regions of the array. The antenna is modelled 
using a conventional Cartesian mesh, while the large hemispherical structure of the 
breast is represented by a spherical based mesh with an overall radius of 100mm as 
can be seen in Figure 5.2 and Figure 5.3. 
CARTESIAN 
. O.C . 
• SPHERICAL 
• EXCLUDED FROM 
SIMULATION 
ALL DIMENSIONS IN MM 
Figure 5.3 Cross section through the mesh (see Figure 5.2). 
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Top Surface (r+) Bottom Surface(r-) 
Figure 5.4 The top and bottom surfaces of the OC block of mesh. Areas that interface 
with the spherical mesh coloured green, the flattened surface that interfaces with the 
Cartesian mesh coloured yellow and the boundary with the excluded mesh coloured 
orange. 
artesian 
. OC mesh 
x 
Figure 5.5 A "mesh-unit", the first stage of mesh construction (The excluded mesh 
has been removed for clarity). Note the unconventional spherical co-ordinate system. 
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As previously discussed the main challenge with this type of meshing scheme, is 
trying to produce a link between the different mesh regions. The solution in this 
instance is to locate the Cartesian mesh on a block of OC mesh that blends smoothly 
into the spherical region. The OC block, which can be seen in Figure 5.4 and in 
location in Figure 5.2 and Figure 5.3, consists of a 3D solid angle of the spherical 
region that spans 14.07 0 in both the () and qJ directions and has a radial thickness of 
5mm at its maximum. The Cartesian mesh integrates with the upper surface of this 
block, which is flattened to produce a circular surface, 20.5mm in diameter. The lower 
and side planes of the OC block are constructed so that they integrate seamlessly with 
a spherically based mesh. For a detailed description of how the OC mesh is built see 
Section 5.4. 
5.2.1 Mesh Construction 
The rest of the mesh is built using the OC block as a reference. To illustrate this 
process take the example of a cube of Cartesian mesh. A new section of Cartesian 
mesh is to be added to this cube added in the X + direction. The section of new mesh 
is constructed using the z and y co-ordinates of the nodes on the X + surface of the 
cube. New planes of mesh are added in the x-direction by selecting appropriate x-
coordinates for each new plane. 
Based on this technique, a wedge of spherical mesh is added to the r- surface of the 
OC block that extends to the centre of the spherical region. The qJ and () coordinates of 
the new mesh are referenced from nodes on the r- surface of the OC block and new 
planes are created in the r- direction (Figure 5.4). The Cartesian mesh, used to model 
the antenna, is created in a similar manner using the x and y coordinates on the, r+ 
surface of the OC block and creating new planes in the Z+ direction. Once this 
process is complete the result is a "mesh-unit" that can be used as a template to 
construct the rest ofthe mesh (Figure 5.5). 
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5.2.2 The Inter Unit Mesh 
The mesh that is used to discretise the inter-unit regions is constructed in a similar 
way to that already described. The r and rp co-ordinates of the surfaces either side of 
the unit are used as reference planes to produce new mesh by varying the 8-values. 
Once all the mesh-units have been joined, the same technique can be used to extend 
the mesh in the in the rp-direction, to model as much of the spherical phantom as is 
required (Figure 5.1). 
CARTESIAN 
. 0.C . 
• SPHERICAL 






Figure 5.6 Illustration of how the excluded mesh is isolated from the other regions. 
By meshing the volume in this way it is obvious that the properties of the mesh, as a 
whole, depend directly on those of the OC block. The orthogonality of the block is 
critical as any distortions will be reflected in the rest of the mesh. Another 
consequence of constructing the mesh in this way is that it will leave discontinuities in 
the area of mesh either side of the Cartesian regions. This occurs where the spherical , 
inter-unit mesh interfaces with the Cartesian grid. To deal with this problem these 
regions will be excluded from the simulation (see Figure 5.6). The Cartesian sections 
of mesh are isolated from the excluded regions by the metal cavity used to back the 
antennas. The curved boundary between the excluded mesh and the spherical mesh 
(including the top surface of the OC block that does not interface with the Cartesian 
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section) is dealt with using a 1 st order Mur ABC (referred to as the interior Mur 
boundary) that acts as an absorber completely cutting off the mesh above it from the 
rest of the simulation. As the region behind the interior Mur boundary would be 
treated as free space anyway this is a valid model. Holes are left in absorbing Mur 
boundary through which, the front face of the antennas protrudes into the breast 
phantom. For an in depth description of the implementation of the interior Mur 
boundary, see Section 5.5.3. 
5.3 Non-Orthogonal FDTD 
The volume that links the Cartesian mesh used to model the antenna and the spherical 
mesh used to model the breast region will be discretised using a section of curvilinear 
mesh. Applying meshes with generalized co-ordinates to FDTD was first investigated 
by Holland [1] in 1983 and developed further by Fusco [15] and Lee et al. [3] in the 
early nineties. The magnetic and electrical field components in such meshes are 
represented using two different, local co-ordinate systems. In this section these 
generalized co-ordinate systems are introduced and their application to the FDTD 
technique is discussed for orthogonal and non-orthogonal meshes. 





Figure 5.7 (a) Unitary covariant vectors for a non-orthogonal co-ordinate system and 
(b) contravariant unitary vectors for the same co-ordinate system [1] 
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At a point P, a curvilinear co-ordinate system (u 1, u2, u3) may be characterised by its 
covariant vectors ai (see Figure 5.7 (a» orientated along the tangent to the co-ordinate 
system at point P. Equivalently it may be characterised by its contravariant vectors ai 
(see Figure 5.7 (b», which are normals to surfaces of constant ui . 
These co-ordinate systems can be applied to a curvilinear FDTD mesh by setting the 
covariant vectors along the cell edges and setting the lengths of these vectors to the 
dimensions of the cell. This results in a set of in a set of normal basis vectors Ai (i = 1, 
2,3 for the 3D case). The equivalent contravariant basis vectors Ai are defined by the 
relationship; 
. A.xAk A' = 1..;g (i,j, k= 1,2,3) (5.1) 
Where g is the determinant of the metric tensor g if = Ai . A j and.[i is the volume of 
the mesh cell spanned by Ai, Aj and Ak. The covariant (AJ and contravariant 
component (N) are related by the metric tensor gij; 
(5.2) 
In addition it should be noted that the dual bases Ai and the original bases Ai satisfy 
the reciprocal relationship: 
(5.3) 
Whereb'ij is the Krondecker delta. Using these local coordinates the total electric field 
vector E can be expressed in terms of either of the two bases as: 
(5.4) 
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where E j and E
j 
are the co- and contravariant electric field components of E. The 
same principle may be applied to the magnetic field vector H, as well as the electric 
and magnetic flux density D and B. 
5.3.2 The Staggered Mesh 
As in the original FDTD scheme developed by Yee [29] the electric and magnetic 
fluxes in non-orthogonal FDTD are discretized over staggered computational grids 
formed by a primary grid and its dual grid. These staggered meshes are made 
polyhedrons, which can be seen in Figure 5.8. The dual mesh is formed by connecting 
the centres of adjacent cells in the original mesh to form the edges of the new cells. In 
this way the corners of the new dual grid cells are located at the centre of the primary 
cells [30]. 
--+ Edge vector 





Figure 5.8 The discrete electric and magnetic field components on generalized non-
orthogonal FDTD cells [30] 
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Figure 5.8 shows the location of the variousEp Hi, Di and Bi field components in 
relation cells of the staggered mesh. The position of the field components is given 
using logical co-ordinates. This system indicates the location of the Ei and Bi field 
components relative to the base node (i, j , k) of the primary cell. For example the 
electric field component E3(i+I) is associated with the node shifted by one coordinate in 
the logical i-direction, relative to the E3 field component. If there is no shift, no logical 
subscript is included. The H j and Di components are labelled in a similar manner, but 
























I t= D~_l,j_l) Co~ponent 
, 
Figure 5.9 The 3D staggered grid and field components associated with the 
calculation ofE3 from the adjacent covariant Hi values. This figure uses the field 
notation introduced in Figure 5.8 
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Physically the covariant E; field components in Figure 5.8 can be interpreted as the 
flow of electric field along the edges of the primary cell, whereas the contravariant 
components ni , which are normal to the faces of the dual cell, represent the electric 
flux through that face. Similarly the Hi components represent the magnetic fields 
along the edges of dual cell and theBi components, the magnetic flux through the 
faces of the primary cell [5]. 
5.3.3 Maxwell's Curl Equations 
Figure 5.9 focuses in on the area of Figure 5.8 around E3. Let us examine this 
covariant field component more closely and derive its associated FDTD update 
equations. The surface n is the face of a dual grid cells located half way up the E3 
component, the Electric flux through n is the contravariant field component n~i-l,j-l) • 
Around the border of the surface are the four covariant magnetic field components 
that together describe the magnetic fields on the closed boundary around n. 
The source-free Integral form of Amperes law, for isotropic media is; 
.E.. In.dA = fU.dl 
at n an 
(5.5) 
The left hand side of this equation represents the rate of change of electric flux with 
time through a surface n. The right hand side represents the circulation of the 
magnetic fields around the boundary edge (on) of n. Let us apply this equation to 
the descretized fields in Figure 5.9. 
Because the area of n is arbitrarily small the right side of equation 5.5 reduces to 
an / ot or the change of the electric flux with time, which in terms of the descretized 
field components can be written as; 
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, 
(5.6) 
Where n and n+ 1 indicate the electric flux values before and after the discrete time 
interval M . The rotation of the magnetic field around the boundary of n can be found 
by summing the magnetic field components with clockwise as the negative direction 
(the right hand rule); 
1 H • d/ => H1(i-l.j-1) I (n) - H 1U- 1) I(n) + H 2(H,j-1) I(n) - H 2(i-1)I (n) (5.7) 
an 
Setting equations 5.6 and 5.7 equal and rearranging gives the FDTD update equation 
for the n3, , I (n+l) field component· (1-1.}-1) , 
n3 I (n+l) n3 I (n) A [H I (n) (i-\,j-l) = (H,j-l) + ut . l(i-l.j-l) 
- H1U-l) I (n) + H 2(H,j-1) I (n) - 112U-1) I<n)] (5.8) 
A similar update equation can be derived for the contravariant magnetic flux field 
B3 I(n+l). component (k+l) , 
B3 I(n+l) - B3 I(n+l) +~t·[E I(n) (k+l) - (k+l) l(k+l) 
E I<n) E I<n) E I(n)] 
- 1(j+I.k+l) + 2(k+l) - 2(i+I.k+l) 
(5.9) 
These update equations are very similar to those for conventional FDTD [29]. The 
main difference being that the now covariant Ei' H j components are transformed into 
the contravariant field flux quantities ni and Bi. Summarising for all field 
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where the vectors e=(Ei),h=(E),b=(Bi)andd=(D i ) are built from covariant 
and contravariant field components. If N is the number of vertices in the NO mesh 
then the length of these vectors is equal to 3N. The vectors C and C, are known as 
the 'topological curl matrices' of the primary and dual grids and contain the sign 
factors of the right hand sides of equations 5.8 and 5.9. 
5.3.4 The Material Equations 
To complete the system of update equations an additional step is required to convert 
the contravariant field flux vectors into the corresponding covariant voltage vectors 
, 
and to include the effect of the cell material properties. This process will be illustrated 
once again by examining theE3 field component in Figure 5.9. 
5.3.4.1 Orthogonal Meshes 
If the mesh is orthogonal then the two vectors will be collinear and the conversion can 
be done on a one to one basis. As already noted, the contravariant electric component 
D~i-l.j-l) represents the electric flux through the face of the dual mesh cell (0). From 
Maxwell the electric field and flux are related by the permittivity (D = BE) while the 
area of 0 is proportional to.fi A 3 . Thus the relationship between the contravariant 
electric field component E3 and electric flux is given by [4], [5]; 
D~H.j_l) = (BE) . (.fi A 3 ) 
= ..JiCE3 (5.11) 
From equation 5.2 we know that E3 and E3 are related by the metric tensor g33. 
Combining this relationship with equation 5.2 and rearranging to make E3 the subject 
gives the material update equation for E3; 
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(5.12) 
Once again similar equations can be derived for the other covariant field components 
resulting in a set of material equations that in general matrix form can be written as; 
(5.13) 
where the 'M' terms are N by N dimensioned diagonal matrices, their terms having 
the form gii /.Jis [5]. In combination, the computational memory and time costs 
required to perform the two steps in equations 5.10 and 5.13 are ~imilar to those for 
the update equations in standard FDTD. This means that orthogonal FDTD 
formulated in generalized co-ordinates is just as computationally efficient as standard 
FDTD, albeit with slightly extended initialisation times. 
5.3.4.2 Non-Orthogonal Meshes 
In the case of a non-orthogonal mesh, E3 and E3 are not collinear and so contributions 
from all three contravariant fields must be considered. As the E2 and E 1 contravariant 
components are not available at the same location in the grid as the E3 and E3 vectors 
an interpolation scheme must be employed. Holland [1] developed a simple scheme 
that averages neighbouring field components, however this approach has been found 
to cause numerical stability problems [5]. Schuman et al developed an alternative, 
more complex interpolation scheme in which the E3 field component is calculated as; 
(5.14) 
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where Ii must be calculated from using the local unit vector associated with that 
component i.e. in 
A3 . A 2U- I ,k+l) n2 lie (i-I,j-I) (5.15) 
g must be calculated using A3 and A 2Ci- I ,k+I)' In this way, similar material equations 
may be derived for the other covariant field components to produce a material matrix 
with the same dimensions as that for the orthogonal case, but with eight off-diagonal 
components. Storing these extra terms and performing the extra calculations in 
equation 5.14 is the cause of the increased computer complexity associated with NO 
FDTD. 
5.3.5 Mesh Angles 
The angles that the Ai vectors make with the surface over which the associated 
ni components are calculated (in the case of Figure 5.9 the angle E3 makes with Q) 
are a good measure of the orthogonality of a mesh. As such it will be used to assess 
the quality of the meshes presented later in this chapter. 
5.4 3D Orthogonal Mesh Generation 
The method used in the construction of the 3D orthogonal mesh is based on finding 
specific "field-lines" or paths of steepest descent/ascent in a three dimensional 
potential field. Potential fields are useful in investigating physical problems and are 
important in many applications, notably electromagnetism, astronomy, and fluid 
dynamics. The static electrical field between two differently charged metal plates 
being a good example. 
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Field line 
Figure 5.10 The isopotentials and field lines in a potential field 
This technique produces an OC grid by exploiting the fact that the iso-potentials and 
field-lines of a potential field are orthogonal (Figure 5.10). To do this, a potential field 
is found whose fonn is representative of the desired mesh. The structure of the field is 
defined by applying an appropriate set of boundary conditions within a Laplace 
solver. The starting locations for streamlines are on one of the boundaries of the 
potential field, their positions defined by a pre-detennined 2D "reference-mesh" 
which in tum is based on the section of mesh that interfaces with the boundary. From 
these starting locations the field-lines are followed through the field. 
The mesh is created by positioning nodes along the length of the streamline 
corresponding to certain potentials. The selection of these potentials dictates the 
spacing between the nodes and so the planes in the mesh. Assuming that the 
reference-mesh is orthogonal, the nature of the potential field will ensure the 
orthogonality of the resulting curvilinear mesh. 
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5.4.1 . Defining the Potential Field - Laplace Equation 
A potential field is one that satisfies the Laplace equation. The equation states that the 
sum of the second partial derivatives (the Laplace operator, or Laplacian) of an 
unknown potential, is zero [31]; 
(5.16) 
It can apply to functions of two or three variables, and can be written in terms of a 
differential operator as ~, = 0, where ~ is known as the Laplace operator. In order to 
solve Laplace's equation and so define the potential distribution, we must find the 
unique function who's derivatives satisfy 11, = 0, and simultaneously satisfy the 
boundary conditions that define the physical problem. There are many elegant 
analytical solutions to Laplace's equation in special geometries but generally real 
problems are solved numerically. There are two common approaches to finding a 
numerical solution: 
5.4.1.1 Finite Element Methods 
Finite element methods divide the problem of interest into a mesh of geometric shapes 
called finite elements. The potential within an element is described by a function that 
depends on its values at the cell comers and parameters defining the state of the 
element. A problem is solved by assembling a number of cells together such that they 
represent the volume to be solved. A total energy associated with the mesh 
configuration is found as part of the calculation and this is minimised by adjusting the 
parameters specifying the elements. The solution can be refined by subdividing the 
regions of the mesh that contribute most to the total "energy" of the solution. General 
purpose programmes to perform these calculations are fairly complicated. 
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5.4.1.2 Finite Difference Methods 
Finite-difference methods are used to solve Laplace's equation by superimposing a 
regular grid on the region of interest and approximating Laplace's equation at each 
grid-point. The resulting system of equations is solved by iteration. The method is 
extremely easy to program. Let us start by considering a three-dimensional grid of 
points each separated by a distance h from its six nearest neighbours and the potential 
at a position (x,y,z) is '(x,y,z). Then the potential at the positions either side of this 
location along the x direction are given by: 
Adding these potentials together eliminates the I st and 3rd order terms to give; 
fir; 





Adding this result to the equivalent equations in the y and z directions and neglecting 
any terms that are 4th order or above gives; 
~(x,y,z) = ·H~(x - h,y,z)+ ~(x + h,y,z)+ ~(x,y - h,z)+ ~(x,y + h,z) 
+ r;(x,y, z - h)+ r;(x,y, z + h)} (5.20) 
Where the second order terms have been eliminated as the addition of these terms 
results in zero due to Laplace's equation (equation 5.16).From this relationship it can 
be seen that the potential at a grid point is simply the average potential of its nearest 
neighbours. To find the solution, the node values at the boundaries must be fixed 
according to the boundary conditions of the problem and the potentials are iterated 
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until the potentials at successive iterations agree to within a set limit. This method is 
easy to program and as such will be implemented here [32] [31]. 
5.4.2 Implementation of the Numerical Laplace Solver 
2Smm 3 nodes) 
~mrn (206 nodes) Laplace solver volume 
Figure 5.11 The Laplace solver domain and the position of the mesh volume within it. 
The no of nodes per dimension corresponds to a node spacing ofO.35mm. 
To construct the OC mesh a descritized domain is defined on which the Laplace 
solver will operate (Figure 5.11). This has the form of a regularly spaced grid with 
dimensions of 25 x25 x7.25mm. The OC volume is defined within this volume using 
an appropriate set of boundary conditions. The size of the Laplace volume has been 
chosen to be only slightly larger than the OC mesh minimising the number of nodes 
and so runtime of the Laplace solver. 
5.4.2.1 Defining the Boundary Conditions for the Mesh Volume 
The potential field found using the Laplace solver is defined by the boundary 
conditions enforced within the solution volume. The field-lines will trace a path 
through space that links regions with different potentials, so for example, if one 
boundary is set to have a potential of 1 and another zero, the field lines will traverse 
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between them. In the problem in question an OC mesh is required that links the 
known Cartesian mesh of the antenna to the arbitrary but spherical mesh of the 
phantom. The Cartesian mesh interfaces with the OC mesh on the z+ boundary while 





Cartesian Mesh Region 
Z+ Boundary 
Potential Set to Zero 
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stream lines 
Region to be Meshed 
Potential Set to One 
Z- Boundary 




Figure 5.12 The boundary conditions for the Laplace solver volume in the X-Z plane 
using the Cartesian coordinate system of the antenna mesh as a reference. 
The z- boundary of the volume to be meshed, is part of the surface of a sphere 95mm 
in radius, that has angular dimensions of 14.07° in both the qJ and e directions. It is 
this curved surface that will allow the OC mesh to interface with the spherical mesh 
below. The z+ boundary has the same angular dimensions but part of a sphere that has 
a diameter of 100mm the central region of which has been flattened to create a 
circular surface 20.5mm in diameter (see Figure 5.4 and Figure 5.5). The flattened 
region allows the OC mesh to interface with the Cartesian mesh of the antenna. The x 
and y boundaries are flat angled surfaces that join the z boundaries. These interface 
with the spherical mesh in the qJ and e directions. The x and y boundaries will be 
discussed in the next section. 
The starting location of the field-lines will be on the z+ boundary, as the structure of 
the Cartesian mesh, that interfaces with this boundary, is dictated by the geometry of 
the antenna. To produce a practicable mesh the field lines must be forced to traverse 
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between this and the z- boundary. This is affected by forcing all the nodes below the 
z- boundary to a constant potential of 1 while those above the z+ boundary are set to 
zero (see Figure 5.13). 
A B 
Z+ Boundary 
Laplace solver nodes with enforced node values = 1+ 
Figure 5.13 The enforced boundary conditions at A) the Z+ boundary above which all 
nodes are set to zero and B) the Z- boundary below which all nodes are set to one. 
These diagrams are enlarged regions of Figure 5.12. 
5.4.2.2 Neumann Boundary Condition 
On the x and y boundaries a Neumann condition is imposed. The Neumann (or second 
type) boundary condition is named after Carl Neumann [31]. When imposed on an 
ordinary or a partial differential equation, it specifies the value that the derivative of a 
solution is to take across the boundary where it is applied [32]. In this case a condition 
is chosen that forces the gradient across the boundary to zero by forcing nodes 
adjacent to, and outside the boundary to have the same value as those on the inside. 
This ensures that a field line started at the top of the boundary will follow the radial 
path of the boundary, allowing the mesh at the x and y boundaries of OC region to be 
integrated with the spherical mesh that surrounds it. 
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(a) (b) Indicates that the value of node (a) is 
+--H set to that of node (b) every iteration 
Figure 5.14 The Neumann boundary condition applied to the X-, X+, Y- and Y+ 
boundaries, exemplified at the X- boundary. 
Figure 5.14 shows the X- Neumann boundary passing through a 2D region of mesh 
with. It can be seen that rather than following the exact path, the boundary takes a 
stepped route through the Laplace mesh. Figure 5.14 shows the two possible 
situations that can occur when calculating the update for nodes along this boundary, 
assuming that the y-direction nodes are not on the outside of either of the y 
boundaries. Examining first node f, in this case the node is adjacent to a vertical 
section of boundary. The value of node g is forced to be that of node f in the previous 
iteration and the calculation of the potential for iteration n becomes; 
¢"(x,y,z)" =i~(x,y,Z)"- ' +¢"(x+h,y,Z),,-' +¢"(x,y-h,Z)"-' +¢"(x,y+h,Z),,-' (5.21) 
+ ¢"(x, y, z - h ),,-1 + ¢"(x, y, z + h )"-I} 
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Note that the value for the potential q(x + h, y, z t-l has been replaced by q(x, y, z t-l 
compared to equation 5.20. For the case of node a situated on a step in the boundary 
both nodes b and e take the value of a at the previous iteration; 
q(x,y,zt =t~q(x,y,zt-l +q(x+h,y,zt-1 +q(x,y-h,zt-1 +q(x,y+h,zr-1 (5.22) 
+q(x,y,z+hY-1 } 
For cases where the node is located next to more than one boundary a combination of 
the above two cases would be implemented. 
5.4.2.3 Convergence Criteria 
Once the Laplace solver has run for a sufficiently long time, the change of potential 
per iteration for each node will become negligible and the solution will have 
converged to the final solution. To identify when this occurs the change in average 
potential value over a number of iterations is calculated. Rather than averaging over 
the entire mesh volume, two planes in the centre of the volume are selected, one in the 
x-z orientation and the other in the y-z orientation. For a plane of Na x Nb nodes, the 
average percentage potential change per node A"( at the nth iteration is calculated 
using; 
(5.23) 
If the value of A"( is below a certain threshold, for both planes the solver has 
converged and the iteration is stopped. The threshold is identified by running the 
solver and both visually checking for convergence and producing simple meshes and 
examining their angular composition. 
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Figure 5_15 The angles between nodes in orthogonal curvilinear meshes with different 
mesh spacing. 
A finite difference based solver has been developed and programmed in Delphi. A 
flow chart of the main procedures carried out in the solver can be seen in Figure 5.16_ 
The spacing of the nodes in the Laplace solver mesh is one of the most important 
factors when considering its implementation. On the one hand it is desirable that the 
number of nodes be kept to a minimum, ensuring the computational costs of running 
the Laplace solver are kept as small as possible. On the other, the spacing of the nodes 
must be small enough to ensure that the potential distribution is sufficiently described 
for the curvilinear mesh to be accurately constructed. 
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START 
Zero the whole 
rretl 
Set Z- boundary 
condition: all 
nodes below Z-
boundary set to 1 
Iterate 
Set Z- boundary 
condition: all 
nodes below Z-
boundary set to 1 









Set Y and X 
Nueman boundary 
conditions 
Set Z+ boundary 
condition: all 
nodes above Z+ 
boundary set to 0 
Figure 5.16 Flow chart for the Laplace solver 
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The Laplace solver was run with different node spacings to find the appropriate value. 
Curvilinear meshes were then constructed, with structures and cell sizes representative 
of those that are required to simulate the antenna. The meshes were analysed and the 
angular composition of the meshes found (see Section 5.3.5). In an ideal case the 
mesh will be orthogonal and all angles will be 90°, the amount by which the angles in 
the mesh deviate from this ideal is a measure of the "orthogonality" of the mesh. 
Figure 5.15 shows the angular make up of two meshes, constructed using spacings of 
0.035 mm and 0.05 mm. As expected the smaller spacing size produces a better 
quality mesh; the number of nodes with angles of 79° - 83 ° is reduced by 
approximately an order of magnitude when compared to the case with larger spacing. 
The memory required to store the solved potentials was 1.53GB and 0.85GB 
respectively. In fact the memory requirements of running the solver were such that a 
spacing of 0.035 mm was the smallest possible that could be run with the computer 
facilities available. The solution domain used to produce the OC mesh, with this node 
spacing, can be seen in Figure 5.11. The solver mesh is made up of is made up of 
793x793 x206 or 129,542,894 nodes in total. 
5.4.3 Mesh Generation 
Figure 5.18 shows a flow chart of the computer program used to construct the 
orthogonal curvilinear mesh. These processes can be grouped into three main 
categories; 
1. Finding the starting positions of the field lines on the z+ boundary of the mesh 
volume based on the Cartesian mesh used to model the antenna. 
2. Calculation of the gradient of the potential field at a point in the mesh volume 
and using this to follow the field-lines. 
3. Calculating the potentials at which the nodes need to be positioned in order to 
get the required spacing in the z-direction and using this information to 
position of the nodes. 
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5.4.3.1 Field-Line Starting Positions 
The first step in building the mesh is the construction of a single 3D plane of 
reference points that maps the starting locations of the field-lines onto the z+ 
boundary of the mesh volume. The surface that makes up this boundary is complex 
and takes the form of a solid angle of a sphere with a circular flattened region in its 
centre, as illustrated in Figure 5.17. This shape allows the geometric integration of the 
flat Cartesian mesh with the overall spherical structure of the problem, but means that 
production of the reference mesh is a non-trivial task. 
Circular Flattened Area 
z 
W 
Figure 5.17 The 3D surface that makes up the Z+ boundary ofthe mesh volume (not 
to scale - Z axis has been stretched to emphasise the shape) 
The degree of orthogonallity of the reference mesh is critical, as it will dictate the 
quality of the OC mesh. In the flattened section of the surface, the placement of the 
reference points is simply dictated by the positions of the nodes in the Cartesian 
antenna mesh. The difficulty arises when trying to integrate this with the mesh on the 
spherical surface. There is no way to do this perfectly so some degree of non-
orthogonallity must be accepted. 
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Figure 5.18 Flow chart of the processes involved in the construction of the orthogonal 
mesh. 
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The method used to produce the reference-mesh assumes that there will only be a 
slight defonnation of the grid at the interface between the flattened and spherical 
surfaces, as the size of the flattened section is so much smaller than the sphere on 
which it is located. In addition any distortions in the curvilinear mesh that result from 
this discontinuity will be located away from the face antenna and the intense fields 
around the slot. 
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Figure 5.19 Positioning nodes in the reference mesh (view of the Z + boundary of the 
mesh volume from above the XY plane) 
To construct the mesh, two lines of reference nodes are built outwards from the centre 
of the flattened surface, one in the x (logical i) and one in the y (logical j) direction 
(see Figure 5.19). The lines are constructed in a step by step fashion similar to that 
described in Section 5.2.1. Each node's position is based on that of the previous node, 
while their spacing is the same as in the x-y planes of the Cartesian antenna mesh. The 
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transition from the flattened to the spherical surface; e.g. positioning node B based on 
the position of node A (Figure 5.19), is handled by translating the Cartesian spacing to 
an angular shift that results in the same spacing between nodes, across the curved 
surface of the spherical section. 
Based on the position of the reference nodes, the rest of the nodes are positioned from 
the centre out. Nodes on the flattened surface are placed using the Cartesian 
coordinates of the two closest nodes; for example node C in Figure 5.19 is positioned 
using the Cartesian x-coordinate of node 1 and the y-coordinate of node 2. In the 
spherical region a spherical co-ordinate system is used to position the nodes. It is 
orientated so that mesh sits astride its equator, which coincides with the x-reference 
line. The nodes on the spherical surface are positioned in a similar manner to those on 
the flattened surface, using the two closest nodes; for example node D in Figure 5.19 
is positioned using the cp co-ordinate of node 3 and the e co-ordinate of node 4. 
z 
i y ~x Base node 
(Node 0.0.0) Node 0, 1.0 
Figure 5.20 Pointer located within 8 closest nodes in the Laplace mesh. 
It should be noted that the position of the surface astride the equator of the spherical 
coordinate system has been chosen specifically to make the construction of the mesh 
possible. The positioning of the equator along the x-reference line means that the y-
orientated mesh lines enter and exit the flattened region at positions with the same y 
and cp - coordinates either side of the equator. This means that the Cartesian and 
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spherical co-ordinate systems coincide at the boundary of the two regions allowing 
the integration of the meshes with minimal distortion. 
5.4.3.2 Finding the Gradients and Following the Field Lines 
Once the reference mesh has been constructed, the field-lines can be found. To follow 
them through the volume a 'pointer' is located at one of the start points dictated by the 
reference mesh. The gradient is calculated at that point and a small step is taken 
through the volume based on that gradient. The gradients ~ of the field in the x, y and 
z directions at the logical node position (i, j, k) are simply calculated by: 
~x(i,j,k) = ~(i + 1,j,k) -~(i -l,j,k) 
~y(i,j,k) = ~(i,j + 1,k) - ~(i,j -l,k) 
~z (i, j, k) = q(i, j,k + 1) - q(i, j, k -1) 
(5.24) 
As it is unlikely that the pointer will be located directly on a node, the gradient must 
be found using the gradients at the surrounding nodes. First we must identify the eight 
nodes that form the cube in which the pointer is located (see Figure 5.20). This is 
done by identifying and then finding the distance R to the "base node" (the node 
closest to the origin). T he distance to the other nodes in the cube can be calculated 
based on the value of R. Normalised to the length of the side of the cube, these 
distances are used as weighting factors to calculate the gradient at the pointer position. 
The x-direction gradient at the location ofthe pointer (~:OJNTER) is calculated by; 
N 
I~: xwll 
; POINTER = -,,-11=....:..1 -:-;-__ 
'='x N (5.25) IWIl 
11=1 
where N is the number of nodes (in the case seen in Figure 5.20 N = 8) and wll is the 
weighting factor associated with node n which is calculated by; 
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" = (RMAX -R" J2 
W MAX R (5.26) 
where RMAX is the maximum possible distance from a node to the pointer, nonnalised 
to the length of the cubes sides. For the case of the eight nodes seen in Figure 5.20 
RMAX= J2 . Rn is the nonnalised distance from the pointer position to node n. The 
gradients in the y and z directions are calculated in a similar fashion. 
Once the gradients are calculated the movement of the pointer in the x, y, and z 
directions is found by mUltiplying each of the gradients by a pre-detennined factor 
that is a fraction of the size of one of the Laplace cells. The pointet is then moved and 
the process repeated. 
5.4.3.3 Optimising the Number of Nodes used in the Gradient Calculation 
64 Nodes 
32 Nodes ..,..,- ~ ~ ~ 
, ~ ~ ..........-; ...".... 
, ~ ...- L' ..,!-/~ I_~ .~ ~ ". ~ V ..,..,-I'- I~ 
",,""""-
...- .......- ~ ",.,.. 
/ /"" L I .,..; ~ ~ ..,... ,.. 
f-:f-'1J 7'" ".". ~ ........ f-" V" .......-/~ It. V ".". ~ ......... 1.-. .......- ~ /"" 
.............. 
:t ~§;.F'" ".- ~ ~ 1,lSf!! ,..1-" ".1-" 
NODE ~ ~DF f-" I-""'" V ~ P P V ./""" ~ ~ ..,..,- ..,..,-
Figure 5.21 fonnations of Laplace mesh nodes used to calculate the gradients at the 
pointer position. 
To identify the optimum number and layout of nodes used in the calculation of the 
gradients, three different arrangements were used. The first contains 8 nodes and can 
be seen in Figure 5.20. The second arrangement contains 32 nodes and can be seen in 
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Figure 5.21. This arrangement uses two planes of 16 nodes located above and below 
the location of the pointer. The third arrangement consists of a cube containing 64 
nodes with the original 8 located at the centre. The location of the original 8 nodes in 
the both these lattices can be seen in Figure 5.21. 
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Figure 5.22 Angles between nodes in meshes created using 8, 32 and 64 nodes to 
calculate the gradients and potentials at the position of the pointer. The meshes 
created were typical of those used to simulate the antenna. 
To find which arrangement of nodes produced the best quality mesh, curvilinear 
meshes were constructed based on those that will be used to model the antenna. The 
interior angles were calculated for each mesh (in the same way as for Figure 5.15) and 
can be seen in Figure 5.22. This data shows that the best quality mesh is produced 
using the 32 node scheme. The maximum deviation from the orthogonal in this is only 
10 degrees while deviations of up to 15 and 16 degrees are present in the meshes 
produced using the 8 and 64 node schemes. 
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5.4.3.4 Positioning Nodes and Calculating Node Potentials 
Nodes are positioned in the logical 'k' direction by locating them at predetermined 
potentials along the field-lines. These are calculated based on the required location 
and spacing of the i,j planes. To find the node potentials, a line is drawn between the 
z+ and z- boundaries, in the middle of the mesh volume. The required k-direction node 
spacings are worked out along this line and converted to potential values by directly 
mapping the geometrical positions to the corresponding potentials. As a result the first 
node, which will be located on the Z+ boundary, will have a potential of zero, a node 
at the centre of the line will have a potential of 0.5 and the node at the bottom, on the 
Z- boundary, will be located at a potential value of one. 
5.4.4 Summary: The Optimised Laplace 3D Mesh Generator 
A Laplace based, orthogonal mesh generator has been presented and optimised to 
produce an orthogonal mesh that can potentially be used as the basis of a mesh to 
model a section of the wide-slot antenna array (Figure 5.2). The Laplace solver and 
the mesh generation algorithm have been "tuned" to produce a mesh that is as 
orthogonal as possible. The Laplace solver was found to produce the highest quality 
mesh when a node spacing of 0.035 was used, while the mesh generation algorithm 
performed best when the potential gradient was calculated when referencing 32 nodes 
from the Laplace mesh. Using these parameters the mesh generator will be used to 
create a mesh to model part of the imaging array. 
5.5 'Simulation of Two Antennas at 45° 
The following section presents a number of meshes that have been produced by 
referencing an OC block, constructed using the Laplace mesh generator described 
above. To build the OC grid the 2D, logical i-j. reference grid and spacing of mesh 
planes in the in the k-direction are based on the Cartesian mesh used to model the 
wide-slot antenna in Section 4.3. Using the technique outlined in Section 5.2.1, this 
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mesh will be used as a template and extended to produce a mesh-unit. The spacing of 
the planes in the mesh-unit is, once again, referenced from the Cartesian model of the 
wide-slot. 
Further expansion of the mesh is used to connect two mesh-units together to create a 
model capable of simulating two antennas angled at 45 degrees to one-another. Using 
this mesh a number of numerical experiments have been conducted. The resulting S-
parameters, antenna near field and response from a dielectric target located in the 
phantom, will be used to gauge the quality of the mesh and ultimately its ability to 
ac'curately mo~el the array. The perfonnance of the curvilinear simulation will be 
compared to measured results and equivalent simulations run using Cartesian based 
FDTD. 
5.5.1 The OC Mesh 
The manufactured OC mesh can be seen in Figure 5.23 and Figure 5.24. The mesh is 
made up of 62 x 55 x 10 (i x j x k) nodes (34100 in total). The largest cell size in the 
grid is Imm while the smallest is 0.095mm. On visual inspection of the mesh there 
seems to be no obvious signs of distortion. The angular composition of the mesh can 
be seen in Figure 5.21 (labelled 32 nodes). This figure shows that the number of non-
orthogonal' cells is very low, approximately 98% of the angles in the mesh lying 
between 90° and 89° and 99.9% above 86°. In the worst case there are around 10 
angles that fall between 89°-90°. The worst defonnation of the mesh occurs in the 
lower k planes of the mesh and is probably due to the accumulation of errors as the 
field lines trace down through the Laplace volume. The magnitude of these errors is 
the same for all the cells regardless of their size. As a result it is inevitable that the 
smallest cells will show the greatest deviation from orthogonal. 
The mesh-unit produced using the OC grid can be seen in Figure 5.25. The logical 
dimensions of this mesh are 62 x 55 x 83 nodes (283030 in total). Comparing this to 
the mesh shown in Figure 5.5, it can be seen that this mesh does not extend down to 
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the centre of the spherical co-ordinate system. Instead the radial dimension of the 
spherical mesh has been limited to between 50 and 100mm. The reason for this is to 
keep the mesh as small and efficient as possible, avoid complications associated with 
the singularity at the centre of the spherical co-ordinate system and to avoid very 
small cell sizes that would affect an impracticably small time step. 
Figure 5.23 A three-dimensional projection showing the top (z+) surface of the OC 
mesh. 
The angular composition of the mesh-unit can be seen in Figure 5.26. As the 
orthogonallity of the Cartesian mesh region can be guaranteed, this figure only 
includes the mesh contained in the OC block and spherical mesh. The quality of the 
mesh-unit is slightly poorer than the OC block. Though, the number of non-
orthogonal cells is still low; approximately 94% of the angles in the mesh lying 
between 90° and 89° and 99.4% above 86°. The reason for this slight increase in the 
variation of mesh angles, is most likely due to the spherical mesh section referencing 
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the z- surface of the OC grid. As already noted it is this region of the mesh that is least 
orthogonal and so these errors are reproduced in the k-planes of the spherical mesh. 
Figure 5.24 Three i-k sections through the OC mesh at j = 1, 34 and 55 
Figure 5.25 A three dimensional projection of the mesh-unit with the spherical 
(green), OC (orange) and Cartesian/excluded (yellow) mesh regions highlighted. 
- 197 -
Chapter 5 FDTD Simulation Using an Orthogonal Hybrid Mesh 
1.00E+08 
I I , I L 
1.00E+07 1" - - - -1 - - - -1- - - - r-- - - - "t - - - -1 - - - -1- - - - t- - - - 1" - - - -1 - - - -
1 I I I I I I I I I 
I I I 1 I t J I 
I I 1 I I I I 1 I 
1.00E+06 ___ .j.. ___ ....j ____ 1_ - - - I- ___ -L- ___ ....j ____ 1 ____ I- ___ ...j.. ___ -I _ - __ 
I I I I I I 1 1 
1 I I I I 1 , g 
c 1.00E+05 
" 
1 I 1 I I I I , I 
___ .i. ___ ..J ____ 1_ _ _ _ __ .1 ___ .J ____ 1 ____ L ___ .l ___ ..J ___ _ 
I I I I 
IS I I I 
c: 
~ 1.00E+04 oS 
I I I 
I I I I I I I I I 
- - - T - - - 1- - - -,- - - - ,- - - - 1 - - - - - - - - - - - - - - - "'j - - - -,- - --




1 I I I 
r t I I I I 1 I I 
- - - T - - - "1 - - - -,- - - - r - - - T - - - -, - - - -,- - - - - - - 1 - - - -, - - - -
:J 
Z r I I 1 I 1 
I I I 
I I I I I I 1 
1.00E+02 - - - T - - - .., - - - -1- - - - r- - - - T - - - .., - - - -1- - - - r - - - T - -.., - - - -
r 1 I I I I 1 I 1 
tIl I 1 I I I 
t I l I I I lit
1.00E+01 - - - + - - - -i - - - -1- - - - I- - - - + - - - ~ - - - -1- - - - I- - - - + - - - -I - - - -
I I I I t I I I I I 
t J I I 
I I 
1.00E+OO +---f---+---I---+---+---l---+---f----+----l-=----I 
90-89 89-88 88-87 87-86 86-85 85-84 84-83 83-82 82-81 81-80 80-79 
Angle (Degrees) 
Figure 5.26 The angular composition of the mesh unit. 
5.5.2 Two Antenna Mesh 
The mesh-unit is used as a basis to construct a grid that models two wide-slot 
antennas at an angle of 45° to one another (Figure 5.27). The two mesh-units used in 
its construction have been connected by a region of spherical mesh that covers an 
angle of 30.93°, with planes spaced 0.57° in the q.>-direction. The rand e co-ordinates 
of this inter-unit region are referenced from the j-k plane on the q.>+ boundary of mesh-
unit 1. Finally the two antenna mesh has been extended by 5 cells in the +/- e and q.> 
directions, using the same angular spacing as the inter-unit grid. This was done to 
ensure the e and q.> boundaries were sufficiently far from the antennas. The logical 
dimensions of this mesh are 183x65 x84 nodes (999180 in total). Figure 5.27 shows a 
cross-section through this mesh highlighting various regions and showing the location 
of the mesh-units. 
Figure 5.27 also shows the mesh discontinuity alluded to in Section 5.2.2. This 
deformity is a result of the mesh-plane geometry, referenced in the construction of the 
inter-unit grid. This grid can be accurately constructed up to the r+ boundary of the 
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OC mesh, because the nodes of the reference plane are part of a spherical based mesh. 
Above this point the Cartesian grid of the antenna is sampled, producing a mesh that 
doesn't correspond to the spherical grid below. This manifests itself most obviously 
as the defect at the interface between the inter-unit grid and the second mesh-unit seen 
in Figure 5.27. More significantly it results in a plane of non-orthogonal cells at the 
Cartesian/spherical boundary of the inter-unit mesh that must be isolated from the rest 
of the simulation. 
5.5.3 Two Antenna Simulation 
The basic setup of the orthogonal curvilinear simulation is the same as for the 
Cartesian model in Section 4.3. The antennas have the same structure and the same 
numerical phantom is used (Er=9). The main difference is in the application of the Mur 
ABC. While the +1- qJ and 0 boundaries are flat, on the +1- r boundaries the Mur 
ABC is implemented on a curved surface reducing its effectiveness. From experience 
it was found that the r+ boundary performed sufficiently well, probably because it's 
radius of curvature is large and the antennas are not radiating directly toward it. On 
the r- bounqary the radius of curvature is twice as great reducing the ABC's 
effectiveness to the extent that reflections from the boundary were affecting results. 
This problem was overcome by inserting a 20 cell thick, absorbing, lossy layer along 
the r- boundary. This was designed in an iterative manner, optimally made up of 4 
layers of dielectric, each 5 cells thick with conductivities of 1.6 81m closest to the 
boundary, 0.8, 0.4 and 0.2 Sim in the final outer layer. 
The r+, or Interior absorber, also has the function of isolating the non-orthogonal grid 
and the mesh deformity (Figure 5.27) from the rest of the workspace. To avoid 
numerical instability the edges of the Mur ABC must be terminated with another 
orthogonal Mur ABC or an orthogonal metal surface extending more than two cells 
beyond the Mur boundary. For this reason, to correctly terminate the Mur boundary at 
the antenna holes, the cavities of the antenna protrude through the interior boundary 
by O.5mm (2 cells). 
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Intemal Mur 
¢ 
Figure 5.27 The i-k plane of the two-antenna mesh at) = 30 with the spherical (green), 
OC (orange) and Cartesian/excluded (yellow) mesh regions highlighted. The 
uncoloured regions represent the mesh excluded from the simulation. 
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Figure 5.28 The y-direction electric field radiating from a virtual "point-source" after 
(a) 226 ps (2000 iterations) and (b) 452 ps (4000 iterations). Data shown from the i-k 
plane at) = 38 (mid-plane of the simulation). Figure (a) shows the two mea urement 
points used in Figure 5.29 
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5.5.4 Point Source Excitation 
To visually judge the quality of the mesh, a simulation was run with a virtual point 
source located in the spherical section. The antennas and their associated holes in the 
Mur boundary were omitted, leaving only the mesh and boundary conditions to affect 
the fields. The point source was implemented by exciting an electric field along the y -
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Figure 5.29 The y-direction E-field at the measurement points indicated in Figure 5.28 
Figure 5.28 shows the resulting y-direction field component after 226 and 452 ps. In 
both cases the propagation through the volume is regular and undistorted. After 226 
ps the excitation pulse is concentrated in the inter unit-mesh and hasn't yet reached 
the boundaries so up to this point the mesh is the only thing that has acted on the 
fields. As there are no obvious problems we can conclude that, in this region, the 
model is able to accurately propagate the radiated fields . At 452ps the field has begun 
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to interact with the ABCs and the position of the interior Mur boundary can be clearly 
seen. As there are no significant reflections or distortion of the fields it can be 
concluded that the boundary conditions are relatively effective. It should be noted that 
towards the r- boundary the intensity of the field drops off. This is because the field is 
attenuated by the conductive absorbing layer. 
Figure 5.29 shows the y-direction E-field at two points in the simulation workspace. 
The points are equidistant from the source and so the radiated pulses should arrive 
simultaneously (see Figure 5.28 for their position). The plots show that the pulse 
reaches both points at the same time and both pulses have the same form. Towards the 
end of the pulses there are slight differences as spurious reflections interact with the 
signals, most likely due to reflections from the boundaries. As the points are located at 
what would be the boresight of the antennas, the radiated waves must pass through 
some of the most non-orthogonal mesh to reach them. So, the level of similarity 
between the plots indicates that the mesh and simulation are working reasonably well. 
These results show that the mesh is able to propagate the radiated signals to a 
reasonable degree of accuracy and the boundary conditions are operating reasonably 
effectively. This experiment also shows that there are no major sources of numerical 
noise or spurious signals that result from the mesh. 
5.5.5 Reflection Coefficient 
Figure 5.30 shows the Sll for the antennas in the curvilinear simulation (the response 
of both antennas was identical) and the same response from a Cartesian simulation 
with a similar sized mesh and the same number of nodes. The -10dB bandwidths are 
in close agreement at 4.2 (4.3 - 8.50Hz) and 4.55 OHz (4.2 - 8.750Hz) respectively. 
In terms of their shape the responses have approximately the same form with no 
significant variation between the two plots above -13dB. The main differences 
between the plots are the three, well defined resonances at 4.6, 5.4 and 7.30Hz in the 
standard response. While these may be visually significant, numerically they represent 
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maximum differences of only 4% of the maximum reflected signal. The cause of these 
variations is likely down to the implementation of the resistor terminating the 
microstrip feed being slightly different in the curvilinear code, but could also be due 
to differences in mesh near the antenna. 
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Figure 5.30 The SII of the antenna as found using the University of Bristol in-house 
Cartesian FDTD and the Curvilinear FDTD simulation. 
5.5.6 Transmission Between the Two Antennas 
The transmission response between the two antennas can be seen in Figure 5.31 with 
the equivalent measured results shown for comparison. The measurement was made 
using the same experimental arrangement and phantom as in Section 4.6 but with the 
antennas positioned in the middle of the of the measurement tank in the same 
geometrical arrangement as in the simulation. The simulated re ults were produced 
using a loss less numerical phantom (Cr = 9). The frequency dependent attenuation in 
the medium was accounted for post simulation in the same way as in Section 4.6 
using the measured properties of the matching medium. 
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These results show that the curvilinear simulation is able to reproduce the measured 
result reasonably accurately. Overall, the shape and magnitude of the simulated 
response is similar to the measured results and the two plots do not differ by my more 
than 10 dB, except at the extreme high end of the frequency range. Differences 
between the responses are most likely caused by measurement errors, such as 
differences in the physical/theoretical phantom properties and manufacturing 
tolerances, and errors in the simulation such as reflections from the boundaries of the 
simulation domain or distortion of the radiated fields by non-orthogonal cells in the 
mesh. As the variations are reasonably small it can be assumed that none of these 
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Figure 5.31 The measured and simulated S 21 between two antennas at 45° 
5.5.7 Response from a Scatterer 
The intended purpose of this mesh is to simulate a radar imaging array, so it is crucial 
that it is able to accurately model the response from a dielectric scatterer located in the 
phantom. To test this, a small inclusion is placed in the phantom, directly between the 
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two antennas at a distance of 30mm from the interior Mur boundary (Figure 5.32(a)). 
The scatterer occupies one mesh cell of dimensions 0.7xO.7 xlmm and has a relative 
permittivity of 50. This gives a contrast of 5: 1 with the background medium, a ratio 
typical of that between a tumour and adipose breast tissue [32]. Setup in this way the 
illumination angle ofthe scatterer is 37.9° from bore-sight in the antenna H-plane. 
(a) 
(b) 
I- 76.5 ·1 
I I 
AntetUHl 1 AntetUla 2 
29.6° 
'~ , : J~ , ')') 
:Y ---- D~T 
CClItesiall mesh Scattet·er : 
Figure 5.32 The location of the scatterer in the (a) the curvilinear and (b) the Cartesian 
simulations. These diagrams are not to scale, all dimensions are in mm. 
To provide a comparison, the same scatterer is also placed in a Cartesian simulation 
with a similar geometry (Figure 5.32(b )). This model consists of two antennas 
position so that the distance between the central points of the antenna faces is the 
same as in the curvilinear geometry. Otherwise the simulation setup is identical. The 
scatterer is positioned so that the distance to the central points is the same as the 
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curvilinear mesh. In this location the illumination angle of the scatterer is different 
(60.4°) but the path length (Antennal - scatterer - Antenna 2) is the same in both 
cases. 
Single cell scatterers were chosen because it would have been difficult to produce two 
identical, large scale scatterers using the spherical and Cartesian basis of the two 
meshes. Any differences between the single celled targets should be negated by virtue 
of the fact that they are both electrically very small. 
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Figure 5.33 The frequency domain response (S2t magnitude) of the scatterer at 
antenna 2 with antenna 1 transmitting. 
The response from the scatterer is found in the same way as in Section 4.6.6, with a 
calibration signal subtracted from the response at Antenna 2. This removes any 1 st 
order reflections from the boundaries leaving only the effects of the mesh. As a result 
this experiment will allow a direct judgement of the mesh quality. 
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The magnitude of the frequency domain response from the scatterer can be seen in 
Figure 5.33. To compare the responses we must refer to the measured S21 data for the 
wide-slot, shown in Figure 4.45. From these transfer functions we find that the 
difference between the radiation intensity at 37.9° and 60.4° is between 4.5 and 5dB in 
the frequency range 3-8GHz (above 8GHz the transfer function at 60° is below the 
noise floor and so a sensible comparison cannot be made). Although the frequency 
dependent losses were not included in these simulations the difference in radiation 
intensity at different angles should still be the same. Examining the responses in 
Figure 5.33 shows that the difference between the simulated responses has a pleasing 
level of agreement with the measured value. Although the spacing of the two plots 
varies between 0 and 7dB, for the majority of frequenCies the spacing is 
approximately 3-5dB in close agreement with the expected figure of 4.5-5 dB. The 
errors in the responses are probably due to the curvilinear mesh 2nd order reflections 
from the scatterers that cannot be removed by the calibration process. 
5.5.8 Computational costs 
The computational costs of running an FDTD simulation using this hybrid meshing 
technique are comparable to running a problem with the standard Cartesian FDTD 
algorithm with the same number of cells. This is illustrated by examining the 
computer resources required to run the two simulations in the previous section (Figure 
5.32), each of which contain 183x65x84 nodes. Running the simulations for 32000 
iterations on a 3.2 GHz Pentium desktop PC took 6 hours 45 minutes for the hybrid 
and 5hrs 25min for the cartesian mesh. 
The memory requirements for the meshes were 896 MB for the hybrid and 607 MB 
for the Cartesian mesh. The difference between these values is due to the way the 
coefficients are stored in each case. In the hybrid simulation, due to the nature of the 
mesh, the majority of cells are different sizes; their update coefficients are different 
and so have to be stored individually. In the cartesian simulation there are a larger 
number of identical cells whose coefficients are instead stored in a catalogue fashion 
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with identical cells assigned a reference. This means that for complex cases such as 
this where there are many different cell sizes in the Cartesian mesh, the memory 
requirements are comparable, for simpler problems however, the difference in 
memory requirements maybe greater. 
5.5.9 The Antenna Fields 
Figure 5.34 shows the relative values of the H-plane electric field of the wide-slot 
antenna, found using the curvilinear mesh and a standard Cartesian based solver. In 
both cases the patterns were found by sampling the j-direction E-field at 10° intervals 
between 0° and 80° from bore sight, at a distance of 30mm from the antenna. The 
transfer functions were then calculated and the resulting data set examined at 3,6 and 
100Hz. Field values at 90° have not been included as the curve of the interior Mur 
boundary, in the curvilinear mesh, precludes their measurement. 
To reduce unwanted reflections only antenna 1 was included in these simulations. In 
the curvilinear setup this meant removing antenna 2, and the associated hole in the 
interior Mur boundary. The Cartesian simulation setup was based on that used to 
model the antenna in Section 4.3. In this case a lossy numerical phantom (Er=9, a = 
0.2) is used that has a considerably larger volume (115x115x lOO mm) than that 
employed in the curvilinear model. Consequently any reflections from the boundaries 
are significantly attenuated and are negligible compared to fields directly radiated by 
the antenna. 
The plots from the Cartesian simulation have been normalised to their maximum 
value, while the plots from the curvilinear simulation have been normalised to give 
the best fit with the Cartesian data. All three graphs show that in general the fields in 
the curvilinear simulation are similar to those of the standard FDTD model. At 30Hz 
the two plots vary by less than 2dB between +1- 70°. The main deviation within this 
angular range is at +1-20° where the curvilinear plot peaks. This could be due to 
reflections from the conductive absorber, however the location of the measurement is 
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also directly below the smallest cells of the OC mesh, which could also be distorting 
the radiated field. The other major deviation from the Cartesian plot occurs at the 
angular extremes. This is probably due to the close proximity of the interior Mur 
boundary at this location. 
Close to bore sight, the fields at 6 and 10GHz show the same irregularities as at 
3GHz. For the rest of the 6GHz plot the agreement is very good, the maximum 
difference being 2dB across the entire angular range. At 10GHz the agreement is 
slightly worse, the curvilinear plot offset by around 2-3dB across the entire frequency 
range and 7 dB at the angular extremes. The overall shape of the plots is also different 
suggesting that errors in the mesh andlor reflections from the boundaries are more 
. significant at higher frequencies. 
In summary these results imply that the curvilinear mesh models the antenna and 
spherical phantom to a reasonable degree of accuracy. And though errors in the 
simulation have a noticeable effect, these are small compared to the direct antenna 
fields. When they do occur, these problems seem to manifest themselves more 
prominently at higher frequencies. With discrepancies of no more than 2-3dB between 
+/- 700 the effects seen in Figure 5.34 are still relatively minor. 
5.6 Extension of the Mesh and Other Modelling Considerations 
The results presented in the last section show that this meshing technique provides a 
viable method for modelling a section of the University of Bristol imaging array. The 
technique provides a relatively flexible way of producing orthogonal meshes that can 
used in conjunction with an efficient FDTD algorithm. To produce a mesh capable of 
simulating th~ portion of the array in Figure 5.2, the mesh units modelling the various 
antennas would be positioned in a circular pattern along the e direction and linked 
using the inter-unit meshing technique described above. This would produce a wedge 
of mesh that could then be extended in the +/- rp direction to simulate as much of the 
spherical phantom as required. 
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Figure 5.34 The E-plane electric field at (a) 30Hz, (b) 60hz and (c) 100Hz found at a 
radial distance of 30mm from the antenna. 
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Unfortunately using the method outlined here it would be very difficult to produce a 
mesh capable of simulating the entire array. This is because of the way in which the 
2D reference mesh, used to build the OC block, is positioned either side of the equator 
of the spherical co-ordinate system. Although this allows the integration of the 
resulting OC block with the spherical mesh of the phantom, it precludes the 
positioning of other antennas away from this position without significant deformation 
of the mesh. 
5.7 Conclusion 
This chapter presents a novel method of producing hybrid, orthogonal curvilinear 
meshes. The meshing procedure involves producing a volume of OC mesh that allows 
Cartesian and spherical based meshes to be linked. The resulting orthogonal, hybrid 
lattice can be simulated using a curvilinear-coordinate based FDTD program, with the 
same efficiency as a standard Cartesian based simulation with the same number of 
nodes. 
The OC section of mesh is constructed using a method that exploits the orthogonal 
nature of field lines and isopotentials in a potential field. A field with the same form 
as the OC mesh is found, using a finite-difference based Laplace-solver. The field 
structure is defined by applying appropriate boundary conditions within the Laplace 
solver volume. Field lines are then followed through the field from suitable starting 
points on its boundary, defined by a 2D reference mesh. The nodes of the OC grid are 
positioned along the length of the field lines at potentials corresponding to the 
required mesh plane spacing. The hybrid mesh is completed using the OC mesh as a 
reference. Mesh-planes on the boundary of the OC-grid are sampled and replicated 
using different co-ordinate systems to build up the spherical and Cartesian meshes. 
This technique has been used to produce a mesh capable of simulating a section of the 
UWB radar imaging array, being developed at the University of Bristol. Initially a 
mesh-unit is produced capable of simulating a single wide-slot antenna and a segment 
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of the spherical phantom. A number of mesh units are then joined by further regions 
of spherical mesh to produce the curved array. The reference mesh used in the 
construction of this unit is based on the Cartesian grid used to model the wide-slot 
antenna in Section 4.3. The orthogonallity of the mesh in the unit was assessed by 
analysing its angular composition. This showed that the vast majority of the angles in 
the grid were very close to ninety degrees, verifying the construction technique. 
Results are presented from a model containing two antennas spaced by 45°. With the 
antennas removed, the transmission of a pulse from a point source located in the 
middle of the spherical section, shows that the mesh is able to propagate fields 
without significant distortion. With the antennas included, they have a similar Sll 
response to an equivalent Cartesian simulation, verifying the antenna model and 
,excitation. The coupling between the two antennas is shown to compare favourably 
with measured results. In conjunction with the point source excitation experiment, this 
suggests that the simulation is able to replicate the radiated fields with a reasonable 
degree of accuracy. This point is confirmed with the near field measurement that also 
shows that the effects of the mesh and reflections from the boundaries are minor 
compared to the direct fields radiated by the antenna 
To examine the performance of the model in a scattering scenario, an experiment was 
run to find the response from a small dielectric scatterer with a contrast of 5: 1 with the 
background medium. Simulations were run using both curvilinear and Cartesian 
meshes. The resulting transfer functions were compared by relating both data sets to 
the measured field intensity found in Chapter 4. Because this test removes the 
majority of effects from the boundaries, it allows the validity of the curvilinear mesh 
to be assessed directly. The pleasing level of agreement in the analysis suggests that 
the curvilinear simulation is able to replicate the effect of dielectric objects in the 
spherical mesh. This confirms that the mesh is capable of modelling the intended 
segment of array to a reasonable degree of accuracy and suggests, in conjunction with 
the other results presented in this chapter, that this may be a useful tool in numerical 
radar experiments. 
- 213-
Chapter 5 FDTD Simulation Using an Orthogonal Hybrid Mesh 
Unfortunately fundamental changes are needed for this technique to be capable of 
producing a mesh that can model the entire array. At present this goal is impracticable 
due to the way that the OC mesh unit is constructed at the spherical co-ordinate 
system equator. However the Laplace/potential field technique of building OC mesh 
could still provide a basis for a revised method. 
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The University of Bristol is currently developing a UWB radar imaging system with the 
aim of detecting early stage breast cancer. The technology is similar to that used in 
existing OPR schemes. In both these scenarios the antenna used to illuminate the target is 
one of the most critical elements. To ensure that the target is illuminated with as much 
energy as possible the Bristol imaging system uses a hemispherical, multistatic array that 
completely surrounds the breast. The greater the numbers of antennas in this array the 
more measurements can be taken ultimately leading to less clutter and better imaging 
results. For this reason it is desirable that the antenna is as small as possible so the 
maximum number can be fitted into the array. The transmission performance of the 
antenna is also a determining factor of the image quality. Signals radiated with distortion 
and frequency dispersion will cause clutter in resulting images. Ideally the antenna should 
be able to radiate short, high fidelity UWB pulses over a large angular range. This thesis 
focuses on producing an antenna that fulfils these criteria and then goes on to examine a 
novel technique for modelling this antenna in the hemispherical array. 
The vast majority of existing UWB antennas have been designed to operate in 
communication systems and are optimised to operate in free space (see the literature 
review Chapter 3). Chapter 3 presents a trident-fed, square monopole fit for this purpose. 
This antenna was optimised to operate over the entire UWB frequency band. It has a -
10dB bandwidth of 6: 1 from 1.80Hz -110Hz and maintains frequency stable radiation 
patterns in the same frequency range. This performance was achieved by means of the 
trident which stabilises the current distribution on the antenna forcing it to resonate in a 
single mode across the majority of the UWB band. These attributes make this antenna a 
good candidate for use in CDMA modulation schemes, which require antennas that are 
capable of transmitting high fidelity UWB signals over a wide angular range. These 
characteristics mean the many different types of antenna designed for use in such 
schemes also have potential in a radar imaging system. 
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6.1 The Wide-Slot Antenna 
The chosen antenna design is based on that presented by Jia-Yi Sze et al. in [I]. This 
consists of a wide-slot, excited by a microstrip fork-feed, which enhances the UWB 
performance of the slot in a similar way to the trident feed of the square monopole. This 
antenna was chosen because of its simplicity in terms of manufacture and simulation and 
its promising UWB characteristics. The planar 2D structure of the antenna lends itself to 
this application and also means it can be backed with a cavity to prevent back radiation. 
Chapter 3 presents the development process in which the wide slot is optimised to radiate 
into a high permittivity matching medium with similar electrical properties to human 
adipose breast tissue. This manual iterative procedure is performed by FDTD simulation 
and includes the resizing and rescaling of the slot, fork feed and ground plane and the 
introduction of a high permittivity substrate. The result is a physically compact antenna 
consisting of slot with dimensions of 7x lOmm, located off-centre in a 14x 15mm ground 
plane. 
To prevent unwanted radiation from the rear of the antenna the wide-slot is backed with 
an absorber lined cavity, designed to leave the performance of the antenna largely 
unaffected. Integrated with the cavity is a curved coax feed that eliminates the need for an 
SMA connector. With the feed and cavity the maximum dimension of this antenna is 
around half that of the SMA fed, stacked patch antenna previously designed for the array. 
The UWB characteristics of this antenna also show considerable promise. The measured 
and simulated input response of the cavity backed antenna radiating into the matching 
medium, show it has a -10dB bandwidth in excess of 6GHz with a lower cut off 
frequency of 4GHz (measured). To examine the transmission performance of the antenna 
the transfer function was found at 15° intervals, between +1- 60° from boresight in the E 
and H-planes. Using this data contour plots were constructed showing the variation of 
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relative antenna gain with angle and frequency. These show that the antenna fields are 
stable with angle and vary from the value at bore sight by less than 10dB at all 
frequencies. The variation of the field with frequency has been shown to be due to the 
effects of frequency dependent losses in the matching medium. A slight squint was 
identified in the E-plane field that probably arises because the antenna is not symmetrical 
in this plane. Locating the slot off centre and alterations to the fork feed ensure the 
differences that result at angular extremes are kept to below 3dB. 
The stable transmission properties of this antenna are reflected in its ability to radiate 
UWB signals. Within the measured angular range it is able to radiate pulses with a 
fidelity of >95% with regards to boresight. There is also little evidence of late time 
ringing resulting in short pulse durations of between 0.97 and 0.8 ns. In this regard, at 
boresight the performance of the wide-slot is slightly inferior to a stacked patch antenna 
previously designed for this application. Away from boresight the superiority of the slot 
was marked, highlighting the importance of examing the performance of the antenna over 
a range of angles. These results suggest that the wide-slot is a good candidate for use in a 
radar imaging system, a fact confirmed in a simple radar detection experiment. 
6.2 Modelling the Wide-Slot Antenna in a Hemispherical Array 
The complex geometry of the University of Bristol imaging array makes it difficult to 
simulate using conventional, Cartesian FDTD. Other simulation techniques such as NO-
FDTD and CPFDTD are either limited in what they can simulate or introduce 
computational costs and/or complexity that make full scale simulation of the array 
impracticable. Chapter 5 presents an alternative method of simulating the array that uses 
a novel, orthogonal hybrid mesh capable of simulating part of the array. 
The new meshing technique breaks down the problem geometry into regions that can be 
descretized using orthogonal coordinate systems. The different regions are joined using a 
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section of purpose built OC mesh. This provides a smooth transition between the 
different regions that requires no interpolation or individual deformation of the mesh 
cells. In addition because the whole mesh is orthogonal, the FDTD algorithm will run 
with the same efficiency as an equivalent Cartesian FDTD simulation with the same 
number of nodes. 
The hybrid mesh is built by first constructing the OC grid and then using this as a 
reference to produce the rest of the lattice. For this reason, the orthogonallity of the OC 
section is critical as it will determine the overall quality of the hybrid mesh and so the 
accuracy of the simulation. The technique used to construct the OC mesh takes advantage 
of the orthogonal nature of the field lines and iso-potentials in a potential field. Using a 
finite-difference Laplace solver, a potential field is produced that has the same structure 
as the OC mesh. The composition of the field is determined by the choice of appropriate 
boundary conditions in the solver. Field lines are traced through the field from pre-
selected points on its boundary. Nodes are saved at appropriate potentials to form the 
final OC mesh. The rest of the hybrid mesh is built up using orthogonal coordinate 
systems that reference the mesh planes on the boundary of the OC lattice. 
In the case of the University of Bristol array the antenna is modelled using a Cartesian 
mesh based on that used to simulate the wide-slot in Chapter 4. Positioned in various 
orientations in the hemispherical array, the Cartesian mesh regions sit atop blocks of OC 
mesh that interface with an arbitrary, but orthogonal, spherical based mesh that represents 
the volume inside the array. 
The validity of this method has been tested by modelling two of the wide-slot antennas 
angled at 45° to one another, radiating into a high dielectric numerical phantom. The 
simulated antenna S 11 obtained via this model is very similar to the same results produced 
by an equivalent Cartesian simulation. The simulated coupling between the antennas also 
shows a good level of agreement with the measured response, once the frequency 
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dependent losses of the physical phantom have been accounted for. The quality of the 
mesh has been examined directly by analysing its angular composition. This indicates 
that above 99.4% of the angles in the mesh were greater than 84°. Confirmation of this 
was found by examining the field propagation from a point source located in the centre of 
the spherical region. No major distortion of the radiated fields was identified although 
this did highlight the presence of reflections in the mesh probably caused by the 
inadequate boundary conditions. Despite this, a direct measurement of the antenna near 
field in the curvilinear simulation compared favourably with the same results obtained 
from a Cartesian simulation with a much larger workspace. 
Simulating the response from a dielectric scatterer located in the spherical mesh allows 
the majority of the boundary effects to be removed. To examine the performance of the 
model in a scattering scenario, the response was found from a small dielectric target with 
a contrast of 5: 1 with the background medium. This was compared to the response from a 
similar target in a cartesian simulation by relating both data sets to the measured field 
intensity found in Chapter 4. The pleasing level of agreement found by this experiment, 
along with the results from the previous tests, confirm that the mesh is capable of 
modelling the segment of array to a reasonable degree of accuracy. 
The first novel contribution of this work is the design of the wide-slot antenna and the 
hybrid-meshing technique. Based on an existing design, this antenna was heavily 
modified and optimised to operate in the imaging system. The cavity and bent feed were 
also designed specifically for this application. The second major novel contribution is the 
technique developed to construct the curvilinear, orthogonal mesh in Chapter 5 and the 
way in which this mesh is then used as a basis to construct the rest of the hybrid mesh. 
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6.3 Future Work 
The antenna presented in Chapter 4 is a good candidate for use in a radar imaging system, 
however the initial brief, laying down the requirements for this antenna intrinsically 
implies that more can be done to improve the antenna design. Further reduction in the 
size of the antenna and feed would mean even more elements could be included in the 
array. These reductions could be affected by optimizing the antenna to work at higher 
frequencies. The size of the feed could be reduced by developing a method to excite the 
~icrostrip line with a vertically orientated coaxial cable, l~aving only the antenna and 
cavity to dictate the overall dimensions. 
Simulations have shown that when radiating into a lossless high permittivity medium the 
antenna has a very flat transmission response. Unfortunately in reality the frequency 
dependent losses of the matching medium distort the radiated pulses resulting in the 
sloped transfer function seen in Section 4.6.3. To compensate, the transmission response 
of the antenna could be altered to have a gradient that is the inverse of the "loss slope". 
The work presented in Chapter 5 takes the first steps in the development of a technique 
that could potentially be used to model the imaging array and needs a lot more work 
before it can be practicably applied. First the two antenna simulation should be extended 
to model more antennas and eventually an entire row of antennas in the array. In its 
present state, the structure of the mesh restricts its use to simulating only a linear section. 
To enable its application to the entire array the basic structure of the mesh must be 
redefined or a method developed to allow a number of array "wedges" to be linked 
together. This latter strategy could be realised using a large intermediate section of OC 
mesh between the wedges, though constructing this would be quite a challenge. 
One of the most significant procedures in terms of computer resources is the time taken 
solving the Laplace equations when finding the potential field. For the case of the OC-
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mesh produced in this chapter, these calculations push a conventional 32-bit desktop 
machine to its limits. Currently the Laplace solver used is relatively crude and could be 
refined, potentially giving significant time and memory savings. 
The fundamental principles of the DC mesh construction are valid and could prove useful 
" in other problems, where large sections of the geometry can be accurately modelled using 
different orthogonal coordinate systems. The method used to construct the DC mesh 
could also prove useful in efficiently simulating curved microwave structures or 
resonators. The author also recognises that the degree of non-orthogonallity in the DC 
mesh and so hybrid mesh as a whole, i,s probably too high and further work must be 
carried out to reduce these errors still further. This could be accomplished by developing 
a finer Laplace solver mesh and further refinement of the field-line tracing algorithm. 
For the technique to be useful, further work should be done towards benchmarking the 
method. Simulations should be carried out to validate the orthogonal meshing algorithm 
and explore its limitations. These should include how cell size and mesh curvature affects 
the quality of the mesh. 
The technique could be generalised and an automatic meshing procedure developed to 
make the method more "user-friendly" and accessible. Ideally an algorithm would be 
found that decides the optimum orthogonal co-ordinate system for a given geometry and 
how best to link the resultant mesh volumes with the DC sections. 
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