In this paper we take a new look at numerical techniques for solving parabolic equations by the method of lines. The main motivation for the proposed approach is the possibility of exploiting a high degree of parallelism in a simple manner. The basic idea of the method is to approximate the action of the evolution operator on a given state vector by means of a projection process onto a Krylov subspace. Thus, the resulting approximation consists of applying an evolution operator of very small dimension to a known vector which is, in turn, computed accurately by exploiting high-order rational Chebyshev and Padé approximations to the exponential. Because the rational approximation is only applied to a small matrix, the only operations required with the original large matrix are matrix-by-vector multiplications, and as a result the algorithm can easily be parallelized and vectorized. Further parallelism is introduced by expanding the rational approximations into partial fractions. Some relevant approximation and stability issues are discussed. We present some numerical experiments with the method and compare its performance with a few explicit and implicit algorithms.
Introduction
In recent years there has been a resurgence of interest in explicit methods for solving parabolic partial differential equations, motivated mainly by the desire to exploit the parallel and vector processing capabilities of new supercomputer architectures. The main attraction of explicit methods is their simplicity, since the basic operations involved in them are matrix-by-vector multiplications, which, in general, are rather easy to parallelize and vectorize. On the other hand, the stringent constraint on the size of the time steps required to ensure stability reduces efficiency to such an extent that the use of implicit methods becomes almost mandatory when integrating on long time intervals. Implicit methods do not suffer from stability related restrictions but have another disadvantage: they require the solution of linear systems that are often large and sparse. For this reason implicit methods tend to be far more difficult to implement on parallel machines than their explicit counterparts, which only require matrix-by-vector multiplications. Thus, the trade-off between the two approaches seems to be a large number of matrix-by-vector multiplications on the one hand, versus linear systems to solve on the other. For two-dimensional and, more important, for three-dimensional problems, methods of an explicit type might be attractive if implemented with care.
We next observe that in spite of the above conventional wisdom, the distinction between the explicit and implicit approaches is not always clear. Consider the simple system of ordinary differential equations ¢ ¡ ¤ £ ¦ ¥ ¤ § © . We first point out that if our only desire is to use exclusively matrix-by-vector products as operations with the matrix ¥ , for example, for the purpose of exploiting modern architectures, then certainly standard explicit methods do not constitute the only possibility. For example, one may use an implicit scheme and solve the linear systems approximately by some iterative method, such as the conjugate gradient method, with no preconditioning or with diagonal preconditioning. When the accuracy required for each linear system is very low, then the method will be akin to an explicit scheme, although one of rather unusual type since its coefficients will vary at every step. As the accuracy required for the approximations increases, the method will start moving towards the family of purely implicit methods. Therefore, if we were to call "explicit" any scheme that requires only matrix-vector products, then the borderline between the two approaches is not so well-defined.
We would like to take advantage of this observation to develop schemes that are intermediate between explicit and implicit. In this paper we will use the term polynomial approximation method for any scheme for which the only operations required with the matrix ¥ are matrix-by-vector multiplications. The number of such operations may vary from one step to another and may be large.
To derive such intermediate methods we explore systematically the ways in which an approximation to the local behavior of the ordinary differential equations can be obtained by using polynomials in the operator ¥ . Going back to the comparison sketched above, we note that the process involved in one single step of an implicit method is often simply an attempt to generate some approximation to the operation exp ¥ via a rational approximation to the evolution operator [51] . If a CG-like method is used to solve the linear systems arising in the implicit procedure, the result will be a polynomial scheme. Thus, there are two phases of approximation: the first is obtaining a rational or polynomial approximation to the exponential, and the second is solving the linear systems by some iterative method. We would like to reduce these two phases to only one by attempting to directly approximate exp ¥ ! . The basic idea is to project the exponential of the large matrix ¥ into a small Krylov subspace. To make the discussion more specific and introduce some notation, we consider the following linear parabolic partial differential equation: . For the remainder of our discussion, we will assume ¥ to be time-independent. In this situation the solution is explicitly given by # © % $ & ¦ (4) in which constitutes the time step. The basic operation in the above formula is the computation of the exponential of a given matrix times a vector. If we were able to perform this basic operation with high accuracy, we would have what is sometimes called a nonlinear one-step method [26] , because it involves a nonlinear operation with the matrix ¥ . We should stress that there is no need to actually evaluate the matrix exponential exp ) ¥ , but only its product with a given vector. This brings to mind an analogous situation for linear systems in which it is preferable to solve ¥ % £ " '
than to compute ¥ © 1 and then multiply the solution by ' . We point out that we follow an approach common in the literature [3, 41] , putting the emphasis on the semi-discrete problem (2) . As a result, our discussion of stability is purely from an Ordinary Differential Equation point of view and is not concerned with the effect of space discretization errors and convergence. We establish conditions under which our methods, applied to the stiff system of ODEs (2), satisfy certain criteria of stability which, in turn, is an important step toward any investigations of convergence. (See also [5, 39] .)
The Krylov subspace method presented here was introduced in [13] for general nonsymmetric matrices. However, similar ideas have been used previously in various ways in different applications for symmetric or skew-symmetric matrices. For example, we would like to mention the use of this basic idea in Park and Light [33] following the work by Nauts and Wyatt [29] . The idea of exploiting the Lanczos algorithm to evaluate terms of the exponential of Hamiltonian operators seems to have been first used in chemical physics by Nauts and Wyatt in the context of the Recursive-Residue-Generation method [28] . More recently, Friesner et al. [9] have demonstrated that these techniques can be extended to solving nonlinear stiff differential equations. The approach developed in this paper is related to that of Gear and Saad [14] , Brown and Hindmarsh [1] on matrix-free methods in the Newton iteration of implicit multistep schemes; Our scheme uses a similar reduction of the underlying matrix but goes further in combining it with high-order approximation schemes for the reduced (exponential) operator. It is also related to the work of Nour-Omid [31] , in which systems of ODEs are solved by first projecting into Krylov subspaces with an unsymmetric two-sided Lanczos process and then solving tridiagonal systems of ODEs; the approach of Tal-Ezer and Kosloff [45] ; and also the work of Tal-Ezer [44] and Schaefer [40] on polynomial methods based on Chebyshev expansions. The idea of evaluating arbitrary functions of a Hermitian matrix with the use of the Lanczos algorithm has also been mentioned by van der Vorst [50] . The use of preconditioning for extending the stability interval of explicit methods, thus bringing them closer to fully implicit methods, has been discussed in [49, 36] . Although our method works from a subspace, it does not suffer from some of the aspects of partitioning methods (see, for example, [54] ). Partitioning methods rely on explicitly separating and treating differently the stiff and nonstiff parts. However, it is usually impractical to confine stiffness to a subsystem [4] . The Krylov method, on the other hand, relies on the nice convergence property of Krylov approximations to essentially reach a similar goal in an implicit manner [38] . The outermost eigenvalues, including the largest ones, will be well approximated by the Krylov subspace, so that the Krylov approximation to the matrix exponential will be accurate in those eigenvalues, thus accommodating stiffness. Note that there have been several recent efforts to design algorithms for the solution of time-dependent problems, some of which may be particularly suited to parallel processing; see [47, 19, 21, 22, 42] and [48] for a review. It should also be mentioned that the approach we are using to aproximate and evaluate the exponential of the reduced operator has its roots in the work of Varga [51] and in previous work by the authors and others; see Section 3 for details.
The structure of our paper is as follows. In Section 2 we formulate the Krylov subspace approximation algorithm and prove some a priori error bounds. In Section 3 we present a method for the accurate approximation of the exponential of the Hessenberg matrix produced in the course of the Arnoldi or Lanczos algorithm. In Section 4 we consider problems with time-dependent forcing and introduce two approaches to handle the integration of the non-homogeneous term. We then proceed in Section 5 with a stability analysis of each approach in the context of the quadrature techniques used, leading to Theorem 5.1. In Section 6 we present numerical experiments for problems of varying difficulty, and finally, in Section 7, our concluding remarks.
Polynomial approximation and the use of Krylov subspaces
In this section we consider using polynomial approximation to (4) , that is, we seek an approximation of the form 
By construction the above algorithm produces an orthonormal basis 
For the remainder of this discussion, for any given 
which we address in Section 3. The approximation (7) is central to our method, and its effectiveness is discussed throughout the remainder of the paper. The next section is devoted to providing the theoretical justification.
We also note that when ¥ is symmetric, Arnoldi's algorithm simplifies into the Lanczos process, which entails a three-term recurrence. This is a result of the fact that the matrix 
However, the resulting vectors, which are in theory orthogonal to each other, tend to lose their orthogonality rapidly.
A priori error bounds and general theory
The next question that arises concerns the quality of the Krylov subspace approximation defined in Section 2.1. A first observation is that the above approximation is exact for 
Note that ¢ is associated with a particular norm. Unless it is otherwise specified, we assume that the reference norm is the usual 2-norm. Then the logarithmic norm ¢ ¡ is equal to the maximum eigenvalue of the symmetric part of
The function ¢ satisfies many norm-like properties, but it can also take negative values. We refer to [6, 5] for a description of its properties. It can be shown in particular that § ¥ § ¨ ( 8) We assume throughout that ¥ is a real matrix. We now state the main theorem of this section. where
The proof of the theorem is established in Appendix A. To see what one can gain in using the logarithmic norm instead of a standard spectral norm, compare Theorem 2.1 with the bound proposed earlier in [13] 
For the sake of illustration let 
These theorems show the approximation properties of (7). They can also serve as a guide to choosing the step size in a time-stepping procedure. Indeed, if we were to replace ¥ by the scaled matrix ¥ , then the Krylov subspace will remain the same; that is, The consequence of (13) is that by reducing the step-size one can always make the scheme accurate enough, without changing the dimension ¦ . We note that these bounds are most useful when ¦ is much larger than what is usually used by standard explicit methods. Indeed, in our experiments, we have used large values of ¦ to our advantage. We refer the reader to [37] for additional results on error bounds for this method. is a small matrix, the cost of computing can easily become non-negligible. For example, when ) is tridiagonal symmetric, the simplest technique for computing is based on the QR algorithm. However, this is rather expensive. Therefore, we would like to use approximations which have high accuracy, possess desirable stability properties, and allow fast evaluation. The method we recommend is to use rational approximation to the exponential, evaluated by partial fraction expansion. This technique has been discussed in the context of implicit methods by the authors [13, 10] , and we would like to take advantage of it in the present context. The (serial) complexity of the QR factorization algorithm is¨ respectively. An approximation of this type, referred to as a Padé approximation, is determined by matching the Taylor series expansion of the left-hand-side and right-hand-side of (14) at the origin. Since Padé approximations are local, they are very accurate near the origin but may be inaccurate far away from it. Other schemes have been developed [51, 3, 18] to overcome this difficulty. For typical parabolic problems that involve a second order partial differential operator ) 1 0 that is self-adjoint elliptic, the eigenvalues of 0 are located in the interval
It is therefore natural to follow the idea introduced by Varga in [51] (see also [3, 2] ) and seek the Chebyshev (uniform) rational approximation to the function © § which minimizes the maximum error on the interval
To unify the Padé and uniform approximation approaches, we restrict ourselves to "diagonal" approximations of the form
, that is, in which the numerator has the same degree as the denominator. We note however that alternative strategies (e.g.,
)
1& ¢ ) will frequently work better for Padé approximations, without altering the principle of the method. Note that the stability properties of the aforementioned rational approximations are discussed extensively in the literature [53, 7, 20] .
A comparison between the Padé approximation and the Chebyshev rational approximation reveals the vast superiority of the latter in the context of the Krylov-based methods presented in this paper, at least for symmetric positive matrices ) , and relatively large values of ¦ . To see why this is so, we note that the idea of the method presented in this paper is to allow the use of large time steps by utilizing Krylov subspaces of relatively high order. However, for our method to be successful, the ability to use a large time step must also carry over to the computation of exp )
1 . We mentioned earlier that the Padé approximations provide good approximation only near the origin. Using the Chebyshev rational approximation to the function © § over the interval , 51] , it becomes possible to utilize time steps as large as our Krylov-based method allows.
For example in the diagonal Chebyshev rational approximation, the infinity norm of the error over the interval
is of the order of 10 still remained remarkably accurate when the eigenvalues were near the positive real axis. Although little is known concerning rational uniform approximation in general regions of the complex plane, a promising alternative is to use asymptotically optimal methods based on Faber transformations in the complex plane [8] . We also point out that there exist other techniques for approximating matrix exponentials by rational functions of ¥ ; see, for example, [30, 18] . The restricted Padé approximations of [30] avoid complex arithmetic at the price of a reduced order of approximation, and reduced levels of parallelism caused by the occurrence of multiple poles.
For compactness of notation in the diagonal approximations we will write simply
T he motivation in [10] for using the above scheme was parallelism. The first step in the above algorithm is entirely parallel since the linear systems ) ) ¦ £ 1 can be solved independently from one another. The partial solutions are then combined in the second step. The matrices arising in [10] are large and sparse, unlike those of the present situation. However, parallel implementation of the above algorithm can be beneficial for small Hessenberg matrices as well. For example, in a parallel implementation of the Krylov scheme, the "Amdahl effect" may cause severe reduction in efficiency unless all stages of the computation are sufficiently parallelized.
We should also point out that even on a scalar machine, the above algorithm represents the best way of computing ¡ . It requires fewer operations than a straightforward use of the expression (15) . It is also far simpler to implement. The poles¨ and partial fraction coefficients 
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The case of a time-dependent forcing term
In the previous sections we made the restrictive assumption that the function 3 in the right-hand side is constant with respect to time. In this section we address the more general case where 3 is time dependent. In other words, we now consider the system of ODEs of the form
As is well known, the solution of this system is
P roceeding as in Section 1, we now express
In one way or another, the use of the above expression as the basis for a time-stepping procedure will require numerical integration. Note, however, that under the assumption that we can evaluate functions of the form © ¢ accurately, we have transformed the initial problem into that of evaluating integrals. Simple though this statement may seem, it means that the concerns about stability disappear as soon as we consider that we are using accurate approximations to the exponential. The reason for this is that the variable ¦ does not appear in the integrand. The issue of stability will be examined in detail in Section 5.
The next question we would like to address is how to evaluate the integral in (17) ; for this we consider two distinct approaches.
The first approach
To begin with, consider a general quadrature formula of the form, 
The above formula is attractive because it requires only one evaluation of an exponential times a vector. On the other hand it may be too inaccurate to be of any practical value since it means that we may have to reduce the step size drastically in order to get a good approximation to the integrals. The next alternative is to use a higher order formula, that is, a larger ¢ in (18) . For example we tried a Simpson formula instead of trapezoidal rule. The improvements are noticeable, but we have to pay the price of an additional exponential evaluation at the mid-point § ¥ 2.
The recommended alternative is based again on a judicious exploitation of Krylov subspaces. In the formula (18) 
The combination of the quadrature formula (18) and formula (19) has been tested and was found to be remarkably accurate. These tests were conducted in the context of a slightly modified approach, discussed next.
The second approach
In the above approach we need to compute two Krylov subspaces: one associated with the current iterate ¦ and the other associated with 3 . We would like to show that we can reduce the computation to only one Krylov subspace. The resulting algorithm has different numerical properties from the one presented in Section 4.1.
The main idea is to use the identity:
which is obtained readily by integration. This is then substituted in the first term of the right-hand side of equation (17) to obtain
Note the important fact that the term © $ & ¦ , which was in the previously used formula (17), has been removed at the slight expense of modifying the function 3 § in the interval 6 0& . The modification consists of subtracting a vector that is constant in the interval of integration. In terms of computations, this modification requires one matrix-by-vector multiplication, certainly an inexpensive overhead, compared with that of applying the propagation operator to a vector.
With this transformation at hand, we can now proceed in the same manner as for for the first approach, combining Krylov projection and numerical quadrature. (19) based on this Krylov subspace is used to approximate the terms inside the integrand of (20) . The integration is then carried out in a similar way with the appropriate quadrature formulas. The numerical experiments in Section 6 will illustrate an implementation based on this strategy.
Our experiment in Section 6.4 shows an example of a rapidly varying forcing term 3 , where the method can perform adequately with only one additional exponential evaluation (at the midpoint). We note, however, that for some highly oscillatory forcing terms, a (preferably adaptive) scheme involving additional exponential evaluations or a reduction of the time step may be needed. There is one fundamental difference between the scheme (17) used in the first approach and the scheme (20) of the second approach: the function ¦ now figures in the integrand. This may mean completely different numerical properties and, as is shown in Section 5, the loss of the unconditional stability.
Stability
In this section we investigate the linear stability of the Krylov time-stepping methods when used for the solution of the semi-discrete system (2) . As noted in the introduction, this discussion will not take into account the interaction between space and time discretizations.
We first consider the stability properties of the approximate evolution operator 
Stability behavior of the first approach
is the exact integral (18) . In this situation, the total error at each step is of the form
This shows that if ¥ has no eigenvalues in the negative half-plane of the complex domain, then the above procedure is stable. Note that this is independent of the procedure used to compute the approximation to the matrix exponential by vector product. If one uses the Krylov approximation to the exponential, then we essentially have an explicit procedure that is stable. Although this may seem like a contradiction, notice that we have made very special assumptions. The important point is that we are essentially considering accurate one-step methods. In the extreme case where 3 is constant, the solution can be evaluated in just one step at any point in time provided the exponential is accurately approximated.
Stability behavior of the second approach
As mentioned earlier the alternative approach described in Section 4.2 is attractive from the point of view of efficiency but may have poor numerical properties. We will outline in this section a stability analysis of this class of methods in an effort to determine how to select the quadrature formulas that are most likely to lead to robust procedures.
We consider the simple time stepping scheme derived by applying a quadrature formula to the equation ( 
onsidering again real and positive¨, we will seek conditions under which we have
The second inequality is always satisfied and from the first we get the condition
s is easily seen through differentiation, the maximum with respect to¨ of the left-hand side is reached for¨ £ 2, and its value is 2 © 1 which is less than 2. Therefore, inequality (26) is unconditionally satisfied. This fundamental difference between the trapezoidal rule and the mid-point rule underscores the change of behavior in the second approach depending on the quadrature rule used. We will extend this analysis shortly.
The above development for the mid-point rule was restricted to¨being on the positive real line. Let us consider this case in more detail for¨complex. Setting # £ £ ¥ ¢ 7 ) 7 8
, we havë We now go back to studying the general scheme and extend the above analysis to the general case. Again we restrict ourselves to the case where¨is real positive. This condition will be replaced by a weaker condition later. However we do not necessarily assume that the weights are positive. Then we examine the conditions under which
Consider now any quadrature rule that satisfies the following two conditions: 1. Positivity condition:
2. Undervaluation condition:
The purpose of the positivity condition is to restrict the quadrature rule so that it yields nonnegative approximations to the integral of the function 
We have therefore proved the following result.
Theorem 5.1 Consider the time-stepping procedure (24) based on the second approach (Section 4.2) using a quadrature formula satisfying the positivity condition (29) and the undervaluation condition (30) . Then the region of stability of this scheme contains the positive real line.
Note that schemes with such properties are said to be A 0 -stable in the literature [41] . In many of our numerical experiments, we have observed this difference in stability behavior between schemes that satisfy the conditions of the theorem and those that don't. In many instances the composite closed-type NewtonCotes formulas tended to diverge for a small number of subintervals. On the other hand we never noticed any stability difficulties with the open Newton-Cotes formulas or with the Gauss-Chebyshev quadrature.
As a general recommendation, it is advisable to use open Newton-Cotes formulas instead of closed formulas. Although these formulas satisfy the undervaluation condition according to the previous lemma, we do not know whether they satisfy the positivity condition (29) . We know however that some of the low order, closed Newton-Cotes rules (3-point, 4-point, and 6-point) do satisfy this condition since their weights are positive.
Gaussian rules are extremely attractive not only because of their stability properties but because of their potential to drastically reduce the number of function evaluations needed to produce a certain level of accuracy. There is still much work to be done to determine which of the quadrature formulas will yield the best results.
As is suggested by the analysis of the mid-point rule for complex , we expect the full analysis of the stability of the second approach to be very complicated for such cases.
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Numerical experiments
A symmetric model problem
Our first test problem is issued from the semi-discretization of the heat equation 
15. The above expression is simply an explicit linear combination of the eigenvectors of the discretized operator. In order to separate the influence of spatial discretization errors and emphasize the time evolution approximation, for the experiments in this section we consider the solution of the semi-discrete problem ¢ 2 p r q t s ¢ to be the exact solution. The exact solution is readily computed from the explicit knowledge of eigenvalues and eigenvectors of s . The purpose of the first test is to illustrate one of the main motivations for this paper, namely the effectiveness of using large dimensional Krylov subspaces whenever possible. As shown in [13, 10] , similar conclusions also hold for methods based on rational approximations to the exponential.
Assume that we want to integrate the above equation between 0 and 0u 1, and achieve an error-norm at 0u 1 which is less than v 10w 10 . Here by error-norm we mean the 2-norm of the absolute error.
We can vary both the degree x and the time-step y . Normally we would prefer to first choose a degree x and then try to determine the maximum y allowed to achieve the desirable error level. However, for convenience, we proceed in the opposite way: we first select a step-size x that is needed to achieve the desirable error level. This experiment was performed on a Cray Y-MP. What is shown in Table 1 are the various time steps chosen (column 1) and the minimum needed values of x (column 2) to achieve an error norm less than v 10w 10 at 0u 1. We show in the third column the total number of matrix-by-vector multiplications required to complete the integration. The times required to complete the integration on a Cray Y-MP are shown in column 4. We also timed separately the evaluations of¨w © 1 and found these times to be negligible with respect to the rest of the computation. The last column of the table shows the type of rational approximation used when evaluating¨w Another point is that the matrix is symmetric, so we have used a Lanczos algorithm to generate the
instead of the full Arnoldi algorithm. No reorthogonalization of any sort was performed. The matrix consists of 7 diagonals, so the matrix by vector products are performed by diagonals resulting in a very effective use of the vector capabilities of the Cray architecture. Based on the time for the last entry of the table, we have estimated that the average Mflops rate reached, excluding the calculation of¨w © $ 1 , was around 220. This is achieved with little code optimization.
Observe that the total number of matrix by vector products decreases rapidly as We should point out that we are restricting ourselves to a constant time-step, but more efficient variable time stepping procedures are likely to reduce the total number of steps needed. From the result of Theorem 2.1 and Theorem 2.2 these observations come with no surprise. In effect, increasing the dimension of the Krylov subspace will increase the accuracy in such a way that a much larger & (i.e., a larger y ) can quickly be afforded.
A nonsymmetric problem with time-varying forcing term
In this section we consider the more difficult problem defined as before on the unit cube, with homogeneous boundary conditions and initial conditions:
The function £ is defined in such a way that the exact solution of the above partial differential equation is given by
As in the previous example, we took the same number of grid points in each direction, i.e.,
17, yielding again a matrix of dimension ) 15 3 3375. This experiment was conducted on a Cray-2. is set equal to 10.0. The integration is carried out from 0u 0 to 1u 0. We note that for the remaining experiments, unless mentioned otherwise, the rational approximation used forPw is the Chebyshev C(10,10). An important characteristic of this example is that the exact solution of the discrete problem is also an exact solution of the continuous problem. This is because the exact solution is a polynomial of degree not exceeding 2 in each of the space variables. For these functions the centered difference approximation to the partial derivatives in the operator (32) entails no errors. This fact has also been verified experimentally. Therefore, all the errors in the computed solution are due to the time integration process and this allows a fair comparison of the various techniques from the stand point of accuracy achieved in the time integration.
The second approach was used in which the integrals were calculated with 11-point composite (closed) Newton-Cotes formulas. In most cases we had to take more than 11 points, in which case we simply used a composite rule with a total number of points equal to 1 The sixth column shows the 2-norm norm of the error with respect to the exact solution of the continuous system, that is, with respect to (33) .
We observe that for larger time steps a larger number of quadrature points must be used to keep a good level of accuracy. We show the results associated with the smallest number of points for which there are no significant qualitative improvements in the error when we increase npts, while keeping x and y constant. Our tests indicate that the higher the order of the quadrature used, the better. This means that large gains in speed are still likely if we use more optimal, Gaussian quadrature formulas. A noticeable difference with the previous simple example is that the increase in y and corresponding increase in x to achieve certain error tolerances cause a less significant reduction in the total number of matrix by vector multiplications and total time required for the computation.
A comparison with other methods
Although an exhaustive comparison with other schemes is beyond the scope of this paper, we would like to give an idea on how the efficiency of the Krylov subspace propagation compares with some immediate contenders. The first of these contenders is simply the forward Euler scheme. This is an explicit scheme, and for not-too-small space mesh sizes, should not be excluded given that the corresponding process is highly vectorizable. However, an approach that may be far more challenging is to use an implicit scheme such as the Crank-Nicolson method,
combined with an iterative method, for example the conjugate gradient method, for solving the linear systems. The main attraction here is that we can solve the linear systems inaccurately, making the solution process very inexpensive. From this viewpoint, this "inexact Crank-Nicolson" method shares many of the benefits of the Krylov method, as was already mentioned in the introduction. Finally, a well known stiff ODE package such as LSODE [16] is also considered. For this comparison we took the same problem as before, but we needed to take ) 0u 0 in order to make the matrix s symmetric. This was necessary in order to be able to utilize the usual conjugate gradient algorithm for the linear systems in the Crank-Nicolson scheme. The £ function is defined as before, and the number of grid points in each direction is again
3375. We should point out that for the Crank-Nicolson method, we do not use preconditioning, and this is by no means a drawback. Because of time stepping, the matrix is usually very well conditioned, and as a result, the algorithm converges in a rather small number of steps. Moreover, because there is no need to solve the systems with high accuracy, the overhead in setting up the preconditioner would be difficult to amortize. Finally, the good preconditioners such as the incomplete factorizations do not generally yield a high performance on vector machines. In our tests, the CG algorithm is stopped as soon as the residual norm is reduced by a factor which does not exceed a tolerance v . We always take the tolerance v that yields the smallest (or close to the smallest) time for the Crank-Nicolson scheme to complete. In addition, note that the time steps in the Crank-Nicolson scheme are chosen at the outset and, similarly to the Krylov method, they are not adaptively controled. We show the performance for two time steps only, namely those that deliver close to the desired accuracy at the final point. In this test we used the Chebyshev rational approximation of order (6, 6) 7 and an absolute tolerance of 10w 7 at each point is used. These have been chosen so that the level of error produced by LSODE at 1 is comparable with that of the other methods. Table 3 shows the results. This comparison reveals that the Krylov scheme is superior when one considers the number of matrix-by-vector products as the primary criterion. There are situations in which these may dominate the cost, in which case the execution time could be proportional to the number of matrixvector products. When execution time is the primary criterion for comparison, then the Krylov scheme is still faster than Crank Nicolson but not by as large a margin. The Forward Euler scheme was unstable for the time step ¤ 0u 001 and ¤ 0u 00075. We also performed a set of tests with a larger version of this problem corresponding to the grid sizes
22, leading to a problem of size ) 8000. The conclusion is essentially the same in that Crank-Nicolson and the Krylov method are comparable, but the time for the explicit Euler scheme becomes much higher. We should add that we have regarded the problem purely from the angle of systems of ODEs, although we are aware that in practice a balanced accuracy between space and discretization is generally sought. However, this would lead to comparisons that are too complex.
A case with highly oscillating forcing term
We consider here an example of the same form as in the previous subsection; that is, the general equation is of the form (32) , and the initial and boundary conditions are identical. However, we now consider a forcing term for which the exact solution is given by
If the coefficient is chosen to be large, then the problem can be difficult to solve. We took here ------ Table 4 : Performance comparison of a few methods for problem of Section 6.4.
Note that as in the preceding example, the errors in the computed solutions are also entirely related to the time integration. We compared the same four methods as those of the previous section, the Forward Euler scheme, the Crank-Nicolson/CG scheme, LSODE, and the Krylov method using the second approach. In this example LSODE failed to complete in a reasonable amount if time.
One difference with the previous tests is that here we varied the quadrature formulas used. Thus cost due to the increased dimension of the Krylov subspace which translates into an increase in the number of matrix by vector multiplications. On the other hand, because of the larger time-step, the total number of steps required is reduced to such an extent that there is an appreciable net gain in performance. We have also proposed two approaches for handling non-constant forcing terms, with the view of extending these methods for general ODEs and nonlinear partial differential equations. The stability analysis of these approaches shows that the first is unconditionally stable and the second is A 0 -stable for a large class of integration schemes used. This has been widely confirmed by numerical experiments which indicate that the schemes proposed are competitive with standard methods such as Crank-Nicolson. Improvements to the approach described in Section 4.2 are possible by developing quadrature formulas that are more elaborate and specialized than the simple Newton-Cotes formulas used in our numerical experiments. We believe that the method proposed here can be extended to the solution of general time dependent nonlinear partial differential equations: the only subtlety is to isolate the action of the evolution operator, which is then well approximated by the schemes proposed here.
A Appendix: Proof of Theorem 2.1
The following lemma provides the basis for establishing error bounds for the error of the approximation (7). The result follows immediately.
# Thus, the error can be estimated by bounding each of the two remainder terms. We now use the concept of the logarithmic norm of a matrix as defined in Section 2.2. We will specifically use the inequality 
