We consider an optimal rearrangement maximization problem involving the fractional Laplace operator (−∆) s , 0 < s < 1, and the Gagliardo-Nirenberg seminorm [u]s. We prove the existence of a maximizer, analyze its properties and show that it satisfies the unstable fractional obstacle problem equation for some α > 0 (−∆) s u = χ {u>α} .
Let us observe that as a result the function U = α −û will be a solution of the unstable obstacle problem −∆u = χ {u>0} , which is one of the classical free boundary problems (see [10] ).
In this paper we consider the fractional analogue of the optimal rearrangement problem and show that its maximizers solve the fractional unstable obstacle problem that was recently consider in [1] .
For the minimization problem, in [2] we analyzed the fractional version of the optimal rearrangement minimization and show its connection with the stable fractional free boundary problem.
Our main result is the following theorem. The reader unfamiliar with the fractional vocabulary can find its basic objects, their definitions and properties is Section 2.
Let 0 < s < 1 be fixed. To avoid extra notations from now on we will use u f to denote the solution to [u] s is the Gagliardo-Nirenberg semi-norm (see Section 2) .
The main result of the paper is the following:
As a result the functionû solves the fractional unstable obstacle equation
In Section 2 we introduce some technical machinery, and in Section 3 prove a sequence of claims leading to the desired result. The non-locality of the operator requires new techniques in proving (1.1).
A toolbox for the fractional Laplacian
In this section we will present a short introduction about fractional Laplace equation mainly following [12] and [6] , but also some other authors cited below.
Let us first define the following fractional Sobolev spaces. Hence, for 0 < s < 1 we define
is the so-called Gagliardo-Nirenberg semi-norm.
Observe that H s (R n ) is a Hilbert space with inner product given by
Further we define H −s (R n ) as the dual space of H s (R n ) and for a domain D ⊂ R n ,
is a closed subspace and hence is also a Hilbert space.
We denote by H −s (D) the dual space of H s 0 (D). Recall that if f ∈ H −s (R n ) then, the restriction of f to H s 0 (D) uniquely defines a function in H −s (D). In that sense, we will say that H −s (R n ) ⊂ H −s (D) (even if this inclusion is not an injection).
Recall that the Gagliardo-Nirenberg semi-norm is Gâteaux-differentiable and
For a function u ∈ H s (R n ) we can also define
One can show that (−∆) s u(x) ∈ H −s (R n ), the limit in (2.2) holds in H −s (R n ) and
where ·, · is the duality product between H −s (R n ) and H s (R n ) (see [6] ). The lemma below is the fractional analogue of the Poincaré inequality (see [3, Lemma 2.4]).
Lemma 2.1. Let s ∈ (0, 1), D ∈ R n be an open and bounded set. Then we have,
For a function f ∈ H −s (D) we say u f ∈ H s 0 (D) solves the fractional boundary value problem in D with homogeneous Dirichlet boundary condition
for any v ∈ H s 0 (D). The next lemma is an easy consequence of the Riesz representation Theorem, with the help of (2.3).
The following lemma can be found in [12] .
for a constant C depending only on n, α and s.
The above results are valid also for solutions of f = (−∆) s u in bounded domains (see remarks after [11, Proposition 2] ).
The following compactness results (see [11, Lemma 10] ) will be used in our proofs. 
Then, J is pre-compact in L 2 (D).
As a final result, we state for further reference the following lemma concerning some convex maximization problem. The proof of these facts are easy, well-known and are left to the reader. 
Proof of Theorem 1.2
In this section we prove our main result, Theorem 1.2. We will divide the proof into a series of claims.
Using Hölder's inequality and (2.3),
and thus we obtain
since 0 ≤ f ≤ 1 a.e. in D, which proves that I is finite. Let now {f i } i∈N ⊂R β be a maximization sequence and let u i = u fi . Then
It is clear from (3.1) and (3.2) that u i is bounded both in H s 0 (D), hence by Lemma 2.4 there exist a subsequence (still denoted by u i ) that converges strongly to u 0 ∈ L 2 (D) and weakly in H s 0 (D). Since [·] 2 s is convex, it follows that it is sequentially weakly lower semicontinuous and hence
On the other hand, since f i is bounded in L 2 (D) and in L ∞ (D), there exist a subsequence (still denoted by f i ) converging weakly in L 2 (D) and weakly* in L ∞ (D) to some η ∈ L ∞ (D). SinceR β is weakly closed, we have η ∈R β . Thus, we obtain Applying again Lemma 2.2 together with (3.6), (3.7), we obtain,
By Lemma 2.2, (3.3) and (3.4), we obtain
From now onf ∈R β will denote any maximizer of Φ s , not necessary the one obtained in Claim 1, which we already know belongs to R β . Let us take f ∈R β and use the maximization property
This inequality implies that
If we now divide by ǫ and take the limit as ǫ → 0 we get
But if we now use Lemma 2.2, this last inequality becomes
as we wanted to show.
Next, observe that from Lemma 2.5, there exists af = χ E ∈ R β = ext(R β ) such thatf maximizes L(f ) overR β . Claim 3: α = sup x∈E cû(x) ≤ γ = inf x∈Eû (x) (where sup and inf denote the essential supremum and the essential infimum respectively).
Assume by contradiction that γ < α. Let us fix γ < ξ 1 < ξ 2 < α. Since ξ 1 > γ, there exists a set A ∈ E, with positive measure, such thatû ≤ ξ 1 on E. Similarly, ξ 2 < α implies that there exists a B ∈ E c , with positive measure, such thatû ≥ ξ 2 on E c . Without loss of generality, we assume that A and B have the same Lebesgue measure. Next, we define a new rearrangement off , which is denoted byf ∈ R β .
which contradicts the maximality off .
Recall thatû is continuous (Lemma 2.3), therefore α = γ.
We need to prove thatf 
Next, from Lemma 2.2 and Claim 4, we get
This completes the proof of the claim.
Claims 4 and 5 implyf = χ {û>α} and the proof of Theorem 1.2 is complete. A simple heuristic example can be observed as follows. Consider D which consists of two disconnected balls. We can always connect them by a very narrow tube, which would preserve the discussion below unchanged. For small values of β the maximizer of the optimal rearrangement problem will concentrate the set {û > α} in one of the two balls and keep the function zero in the other ball. On contrast the minimizer of the right hand side can reach a smaller value by "copying" the non-zero function to the ball whereû is zero.
