Coalescence of two massive black holes is the strongest and most promising source for LISA. In fact, gravitational signal from the final inspiral and merger will be detectable throughout the Universe. In this article we describe the first step in the two-step hierarchical search for gravitational wave signal from the inspiraling massive BH binaries. It is based on the routinely used in the ground base gravitational wave astronomy method of filtering the data through the bank of templates. However we use a novel Monte-Carlo based (stochastic) method to lay a grid in the parameter space, and we use the likelihood maximized analytically over some parameters, known as F-statistic, as a detection statistic. We build a coarse template bank to detect gravitational wave signals and to make preliminary parameter estimation. The best candidates will be followed up using MetropolisHasting stochastic search to refine the parameter estimation. We demonstrate the performance of the method by applying it to the Mock LISA data challenge 1B (training data set).
and robust. However in presence of several sources one has to hunt signals one by one: finding the signal, estimating its parameters, removing it and searching for the next one. This somewhat diminishes efficiency of this method.
Another method [12] is closer to the proposed in this paper and it uses three stages: (i) construct time-frequency map of the data, identify the chirp and perform χ 2 fitting to estimate masses and coalescence time (ii) use the template grid (based on [13] ) to do matched filtering search, and (iii) use Metropolis-Hastings stochastic search as follow up on the candidates from the previous steps. This search method carries a lot of similarities with what we will describe below, but we should mention that our implementation is completely different. The advantage of using multi-stage methods described above and presented in the paper is estimation of the number of signals present in the data. By mapping likelihood throughout the whole parameter space using template grid we get straight away the set of all candidates (triggers, clustered in the time of coalescence, which crossed a preset signal-to-noise ratio (SNR) threshold). Now we are ready to discuss our method. The main novelty of which is the new template bank: we have used a stochastic method to build it and this is the first implementation. The focus of this paper will be on the construction of this template bank. The main idea is trivial: you throw templates in the parameter space and compute match (also called overlap) between trial template and templates in the bank, you add the trial template to the bank if the match is below a preset minimal match. Overlap is defined as a Hermitian inner product between two normalized signals:
Here S n (f ) is the one-sided noise power spectral density,s andh are normalized signals in the Fourier domain, and finally, the normalization means (ŝ|ŝ) = (ĥ|ĥ) = 1. The template bank can be seen as a grid in the parameter space and the coarseness of the grid is defined by the minimal match (M M ) between nearby templates (proper distance between the neighboring points on the grid). For the ground based interferometers M M is chosen as a compromise between computational power and the tolerated loss in detection. In the case of LISA, the signals are usually strong and detection is not a problem, so our choice of M M is governed by the speed of computation and by the closeness of the estimated parameters to the true values. Given M M , we want to construct template bank optimally: minimize number of templates while trying to keep overlap between neighboring templates close to M M . The problem of template placement was attacked in gravitational wave community by several groups 2 [13] , [14] . Previous banks aimed at the (sub)optimal placement using metric induced on the parameter space. The main problem one encounters in those methods is the search for the coordinate frame which would be close to Cartesian if parameter manifold is flat (or almost flat) and which makes ambiguity contours 3 close to circles. Even if one overcomes this problem, there is still a need to deal with boundaries which are usually overpopulated with templates. In addition, attempt to cover parameter space completely (without holes) inevitably forces us to place template with overlapping ambiguities contours, which leads to rather unnecessary large number of templates. Instead, while using stochastic method, we will allow for small holes in covering parameter space but increase slightly M M .
There could be several different ways to construct the stochastic bank in practice. We describe a particular way of building such a bank in the Section II, and this is the main result of this paper. Then we use the constructed bank to perform filtering of the noiseless data, the results are presented in the Section III. Here we consider the simplified signal from MBH binary, which is restricted 2PN model adopted in MLDC [15] and summarized in the Appendix A. The signal depends on five intrinsic parameters: masses (m 1 , m 2 ), time of coalescence (T c ) and sky positions (θ s , φ s ) and four extrinsic. In our search we have used F-statistic [16] to maximize over the extrinsic parameters: inclination (ι), polarization (ψ), luminosity distance (D L ) and initial orbital phase (φ 0 ), and we use iterative correlation method to identify the time of coalescence. Effect of the coalescence time on the ambiguity contours is discussed in the Appendix B. We summarize the key points of this paper in the concluding Section IV.
II. BUILDING STOCHASTIC BANK
Let us repeat the main idea behind building the stochastic template bank. We start with choosing a random point in the parameter space and this is our first template in the bank. Then we loop over N trials and for each trial (randomly chosen point in the parameter space within the prior) we compute overlap between the trial template and each template in the bank, if overlap is below M M we add the point in the template bank, and reject it otherwise. If M M is high, say above 0.95 one can usually use metric induced on the parameter space to compute distance between trial and the neighboring templates in the bank:
Here g ij is the metric
where we have assumed that the waveform h(t, λ i ) depends on the parameters λ i and δλ i is mismatch in the parameters. For closely placed templates, overlap, O can be approximated as
3)
however if we increase the coarseness of the grid the quadratic approximation is not sufficient and using this approximation usually overestimates the overlap, even more, the metric gives only local measure of distances between templates, whereas overlap is a global measure and it is important for placing templates, as we will show later in this section. For our search we have chosen minimal match to be 0.88 and it is too low to use metric (local quadratic approximation) in estimating overlap.
Computing the overlap directly is computationally expensive procedure. To tackle this problem we use two tricks. Firstly, we have assumed that the coalescence time is 5 hours after the observation period which is taken to be 1 year. The duration of observation is motivated by the full cycle in LISA motion and therefore in the Doppler modulation of the signal. The choice of the coalescence time was mainly governed by our desire to have the highest frequency of templates below 1 mHz, which allows us to use long wavelength approximation to the LISA's response. We have used only X TDI channel, unequal arm Michelson combination (see Apendix A for more details on the signal's model).
Restricting the highest frequency of the signal also enabled us to use low sampling rate. Finally, we manage to compute about 200 overlaps per second on a single core of Intel DUO 2. The second trick is to estimate the density of templates in the parameter space, then split it in the regions of approximately equal and small number of templates, and to populate each sub-region separately using cluster of computers. Small number of templates allows us to do many trials and have a reasonable overall coverage. Having about equal expected number of templates in each sub-region balances the computational load in parallel computing.
We have noticed that for a fixed masses the ambiguity contours which correspond to O = 0.88 do not change significantly for different sky locations. This implies that we can use a fix sky position, lay template grid in m 1 -m 2 space and it will be a valid grid (with good approximation) for any sky position. Moreover M M = 0.88 is too low for placing templates in the sky position, ambiguity contours are very big, and we use instead a uniform grid on the sphere with approximately 2700 points. The separation of points on the sphere was taken as double expected error in the determination of the sky location as defined by the inverse Fisher matrix. We have also found that other (extrinsic) parameters do not affect the ambiguity contours, meaning that contours stayed almost the same over several arbitrary chosen values, so we use a particular choice: (ι = 0, ψ = 0, φ 0 = 0). All in all, we need to place templates in m 1 -m 2 plane only. To search for coalescence time we slide templates across the data and look for the maximum of correlation. We have found that ambiguity contours are rather sensitive to the particular choice (fixed) of coalescence time, they change not only in size but they also rotate. The chosen coalescence time is not the most conservative, but, as it follows from the Section III, this is cured by iterative maximization of F-statistic over this parameter during the search. One can find more details on this in the next section and in the Appendix B.
As mentioned above, first we need to estimate the density of templates in m 1 -m 2 . We have found that m 1 , m 2 are rather not convenient coordinates. In the Figure 1 we have shown the typical global ambiguity contours of match 0.88 (we will explain meaning of "global" a bit later) in m 1 − m 2 space and in η − M space, here masses are red-shifted masses in units of solar mass, η = m 1 m 2 /M 2 -symmetric mass ratio, M = M η 3/5 is a chirp mass and M = m 1 + m 2 . One can see that the ambiguity contour in masses is almost one-dimentional structure, and indeed in the M − η space the chirp mass changes by less than 3% over the whole range of η. We should mention that we restrict the parameter space to the prior adopted in MLDC: , 4] . The size of the contours does change across the parameter space, in addition they also rotate, but the angle of inclination to η-axis is always small. This makes perfect sense, because the first, dominant, term in the gravitational wave phase depends only on M. I think those arguments are convincing enough to adopt η, M as the coordinate frame for estimating density of templates.
Before we go further we need to explain the meaning of "global" ambiguity contours. Inside those global contours overlap exhibits damping oscillations, which maximum amplitude reaches 1 at the central point and damps to M M = 0.88 at the boundaries of the global contour. In the Figure 2 we zoom into a part of the global contour around the central point (η = 0.1845, M = 735423). The green points correspond to the overlap above M M , and the overlap with central point is color-coded. One can see the separated maxima within the global contour. This is not something new, such structure was first described in [17] , and later in context of LISA in [10] . Let us emphasize an important point, the ambiguity ellipse described locally by the metric on the parameter space would correspond only to the green ellipse around the central point in the Figure 2 , and ignore other maxima. Taking only the central small ellipse as "area" of the template in the parameter space will seriously overpopulate the parameter space with templates. The size, orientation and hight (maximum overlap) of each small ellipse within the global contour as well as their separation depend on m 1 , m 2 , T c . We will present more detailed study of the global properties of the likelihood using F-statistic (rather than overlap) in the separate publication. Return back to the estimation of the template density in the parameter space. First of all we will define the area of a template as an area inside the global ambiguity contour. This is clearly overestimation of the area of a template, since there are "holes" inside the global structure, but after all we want to split parameter space in the regions of an approximately equal number of templates, and not to do rigorous template counting. We compute area of 336 uniformly distributed templates. Then we compute number of templates as in [18] , assuming that ||det g ij || ∼ (1 − M M )/A t , where A t is interpolated (coordinate dependent) area of a template:
Again, the absolute number is not very important for us here, what important is how it changes (accumulative number) across parameter space. In the Figure 4 we plot the interpolated total area of templates (in the left panel) and the area of templates which falls inside the parameter region defined by priors (in the right panel). One can see that (i) contours of equal area again correspond to approximately levels of constant M; (ii) the splitting of the parameter space based on the left or right panel is not the same. We have used the left panel (total area of the template) to do splitting of the parameter space, because we used assumption of the elliptical shape of the area in (2.4) which is better approximation for the total area. However we will keep in mind that expected deviation in number of templates from the mean will be higher in {0.16, 5.e5} and in {0.25, 4.e6} corners of the η − M parameter space. By looking at the cumulative number of template we have split parameter space in 15 sub-regions, those correspond to contours of equal M. In the Figure 5 we show this splitting in m 1 − m 2 space.
We have populated each sub-region separately in parallel, we terminated Monte Carlo when number of trials exceeded square of the current number of template in the bank. The final number of templates in each sub-region is [495, 346, 352, 375, 404, 408, 416, 432, 462, 479, 489, 517, 517, 532, 510], with mean value 449 and standard deviation 63. The number of templates is approximately 18 times more than predicted by a global ambiguity contours, and as mentioned earlier this is due to existence of the hollow spaces inside the global ambiguity contours. In the Figure 6 below we show one of such cases. There the global contours overlap but the local maxima of one template fall onto local minima of other template.
By filling up each of the sub-regions separately, we over-populate the boundaries between sub-regions (they were populated from both sides). It is not too much, ∼ 10%, for all 14 boundaries. One can get rid of some templates by computing overlaps between templates in near-boundary areas, however this procedure might crate "holes": the removed template, say a, which has overlap with b above M M , might have covered part of the space which is not covered by b. Therefore one needs to do an additional Monte Carlo to cover the newly created "holes" in the near-boundary regions.
To conclude this Section let us mention that if efficiency of the method is not a concern, then one can try to populate the whole parameter space without splitting or by making an arbitrary splitting. Alternative would be to populate with higher density regions of the parameter space which would more likely contain the signal from the astrophysical point of view. However studying shapes, size and orientation of the global ambiguity contours and local maxima is very useful exercise which helps to conduct the search and to understand the results.
III. APPLICATION OF THE STOCHASTIC BANK TO MLDC.
We have used noiseless training data set 1B2.2 to filter through the template bank for the testing purposes and to avoid the bias in parameters estimation caused by presence of the noise. Even though we have used the training data set (parameters of the signal are known), we have conducted the blind search (pretending we do not know signal's parameters). The prior knowledge was that there is only one signal with T c = 400 ± 40 days and SNR between 20 and 100 in a single TDI channel. For the search we have used so called rigid adiabatic approximation to the LISA's response (described in the Appendix A) and combined F-statistic for two channels with uncorrelated noise, X and 
We should explain here the search for coalescence time, it is similar to one used in [10] . We start with assuming some T c , usually at the beginning of the prior, and instead of computing inner products we compute correlation for different time lags:
Inner product is just a correlation at zero lag. Then F-statistic becomes an array, F(t k = k∆t), and we search for its maximum value. By doing this we are trying to fit the signal's intrinsic phase, assuming the wrong amplitude modulation (antenna beam function depends on the choice of t 0 and T c ). Then we use a new value of T c (lag at which was maximum of F(t k )) and repeat the procedure, usually it converges to maximum of F(t k ) at zero lag within few iterations. This procedure works very well and makes search for T c very efficient, but due to the coarseness of data sampling the best estimation of T c is a nearest multiple of ∆t, for the current search we have used ∆t = 120 sec. Previous studies shown that the coalescence time correlates with the chirp mass, this, usually undesired feature, rather helps us to improve efficiency of the bank. As we have mentioned above and discuss in the Appendix B ambiguity contours and local maxima depend rather strongly on choice of T c for a given M M , however allowing maximization over T c (and due to correlation between T c and M) different points from/besides the expected give a very high value of F-statistic. We have tried to illustrate this in the Figure 7 . In there we have plotted the ambiguity contour (88%) 4 around the true point and points of the bank which gave high value of F-statistic. Note that those points lie outside the ambiguity ellipse, at the same time, as we will show soon, those points are off in T c . We can use the correlation M − T c in the second step of search to find the true parameter of the signal.
So we have searched for four parameters: masses and sky location (with maximization over coalescence time). The best seven points are presented in the Table I . The candidates are separated in two groups: the first group corresponds to the true sky location of the signal and the second group shows the antipodal sky position. It is known (see for example [10] ) that for the low frequency sources (Lω gw 1, L is armlength) LISA's response function is quite symmetric with respect to the direct and antipodal sky positions. We have found quite well the sky location and relatively well the chirp mass. Note that those secondary maxima have F-statistic value very close to the maximal. So overall our bank did quite well. The candidates now can be passed to the second step of search.
Let us say few words about the second step of search. The second step is similar to described in [10] , but we do not need anymore frequency annealing. Metropolis-Hastings stochastic search can be simplified since we are already close to the true point. We use simulated annealing as it helps us to move off the local maxima. Note that we know a
FIG. 7:
Results of the search: we overplotted an ambiguity contour at the true point (the overlap value is color-coded) with points of the bank (large boxes) which gave high values of F-statistic. For those points color-coding denotes ratio of found F to Ftrue, value of F-statistic for the template with true parameters. global structure of likelihood (it is the same as internal structure of global ambiguity contours) in that region of space from the bank building stage, so we can use this information to construct an efficient proposal distribution (similar to "island jumping" described in [10] ). So in principle we need here only three proposal distributions: (1) jumps along eigen directions of Fisher matrix (to search in vicinity of the local maxima), (2) jump between local maxima (3) check direct and antipodal sky locations. We have successfully 5 implemented this search in the second round of MLDC and results are summarized here [20] .
IV. CONCLUSION
In this paper we have presented a new (stochastic) method to construct two-dimensional template bank for detecting gravitation wave signal from the inspiralling non-spinning MBH binaries. The main idea is to throw points randomly onto the parameter space and keep only those with overlap below a preset minimal match. We have shown how to implement such a method efficiently by splitting parameter space into sub-regions which can be covered with approximately the same number of templates. As a bonus we have also learned about local and global properties of the likelihood (or overlap) across the parameter space which is useful in designing search algorithms. Even though we have used this method in two-dimensional space, it can be extended to higher dimensional parameter manifolds. We used this bank to filter noiseless signal and have shown that the bank is efficient to capture the signal and to make preliminary parameter estimation. Candidates together with information about the properties of the likelihood in the vicinity of those points should be used in the second (follow up) step of the search.
We should mention that while studying the local and global properties of the overlap function, we have realized the importance of such study, and have started investigating global properties of the likelihood surface for the signals from Galactic binaries and inspiralling MBH binaries. There we rather use F-statistic instead of overlap. The results of this research will be published in the forthcoming paper.
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APPENDIX A: WAVEFORM
Here we give a brief summary of the waveform we have used in the search and for constructing the template bank. We start with the waveform in the radiative frame, following [21] :
here ω is the instantaneous orbital frequency and Φ is the orbital phase. Note that we are using restricted PN waveform. The two polarization amplitudes are
and the inclination angle i is between the orbital angular momentum and the direction to the source in Barycentric frame. It is convenient to use a complex representation of the waveform:
We use convention for Fourier transformation which agrees with "fftw":
In the solar system barycentric frame (SSB) the waveform is
We need to compute TDI streams. The single arm response is [22] 
where
Here L is the armlength (assumed to be constant),n l is a unit vector along the interferometer's arm,k = −n is the direction of the wave propagation, and p j = R + q j is position of j-th spacecraft in (SSB), R is position of the guiding center and q j is the spacecraft's position with respect to the guiding center. The field of gravitational wave is
Hereû,v define the polarization basis in the SSB:
Taking the above into account we get
and
Then one can compute the response for a particular TDI combination using the phase expansion around the SSB time which leads to the following expression for the single link:
This approximation we call rigid adiabatic approximation. In particular for the X-channel (unequal arm Michelson) we have
actually, only χ j is different for different TDIs. For X we will write it explicitly:
In the long wavelength limit x = Lω gw 1, those become
We have used the long wavelength expression for constructing the bank, and we have used expressions (A22) for computing F-statistic.
APPENDIX B: EFFECT OF COALESCENCE TIME ON THE AMBIGUITY CONTOURS
We have computed ambiguity contours around the true point of our search for the different fixed times of coalescence. In other words, we kept the sky location and extrinsic parameters constant and plotted ambiguity contour in η − M plane for the different values of T c . Results are presented in the Figure 8 . One can notice several important points: (i) ellipses of the local maxima increase in size as we go to larger T c , (ii) ellipses of the local maxima rotate and distance between them changes, (iii) the maximum overlap for the secondary maxima decreases as we increase T c , (iv) this is may be not obvious from this figure, but the global contour also slightly rotates. All these points can be easily explained: by changing T c and keeping fixed duration of the observation we effectively change the frequency range of the signal: by moving T c further away we are observing the low frequency part of the inspiral only. We know that the accuracy in the parameter estimation drops for a low frequency source, therefore we see increase in the size of the local maxima for larger T c . Low frequencies also correspond to the less relativistic regime of inspiral, and the phase of the wave is governed largely by the leading order term which depends on M only, therefore, for large T c , uncertainty in η increases and ellipses are more inclined toward the η-axis. Once we start to see the end of inspiral (which is ≥ 1 mHz), the majority of SNR comes from the last ten-to-hundred cycles (signal reaches most sensitive bandwidth of LISA, and intrinsic amplitude of the signal increases rapidly). Similar for overlap, the main contribution comes from the end of inspiral. If we observe the whole inspiral, the last ∼hundred cycles can be fit by many signals with different parameters, therefore we see the set of secondary maxima with the slowly damping strength (maximal overlap within the secondary ellipses)
This figure also suggest that for M M = 0.88 the conservative choice (smallest ambiguity contour) corresponds to T c ≈ 1.05 years. But this would produce significantly larger number of templates, which we believe is not necessary. This is because, as we discuss in the main body of the article, due to the maximization over T c and correlation of T c with M. What is more important is to take into account this correlation on the second step of the search to identify the true parameters (primary maximum).
