We will extend a recent result of B. Choi, P. Daskalopoulos and J. King [CDK]. For any n ≥ 3, 0 < m < n−2 n+2 and γ > 0, we will construct subsolutions and supersolutions of the fast diffusion equation u t = n−1 m ∆u m in R n × (t 0 , T), t 0 < T, which decay at the rate (T − t) 1+γ 1−m as t ր T. As a consequence we obtain the existence of unique solution of the Cauchy problem u t = n−1 m ∆u m in R n × (t 0 , T), u(x, t 0 ) = u 0 (x) in R n , which decay at the rate (T − t) 1+γ 1−m as t ր T when u 0 satisfies appropriate decay condition.
Introduction
Recently there is a lot of interest in the following singular diffusion equation [A] , [DK] , [P] , [V2] ,
which arises in the study of many physical models and geometric flows. When 0 < m < 1, (1.1) is called the fast diffusion equation. As observed by S. Brendle, P. Daskalopoulos, M. del Pino, J. King, M. Sáez, N. Sesum, and others [B1] , [B2] , [DPKS1] , [DPKS2] , [PS] , the metric g = u 4 n−2 dy 2 satisfies the Yamabe flow ∂g ∂t = −Rg (1.2) on R n , n ≥ 3, for 0 < t < T, where R is the scalar curvature of the metric g, if and only if u satisfies (1.1) with m = n − 2 n + 2 .
As observed by L. Peletier [P] and J.L Vazquez [V1] the behaviour of the solutions of (1.1) for the cases m > 1, (n−2) + n < m < 1 and 0 < m < (n−2) + n varies a lot. When m > 1, any solution of
will have compact support for any time t 0 < t < T provided 0 ≤ u 0 ∈ L ∞ (R n ) has compact support ( [A] ). On the other hand when (n−2) + n < m < 1, M.A. Herrero and M. Pierre [HP] proved the global existence and uniqueness of positive solution of (1.3) for any 0 u 0 ∈ L 1 loc (R n ). For n ≥ 3 and 0 < m < n − 2 n , (1.4) it was observed by P. Daskalopoulos, Galaktionov, L.A. Peletier, M. del Pino and N. Sesum etc. ([DS] , [DKS] , [GP] , [PS] ) that (1.3) has positive solutions which vanish in a finite time (1.3) has a unique global positive solution. Asymptotic large time behaviour of global solution of (1.3) when (1.4) holds and u 0 also satisfies u 0 (x) ≈ A|x| −q as |x| → ∞ for some constants A > 0, q < n/p, was also proved by S.Y. Hsu in [Hs2] . Asymptotic large time behaviour of global solution of (1.3) when n ≥ 3, m = n−2 n+2
, and u 0 (x) ≈ (n − 1)(n − 2) β|x| 2 log |x| 1 1−m as |x| → ∞ for some constant β > 0 was also proved by B. Choi and P. Daskalopoulos in [CD] . When n ≥ 3, 0 < m < n−2 n , m n−2 n+2 and u 0 (x) ≈ 2(n − 1)(n − 2 − nm) β(1 − m)|x| 2 log |x| 1 1−m as |x| → ∞ for some constant β > 0, asymptotic large time behaviour of global solution of (1.3) was proved by S.Y. Hsu in [Hs5] . First order symptotic behaviour of the self-similar solutions of (1.1) when n ≥ 3, 0 < m < n−2 n , was proved by S.Y. Hsu in [Hs1] , [Hs3] , [Hs4] , using integral equation technique. Second order asymptotic behaviour of the self-similar solutions of (1.1) when n ≥ 3, m = n−2 n+2
, was proved by P. Daskalopoulos, J. King and N. Sesum [DKS] . Second order asymptotic behaviour of the self-similar solutions of (1.1) when n ≥ 3, 0 < m < n−2 n , was proved by B. Choi, P. Daskalopoulos, S.Y. Hsu, K.M. Hui and Soojung Kim [CD] , [Hs5] , [HK] .
In the recent paper [CDK] of B. Choi, P. Daskalopoulos and J. King they proved that for any n ≥ 3, m = n−2 n+2 and γ > 0, there exist finite time extinction solution of (1.3) which decay at the rate (T − t) 1+γ 1−m near the extinction time T > 0 when u 0 satisfies appropriate decay condition. They also proved the behaviour of such solutions near the extinction time and showed that such solutions have type II singularities near the extinction time.
In this paper we will extend their results. For any n ≥ 3, 0 < m < n−2 n+2
and γ > 0, we will construct subsolutions and supersolutions of (1.1) which decay at the rate (T − t) 1+γ 1−m as t ր T. As a consequence we obtain the existence of unique solution of the Cauchy problem (1.3) which decay at the rate (T − t) 1+γ 1−m as t ր T when u 0 satisfies appropriate decay condition.
We will use a modification of the technique of [CDK] to construct subsolutions and supersolutions of (1.1) using match asymptotic technique glueing some particular inner subsolutions (supersolutions respectively) and outer subsolutions (supersolutions, respectively) of (1.1). These subsolutions and supersolutions of (1.1) will then be used as barriers for constructing the unique solution of (1.3) when u 0 decays at the rate (T − t) 1+γ 1−m near the extinction time T > 0.
Unless stated otherwise we will let n and m satisfy (1.4) and m n − 2 n + 2 for the rest of the paper. Suppose u is a radially symmetric solution of (1.1) in R n × (0, T). Let w(s, t) = r 2 u(r, t) 1−m , s = log r, r = |x|, x ∈ R n .
(1.5)
Then w satisfies or equivalently
By (1.6) and a direct computationŵ satisfies
where
Then φ 0 is positive in (A, ∞) and satisfies
Hence φ 0 can be regarded as a limiting first order approximate solution of (1.8) as τ → ∞. Let
Hence by assuming the boundedness ofŵ,ŵ η andŵ ηη , the term E 1 of (1.9) is negligible in the space-time region e γτŵ (η, τ) = O(1) as τ → ∞.
( 1.12) This suggest that the domain is divided into the inner region given by (1.12) in which the diffusion and advection terms of the equation (1.9) are negligible and outer region given by
in which the diffusion and advection terms of the equation (1.9) are not negligible. This suggests the transformation
(1.14)
Then by (1.7) and (1.14),
By (1.6), (1.16) and (1.17),
Note that by (1.5) and (1.15),
Let λ > 0 and v 0 be the unique radially symmetric solution of
given by Theorem 1. 
in R. Henceφ 0 may be considered as a limiting first order approximate stationary solution of (1.18) as τ → ∞. By adding some correction terms to the functions φ 0 andφ 0 we will construct subsolutions and supersolutions of (1.8) and (1.18) respectively in the outer region (1.13) and in the inner region (1.12) respectively. The plan of the paper is as follows. In section two we will construct subsolutions and supersolutions of (1.8) in the outer region. In section three we will construct subsolutions and supersolutions of (1.18) in the inner region using match asymptotic method. In section four we will construct distributional subsolutions and supersolutions of (1.1) and we will use these as barriers to construct the unique solution of (1.3).
We start with some definitions. For any open set O ∈ R n × (0, T) we say that a positive function u on O is a solution (subsolution, supersolution, respectively) of (
we say that u is a solution (subsolution, supersolution, respectively) of (1.3) if u is a solution (subsolution, supersolution, respectively) of (1.1) in R n × (t 0 , T) and satisfies
for any compact subset K of R n . We say that a function u on O is a weak solution (subsolution, supersolution, respectively) of (
We say that a functionŵ is a solution (subsolution, supersolution, respectively) of (1.8) 
Similarly we say that a function w is a solution (subsolution, supersolution, respectively) of (1.18
. We say that a function ζ on Q R is a weak solution (subsolution, supersolution, respectively) of
where ∂/∂n is the dervative with respect to the unit outward normal n on ∂B R .
Subsolutions and supersolutions in the outer region
In this section we will construct subsolutions and supersolutions of (1.8) in the outer region. Note that
This suggests one to consider subsolutions and supersolutions of (1.8) of the form
where θ 1 , θ 2 ∈ R are constants and φ 1 , φ 2 and φ 3 are functions on (A, ∞) which satisfies
dρ (2.6) for any η > A where C 1 , C 2 , C 3 ∈ R are constants. As observed in [CDK] by choosing
we get
Now by (2.3) and (2.4),
We now recall some results from [CDK] :
Lemma 2.1. (cf. Lemma 4.1 of [CDK] ) As η ց A, the following holds: [CDK] ) As η → ∞, the following holds:
where C 4 , C 5 , C 6 ∈ R are some constants. Lemma 2.3. As η ց A, the following holds:
Proof: By (2.6) and the l'Hosiptal rule,
and (i) follows. By (2.6),
and
By (2.11), (2.12) and (2.13),
and (ii) follows. Differentiating (2.10) with respect to η,
Hence by (2.12), (2.13) and (2.14),
Lemma 2.4. As η → ∞, the following holds:
where C 7 , C 8 , C 9 ∈ R are constants.
Proof: Since by the Taylor theorem,
we have
where C = C(η 0 ) is some constant. By (2.6) and (2.16), (i) follows. By (2.10), (2.15) and (2.16), (ii) follows. By (2.14), (2.15) and (2.16), (iii) follows.
Note that by Lemma 2.1, Lemma 2.3, (1.10) and the Taylor theorem, there exist constants 0 < δ 1 < 1 and
Lemma 2.5. Let γ > 0, θ 1 ∈ R, θ 2 ≥ 0 and ψ 1 be given by (2.2). Then there exist constants ξ 1 > 0 and τ 1 ≥ 0 such that
Proof: Let a 0 be given by (1.11) and
By Lemma 2.2 and Lemma 2.4, there exists a constant c 0 > 0 such that
On the other hand by (1.10),
Since θ 2 ≥ 0, by (2.2), (2.17), (2.18), (2.20) and (2.22),
By (2.2), (2.23) and (2.24),
By (2.26) and (2.27), we get (2.21) and the lemma follows.
Lemma 2.6. Let γ > 0, θ 1 ∈ R, θ 2 ≥ 0 and ψ 1 be given by (2.2). Let ξ 1 > 0 and τ 1 ≥ 0 be as in Lemma 2.5. Then there exist constants ξ 0 ≥ ξ 1 , 0 < δ 0 < δ 1 and τ 2 > τ 1 such that ψ 1 is a subsolution of (1.8) if
and a supersolution of (1.8) if
Proof: Let ξ 0 ≥ ξ 1 , 0 < δ 0 < δ 1 , 0 < ε < 1 and
be constants to be determined later. By the proof of Lemma 2.5, (2.25) and (2.26) holds. By (1.10) and (2.20),
Similarly there exists a constant C 1 > 0 such that
By (2.2), (2.17), (2.18) and (2.19),
. By (2.33) we can choose δ 0 > 0 sufficiently small and ξ 0 , τ 2 , sufficiently large such that (2.30) holds and
By (2.2), (2.17) and (2.18),
Similarly,
holds for any ξ 0 e −γτ ≤ η − A ≤ δ 0 , τ ≥ τ 2 . By (2.17), (2.20) and (2.25),
(2.37) By (2.34), (2.35), (2.36) and (2.37), we can choose δ 0 > 0 sufficiently small and ξ 0 , τ 2 , sufficiently large such that (2.30) holds and
(2.38) and
By (2.32) and (2.39),
Similarly by choosing δ 0 > 0 sufficiently small and ξ 0 , τ 2 , sufficiently large such that (2.30) holds we have
We now suppose either (2.28) or (2.29) holds and divide the proof into two cases: Case 1: (2.28) holds. Since by (2.28) θ 2 = 0, by (2.2), (2.17) and (2.20),
(2.42) By (2.36) and (2.42), we can choose δ 0 > 0 sufficiently small and ξ 0 , τ 2 , sufficiently large such that (2.30) holds and
By (2.38), (2.40), (2.41) and (2.43),
(2.44) and
Then by (2.44),
Hence by (2.8), (2.45) and (2.46),
Thus ψ 1 is a subsolution of (1.8) in the region {(η, τ) :
Case 2: (2.29) holds. By (2.38), (2.40) and (2.41),
Then by (2.8), (2.47) and (2.48),
Hence ψ 1 is a supersolution of (1.8) in the region {(η, τ) :
} and the lemma follows.
Lemma 2.7. Let γ > 1, θ 1 ∈ R, θ 2 ≥ 0 and ψ 1 be given by (2.2). Let 0 < δ 0 < δ 1 be as in Lemma 2.6 and τ 1 ≥ 0 be as in Lemma 2.5. Then there exists τ 3 > τ 1 such that ψ 1 is a subsolution of (1.8) if
Proof: We will use a modification of the proof of claim 4.6 of [CDK] to prove the proposition. Suppose either (2.49) or (2.50) holds. By (1.10), Lemma 2.2 and Lemma 2.4, there exist constants κ 3 > e and M 1 > 0 such that
be a constant to be determined later. Then by (2.51), (2.52) and (2.54),
holds for any η ≥ A + δ 0 , τ ≥ τ 3 . Hence by (2.51), (2.52), (2.54), (2.55) and by choosing τ 3 sufficiently large we have
By (1.10) there exist constants
By (2.59) and (2.60) and the fact that γ > 1 we have
for some constant C 3 > 0. By (2.56), (2.57), (2.58) and (2.61) and by choosing τ 3 sufficiently large we have
hold for any η ≥ A + δ 0 , τ ≥ τ 3 . By (2.53), (2.62), (2.63) and (2.64) we get that ψ 1 is a subsolution of (1.8) if (2.49) holds or a supersolution of (1.8) if (2.50) holds in the region {(η, τ) : η ≥ A + δ 0 , τ ≥ τ 3 } and the lemma follows.
By Lemma 2.5, Lemma 2.6 and Lemma 2.7 we have the following result. We now let
Lemma 2.9. Let γ > 0, δ 0 > 0 and A > 1. Let N be the smallest integer great than (1 + γ −1 )/2. Then for any given constants {c k,0 } 3≤k≤2N , there exist a constant τ 4 > 0 and unique constants {c 2k, j } 2≤k≤N,1≤j≤k , {c 2k−1, j } 2≤k≤N,1≤j≤k , such that the function
is a subsolution of (1.8) if (2.49) holds or a supersolution of (1.8) if (2.50) holds in the region
Proof: Since the proof of this proposition is similar to the proof of Claim 4.8 of [CDK] and Lemma 2.7, we will only sketch its proof here. Let h be given by (2.9). Suppose either (2.49) or (2.50) holds. By (2.65) and a direct computation,
Let τ 4 > 0 be a constant to be determined later. By (1.10), Lemma 2.2, Lemma 2.4 and the Taylor theorem, for τ 4 sufficiently large we have
69) 
we can iteratively choose unique constants {c 2k, j } 2≤k≤N,1≤j≤k , {c 2k−1, j } 2≤k≤N,1≤j≤k , such that
By (2.68), (2.74), (2.75), (2.76) and (2.77),
By (2.60) for τ 4 sufficiently large the last error term of (2.78) is bounded above by
By (2.72), (2.73), (2.78) and (2.79), is a subsolution of (1.8) if (2.49) holds or a supersolution of (1.8) if (2.50) holds in the region {(η, τ) :
Let A > 1 and φ 4 (η) = φ 3 (η) + C 10 η
for some constant C 10 > 0. By Lemma 2.4 we can choose the constant C 10 sufficiently large such that φ 4 (η) ≥ C 10 2 η
Hence we will assume from now on that C 10 is chosen such that (2.81) holds. By an argument similar to the proof of Lemma 2.5 and Lemma 2.6 we have the following result.
Lemma 2.10. Let γ > 0, θ 1 ∈ R, θ 2 ≥ 0 and A > 1. Let N be the smallest integer great than (1 + γ −1 )/2, {c k,0 } 3≤k≤2N be constants and ψ 2 be given by (2.66) for some unique constants {c 2k, j } 2≤k≤N,1≤j≤k , {c 2k−1, j } 2≤k≤N,1≤j≤k given by Lemma 2.9. Then there exist constants ξ 0 > 0, δ 0 > 0 and τ 2 > 0 such that ψ 2 is a subsolution of (1.8) if (2.28) holds and a supersolution of (1.8) if (2.29) holds in the region
Moreover
By an argument similar to the proof of Lemma 2.7 and Lemma 2.9 respectively we have the following two lemmas.
Lemma 2.11. Let γ > 1, δ 0 > 0, θ 1 ∈ R, θ 2 ≥ 0 and φ 4 be given by (2.80). Let
(2.83)
Then there exists τ 3 > 0 such that ψ 3 is a subsolution of (1.8) if (2.49) and a supersolution of (1.8) if (2.50) holds in the region
Lemma 2.12. Let γ > 0, δ 0 > 0, A > 1 and φ 4 be given by (2.80). Let N be the smallest integer great than (1 + γ −1 )/2. Then for any given constants {c k,0 } 3≤k≤2N , there exist constant τ 4 > 0 and unique constants {c 2k, j } 2≤k≤N,1≤j≤k , {c 2k−1, j } 2≤k≤N,1≤j≤k , satisfying
(2.84) and (2.76) , (2.77), such that the function
is a subsolution of (1.8) if (2.49) and a supersolution of (1.8) if (2.50) holds in the region
Similarly by an argument similar to the proof of Lemma 2.5 and Lemma 2.6 we have the following results. Lemma 2.13. Let γ > 0, θ 1 ∈ R, θ 2 ≥ 0 and ψ 3 be given by (2.83). Then there exist constants ξ 0 > 0, δ 0 > 0 and τ 5 > 0 such that ψ 3 is a subsolution of (1.8) if (2.28) holds and is a supersolution of (1.8) if (2.29) holds in the region
Lemma 2.14. Let γ > 0, θ 1 ∈ R, θ 2 ≥ 0 and A > 1. Let N be the smallest integer great than (1 + γ −1 )/2, {c k,0 } 3≤k≤2N be constants and ψ 4 be given by (2.85) for some unique constants {c 2k, j } 2≤k≤N,1≤j≤k , {c 2k−1, j } 2≤k≤N,1≤j≤k satisfying (2.76), (2.77) and (2.84). Then there exist constants ξ 0 > 0, δ 0 > 0 and τ 6 > 0 such that ψ 4 is a subsolution of (1.8) if (2.28) holds and a supersolution of (1.8) if (2.29) holds in the region
By Lemma 2.9, Lemma 2.10, Lemma 2.11, Lemma 2.12, Lemma 2.13 and Lemma 2.14, we have the following results.
Proposition 2.15. Let γ > 0, θ 1 ∈ R, θ 2 ≥ 0 and A > 1. Let N be the smallest integer great than (1 + γ −1 )/2, {c k,0 } 3≤k≤2N be constants and ψ 2 be given by (2.66) for some unique constants {c 2k, j } 2≤k≤N,1≤j≤k , {c 2k−1, j } 2≤k≤N,1≤j≤k satisfying (2.76), (2.77) and (2.84). Then there exist constants ξ 0 > 0 and τ 2 > 0 such that ψ 2 is a subsolution of (1.8) if (2.28) and a supersolution of (1.8) if (2.29) holds in the region
Moreover (2.82) holds.
Proposition 2.16. Let γ > 1, δ 0 > 0, θ 1 ∈ R, θ 2 ≥ 0, A > 1 and φ 4 , ψ 3 , be given by (2.80) and (2.83) respectively. Then there exist constants ξ 0 > 0, τ 2 > 0, such that ψ 3 is a subsolution of (1.8) if (2.28) and a supersolution of (1.8) if (2.29) holds in the region
Moreover (2.86) holds with τ 5 = τ 2 .
Proposition 2.17. Let γ > 0, δ 0 > 0, A > 1 and φ 4 , ψ 4 , be given by (2.80) and (2.85) respectively. Let N be the smallest integer great than (1 + γ −1 )/2. Then for any given constants {c k,0 } 3≤k≤2N , there exist constants ξ 0 > 0, τ 2 > 0 and unique constants {c 2k, j } 2≤k≤N,1≤j≤k , {c 2k−1, j } 2≤k≤N,1≤j≤k , satisfying (2.76), (2.77) and (2.84) such that the function ψ 4 is a subsolution of (1.8) if (2.28) and a supersolution of (1.8) if (2.50) holds in the region
Moreover (2.87) holds with τ 6 = τ 2 .
Subsolution and supersolution in the domain
In this section we will construct subsolutions and supersolutions of (1.18) in the inner region using match asymptotic method. Since the construction is similar to section 6 of [CDK] we will only sketch the argument here. Let λ > 0 andφ 0 be given by (1.21). We first recall some results of [Hs1] and [Hs5] . , then the following holds:
From now on we will assume 0 < m < n−2 n+2
and fix γ > 0, A > 1,
We also let N be the smallest integer great than (1 + γ −1 )/2 and {c ± k,0 } 3≤k≤2N be some given constants. Let the unique constants {c ± 2k, j } 2≤k≤N,1≤j≤k , {c 2k−1, j } 2≤k≤N,1≤j≤k , be given by (2.76), (2.77) and (2.84) with c k, j = c
, be given by (2.83) and (2.85) with
Then by Proposition 2.16 and Proposition 2.17 there exist constants
τ 2 > 0, such that ψ + , ψ − , are supersolution and subsolution of (1.8) in the region {(η, τ) :
For the case 0 < γ ≤ 1 by (2.81) we can choose τ 2 sufficiently large such that
(3.4) Then by (2.7), (2.81), (3.1), (3.3) and (3.4),
Let ξ 1 ≥ ξ 0 be a constant to be determined later. By (1.21), Theorem 3.1 and the intermediate value theorem, for any 0 ≤ ε < 1, τ ≥ τ 2 , there exist unique constants C 1,ε (τ, ξ 1 ), C 2,ε (τ, ξ 1 ), such that
When there is no ambiguity we will write C 1,ε (τ), C 2,ε (τ), for C 1,ε (τ, ξ 1 ), C 2,ε (τ, ξ 1 ), respectively. For any 0 ≤ ε < 1, let
Since by Theorem 3.1φ 0 (s) is a smooth strictly monotone increasing function, C 1,ε (τ), C 2,ε (τ), are smooth function of τ ≥ τ 2 . Let
Then the following holds.
where L 1 is given by (1.19).
We will prove that for sufficiently large ξ 1 there exists τ 0 > τ 2 such that ψ + ε (ξ, τ) and ψ − ε (ξ, τ) are supersolution and subsolution of (1.18) in the region (−∞, ξ 1 ) × (τ 0 , ∞). We first observe that sinceφ 0 (s) is a smooth strictly monotone increasing function of s, by (3.5) and (3.6) we have the following result.
Lemma 3.3. The following holds:
Lemma 3.4. For any ξ 1 ≥ ξ 0 , the following holds.
(i)
where a 0 is given by (1.11).
Proof: By (1.10), (2.80), (2.83), (2.85), Lemma 2.1 and Lemma 2.3,
and the lemma follows.
Moreover there exists a constant M 1 = M 1 (ξ 1 ) > 0 such that
Proof: Let ξ 1 ≥ ξ 0 . By (i) and (ii) of Lemma 3.4, (3.2) and (3.6),
Sinceφ 0 (ξ) is a strictly monotone increasing function of ξ ∈ R, by (3.12), (3.13) and Lemma 3.3, there exist constants x 0 , x 1 ∈ R such that
(3.14) and (3.11) follows. Then by Theorem 3.1 and (3.14) there exist constants
Let 0 ≤ ε ≤ 1/2. Differentiating the first term of (3.6) with respect to τ and letting τ → ∞, by (1.10), Lemma 2.1 and Lemma 2.3 we get,
By (3.15) and (3.16), there exists a constant M 1,ε > 0 such that
Similarly there exists a constant M 2,ε > 0 such that
By (3.18) and (3.17) the lemma follows.
By Theorem 3.1, Lemma 3.5 and an argument similar to the proof of Proposition 5.1 of [CDK] we have the following result. Lemma 3.7. There exists a constant ξ 2 ≥ ξ 0 such that for any ξ 1 ≥ ξ 2 there exist constants τ 4 = τ 4 (ξ 1 ) ≥ τ 2 and ε 1 = ε 1 (ξ 1 ) ∈ (0, 1/4) such that the following holds.
Proof: By (3.1) and Theorem 3.1 there exists a constant ξ 3 ≥ max ξ 0 , 2e, 4(|θ (3.21) and 2(n − 1)|θ
Let ξ 2 = 2ξ 3 and ξ 1 ≥ ξ 2 . Let
By (3.19) and (3.20),
By Lemma 3.4 there exists a constant τ 4 = τ 4 (ξ 1 ) ≥ τ 5 such that (3.27) and
(3.28)
Sinceφ 0 is a strictly monotonce increasing function, by (3.6), (3.23), (3.24) and (3.26), 3.29) and by (3.6), (3.19), (3.22), (3.24), (3.25) and (3.27) ,
and (iii) follows. Then by (3.21) and (3.29) we have
Since by (3.1),
and by (3.19),
there exists ε 1 = ε 1 (ξ 1 ) ∈ (0, 1/4) such that for any 0 ≤ ε < ε 1 ,
By (3.8), (3.9), (3.28), (3.30), (3.31), (3.32) and (3.33), we get (i) and (ii) and the lemma follows.
Lemma 3.8. Let ξ 2 be as in Lemma 3.7. Then for any ξ 1 ≥ ξ 2 there exist constants τ 5 = τ(ξ 1 ) ≥ τ 2 and ε 2 = ε 2 (ξ 1 ) ∈ (0, 1/4) such that for any 0 ≤ ε < ε 2 ,
Proof: By (3.5) and the definition of ψ
Sinceφ 0 is a strictly monotone increasing function, by Lemma 3.3 and the definition of φ ± ε , for any 0
and by (3.6) and (i) of Lemma 3.4 there exists a constant τ 5 = τ(ξ 5 ) ≥ τ 2 such that 
Thus by (3.39) and (3.40) there exists ε 2 = ε 2 (ξ 1 ) ∈ (0, 1/4) such that
By (3.37), (3.41) and (iii) of Lemma 3.7,
By (3.36) and (3.42),φ
By (3.35) and (3.43) we get (3.34) and the lemma follows.
Subsolutions, supersolutions and solutions in
In this section we will construct weak subsolutions and supersolutions of (1.1). We will then use these as barriers to construct the unique solution of (1.3) which decays at the rate (T − t) 1+γ 1−m as t ր T. We will now let ξ 2 be given by Lemma 3.7 and let ξ 1 ≥ ξ 2 . Let τ 4 = τ 4 (ξ 1 ), τ 5 = τ 5 (ξ 1 ), and ε 1 = ε 1 (ξ 1 ), ε 2 = ε 2 (ξ 1 ) ∈ (0, 1/4) be as given by Lemma 3.7 and Lemma 3.8 respectively. We will fix 0 ≤ ε < min(ε 1 , ε 2 ) and let τ 3 = τ 3 (ε, ξ 1 ) ≥ τ 2 be given by Proposition 3.6. Let τ 0 = max(τ 3 , τ 4 , τ 5 ). Then by Proposition 3.6 and Lemma 3.7, ψ + ε (ψ − ε respectively) is a supersolution (subsolution, respectively) of (1.18) in the region (−∞, ξ 1 ) × (τ 0 , ∞) and (i), (ii), of Lemma 3.7 holds for any τ ≥ τ 0 . Moreover (3.34) holds in R × (τ 0 , ∞).
Let r 1 (ξ, t) = e ξ+A(T−t) −γ and r 1 (t) = r 1 (ξ 1 , t). Then
and by Lemma 3.8, u
By (1.21), (3.8), (3.9) and (4.1), Theorem 4.1. u + ε is a weak supersolution of (1.1) in R n × (t 0 , T) and u − ε is a weak subsolution of (1.1) in R n × (t 0 , T).
Proof: Let f ∈ C ∞ 0 (R n × (t 0 , T). By the divergence theorem,
3) where n ξ is the unit outer normal to the surface Γ(ξ) with respect to the domain D 1 (ξ) and dσ ξ is the surface area element on Γ(ξ). Since the left hand side of (4.3) is equal to
where dσ is the surface area element on Γ, by (4.3),
t). (4.5)
Summing (4.4) and (4.5), where
Now by (4.1), ∇(u + ε (r 1 (t) − , t)) m , 0 · n ξ 1 (r 1 (t), t) = r 1 (t) E(r 1 (t), t) 
Hence u + ε is a weak supersolution of (1.1) in R n × (t 0 , T). Similarly by Lemma 3.7 and a similar argument u − ε is a weak subsolution of (1.1) in R n × (t 0 , T).
By an argument similar to the proof of Theorem 4.1 we have the following result. By an argument similar to the proof of Lemma 2.3 of [DaK] we have the following result.
Lemma 4.3. Let t 1 > t 2 > 0, R > 0 and Q R = B R × (t 1 , t 2 ). Let g 1 , g 2 ∈ C(∂B R × [t 1 , t 2 ) ∪ B R × {t 1 }) be such that g 2 ≥ g 1 ≥ 0 on ∂B R × [t 1 , t 2 ) ∪ B R × {t 1 }. Suppose v 1 , v 2 ∈ C(Q R ) are weak subsolution and supersolution of (1.24) with g = g 1 , g 2 , respectively and
Then v 2 (x, t) ≥ v 1 (x, t) for any (x, t) ∈ Q R .
