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Рассмотрим краевую задачу 
X " = f U. х.х'.х') . t t r » [ ­ i . . / J ( i ) 
x ( ­ 0 = x , , х(о ) = х а . х о ) » х 5 . (г ) 
i ­e X¡.(.R. t ­1 .2 ,3 . f ( f . x . x : x * ) « C í ' b O . 
Ció значим I _ = С ­ i. 02 г Г. =. [0 ,1 ) . 
ТЕОРЕМА I . Пусть J С t. х, X', X') непрерывная для 
( £. х . х ' . х") € СI х R1) и выполняются сле.упгпе уело­ . 
в ш и 
. Х40 J . 
(3) 
(А) для t fe It н v С х ' . х ' ) е <?* 
fU ,X .X ' ,X ' J * ­6C t ) ­C l ( t )X , Х » С 
fCé.x.a ' .x* ;* . ICO ­ a í O z 
для U ' L , V ( x ' . x ' ) e f? 1 
f ( t , x , x ' , x ' ) * вец + a C O x . x » o ļ 
f ( t , x , x \ x ' j * - é ( t > + a C O x . x < o í . 
где act) , feCt) . aC­ í ) . feC­t) e С Ш и, кроме того, 
a Ci) . бСО » О . Предположим, что a СО удовлетво­
ряет УСЛОВИЕ' 
где А , . .;.<г 1*, (* .0ф<<­#*)<*0<£& . £ * Ш . ( 5 ) 
(4) 
при атом ^ « С*. *Р >г о есть функция Грина задача 
а'=о , шо)- и г О ­ о 
(В) Пусть для любого М * О существуют постоянные И 
такие, что 
| тС1.х,х'.х*)| £ К (•<* 1Х'|\ IX'» ) * " . 
(В 0 ) Для любого М„>0 в достаточно малой окрестности 
ки существуют постоянные К„ , е >• о такие, 
1К4,Х,Х,,Х*)Ц к . П * ,<р,(»1*1Х*1*,!)+ ^ ^ ( « н х ' Г ' ) ] (8) 
для IX ! « М „ , У ( х ' ,х ­ ; 6 я * . 
где »1 = 1 . ^ * 1 . ' I . % непрерывные убыв­
ющие функции и ч\Л°} = I. 
Тогда решение задачи ( I ) ; (2 ) существует для любых , 
0­4,2,5. 
п.1 . Для доказательства теоремы вам понадобятся с 
дующие леммы. 
Ш И Н . Пусть оЛО удовлетворяет условию ( а ) тео 
ремы I . Тогда решение и., Сь. ,45 задачи Ковш 
и." = ­ .а(4) и. ( 
иЛЦ) ­о , а'си>=1 , и,"(и>=»р 
для V *­с е С о , 1 ) положительно для V Ь б C b . H i 
ДОКАЗАТЕЛЬСТВО ПЕЗДЫ I . Допустим противное, т . е . 
что существует значение ¿ ­ 1 , e C U . i l ( да 
торого а, С1» .М = 0 , так что и . и . . * ) > 0 . VI * ( • 
Подставив УТО решение з уравнение (9 ) в пронитегрироадл 
его о*­ I. ­о Ь г- < . } г случаем 
- ь -
< = ­ \ аСь')и.4С4<,,4Ы5 . Ь* [Ь . .1 .| . ( I I ) • 
Для уравнения ( I I ) рассмотрим краевую зпдачу 
и,слл)-*а/.ьЛ)=&. ( 1 2 ) 
Представим решение задачи ( I I ) , (12) в виде 
*, « , (13) 
где ^ „ (<,5) » 0 есть функция Грина задачи 
и"=0 и С М = 1 Д 1 , ) = о 
Ц, 4 I 4 Ь 
(14) 
Из ( 6 ) , (12) следует, что 
•дДЗ * • *. в м * . Ц 5 ) 
Обозначим na.cc и, = и.,(<.. I") =и,*>о , Г* в.. и . 
Из 413) следует, что 
I. ' 
Щ 6 и," т а л ( з К.и.*> 2 \ Ш),Ц йкЛ 
i4lU.il »• 
иш, с учетом гого, что выполнено усло&1е (а ) теорема I , 
а ( 15 ) . 4 . 
Иодучекное •..глпшоречкз доказывает лемму I . 
ЛЕ1НА 2. Пусть а СО удовлетворяет уоловив (а ) 
теоремы I . Тогда решеане и ^ С и . О задачи Ковш для 
уравнения (9) с начальнши условиями 
аС*. ) = а'а.Г^о . а "СО=1 (16) 
дал V {. € 10, О положительно для V* € И., <). 
Доказательство яемкы 2 аналогично доказательству 
леммы I . 
ЛЕША 3. Пусть О.СО удовлетворяет ус ловив ( а ) тео­
ремы I для ( с I . и х и ) есть решение задачи 
х " » ­ аСО х ­ 8СО 4 . è * *< 
xCoi=H. . х'Со> = Т , х Ч о ) ' 0. 
(17) 
где Н„ e R . «ССО»0 . •* в С CI » ) • 
Тогда при достаточно больших Т будут справедливы неравен­
ства 
X C D Î H . . V U I . . x t O » H . + T P j (18) 
где р>0 и не зависит от Т и J.CO­
ДОКАЗАТЕЛЬСТВО ЖШ 3. Обозначим через X.CO реше­
ние задачи 
х " = ­ а С » ) х ­ 6СО 
1(о )= М., Х*Со)»х"Со)­0 
и через А ( О ­ решение задачи 
х " = ­ а ( 1 ) х + « О 
Х(0)=х'Со) = х 'Со )=0 . 
Легко проверить, что А СО имеет вид 
(19) 
(20) 
Ttfl) tfett) 
TtCS) *.U> 
WCi­) e u 
(21) 
где T V ) , к « 0 , 1 ,2 . есть частные линейно независи­
мые решения уравнения х " = ­ а ( Ч ) х t e I, , опре­т 
деленные начальными условиями 
«А г ( 0 • l*i (22) 
а «/"(s) ­ их определитель Вронского. Из ( 19 ) , (22) следу­
ет, что w( t ) a i •/ , V i t Г, . кроме того, ШР*9 . Из 
(21) видно, что для этого нам достаточно показать, что 
xeCt) x,Ct) х^СО 
X.Ciļ Х,СО X»Ci) 
х ;сь ) x;ci> x;cs­) 
^.0 , 0 4 b * l * i . 
Пусть S=* S. « I . ­ . Тогда x C s O ­ x ' C s . ) ­ ° » x ' o W 
и по лемме 2 получаем, что x C O ^ O для t * s « и 
ДМ Vs . £ 1+ , как решение задачи Крши 
X w = ­ a U ) x , £($.)= х ' ( ь .>=0 ,х ' сь . ) ­1 , 5». i t * i . 
Теперь ре пение задачи (17) можно записать в виде 
X ( D = X.(t ) +Tu,(o,t) Hj+T&tfft*)* 5 Й ^ Й * ] . (23) 
где a « ( o , l ) ­ решение задачи ( 9 ) , (10 ) . 
Из (23) при t « 4 и достаточно больших Т получаем 
Х ( 0 » Н . + т £ а , ( о , О , (24) 
откуда следует, что в качестве р > о можно ззять число 
£ о , ( 0 . П . Из (23) следует также, что Х Ш * Н . . 
V t G I . . В самом деле, т.к. и.;со,о)>о, а х в ( о ) »н . . 
х, ' (о) = X," С о » = о , то при достаточно большом Т вы­
ражение в квадратной скобке в равенстве (23) будет неотри­
цательным. 
ЗАМЕЧАНИЕ I . Утверждение легяш 3 имеет место, если 
в задаче (17) вместо 0­С1) поставить' О.С.­0 . 1 * 1 . • 
ЗАМЕЧАНИЕ 2. Если вместо задачи (17) рассмотреть зада­
где н. с­Р. . . . « С о . о . *<*) е С О . ­ ) . * с о » о . 
•^ э утверждение леммы 3 будет иметь место и для этой задач?, 
если только и > 0 достаточно ' ало . Это прямо следует из 
непрерывной зависимости решения задачи Кош от начальных 
данных, Ц ] . Можем выбрать таким, например, что 
и. « . ,<)> Щ& • 1 4 « ; « > . После чего. 
взяв Т достаточно большим, можем получить величину в квад­
ратно.1, скобке в (23) при Ь= < равной ­^и,(о.О. 
ЗАМЕЧАНИЕ 3. Аналогичное утверждение можно сформули­
:«ог­:.ть для решения Х(*> задачи 
Х ( и = Н , . х ' С О = о , х 'Си.)=т. 
п.2. В дальнейшем нам понадобится функция 
^ ? С • которую мы определим как решение задач? 
а"» пг (| а'Л ц (ИМИ»**) (№1 «Г ,** >) , 
ц(р )=0 , а'(о)=«. . а*(.о)*^ , (26) 
где .• *ь I ­ 4.2. , ­ те же, что и в теореме I , 
т > 0, о(. * О. в * О и 
' А > ^ « 1 . (27) 
Это решение Ч>'0 существует на некотором интервале 
I о , I " ] . г д е I* >0 
Для малых t по формуле тейлора имеем 
.|«0,»,2. 
(26) 
Так как Ч^Дь") ­непрерывные неуоывапщие функции, то взяв 
Ь" достаточно малым, чтобы ^ ( ш 1 а " Ч о | ) * 2 
для 0 * * * 4 " . « = 1 . 2 .тогда I? б 2пг, 
] = 0,1,2. и из (26) для о е 4 I ' . получаем ве­ 1 
равенства 
041 <к± • (29) 
При этом важно отметить, что пг в неравенствах (29) не зави­
сят от оС и £ . 
ЛЕША 4. Решение и. (Л) задачи 
иСо)=­Н„­. а'(о)=Т*­.с<., и­'(о)=Т^ £ . Н.*0 . 
где Т ь 0 определяется равенством 
(а 'соУ) 4 + Са'Со»1*1 =• Т(У ' +у>) =Т 
имеет вид 
И С * , * - Н в + АчЧЫ) . 
(30) 
•.•да А = Т * . 1 Ъ т Т * " * , таж тто ÄÜ. = Т V­ . 
А В г = Т " я ( А Ь 1 ) " 1 ~ Г . а < ? Ю ­ р е ­
пе шю задачи (26 ) . Лемма 4 доказывается прямыми вычислени­
ями, которые мы опускаем. 
ЛЕмМА 5. Пусть имеет место ( 27 ) . Тогда 
mir. Ы*3%У*4г . е с л и 2 т г„ «. { . 'е. >о , 
Сг£*2тЗ„ ­ T Z t-
ДОКАЗАТЕЛЬСТВО ЛЕЮ.!. 5. Обозначим oL \ул = с 
Из (27) имеем 
V = C i ­ f c ­ V l ) ^ • e « . ­
Из (32) следует, что ТГсо> = 1. 1Ю) = г.. 1>'со> ^<г.>о 
я ТУ'"^0 для V £ € Со, 1) . Таким образом, график 
[функции V лежи? целиком зад прямой £ , соедикяюдей концы 
кривой v . Заметим, что для о s а * £ а * ­ >о 
ордината прямой больше $ , а это значит, что V > Jr . 
если 0 i > s 2 т ъ . ь £ . 
Лемма доказана. 
ЛЕйЫА 6. Пусть функция f ( < , х . х ' . х") удовлет­
воряет условиям ( А ) , ( а ) и (B Q ) теоремы 1. Тогда для любо­
го решения x c i ) ' задачи ( I ) , (2) справедлива оценка 
11'(0)| + ix*Co), < С . , 
где С о >0 зависит от f , X, , хг , х 4 и не зависят от 
выбранного решения задпчя ( I ) , ( 2 ) . 
ДОКАЗАТЕЛЬСТВО Я&ЁЩ 6. Пусть ТС*) ­какое­либо 
решение задачи ( I ) , ( 2 ) . В силу ( 3 ) , ( 4 ) л не уменьшая обш 
ностя, молем считать, что Х'(о>»С , х*;о. )э0 . Прц э* 
относительно %(о) возмояны два случая: I ) 1Со1=а д»о, 
2 ) XCP) = x t ¿.0 . Д л я ХС<Л*Р , x ' C o j * 0 , Х"Со).о 
справедливость леммы 6, очевидно, следует из леммы 3. Бу­
дем доказывать лемму 6 для Х(о) <о , хЧо ) »о , х Со)'*с 
(Остальные случаи сводятся к рассматриваемому ?^меяамя I 
на ­ t и х на ­ х . При замене * на ­ t на Т» необходимо 
рассматривать функцию СЦ­П вместо а. С * 1 ) . Конем 
такте считать, что х ' ( о ) • х"(о> * о . ддя удобства 
дальнешпх вичислепиЗ запишем х'(0) , х Ч о ! з виде 
х ' Ю ) = т и , Х'(о)-ткр, [ (34) 
где V, ^V» ­ те же, что а в теореме I , а л » о. е » о 
.удовлетворяют соотношению ( 27 ) . Т » 0 определяется ра­
венством 
Ц Ч о , ) * ' + С х ' с е » * * « т . ( 3 5 ) 
Б; .эм считать, что Т > I. 
Нам необходимо показать, что Т не может принимать 
сколь угодно больших значений. Обозначим Н * и 
возьмем в условии ( 3 0 ) М. = Н • Пусть х ( 0 ­ решение 
задачи ( I ) , ( 2 ) , для которого 
(Х'СомЧк» + 1х"(о>|Л<рг(°> > 1 • ' 
Тогда для тех Ь ~*0 , для которых величина 
иохяо сделать следупцис преобразования 
х " = ~ (|х'(1)1 • ¥.(1И­1Х1111115) * 1Х"С»)|1 ДО­ 1хЧ«|*­)) а 
­ . . (36) 
я сисООх'ОМ <?,0 И­ ) + и'СОГ 1?а0и­ ( х ' а м 1 3 » . 
Для функции Л. С*") из условия (В 0 ) получаем следующую 
оценку 
',0.11)»­ & 'й 4 г*.. езт) 
Замети, что а. СО есть непрерывная функция, зависящая 
от забранного решен­г ХСО задачи ( I ) , ( 2 ) , но удовлет­
воряткая оценке (37) для тех 0 4 * { , для которых 
Я ;Х(С )|4, й .Для дальнейших рассужде­
ний ми от^е.з?чямся значениям хСО х с * х с о * о . 
Пусть и М есть функция, найденная в лемме 1 о т , <*­ , 
р , определенными равенствами ( 34 ) , (35) и с гп=­2к„ . 
Очевидно, что для о 4 1 • I" будем иметь 
Х**<4) » ­ « " ( « ) ^38) 
Покажем, что если существует Х Ш , для которого т » 1 
. может принимать сколь угодно большое, значение, то решение 
Х Ш выйдет из прямоугольника, определяемого прямыми 
4 = 0 , * = 1 . 1 = 0 , х = ­ н через прямую х = о 
при некотором Ъ =» * 1 и с достаточно большем значе­
нием Х'С ? ) , либо х " ( ? ) , а в таком случае из за­
мечания 2 леммы 3 будет следовать, что Х(1) > IX , I . 
Полученное противоречие и будет доказывать лемму 6. Триж­
ды интегрируя неравенство (38) с начальными условиями 
Х(о)=и.(о)=­Н, х'(оЛ=и.'(о)=Т " . 0 1 > х"(о)­а ' (0) = Т" *^ , (39) 
от о до Ь*о .получим следугоие неравенства 
х ' Ф ^ г & т ^ ­ а ' а ) 
Х'С*> > 2 оСТ * + 2 б Т * ­ а!Ц) Ш ) 
х ( « г ­ г н + г ^ т ^ + в ^ т ^ ­ а а ) . 
Из леммы 4 имеем 
ц.С«»­Н + А ц>( 64) =» ­ Н + т *• ^ (ВО 
о 
а ' и " ) = А Б Г ( Ы ) ­ Т * • ГСбо 
а"(4) = А в У с ь О - Т ^ • 
Подставив эти выражения в (40) получаем 
X4t) . *T*2j . i + 1^ C2ot­4>46ift (41) 
X ( i ) > ­ H . 2 « H T i ; + j . t ! ' T ^ _ T i " ­ 4 > 2 ( 6 t ) . 
Обозначим теперь В t = г и будем считать на­
столько малим, что о * ­t & rru.n.(t*. t ) , и, кроме то ­
г о , 2тг<- ^ для O s e s B » . 
Использул нераве^итва v29,, 141) найдем, что 
Х Ч | ) ? ( ? ­ 2 т г ) Т } ' (42) 
4 
( « t + в г ­ г т г г г ) Т т ' (43) 
X ( | V ^ ­ H + ( о ( ^ г ­ т г г ) | т ^ (44) 
Пусть 2 = . Тогда из (44) можно определить такое „на­
•ение Т= Т„ , что, если положить 
i. i. 
• I(o)=­H,x'(o)=»T e ' ' ,oC, х" (0)=Т о * 1 ^ . (4о) 
то X ( ­fj­} ? О , а именно 
о 
т ( 2 Й ) Л 
Покажем, что Т. не ксиет б=.ть очень большим. Очевидно, 
что существует о * г. щ 'г. , при котором решение n t ) 
определенное начальными условиями (46 ) , обращается в нуль, 
т . е . 
X ( t . ) = 0 . i. = -1r • (47) 
- It -
При ЭТОМ ±­
X ' C t . ^ C * ^ . - f n ­ e ' ) V . (4Ь) 
х " С Ч » ( у ­ ^ . » 1 « . ) T „ ' » ­ '19) 
К.;ли теперь обозначить через X ( L . i ) значение решения 
задачи 
x " = ­ a ( l ) x ­ b(t) + «Ц») 
X ( t . ) = 0 . x ' ( t . ) ­ и ^ в г . ­ m ? . 1 ) г„*. 
при t = 1 , то ^ 
%{{.Л)Ш&.Аи+рг.-тг1)1^^-ЛЩ-2тг.)Т? . (50) 
Пусть теиерь £ ­ 2тг . ? . о . Тогда £+рг* ­ «ч г. * 
^ гр zl ъ О . Очевидно, что либо 
6 ­ 2 * * , либо * . т т . ; . ( 5 1 ) 
В этоа случае из (50) слепует, что взяв достаточно боль­
шое Т. , будем иметь x ( t . , l ) > l x s l 
Из (46) видно, что Т„ возрастает с уменьшением "г, 
При этом 2 , « •г, . Следовательно, взяв достаточно малое 
Z,, получим значение Т„ , при котором будет иметь место 
х Ю > i x » l , и для г. , соответствующего выбранному 
нами г, , будут заведомо выполняться неравенства (51 ) . 
Рассмотрим теперь' случая £ — 2 ш ­г, <.о . Тогда, 
учитывал леилу 5, имеем 
x ( U ) > u^t,. fl(**j«.­»w?)T.* 4­ ^ . . О С у ­ г т ^ т / ' > , 
г.а,(4.,1)(А.ьг.­тг. 1)Т.'­­2тг.и 1а..ОТ 0 '" ' г­
?u.,CU)(<i*6«.­'ne)T eV 2m*.0usC'.Xftfi > 
где С, = 4 ­ а « • С ^ Н 1 * . 2 ' * * т . и а , 
а а = гтил и,(*.,1) , ц , = шла ' и , ( * » . 0 ­и ьСо.и] Го,».] 
СВ СИЛУ лемм 1 ,2 а, . 1Ц > 0 . ) ^ с 
Очевидно, пш достаточно малом ъ° С,­С»г." >"г ' 
4 с 
т . е . ХС* » ,1>* Т 0 • ф Т . о . , при предположении, 
что Т 0 может поинимать сколь угодно большие значения, по­
лучаем опять, что Х(1. ,1)>1Х 4 1. 
ЗАМЕЧАНИЕ I . При.6=0 из(52) следует, что 
­де Ci = С , ­ С г может быть как положительной так и 
отрицательной величины, в зависимости от соотношения С, 
и С» . Таким образом, лемма 6 справедлива пои б>0 в 
условии (B Q ) теоремы I . 
ЛЕММА 7. Пусть ifivHKUHH f ( < • х . х . х ' ) удовлетво­
ряет условиям ( А ) , ( а ) , (В 0 ) теоремы I . Тогда существует 
число N * 0 , зависящее от X; . £ = < . г , } , f и ус­
ловия (А)о такое, что 
I X I * ) U И . t É Т . (53) 
где х ( 0 ­ любое решение задачи ( I ) , U). 
ДОКАЗАТЕЛЬСТВО ЛКМШ 7. Докажем справедливость лем­
мы для t e l , . Из условия (А) следует, что для t t I . . x » o 
уравнение ( I ) может быть записано как 
х"--ki)­açt)x 1­ < ; t ) , (54) 
а для t б I » , X * 0 как 
X " = К О ­ О С О х ­ ¿ ( 0 . (55) 
где <A(O%0 зависит от выбранного решения. Заметим, 
что ХС4) &СО и XU\cUO есть непрерывные луикц­" 
для 11 I t . Таким образом, для V ( х , а', х " ) t R* 
u t f 1, имеем 
Х~ = + Ш') - <KUX z .Ш). (Ь6) 
Введем теперь вспомогательную "ггашкю 
V ( l ) = 4 ­ Х г С О . t b (57) 
для которой имеют место следукхцие соотношения 
V V . I I ' , \ / * = х х " + ( х ' ) г и 
V " = X X " + 5Х'Х". " (58) 
Интегрируя (58) от 0 до t поручаем для V уравнение вида 
* г. 
V =0*6,(0­i2o.cs .wWdj + В , СО, 
где 
С ­ V » ­ ^­Cx'«>>)*= X(.o)X\o) ­ ­|<X%é)* con.it. 
причем \С l i » o o в силу леммы 6 и т.к. |ХСоМ«­*оо 
B )CO=|­(t'(«)%ici=Ui>xc«)ds г о . ( г 0 ) 
о 
I 
т.к. а Ш ) * 0 »•.'•'•'•** и 3 1 i a K в подинтвграл.,но: 
выражении (60) совпадает со знаком X ; 
t 
В^со • \ Ст è w x c o V s & о. (61 ; 
т.к. Ht) * о , t е I , н знак "+ в подинтегоально­­­
виражении (61) противоположен знаку X . 
Исследуеы решение краевой задач 
\/"=С • В.СО ­ 12й(ь­)У(Ос14 * Ь,(0 
которое может быть записано как 
о • 
• • • 
Ьс.ш теперь учесть ( 60 ) . то получим 
У(»)*К0*\Ч(1лфа(гМгМ*<1$ * Н.(1л)1Ь»С^1си , 
где 6 сО = ­ ! с ^ . . ^ . 
Далее, ' » » • ' ' 
Обозначим ­ . * х1 • ЬСх) и , + " 
О гкоснтеаьно этих 'функций справедливо еде дующее 
18 ­
2) ^ Г . „ Мх) '=0 » и Й И г 1 для 
41 *с я УхСЙ 
Из этого видно, что выбором соответствующего ь вто­
рой интеграл в (65) сожно сделать сколь угодно ыалой веян­
чпнок, в то время как первый интеграл пш этом остается 
величиной ограниченной. 
Ьыбараем теперь £>о столь малой величиной, что 
$* "С*Ч" . (66) 
где 
Обозначим пгол. Ш > - * У У " ) « И * , I V * . ' . . 
Лэ (64) следует, что 
и и 1 1 1 . • • 
ТгЗМ * ' •• ­'ч­л »••• • + т а г ^ \ ^ , и . й 1 ?. I К » * * 0­0 
ИДИ 
V. в силу ВШЮАНОШЯ условия ( а ) теоремы 1 и шбора £ > 0 . 
(С€) , получаем, «ц­о , а с ледовит»''. и»ю и х ( * ) 
ограничено для VI е 1« • 
Чтобы доказать ограниченность К"*) на I ­ следует 
сделать замену I на­1 . 
и.З. Итак, доказано, что сущсстнуст число N » 0 , аи­
виснщсе от x¿ , С —¡.2 .л , услиния ' А ) такое, что 
ДЛЯ льбого ;лшения Х(Ч) задачи ( I ) , (2 ) справедлива 
оценка {х(ЦИН , 
В таком случав, в силу выполнения условия (В ) , согласно 
результатам [21 , [31 , получаек существование априорных 
оценок для X'U) и х 'СО , q именно 
1%'COU ix'COi '• к, . U 1 . 
где N , ? 0 _ некоторая постоянная, не зависящая от t . 
Определим лг/шомю 
F',t ,x.x: i ' )=Kt.N4^). * • « ( £ ) • • (67) 
и рассмотрим краевую задачу 
х " ^ F ( t , X . x ' . X " ) , t fe I 
;68) 
XC­0 = X . . XCo)=x l , X(..^ = x s . 
Легко Проверить, что пункция F удовлетворяет условиям тео­
ремы i и с теми же ФУНКЦИЯМИ ало . . что и функ­
ция f . Кроме того, для n u N , 1x4» i + IX'CDI* N t 
Функийя F совиадает с «УИКДОбН Т , для IXI > N , 
IX 'Uu 1Х*(.ОГ>М< она ограничена. Применял теперь 
результат ft.Ccab [3] , [41 , получаем сушестз звание ве­
дения задачи ( 6Ь ) . а следовательно и задачи ( I ) . ( 2 ) . 
Благодарю своего научного руководителя У.А.Клокова 
за постановку задачи, советы и замечания при обсуждении 
розу льтатов. 
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DEPbAii КРАЕВАЯ ЗАДАЧА ДЛЯ ДИФФЕРЕНЦИАЛЬНОГО 
УРАВНЕНИЯ ЬТОРОГО ПОРЯДКА С КВАДРАТИЧНЫМИ 
СААГАЕИоШ 
Н.И.Васильев 
Вычислительные центр ЛГУ 
им. П.Стучки 
Рассмотрим простейшую двухточечную краевую задачу с 
квадратичными слагаемыми вида 
f(.i.x,X') = А(*) * B ( t ) x «­ССОх' * ашх'* 
+ Ut) х х ' + c c o x ' 8 , 
t e C o , U = I . A.B.C.a.e.c ê CCI") . ( 3 ) 
X., I . I f. 
Задочи такого типа могут вообще не иметь решения, 
либо иметь их несколько. Все эти случаи хорошо иллюстри­
руются следующими примерами. Так, задача 
I * » Х г + А , х(о) = х ( 0 = 0, 
если А > 0 и достаточно велико, не имеет им одного ре­
шения. В случае А=0 существуют два решения. Если 
Д<0 , *о для любого целого N>0 мохно подобрать 
таким, что краевая задача 
Х " = К « . Х Х ' ) . ( I ) 
Х (0 )=Х., 1(0 = 1, , (2) 
будет иметь точно N рёаений. Последнее следует из рас­
смотрения на фазовоИ плоскости поведения интегральных 
краевых уравнений 
4 1 ­ Х**Д 
ах " а 
в окрестности особой точки ( ­ > Н А , о ) . Заметим, что на­
личие нескольких решений существенно затрудняет численной 
нахождение хотя бы одного решения. 
п.1. Для задачи ( I ) , ( 2 ) необходимым и достаточным 
условием существования решения является (см. [ I I , [ 21 ) на­
личие двух функция и. р ^ С 2 С П таких, что 
<Ш> * $ 1 » , * £ , ( 5 ) 
сШ» * Х„ <: &С0), сЩ) 4=Х, . (7 ) 
/ ' 
Построение таких функций в обдеи случае представляет из­
вестные трудности. Для задачи ( I ) , ( 2 ) были найдены сле­
дующие случаи, для которых оказалось возможным построить 
такие функции. 

где 
H, = шло. (. vuf «J » О 
Выполнение условна ( 5 ) ­ (7 ) в этом случае легко проверяет­
ся, т . е . задача ( I ) , (2 ) имеет по крайней мере одно реше­
ние. 
• 4) Пусть 
QCU = è C U ­ 0 . 6С.О >0 Vt 11 
и уравнение 
X' = A(t )+B(OX*C<." i l ' • C U ) I ' Ï ( 8 ) 
имеет решение иИ> .продолжимое на интервал I . Тог­
да краевая задача ( 8 ) , ( 2 ) имеет точно одно решение. 
В самом деле обозначим u i o i = u . , Вд1)<*и< 
и сделеем замену = XU) ­ u(t) . Отпоомтельно 
функции UCt) задача ( 6 ) , (2 ) запишется в виде 
ы'= ЬЧОу • ( ССО + 2c(t)u.'u))u' » u o y * . 
y(o ) = X . ­ u „ , у и ) = Х , ­u , . 
Эта краевая задача разрешима, тах как построенные для 
нее функции 
dXO= hua QCC.­U» ,x,-u,) 
удовлетворяй условиям ( 5 ) ­ ( 7 ) . Тем самым разрешима зада­
ча (8 ) , ( 2 ) . Единственность решения следует из условия 
К О » о vi е I ( с и . щ ). 
5) Пусть 
с С О * v I б I 
и выражение 
йСОХ а + 6С«ХХ'+ ССОХ'* 
для любого t e l можно представить в виде 
С О Н Х ' ­ K, t t )X ) ( i ' ­ к , с о х ) , 
где к,СО и к гСО ­ непрерывно дифференцируемое на I 
функции. Предположим, кроме того, что хотя бы для одной 
из функций к,Ct) иди к гСО выполняется неравенство 
оСО + С с О ч ­ к ^ ­ ч Ч о v i t I . i ­ l . a . (9 ) 
I 
Тогда решение задачи ( I ) , (2 ) сунествует. 
Ъ самом деде, пусть, например, неравенство (9 ) вы­
полняется для функции к,et) 
Обозначим 
С ЬОI + ССО к,СО ­ *,*(«) ­ к.'СО), 
t 
S = vuf С >ACt)\ exp ( ­ i K.cods ) , 
H , ­ т о л (."I". 4 . 1 . l X,i) . Н . ­ ­ Н . • 
Определяй функции сЦО и ftU) следующий образок 
<Щ) = Н. ехр ( |к.их1&), e « ) » Н, есср С ^ к . < 4 > i s ) 
Очевидно, условия (S) и (7 ) выполняются. Проверни, напри­
мер, для функции р£1) , что условие ( б ) также выполня­
ется. Учитывая, что pCi) ­ решение дифференциального 
уравнения 
X ' ­ к,(Д1х = 0, 
условие (6) для функции вСЛ) перепишется в виде 
р" t. AU) + BQOp + CCDj.' . (10) 
Имеем 
j ) ' = Н,к,Шесср С |xi<L«d<). 
Теперь,вспоминая определение чясла Н, и учитывая усло­
вие ( 9 ) , . легко проверяеи для всех t ь I справедливость 
неравенства {ICrj. Таким образок, задача ( I ) , (2 ) имеет 
по крайней мере одно решение. 
6) Пусть 
act) + 0 tft 6 I . 
Не уменьшая общности, можем считать, что асО?о ¥ 1 * 1 
(в противной случае делаем замену X на ­ х ) . Пред­
положим далее, что для всех к € 1 квадратное уравнение 
АСО + ВСОг • а С О г 1 ­ 0 
имеет вещественные корни ЙК*) а га С*) , причем с у ­
ществует число а£ й такое, что 
г , с о « а * г, со . 
Тогда задача ( I ) , (2) разрешима тля а „ , Х 4 • , удов­
летворяющих условию 
гтил(Х. ,Х. ) гс1 . (12) 
В самом деле, полагал 
¿ (0=а. . ьСО~ тол(Х..Х,, *и> г,(О ­ ) 
и учитывая неравенства ( I I ) , ( 12 ) , а также, что а СО з>0 
V I £ I , легко проверяем, что условия ( 5 ) ­ ( 7 ) выполня­
ются. Таким образом, краевая задача ( I ) , (2)'разрешима 
для Х . . Х , , удовлетворяющих неравенству ( 12 ) . 
п.2. Приведенные условия разрешимости задачи ( I ) , 
(2) не удалось уложить в стройную систему. Заме.им, что 
в случаях 1­5 существование решения краевой задачи ( I ) , 
(2) гарантируется для любых х « , X, £ К . В тех 
случаях, когда задача ( I ) , (2 ) разрешима во для всех 
X. , X, 6 Р. представляется интересный ва плоскости 
( Т . .х, 4 , построит* область, точки которой соответству­
т краевая услоьанм, ара которых краевая задача ( 1 ) , ( 2 ) 
имеет ршевие. " ' . 
В качестве примера построки такую область О для 
задачи 
Х * = Х * . Xt ­ l ) = X. . ЗД)­Х, . (13) 
Прежде всего заметим, что если краевая задача (13) имзет 
решение, то разрешима также краевая задача 
Х ' ­ Х 1 . Х С ­ 0 = Х , , 1 ( 0 = Х„ . 
Отсюда следует, что искомая область 0 симметрична от­
носительно прямой X, = X, . Из условий разрешиости 
краевой задачи ( 1 ) , ' ( 2 ) , рассмотренных в случае ( б ) , вс­
лучаем, что задача (13) разрешима для всех г! • 
Более того, если задача (13) имеет решение Х * ( 0 при 
которых Х^ , X* , то она разрешима для всех \, 
X , , таких, что I . * х.* , х . ? х,* . В самом цсле, 
полагая 
cCCt) = X* ( t ) , 6 Ü ) = max (x . , x . l . 
видим, что условия ( 5 ) ­ (7 ) выполняются. 
Пусть хС* ) ­ решение задачи Ноши для уравнения 
Х ' ­ Х 2 . (КО 
с начальными условиями 
5(0) = ­ 1 , х ' ( о ) = о 
Это решение симметрична относительно оси х , монотон­
но возрастает для t >, 0 и имеет вертикальную асимпто­
ту при некотором t = т ?о . Цусть^ ( ­ Ъ . М ­ макси­
мальный интервал на (,-t.x) , где x C t ) ­ о. 
Теперь решение уравнения ( 1 » ) с условиями 
имеет вид 
очевидно, если к t [­4,1] » 1 0 решение х С О опреде­
лено для 7 6 [ О.Т) . Обозначим 
Те (о.т.1 
и пусть у, 6 ( 0,г,] корень уравнения 
Т 4 ХС7 ) ­б 
Очевидно такое у, единственно. Легко видеть, что зада­
ча 
Х" = Х* , Х(­1)=Х, , Х(0 = Х. 
имеет решение только для х . е [ 5 , ос) 1 причем 
1. = 1 . о 5 является граничной точкой области 0 ' . 
Учитывая симметрию области С1 относительно прямой 
.Т<, = Х, , задачу (13) достаточно рассмотреть при краевых 
условиях, где Х„ € Гб . « > ) , х . * х с . Теперь можно 
показать, что граница области 0 • X. = ч?(х,\ 
есть монотонно убывавшая функция, заданная параметричес­
кими уравнениями 
С б ёо, т.­т.) , 
которая стропится к горизонтально» асимптоте 
1, = 7 . г х и Т . - г ) . 
Заметим такие, что з каждой внутренней точке области О 
задача (13) имеет два решения, в то время как на границе 
О только одно. В общем случае для краевой задача ( I ) , 
(2 ) при приближенном построении границ таких областей 
удооно пользоваться ЭВМ. 
п.З. Для численного нахождения решения задачи ( I ) , 
(2) можно применить метод стрельбы. В точке I = о зада­
ется недостапщее значенае х ' ю ) и решается задача Коша 
на отрезке [0 ,1 ] . В зависамоств от полученной аелачины 
ХС 0 значение ХЧо) уточняется. Однако прамеиение 
метода стрельбы осложняется тек, что зависимость величи­
ны Х<. О о* Х'(0) при наличии у задача ( I ) , (2) нес­
кольких решений не является монотонной. В этом случае по­
лезно построение графика ХСО в зависимости от Х'С°)­
Такой график позволяет находить области, где существу** 
одво, два, а т .д . , в ни одного решения задача ( 1 ) , ( 2 ) . 
Для численного решения задачи Коша ножно использовать 
иетод Рунге­Кутта, который в этом случае достаточно эф 
фективен, если значение 
"л^ р ОхштхчяО 
16 1о.() 
С5) 
яо очень асазло. 
Ь качество фиыира для задачи 
Х ' = I 1 ­ ^оооо , Х(О") = -<00 
приведен графах ХСО в завнсаиости от х'(о) . При ин­
тегрировании на ЭВМ использовался метод Рунго­Кутта с по­
стоянный шагом 11= 1/?« . Из этого графика для задачи 
х*=х г ­<оооо , ЦО> = -100. 
600-
ъ зависимости от X, , легко судить о существовании 
или несуществовании решения, в случае же существования 
о количестве решений. 
В заключение виражах благодарность и.А.Клоков? за 
постановку задачи и некоторые замечания. 
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К ЗОПРОСУ ОБ ОГРАНИЧЕННОСТИ РЕШЕНИЯ 
СИСТЕМ Д}ШЕРЕНцИА£ЬКЫХ 
УРАВНЕНИЯ 
Е.М.Жнвихин 
Вычислительный центр ЛГУ и: П.Стучки 
Пусть дана линейная импульсная система дифференци­
альных уравнений 
где у С О ­ пг­мерный вектор­столбец, Н ­постоянная 
патрица размерности т к т , ­переменная мат­
рица размерности т х т , элементами которой являются 
комплексные функции действительного переменного, X ­ма­
лый комплексный параметр, { 5 , ^ _ а о < к <. +­ ос ­дву­
сторонняя последовательность комплексных т ­мерных век­
торов, 6\к ­импульс (мера Дирака), сосредоточеннный в 
точке , {к к } . 0 с < ц < . о о ­двусторонняя последова­
тельность действительных чисел. 
Известно [ I ] , что решения системы ( I ) являются функпдя­
ма на Я • следующего вида: 
где последовательность { С к } _ о о « . к < * о ° удов­
летворяет системе разностных уравнений 
С к ^ Х С ^ А Д К ­ Ь б.., , Св = уо ; (3 ) 
а X ( { . 1« ­О обозначает фундаментальную мат­
рвду одЕородной системы дифференгдаалъных уразнсняй 
5 о Т " Н х + ^ « ) Х . (4) 
Пусть функции РСО н |!­*А*ч$»^  яаляют­
ся периодическими с периодом Т > 0 . т . е . 
и будем предполагать, что однородная система (4) являет­
ся гамильтоновой при вещественном значении параметра X , 
т . е . 
при Зтп X = О 
Поскольку фундаментальная матрица ХС1­, г , Л ) 
гамильтоновой системы (4 ) есть симплектическая матрица 
то однородная система разностных уравнения 
а„м=­х(1«...ид)а к ( 5) 
будет канонической [ I ] . 
Предположим, что существует такое N > 0 ( что 
точки 4 ц удовлетворяхт соотношению 
1К ~ I, + к ~ • (б) 
Тогда 
­ 3 5 ­
хс I и. *. х)=х и.., ч-т. и .т, оО=х си* .и. X) 
и однородная система разностных уравнений (5) есть пери­
одическая с периодом N > О . таким образом, по пред­
полслению, система разностных уравнений (5) издается ка­
нонической с периодическими коэфЗрг­иеятами при веществен­
ном значении параметра X , в частности, при X = X, • 
И г их предположениях фундаментальная матрица X С 4. т, ^ ) 
будет аналитической функцией Л в окрестности вещест­
венного А ­ Эи прп любых фиксированных £ и I , 
т . е . , в частности, 
!(аконичесхую систему (5) кояно, в этом случае, предста­
вить в следу идем виде 
йк.­. = ( М. + 1 Й^Ш) а к , (7 ) 
где £­и 
Обозначим через AV.ii.C5) фундаментальную матрицу 
системы ( 7 ) , через и С Л") ­матрицу монод; >мии, 
с­;Х") ­ мультипликаторы систеш, прячем оС^М , 
ч­Сл) ­соответстнупше этим мультипликаторам собственные 
векторы, т . е . Ц(Х) цса> ш о С ^ и ( Х ) для всех 
мультипликаторов. Тогда имеет место следующая лемма. 
2ШМА. Яусть мультипликаторы сч^> канонической 
системы (7 ) таковы, что при вещественном значении А ­ > в 
все они расположены на единичной окружности, т . е . 10„1=1 
я и/ 3" и 0 . Тогда справедливо следу щее 
представление 
? ^ = 9 о { Ь С'а­х,>. • 8^^-х.-) г]} , (8) 
ДОКАЗАТЕЛЬСТВО. Рассмотрю* следу гее е ссотношенле 
и(*> исх) = ?С1) и д » • (9) 
Дифференцируя по 3 , получим 
Умножим обе частя полученного равенства на а ' } 
слева, тогда имеем 
При А = > 0 МУЛЬТ1ЛИЯКВТОРЫ I °О.М = 1<?.1 = 1 следо­
вательно 9» * = ?о • " а тТ |ица монодромия и 
канонической системы (7 ) является сиыЕдектической, поэто­
Учитывал полученное, из соотношения (10) при д«=3. 
получим 
или 
Для фундаментальной матрицы решений имеем 
А . П . « . С « = ( М К + 1 В 1 < ^ ) А , . . . ( V , . (12) 
Дифференцируя по Л , получаем 
Лспольэуя формулу вариации постоянной Ц ] , находим ре­
шение этой разностной системы з точке периода N >.о . 
В начале имеем 
При Л­1ч" и х = ­х, будет 
3 частности, при к„ = 0 , обозначая А** 4*. # 
получга 
Таким образом, соотношеняе ' I I ) мокко записать теперь, 
учитывая ( 13 ) , в виде 
По предположению и* 3­й. ч= О , а фундамента.­ • 
матрица А к симплектична, поэтому 
поскольку и 1ц. = ^ ' Ч при Д • ­ А „ и а». ­ А«.и 
­ решение системы разностных уравнений (7) с начальным 
условием О.о ( М = и. I л . ) . имеем 
Из этого соотношения сразу следует утверждение леммы. 
Полученный результат можно использовать для КС! 
дования условий ограниченности решений импульсной С1 • 
мы ( I ) . 
ТЕОРЕМА. Пусть выполнены условия леммы при V ­ г , 
последовательность I. * Д ­ „ , .«.• .* . ограничена и 
для любого вектора *• € СЛ 
Тогда, если 
Ы 4 
У ТУ. 
<»0 
N­1 
или 
ЗлС­Х)>0 , а* 3­й ­­­С, 2 _ а * ' Н/о ) а , > 0 , ц 5 ) 
N­1 
или «и '' '¿1 
то при всех комплексных Л из достаточно малой окрест­
ности нуля решения импульсной системы ( I ) ограничены. 
ДОКАЗАТЕЛЬСТВО. Используя результат леммы при Л*=0 
имеем 
При достаточно малых I ЛI 
Г?Ь1« г = 1 * * ( К щ 1 ) . ( 1 6 ) 
поскольку Щ±\ { . Из соотношения (15) следует, 
что если выполнены условия (15 ) , то при малом комплекс­
ном возмущении, мультипликаторы системы (7) сдвигаются 
внутри единичной окружности. Таким образом, при такого 
рода возмущениях, тривиальное решение разностной система 
(7) является равномерно асимптотически устойчивым, а ре­
шения неоднородно;» системы (3) ­ограниченным. Поскольку 
•­отвиальное решение однородной системы дифференциальных 
уравнений (4) равномерно асимптотически устойчиво, то по 
теореме Персидского существуют такие оС > о , р > I 
что 
| Х С * Т . * Н * > е ^ С ' " Г ) ДЛЯ ЬГ. 
Отсюда, учитывая соотношение ( 2 ) , следует справедливость 
утверждения теоремы. 
В заключение выражаю благодарность З.Ф.Царькову за 
постановку задачи и некоторые замечания. 
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О ОшШвРНО ЮШвЙННИХ С:!СТЕ.«Х 
ОБНОШЕННЫХ Д М Д О О Д Ц Д Ш В УРАЬНЗЛИЛ 
Б.и..­/.: /.у.;:­­:, Л.С.Иэстерков 
шчкслитчл.'.кы:: т и т р Ш 7 им. П.Стучки 
§ I . Однородные системы 
Рассмотрим слидуюедю сингулярно возмуаеннув систему 
обыкновенных дифференциальных уравнсиай 
Ш'щШ*. , Л О * т ) 4 а ( о . ш 
1С1 « 40 ) = 8 к х ( 1 . ) . В « . и а 6 , , ( 2 ) 
где Х ( 0 ­ т - мерный ввхтор­вгзлбец, ХСП £ С : * 
АсО ­ ­ верная матрица­функция, элсионими кото­
рое яьляютея комплексные функция действительного аргумен­
та, интегрируемые и кусочно—непрерывные на люооа конечном 
интервале, У < * а < • о * " с т Р ° г о возрастающая 
последовательность действительных чисел, Г ? О, N¡»0 . 
Обозначим через Х(1) матрацант системы ( I ) . обаем 
случае, когда в качестве начальных условий берется значе­
ние решении в .1­й момент толчке, 1С*,. ь 3 ^ ) = X J 
решение сингулярно возмущенной системы ( 1 ) , { 2 ) выписыва­
ется формулой 
* 
»,1/, -- Х « ) 1 П Х " ' ( « , >М ( * Д } « ^ О Ж : . (3) 
* 6 ' , ! . , 1...] 
Помом 
Тогда ресеняе системы ( I ) , ( 2 ) запишется ъ виде 
I C t . i . X j ^ H Ü . i j . O l j . t * ( t « , t . . . l . 
Подожии io — 0 . 6. з *J и рассмотрим реыенио 
сингулярно возмущенной системы ( 1 ) , ( 2 ) с начальным усло­
вием ICI..O, х,)* х в , * . в . 
iCt.K.X.) = Н(1.СЛ)^. • t t U . , t , . . ] • (5) 
Пусть последовательность 1«. удовлетворяет соотновенис 
Цч.(|;* t*» ; T , к х 1.2.... (6 ) 
Тогда, поскольку XС* + т ) = ХСО X ( Т ) t имеем 
НСЫ,I . , к.и)« ХСЬТ) п" l\i t )В, W<él ­
=Х«)Х(Т)Х' (Т )| Ь1 (Н»,) С­ Ш>Х№ П U'll,)6\ WU¡H 
(*С * tes 
- « -
Таким образом, если Ь* удовлетворяют соотношению ( б ) , 
имеет место тождество 
Hü*r,t e ,k.NbMu.t., i04(.T>,.M) при i fcU.,l...] . ( 7 ) 
В связи с этим, назовем матрицу Н С Ш . О мзтркцантом 
сингулярно возмущенной сметены ( I ) , ( 2 ) , а матрицу 
Н (.Т, t . , N ) ­ матрицей монодромии системы ( I ) , ( 2 ) 
с начальным условием X ( L . к. X « ) = Х„ 
Известно [ I i , что система обыкновенных дифференци­
альных уравнений ( I ) приводима в смысле Ляпунова. Это 
значит , что существует непрерывная и ниособая для всех 
{ периодический с периодом Т > 0 матрица­функция 
F\i) , такая,что замена 1 ( 0 = FCO усО приво­
ди! систему ( I ) к системе с постоянными коэффициентами 
4L, я*. 
где К = ^ * * 1 . Х С О У # п ^ , ь и ^ и + к Т _ 1 
тогда для сингулярно возмущённой системы ( 1 ) , ( 2 ) имеет 
место следующая 
ТК0Р&1А I . (аналоги теоремы Ляпунова о приводимости). 
Пусть дина сингулярно воамуконная система ( I ) , ( 2 ) с пе­
риодическими матрицами А ч 1 1 • . Тогда существу­
ет непрерывная и неосоСая для всех I £ Со, • оо> 
к = 1.3, .. , периодическая с периодом Т и N , име­
ющая непрерывную кусочно­интегрируемую производную 
матрица­функция О С * , ^ . ^ такая, что замена 
т О = O0 ,*. ,«^(i ) . tfe Ct. .1..,) (9 ) 
приводи* систему ( I ) , ( 2 ) к системе с постоянными коэф­
фициентами 
1 ^ . 0 ) ­ р » « . 1 . ( I I ) 
где Р = еар (ч ­ «") сер 5. 
ДОаЗАТ^лЪСТВС. Итак, пусть 
Б = е л Н ч Т . и . ^ (12) 
Определим матрицу (КОД,,О выражением 
(13) 
при I е ( 1 , к . . ] . Учитывая соотноиения ( 6 ) и 
I ? ) , получ.ем 4 
0(ьглл.*> = нОчс * . * ) е ' * , м " , ; ; * и 
Следовательно, Q ( . t l . . O периодическая, т.е. 
Q C t * T , t „ . K . N ) = (K t . i . , * ) . ( j > ) 
Учитывая, что 
d t 
и произведя в (1) , (<9 замену ( 9 ) , получим утверждение 
теорэмы. 
Решение приведенной системы с постоянными коэффици­
ентами ( ī d ) , ( I I ) выписывается формулой 
­ RCU.i ­ *) хм<\ 
где ijo = Х с . Решение же исходной сингулярно возму­
щенной систыш ( 1 ) , ( 2 ) можно представить в вида 
где Q U < i . . f c * Н ) =0ИХ,ч). 
Представляет интерес исследование свойств решений 
сингулярно возмущенной систены через соотьететвуюоув сис­
тему разностных уравнений. 
П о л о ж у ы в соотноаенаа (5) j = к , тогда 
г.рк tfc(,U,W..l 
Из этого соотношения приходим к системе разностных урав­
нении 
Т\.,= М,ТГв , (17) 
где ^=ха«Д, " ) . М, т Хи* . .1 Х' 'и«> Р.. . При 
выполнении соотношении ( б ) , легко видеть, что система 
разностных уравнений ( I ? ) яиляотся периодической, т .е . 
М 1 < ( , = М ,. Решение системы (17) с начальным 
условием 1>„ = х в выписывается формулой 
•0. « Х'Л. I П Х ' \1 . ) 6 х(1,>и о . (181 
а матрица монодромии системы имеет вид 
% =Х(.Г) П Х"'(1«>г\Х\М 
1.0 
Следовательно, матрацы монодромии сингулярно возмущенной 
системы ( I ) , (2) а системы разностных уравнений (17) 
совпадают. 
Ш . Ц М ) - ХС1.0 П х " ( * 4 л ) ( 1 . + ьЬ е)Х<Л.О. 
а матрица монодромии 
Как следует из § I , решение системы ( 1 ) , ( 2 ) 
удовлетворяет системе разностных уравнений 
где М к . м ( 0 4г / 1Д0 = Х<:и.<.0Х",(,ид-)Си-.- ьВ.У 
§ 2. Системы с малым параметром 
Пусть дана сингулярно возиуценнан система с малым 
параметром 
Ц * ( А с * ьА ,СО )Х. ( I ) 
1а..о) = Си> . (2) 
где А , и+т )4 д , а ) . 4 ь к . кг 1.2. ... 
Решение этой системы имеет вид 
где х и . ) = Хо, 
­ н е ­
известно , что фундаментальная матрица Х и . т . е . ) =* 
Х(1,ь) £^ системы ( I ) является анали­
тической функцией 4 в окрестности ь = о при любых 
I и ~ , т . е . 
= х. 1.1 ;*) * ь х,и,т) * ь : х 1 а . т ) * • • ­
Поэтому| учитывая соотнохение ( 6 ) нерзого параграфа, т . е . 
1*>ы = * * * Т , 
систему разностных уравнений (4 ) иохно представить в виде 
и.., * 1Р.и))и, . • (5 ) 
где Ов = €э;р',^А.)1. . 
Поскольку для всех 1= 1,2. •• 
то ~ Р «и> , т . е . система (5 ) периодичес­
кая, матрица монодромии системы разностных уравнений 
(5 ) 
поэтому имеет место следуедая теорема 
ТЕОРЕМА 2. Если собственные значения матрицы 
лежат внутри единичной окружности, то при достаточно ма­
лом ь>о тривиальное решение сингулярно возмущенной 
системы ( I ) , (2) является равномерно асимптотически устой­
чивым. 
В § I был рассмотрен аналог теоремы Ляпунова о приво­
димости для однородных сингулярно возмущенных систем диф­
ференциальных уравнений с периодическими коэффициентами 
вида ( I ) , (2) параграфа первого. Для сингулярно возмущен­
ных систем с малым параметром вида ( I ) , (2) определенный 
интерес представляет следующий аналог теоремы о приводи­
мости проведенной в работе [з]. 
ТЕОРЕМ* 3. Пусть собственные значения , рч 
соответственно матриц 1_„ а А„ таковы, что 
< = Г * Ь Р ' 1 * е ' Р *Ч , . « =Ч . . 2 . . . ( 6 ) 
и точки удара связаны соотношением к*'** и • £Т 
К = 1 . 2 . . . . Тогда для систем вида ( I ) , ( 2 ) сущест­
вует замена переменной 
где Ш л 4 ' ­ограниченная матрица, приводящая систему 
( I ) , (2) к системе с постоянными коэффициентами, за 
исключением коэффициента пря € а 
' ^ = ( А о + £ $ к + £ а С ' Л к . О ) у ( 0 ( 8 ) 
где ОСА", О, 9 ( к , 0 ­ равномерно ограниченные по 
• £ 4ь „ матрицы. 
ДОКАЗАТЕЛЬСТВО. Если собственные значения у . , ^ г , • , 
патрицы А „ удовлетворяют соотношению ( 6 ) , то С31 су­
ществует периодическая с периодом Т > О матрица 
2 (4 ) такая, что замена уСО = ( 3 ­ б.2­(0)х(4) 
приводит систему ( I ) к системе с постоянными 
где О ­ограниченная матрица. Определим матри­
цу ( X I , к ) вырахевием 
Щ$ = 2С*> + Vкti , т. еО,,(Цн1. ( Ю ) 
Замена переменноЛ (7) приводит систему ( I ) к системе 
где : > « « 5 + А . У * И ­ V ^ A . ; 
0 « ( Ч . . к > О _ равномерно ограниченная по ^ • к 
матрица. Соотношение (2 ) при такой замене принимает вид 
у « « . о ) ­ [ 1 в • И б * * ^ , . ­ У ^ Ц ) * е 1.2(4.) ­
­ е 2(Ои + ьЧа .к .о] уем. 
Возникает вопри о возможности выбора матриц Ус., 
к V» так, чтобы 
в. . иу»­ \4„ 1_с + и 2 Й ­ го.) и = л . 
йолн выполняется соотношение £ » . м = + ГТ' , то 
легко виде?:., что 
Таким образом, приходим к следующей задаче: существует 
­я постоянная матрица й такая, что система 
имеет периодическое реноние. В работе [41 показано, что 
система ( I I ) имеет периодическое решение с периодом N 
в том случае, если собственные значения Л.,, . .^матрицы 
и о таковы, что 
Теорема доказана. 
Докажем следующую теорему, являющуюся аналогом со­
ответствующей теоремы о первой приближении для обыжно­
венных дифференциальных уравнений. 
Рассмотрим сингулярно возмущенную систему 
$ « ( А + < 2 С О ) у , (12) 
Ранение Х(. t , к , * . ) * О . t « ( k « , t « . . ] , системы ( 14 ) , 
(15) НА8ОВЕМ равномерно асвмптотвчесна устойчивыми, есда 
для любого £ > 0 сунеотвувт такие S e ? О T 
о Ч О >0 и такое натуральное N U ) , 4 Ï 0 в 9 
. IxCfc.a. . t . ) I с 8 С О следует I X < 1 , K , > ï J < 4 
для К * к 0 , а из I X C t , к„, Т . ) К 5 0 следуо» 
i x c t , « « , x . ) i < t * » 
ТЕОРЕМА 4. Если триввальное решенае сингулярно воз­
мущенной системы ( 14 ) , (15) равномерно асимптотически ус­
тойчиво, то при достаточно малых % и р триввальное 
реиение системы (12 ) , (13) тоже будет равномерно асимпто­
тически устойвиво. 
ДОКАЗАТЕЛЬСТВО. Каи оледует аз § I , роаеаав свстеиы 
( 1 4 ) , (15) илеет гад 
Ча .м .О. ) ­ H U . U . a ) x 0 . t * U « , U . ] , 
где ц ( 1 Л , к ) = х(1> г\ х ' Ч у ь х а , ) , 
1ю 
ХОД­ метр­щам уравнения ( 1 4 ) . 
T 
где ИСК*) I I * f, itR.H * $ при t t Со, • «>),<= 4,2,.... 
Наряду о эхоМ свстеыой, рассаотрвм также соответствующую 
"праведенаую" сингулярно возмущенную састеыу 
А Х (14) 
Xttc*0) = 6 XCUV (15) 
Соответствующая оистема разностных уравнении имеет вид 
где М « в ХС*«..) л С1») Ь . Решение системы ( 12 ) , 
(13) можно выписать следующим образом 
уи.исц)) = хи)х"(.осв.1Муао + 
+ V ХСОХ"а)0ст>уСт)с1т , 
где с ь С и, 1**4] . Соответствующая неоднородная 
система разностных уравнении дается соотношением 
ц... = ха « , ) Х ­ ' ( 1 1 , б а к + х а « . , ) х ' ( и , « к и , + 
+ I хси.ох 'мос^исх)^, ( 1 7 ) 
где U л = у ( I » , $(.U)) . Прежде чем оценивать последние 
два слагаемых ( 17 ) , покажем, что для всех l€ ( . t « , lw .3 
равномерно по к , если у ( 1 * « 0 ) Ф О . Действи­
тельно, пусть 
lu(OI 
iKt ) i б е е u e *L 
где t ­ 1« ­ fei*i ­ t« s m 0 . таким образом, 
последние два слагаемых (17) оцениваются следующим обра­
зом: 
IXU,..)X"V )R KU,\ ^ Cj,iubl . 
«... 
I ) XU«..")X"(t)Qct)ucndT I б M i i y . l 
и за счет выбора "у, f> могут стать как угодно малыми. 
Тогда is yCt,u(iV>, = ХСО X"'(l«) t/Ct..O) + 
I 
*• ^ ХСОхЛ«0СЙ1/№) ix 
при t С ( t « , r . « , ] , следует 
I HOI + 
+ \jXCt)X'CT)»lQ(T>ll«T)» dt , 
I KOI 6 С + 7 \ С UCOldt , 
Отвода следует утверждение теореиы. 
В качестве примера рассмотрим систему 
^ • ­ Е . А х (18) 
Ш . * » =. ( .1+«.в)хС*к) . ( » > 
где А , I. , в ­ некоторые постоянные матрицы размер­
яй т х т . . Реяенив этой системы записывается в ви ­
х с * . * , х « ) = е а + с б ^ х с и ) , 
при * ь С ^ « , ^»*« ] . Отсюда, при I • 
еА(4..,­и) 
Х(1««,к,ХЛ = б ( 1 _ . * В ) х * 
яла 
и* м =е (л* ев^и».. 
Бела \ 0 < | К < 4 о о удовлетворяют соотноааави. 
(б ) первого параграфа, то Ьй*— и ­ , = ь« • 
г'сьодьауя разложенае матрацы е/хр С £ ь« А) в 
ко степеням С в окрестное» 1-0 , получал 
u». , = ( L * t 6 . e s » A L ' t 2 9 u . t ) ) u « , (20) 
где I I 9 U . O H = o(fc"> . В раооте [4l доказало сущест­
вование замены V* • ( 3 ­ 1Т„ 1) а » , где U ­
никоторая периодическая п оледоватедьность скалярных в 
личин, T « . N е е , , приводящая сястеяу (20) к 
системе с постоянными коэффициентами 
T). . ,= (L * 1Лв *Р ) * Г<Дк , о ) 1\ . (21) 
где II 9, С к , О н ' 0 (0 , а с* определяется мэ 
разностного уравнения 
Ui • b.AL * t..,L = Р . ,¿2) 
Решал ( 22 ) , получим 
Таким образом, система (21) принимает вид 
Отсвде получаем следующий результат: если собственные 
экачения матрицы 
располокены внутри единичной окружное™, то тривиальное 
ривение системы (18 ) , (19) будет равномерно асимптотичес­
•.. устойчиво при достаточно малых с. . 
В заключение выраяаеы глубокую благодарность 
.. *.1Ьэькову за постановку задачи и ценные замечания. 
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Методой диаграшюй техники выводятся общие вира..е­­
нал для массового оператора квазичаотжд в четвертой по­
рядке теории возмущений. 
Веяная физическая характеристика системы ­ спектр 
элементарных возбуждения, ­ как известно [ I I . определя­
ется голосом временной ааплздывакпой. (олерегадцеЯ) функ­
ции Грана G (.& ) в нижней {верхней) полуплоскости. 
Действительная и мнимая части полюса соотгчтстзувт энер­
гии и .• туханяв кзазпастиц. В олучаа олабогй зэаимодей­
отвая между частНЦам обратную функцию Грина можно разло­
жить в ряд рви возыуйений и огттнгчптъс.<: вычислением 
нескольких первых членов ряда. Хорошо известны [2] расче­
ты ( & й ) " 1 во втором порядке теории вооцулеюй по 
взаимодействию для световой и фоношюй црвтек. Реже встре­
чаются р­ ЧвИ в четьертом порядке: г работе [з! кайдеяо 
затухание фонона из­sa четырехфононных процессов, а в 
[4, s] ­ релаксационные харак.ериотлкп фонона и магнока, 
обусловленные опин­фснонньш взаимодействием с учетом куб ­, 
чеокого ангармонизма. Цель данЕой статьи ­ изложение о с и ­
ных технических приемов, позволяпцих вывести поправку чет­
вертого порядка к обратной функции Грина кзазичаотиц (фс­
"онов, катионов). 
При конечных температурах сначала рассчитывают 
пуоаровскув (каузальную) функцию Гряка < Б ) , а затем 
путем астатического продолжения строят & (G ) . 
ЕИЧИСЛЕНИЕ ФУНКЦИИ ГРИНА ГВЯЗБНЬМЦКЖОГО 
ФЕРРОМАГНЕТИКА В ЧЕТВЕРТОМ ПОРЯДКЕ ТЕОРИИ 
\Д 7 - ВОЗЫУПЕНИа 
Саяэь кезду олпаэднвапцсй и кауэальаой функцидая Грика 
дается равенством [ I ] : 
& & С « О , ш „ > о . ( I ) 
Здесь Р » ­ Дискретная частота, (0а = (2п* 1)7/&п. 
ДАТ ферми­частяц, й ) л = 2л9/рп. для чозе—часттщ; 
г = ( л Т ) ' 1 , Т ­ тсююрзтурл, * ­ постоянная 
Сольцмана. 
Пике рассматривается епки­фо*. окная оозс­сястека, 
оплекзаийя гейзенберговский ферредиэлехтрик при кпзких 
температурах. Гамильтониан систег.и гатет вид [61 : 
И р 3 £ Н ш . б Д *I Ь Щ а ' { 1 с... ( 2 ) 
В формулах (2) (>г Л: . Я#« . а.*, ­ операторы 
рождения и уничтожения магнэна и ""[«нона соответственно, 
(О? . ОД, частота магнона и кокона с полпризацпеП 
I , V ­ матрачи.­В элемент взаимодействия, ­Г ­ волно­
вой вектор. Отмстим одно свойство гамяльтшшака iK.il , 
которое проявляется а общих вираяенкях для функции Гри­
на: каждая нершяиа (узел) дяагрпмвн. ФсАкмгяа содержит 
дл: иагнонцае лиши (входящую и выходящую) и одну фопон­
нуя ЛИНИЯ, не иисофю направления вследствие четности 
функокн Гоина фонова. 
Введен согласно [ I I каузальнув фуакаяв Грина: 
£ 9 7-ь\ ­массовый оператор ( М О ) . Зедазлывахсая функция 
Грана действительной переменной и определяется с.те­
ДУП5ИМ образом: 
Т.^ ( с о + 1 0 ) = Д ^ ( ш ) ­ I Г^{ы) . 
Величины Д и Г сачзакы дисперсионным сом .ношением: 
Как видно из формул ( 3 ) ­ ( 4 ) . спектр системы оп­
ределяется масссвым оператором 1.$ ( и.'г ) . равныы 
сумме различных неприводимых собственно экергетпчесюг? 
частей [1} . Аналогичное выражение, соотнетствуввдс 
какой­либо диаграмке, с одержит операции суммирования и 
интегрирования по всем независимым внутренним частота/' 
и импульсам. В первую очередь удобно просуммировать вы­
ражение по дискретным частотам Ып. . Выпишем для этого 
вспомогательные формулы: 
У 1(*:­оКс­о> (Ь­аЧс­в) Сс­а>сс­6) ' . (9а) 
Г д(аЬп.Сб) _ п(аЛ­ ц (р ] 
с ­6 I­ ь ­ а с ­ а 1 ­ (96) 
где И ( л ) = (,£ — 11 ­ равновесные чис­
ла заполнения. 
Произведения функций Грина свободных частиц ( т . е . 
произведения простых дробей), соответств>пцие диаграмме 
"•ейкмана, удобно разлагать па слагаемые с меньшим числом 
сомножителей, пользуясь форму ламп (6) ­ (96 ) . В случае 
большого числа дробей (в высших порядках теории возмуще­
ний) возможны несколько вариантов разложения. Однако 
следует реализовать тот вариант, который наилучшим обра­
зом отвечает пели преобрезовячия. например, в четвертом 
порядке Т'.'.рив возмущений при использовании формул ( 9 ) 
разумно так группировать сомножители, чтобы результат 
разложения со. ­ иа> "четырехчастичный" знаменатель в ка­
честве общего множителя. Для этой цели более подходит 
формула (96) : в отличие от (9а) она не является симметряч­
110Й относительно перестановки параметров (а , в, с ) , но 
зато содержит общий знаменатель. 
Запишем полученные ь соответствия с изложенными 
выше правилами результаты суммирования по внутренним 
частотам основных диаграмм четвертого порядка, которые 
изображены на рис. I . 
В 
Рис.1. 
ш » . ­ l i J ^ + uit «•>*. + wî, t­ыг, 1 (IOtí) 
СуЫ* I g g . ­ ng. 
Г а г, ­ п.(ы1, ­ a г, ­ a С­ g g¿ | 
n.g ­ riC­coii") (10B) 
Ч­цг)­ф.­, ­ 0 ) 0 
где а ­ = . П С ш г О 
Заметим, что две части формулы (Юв) могут описы­
зать разные процессы, протекапу.е в спин—фононноЁ сис­
теме (2). Например, диагра­м на рис.2 дает вклад в 
функцию Грина катиона, соответствующую четырегчаотЕтным 
спин­фононным (а ) и спин­спиновым (б ) взаимодействиям. 
дисперсионное соотношение (5 ) позволяет ограничить­
ся нахожденнек с помощью громоздкой диаграммной техники 
только мноиой части массового оператора квазичастяц. 
При написании мнимой части полезны следующие тождества: 
Рис.2. Прямая линяя обозначает магнон, 
вэлиистая ­ фоной. 
( I I ) 
Формулы (10) ­ ( I I ) после применения правил диаг­
оакмной техники и несложных преобразование, включающих 
изменения направлений стрелок на диаграммах, "сдвиги" 
импульсов пр;: суммировании во всей зоне Бриллюэна, ис­
пользование закона сохранения и других, дает возмокность 
компактно записать мнимую часть МО. Примера таких вы ра­
нений моаго найти в работах [ 3 ­5 ] , где рассматриваются 
состветотве!шо фэнон­фоногаке и спин­фононные процессы 
з четвертом порядке теории возмущений, о чем указано вы­
ше. Приведем для сраннения мкг.­уа часть МО магнона, опи­
сывагщего ч'.тырехспиновые процессы рассеяния в четвертом 
порядке теории возмущений по Н,,л1 (2) (см..например, 
рис.2): 
к (12) 
Кая видно, здесь совокупность матричных элементов 
я знаменателей представляет собой полный квадрат (или 
с квадрат модуля, поскольку матричные элементы V 
чзц.го мнимые величины), что согласуется с СОЕИМГ поло­
жениями У. вероятности взаимодействен (средняя вероятностя 
взаимодействия в единицу ыремени равна ореха »? пначени 
аатуханик квазичастицы с данным ямпу.тьсо! по ее равновес­
ному распределенив [2\ ). 
Ответим я заключение, ч»о расчеты релаксг­пиоянвог 
характеристик т­сзазячастиц в более высоких, чем четвертое, 
при ближе нгях теории возмуЕек:й практически трудвовниолЕгу 
вследствле больтого чяола независима внутре! ; а а перемрн­
вых. 
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Рассмотрим краевую задачу 
I * . I x ' - K t . x , * ' ) . 
XvO ) = 0 , X C O = è . 
где к » о , б е R , ftt.x.x') ­непрерывна для t e l . 
I . I ' é R ; Rs(-©e.ooV, 1 = [0.Ц. 
Под решением задачи ( I ) , ( 2 ) будем понимать функцию 
Х ( 0 ­непрерывно—дифференцируемую при t e l , удов­
летворяющую краевым условиям ( 2 ) , а при t £ ( о . i l угезв­
летворящую уравнению ( I ) и имеющую непрерывную вторуэ 
производную i * ( t ) . 
Задачи такого типа возникают в ггрилояениях (си. [ I ] , 
№ . [ 3 ] . [8] ) . 
В работе [81 , например, рассматривается один числен­
ный метод для краевой яадачи 
wk^ÈÊImm «*. 
( I ) 
С2) 
4 ^ " ° . Х«0 . *• 1.2,.. , ГХ • А Х 
2. <1С; Р Г 
где а = 1 . 2 . 3 , ("­_, ­концентрация, ­ ко— 
•ффионент. 
Продярфереашфовав первые член в уравнении и сделав 
преобразования, подучим уравнение 
£9 + ^ _ н с с с ^ . и 1 I А Х . в ч 1 С ­ с » ­ ­ • и ) 
рассштранаемаго вами типа. 
Следует заметить, что теоремы существования и един­
>евиости в указанных работах приводятся для уравнении, 
в которых краевая часть не зависит от X' 
Щотедеы достаточные условия существования и едкн­
твеявооти задачи ( I ) , ( 2 ) , а также рассмотрим примене­
ние метода последовательных приближений к нахождения чис— 
•чипого реоения задачи ( 1 ) , ( 2 ) . 
ПЛ. ТЕОРЕМА. Пусть выполиягтся следуиюе условия: 
1) Существуют .<£, р € С * П ) •. 
2) Л' • * • 1 «*' 
р" * \р! . » а I , 
3) / оССО * >СМ . * * I •. 
4) А Н ) * Ь £ е ( « ) , ц'(в) * о * * ' ( • ) • . 
5) Существует определенная п непрерывная для SVb 
функция ч<.ъ-)>0 такая, что 
Ifli.x. x')l <, i ft lX 'O 
дая X € [<*ЧО,вСО] , t & l . , х ' е R . 
причем ¿ 4 4 ^ ' 
Тогда существует решение Ul.t) задачи ( I ) , (С) 
такое, что «Ut ) а iKl) б tU> . t £ I . 
Заметим, преаде всего, следующее: если существует 
решение Х Ш задачи ( I ) , ( 2 ) , то, интегрируя тож­
дество ( I ) от С до t , о < Ы i ] получим 
I 'd) «ИЗ* t « o * j нк ( f f 1 • ( 3> 
для выполнения краевого условия на левом конце необ­
ходимо 
aXlV- JK>,ic.\x'f4»(HKdS ­ ( 4 ) 
Заменяя теперь Х'СТ) в (3) выражением (4) будем 
иметь t 
gSSjg« \ i О. Ж и. i . ( 5 ) 
Интегрируя Х''Л) на интервале l t , i j , получим 
хы) = ь - V-i­'c^ac. ( 6 ) 
I 
Таким образом, всякое решение задачи ( I ) , (2) удов­
летворяет системе (5 ) , (6) и обратно всякое решение ( 5 ) , 
(6 ) удовлетворяет задаче ( I ) , ( 2 ) . 
Для доказательства теоремы существования нам пона­
добиться следующая лемма. 
ЛЕША. Если существует L » 0 такое, что 
í R l . x . x ' ) ! i L. 
t e i , a,x* e R , 
то краевая задача ( I ) , (2) имеет по крайней мере одно 
решение. (При к = 0 этот результат следует из рабо­
ты Й. Cofiti (см. 19] ) . 
ДОКАЗАТЕЛЬСТВО леммы. Для доказательства существо­
вания решения рассмотрим наряду с з»дачей ( I ) , (2) зада­
чу ( 7 ) , (2). 
X ' * ­ r^x ' = f ( i , l . x ' ) . te (о , ! ] (7 ) 
I'(0) = 0, Х(П = 6 . <2> 
решение X t C t ) которой,существует по теореме I . I . 
(см. [ 4 ] ) . Рассматривая уравнение (7) как дифференциаль­
ное уравнение первого порядка относительно х' и интег­
рируя его в пределах от 0 до t , I е I , получим 
x W ­ W ^ f ^ c o K ­ ^ f y ' d s . (8 ) 
о 
Интегрируя х', CD на [ t » i l , * * I имеем 
х Л « ­ 6 ­ {it 'c^dá . ( 9 ) 
Иа ( 8 ) и ограниченности функции f ( í .x . X' ) следует 
равномерная ограниченность X t í O . t e l . 
Действительно, 
lx' tCO| < • & r c t . 0 " » . t « j _L_ c t . 0 
Положив N ­ K^i , имеем ix;c.t)i* n . 1 1 1 . t *U>,n . 
Из равномерной ограниченности x ^ n к аыраженнй ( 9 ) 
в (7) следует равномерн­ч ограниченность X t m и Х\И) 
t e l . t % Co.ii. 
Действительно из (9 ) имеем 
II tCtM i l f c l + N . t « I . u s.o. Ц . 
а из (7) следует 
l * t « » « * ,­тг ­ e r 1 * " " ' * #4шМ4ШИ 4 2L . 
t fc I , tfclO.lJ 
Используя ограниченность K * . * . x ' ) , пыракек!я 
( 8 ) , ( 9 ) , легко показать равностепенную непрерывность 
X.Ct^ . i i 'CO ­ Тогда, как следует из теоремы Ариеля, 
при >: = ­д­ . ^ ­ 0 0 . x « i p сходится равномерно 
к непрерывной функции i ; n , i t I , а х', СМ 
к непрерывной функции х ' . О . t e l . Учитывая равно­
мерную непрерывность подннтегралыюЕ функция в выражении 
( 8 ) и равномерную сходимость • X' tC*3 при 
п ­ « , . с = Д , перейдем к пределу в выражении 
( 8 ) и получи:* з пределе выражение ( 5 ) . Рассматривая те ­
перь выражение ( 9 ) при п ­ о с , t ­ ,'с , получим 
в пределе выражение ( 6 ) . 
Таким образом, ас лучам непрсгншо­дифферекцируемую 
функцию Х ( 0 . t e I , являющуюся решением задачи ( I ) , 
( 2 ) . Тем самым лемма доказана. 
Учитывая разномерную ограниченность X" £ U) , t « I . 
t t (o .U заметим, что х ' С О можно сделать непре­
гмввой Vt е I . xYtl.x­W 
Действительно, Bin ­ * ­ Ц — « • = 
e * _ jVfe.«fe),»'(»»(f;*Ai /fr **) . ( » 
•.­о t **/ 
Положив I ' C b ) ­ > ( 0 ^ W ­ ° ) , судам иметь, 
что эгДУ непрерывна Vi € I 
ДОКАЗАТЕЛЬСТВО теоремы. Пусть N = i+maxlM.ma«i¿'tt>i. 
гтюх. 1£ЧЦ1 , t e l } , где M опредедяетоя 
из уравнения 
н . 
/ | 
Пусть fPC¿.x.aj = К м . £ i ­ N , x ' , n ) ) . 
«¿Ctí * uU) * plàY t с I , где функция с* заданная 
на подмножестве из R* и прннимапаая значения из R , 
определяется следующая образом 
Сг, . у < х * г . 
Определим такте функцию Р (. t, х, х' ) 
Р ( . 1 . 1 . х ' ) ­ Ф и . 8 ( с С , 1 . б ) , х , ) « - 5 ( . о . 1 ­ ^ , 1 ) - 5 ( о . i ­ x . i ) . 
F Ú . i , i ' ) ­непрерывна и ограничена при UL,x,x'«R. 
Как следует из леммы задача (10 ) , (2) 
X" * •b­x' = F( t ,x ,x ' ) ( Ю ) 
ХЧо) = 0, хи) = 6 (2 ) 
имеет решение 1Д1) . 
Пояакеи, что =¿(1) < Ш*1 ¿ jiCt) , 1 1 1 . . Докажем 
правую часть этого неравенства. Покажем сначала, что фун­
кпия j *U ) = iiU) ­ >«> не имеет внутренних подожи­
?•. тьных максимумов. 
В противном 3 U е Со. lļ . ^{.и) >о . рЧ&я 0 
С другой стороны для решения т . О задачи ( I ) , (2) 
имеем в точке t, 
u(t . ) • - jļ а"(О > FC«.,ucw. ЦХЬЙ » 
= ­ •ЗДЗД + f(i..>Ct,)./(t.n • min (~CW>. i ) . 
Для функции Ь ч * . i из условия (2 ) теоремы имеем 
в точке t. 
Откуда 5u"U>» u'CW ­ p4t>)> wuVtj»M, О > о . 
Поэтому juccrt >0 ж j * 'CojeO . С другой сто­
роны j*'(.o) * ­nia С )*1ч> • * > > 0 .следовательно 
•ц'СО 4 0 t « I • диалогично легко показать 
Следовательно, uU) удовлетворяет уравнению 
I ' * f l ' ­ l p U , i . t ) . 
Покатем теперь, что ­ N <• и Ч О * N . 
Предположим противное, ИМ1. u'(U = N ­
Пусть v n.t. l , n e 1 ­сЛижайпая к t, точка сле­
ва P « t * t , интервал, на котором It 'tt) * Со. »1 . 
Для решения и (.О на интервале [ « , 1 . 1 имеем 
а ­ + ^ . а ' ­ » Фи,а.и , )-Ж.и. < и') «. «си'). 
Откуда 
ü ^ l + . f . X _ а Ч 0 . 
Проинтегрировав последнее неравенство на 
\ Ш t к frÄfe * m a x Д О ­ nun *ЭД . 
о » 
получки противоречие определению числа N , 
Следовательно, u 4 0 . < N , •. с i , но тог­
да Ш ) ­рекение уравнения ( I ) . 
П.2. Рассмотрим вопрос единственности решения зада­
чу. ( I ) , ( 2 ) . Стому вопросу посвящены работы [ Ц , [21 . 
В работе [21 , напркг.ер, доказательство единственности 
решения проводится при условии, что f ­кевозрас­
таячая функция по х при фиксировзлкэм * . ifc потре­
буем от функции f ( t , x , x " i еше одно дополнительное 
условие, такого типа условие для единственности задачи 
I ' e / i l . i . x ' ) • Х'.о)^Д . х : « ) » & 
имеются в работе [ б ] . 
ТЕОРЕМА. Пусть f C l i X . I ' ) ­неубывяпная по X .UJ . 
х . х ' 6 R и пусть далее для люсюго Р > существует 
еуым"грувиая функция b( t ) , i t i такая, что 
( П ) 
u г . x . v , к е r . p i P j ; 
Тогда краевая задача ( I ) , (2) не может иметь двух 
решений. 
ДОКАЗАТЕЛЬСТВО. Предположим, что существует два ре­
шения X. »П и задачи ( I ) , ( 2 ) . 
Тогда разность u u ) • x , ( t . хгш » о . t t г удовлет­
воряет краевым условиям иЛо) = и с « ) ­ о и уравнению 
и" ­ ­ f i t ' = a c . ) + è ( t ) u \ ( I 2 ) 
где а « ) » fd.xM.ZXi)}- ^ ( t . z t ( 0 . x / « ) ) 
xilt) ­ ij'CO 
Полагая P = maa { R M i x.ct)!, macc 1 x ^ ) 1 . ш м i x,*(i)i. 
maaix^COI , t t l " } получаем из ( I I ) чтоЫ0*а<0,Ц1. 
Из (12) получим выражение для a'tt) 
U'Ct) =. vtp ( { c «<s ) [ t t ' ( l> * Sac^eapC­\cjx>dX ds . (13) 
где i,\ € l , t >1 и C C t ) ­ è U ) ­ i ­
Так как мы предположили, что u . ( t ) * о , то не умень­
шая о&шости можно считать, что 3 t, t Со, i l , s ко­
торой u ( M > 0 . Из краевого условия на правом кон­
ца следует, что 3 t , t ( t . , i ] , в которой ц(О»0. 
Пусть C t » . M . t » < t , максимальный интервал, со­
держаний точку t . , в котором u l « > О . Вели 
u.Cli)>о , токах следует ~з вкоора интервала С**,**). 
Ь ь « 9 при этом u'cov—О. Полагая в (13) Ч-о, 
имеем аЧО>0 . t « {0 .1 ,1 я u ( t , ) >0 
Если ' U ( t x ) < 0 , то 3 1 * С1Х.1Л, а'(1)­0, 
но тогда, аналогична предыдудему, a{U) > о . 
Так как получили противоречие условию u(t , ) ­о , 
­ о тем самым теореме доказана. 
П.З. Этот пункт посвящен нахождению численного ре­
шения задачи ( I ) , ( 2 ) . Мы воспользуемся для нахождения 
численного решения методом последовательных приближения, 
предложенным в работе 6 и применим этот метод к интег­
ральному уравнению (14), эквивалентному, в случае суще­
ствования решения, 4задаче ( I ) , ( 2 ) . 
* -¿1 \ к * . « » . х * л ) (Щ)*-Ут)4» -
I (14) 
_ I ] $ О Д ' Ч *'С*Й ( * ­ $*) <гь. 
Решение уравнения (14) может быть получено как пре­
дел последовательности 
, . (Т5) 
к­1 * 
которая при некотором е е Со, 11 сходится к решению(14). 
Для вычисления интервалов в выражении (15) исполь­
зуется метод Кленаюу­Куртиса 'см. [ 7 ] ) , суть которого 
заключается в том, что неопределенный интеграл ГР»>ас 
аппроксимируется на 1­1,1] следующим матричным выражением 
[ ] Р Ш С К ] = В ( П • ( 1 6 ) 
где В ­квадратная матрица N • 1 порядка, элементы 
одноотолбцовоЯ матрицы [ {1 даны равенством 
Правая сторона выражения (16) дает аппроксимацию 
интеграла в точках 
ачементы I , матрицы Ь определяются следушвгм об­
разом 
^££8 гль ­ ^ ^•' 
где Т . > ­полипом Чебышева . I с,:, ,м, и ! , N ­ 1 . 
Р случаях , ] » N выраяение для 8^ отли­
чается от приведенного тем, что коэффициент, стоящий пе­
ред фигурными скобками в два раза меньае. 
Ш приведем здесь два примера, в которых правая 
часть уравнения ( I ) не зависит от а' , то есть имеет 
вид } ^1 . х > . Последние пример не имеет единствен­
ности решения. Все вычисления проделаны с заданной точ­
ностью £ = о.^с 1 для к = 2. . £ля удобства 
ЧЛО) .иного интегрирования воспользуемся заменой 5*24­1 , 
которая позволяет вместо шрааиьля (15) рассматривать 
выражение (16) 
­ ­ « • ( • ».Д<0 ф^Щт^Ш^- (18) 
на интервале [­I. i l , где FC . . x . cn )= ­ rKJ .x » « ) ) . 
Пример Г. 
F ( t . x ) = 
Задача имеет точное решение 
Как показали вычисления в случае ^ = 0,1­, М*8 
последовательность l_n ( .t ) j сходится к точному решению 
( точностью до t =o . oo i в результате 56 итераций, в 
случае 5 = О.к, N=16 в результате I I итераций. За 
нулевое првСлихение в том и другом случае в точках 
tj = ­«я $ . n берется значение точного решения 
на правом конце х,(.Ч)- «,?« . ;*<>.<. - >• 
Пример 2. 
где 
Q a x ( « • ' < ) ( « .3 ) (к «5 ) _______ 
Известны два точных решения . ( а 
^ . о . u ^ t > _ [ _ _ £ _ _ _ ( к . о i ^ _ d г 
При ЧГ= 0 . * i N = 8 и I c C l i ) ­ ­ ° . 2 ; j = »0 , l , . . . .N 
последовательность {х„ЛО ) сходится к u.,(0 в 
результате 12 итераций. Во­втором случае при гч= 3 и 
различных значениях s решения быстро раскачиваются и 
последовательность приближений расходится при начальных 
приближениях сколь угодно близких к точному решению ult>. 
Предлокенный метод находдения численного решения за­
дачи ( I ) , (2) обусловлен особенностью уравнения ( I ) в 
точке t = 0 . Однако в некоторых случаях нарушения един­
ственности решения задачи более эффективны)/, методом стре­
льбы, при котром решается задача Коши для уравнения ( I ) 
на I с начальными условиями заданными в точке i* ­
достаточно близкой и отличной от t ­о . С 
другой стороны, для систем применение метода стрельбы, 
в отличие от предложенного, затруднительно. 
В заключение выражаю признательность Васильеву Н.И. 
за руководство и помощь, оказанную в работе. 
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ШШЕДЕШЕ НЕНОТОКД С\Р*ВН РАЗНОСТНЫХ УРАВНЗШ 
и 0ЕРИ0Д1ЧЕиКгИИ и Шчтм пгриодичЕслими д о а л и ц и ­
А.С.Мастерков 
йгчпсллтвльяы2 пвятр ЛГУ им. П. Стучта 
Рассмотри.; о;:ствму 
где °>Сл.) = Б4 ( л • Ы/ , £•= ' .2 , . ­ ' , т . ­ Д ­Достоянная , 
иатргва с аеабстввшпаи или ашцж­ксныин ­>лемеитамв такая, 
что ее собственные зйпчеввя 1 ц Л * , удов­
летворял ус лопав . > 
Преобразуем урагяенве ; : ) , пололяв 
где Н^С") — К;Сл«Ю, ¿»1.3.— ,т в построены так, что система 
(1) приводится к с потаив с постоякииш1 ко а^фшяектакш 
где в ( 1 , у О ­ равномерно сграиичвкная по ^ н 
»&трипг. 
йсш существует замена ( 2 ) , приводящая к системе ( 3 ) , 
?о системы ( 1 } я (3 ) будут иметь с *очхи зрения асимптоти­
ческой устойчив ос гн траатльжого решения одинаковый свой­
ства. Произведя в ( I ; и е н у СЗ) получаем 
Ддя достаточно малого ^ можно записать 
К 1^ = 3 * ^И..<и+У (Н»иО + КОО) Н 4 0^* 2 Н,<»0*НзОЛ* 
я оде тема (1) арнвимзе.' вид 
^«. . . = ( А + ^С61­Н,Сп.|)А* АН,Са)) + « 1 ( В 9 ­ ^ ( л « | ) А + _ К 1 ( а ) 4 
+ К.) + ... ••;иП 1(5_.­НП 1и«0я.АН-Ы+1{_.) • }ГХк,у))ц^;' 
где 8 , , .) ? 2 подучены из матриц А, о» , Н*щ , к. •.} 
путей конечного числа алгебраических операций и следова­
тельно {^(п.) э ( т л|) . если о,дп. ) » 6 к Са • М ) , 
Получаем следуодув систему для оиределения матриц Н^ сп.) 
8 , С п ) ­ К , ( а . 1 ) А + А Н ^ а ) ­
(4 ) 
­ И^Сим) А + А ^ т О О ­
Тасим образом, чтобы перейти к снетеые ( 3 ) , нужно 
найти такие постоянные матрицы ­| , . / ­ 1 . 2 . , т. , 
чтобы г._тр!пная система (4 ) допускала периодическое реше­
ние Н с л ) периода N . Учитывая замечание относитель­
но (^Си) и то, что Есе уравнения системы имеет вид 
В 4 ОО­1­и (г1 .0Д + АМ,(л) + К ; ( . !0= $ 4 . (5 ) 
достаточно доказать сушествование периодического рете пая 
Н и ) для матричного уравнения 
С ( л ) Ь(о*Ч)А ­ А Н ( п . ) ­ £ , <6) 
­ ó* ­
где С (п.) _ некоторая периоде :ская по а пзриода N мат­
риц. А существование S такой, что уравнение ( б ) имеет 
периодическое решение Н(л) доказано в L2) . Последова­
тел'но решая ураг_ел_з слстейи ( 4 ) , мы получим искомые 
матрицы Н t ( rO , i = 1. 2 . . . . , пг . Этим я завершается 
доказательство сущеетвования замены ( 2 ) . 
Акасоглчный факт с_еет место в случае, когда А ­
постоя}:».л матрица с собственными значениями Х,Д,,. Д ( 
такими, чте­ \Xi\il, j = 1.2,... Л, ^* . к + р . 
CJ ­ вещественное; &ы , j= 1,2, , m привад­
лекит классу У (класс матриц с элементами в виде конечных 
сумм экспонент ­.дал членов вида ш , <¿­ ­ ком­
плексное, _> ­ вешестЕеннсе). 
Замену ищем в виде ( 2 ) , считая, что 
Н, (П ) € *? , j ­ 1 , 2 , . . . , т.. 
Проведя выкладки, как и в случае периодических ма,.с_ш 
BjCn.) приходим к системе матричных уравнений ( 4 ) , в кото­
рой матрицы R ;(rO . j _ ­ 2 подучены из матриц 
А . £Ua) , Н к . 4 ( а ) , KsJ и й/а) fe 7 . j ­ 4,2.­.,m, есля 
В«Са), Н,.,(п.), Н.^Сп .^е 'Р , K _ j как и в случае 
периодических ;._триц В, ( а ) достаточно доказать сущест­
вование S такой, что матричное уравнение 
С ( а ) ­ H(iw)A + А Н00 = ­ , (6 ) 
где СМь'Ъ , имеет решение Н ( а ) 6 
Решим уравнение ( 6 ) . 
Учитывая, что C ( f i ) £ ? может записать 
' C ( a ) = e i e , 4 + e i ! ' a R ^ ­ + e l 5 ' a R , , 
г.7"? R,,R,, ... , Р « ­ некоторые постоянные матрицы с 
комплексными э л е м е Е т е м и , б, , sz , . . . , 6 К ­ различные 
м е ж д у собой вещественные числа. Учитывая линейный характер 
уравнения (6) рассмотрим только случай, когда C(n)= в1 к 
Всяд 6=0 , то C l a ) = R • полагаем S=C0O. Wtnbo­ . 
Вели б * о , то полагаем Ь 0 я ишам Н1«0 в виге 
Hin,) = е 1 в Л К . где К ­ постоянная матри­
ца. Получаем 
е. к А = е а к 4 е • R , я ш 
Е ' В К А = А К * « . ( 7 ) 
Уравнение (7 ) Судет иметь единственное решение, e c u 
'• .. Р ^ К А ­ А К = =** К ­ О (8 ) 
Докажем его. 
Пусть X £ Л 1 ; , где Щ - векторное подпро­
странство, ооответствуищее собственному значению Vj маг­
рдцн А [ i ^ . Тогда согласно предположению (8) е ' \ д = А К 
и получаем 
ß t 6KA ­ \ е'*К= А К ­ е '*К 
Для X £ 371 j возможно несколько вариантов. Если 
( А ­ ^ Я Х = 0 , то K­J­­0 , т.к. e ' \ в е я в ­
дается собственным значением матрицы А . 
Всдх ( A ­ A j 3 ) a = r 0 . т о ( А ­ Э О ) * е 
я К ( А ­ а , а ) х = о . ' с » ­ е ^ з ) к х = о . т . е . 
К а = О и тая далее. 
Таким образом К х = 0 vac е ЗЛ ; , следова­
тельно К = 0 . 
Таким образом доказано существование решения уравне­
ненпя ( 6 ) , а, следовательно, и существование замены ( 2 ) . 
Применим полученные результаты к системе 
Ögt я ( А, +м А.(0 + J* s A a ( t ) + + C O ) « « ( I O f ) 
где A ; « ) « A , ( t * T ) , M O i S . d ^ J . i , i,a....ia. 
В [_] было показано, что существует замене 
Ч С П = О ­ , ­ Н , С 0 ­ / Н г « ) ­ . - У ^ < 0 ) х С Й в , <Ш 
где Н 1 И ) _ И 1 « * * ' ) • 1=1 .2 . ­ . . пг , которая приводит 
систему (10 ' ) к системе 
где 3, . 5 , . . . ­ т ­ постоянные матр.шы, ­ О , ­
некоторая ограниченная матрица. Попытаемся произвести ана­
логичную замену для всей системы (ТЛ, взяв в качестве мат­
риц замены матрицы ЯД*;) « Я Д * ) + С к ­ 1 ( где 
НьС*^ ­­матрацы, а^оурарующие а ( I I / , а С » , , ­ иеко­
торие матрицы, постоянные на промежутке 1 (1«. . ¿¿.1 ] 
Ыатрипы необходимо определить таким образом, 
чтооы система (10") свелась к системе с постоянными матри­
цаын Р к , с = 4 , 2 , , г п ­ Смстеиа ( 10 я ) заменой 
41 З - ^ Ш кЙр> - У Ь_Га)) х & ) , 
приводится к ваду 
ус»..* ОУ-= ( .в ­ +^ (в. с!*1- С!!вв г в%ол* м,о . 0Ч_ 
с%.е|& 5$££» Ь * Ы л 
где п Д ^ ) подучены из ыатвлц . С у Щ } 4 М Д Ы « 
Н:(и 10),){1 путем коночного числа аягсоршаческнх операции. 
Пусть ' . . и ~ т л * * Т , - целое. 
при |/.* 1 ­ | то очевидно г"»,­ будут периодич­­
вы по ^ периода N . 
Приходим к следующей задаче: существуют ли постоянные 
матрицы ,­•]•» 1 . 2 . • , т. такие, что система 
В*С.* —С* . , Ьь + & 1 ( и > + М г ( М , * й , ^ 
КС?'*- Й5» + Вт^О над^­ к« 
• (, И) »9У , 
имеет периодические решения 1 ­ м м = С * , i*i ,2,. • ,«п . 
Выше било показано. что система такого вида имеет периоди­
ческие решения С» . Таким образом доказав следующий 
Фвкт. Существует замена ( I I ) , приводящая систему (10) к 
системе 
^ = (А» • • • • КС *&* ШЩ У") 
где 0(1^ . _ равномерно ограниченные по 1 , 
к , у. матридн, , j = i ( 2 , . . . , п ­матрицы, 
поотояшше на каждом промежутке , ± * „ ) , во вооб­
ще говоря различные на всей оси. При этом последовательности 
5** , 4, 2, ... , л , периодичны по к периода N , 
т . е . 15У°| & М ( М ­ с о п Ы ) . Кроме того не 
зависит от к , если А ­ нулевая матрица. 
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ТЕОРЗИА ОБ ССРШЕГОН ДЛЯ ОУНКШЮНАЛЬНО­
Лиииийтшичнии, УРАВЯ2НИЙ СО СЛУЧАЙНИИ 
П А Р А М Е Т Р А М И 
Ф.А.Сопронюк 
Чсг­н­вацкиИ государств* чнкй у.чяввосптвт 
Пусть Х ( Ч . ы ) ( 4 » 0 . с _ _ 2 ) сзпярабслъннЯ, 
непреривкиЯ с вероятностью едгвнтз случайный процесс со 
значениями в Р" . Отрезка траектория процесса 
| 1 ( 1 ' 0 , ­ ) ( ­ а 1 6 * 0 } при каждом ({жкекрованнсм I _ 
в дальнеапеы 0удеи обозначать х 4 . Пусть С С­П.О) ­
пространство непрерывных на отрезке С ­К .0] функций. 
Будем обозначать через С ( С ­ « . 0 1 , к ' * ! пространство, 
по.т.ченкое как N ­крайное произведение пространства 
(Н­п . ,0 ) на себя, Тогда 1 4 почта наверное будет эле­
ментом пространства С ( 1­11,0) , Я" ) о нормой 
и­ ,11 ­ Е {.1хС1«9 , _ . } | ) , где Е ^ • } ­обоз­
начает операцию математического схидания. 
Рассмотгим в к" фунхивонально­дафферевпиальяое 
уравкенсе 
где _> € Й , ( 2 , У , Р ) ­ вероятностное тро­
гтрвволяо [ I ] , , _ ) ­ оператор, отобра-
тандаа К х С Ц ­ я . О ] . К " ) в { ? " . аеви­
ашдЯ от параметра } « ­ . Это? параметр будем записы­
вать в виде верхнего индекса, т .е . х , , ­ ) 
Предположим, что параметр у*, может принимать значения 
нз некоторой окрестности точка ц с . Для простоты за­
гсе* положим «.... = О 
Пусть при каждом фяхс8гпсвялаоы ; с с } ­ j 
>¡ll,X,, ы) пглдстазляс­. собой измеримый сдутз*­
ный процесс, удовлетворяхскй для всех i .>о условию 
к* Е{\\<Л.о.ы)\ V C . L , . 
Предположим, что существуют монотонно пеубь*в~гп«е 
функции едушчной вариации $ .19 ) в о tei такие, 
что для всех t * 0 я Р ­почти всех ш выполняют­
ся условия 
В. IKL.X,io)­t( l , ,x,u.)|<. L, 11, y j i ^ e M o , ¡ e ) . 
Bi IKl..x.w)­4Cli.X.w)l<. L i l t l ­t 5 l\|x(e) ldq t < ie> 
в условиях А.Б.В и В» ­ некоторая постоянная. 
Аналогичпо [21 введем конечно­разностную аппрокси­
мацию решения уравнения ( I ) на конечно* отрезке [0,Т1 . 
Для этого рассмотрим разбиение | отрезка [ОД] точ­
ками 0 = t e i , <­1 3 < <. 1п=Т и для t £ С1>.Ц1 
( j = C , : . 2 , . _ П ( ) запишем 
if r (t;*)i,u/(t j ( W )* i ( i . . , w J ( l • i¿) . ( 2 ) 
Прсцесс, задаваемый (?.), будем называть конечно­разностной 
чплрокскмацт.еЯ решения уравнения ( I ) . 
Ооозиачгм <f(B) ( ­ a « P * t ' ; начальную (Пункцию, по 
которой режется уравнение ( I ) . Нрегдя, чем доказать бли­
зость решения ( I ) и процесса ( 2 ) , построенных по одной 
и той яе начальной функции, докажем несколько вспомога­
тельных утверждений, И дальнейшем, для простоты записи, 
верхний якдехс 7 . а такие аргумент u j у случайных 
процессов будем опускать. 
ЛЕММА I . Если Ч ­ С ч . о ] . Р,") и выполняются 
условия А в Б, то их^и * ( < +и* « ) мет ) для всех 
* € 1о,г} .(Здесь и в дальнейшем м(т) ­ некоторая абсолют­
ная постоянная в смысле работа [21 ) . 
ЖШЖ2ВСТВ0. Запишем ( I ) в интегральной форме 
2а) = ХШ) • \1(1 .х . )о1г . (3) 
о ' 
С ­ 0 , то Х ( 1 ) ограничено по условию. 
Если ж \.*С , то 
х ( { * е ) = ко) т \ . 
Отсюда, использовав условия А а Б, имеем 
\Х{^)[ <: ц ( о ) | + Ц Т * Ц $ С и с т . в и с ^ м а т 
ми ними и ниши одвдание к обеам частям, получим 
Е (1ха*«м>«1<р1 • Цг + Ц\*х х*<1\ 
о 
или 1 Х ^ * Ц 4 Т . | и ) И Д И ^ е с Ь 
< < > « и « и 1 » / » 
Из этого нерввевстзо я леммы 1роауолла­Бр«мваяв следует 
1х,| 4 о * « * " ) м ( т ) . Ш 
СЛДЦСТВИВ I . Если $ ( 1 . 0 ) » 0 к нгасоня­
ются условия л ш I , то 
IX , ! * 1Т»М0П • ( 5 ) 
2. Я в а Г<»> £ С ( 1 ­ а Л ] . в " ) 
ра хаалом достаточно малом 5 > 0 
1Т(»*8)­тЧ*М £ и » ЦБ » внполшии 
мв I , то 
­h%.B E i l * « . o > ­ x c t M } 4 Í C l . i t O M W • ( 6 ) 
ДОКАЗАТЕЛЬСТВ ,^ В силу (3) имеем 
t­s 
X ( t « « ) ­ X < 0 ­ \ í ( T , I t ) < l l , t 
Очевидно, что ^ т . , Е 1 1 х « Л ) ­ х с « 1 } s 
( i ^ p Е^1ХСИо ) ­ХШ1} ••• V u f > Е i I X ( t . 8 ) ­ X C O I > . 
­ м ' * о о » Т * т ­ « 1 J 
Оценим каждое слагаемое правой части 
* Ф E [ l « G * ) ­ á c ( 4 ) » l 4 j u p e E í i x a . t ) ­ x C i ) | } + 
"(lit <0 ­+tíl«^ 
+ i^p Е { ! * ( * • « ) ­ < « O i } 4Su4>iiL,+ iup Е { | ^ ( о ) ­ ^ { Н 
­5 te *o 1 ­o*t*o 
+ W c T . x t ) d t l } 4 2Sü4?iL,+ E\ i T CT .x^d t ¿ 
О T 0 
i«> a 
E { l X C i « í ) ­ X ( i ) l } & Lr \ E{\lxCT.e)ldaJ<e>}¿'t + L,Sí 
¿ L, ¡UXtBctt 4 l^o 4 "Lf 5 С**-.-?») М П • L<S . 
E { | х а . о ) ­ х с * ) Л 4 8 ( i t i f ) мет ) . 
СИКГ­6 ' 
а значит 
Объединив етж оценки, подучим утверждение леммы 2. 
СЛЕДСТВИЕ 2 . Воли выполнены условия следствия I я 
леммы 2, то 
^ ^ E l l W ^ J ­ X t t í l } T 8 »ММСТ) . ( 7 ) 
ооозиачка 
ХЦ) к ^ (, 
ЛЕША 3. Если выполнены условия леммы 2 а условие 
В, то при всех * б (у*», имеет место неравенство 
Е{1Х« ) ­Х.Й)1} 4 (< + »¥« ) г , (Т ) . . ( 8 ) 
ДОКАЗАТЕЛЬСТВО. Поскольку при ^ * 
Х(*)­Х­Ш = и т ( т Д х ) ­ К » э . £ 0 ] с 1 т . 
то, представив эту разность в виде 
t 
и взяв обе части по модулю, получим 
ь о 
|ХСО­Х;«)| 4 Ц \ |1ХСТ«е)­ха;+е)1йо^е)о1т +• 
1 о 
+ Ь Л С * ­ ^ ) 1х«;.вМс1аСМс1т. . 
Ч *** " * 
Применим к обоим частям последнего неравенства ма­
тематическое ожидание и используя условия теоремы, имеем 
Е { 1 Х ( 4 ) ­ Х , « л ) б 1$А*О+«*'0МСТ)+ ЦА* (<+1У«)М(Т) 4 
£ л* (и «?и )М(г ) . 
СЛЕДСТВИЕ 3. Если выполнены условия следе 2 я 
леаьш 3 , го для всех б И '*[' 
ТЕОРЕМА I . Если внполнены условия А.Б.В а I хит 
но первое условие лс­,аа 2, то 
О 
ДОКдЗАТЕЛЮТВО. Обозначим 
* * * * * ^ ч 1 * р Е ^ В Д . Ь ^ ^ Д ^ М . - ^ ! 
Оценим второе слагаемое. Для $->^ шеек 
4 Е 0 к ц ь у < * , > 1\ '.+ Е,уК*».*, ) ­ $ ­ ь ) О £ * „ 
о 
6 с ^ ( 1 + Ц * Т ; 
[тс это нергзе] 
I. О *< 
Очезидне, ч о  ­ нство выполняется для 
таи г "К при. 3 * * ь с, иаеет често тождество 
Тогда 
& сС,­ О + ^  *) + Да(<+три) М (Т) . 
Рассматривая ( I I ) как рекуррентное соотнесение, 
получим а '¿'1 
« + Ца} + a (* + «pi)M(r)Z(T'*L,A) . 
Поскольку cL0 ~ 0 , то . 
или ­ ü п. i­i*ни* • | l ' i е j2) 
Обозначим Q = Ä f ' , 5 W ^ . ' o!g<y№'l ? (' 1 • Т о Г д а ( I 2 ) принимает вид 
а значит, ­щр £ WXi«i­üit.'/J 4 4 ' ( 1 ' * Ш М ( Г ) . 
СЛЕДСТВИЕ 4. Если f(t,o) =0 и выполняются 
услозия теоремы I , то 
•VfO Е {1X10­4(01} £ Auf« MW . 
Используя теорему I , докакем непрерывную зависимость 
решения ( I ) от параметра. Пусть fM(t, X, , удов­
летворяет условиям А.Б.В и пусть сушествует ^'.p^t~^-i-
Здесь через Л обозначена окрестность точки т «=о . 
Обозначим X ^ C t ) решение уравнения 
* ? • 
У vt) соответствупцую этому решению конечно—разностную 
аппроксимацию вида £2). 
ТЕОРЕМА 2. Если £ (1 . х « , а>) удовлетворяет 
условиям А,Б,В, а также существует такая монотонно 
неуоывопцая функция ЗГСв) единичной вариации яа 
[ ­К .0 ] , что 
ИТ, в 
равномерно по * ь 10 .Г ] в любом Г, * о , а уДО 
стремится к нули при ]и —­ о , то 
Щ Е { | 1 Г ( 1 ) ­х*а>| \ = С ( 1 6 ) 
В»1»Г 
ДОКАЗАТЕЛЬСТВО. Раэооьем отрезок [0,Т1 точками 
О «<£*­.Ц4 1*< ­­<,МХ Пусть £ б £*..<...).. 
Тогда 
( х^СО­х 'ЧО! ь 1х>ЧО ­ +, 
Спениу Е П ^ Ч О - УМ) I ^  • Так как 1« И..Ц.Л . 
Отсюда легко получить 
Обозначив = О *ИР^ Е { 1 jjTCO ­ iftt) I } , имеем 
„А*,, * А. I- Д Г ( < -Ги,"») L, MCT'j -Г £ „ Й L J +• 
+>НЧу»)С'1+ tt'f.i)Mtn + й г (1 + 1^н)ЦМСТ11 . 
Здесь Л = т а х ; - Значит 
Рассматрдвая как рекуррентное соэгнслеЕие, подучим 
зли iop E{l ; j : "u ) ­u , : i ) l } s »u(ui .< f i . )QTMCT )e 0 T l ' 4 
О i t * * 
CTL, 
Из ( ? ) , используя последнее неравенство и теорему I , 
смеем 
чиф Е ! i-гЛО-x\i\\ 11 аС« • iwu)MCD + vt r ) n ' и * т»Ш&. 
Теперь по произвольному L > О выберем : . ачале Л 
таким, чтобы , i 
а затем, при фнксиоованном а , выберем такую окрест­
ность Л э , чтобы 1К ,Оп(1мчи)М(Т)с | п р и » с « х^£Л 0 . 
­ ­а ­
Это означает, что 0 ^ ? г ЕОх^о ­х "Г < > 1 > 
С­чвсаечво малой при' 0 . - 0 
СДЕДСТНИЕ 5. Вела выполнены условия А,Б,В' I су­
ществует такая монотонно неубывапдая функция !<•> , 
что 
I ­н. ' ,_ 
равномерно по £ € 10,"П и любом Т, г о , 
а ^ ( > ) — О прж О , Т ъ три доста­
точно малом уа имеет место неравенство 
Е { I Х*ЧО ­ х*С*)1} ^ ( Л *• а^Су.))^и МСг) (19) 
Рассмотрю! теперь в ч " функционально­лзффере шш­
альное уравнение вида 
х Г ="Р , 
где удовлетворяет условиям А.Б.В, а 
УщШ^ рм^  условию 
<.•«; 
1 = 0 (21) 
> л. . 
Обозначим у (О решение уравнения 
Тогда rrpa любой Т, ? О . в силу (21) кыаси 
• 
Сов ТОМУ непосредствеишм следствием таоромы 2 является 
ТЕОРЕМА 3. Вслж вышшитютск условия А.Б.В я ( 21 ) . 
то существует такое ' t r >.*•'*' 1 V 'что 
Цуоть правая часть (20) удэвлс­ти­>ряст условиям 
теореми 3 с заменой условия В на В' . Тогда справедлива 
ТЕОРЕМА 4. Если нулевое решете уравноьяя (22) 
экспоненциально асимптотически устойчиво, т .е . 
Щ И 4 C ï "s"» ( С . * ­ некоторые полохи­
тедьние постоянные), тотр­пшалыюе решение (20) воют 
тотически устойчиво при достаточно мало­ ,j* , а 
именно о j y , 
ДОКАЗАТЕЛЬСТВО. Мокем написать 
ИVI * liu.n + l ^ - W t ? (23) 
По условию теоремы иу 4 « s С е • Пусть 
. • ¡ 1 . ­ ( 8 » о ­постоянная). Тогда выберем! 
таким, чтобы С е~ А 1 » f " * ­ 3 й и зафиксируем 
. На отрезке [0,Т] для' второго слагае»юго в 
( 22 ) . в силу (19 ) , имеем оценку 
u o j j ­ u ц е .йму»М(Г ) * $^1п»ч>« Mit) . ' 
Поэтому, выбрав разбиение отрезка [0,Т] таким, чтобы 
л ||1?ч МСП <.­ 1|р­ , а затем, г г . фиксированном п , 
выбрав таким, чтобы у ( " О л н»?Н ''1С") < 1|5 , и 
зафиксировав (и = ч 0 , получим 
их,» < §• • 
Очевидно, что на отрезке [0 ,Т ! при ^еСо,^».) 1:х.и«,мст;л 
Оценим I X , » на отрезке [Т,2Т] , выбрав х т за 
начальную функцию. В силу выбранят: Т и ­ ­ , ­ мы получа­
ем 
И Х „ 1 1 < | . . 
кроме того, для всех Ь е [Т.2Т] их,» 4 мст ;£ 
Про долгая аналогичные рассуздендя для промежутка 
1кТ,(£ + 1)Т] получим НХ1ц £ ИСТ)|х •„ к­ол.а,­ < 
Отсюда следует утверждение теоремы. 
В заключение выраааю благодарность Е.й.Царькову 
за постановку задачи и постоянное внимание к работе. 
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УСТОЙЧИВОСТЬ РЕШГ'ЧЙ ЛИНЕЙНЫХ C.1CTEÍ 
ДИФФЕРЕНЦЯАЛЬНС-РАЗНОСГНЫХ УРАВНЕНИЙ 
к­тригонош.'Рйчи:ким ы ш у щ ш я а 
ПАРАМЕТРОВ 
Ф.А.Сопронюх 
Чернозоуяй государственный уякг­.рсятет 
§ I . О приводимости систем дифференциальных 
уравнений с малым тригонометрический 
возмущением постоянно?о запаздывания 
Пусть в системе 
= P ( t l > x C t . ) . x C i , ­ i r ^ t ( U l ) . t i ) 
t 
tCl.) щ £^&Ф&^М!4ф* ­ постоянные, f* ­ ­
малый параметр, ' * С ­ це.­ое число, х ­ вектор­стол­
бец (0C..X, х " ­ ) ' , » ^ " вектор­функция ( F,. 
• • , Fe.)' • Здесь 8каком ( ' ) обозначено транспониро­
вание. 
В CD показано, что при определенных ограничениях на 
запаздывание можно указать такую замену переменных, кото­
рая приводит ( I ) к системе дифференциальных уравнений с 
постоянным запаздыванием. Однако не всегда можно привести 
явный вид такой замены иераменных. 
В конкретных случаях бывает нужна замена, производ­
ная которой ограничена на всей оси и которая приводи» ( I ) 
к системе с постоянным запаздыванием с некоторой степенью 
точности. В этом параграфе доказывается существование та­
кой замены и приводится ее явный вид с точностью до веди­
чин порядка мваости высвен чем м 1 равномерно 
оси. 
£ системе ( I ) сделаем замену переменных 
так, чтобы 
и будем искать 7U> 2 виде 
где 
т 
u,U)= JEU А. * o.wn*,ûO., ( , 
«• t o i ' ч ­ V¿ )'Л ( * С,­ Jtn.(V ( l » l ' J )Ät + 
r i , ­ V ) a t ļ , 
! I , как будет оокваако ниже, удовлетворяв! некото­
рому функциональному уравнению и есть почти­пзрмоддчйская 
функция, которая при »»­<­о стремится к нуд», 
несмотря» функциональное уравнение 
«¿(1) > y C l ­ » ) + j . r ( l . u ( t » . (8) 
где f C t . y ) почтш­пвриодическая по ( функция равномер­
но относительно у . Сделаем замену ( • а »S , где 
а » 0,1,2.... •, ­ i * s * ü .Обозначим ус п.» S> = z » cs ) 
f ( n . « * . y ) = /а ( V ) Л > 1 о р д а МО принимает вид­
(9 ) 
Пусть существует 
лаиа Пусть С* = coiwt ­ векоторое решение 
уравнены f(i) = 0 , такое что f ' ( C ? *• 0 • 
Тогда (9 ) для достаточно малых « >0 допускает почти­
пернодическое решение 2 а ( s, j * . ) , для которого 
имеет место соотношение . , , „ . _ 
; и ­ 0 
ДОКДЗАхВдЪСТВО. Воотроим почти­периодическое решение 
( 9 ) с помощью метода последовательных приближений. Пусть 
Поскольку последовательность /, ( 5 . почти­
аериодическая при каждой 5 * 1­1,01 , то 
почти­периодична. Тогда из леммы Богодюоова [ 2 ] следует, 
что 
| 2* (в;?) ­ К'! <­ $0 . 
где Ь"^ = о . Причем о.)«.) 
т . е . сходимость к 
тедьыо $ при _­и — о . 
Заметим, что 
Значит ?Д, I •:.>>) = •<1­»£СС>^>­ М • Ч? 
в, следовательно 2°..!А>) = г£С^0 ­ г&^1*<Г ,1. 
Определим 2^' 1 как реаение уравнения 
(Ю) 
. Имеем 
не зависит от а , 
равномерна относа­
Пусть Г, ­ Ш * ; *Г) 
так чю 5 <­0 . Поэтому е * < i и, согласно 121, 
решение уравнения U.n., = u % + ju. & а u, a равномерно 
асимптотически устойчиво, а тогда из теоремы I [ 2 , § 2, 
гд.П I вытекает, что (10) имеет единственное почти­перио­
дическое решение. Далее, 
г 1 ' 1 ­ г ° т г '" 1 ­ t í ­ « Щ^'Л 
с ч ч п * ­ г с * / * • 
но до^) ­ - с ¿ : ­ z; j = 
= j a ^ C . . y o ( * Í ­ y » , d * u ¿ ­ ­ Ш Ь ^ - г ; ) = 
¿ . он 
Так чю для достаточно малых ju. и j a e С 1 
2fi п. 
где Žun. n ( « I ) з О , M ­ постоянная, которая за­
гисит только от вида однородное системы. мы учпи тот 
факт, что ! Г ° - 5° ь вдЗ и предположим по индукции,что 
Ž^Cb.ju)­ к° - 9 - о при ju — о равномерно по S . 
Таким образом по теореме I 12,гл.П , 
а значит, еоли i z ļ - r j l l 4 2 М o.Cjn.) , то такое 
же неравенство справедливо • для I ¿¿11 - Ц I • 
преддгпоженив 2i.*' - К' -*0 действительно выполня­
ется. • 
„алее 
2«.., ­ £ « t ­ ta ­ <г + J*­ *­ c* + 
Л 1 * Й4­
чей и обеспечена равномерная сходимость последовательных 
нриблшеякй. |лг*$ доказана. 
ТЕОРВД 1.1. ЬСЛЛ СЛ­ *М? ­йвгт 
на вида ( 4 ) , которая с точностью до Ь­'ш:чан порядка малос­
ти высшей чем ухх равкомерио на. всей осл приводит си.сте­, 
М| ( I ) к системе вида 
причем | . 1 . у , 2 ,0 ) ­К 4 .Ч ­ г > • 
ЮКАЗА1ЫЬСТВ0. Вспользуя (5 ) , уравнение (ч ) эапиисм 
в виде 
-^. I.4 * >/• и.СО) + (Д * • _)ч и.СО) ­ # СС4 О • 
k j u i v . d k ) . (12) 
для К.. , то существует заме­
( I I ) 
Учитывая то, что 
Г О Н - Т С . О „ х'щьью + -
тСаг«>ц.Ц)+>*и,.с«) ­ т и * _ 
(ичеи сходимость рядов равномерна), получим 
+ ^ * и г « ) + г 2 ( 0 « ^ и. (*• 0 р.х и,« ­0+ 
+ у Л « ­ 0 10. + 
+ г тц* >у и.<о.у.*и,а>*>*ащ) ­ тсд* «уи.со Уи»си ) 
•5* у. 
V " V ­ ­ • 1  т 
+ ^ Т С л О + рч* * 5 т'Сд1)а,СОе14 ­
Г ­ С о о 
т 
Т ­ » О в > „ 
(14) 
г«) = га-о * ]*ги.&+ 
+ Ьл. ­1­ 4х'ся*)и,с*) ¿1 . (15) 
Т­~оо ' о 
Если Л такое, что 
т . е . Л имеет вид ( 5 ) . то осредвеняое уравнение (15) 
имеет изолированное репенме 2 С * ) я 0 . Если кроме 
того 
= / Й . Т \ ^ « + «г'> ^ 0 (16) 
то для достаточно малых ^ сувествует почтн­периоддчес­
кое решение ( 15 ) , которое при ^—• о стремится в нулю. 
Этот йакт вытекает из леммы 1.1., если учесть, что для 
Отсюда для и,СО , ЧщШ и Ш) получаем уравнения 
и ( ( 0 = и . а ­ 0 + т Ш ) . (13) 
(/,(*) = (/.(4­0 + Г ' С О ­
­ н о 
нашего вида ТСО дискретное осреднение совпадает с не­
прерывным. 
Ниже будет показано, что условие (16) в рассматривае­
мом случае всегда выполняется. 
Решение (13) и (ТА) идем в пиде ( 6 ) и ( 7 ) соответст­
венно. Постоянные находятся методом неопределенных коэффи­
циентов и имеют вид 
2 « ­ < Л У « 4 
1 Л 
2 <­СЛУ,Д ' 
( I ? ) 
•ид.2У|са 
•1-А«2У«Й 
4 -ОЗ42У.О 
УГЛ(У««У;)Д 
; + 1 - И Ч ' Л ' У , ) Л 
УЙГ(У«-У;)Й 
1 ­<в1К - Ч ­ >А 
к= о, 1 , , I • 1 = 0 , 1 , I , причел в последних четырех 
соотношениях к.*|.« 
Покажем г что выполняется условие ( 16 ) . Инеем 
Т * " . ' -.У • 
Т — О » о 
X £ Ц и*1;11 + В ; *аУ ;ДО] о1*г = 
Г а 
Отссда, учитывая (17) , получи­, что 
а значит, при достаточно малых ^ условие (16) выполня­
ется. Теорема доказана. 
ПРИМЕР 1.1. Рассмотрим уравнение 
где Ь - постоянная величина. Замена ( 4 ) , в которое 
» 4 ­ р ~ * * 2 , а > у»12Уак 
приводит (18) с точностью до величия о ( у г ) к виду 
И в 
Ч ^ ) - £ I < - . 1йЗГЛ_ 2 4 
- из -
§ 2 . Исследование устойчивости решений 
линейного скалярного дифференциально­
разностного уравнения с переменными 
коэффициентами 
Рассмотрим дифференциально­разностное , авненне вида 
где u»j , Q.j У, 0 ­ постоянные, ;ч >э ­ малый пара­
метр, 1 ? 0 , п я ­ целые числа, ({Ц)=.-Л; ooiijt + 
•BjViaVjt Aj.Bj.Vj ­ постоянные. 
Однородное уравнение, соотвотству­оцее ( I ) 
Пусть уравнение \# (Л )=0 , (3 ) 
где W(.y)= X + Z I 2 _ C i , J X Е _ характеристк­
ческий квазиполином ( 2 ) , имеет однократный корень Х»0 , 
т.е. \*ло) = о . « / ' ( о ) * О , а вое остальные корни рас­
положены в полуплоскости Rc > 4­Tf . у " > " . 
Как известно [3 ] , решение ( I ) можно записать в виде 
Zi.1) •* u(l) • j m . \ Kli-x) Z. Щ xcT)dT . (4 ) о i eo 
Здесь K ( 0 фундаментальное решение ( 2 ) , a UU) неко­
торое решение ( 2 ) . Согласно [3 ] 
В силу условий ьа корни уравнения ( 3 ) и(0«у.»а>1и* 
может быть решением ( 2 ) . Если в:о не так, то = . . . ; : 
и для исследования устойчивости можно считать ии> = ив 
Поэтому, выбрав у Ш = ^ « , подпил из ( ч ) 
Х ( 0 = и. т « . 21 1 (1(1­1) КСО ХСт) с1т . (6) 
Запишем решение ( I ) , подставил один раз г силу (6) 
XCT) = Ц0 + ju7 у, j att-xJtjtt) dt + 
0 j m ' • о 
ri L Г' *S* \ KCt t)Z L(t) a ( t ­ 0 1 l^xcod* d T . (7у 
Очевидно, что î h.Ct­т)в;(т)с/г является ревениеи 
уравнения . , 
d'a 7&Г*4 dl" 
построенный по нулевым начальным даииыы. Решение этого 
уравненин ищем в виде г С О ~ С; utbvjt + d; ­ С; 
Пс тоянвые Cj к dj находятся легко методом неопределен­
ных коэффициентов я в силу громоздкости их выражения 
здесь не выписываются. 
Тогда ( 7 ) можно записать в виде 
X C t ) = U 0 +j^ y0¿L<±j- tólV; t - C j ( < - C o i ļ t ) ] + 
L u t T 
+ W 2 £ Ц \ h.Ct-T) 6:Ct) \ h . ( T - S ) ê . W « i ) d i dt . (8 ) 
В последней слагаемой (8) меняем порядок интегрирования 
L 
L I * « 
+ > Z Z Z i )Wt­T)aCt­ôè;Ct)etTè».ftia(«ds . 
Рассмотрим h u . « r p a e 
t 
H; ( t . s )= \ ( iU­t )K(t­OùjCt)dT ^ 
i­i 
= \ l i ( t ­ s ­Of t ­Ct ) l ;C t . s )dr . 
о 
Учитывая вид fc¿(0 . м о ж н з алисаяь так 
о 
* 2 2i / o Введен обозначения 
Иси.дьвуя преобразование Лапласа, для Н' и Н* 
можем запасать 
Н ' ( 0 = '*- \ е * > 
2 ч 1Ш) 
1^ I 
1 \ а (XI ) 2»1 вД.с •СЧ*С***» 
где интегрирование производится вдоль прямой к ; «> »с 
так, что иен корка урш екав ( 3 ) лепт слега от этой 
пряно!, легко видеть, что подынтегральная фу^лшя (10) 
имеет яза простых полюса' л « Р • •> 1 ч < ; , а аодынтег­
ральнап функция ( Д ) ­ А »С • Д « ­ ь * , ­ ./'МШЫОК на 
мнимой сии, а все остальные корни лежат в левой полуплос­
кости У* 1 • * . ­ ] • . Сдвинем контур интегрирования влево 
до прямо! ( ? в } = ­ 7 > учитывай встречающиеся осо­
Ооввости. Для К ' С * ) получим 
Аналогично 
5^ + Ы 
Отсюда для Н ' Ш • Н­*СП получаем 
причем IО/С*Jl «Ce " * . IQ,4i)l ¿ C e " с постоянной 
С ! изависящей oí j , 
Значит 
где 
Используя ( 12 ) , формулу ( 9 ) занижен в виде 
+ ju1 Л Z. \ &,(t.sļ e.Crt xa) di + 
t > * ¿ Ž f Q ; Й Й •« «*> ю т * Í . ( 1 3 ) 
а для Q^Ct.i") справедлива равномерная по / оценка 
löjt^i tc .e " ' " " " с») 
с некоторой постоянной С,. 
Пусть НС*) удовлетворяет следующему интегрально­
му уравнег D 
U U ) = fa$4j " C:^"CO4VJ'1)1 * 
/ ТЕОРЕМА 2 . 1 . Если тривиальное решение уравнения (15) 
экспоненциально асимптотически устойчиво с показателем 
j *V > 3>0 , то тривиальное решение (13) асимптотически 
устойчиво при 0 * jU. *уь , где ju,­. coavt достаточно 
/;адо. 
ДОКАЗАТЕЛЬСТВО. 11окем написать 
IXCOI *­1 U.COI •• ( хсо ­u ( t ) l (16) 
По условию теоремы lu(Oi ь М е (17) 
Рассмотрим разность x ( t > ­ a ( t ) . в силу (13) и (15) 
получим 
ь ­ * 
xa;- ttct) * у L TL \ б-юМбФиь-шяЩ * 
t u 1 ! ! ^ C : Ct..) £.('­> d ' i ­
t ;. t 
. ­ «**ZZ \ &/.t . . )6^v> lx ( . ) ­au»d i t­
Отсюда для H j ( 0 • И*СО получаем 
причем 1С;Ч0| кСе"1* . IQ*COI < C < r t j , •. с постоянной 
С i независящей от j ' • 
Значит 
е ... Л... 
ГДО Q ; t ^ ­ ( */ * |f)e^/C6»e+(4-&)*^ï?(4.*J. . 
Используя ( 12 ) , формулу (9 ) запишем а виде 
XÇt)= y» +J . " c Z , ld j .ui» ;t ­C - ( < - i e ** ; l ) ] t 
+ ря1 ¿ ¿ î Gj(t,ö ».&> x«1 d $ + 
•По) 
а для Q^Ct.sl справедлива равномерная по j оценка 
l'tyÇM&J * (14) 
с некоторой постоянной С.. 
Пусть i l С*) удовлетворяет следующему интегрально­
му уравнег то 
k L i " в С » ) 
«•J* l Z Z S &;Ct,i)6.^)UCu)dS . 
, ТЕОРШ 2.1 . Если тривиальное решение уравнения (15) 
экспоненциально асимптотически устойчиво с показателем 
, о>0 , то тривиальное решение (13) асимптотически 
устойчиво при О « jit , где j4e«con.vi достаточно 
надо. 
ДОКАЗАТЕЛЬСТВО. Иохем написать 
IXIOI * I U « ) 1 > iX ( t ) ­U ( t ) l (16) 
-У**?' 
По условию теоремы l ii(t)i ». M е (17) 
Рассмотрим разность x(li ­ a ( t ) . В силу (13) м (15) 
получим 
ru ; ­ net)=jv* L Е $ &( ' . . .4)6.wUw­«o ] <ti + 
и и * ' 
f .-• о * 
L I. > 
• = «Л£ Z \ &/.t.­) L xt .1 ­ ut*»)] di f 
ь ­ * 
Оценим левую ». правую часть по модулю 
I * } 1ХСО­Ц.С01 < ! И г £ . 1 . ) 10;С1.Л|16.О.>11И£>Мс11 + 
« • о о • 
, а ь Ч 
+ $¿1.2. \ 1&;(Ы118«1­)Цхи)­и.Ы1а4 + 
Ь 4 I • 
« • О ^ » » о 
Оценим кагдое слагаемое в правой части неравенства 
= ^ * | Ц . | С , И М ^ ё ~£ & 
При получении этой оценки предполагалось, что ^ 
достаточно мало и 1& кСО I < N , а также исподьзо­
налась оценка (14) . 
Залетим, что 1 &,и,»М < К равномерно во |, 4 
ж 5 . Учитывая это, имеем 
5 * * 1 2 1 } 1 6 : С Ы и « к С у ) | 1 1 л 4 ) ­ ц ( Л 1 4 & 4 
I 
4 яд.1 КГ N \ I X ® ­ 1% ; о 
I с * 
* 1 21 21 )10 ,СИ) | |Ь к 'Л11ХС.^­Щ., )1с1!, £ 
. о 
ИТАК, 
|ХС*)­иС0| 6<и гС. И N14.1 •— + 
Г" Г « 
Обозначив р5?^ и N 1< • С, ) = С 4 
получим 
Отсюда, используя лемму I ¡4, гл.2) , имеем 
I К О ­ и С 1 ) | 4. &Ь$ЩЁ*?р * 
ЗНАЧИТ 
Выбрав jn l t = T так, чтобы первое слагаемое пра­
вой части (18) было меньшим и фиксируя Т , затеи 
выбрав ju = г­». таким, чтобы второе слагаемое также бы­
ло меньшим 4г и обозначив Г, = , получим 
В силу того, что на интервале С ~. , 2Т, ] ддя 
1х(01 имеет нес .о оценка ( 18 ) , но только вместо ' iy„ | 
будет |х(Г,М и вместо второго слагаемого будет 
jn a eepl ja 'dC* ­ т , ) } . «ожеы капясать 
Продолжив рассуждения по индукции, имеем на интерва­
ле [U­ iV, . кг,] 
1Х(кТ,>| i Щ • (к ­ 1 . 2 . 4 . ­ ) . 
Обозначим 
Тогда для (• 6 [U­iVr,, fct,] получаем 
Это неравенство завершает доказательство теоремы. 
Перейдем к исследованию интегрального уравнения ( 15 ) . 
Дифференцируя обе части ( 15 ) , получим 
U, (t ) = j M . у„ Z * (dj ceilļi - Cjrü/lVjО + 
t . L 
+ j * l Z Z M: g . ( t ) e v ( t ) a t t ) * 
L U 
Обозначив Фо = ¿ ( i ) " У ê j M i V M k f o u C t ) , , 
Фв « ­ Jt j f e¿ V.'Cdi­iūlVjt *C. M » , t ) ­ . 
+«­* gig ¿ i ( A ; e ' - е.; e " , ч Î ¿ act) , 
­/^¿VcA/e^­b^'^jlz^^dx­ . 
Легко видам, ч и 
где = ^у/сд/е^.^ё"' 1) -
Обозначим Ф, * Ф с *У«Ф в Р. ( О . тогда так 
же, как н дли Ф„ , получим 
где ~ 
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Аналогичными рассуждениями по индукции инеем 
Здесь 
C Ç ­ Û C t i ­ y g i Mj «s« 6кШ u ( t ) . 
( m ­ o , i , . . . > L ) . . 
Введен обозначения 
+ i l , 4 * t f , 
N t = í n 4 * *V»i* t . . . + v.Vv„ i « д о + ••••*ЧЧ*+ 
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Учитывая эти обозначения и вид {>*ол, - Л) 
из ( 19 ) , подучин 
^ ­ 1 ^ ­ 0*№(£к • - |Ф*+ 
+ ^ Ч « ^ . 1 1 « ) 1 1 + . . . + ? , 1 / ' 8 У (20) 
?;00 (/« 0, {, ..., 2^*2) коэффициенты при и.СО и ее произ­
водных, которые можно легко выписать собирая соответству­
ющие коэффициенты, ноторые входят с у?. 
Обозначив ц,= ? 0 ,и .= £, . . . . , и и = ; вашшеи 
(20) в виде системы 
^»«= -^^1 -ы м«г а­ ... ­ N„^4-
+ ^ [ 1£) 14«) ^  + ^ « « Г и * ] • 
Сделаем замену переменных 
(22) 
% » - ^ М» • • • + МИ ? О • 
Отсюда находки 
К о = Р Ц ' Г ~ МО%1­1 ~ м 11>2ь ­5 МЦД?! ^ Г 
М|. 
Учитывая (22) и (23 ) , получаем систему 
<= < 
"¿¿1 - А Н * - Кб**к + 
Кш в матричном виде 
С ^ в м Ш . (2ч) 
где А„ в 6 М Ш квадратные матрицы (2 •'•*^ 
и ввиду того, что их легко выписать исходя из последней 
системы, оаи здесь не приводятся. 
Поскольку, уравнение с1вХ С 3 >. ­А„)=0 имбет 1*1 
пар чисто ынимых корней х1У, . *ьУ, .... , £ , а такие 
корень Х»о , причем чисто мнимые корни мы приобрели при 
составлении уравнения Ч£ + «I* О? « О , то для иссле­
дования устойчивости тривиального решения интегрального 
уравнения (15) вам необходимо спроектировать (24) на 
собственное подпространство, отвечающее собственному зна­
чению * " 0 . Тогда получим 
По индукции легко показать, что среднее значение у * ) ' 
равно 
Поэтому, осредняя ( 25 ) , получим 
Отсюда, если выполнено условие 
то тривиальное решение ( 25 ) , а значит и (15) экспоненци­
ально асимптотически устойчиво о показателем ^ а Л . 
Заметим, что выражение легко получить, учитывая 
аледуищее 
Осреднян последнее вирижонии по 5 , получим 
Поэтому 
Фактически, для дитетральных уравнений вида (15) мы 
доказали следующую теорему 
ТЮРШ 2.2. £слм среднее значение по 5 
^ бдь.лс.ь'/ < 0 , ю тривиальное решение (15) экс­
поненциально асимптогичосми устойчиво с показателем ь*Л . 
ПРИМЕР 2.1 . 
Рассмотрим диЗДерекциальи^­разностное уравнение 
ХЩ + о Л х О О ­ ХСО! = у*.а>уН хСЧ) . (28) 
Характеристический квазиполином соответствующего однород­
ного уравнены имеет вид 
= Э> + о Л в " * ­ ! ) • 
При условии а * 1 уравнение О имеет простой ко­
рень у=о , а все остальные корни лежат в полуплоскости 
Р . е Л * ­ у , ' у > о . Используя алгоритм, описанный в § 2, 
а также теорему 2.1 мы приходил в исследованию на устой­, 
оавость следующего интегрального уравнения вида (15) 
аС1 ) ву .+^ч в [ А *и гу1 ­ сС « ­ св *<0 ] + 
I . (29) 
* У <Ы% и,(ь)е1Ч . 
о 
Здесь ± _ ч'­а^­аУ с _ _ а П ­ с д ­ я ) > 
~аЧ<­сем) я+^­йкп»)* ' аЧ ' ­сл^+С^­айю? ' 
6 ( ^ = ^ [ < ^ + ^ + < ^ + £ ^ ] . 
20­а ­) (*<­'»> «V*) *а*> « { ­Ю 1 
Используя теорему 2 .2 . , имеем 
Д _ аС<­ ССЛУ) 
2С«­о.>[0­и*#а*+ С«­а«ШО* 
При выполнении условия Л < 0 получаем экспоненциаль­
нув устойчивость тривиального решения ( 29 ) , а значит 
асимптотическую устойчивость тривиального решения (28 ) . 
Ьти результаты совпадают с результатами, полученными в 
[5\ и [6] другими методами. 
ЗАМЕЧАНИЕ I . Методом, описанным в §2, можно исследо­
вать на устойчивость скалярные уравнения вида ( I ) параг­
рафа первого, которые при помощи замены ( 2 ) приводятся 
к уравнениям ( I I ) . 
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ЗАДАЧИ С ОДНОСТОРОННИМИ КРАЕВЫМИ УСЛОВИЯМИ 
ДЛЯ КВАЗИЛИШЙНЫХ 
АШПТИЧЕСКИХ И ПАРАБОЛИЧЕСКИХ УРАВНЕНИЙ 
I ~ М. И. Хазан 
Экономический факультет ЛГУ им. П. Стучки 
Введение " 
В последние годы во многих работах /см., например, [ I ] ­
[ 8 ] , [18] ­ [21] / изучались эллиптические и параболические 
задачи о краевым условием вида 
е р(и) н а границе области , (0.1) 
где Ь / Э У ­ даЦюренцирование по конормали, а _/з 
максимальный монотонный оператор в Я /вообще говоря, 
многозначный/. Частными случаями условия /0.1/ являются 
первое, второе и третье краевые условия, а также условие 
— = А/и) на гоанице области э у >> 
где уз : ­ непрерывная неубыващая функция, 
—во в сс < о + < + ° ° I прячвы либо сс + = ± оо , либо 
уз^т)—± «о при г­* 2: "? . Термин "односторонние усло­
вия" откосится к случаям, когда уз действительно являет­
ся многозначным. .Например, условие 
иьй ^£?0ъ и — -О т границе области, (0.1) 
* эу ' ау 
ветречахщееся в теории упругости /задача Синьорина, впер­
вые изученная в работе Фикера [XI/, может быть записано в 
виде /0.1/, если положить 
Г О , 1>0 
£{г) = - ( ­ « о , 0 ] , г ­ 0 
Другие примеры см. в [ 2 ] , с. 37 ­ 39. Задачи о краевым у о­
ловит /0 .1 / для лянелшх эллиптических уравкеикй второго 
порядка были подробно изучены Ерезпсом в [2], [ з ] . Его ре­
зультате мы существенно используем в кастоящеИ работе. На­
чально­краевую задачу для уравнения ut *f(t,x) с 
краевым условием /0.1/ также исследовал Греэис /см. [4.J, 
пример 2, [2j, с. ICI ­ 102/ методами теория вариационных 
неравенств и теории полугрупп ЕеллнеЯных операторов е гияь­
беотоЕом пространстве. При некоторых специальных Ji зада­
чи с коаевк : условие!/ /0 .1 / для лунейнмх ураЕнени£ ранее 
рассматривали Д»во и Лионе /см. [о], [6]/. В настояче!: ра­
боте мы доказываем сутестЕозэние сильных решений задач с 
краевым условием /0.1/ для эллиптических и параболических 
уравнений второго попяпка с главно:; лийеИноЁ частью, содер­
у.вщлх нелинейные младаяе члены вида /" (х, U ¡ V U) , где 
F ­ непрерывная суккпия, крепкая рост по VU. меньше 2. 
Точные '"Ьоркулкровки приводятся е § I . Ранее залечи с усло­
вяем /0.1/ oontero вяла для теки* гровнени;!, насколько нгь: 
известно, не рг.ссматрквглпсь. Зкесте с тек имеется ряд ра­
бот, где иэу^ачтея задача с уелоnvем /0 .2/ для квазклинеГ^­
ных уравиени". Так, в книге лконса ÍI6J в рамках теории ва­
рипштонннх неравенств получены теор'эгн существования и едкн­
ствешюсти "слабого" реьенуя загяч с краевым условием /0.2/ 
для аллипткчесхкх а параболических уравнений, сосоргаптх 
пелтте.пше монотонные оператора типа 
/ом. L *J, гл. 2, п. Ь.7, 9.5/. 3 работе да Бега [20] уста­
наелквеется ограниченность к гйль черовость слабых решена!', 
взриапионпых нергвенстп, соответствующих задачам с краевое 
условие»: веда /0 .2/ для ракномерио аллг.пт ••ческих vparHemril 
f 4~ а,- (х, а (х), v щху) + а, (г, и(л% ча(г))=о, (аз) 
гдй OLi удовлетвоояот Усло'ввяи Карятерворч * некоторым 
ограничения)* на гост. Реадкьтяй! да . эга С;ип ус/леку 
Я. ­Ч».Урвлк»воГ £»гЗ• Ь это.: ас работ* И. Н. Увадьае?а 
доказала сущее." с чашв ролгкия задач]' • .с/, / 0 . 2 / из клас­
са Щ^(И^ П1Д^(/2; р предпологення/, гаран7;т.уиссс клас­
сическую рпзреСкЛ'эст^ узегнйнла /О.'с/ не;: краегюи усло~:з 
в: 'да­?к/зУ = V/''/) ,.гла",. V" т г.­лдкел 1эт£шзл /Фэк­
тяческ? в и&] оасс:/ато:'.палссь клаевсе ус;л"'.:о, более об-
в$%.. чем /0.2//. В частности, если главная часть )равнекпя 
/6.37 ­ Л1!ни."кк:1 рашо:­зрко атаатачеечн.: олсоатот, то для 
"у­полз: С1в /котора­1; пэ­здпояегаетс.т да ^рзашг^ует/оД по 
всеу азгуквитак/ доплатах р­ст по ^7<^  не­вше 2 /у нас 
допускается рост кзиьре 2 , но зато ис тр•'.суется д::л врея­
Ьсруе^стп/. 3 работах да Вага 5 £иасп 1','},[2$ доказкад­
втея судестпогаг г, ограшгчвиаость а Л т дероьость сдаесго. 
эгзекЕя варжш:э|гоого неравенства, со ггБс­тетеуэтего качаль­
ко­краеЕО?. ваваче срееьяЕ у сломе* /С.«2/ для квазвлвкеЗ­
ного равномерно параСстсческого у:..г иг >ря 
Пр­ это:.* пр!Лпо."агается, что Санкции <2;( С*<*М) тхят 
ют реет не вине I как по и , так *• по VII /нрапяа, дсагуй­
к­.­г.ся ос :Сяга.)сг.' по /. 
'^ аяи результаты получен» с помощь»: т*орь_и о (изгуйеякях 
/я ­дяс4Шетявивх операторов /и. . 114]/ п теорий нелялгйтх 
эволвийнннх утлвВеняж в баиаховте пгострекстмх /с*». [ ! > ] / 
г. сочотажи с втолок регулярнваши краевого условия, нем 
поль^.озанншг Греяйсэх 1 " ) . РёаазгдаЙ является Еозиоттость 
использовать нерс­^яексквиое основное пространство, посток? 
кетодв 1'рез::са и Лкопса для доказательств! су ос,юн. ятя • 
хотя бы слабых решение непосредственно пр/'кггпггь нельзя. 
Отметяк, что зее результаты вакноь работу пврв1гасй*ея 
неслуха:! краевого условия (/(х)-Ш/ду (х)е ^ Ь(а(£)* А(х}\ 
где р я /I ­ достаточно реэтхяравв *уккгы, звданвне 
08 грагглие область. 
­ х З Ч ­
Терминология и обозначения 
Область определения оператора Л обозначается 3)(А) , 
а множество значений ­ &{А) . Напомним, что оператор А 
в ба­тховом пространстве X называется диссипативнын, 
если 
ж /Л ­дассипативным, если, кроме того, УЛ>0 Я(1-ЯА)'Х 
/здесь I ­ тождественный оператор/. • 
Всюду в дальнейшем Я ­ ограниченная область в Ш 
с гладкой границей Г , I У л е | ' . вектор Е н е ш н е й н о р м а ­
ли к Г в точке X обозначается л(х)-[Пн(х)1...}п.ж(х)). 
Норму в пространстве (цр*^) будем обозначать 
/•Цр , а норму в пространстве Соболева И^?(Л) ­ 1'1гр. 
Мы будем часто пользоваться теоремами вложения пространств 
Соболева /см. [17]; /, не всегда явно оговаривая это. 
Примем сокращение Чи=(Ш/ЗХ1,..., эи/эх*)и положим 
^ЧНЦр^ИчиЦр , г.,е |­| ­ норма в . 
Топологию &(йт(пХ^(Щ) в ¿«,^/2) будем называть сла­
бой* топологией. Множество слабо* непрерывно дифференци­
руемых функций и :[0,Т]-*и.(П) обозначим \М*С'([О,Т];и.{й\ 
множество слабо непрерывных функций и• [0,ТЗ—Х , где 
X - банахово пространство, о б о з н а ч и м ч*С([0,ТЗ; X). 
(Невидно, чгС([0?]\Х) с Ь^(0,Г; X)-. Если функция и , 
заданная на подмножестве 5" ­ банахова пространства X ж 
принимающая значения в банаховом пространстве У , удов­
летворяв:, условию литдпщя на £ , то будем писать: 
и*Ыр(Х;У) /или просто и*Цр(£) , если У=Я /. 
§ I . Постановка задач и формулировка результатов 
В этой работе нп рассмотрим две задачи: задачу о нахох­
лен: I решения эллиптического уравнения 
удовлетворяхщего условию 
• ^ М я м Й х Я и * ^ • л 
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- Ш. (х) € jļ(U(x)) ir. в. ва Г, UD 
а также соответствующую начально­краевую задачу для пара­
болического уравнения 
^(*)-ĻĶ(tfx)- F(t,х, ЩЦ vuX x)H(t,x) (it) 
(OitfT f X ejl), 
U(0,X) = U,(X) flf* л ) . Ш) 
- w(i'x) £ fi(u(t x)) r (cttsT) Ш 
Здесь 
3 •• Л —* . 2 * ­ максимальный монототшй оператор. По­
следнее означает, что если *}/*, ={ze R \ jb(z)*$] 
и J,­ *ji(ti) , , то (ļŗS^(tjŗTt)20 , причем это 
свойство нарушается при любом расширении г± _­?ика /3 . 
Относительно коэфЬинкен'Гоз дифференциального оператора 
^ мы сделаем обычные предположения: 
vx * л >j E я* I « * «да, «и 
а па функцию г наложим следующие условия: 
/А/ F'10,T]* JT *R*R —* Е ­ непрерывная функция, 
причем ļ РГС*, «> Р> i * MfluŅZ+lpr^ļ где JT-' V Ķ 
и сГ-Л, -£<>,.*) яе убывает; 
/Г/ найдется такое (Оа*Я , ч-> 4(t,X-,p)е№1*П*Л 
функция а -> pjfe,х, г^ ,/?) + cOeic не убывает; 
­ *3b ­
/Б/арявеех t?*iCTl , (x, it,p)e~. *R*fi" 
j Fit, x, u, p)~ FfT x, u,p)i s #t (lul) \t-tl% 
где ­"Л,.­* А . не убывает. 
¥ч докаяем следугиие теоремы, 
е о р е м a Пусть тозффипиенты оператора L 
удозлетЕссяят услснкям /1.8/, Д . £ / , а функция F(tpt,u,p)& 
з г(х,и,р) ­ условиям /А/, /Б/. Пусть, д а л е е , Л -
неубквгвдая функция, удралатеорятшая локально: у условию 
Литглшс, jb(0)sO . Тогда найдется такое we /Я , что при 
зсех Л >со задача Д . 1 / , А 2/ для люорго / е 
имеет единственное рапенке e ^ J e \ i (­^J i приче?.: 
VfU,-o) lulttf*fr(t'u&.)(i+lfffh (ito) 
Здесь ^ JR.* ­ яеубкващал :5уш<ция, зависящая только 
от ? , /V , Л t fi > F и :зэр­?лпиентов оператора ^ ; 
И =max[F(x,0l0}!Xe7l}. Оря jr»~' йе завися! от / . 
Если ft , / 4 6 L„(ft) и u.t , Cit ­ соот?етствуюгдке* реше­
ния задачи /1.1/, /1.2/,' то 
¡ 4 ­ a* С * (я ­ to}"' If// - >i L Ш 
З а м е ч а н и е I . I . В тех случаях, когда оператор ft 
предполагается однозначным /т .е . функцией/, в условии Д . 2 / 
следует, разумеется, заменять включение равенством. Это 
относятся и к условию Д . 5 / . ' 
3 а ы е ч а я и е г . .2 . Число со в теореме I . I зависит 
лишь от коэффициентов оператора L и числа сОо из усло­
вия /Б/ В частности, воли 4^(х)-0 то мэкно 
взять и) = .-,-Ш vif ва(х) 
Т е о р е м а 1,2. . /сть коэффициенты оператора L 
УАОвлетворяот условишД .8/ , Д . 9 / , а функция Р(С,^,^,р)я 
3 F(x,U,p) ­ условиям / А / , /Б/. Предшлоиим, что ­
1тосималькый монотонные оператор в Я и ^(0)^0 . Тогда 
при всех Л > а ; /см. теорему 1.1/ задача Д . 1 / , Д . 2 / 
имеет решение tf е VV/(!u) л L ­ f i l ) для любои f€L*,(fi) . 
Для этого решения справедливы оценки /1.10/ с ?=1 в /1.11/. 
Мы не знаем, единственно ли решение задачи Д . 1 / , /1.2/ 
в условиях теоремы 1.2. Следующий результат показывает, 
что единственность имеет место в классе (Л) Л С'Л), 
более узком, чем тот, в котором установлено существование 
решения. 
Т е о р е м а 1.3. Предположим, что выполнены условия 
теоремы 1.2 и Д>о» /см. теорему I . I и замечание 1.2/. 
Пусть « и К £ в jigpj Л С' / Л ) 
решепие задачи /1.1/, /1.2/ с /=/ , . Тогда 
Перейдем к вопросу о регулярности решений задачи /1.1/, 
/1.2/. не касаемся здесь случая, когда Nal /т.е . 
интервал вещественной прямо"/. Еолео счльные результаты 
могут быть получены в этом случае более прямым путем; это 
относится и к задаче /1.3/ - /1.5/. \1ч надеемся посвятить 
одномерному случаю отдельную работу. .ри И-1 W£ (Л.) 
вложено в Lip (Л) , так что резение задачи /1.1/, /1.2/, 
существогаяие которого гарантируется теорег/oi' 1.2, оказы­
вается липш'.ш­непрерывяым в П. . При. Ы>1 ив уже не мо­
жем непосредственно с помощью теорем вложения сделать та­
кой вывод, о; ако он остается в силе по крайней мере для 
Н^Ч . STO ЗИДНО из следующей теоремы /у считаем в неЛ 
Т е о р е м а 1.4. Пусть выполнены условия теоремы 1.2 
и u*Wf(J))n Lo,(fl) - решение задачи /1.1/._/1.2/. Положим 
б^­бУИмЦ.,) /см. условие / А / ; напомним, что б" *Z /. Если 
b<f//{tJ-t) . т о ueLlp(H) и У ? > Л / 
где неубывающая функпия f-FL+-*Jfc+ зависит лишь от Л/ , 
й , L, у и F . 
С л е д с т в и е . Если к , то в условиях теоремы 
1.2 при всех А>и) н f^L^,(fl) существует решение задачи 
/1.1/, /1,2/ из класса V/Цй) Ь Ир (Л) , удовлетворяю­
щее оценкам А . 1 0 / с £=«2 , Д . I I / и Д.1Е/. 
Перейдем теперь к параболическому уравнению. 
Т е о р е м а 1.5. Пусть коэффициенты оператора Ь 
удовлетворяют условиям Д . 8 / , Д . 9 / , функция р ­ услови­
ям /V , /Б/ и /В/. Пусть, далее, 10.Т] -
непрерывная функция с ограниченным изменением, / • ' А ­ ' И ­
неубквапцая функция, удовлетворяпцая локальному условию 
Липшица, ^,(0)=0 . Положим 
^(Л)-Ьи. еи(Л),-^М=/^(х)) п. в. на Г] 
Тогда Уиее£> задача Д . З / ­ Д . 5 / имеет единственное 
решение и. , такое, что 
Ъ Г\ *С(10,Т];М;(1$ПС([<ГГ1;С'(Л))П 
При этом­
где с>0 зависит только от 1и.,Цм , iL.il.­/7^Уи^х])!^ 
функций Щ и / /ж не зависит от _ув /. Ванонец, если 
1# и V - соответствующе е решение задачи Д . З / ­
Д . 5 / , то 
Т е о р е м а 1.6. Предположим, что функции Г и $ , 
а гакже оператор ^ удовлетворяют условиям теоремы 1.5. 
Пус ­ _/в ­ максимальный монотонный оператор в Я . ^ оУ?0^ 
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- ШЫ e Jb(>**№) п. в. на Г . ЦП) 
Тогда задача /1.3/ ­ Д . 5/ имеет решение 
и*Ш(рМ wi(nH) л Lip([orTJ;.U(n)) л 
удовлетворяющее оценке Д . 1 4 / с С , зависящей от тех же 
параметров, что и в теореме 1,5. 
С единственностью дело обстоит примерно так же, как и 
в эллиптическом случае. Соответсвуот.1£: результат мы приве­
дем в § 3 /см. теорему 3.1/. 
С помощью теооемы 1.4 бея труда донизывается 
Т е о р е м а 1.7. Если 
Itf-Z) шр < JY 
/в частности, если JV*V /, то реше­сле задачи Д . З / ­
Д . 5 / , построенное в теореме 1.6, принадлежит классу 
иР(1б,Т1"П). 
§ 2. Доказательство основные результатов 
для эллиптического уравнения 
Пусть р - максимальный монотонный опе^тор в Я , 
ß>(0)?0 . Определим операторы Ар(-Кр*°°) в Ьр(Л) 
следующим образом: 
ШР)=f"6 Щ (Л) Л LpÜi) --Lue Lp(Si)~ Sfi(u.) п. в. на Г\, 
ЯрЩх) -Lu(x) (ZA) 
Из результатов L2] /теоремы 1.7, 1.10, предложение I . I 3 , 
замечание 1.34/ Еытекает 
Л е м м а 2.1. Существует число W/f Я , зависящее 
только от коэфтепиентов оператора L , такое, что Vp*U,—] 
оператор jlp-щ! лг.­диссипатквен в Lp(fl) . Ири этом 
этом 
V и«0ф и и % * с' II Ыр -е*,1) и I/,; |?И 
- . w -
где постоянная, С зависит только от Ы , _fl и коэффи­
циентов оператора L /и не зат­исит от ft /. 
Определим теперь оператор В в Loo (Л.) соотношениями 
3}1В) = {иеСл(й):-Щ-€£{и.) п. в. на Г/, (¿.3) 
В и(х) = - Ffx, и(х), VU(x)) . (лм) 
Наша ближайшая цель ­ показать, что оператор 
дисскпатизен, а в условиях теоремы I . I ­ т ­дис^тпативен 
в Lo, (Л.) . Тем самим мы докажем теорему 1.3 и значитель­
ную часть теоремы I . I . Как показал Като /см. [10 ] , лемма 
1.1/, оператор Л в банаховом пространстве X диссипати­
вен тогда и только тогда, когда 
Vu.. V § Ш) "т* ( ¿ u -Jv> Л * о, 
где 
VucX £(и) ~{т'Х'- (ujhМ}. U.u) 
Назовем оператор oí в п о л н е д и с с и п а т и в ­
в ы м, если 
Vu Г*ЯШ mxue (¿u-¿ev,f) *0 (А$ 
Легко видеть, что сумма .цисс1шативного и­ вполне диссипа­
тивного операторов ­ диссипативный оператор. Этим фактом 
мы и воспользуемся для' доказательства диссипативности опе­
ратора . -B- (u ) t+0> t )T . Нам понадобится следующее из­
вестное соотношение: 
которое вытекает, например, из теоремы У.9.5 книги [16] 
/сутэствование предела в /2.8/ при любых U , veX дока­
зано в лемме У.9.1 той же книги/. 
Л е м м а 2.2. Если функция F : ñ * Я* Я"~* Я 
непрерывна и удовлетворяет условию /Б/ и ее; i выполнены 
условия /1.8/, Д . 9 / , то оператор В~и>01 вполне дисси­
пативен в . 
Д о к а з а т е л ь с т в о . Очевидно, достаточно с к а ­
зать, что В_ вполне диссипативен, если условие /Б/ вы­
полнено с ш,-0 /т.е. функция Р не убывает по и, /. 
Используем соотношение /2.8/ и явное выражение .для функци­
онала Х(и,У) в С (И) /в силу /2.3/, /2.4/ 3)(В)иЯ(В)с 
СС(Л) /, полученное Сато /си. [ I I ] , §6/: 
(г.9) 
(и, г>-еС(П), и+0). 
Таким образом, нам следует показать, что если'и,V-
и* 1Г и х*£Л ­ такая точка, что 
то 
Поскольку Р не убивает по «• , для этого достаточно 
проверить, что из /2.10/ выте­ает 
\ги/х*) = УЩХ*) . [*~4{) 
Это очевидно, если £" е Л . Пусть теперь Х*еГ и вы­
полнено /2.10/. Не умаляя общности, можем считать, что 
и(х*)-1Г(х*)>0 , т .е . в точке х* функция #<-и-гг. до­
стигает максимума. Тогда, во­первых, 
Ш- (х*) = [ V » 0 , №4 
а во­вторых, поскольку в точке х* V/ достигает мак­
симума на Г , производные V по всем касательным на­
правлениям равны нуле, так что 
чЩх*)=(ч*(х*)}п(х*))п(х*). (¿13) 
Из /2 12/ и /2.13/ выводиу, что 
V *(Х*) = , ^ . Л ) 
­ 1*2 ­
Используя /2.14/ и Л.9/, получим: 
У 
= * Z a ^ f x ' j л с f c * ) л Л ( х л ) ? Л а . , а>о. 
С другой стороны, 
так как 
к Щх*)>У(х*). Сравнивая /2.15/ и /2.16/, убедимся, что 
ос=0 . Отсюда в силу /2.14/ следует, что VW(x*)=0 , 
т . е . выполнено /2.11/. Ле>а­л доказана. 
Из лемм.2.2 и 2.1, как было замечено выше, вытекает 
Л е м м а 2.3. В услоеиях леммы 2.2 оператор 
+В-(Шо : ЖЛщ) П #в) *• U- (Л) 
ДИССИПаТИПСП Б Laa(&) 4 
Д о к а з е т е л ь с т г ­ о т е о р е м ы 1.3. Пусть 
A>ui"u),i-uil и и-, , fi(i-l,J.) удовлетворяют услови­
ям теоремы. Это означает, что Hi е$№*>)П2>(&) , fi~ 
• ­ / ^ , + 5 i . Следовательно, 
« (Л-а>](и/-и.л-{А-ш)'1((Ла+в-и>1)и1[ -(Jm*8-a/Tj4,). 
Воопол) ••овавшксь леотхя! 2.3 и определением дкссипативного 
споратора, получим: fl/r/t IL &(t-co'!!'-<t~uJ«>, что и доказывает 
гсотеод 
Переедем теперь к докаэатзльсп­у теоремы I . I . 
Л е м м а 2.4. Пусть коафбнционты оператора L удов­
летворяют условиям Д . Ь / , / I . 9 / и пусть 0 :/£•-• Л ­ не­
УБЫВАЛЦАЯ функция, удог.четворякшая локалмюг.*' vc .opto 
ляпшивд, • Тогда Л JV/, ' JL) И 
где Са '-RiT* - неубывающая функция, зависящая только 
от N , fl , f! , f> и коэффициентов оператора L • 
Д о к а з а т е л ь с т в ^ . Если J3 удовлетворяет ус­
ловия Еттатпя на И , то лемма вытекает из теоремы 1.9 
работы [ 2 ] , причем cf можно считать константами. Общий 
случай легко сводится к этому. В саном деле, если 
иеЩ(Л) ПЬЦХ1) н 
­ п. в. на Г , 
где р удовлетворяет локальному условию Липшица, то 
-ЩН'Ш'^ п - в - т г 
для любой jb-R-* R , совпадапзей с р на сегменте 
; + / ¿¿1 « J и удовлетворяпаей условию Липшица на . 
Л е м м а 2.5. Если выполнены условия теоремы I . Ī , то 
оператор 
п\ ­диссипативен в L„(fl) . 
Д о к а з а т е л ь с т в о . Положим 
Л - Л ~ - ^ 1 , В~в-и>с1 - М -
Из лемм 2.1 , 2.4 и 2.3 следуе­, что оператор т, ­ д и о 
СЕпативев, £> (Л) /напомним, что ]f/j (О.) вложено 
в СЛ(Л.) при <ļ>N / ъ оператор 
диссипативен в L->(1\) . Если ми покажем, что Vyu> ^ 
оператор B(l -fiA)'* вполне непрерывен в L^ļ-il) и 
где f(irf ) • • » % . * н е убывает по г и ^> , то из тео­
реме 2 вашей работы [14] будет следовать /я. ­дкесипатив­
ность оператора Л ^ S ­ ДЛЯ проверки условия /2.18/ 
воспользуемся оценкой 
­ Н е ­
которая является частным случаем интерполяпионнного нера­
венства Ниренберга /см. f l 2 j / . Из /2.18/, /2.4/ и условия 
/А/ получим: 
Vueä(S) l3utl00<X(HU,U(/->!IVull?f'a^). М 
Применяя /2.20/ с р ' Ж / ( г , а=А/(-*+ öY/^/Ujj, 
находим, что , 
Из /2.21/ я /2.22/, учитывая лемму 2.4 и /2.18/, выводим: 
где J{3 А+ ­ неубывахшая Функция. Поскольку Yt*0 
67 г ) < г . т о 
так что из /2.23/ следует /2.19/. Итак, остается показать, 
что lyt f ct? оператор - иА)~! вполне непрерывен в 
La, (Л) .Поскольку оператор Ъ непрерывен как опе­
ратор из С1 (П.) в С(Л) /см. /2.18/ и /2.4//, доста­
точно проверить, что оператор ( I -^и<^)~' вполне не­
прерыр­он из L*(A) в Cl(Ti) . В силу леммы 2.1 
Vu,veL„(a) т-/1Л)'Ли-(]- иЖ'г-\и</и-оВ„ [Ы > 
Из /2.24/ и тождества 
.ъ(1 уьф' -«-'((I-jujy -I) (s>0), 
котог^е легко проверить нелосредстренно, следует, что 
опеоятор 
.-///-//./'-<': L^fjl) -*L„(fl) 
удовлетворяет условию Липшца с константой «2 " . Так 
к а к А И > 0 к Jr-G , то Y~**C (1->/.<?)*Г-О и 
Jfl - _к-4)~1(Р) - С . П о э т о в * 
Из /2.25/ в силу леммы 2.4 вытекает, что 
Ul-jUdT'uiv,, *«-'ЩВиЦ 1;и>?,«<ЦЛ), М 
где Л?(г) •= ZtCt„(t)(mt6 л)"*" ,г* 0 . Применяя неравен­
ство /2.20/ с р-М , a-z/S , а такте /2.24/ и /2,26/, 
находим: 
Из /2.24/, /2.2$' ж /2.27/ следует, что оператор 
вполне непрерывен при каждом _.и>0 /к^као учесть, что 
вложепие (fi) в С*(И) компакт­:­./. Лемма .­.оказана. 
Д о к а з а т е л ь с т в о т е о р е м ы 1.1. Из лсм­ . 
мы 2.5 следует, что в условиях теоремы I . I для любых 
A><H4Ut*i0i и f*Lm(i£) уравнение 
Ли -J„u - Ви»/ ¡ 3 . * $ 
имеет единственное решение « «3>(ЛЛ . Учитывая лег.му 2.4 
к вспоминая определение операторов ­ и 3 , убачде­
емся, что U принадлежат классу ¿,0,., ^ / ' ­ ^ * ЯВВИ­
етбя решением /и притом единственным/ задачи /1.1/. /1.2/. 
Опенка /1.12/ следует из доказанноГ: выше хМрвйВ I «S , к » 
как при <Д>Л/ Wf (Л) вложено В &(Щ .Пользу­
ясь тем, что и* С является единс­гленпкм решением зада­
чи /1.1/, /1.2/ с f[x)~F(x,e,0) /наломиям, что ­7 
из Д . 1 2 / получим Д . I I / . Остается доказать оковку /х.^'/. 
Из /2.2В/ получаем: 
( Д А - iotr)u Ч р-Wt)u ~Ьи -f {£&) 
откудп, в силу леммы 2.4, 
­ 1т6 4­
причеи С л можно считать константой, не зависящей от ^ 
/см. лемму 2.1/. Поскольку оператор Л<-* ЯЕляется сужени­
ем диссипатквного в Ьа (П) оператора и 
(Л-^)и -(Л*. -ш,1)и =/ + ви, 
то Уе.е[*, ~1 
ЫЦ * $гОк)~'Ш +Ви1ч + М})} Н,~1Г(яД019, (Л.51) 
Из /2.30/ и. /2.31/ вытекает, что 
ИиЪ ? * ег(1иЦ„)(лЩ +Я6и19 +М9) (**?<-). (лм) 
В силу условия/V Ц^М.-) М и и 
№иЦ *(/+(«иЛл.У»)Х(1и11„)(< + №11Л9 )• 
Применяя неравенство /2.20/, получим: 
В v a ^ * с1/г>9 И*| I А * * Г ^ ­
Из /2.33/ и /2.34/ выходит оценка 
где функция Л9'-А+-* Я+ определяется по функции Ж из ус ­
ловия /А/, числу ^ и'области Л . Из /2.35/ и /2.32/, 
в свою очередь, следует, что 
И < ? < а9 (ыишц + 1 чТ**^^ й ? * ~^  М 
где (19(г)-*Яс9(1)(1+1к}(1}+ М9) . Наконец, из /2.36/выте­
кает, что 
//а/,',,,.« тшс{л£9(ЫЦ№> Ц> ] 
откуда и следует /2.10/ с 
"т доказательства видно, что функция у9 вполне опреде­
ляется числами М н у , функциями Ж и б1 из усло­
вия /А/, коэффициентами оператора L и областью О. , а 
при а > & ­ также фуштией 6^ . Теорема доказана. 
Д о к а з а т е л ь с т в о т е о р е м ы 1 . 2 . Посколь­
ку /• ­ максимальный монотонный оператор в /Я , то У&>0 
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ЖI* 6/3 ] = /Я , оператор однозначен 
/и является статней/,­ а оператор 
суть определенная на Л неубывающая функция, удовлетво­
ряющая условию Липшица с константой &' 1 /см., например, 
[13] , леммы 1.2 и 1.3/. Легко видеть, что 
Зафиксируем Я>ш 7 feL^(Л.) с и л у Теорел« 1.1 
для любого £>й задача 
имеет единственное решение и& е Рк^1Уу(Л) , причем 
1ир(11и<;11т + >ис1!^)< + -° (АЛ'С) 
/условие /2.38/ выполняется при всех хс Г , а не толь­
ко почти всюду, так как в силу­теорем вложения эи*/ду' 
и и{ непрерывны ка Г /. Из /2.40/ затекает, что 
найдутся (/е\у£(Л)пЬ*.(Л) и последовательность СМ^О 
такие, что 
ие1л\-> и слабо в и слабо*' в 
Из /2.41/, поскольку вложение б I I / '.£.) 
компактно, следует, что 
ит~и, в ЩЩ. 
Поэтому можно считать, что 
и^П)(х)-^и(х), чие(л)(х)—чи(х) п. в. в Л ДО 
Знач1!Т, 
?(х,"Чп)(х)^ие„:(х))-'-Р(х,и(х),9«14 п. в. в П . Г*.-/»} 
­ 148 ­
Из /2.41/ в силу /1.6/ и Д . 8 / вытекает, ч»о 
I- и { ( к ) йи слабо в Ьг (И) , {ЬЧЧ) 
а отсюда и из /2.38/ получаем 
\ и 1 ( я ) (х), чи6(я) (х))Цг « сюпхЬ. - (¿.45) 
Из /2.43/ и /2.45/ в силу леммы 1.3 главы I книги [18] вы­
ходит: 
^х, иця) (х\ Чит(х)) — Г(х,и/х)^и(х)) слабо в 1г (П) (л.Чй) 
Наконец, из /2.38/, /2.41/, /2.-А/ и /2.46/ выводим, что 
-ЬЩХ) +Г(Х,ир),ЧЩХ)) +Ли(х) = $(х) п. в. в Л . 
Покажем теперь, что и удовлетворяет также граничному ус­
ловию Д . 2 / . Из /2.­И/ с помотаю теорем вложения получим: 
Из /2.49/ в силу Д . 7 / и Д . 8 / следует, что 
Из /2.48/ и /2.50/ вытекает, что Б 
Щ (*)-» Ш , " ^ Г ^ * п. в. ааГ (лМ) 
Сравнивая /2.39/ и /2.37/, убедимся, что 
О другой стороны, учитывая определение функции , из 
/2.39/ получим: 
Уп, 7 ­ * еГ (1^(п)ьу'ие(я)(х)-и^0^(п)^(х). (2.53) 
Отсюда в силу /2.51/ вытекает, что 
(I* и((в) (х) — и(х) п. в. на Г 
Поскольку­график максимального монотонного оператора ji 
замкнут, из /2.52/, /2.54/ и /2.51/ следует, что 
- Т Т ^ eA(U(x)) п. в. на Г. (Ш 
Соотношения /2.47/ и /2.55/ показывают, что и является 
решением задачи /1.1/, /1.2/. В силу теопемы 1 Л 
Отсюда и из /2.41/ вытекает, что # удовлетворяет нера­
венству /1.11/. Что же касается оценки /1.10/ с р = Д. , то 
она справедлива для любого решения задачи /1.1/, /1.2/, 
принадлежащего классу W£(fl) гЛ L^(fl) . Вывод, приведенный 
в доказательстве теоремы 1.1, при у - Я. остается в си :е, 
если выполнены условия теоремы 1.2. Следует лишь вместо лем­
мы 2.4 использовать лемму 2.1 и под ВСС поникать функцию 
F(х, u(x)t*7U(X)) • Теорема полностью доказана. 
§ 3. Доказательство основных результатов 
для параболического уравнения 
Предположим, что вуполнены условия теоремы 1:5," и опре­' 
делим семейство операторов **7«У (O^t^T) в L~,(D-) 
следующим образом: 
Ш{0Ние^у.*(Л) --Lu еЦП), VxeF -^(xtyu/xg (з.{) 
J(i)и(х) -Lu,'x) - F(t,х, и(х), vu/x)) +f(t,x): (3.X) 
Учитывая обозначения, введенные в § 2, и лемму 2.4, можем 
записать: 
Для доказательства теоремы 1.5 мы используем теорему 1.4 
нашеС работы [15 ] , положив в ней Х- L**(u.) = (L/ffl)) . 
Из лемм 2.5 и 2.4 непосредственно следует 
Л е м м а 3 . 1 . В условиях теоремы 1.5 оператор 
ji(t)-(w,*cot)I л­диссипативен в Loo(Q) при любом 
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Л е м м а 3.2. Пусть выполнены условиия теоремы 1.5, te[0^1) 
А(А®)=>ил—и в Ь~(Л), (ЗА) 
ЛЮил—гг слабо* *&$П). (з$ 
Тогда иеЩ/О) и А@и = V. 
Д о к а з а т е л ь с т в о . В силу теоремы 1.1 \/иеЗ(Л(Ф 
Щей,-) Ы1л**ч(1М{Ш$иЦш.+ш1+1)иЦ+1). (з.б) 
Из /3.4/ ­ '3.6/ следует, что 
Из /3.4/ и /3.7/ вытекает, что 
УуеЦ,-») иа-*и слабо в ^(П). (3.9) 
Поскольку ^*ц[И) кокпактпо вложено в С ' ( й ) , из /3.9/ 
получаем: 
и^и в Г ' / Л ) . '(¡¡¡4 
Пеозходя к пределу в равенствах 
получи*:, учитывая /ЗЛО/, /1.7/ и /1.8/: 
- I V • Э =„ Ч«< ^  ^*Г) , ^ / / ; 
'Из /3.9/ ­ /3.11/, прккял­ая вс ьнимаяие /3.2/, /1.6/ и /1.8/ 
готовку: 
, ' ¡ . ' 1 / . ? ) , слабо в ¿, , ( .0) . Ш 
Начета, срч­нивая /3.12/ г. /3.5/, 7гкащвемся, что 1гч0)л • 
Д о к а з а т е л ь с т в о т е о р е м ы 1.5. Иа леи.! 
3 .1 , £.2 й опенки 
кототая вртвкает вз '3.2/ /. условия /В/, следует, «то с е ­
«•е.­.сгро операторов ./V) у'^шлтдряет ­?се­­. условиям теорем 
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1.2 и 1.4.работы [15]. Поэтому Чи,е31Ы(Ф) найдется такая 
функция 
иЩр([0,Т]; Ь-(й))П 7 ^ , 7 7 ; ¿-(11)), [г 15) 
что 
причем 
где с0 зависит лишь от Ца^1„ , Ы(0)и£~> , функций Х{ и 
/ . Из /3.15/ и /3.14/, учитывая /3.1/ и /3.2/, заключаем, 
что функция и^,х)-и^)(х)является ри.ением задачи /1.3/ ­
/1.5/, причем уравнение Д . З / удовлетворяется в смысле рас­
пределений и почти вседу в Л , ди/ЫеЬч,[(0,Т)" П) я 
у * « т ­ 7 «до (я) (з./') 
Кроме того, из /3.15/ и /3.16/ следует, что 
а отсюда с помощью /3.6/ получим: 
причем "Ел не зависит от уб /а зависит лишь от Л7 , П , 
бе и коэффициентоп оператора Ь /. Поскольку <7£ , О В ) 
пространство VI*(Л) рефлексивно , а при £>Л/ компакт­
но вложено ъ С (П.) , из /3.13/ и /3.18/ следует," что 
Единственность решения задачи Д . З / ­ Д . 5 / в условиях тео­
ремы 1.5, а также оценка Д . 1 5 / вытекают из теоремы 3.1 /см. 
ниже/. Доказательстто теоремы 1.5 закончено. 
З а м е ч а н и е 3.1. Теорема 1.5 Остается в силе, если 
условие /В/ заменить более слабым условием 
|Щ х.и.р)- Н%*,и,р)\*Л<(1и1)(1+ Ц ­ Г / ; 
однако при этом постоянная С в Д . 14/ будет уже зависеть 
от ß , что лишит нас возможности доказать теорему 1.6. 
Т е о р е м а 3.1. пусть коэффициенты оператора L 
удовлетворяют условиям /1.8/, /1.9/, функция Fft,x,u,p) 
непрерьшна и удовлетворяет условию /Б/, feL^,((0,T) * ц ) , 
Ui 6 Llp(L0,T]; (i­/. 4 > 
Üift)« Wt*(n.) П С1(П) п. в. на /0,Т), 
dU;(t,x)/ut = Lu;(i,x)-F{t,x, uc(t,x), vuifi,x))+f(t,x) 
в отеле распределении в (0,T)"il , и при почти всех te(0X) 
-^MzßMt.*)) п. в. на Л 
где _^ ­ максимальный монотонны;, оператор в Л , ßjOl'O. 
Тогда 
l iC - O - ut(i)U * €ia-u,)tlut{0 - (О*, ит). 
Д о к а з а т е л ь с т в о . Определим операторы B>(t) 
в Ь^.(П) следугадны образок: 
^ / » - { M f f V f i ) - ! ^ ^ ! ^ ^ » п. в. на Г}, Ш) uix^-(Fft, х, u(t\ vafx)) + wt u(x)). 
V.3 условиГ: теоремы следует, что п. в. на (0,Т) Vf-ti,00) 
в Lf/fi) существует сильная производная 
du.i(t)/dt е U/Л), 
UiH)*WdJn2{ä(t)) п. в. на (С,Т\ 
Пологим u'f'-UjlD-Ufil Используя леуму I . E оаботы ( IG] , п о ­
л у ч и м , что п. V. на (Q-Tl Vye [2, *») 
i i нт'm. и ftn, * f 4 t ^ Ц • ' ­ ^ ­ ­ + 
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где •• (Я)-* 1,у,у.ц(П) - отобразегае двойственности: 
Поскольку оператор ^й» -со^ I является сужением дисси­
патгвного в Ь^(Л) оператора Л9-щ1 при катдом 
в*Й>*>0 /см­ лемму 2.1/, то в силу легла* 1.1 работыГДО} 
Следовательно, Ъ$ е и,°°) 
при всех t e 1С,Т) . Тетерь заметим, что 
Пользуясь этой формулой и известным сгстношенпем 
и повторпя рассуждения, проведенные по;: доказательстве лем­
ма I работы ¿9], можно показать, что 
У . усС(Г1) ШЩ,(А)) < М Л - # р 
гне 
Переедем в /3.19/ к пределу при у — *° . Учитывал /3.20/ 
/3.21/ и лемму Лебега ­ Фату, получим: 
Но из доказательства леммы 2.2 видно, что 
Таким образог.!, 
откуда иепосредстгекно следует утверждение теоэпмн. 
Д о к а з а т е л ь с т в о т е о р е м ы 1.6. Как и 
при доказательстве теэрекы 1.2 ахшроксиккрузм оператор ß 
не;,бывающими функциями t'1 (!-(!•*tßf1) , удовлетворяхша­
ми условию Липшица на Я . Пусть У&>0 
/см. леммы 2 .1 , 2.4 и замечание 1.2/. В силу /1.Г./ и тео­
ремы 1.7 роботы [21 функция U = u„ является единственным 
/в классе Wf(fi) / решением задачи 
-L, U(x)+U(x) =- LoUe(x)+Ub (х) (хеЛ) , 
- еß("fx)) п« *• т г -
Поэтому, как видно из доказательства теоремы 1.2, 
и? и.0 слабо в W*(n.) и слабо" в М Л ) ­
Из теоремы 3 работы [ 3 ] следует, что • 
где С > 0 зависит только от Л и I Лс/ ННЩ • По~ 
скольку • . 
La =LoU +L W j £ + и > № 
из /З.Г?/, /3.26/ и Д . 1 6 / вытекает, что 
V*>tf Lc4'>gU(A), (Sit) 
- ^ ( K L a f - F f t x, ur&^utfsuL + R ' 4 , / - ) < + ~ . f * * ) 
Из /3.22/, /3.24/ и /3.26/ в силу теоремы 1.5 следует, что 
Ys >0 задача / 
(Ost*T , xe Л ) , 
~ TT(t, x) *jb(u«>'(t, *)) (0*t*T, xerj, (3.31) 
иРЩ x) = ui£)(x) fx с a) (¿.32) 
имеет единственное решение 
li*> e *$01l Wi(a)) П Lif>(W,n, С(П))п w*C([0,ТУ, U(n)), (3.3i) 
прячс :виду /3.29/ 
' ц ^ щ ^ Ш "Ш1 u">(t}l,i) r^ 
Из /3.34/ и /3.30/ получим: 
II t^/t­ i ­ ^ %Щ. i ?и*}к -))L ~ • (33S) > 
OstiT ' 
Из /3.33/ и /3.34/ следует, что найду­;. : последовательность 
^ « ) | ¿7 и функция и.**С(10,Т]; ^'(П))пир(и>,Т1,и&% такие 
что 
У * «77 uf"*(t)->u(t) г. ­со в И # Л ) и слабо* в ^ Я ) & ) 
Отсюда, учитывая /3.35/, с помощью рассуждении, аналогич­
ных проведенным при доказательстве теоремы 1.2, получим: 
iUlO,T] Lul^(i,-)-F(t, ;Ulfi*>(t,-),VU!l*%-))-~ .. 
— L u(t, •) - F(t, ; и ft, % VU(t •)) слабо* в U (П), W) 
причем функция 
t-Luft,-)- F(t, •', u(t •), vufi, •)) (pt) 
принадлежит кз&щ у/'ф^П^^/П)) . Из /3.30/, /3.32/ 
и /3.35/ вытекает, что 
t ] [{Ui/Prt, x)-F(z,z, u<efex), vua,{ttx$+tffcx%j(fx)e£x 
о л 
Отсюда,, учитывая /3.36/, /3.37/ и /3.25/, с потощью теоремы 
Лебега об ограниченно» сходимости выводим, что 
ЧАеЦа) ju(t,x)A(x)eCx -Ju.(x)l(x)eC'z + 
*fl(L u(Z,x) - F(Z,x, т*Л vuFM +ffi, O ) kz) dxcti. fan 
Из слабой* непрерывности функции /3.38/ следует, что в 
/3.39/ под знаком Р .стоит непрерывная тунклия от Z . По­
этому соотношение /3.39/ позволяет нам заключить, что и. 
принадлекит классу w*Ci(L0J~]; ( удовлетворяет 
уравнению /1.3/ и начальному условию /1.4/. Наконец, из 
/3.31/ и /3.35/, как витао из доказательства теоремы 1.2, 
вытекает, что и. удовлетворяет также граничному условию 
Д . 5/. Теорема доказана. • 
§ 4. Доказательство теоремы 1.4 
Из теоремы 3 работа Брезиса [3] вытекает 
Л е м м а 4.1 . Если U* Wj(il) • ; А^Ь.(П), <f>H. 
-L0U+LC-A в Л • , -f^{x)eß(u(x)) п. в. на Г, 
где ß ­ максимальный монотонный оператор в Я , ßfl>)*0 , 
то ueLipfZl) и 
1 / " « 4 * д ) * с ? Ш , № ) 
причем Со зависит только от .. , £ и H&i*lc'(&) • 
Д о к а з а т е л ь с т в о т е о р е м ы 1.4. Из ус­
ловии теоремы следует, что U. удовлетворяет соотношениям 
/4.1/ с 
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Определим 'функции £ »//,+"0 следующим образом: 
Мы покажем, что и воспользуемся леммой 4 . 1 . Не 
умаляя общности, можем считать, что &(1и.11~>)-&>/у так что 
/напомним, ч"*> А/>«£ /. Учитывая, что / , , и«1,т(й) 
и принимая во внимание условие / А / , из / 4 . 3 / получим: 
причем 
где"функция Ну &,"* зависит только от £ , Л , |^//.„, 
Л и функции ^ из условия / А / . ИЗ теоремы 1 . 1 1 работы.[2] 
в силу / 4 . 1 / следует, что 
где Св зависит лишь от N , Л , £ и коэффициентов Я&, 
Положим 
Из / 4 . 5 / , / 4 . 7 / и / 4 . 1 0 / вытекает, что 
В силу теоремы вложения Соболева 
где С зависит лишь от Л' и Л . И з / 4 . 1 2 / , / 4 . 5 / и 
/ 4 . 4 / следует, что 
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."з /4.10/ легко получить, что 
/ / / / ­ ^ ) < р ­ л ' М 
а из /4.4/ Бктекает, что 
Предположим, что 
VI $<И: СЮ 
Из /4.14/ ­ /4.16/ немедленно выводим: 
а из /4.16/.к /4.17/ в силу /4.1С/ и /4.4/ следует: 
Ы мк. - ы > ы > I 
что противоречит /4.16/. Таким образом, допущение /4.16/ 
неверно. Поэтому из /4.14/, /4.15/ выходит: 
Из /4.13/, /4.11/ и /4.10/ получаем: 
Леи/а 4.1 позволяет заклсчгть, что и* Ь1р(Л) , причем 
Из /4.6/, /4.12/ и выведенной в § 2 априорной опенки 
-- $(НиIIс»)({•* 1$\и) /см. доказательство теоремы 
1.1 п конец доказательства теоремы 1.2/ следует, что 
где '• А* не убывает по сбоим аргументам и не за­
висит от р . '­в/4.19/ и /4.20/ получается оценка Д . 1 3 / 
в случае, когда ^ / > Л / , т . е . " 0 . В противном случае 
нужно, кроме того, применить неравенства 
которые следуют из /4.6/, /4.8/ и /4,10/. эрема доказана. 
В заяляченис автор в ы д а е т Г. И. Хал? ц.у свою призна­
тельность за помочь по:­, чатэтовке статьи. 
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