This paper is concerned with the representation of the spectra of synthesized steady-state vowels in the temporal aspects of the discharges of auditory-nerve fibers. The results are based on a study of the responses of large numbers of single auditory-nerve fibers in anesthetized cats. By presenting the same set of stimuli to all the fibers encountered in each cat, we can directly estimate the population response to those stimuli. Period histograms of the responses of each unit to the vowels were constructed. The temporal response of a fiber to each harmonic component of the stimulus is taken to be the amplitude of the corresponding component in the Fourier transform of the unit's period histogram. At low sound levels, the temporal response to each stimulus component is maximal among units with CFs near the frequency of the component (i.e., near its place). Responses to formant components are larger than responses to other stimulus components. As sound level is increased, the responses to the formants, particularly the first formant, increase near their places and spread to adjacent regions, particularly toward higher CFs. Responses' to nonformant components, except for harmonics and intermodulation products of the formants (2F•,2F2,F• + F2, etc.), are suppressed; at the highest sound levels used (approximately 80 dB SPL), temporal responses occur almost exclusively at the first two or three formants and their harmonics and intermodulation products. We describe a simple calculation which combines rate, place, and temporal information to provide a good representation of the vowels' spectra, including a clear indication of at least the first two formant frequencies. This representation is stable with changes in sound level at least up to 80 dB SPL; its stability is in sharp contrast to the behavior of the representation of the vowels' spectra in terms of discharge rate which degenerates at stimulus levels within the conversational range.
INTRODUCTION
The means by which the spectra of complex stimuli such as speech sounds are encoded at the level of the auditory nerve presents an interesting challenge to studies of auditory neurophysiology. The most straightforward representation which can be advanced is for each fiber to respond at a discharge rate proportional to the energy within its tuning curve (Evans, 1978; Kinrig and Moxon, 1974) ; fibers whose characteristic frequencies (CFs) are near peaks in the spectrum of the stimulus have more energy within their tuning curves than fibers with CFs between the peaks, and therefore respond at higher discharge rates (Hashimoto et al., 1973 ). This scheme, in which the stimulus spectrum is represented in terms of discharge rate as a function of place along the basilar membrane, is limited at high sound levels by the restricted dynamic range of the rate response of auditory-nerve fibers ( Evans, 1978) . In a previous paper (Sachs and Young, 1979a) we have directly measured the discharge rate of large populations of single auditory-nerve fibers in cats to steady-state vowel stimuli; as expected, the profiles of discharge rate versus fiber CF showed peaks which corresponded to the formant energy peaks in the vowels when the stimuli were presented at low sound levels. At higher levels, the peaks in the rate profiles disappeared, principally because of the effects of rate saturation. Although it is not possible to rule out conclusively a rate/place representation of speech on the basis of these results (Sachs and Young, 1979a) , the instability of the rate profiles with stimulus level would greatly complicate the problem of speech perception.
In the present paper, we will discuss an alternative representation for speech which provides an internal representation of the spectrum of steady-state vowel stimuli which is stable over the range of sound levels from 20 to 80 dB SPL.
The classical alternative to representation of stimuli in terms of rate and place in the auditory system is representation in terms of the temporal patterns of response of single neurons. Rose and his collaborators easily derived from the response patterns. This representation retains place as the basic frequency parameter, and substitutes the amplitude of temporal response for rate as the response measure. It is thus generally similar to a recent model for periodicity pitch perception (Goldstein, 1973; Goldstein and Srulovicz, 1977) .
The results presented in this paper are based on the study of responses to perfectly periodic synthesized vowel stimuli. Such stimuli are considerable simplifications of natural speech in which both the formant frequencies and the pitch of vowels are time-varying quantities. By simplifying our stimuli in this way, we have been able to focus our attention on fundamental questions in the encoding of multicomponent stimuli which otherwise would have been obscured by complexities in the stimulus. The results of this study provide a basis for the study of more natural speech.
A. Methods
The conclusions presented in this paper are based on results from 13 successful experiments. These are the same experiments which provided the rate data described in our earlier paper (Sachs and Young, 1979a ).
Healthy adult cats, free from external ear obstructions
•tnd middie-ear infections, were anesthetized with sodium pentobarbital. The bulls was opened and the bony septurn between the bulls and the middle ear was removed to eliminate acoustical resonance effects (Guinan and Peake, 1967). The auditory nerve on one side was exposed by retracting the cerebellum medially. Singleunit responses were recorded with glass micropipettes filled with 3M NaC1. Since our goal was to study large numbers of units in each cat, experiments typically lasted from 3 to õ days. During this period, anesthesia was maintained by pentobarbital as needed; 10 cc of lactated Ringers were injected subcutaneously every 12 hours. The physiological state of the cochlea was assessed by monitoring the threshold of the click-evoked N l potential at the round window and the thresholds of single auditory-nerve fibers. The experiment was terminated if a significant threshold shift occurred.
Sound stimuli
were delivered via a closed acoustic system utilizing an electrostatic earspeaker (Sokolich• 1977) . Sound pressure was monitored near the eardrum through a calibrated high impedance probe tube (Sokolich, 1977). The transfer function for the acoustic delivery system measured in one cat is shown at the top of Fig. 1 . For the frequencies and sound levels used in these experiments, all distortion products were at least 65 dB below the fundamental. Stimuli were synthesized digitally and presented via a digital-to-analog converter. Tones and clicks were synthesized on line. Steady-state vowels were synthesized digitally with a terminal-analog synthesizer I prior to the experiment and recalled from a disk memory for presentation. All vowels had a fundamental frequency of 128 Hz. The acoustic spectra, measured near the cat's eardrum, of the three vowels for which results will be presented in this paper are shown in the lower three graphs of slightly to make them exactly equal to a harmonic of the vowel's fundamental frequency. In the remainder of this paper, we will refer to aspects of these spectra in terms of harmonic numbers. The formant frequencies, in terms of harmonic numbers, for these three vowels are given in Table I . In each experiment• only one of these vowels was used as a stimulus. The vowels were presented once per second in 400 ms bursts with rise and fall times of 10 ms. Sound levels specified in this paper are given in terms of rms pressure levels expressed as decibels re 0.0002 dyn/cm z.
The following experimental paradigm was followed for all units. As the microelectrode was advanced through the auditory nerve, broadband noise bursts were presented as a search stimulus. In the experiments inwhich noise thresholds were determined, the level of the search noise was at least 20 dB above the noise threshold for all units studied. When an auditory-nerve fiber was isolated, its CF was determined using audio-visual cues. For units with CF less than 3 kHz, the CF was verified by measuring the peak spacing in the PST histograms of the units' responses to clicks (Kiang et al., 1965) . Responses of the unit to the vowel being studied were then recorded; the vowel was presented at sound levels ranging in 10-dB steps from the lowest level to which the unit would respond to about 85 dB SPL. The same sound levels were used for all units studied in any one animal.
Stimuli were usually repeated until at least 1000 spikes were collected during the analysis period. The time of occurrence of each spike was recorded with 10-•s resolution; the spike timer was reset at the start of each fundamental stimulus period so the histograms of responses synchronized to the pitch period of the vowel could be computed. To minimize the effects of transients, the analysis was confined to the last 380 ms of the 400-ms stimulus. Period histograms of the responses were computed using 64 or 128 bins per cycle of the vowel (as needed to avoid aliasing). 
The magnitudes of the Fourier transforms (the R•) of the histograms in Fig. 2 are shown in the right column.
(These Fourier transforms were computed from histograms containing two cycles of the vowel on the abscissa, so there is a "noise" point between each pair of vowel harmonics.) Note that the units of r(n) and of the R• are spikes/s.
We have chosen to measure a unit's response at a particular harmonic by the synchronization index, defined as the magnitude of that harmonic in the Fourier transform divided by the number of spikes in the record (i.e., as R•/Ro). This measure has been commonly used (Goldberg and Brownell, 1973; Johnson, 1974; Pfeiffer and Kim, 1975) ; its appropriateness has recently been questioned by who point out that the synchronization index saturates at moderate stimulus levels, while the total reponse at the frequency of the harmonic, as measured by Rk, is still increasing.
They suggest, instead, using the magnitude of the harmonic component divided by spontaneous rate, i.e., R•/SR. Division by spontaneous rate reduces some of the scatter among units; it was justified in terms of the exponential model for auditory-nerve fiber response (Sicbert, 1970; Goldstein, 1972; Litt_lefield, 1973; Johnson, 1974) region of the cochlea where response to that frequency is expected to be maximal. As such, they reflect a combination of rate, place, and periodicity information. To the extent that they occur at places inappropriate to the harmonic's frequency, the effects of rectifier distortion (but not combination tones) are minimized in these plots. The points at the first three formant frequencies (4th, 14th, and 19th harmonics) have been plotted with filled circles. Notice that the ALSR is always largest at the first formant. At lower sound levels the profile of the ALSR is a good reflection of the spectrum of the /e/ (see Fig. 1 ), with local maxima at the first three formant frequencies. The only serious deviation is the slightly elevated response at harmonic 8. At higher levels, the large responses locked to harmonics of the first formant become more evident, particularly at harmonics 8 and 12. Except for these two harmonics, however, the largest peak above the first formant continues to be at the second formant. The salience of the third formant is considerably reduced at higher levels, in part due to responses at the harmonics of the first formant and the intermodulation frequencies of the first and second formants.
Figures 7-10 show the same analysis for experiment 11/28/77 in which /(•/was the stimulus. The basic pattern of synchronization described above for the/e/can also be seen in these figures; in particular, note that the first and second formant frequencies (6th and 9th harmonics) and their distortion products (particularly the 3rd, 12th, and 15th harmonics) dominate the synchronization, especially at the highest level (Fig. 9) . As was the case for the/e/, the first formant syn- of speech should also be relatively insensitive to changes in stimulus level. In our previous paper we have shown that peaks corresponding to formant peaks in the spectra of vowel stimuli exist in the profile of discharge rate over populations of auditory-nerve fibers at low sound levels, but as rate saturation limits the discharge of fibers with CFs ia the vicinity of the formant frequencies, the peaks in the rate profiles are lost (Sachs and Young, 1979a ). This effect can be seen from the rate profiles plotted in Figs. 3-5 and 7-9 of this paper. Effects related to two-tone suppression contribute to the loss of formant representation, rather than sharpening it, as might be expected for a lateral suppressive mechanism. We have pointed out that the loss of a sharp representation of the stimulus spectrum at high sound levels does not conclusively rule out the rate and place representation because there are still differences in the gross shape of the rate profiles for different vowels and there is a subpopulation of low spontaneous rate, high threshold auditory-nerve fibers (Liberman, 1978 ) which extends the range over which formant peaks can be seen in at least some part of the population of auditory neurons (sachs and Young, 1979a). By utilizing all the available cues, it is conceivable that speech recognition could be carried out on the basis of rate alone, but this would require that stimulus intensity be estimated separately and used to control which set of cues is examined and which rules are used to identify particular patterns of activity. This does not seem to be a particularly appealing or parsimonious approach, particularly in view of the data in this paper.
Although a representation of speech in terms of rate and place does not seem to be adequate, there are compelling reasons to retain a representation based on place and seek a replacement for rate as the response measure. One argument for a place representation is that every auditory region of the central nervous system is tonotopically organized (Clopton, Winfield, and showed that periodicity pitch could be evoked if the frequency components of the complex stimulus were separated and presented to different ears. Goldstein (1973) subsequently formulated an optimum processor model for pitch recognition which worked by first estimating the frequencies of the components of the stimulus and then finding the harmonic template which provided the best fit of its components to the estimated frequencies from the stimulus. Thus the pitch sensation was related to the separation of frequency components (place) in the (possibly dichotic) stimulus rather than to temporal features of the stimulus waveform (periodicities). This model successfully explains many of the properties of periodicity pitch which a strictly periodicity-based analysis cannot (Wightman, 1973; Goldstein et al., 1978; Gerson and Goldstein, 1978) . The pitch sensations evoked in a number of situations by noise stimuli having fiat long-term spectra can also be explained in terms of a similar place mechanism (Bilsen, 1977; Pierce, Lipes, and Cheetham, 1977).
The similarity of periodicity pitch and vowel identification is evident; in both cases the problem reduces to specifying the spectrum of a complex signal. For periodicity pitch, it is the frequencies of the components of the signal which must be estimated; in the case of speech, it is the frequencies at which the stimulus has peaks of energy which are of interest. In both cases profiles of discharge rate as a function of place on the basilar membrane seem inadequate to supply the needed information at high stimulus levels (Sachs and Young, 1979a; Smoorenburg and Linschoten, 1977; Evans, 1978) . It is clear from the results presented in this paper that the patterns of temporal response of auditory-nerve fibers are quite adequate to supply information about the spectrum of a vowel stimulus at sound levels up to at least 80 dBSPL. This can be most clearly seen in the ALSR plots of Figs. 6, 10, and 11. These plots reflect a combination of rate (the higher the average rate, the larger the temporal response), place (only those units with CFs near the harmonic are averaged) and synchrony information.
Responses to the first and sometimes the third formant frequencies stand out in these plots at all stimulus levels. The most important feature of these results is the stability of the plots over a wide range of sound levels. The major change as sound level is raised is an increase in the response at the harmonics and intermodulation frequencies of the first two formants. This phenomenon is not a serious problem for a synchrony-based response measure because it is quite predictable; in fact, the existence of such harmonics and intermodulation products might even be useful in providing additional information about the identity of the formants because each set of formant frequencies would generate its own unique set of distortion products. 
Utilization of the information present in the temporal

APPENDIX
In the main body of this paper we have discussed the possibility that many of the response components observed in our data arise as distortion products produced by the equivalent of rectification in the cochlear transduction process. In this Appendix we will consider some of the special difficulties which arise in considering the problem of rectifier distortion for stimuli like our vowels. We will then compare the distribution of presumed rectifier distortion observed in three eases with the predictions of the exponential model for the instantaneous rate of auditory-nerve fibers (Sicbert, 1970; Goldstein, 1972; Littlefield, 1973; Johnson, 1974 Moinar, 1974). The distribution of the 12th and 15th harmonic responses to the 57 dB/a/ (Fig. 8) i.e., upon So, ax, and az. Thus the distribution era rectifier distortion component will be determined by the distribution of so, ax, and az and therefore by cochlear filtering appropriate to the primary frequencies rather than the frequency of the distortion product. The response to a distortion product will be large at places where the responses to both primary components are large and therefore the distribution of the rectifier distortion product will resemble the product of the distributions of response to the primaries rather than the distribution expected for a tone of the same frequency as the distortion product. In particular, peak response will not necessarily occur at the place appropriate to the frequency of the distortion product, but at a place determined by the distribution of ao, a•, and a z. This property differentiates rectifier distortion products from response components resulting from stimulus components or propagating combination tones, which peak at the place appropriate to their frequency (Pfeiffer and Kim, 1975 harmonic for the same model fits; and the bottom plot shows the distribution of synchronization to the 12th harmonic for model histograms fit to the responses to the/a/at 77 dB SPL from the same experiment (Fig.   9) ? The shape of the symbol with which each point is plotted identifies the dominant primaries used to compute the model histogram for that unit. In most cases, the priinaries were either the 6th and 9th harmonics (squares), the 6th harmonic and some harmonic other than the 9th (diamonds), or the 3rd harmonic and some harmonic other than the 6th or 12th (Xs). In a few cases, the 12th or 15th harmonics themselves were
