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概要
学習分類子システム(Learning Classifier Systems: LCS)において，学習戦略
は問題の状態行動空間に対する学習方針を定義する設計要素となる．しか
し，学習戦略に関する研究の不足から，学習戦略の違いがLCSの学習性能に
与える影響は未だ不明である．これに伴って，学習戦略は全てのLCSにおい
て共通の設計要素となりうるが，現在までLCSの設計法は学習戦略について
十分に考慮されていない．
本論文では，学習戦略がLCSの学習性能に与える影響を明らかにし，その
学習性能を改善するためには，学習戦略を考慮してLCSを設計すべきである
ことを実証する．これは，学習戦略を考慮したLCSの設計法を提唱するもの
である．まず本論文では，現在のLCSの設計法に基づくLCSは，その学習性
能を理論的に最大化しても学習不能となる問題が存在することを示す．これ
は現在のLCSの設計法の限界を意味する．次に本論文は，異なる学習戦略に
よるLCSの学習性能の違いを比較するために，学習戦略を考慮した設計法に
基づくLCSを導入する．二つの学習戦略に関する比較実験では，LCSの学習
性能を改善する適切な学習戦略は，属性値欠損等の問題の難しさに依存して
決定されることを示す．つまり，学習戦略はLCSの学習性能に影響を与え，
適切な学習戦略を採用することでその学習性能は改善される．そこで，問題
の難しさに応じて適切な学習戦略を選択する設計指針を実験より導出する．
最後に，人間行動認識問題に適用可能なLCSを学習戦略の観点から設計し，
適切な学習戦略を用いたLCSは学習性能が向上することを示す．
本論文の結論は次のとおりである．LCSの学習性能を改善するためには，
適切な学習戦略を選択すべきである．つまり，ある問題に適用可能なLCSや
その拡張手法を設計する前に，その問題に応じて適切な学習戦略に基づいて
設計しなければ，LCSの潜在的な学習性能は低下する．これは，学習戦略を
考慮しない現在のLCSの設計法では，LCSが本来実現しうる学習性能を十分
に導出できない問題を指摘するものである．そして，この問題を解決するた
めには，LCSは学習戦略を考慮して設計されるべきである．
Abstract
On Learning Classifier Systems dubbed LCSs a leaning strategy which defines how
LCSs cover a state-action space in a problem can be one of the most fundamental op-
tions in designing LCSs. There lacks an intensive study of the learning strategy to
understand whether and how the learning strategy affects the performance of LCSs.
This lack has resulted in the current design methodology of LCS which does not care-
fully consider the types of learning strategy.
The thesis clarifies a need of a design methodology of LCS based on the learning
strategy. That is, the thesis shows the learning strategy can be an option that determines
the potential performance of LCSs and then claims that LCSs should be designed on
the basis of the learning strategy in order to improve the performance of LCSs. First,
the thesis empirically claims that the current design methodology of LCS, without
the consideration of learning strategy, can be limited to design a proper LCS to solve a
problem. This supports the need of design methodology based on the learning strategy.
Next, the thesis presents an example of how LCS can be designed on the basis of the
learning strategy. The thesis empirically show an adequate learning strategy improv-
ing the performance of LCS can be decided depending on a type of problem difficulties
such as missing attributes. Then, the thesis draws an inclusive guideline that explains
which learning strategy should be used to address which types of problem difficulties.
Finally, the thesis further shows, on an application of LCS for a human daily activity
recognition problem, the adequate learning strategy according to the guideline effec-
tively improves the performance of the application.
The thesis concludes that the learning strategy is the option of the LCS design
which determines the potential performance of LCSs. Thus, before designing any
type of LCSs including their applications, the learning strategy should be adequately
selected at first, because their performance degrades when they employ an inadequate
learning strategy to a problem they want to solve. In other words, LCSs should be
designed on the basis of the adequate learning strategy.
To my grandfather Teruzo Nishio.
Acknowledgements
I would like to express my deepest gratitude to my supervisor, Prof. Keiki Takadama
for his help and useful discussions. He always led me to good directions in my life.
I am deeply grateful to Prof. Pier Luca Lanzi at Politecnico di Milano, Italy. He kindly
accepted me as a visiting student and taught me a way to make work fun and smart.
I am deeply grateful to Dr. Hiroyuki Sato. He gave me useful discussions and cheered
me up.
Special thanks to Prof. Tetsuro Nishino and Assoc. prof. Hiroki Takahashi and the
supervisory committee members for their kind feedbacks.
I wish to thank Tim Kovacs Senior Lecturer at University of Bristol, UK, Assoc. prof. Will
Browne and Prof. Mengjie Zhang at Victoria University of Wellington, New Zealand
for kindly accepting me as a research visiting student and remarkable discussions.
I am grateful Prof. Stewart Wilson, Dr. Ryan Urbanowicz, Dr. Daniel Loiacono, Prof.
John H. Holmes, and Prof. Hisao Ishibuchi for useful discussions.
I with to thank Japan Society for the Promotion of Science for encouraging my work
with a research funding.
I would like to thank my friends, Hiroyasu Matsushima, Keiji Sato, Tomohiro, Harada,
Minami Miyakawa, David Kirchheimer, Michael Crosscombe, Daniel Schien, Alex
Panlilio, Sam Malik, Dr. James Pang, Isidro Alvarez, Syed Saud Naqvi, Emrah Hanc¸er,
Daniolo Vargas and Takadama and Sato laboratory members. I spent unforgettable
time with them.
I would like to thank my family, Hiroshi, Teuryo, Yusuke, Yukari Nakata and Dr. Ya-
suyuki Osumi for everything they have done for me.
September 2015
Masaya Nakata

Contents
List of Figures vii
List of Tables xiii
1 Introduction 1
1.1 Knowledge Discovery from Problem . . . . . . . . . . . . . . . . . . 1
1.2 Learning Classifier System Design . . . . . . . . . . . . . . . . . . . 3
1.2.1 Why focus on LCS design? . . . . . . . . . . . . . . . . . . . 3
1.2.2 Two options of LCS design . . . . . . . . . . . . . . . . . . . 4
1.2.3 Current LCS design based on one principle . . . . . . . . . . 5
1.2.4 From one principle to two principles . . . . . . . . . . . . . . 5
1.3 Aim of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Approach of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Structure of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Learning Classifier Systems 11
2.1 LCS framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.1 Classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Population . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.3 Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.4 Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 LCS design based on one principle . . . . . . . . . . . . . . . . . . . 19
2.2.1 Mapping of LCS models . . . . . . . . . . . . . . . . . . . . 19
2.2.2 Design procedure . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Advanced LCS design based on Two principles . . . . . . . . . . . . 22
i
CONTENTS
2.3.1 History of study on learning strategy . . . . . . . . . . . . . . 22
2.3.2 Remapping of LCS models . . . . . . . . . . . . . . . . . . . 23
2.3.3 Design procedure . . . . . . . . . . . . . . . . . . . . . . . . 24
3 The XCS Classifier System 27
3.1 XCS classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Performance Component . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.1 Building Match set [M] . . . . . . . . . . . . . . . . . . . . . 28
3.2.2 Action Selection . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Reinforcement Component. . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.1 Parameter update . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.2 Fitness calculation . . . . . . . . . . . . . . . . . . . . . . . 30
3.4 Discovery Component. . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.1 Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.2 Subsumption deletion . . . . . . . . . . . . . . . . . . . . . 31
3.5 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4 Two tasks on Learning Classifier Systems 33
4.1 Supervised learning task . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Reinforcement learning task . . . . . . . . . . . . . . . . . . . . . . 34
5 Complementation of Accurate Generalization 37
5.1 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2 Theory of Generalization . . . . . . . . . . . . . . . . . . . . . . . . 39
5.2.1 Prediction Estimation . . . . . . . . . . . . . . . . . . . . . . 40
5.2.2 Prediction error Estimation . . . . . . . . . . . . . . . . . . . 44
5.2.3 Condition Derivation . . . . . . . . . . . . . . . . . . . . . . 45
5.2.4 Best Parameter Setting Derivation . . . . . . . . . . . . . . . 48
5.2.5 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.3.1 Experimental design . . . . . . . . . . . . . . . . . . . . . . 51
5.3.2 Verification of theory . . . . . . . . . . . . . . . . . . . . . . 51
5.3.3 Experiments on Problem difficulties . . . . . . . . . . . . . . 53
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
ii
CONTENTS
6 Basic Design of LCS based on Learning Strategy 63
6.1 The XCSAM classifier system . . . . . . . . . . . . . . . . . . . . . 64
6.1.1 Identifying the Best Actions . . . . . . . . . . . . . . . . . . 65
6.1.2 Identifying Classifiers having Best Actions . . . . . . . . . . 68
6.1.3 Focusing Evolution on the Best Actions . . . . . . . . . . . . 69
6.2 Experiment in Classification Problem . . . . . . . . . . . . . . . . . 71
6.2.1 Experimental design . . . . . . . . . . . . . . . . . . . . . . 71
6.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.3 Experiment in Reinforcement Learning Problem . . . . . . . . . . . . 76
6.3.1 Experimental design . . . . . . . . . . . . . . . . . . . . . . 76
6.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
7 Advanced Design of LCS based on Learning Strategy 89
7.1 Selection Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.1.1 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.1.2 New Selection Strategy for XCSAM . . . . . . . . . . . . . . 94
7.1.3 Experiment in Classification Problems . . . . . . . . . . . . . 96
7.1.4 Experiment in Maze Problems . . . . . . . . . . . . . . . . . 101
7.1.5 Experiment in Real world classification problem . . . . . . . 109
7.2 Deletion Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2.1 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.2.2 Deletion mechanism . . . . . . . . . . . . . . . . . . . . . . 113
7.2.3 Experiment in Real world classification problem . . . . . . . 113
7.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8 Guideline of Learning Strategy 121
8.1 Problem difficulties . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.2 Experiment in Supervised Learning task . . . . . . . . . . . . . . . . 122
8.2.1 Experimental design . . . . . . . . . . . . . . . . . . . . . . 122
8.2.2 Overlapping instance . . . . . . . . . . . . . . . . . . . . . . 123
8.2.3 Missing attribute . . . . . . . . . . . . . . . . . . . . . . . . 124
iii
CONTENTS
8.2.4 Class-imbalance . . . . . . . . . . . . . . . . . . . . . . . . 128
8.2.5 Gaussian noise . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.2.6 Large search space . . . . . . . . . . . . . . . . . . . . . . . 137
8.2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
8.3 Guideline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
8.3.1 Analysis of Problem difficulties . . . . . . . . . . . . . . . . 141
8.3.2 Guideline Derivation . . . . . . . . . . . . . . . . . . . . . . 149
8.4 Guideline Validation . . . . . . . . . . . . . . . . . . . . . . . . . . 151
8.4.1 Back to Real world classification problem . . . . . . . . . . . 151
8.4.2 Other LCS models . . . . . . . . . . . . . . . . . . . . . . . 154
8.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
9 Design of LCS application from Guideline 159
9.1 Activity of Daily Living Recognition . . . . . . . . . . . . . . . . . . 160
9.1.1 Sequence labeling . . . . . . . . . . . . . . . . . . . . . . . 160
9.1.2 Datasets and Problem difficulties . . . . . . . . . . . . . . . . 162
9.2 Two LCS applications to ADL Recognition . . . . . . . . . . . . . . 164
9.2.1 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . 165
9.2.2 XCS-SL Classifiers . . . . . . . . . . . . . . . . . . . . . . . 169
9.2.3 XCS-SL Mechanisms . . . . . . . . . . . . . . . . . . . . . 169
9.2.4 From XCS-SL to XCSAM-SL . . . . . . . . . . . . . . . . . 173
9.3 Experiment in ADL recognition: XCS-SL vs. XCSAM-SL . . . . . . 173
9.3.1 Experimental design . . . . . . . . . . . . . . . . . . . . . . 173
9.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
9.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
10 Conclusion and Future work 177
10.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
10.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
10.2.1 Revisit of modeling adaptive process of human beings . . . . 179
10.2.2 Mathematical analysis on Learning Classifier Systems . . . . 180
10.2.3 A new learning strategy . . . . . . . . . . . . . . . . . . . . 182
10.2.4 Self detection of problem difficulties in problems . . . . . . . 182
10.2.5 Application of the theory . . . . . . . . . . . . . . . . . . . . 183
iv
CONTENTS
References 185
Appendix 195
A Detailed information of Datasets on UCI repository . . . . . . . . . . 195
Publications related to thesis 197
All Publications 201
Biography 209
v
CONTENTS
vi
List of Figures
1.1 The different model formats of machine learning . . . . . . . . . . . 2
2.1 The framework of Learning Classifier System . . . . . . . . . . . . . 12
2.2 An example of classifier format . . . . . . . . . . . . . . . . . . . . . 13
2.3 Example of neural network model for the given dataset . . . . . . . . 14
2.4 Example of decision tree model for the given dataset . . . . . . . . . 14
2.5 Concepts of two learning strategies . . . . . . . . . . . . . . . . . . . 18
2.6 Applicable problem domain and the generalization capability of dif-
ferent LCS models . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7 Design procedure of LCS model based on two principles: the rule eval-
uation strategy and the machine learning technique . . . . . . . . . . 22
2.8 New Design procedure of LCS model based on three principles: the
rule evaluation strategy, the machine learning technique and the learn-
ing strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 XCS framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.1 Configuration of supervised learning tasks on LCSs . . . . . . . . . . 34
4.2 Multiplexer problem . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Configuration of reinforcement learning task on LCSs . . . . . . . . . 35
4.4 Maze problems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.1 Classifier prediction p10 with β = 0.2, where its true classification
accuracy PC = 0.8, its experience n = 10, its initial prediction pI = 0
and the 1000/0 rewards. . . . . . . . . . . . . . . . . . . . . . . . . 42
vii
LIST OF FIGURES
5.2 The variances of classifier prediction p10, where its true classification
accuracy PC = 0.5 and its experience n = 10, its initial prediction
pI = Er(0.5) = 500 and the 1000/0 rewards. . . . . . . . . . . . . . 43
5.3 The curves of ˆn∗(PC∗) and ˆn′(PC ′) for any experience n, where P ∗C
= 1, P ′C = 0.96875, β=0.1347 and 0.12, p
∗
I=0, 
∗
I=1000, p
′
I=1000, and
′I=0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.4 The performances on the 20-MUX with 0=58.52, θsub=31 and β={0.02,
0.06, 0.1, 0.1347, 0.2, 0.4}. . . . . . . . . . . . . . . . . . . . . . . . 52
5.5 The performance on the 20-MUX with β=0.1347, 0 = {10, 20, 40,
58.52, 80, 100}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.6 Performances on the 37-bit multiplexer problem. . . . . . . . . . . . 54
5.7 Performances on the 70-bit multiplexer problem. . . . . . . . . . . . 55
5.8 Average performances and Best performance on the 11-bit class-imbalanced
multiplexer problem with ir = 9. . . . . . . . . . . . . . . . . . . . . 57
5.9 Average performances and Best performance on the 11-bit class-imbalanced
multiplexer problem with ir = 10. . . . . . . . . . . . . . . . . . . . 58
5.10 Performance on the 20-bit multiplexer problem with Gaussian noise
σ = 100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.11 Performance on the 20-bit multiplexer problem with Gaussian noise
σ = 200. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.12 Performance on the 20-bit multiplexer problem with Gaussian noise
σ = 300. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.1 Performances of XCS on the 20-bit multiplexer problem with N=2000. 72
6.2 Performances of XCSAM on the 20-bit multiplexer problem withN=1000. 73
6.3 Performances of XCS on the 37-bit multiplexer problem with N=5000. 73
6.4 Performances of XCSAM on the 37-bit multiplexer problem withN=3000. 74
6.5 Average of optimality of action in XCSAM on the 37-bit multiplexer
problem with N=5000 and 3000. . . . . . . . . . . . . . . . . . . . . 75
6.6 Classifiers in the final population of XCSAM on the 37-bit multiplexer
problem with N = 5000. . . . . . . . . . . . . . . . . . . . . . . . . 75
6.7 Performance in the Maze5 with N=3000. . . . . . . . . . . . . . . . . 77
6.8 Performance in the Maze5 with N=500. . . . . . . . . . . . . . . . . 77
viii
LIST OF FIGURES
6.9 Performance in the Maze5 with N=300. . . . . . . . . . . . . . . . . 78
6.10 Performance in the Maze6 with N=3000. . . . . . . . . . . . . . . . . 78
6.11 Performance in the Maze6 with N=500. . . . . . . . . . . . . . . . . 79
6.12 Performance in the Maze6 with N=300. . . . . . . . . . . . . . . . . 79
6.13 Performance in the Woods14 with N=4000. . . . . . . . . . . . . . . 80
6.14 Performance in the Woods14 with N=500. . . . . . . . . . . . . . . . 80
6.15 Performance in the Woods14 with N=300. . . . . . . . . . . . . . . . 81
6.16 Prediction of Accurate classifiers ( ≤ 0) in the final population; XCS
(left) and XCSAM (right), N = 4000 (Woods14) . . . . . . . . . . . 82
6.17 Average of optimality of action on Woods14. . . . . . . . . . . . . . . 83
6.18 Average of optimality of action for each action in each state in Woods14. 85
6.19 Best actions on Maze6 and Average of optimality of action for each
action in each state in it. . . . . . . . . . . . . . . . . . . . . . . . . 86
7.1 Characteristics of the parents selected by the fitness-based selection in
XCS and the final solutions in the 11-multiplexer. . . . . . . . . . . . 92
7.2 Characteristics of the parents selected by the fitness-based selection in
XCSAM and the final solutions in the 11-multiplexer. . . . . . . . . . 93
7.3 Relation between prediction and optimality of action (op) of classifiers
in the final solution in XCSAM (the 11-multiplexer). . . . . . . . . . 94
7.4 Characteristics of the parents selected by the proposed selection strat-
egy in XCSAM and the final solutions in the 11-multiplexer. . . . . . 95
7.5 Performance and population size in the 20-multiplexer with N = 2000. 97
7.6 Performance and population size in the 20-multiplexer with N = 1000. 98
7.7 Performance and population size in the 20-multiplexer with N = 600. 98
7.8 Performance and population size in the 37-multiplexer with N = 5000. 99
7.9 Performance and population size in the 37-multiplexer with N = 3000. 100
7.10 Performance and population size in the 37-multiplexer with N = 2500. 100
7.11 Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the 20-multiplexer (N=2000). 101
7.12 Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the 37-multiplexer (N=5000). 101
ix
LIST OF FIGURES
7.13 Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the 37-multiplexer (N=3000). 102
7.14 Performance and population size in the Maze5. with N = 3000. . . . 103
7.15 Performance and population size in the Maze5. with N = 500. . . . . 104
7.16 Performance and population size in the Maze5 with N = 300. . . . . . 104
7.17 Performance and population size in the Maze6. with N = 3000. . . . 105
7.18 Performance and population size in the Maze6. with N = 500. . . . . 105
7.19 Performance and population size in the Maze6 with N = 300. . . . . . 106
7.20 Performance and population size in the Maze5. with N = 4000. . . . 106
7.21 Performance and population size in the Woods14. with N = 500. . . . 107
7.22 Performance and population size in the Woods14 with N = 300. . . . 107
7.23 Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the maze5 with N = 3000. . . 108
7.24 Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the maze6 with N = 3000. . . 108
7.25 Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the Woods14 with N = 4000. 109
7.26 Classifies in the population when XCSAM is applied to Vowel . . . . 112
7.27 Covering rate for all possible input-action pairs with in the test data . 117
7.28 Covering rate for only input-beset action pairs with in the test data . . 117
7.29 Classifies in the population when XCSAM-SS-DS is applied to Vowel 118
8.1 Performance in the 11-bit multiplexer problem with overlapping in-
stances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
8.2 Population size in the 11-bit multiplexer problem with overlapping in-
stances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.3 Performance in the 11-bit multiplexer problem with missing attributes. 129
8.4 Population size in the 11-bit multiplexer problem with missing attributes.130
8.5 Performance in the 11-bit multiplexer problem with class imbalance. . 132
8.6 Population size in the 11-bit multiplexer problem with class imbalance. 133
8.7 Performance in the 11-bit multiplexer problem with Gaussian noise. . 135
8.8 Population size in the 11-bit multiplexer problem with Gaussian noise. 136
8.9 Performance in the concatenated multiplexer problem. . . . . . . . . 139
x
LIST OF FIGURES
8.10 Population size in the concatenated multiplexer problem. . . . . . . . 140
8.11 The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem without any
problem difficulty . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
8.12 The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem with over-
lapping instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
8.13 The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem with missing
attributes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
8.14 The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem with class
imbalance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
8.15 The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem with Gaus-
sian noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
8.16 The probabilities of classification for each instance P (ci|xi) and for
all instances P (ci) on the concatenated multiplexer problem (2x3, 3x3,
4x3 CMPs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
9.1 Example of data for sequence labeling. . . . . . . . . . . . . . . . . . 161
9.2 Dataset of ADL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
9.3 Overview of XCS-SL . . . . . . . . . . . . . . . . . . . . . . . . . . 170
9.4 Example of subsumption . . . . . . . . . . . . . . . . . . . . . . . . 172
9.5 Example of shrinker . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
9.6 Performance on training data in OrdonezA . . . . . . . . . . . . . . . 174
9.7 Performance on training data in OrdonezB . . . . . . . . . . . . . . . 175
xi
LIST OF FIGURES
xii
List of Tables
2.1 Example of dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Example of classifiers learned by LCS . . . . . . . . . . . . . . . . . 15
2.3 Two classes of modern LCS models . . . . . . . . . . . . . . . . . . 20
2.4 Four classes of modern LCS models . . . . . . . . . . . . . . . . . . 24
6.1 XCSAM classifier system . . . . . . . . . . . . . . . . . . . . . . . . 63
7.1 Final population sizes in the 20-multiplexer. “◦”, “O” and “M” rep-
resent the significant differences (the p value < 0.001) between XCS
and XCSAM, XCSAM and XCSAM-SS, and XCS and XCSAM-SS
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2 Final population sizes in the 37-multiplexer. “◦”, “O” and “M” rep-
resent the significant differences (the p value < 0.001) between XCS
and XCSAM, XCSAM and XCSAM-SS, and XCS and XCSAM-SS
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.3 20 datasets from UCI repository . . . . . . . . . . . . . . . . . . . . 110
7.4 Datasets and Results of XCS and XCSAM-SS (Bold text indicates
p<0.05). •/◦ indicates a positive significant difference of XCS/XCSAM
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.5 Results of XCSAM-SS-DS (Bold text indicates p < 0.05). p1 value in-
dicates the difference between XCS and revised XCSAM. •/◦ indicates
a positive significant difference of XCS/Revised XCSAM respectively.
p2 value indicates it between XCSAM and revised XCSAM. /♦ in-
dicates a positive significant difference of XCSAM/ RevisedXCSAM
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
xiii
LIST OF TABLES
7.6 Classification accuracies of XCSAM-SS-DS and other machine learn-
ing methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.1 Adequate learning strategy for each problem difficulties and their strength141
8.2 Properties of problem difficulty in terms of the two complexities of the
classification boundary and the class-imbalance . . . . . . . . . . . . 151
8.3 Guideline of learning strategy in terms of the two complexities of the
classification boundary and the class-imbalance . . . . . . . . . . . . 151
8.4 Problem difficulties for UCI repository datasets . . . . . . . . . . . . 154
8.5 Problem difficulties for UCI repository datasets and classification ac-
curacies of XCS and UCS . . . . . . . . . . . . . . . . . . . . . . . . 156
9.1 OrdonezA. The number of instance is denoted by #ins, the number
of overlapping instances is denoted by #ovlp.The imbalance level and
the missing rate are denoted by ir, ms respectively. . . . . . . . . . . 163
9.2 OrdonezB. The number of instance is denoted by #ins, the number
of overlapping instances is denoted by #ovlp.The imbalance level and
the missing rate are denoted by ir, ms respectively . . . . . . . . . . 163
9.3 Classification accuracies and p values of XCS, XCSAM, XCS-SL and
XCSAM-SL on OrdonezA . . . . . . . . . . . . . . . . . . . . . . . 175
9.4 Classification accuracies and p values of XCS, XCSAM, XCS-SL and
XCSAM-SL on OrdonezB . . . . . . . . . . . . . . . . . . . . . . . 176
A.1 Purpose of classification and meanings of instance . . . . . . . . . . . 195
xiv
1Introduction
1.1 Knowledge Discovery from Problem
Human beings have the ability to discover knowledge from a problem in the envi-
ronment we live. We refine the knowledge to understand what a tendency within the
problem is, and then design or improve a solution to the problem. On a wide range of
fields from industry to nature, there are many complex problems where we have not
really understood how to design a good solution thus want to collect the knowledge.
We gather instances from the problem and look for the knowledge from the instances.
It has been obviously limiting to rely on the hard-wired ability of humans in dis-
covering knowledge behind such complex problems due to a need of handling noise
or a huge amount of instances. Instead, we can sidestep its limitation by using com-
puter. This raises a challenge that computational systems attempt to realize a human-
like ability to discover knowledge. Machine learning is probably a proper approach
tackling such a challenge, as it was launched with an aim of simulating abilities of
human-beings.
Machine learning on knowledge discovery aims at building a model that responds
with an output to a given instance, rather than directly providing knowledge. For
instance, on classification, a system builds a model that classifies instances or data
to their correct classes. The model may represent general patterns between the output
and instances, which can be a source of knowledge. Then, we interpret the patterns
extracted from the model. Such a series of processes is often called as the technique of
Knowledge Discovery from Databases (KDD) [1, 2].
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On the KDD filed, the main stream of machine learning systems is to build a good
model that responds with correct outputs to as many instances as a system can, which
results in improving on the accuracy of model. In line with this stream, some ma-
chine learning systems, as typified by deep learning [3], have achieved an impressive
performance in many data mining tasks, such as marketing [4, 5], fraud detection [6],
medical care [7, 8] and other fields [9, 10]. This stream may cause increasing a com-
plexity of model which results in a lack of human-readability of model, although such
machine learning systems do not aim so.
The human-readability of model affects how easy the model is for read. A human-
readable model meaningfully represents a relationship between an output and an in-
stance. For instance, on classification, a human-readable model represents a straight-
forward pattern to understand why data is classified as it is. The model can directly be
knowledge while keeping the quantitative information of the model, ideally without re-
lying on the interpretation process. This may suggest machine learning systems which
can build the human-readable model may be able to realize the human-like ability to
discover knowledge. Such a possible direction, which is branched off the main stream
of machine learning study, would realize a more automated knowledge discovery tech-
nique by eliminating humans’ operations but provide knowledge we understand. This
could help to diffuse use of knowledge discovery techniques into the society more
closely.
Learning Classifier Systems (LCSs) [11], which are a main focus on the thesis,
are a good example of machine learning systems which build a human-readable model
realized by the following two aspects.
IF TEHN 
f(x)
a) IF-THEN rule b) Decision tree c) Neural network d) Mathematical formula
Figure 1.1: The different model formats of machine learning
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1. Model format. The human-readability of the model strongly depends on the
model format a machine learning system employs. LCSs represent knowledge with
a simple, probably the simplest, model format IF-THEN rule called a classifier. While
the model format of machine learning can be variously represented by, as shown in
Figure 1.1, for instance, decision trees (ID3 [12], C4.5 [13]), neural networks [14] and
mathematical formulas (e.g., SVM [15]), these models are not designed to be suit-
able for human-readable models. In contrast, IF-THEN rules are a human-readable
representation of knowledge which can be directly extracted from instances.
2. Generalization. Compared with other IF-THEN rule-based machine learning sys-
tems such as CN2 [16], LCSs have an ability to generalize the classifiers to be more
easy for read. The generalization of LCS produces a classifier that can be used to more
than one instance, thus, such a general classifier represents a common pattern within
instances its rule matches.
1.2 Learning Classifier System Design
The first version of LCS is originally designed as a system that combines reinforce-
ment learning techniques [17, 18] with genetic algorithm [19], often called an evolu-
tionary machine learning system. Since then, while keeping an idea of LCSs which
they evolve and learn classifiers, LCSs have been broadly specialized with different
machine learning and evolutionary computation techniques instead of reinforcement
learning and genetic algorithm respectively. Hence, LCSs are a paradigm of a way of
combining rule-based machine learning techniques with evolutionary computation.
1.2.1 Why focus on LCS design?
LCSs could be limited to derive a good performance, e.g., classification accuracy, as
well as SVM and neural network due to the simpleness of model representation com-
pared with different complex models such as the mathematical formula. When think-
ing this limitation from the bright side, LCSs face to a very challenging problem which
how the performance of LCS can be improved while keeping the human-readability of
solutions.
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In 1995 Wilson proposed an LCS model, called the XCS classifier system [20].
XCS can accurately generalize classifiers which results in greatly improving the per-
formance of XCS on a wide range machine learning domains such as classification and
on-line control task. Today, the accurate generalization is a necessary ability of LCSs.
Since then, many work further attempted to additional mechanisms or heuristics of
XCS in order to improve on the performance of XCS. Such stream of LCS study leads
LCS to be a very specific system which could not be a common mechanism for any
type of LCSs in order to improve the performance of LCS. We may have to explore
a common and fundamental way of improving the performance of LCS differed from
the accurate generalization as it was.
LCSs have some common options in designing them, but for some of them there
still lacks intensive studies to understand how those options affect on the performance
of LCS. When understanding a dependency of its performance on those options, LCSs
can be designed properly with an adequate set of their options as the common method-
ology of improving the performance of LCS.
1.2.2 Two options of LCS design
LCSs consist of the two fundamental options, the rule-evaluation strategy and the
learning strategy, which both decide the types of LCS model. All LCSs model can be
roughly classified in terms of both options.
The rule-evaluation strategy defines what a good classifier LCS wants to learn is
and it decides a measurement to evaluate it. A value which is calculated from its
measurement is set to a classifier parameter fitness, and so the rule-evaluation strategy
indicates the definition of fitness. For instance, XCS employs an accuracy-based fit-
ness of classifier as a type of the rule-evaluation strategy which evaluates how much
accurately its classifier is generalized.
The learning strategy decides how LCS covers a state-action space in a problem.
There are two learning strategies have been proposed so far: the complete action map
[20] and the best action map [21]. The complete action map, which XCS employs,
covers all possible actions in every state (i.e., the whole state-action space); while the
best action map coves only the highest-return action indicating an optimal action in
every state.
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1.2.3 Current LCS design based on one principle
The contribution of Wilson’s XCS is to introduce the concept of accuracy-based fitness
and to provide an XCS framework heavily based on its fitness which enables XCS to
handle the accurate generalization. Accordingly, when designing LCSs, many versions
of LCSs including their applications are commonly designed to handle the accurate
generalization, since the rule-evaluation strategy determines whether LCS can handle
the accurate generalization.
In line with this fashion, rather than exploring a different way of handling accurate
generalization from Wilson’s XCS, many modern versions of LCS implicitly employ
XCS (or XCS-like LCS [22]) as their base LCS model [23]. This indicates that the rule-
evaluation strategy, more specifically the accuracy based fitness, has been the long-
standing principle of LCS design for more than 20 years, and thus LCSs have been
designed on the basis of the rule-evaluation strategy.
The current design methodology of LCSs often aims in maximizing the fitness
value defined by the rule-evaluation strategy. For instance, the mechanism of XCS is
designed in order to generate accurately generalized classifiers advocating a high value
of the accuracy-based fitness. Correspondingly, when building new versions of LCS
based on XCS, their mechanisms and heuristics are designed with an aim of eventually
maximizing or cooperating with the accuracy-based fitness.
1.2.4 From one principle to two principles
Many specific applications of LCSs now have been applied to a wide range of machine
learning problems, such as classification [24, 25], regression [26], forecasting [27], and
robot controlling [28, 29, 30]. Since specific problems include their unique problem-
difficulties, the additional mechanisms and heuristics of LCSs would be necessary to
address its problem difficulties. For instance, on a time-series classification task where
the current class maybe depend on previous classes, LCSs would require an additional
mechanism that enables them to refer back to the previous classes. In contrast, there
are general problem-difficulties which could commonly occur in many problems, e.g.,
high-dimensional input, class-imbalance, missing data. For instance, on the time-series
classification, some data may include a sampling noise. Accordingly, LCSs should be
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robust against such problem-difficulties with in a problem in order to stably derive a
good performance.
In short, when we want to design a proper LCSs deriving a good performance to a
targeted problem, LCSs should be designed to have their additional or extended mech-
anisms to be solvable to unique problem difficulties of the problem, plus, to be robust
against the general problem difficulties with in the problem. However, rather than each
specific version of LCS attempts to address those general problem-difficulties by their
own ways, its base LCS model should first be designed to be robust before developing
the specific version of LCS. In the other words, if the specific version of LCS employs
an improper LCS model that are not robust against the general problem difficulties with
the problem, the potential performance of the specific version of LCS would degrade.
The current design methodology on the basis of the rule-evaluation strategy focuses
on the accurate generalization in LCS but is still unclear whether its design methodol-
ogy can provide an LCS being robust for any general problem difficulties. Then, XCS,
i.e., the most popular LCS model, is probably not robust against all possible problem
difficulties. This can be highlighted in initial works that reported other LCS models
outperform XCS on noisy classification task while XCS outperforms those LCS mod-
els on a real-world classification task which may include some of problem difficulties
[31, 32]. Those other LCS models employ a different rule-evaluation strategy or a
machine learning technique from XCS, but they commonly perform with the the best
action map differed from the XCS’s learning strategy (i.e., the complete action map).
These reports may suggest that the learning strategy could be an option of LCS de-
sign which determines whether LCS can be robust depending on the types of problem
difficulties. However there lacks comprehensive discussion on the learning strategy.
For instance, the other LCS models employ not only a different learning strategy but a
different machine learning technique and a different rule-strategy fitness, and this re-
sults in a lack of pure comparison of the two existing learning strategies. That is, there
is no alternative LCS model to XCS, which employs the same rule-evaluation strategy
and machine learning technique of XCS but the different learning strategy (i.e., the
best action map) unlike those other LCS models. The lack of intensive study on learn-
ings strategy still remains unclear how the learning strategy affects the performance of
LCS.
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1.3 Aim of the Thesis
The thesis clarifies a need of a design methodology of LCS based on the learning
strategy. That is, while the rule-evaluation strategy should be considered in designing
LCSs in order to handle accurate generalization, to improve the performance of LCS
against the general problem difficulties. In more detail, to clarify the need of the design
methodology of LCS base on the learning strategy, the thesis empirically verifies the
following three hypotheses;
1 The current LCS design without the consideration of learning strategy is
limited to always provide a proper LCS to a problem with some of general
problem difficulties.
2 The learning strategy affect the performance of LCS.
3 The adequate learning strategy improving the performance of LCS can be
decided depending on the types of problem difficulties.
When the hypothesis 1 is confirmed, it indicates a limitation of the current LCS
design without the consideration of learning strategy. And when the hypotheses 2
and 3 can be confirmed, it suggests a need of a new LCS design methodology based
on the learning strategy in order to design the proper LCS to problems with problem
difficulties.
1.4 Approach of the Thesis
The thesis takes the following steps.
First, the thesis identifies XCS as the main LCS designed with the current design
methodology of LCS, i.e., XCS is designed heavily based on the rule-evaluation strat-
egy. Then it introduces a theory for XCS that mathematically guarantees to handle
the accurate generalization as the current LCS design aims so. The theory derives an
ideal parameter settings of XCS which enable XCS to maximize its performance in
terms of how accurately XCS generalizes classifiers. Experiments are conducted to
verify the hypothesis 1, that is, whether XCS with the theoretical parameter settings
can optimally solve problems with the general problem difficulties. When XCS fails to
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solve a problem, we can say that the current design methodology of LCS considering
only the rule-evaluation strategy could be limited, since designing LCSs based on the
rule-evaluation strategy may not effectively improve on the performance of LCS.
Next, to conduct an experiment purely comparing the two existing learning strate-
gies, i.e., the complete action map and the best action map, the thesis introduces an
XCS-like LCS called XCS with adaptive action map (XCSAM) which employs the
same fitness and machine learning technique of XCS but the best action map as the
different learning strategy of XCS employing the complete action map. Experiments
are conducted to confirm the hypothesis 2.
The thesis conducts an intensive experiment on a classification problem with dif-
ferent types of problem difficulties in order to verify the hypothesis 3. Then, the thesis
draws an inclusive guideline that explains which learning strategy should be used to
address which type of problem difficulties.
1.5 Structure of the Thesis
The rest of thesis is organized as follows;
• Chapter 2 introduces the general framework of LCS, e.g., the classifier repre-
sentation, generalization, especially learning strategy, and sorts out the existing
LCS models in terms both of rule-evaluation strategy and of the learning strat-
egy.
• Chapter 3 describes the mechanisms of XCS as the standard LCS model on the
thesis.
• Chapter 4 introduces two general tasks, a supervised learning task and a rein-
forcement learning task. This chapter also describes the configurations of bench-
mark problems for the two tasks; the multiplexer problem both for the supervised
learning task, and the maze problem for the reinforcement learning task.
• Chapter 5 presents the theory that theoretically guarantees XCS to handle the
accurate generalization. On the multiplexer problem, the experiments are con-
ducted to verify the theory and to reveal whether the accurate generalization of
XCS improves on possible problem difficulties (the hypothesis 1).
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• Chapter 6 presents a new LCS model XCSAM that performs with the best ac-
tion map. A set of experiments is conducted to confirm the learning strategy
affects the robustness of generalization of LCS (the hypothesis 2).
• Chapter 7 presents how to design the mechanism of LCS to cooperate with
the learning strategy. Specifically, while XCS’s mechanism has been already
designed to cooperate with with the complete action map, XCSAM still em-
ploys the XCS’s mechanisms which may not be suitable for the best action map.
Through an analysis this chapter identifies the mechanisms of XCS should be
customized for the best action map and redesigns them. Finally a set of exper-
iments is conducted to evaluate the performance of XCSAM with the modified
mechanism.
• Chapter 8 conducts experiments to draw an inclusive guideline that suggests
an adequate learning strategy for each type of problem difficulties. This chapter
first intensively test the different learning strategies (i.e., XCS and XCSAM) on
the benchmark problems with different types of problem difficulties in order to
confirm that the adequate learning strategy can be decided depending on the type
of problem difficulties (hypothesis 3).
• Chapter 9 further confirms whether the learning strategy still affect on the dif-
ferent types of LCSs. Specifically, on sequence labeling as a complex time-series
classification task, this chapter develops both applications of XCS and XCSAM
with an additional mechanism, and confirms that a proper LCS which employs
the adequate learning strategy suggested by the presented guideline, outperforms
other LCS application.
• Chapter 10 gives a conclusion of the thesis by summarizing contributions of the
thesis and indicating the future directions.
9
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2Learning Classifier Systems
In 1977, Holland proposed a cognitive system (CS-1) [33] as the first version of Learn-
ing Classifier Systems (LCSs) which combine evolutionary computation [19] and rein-
forcement learning [17] as a rule-based machine learning. Hence, LCS potentially can
solve both supervised classification (single-step) problems and reinforcement learn-
ing (multi-step) problems. LCSs now are a paradigm as a way of combining a rule-
based machine learning with evolutionary computation, which lies in an idea that LCS
evolves and learns IF-TEHN rules (called classifiers) in order to generate a set of gen-
eral classifiers as a solution to a problem.
All LCSs can be classified to two types called a Pittsburgh-style LCS [34] and
a Michigan-style LCS [11]. In the rest of the thesis, the term “LCS” indicates the
Michigan-style LCS. The thesis focuses on the Michigan-style LCS since its LCS can
be applicable to a wide range of machine learning domain including both the super-
vised task and the reinforcement learning task. This chapter first introduces the general
framework of LCSs. Next this chapter sorts out the existing LCS models.
2.1 LCS framework
Figure 2.1 shows the framework of LCS; LCSs evolve and learn a set of classifiers
called the population by a mechanism which consists of three components; 1) a perfor-
mance component, 2) a reinforcement component and 3) a rule-discovery component.
These components perform with two strategies; the rule-evaluation strategy and the
11
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learning strategy respectively. Thus, these components should be designed based on
the two strategies.
Rule Population
Condition  Action  Prediction Fitness
##00 
0011 
00## 
1#01 
. 
. 
. 
. 
. 
. 
. 
. 
. 
###1 
101#
① Performance Comp.
- Sensing input 
- Action selection/execution
③ Rule-discovery Comp.
- Rule reproduction 
- Rule deletion
② Reinforcement Comp.
- Reward propagation 
- Rule-parameter update
Environment
State Action Reward
① Rule evaluation Strategy
- Rule effectiveness definition
② Learning strategy
- Problem exploration definition
00 
01 
01 
11 
. 
. 
. 
. 
. 
. 
. 
. 
. 
11 
10
0.73 
0.45 
0.31 
1.00 
. 
. 
. 
. 
. 
. 
. 
. 
. 
0.19 
0.59
Solution Mechanism Strategy
0.49 
0.78 
0.35 
1.00 
. 
. 
. 
. 
. 
. 
. 
. 
. 
0.99 
0.12
Figure 2.1: The framework of Learning Classifier System
2.1.1 Classifier
Classifier format.
As shown in Figure 2.2 a classifier is the IF-THEN rule which consists of a condi-
tion C (IF part), an action A (THEN part), and the following two classifier parameters;
prediction p, which estimates the average reward that the system expects when the
classifier is used, and the fitness F which is a value calculated according to the rule-
evaluation strategy. For the action A, it is often coded by the binary strings (i.e., 0 or
1). The condition and the action of classifier are decided and fixed when its classi-
fier is generated. For the classifier parameters, they are updated in the reinforcement
component.
Condition Coding.
The condition is often coded by a ternary alphabet, i.e., C ∈ {0, 1,#}L where L is
the length of condition and # is a don’t care symbol which can be any values (0 or 1).
12
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Condition  Action  Prediction  Fitness
##00 00 0.73 0.49
0000 
0100 
1000 
1100
Matched states
Figure 2.2: An example of classifier format
With the don’t care symbol, the condition of classifier can be matched to more than
one state. For instance, the condition C : ##00 can be matched to four states 0000,
0100, 1000, and 1100 (see Figure 2.2). Thus the generalization of classifier in LCSs
can be achieved by generating classifiers which have the condition including the don’t
care symbol.
Comparision of other learning models.
The generalized classifiers can be human-readable knowledge since the condition
including # represents the common patterns with in a problem. The common patterns
can be easily read since the condition cording is often corresponding to the coding on
given instance. This helps us to understand which attribute is relevant to determine
the class. Let’s compare learning models formating knowledge of LCS with of Neural
network as an example. Given a dataset as shown in Table 2.1, for instance, the neural
network can be built, showed by Figure 2.3. Here, in the figure, wi represents a weight
of input xi, net is a summation of input xi times the corresponding weight wi. The
output out is decided by a step function f with a threshold θ. The example of neural
network can successfully classifies each data instance to its correct class. However, it
is difficult to understand which attribute is more important to determine the class.
Table 2.1: Example of dataset
Input x1, x2 Class
00 0
01 0
10 0
11 1
13
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x1
x2
out
input
0       0 0.0 0
0       1 0.5 0
1       0 0.5 0
1       1 1.0 1
net =
2∑
i=1
wixi out = f(net− θ)
f :Step function
x1 x2
x
θ
f(x)
1
0
w1 = 0.5
w2 = 0.5
θ = 0.9
Figure 2.3: Example of neural network model for the given dataset
10
x1
x2
10
Class 0
Class 0 Class 1
Figure 2.4: Example of decision tree model for the given dataset
As other learning model, on the given dataset the decision tree model, for instance,
can be built as shown in Figure 2.4. The decision tree model can provide a more
human-readable solution compared with the neural network model; on the figure, we
understand if the attribute of input x1 is 0 then class is 0; and if it is 1 and x2 is 0
then class is also 0; otherwise class 1. Then, we can simply think the following three
knowledge (or rules) exist in the given dataset;
1. x1 = 0→ class 0
2. x1 = 1, x2 = 0→ class 0
3. x1 = 1, x2 = 1→ class 1
The example of the decision tree is enough to successfully classify each input to each
correct class when we just want to classify so. However, on knowledge discovery, we
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may want to collect more general knowledge. Does any more general knowledge exist
in the given dataset than that the example of the decision tree shows?
LCS would learn generalized classifiers on the given dataset as shown in Table 2.2.
Both classifiers can also successfully classify each instance to its correct class. For
instance, the classifier having C = 0#, A = 0 can be matched to two instances “00”
and “01” and represents their correct class “0”. Note that, different from the knowledge
the example of decision tree shows, LCS can provide more general knowledge derived
from the rule C = #0, A = 0. That is, for the input 01, the knowledge of LCS says “
its x2 is 0 and so the correct class can be 0”, but does not say “the inputs have x1 = 1
and x2 = 0, and so the class is 0” as derived in the decision tree model.
Table 2.2: Example of classifiers learned by LCS
Condition C Action A Matched instances
0# 0 00, 01
#0 0 00, 10
11 1 11
In the ternary alphabet coding, the length of condition should be corresponding to
the length of data instance as shown in Tables 2.1 and 2.2. Thus, the ternary alpha-
bet coding can find the common patterns by replacing attributes with the don’t care
symbol; while it cannot handle compaction of knowledge where irrelevant attributes
are eliminated. Lanzi proposed the messy coding [35, 36] for the classifier’s condi-
tion where eliminates the don’t care symbol so LCSs acquire compacted classifiers. In
messy coding, the condition can be a set of attributes-address pair. For instance, the
classifier’s condition with the ternary alphabet “0##0” can be converted to (“0”1, “0”2)
which can match the instance having attributes “0” at first and second. Thus, the clas-
sifier condition with the messy coding is a variable condition. However, the ternary
alphabet is the well used coding compared with the messy coding since the follow-
ing reasons; many evolutionary computation are often designed for the fixed length
condition, and so the ternary alphabet is more suitable when LCSs evolves classifiers;
the condition with the ternary alphabet can easily be converted to that with the messy
coding.
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2.1.2 Population
The population is a set of classifiers stored by LCS. LCSs have one population which
eventually can be a solution to a problem. The population is initially set to an empty
set 1. LCSs evolve classifiers in the population with their mechanism.
2.1.3 Strategy
2.1.3.1 Rule-evaluation strategy
The rule-evaluation strategy defines what a good classifier LCS wants to learn is, and it
decides a measurement procedure to evaluate it. The classifier fitness F is set to a value
calculated from its measurement. The LCS aims at learning the classifiers maximizing
the fitness, thus the mechanism of LCS have to be designed to achieve its aim. The
rule-evaluation strategy is typically called as the definition of fitness. There are two
rule-evaluation strategies, i.e., the strength-based fitness [21] and the accuracy-based
fitness [20], have been proposed so far.
Strength-based Fitness.
The strength-based fitness defines that a classifier which receives a large reward
is identified as a good classifier. Accordingly, an LCS with the strength-based fit-
ness attempts to learn the classifiers advocating the maximum reward received from a
problem. The measurement of the strength-based fitness is the same of the classifier
prediction p, and so the classifier fitness F is directly set to the value of the prediction.
The Zeroth Level Classifier System (ZCS) [20] and the Strength-based Supervied LCS
(SS-LCS) [37] perform with the strength-based fitness.
Accuracy-based Fitness.
The accuracy-based fitness defines that a classifier that accurately predicts reward its
classifier will receive is identified as a good classifier. An LCS with the accuracy-based
fitness attempts to learn the accurate classifiers advocating a small error of prediction
1The population can be filled by randomly generated classifiers at the start. However the population
is normally set to empty, instead, a covering operator (see Section 3) is applied to generate classifiers.
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against the received reward. Accordingly, the measurement of the accuracy-based fit-
ness is the error calculated from the classifier prediction and the reward a classifier
received (see Chapter 3 for more detail). The accuracy-based fitness enables LCS to
accurately generalize classifier. The eXtend Classifier System (XCS) [20] and the
sUpervised LCS (UCS) [22] perform with the accuracy-based fitness.
2.1.3.2 Learning Strategy
The learning strategy, indicating an action map defines how LCSs cover a state-action
space in a problem. The population size, i.e., the number of classifiers in the population
strongly depends on the learning strategy. For instance, when a learning strategy that
defines LCS covers the whole state-action space in a problem, the population size
would be increasing; while it would be decreasing when a learning strategy defines
that LCS covers only a subspace of state-action which is necessary to solve a problem.
The learning strategy is realized by the mechanism. The two learning strategies, a best
action map [21] and a complete action map [20], have been proposed so far. All LCSs
can be roughly classified to having either one of the two learning strategies.
Best action map.
The best action map covers only the highest-return action (called the best action) in
every state. Here, the highest-return action is a necessary action to solve a problem,
which receives the highest reward at each state. For instance, in classification prob-
lems, the highest-return action indicates a correct action to classify a state (data) to a
correct class. For instance, as shown in Figure 2.5 a), the best action map covers only
one state-action pair st − a2 which receives the maximum reward r = 1000 at a state
st. Thus, an LCS with the best action map attempts to learn only necessary classifiers
advocating the best actions (called optimal classifiers) to solve a problem. ZCS, UCS
and SS-LCS perform based on the best action map.
Complete action map.
The complete action map covers, in contrast, the whole state-action space (i.e., all
possible state-action pairs). As shown in Figure 2.5, the complete action map covers
all possible state-action pairs (st − a1, st − a2 and st − a3) at a state. Accordingly, an
17
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LCS with the complete action map attempt to totally learn classifiers advocating the
best action but also the not best action which do not receive the maximum reward at
each state. For instance, in classification problems, the complete action map covers
both classifiers advocating the correct class and the incorrect classes to a state. XCS
performs with the complete action map.
st
a1
a2
a3
r=1000
r=0
r=500
st
a1
a2
a3
r=1000
r=0
r=500
b) Complete action mapa) Best action map
Figure 2.5: Concepts of two learning strategies
2.1.4 Mechanism
Performance component.
This component first senses a state from a problem. Then, it calculates action-
selection probabilities from the parameters (e.g., the prediction p and the fitness F see
Chapter 3 for more detail) of classifiers in the population which matches the sensed
state, and selects one action The selected action is performed in the problem and a
scalar reward is returned to LCS together with a new state.
Reinforcement component.
This component is realized by a machine learning technique and performs after the
performance component. This component updates the classifier parameters with the
reward received at the state. The reward is propagated to classifiers that matches the
18
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state. The reinforcement learning technique [17, 18] or the supervised learning tech-
nique is often employed as the reinforcement component. The types of the machine
learning technique in the reinforcement component is one of the most fundamental
options in LCSs since it decides the applicable problem domain of LCS.
Rule-discovery component.
This component is realized by an evolutionary computation technique and performs
after the reinforcement component. This component evolves classifiers; it selects par-
ents of classifiers based on the classifier parameters and copies them as offspring, and
performs some genetic operators (e.g., crossover and mutation [19]); finally it deletes
classifiers in the population after inserting offspring to the population. Since the rule-
discovery component generates new classifiers, it should be adequately designed to co-
operate with the strategies (i.e., the rule-evaluation strategy and the learning strategy).
For instance, this component is required to generate classifiers maximizing the fitness
defined by the rule-evaluation strategy while covering a state-action space defined by
the learning strategy. Genetic Algorithm (GA) is often employed as the rule-discovery
component.
2.2 LCS design based on one principle
2.2.1 Mapping of LCS models
One principle of LCS design.
On the modern LCS models, one principle of design for LCSs (i.e., the fundamen-
tal option) deciding the type of LCS model is the rule-evaluation strategy. In fact all
specific versions of LCS can be roughly classified in terms of this principle (i.e., the
strength-based fitness or the accuracy-based fitness) [23]. The principle decides the ac-
curacy of generalization its LCS employs, since the rule-evaluation strategy (i.e., the
definition fitness) defines the measurement of evaluating generalized classifiers. For
instance, with the accuracy-based fitness, the LCS can handle the accurate generaliza-
tion as a type of generalization.
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Two LCS models.
Since Wilson proposed ZCS [21] in 1994, many LCS models have been proposed
for 20 years [23], and as summarized in Table 2.3, they can be roughly classified to
two types of LCS model; 1) a strength-based LCS such as ZCS [21] and SS-LCS [37],
and 2) an accuracy-based LCS such as XCS and UCS [22]. In addition, those two
types of LCS models can be further classified in terms of the machine learning its LCS
employs (i.e., reinforcement learning: RL or supervised learning: SL).
Table 2.3: Two classes of modern LCS models
Rule-evaluation strategy
strength-based LCS ZCS (RL) SS-LCS (SL)
accuracy-based LCS XCS (RL) UCS (SL)
The most basic LCS model.
XCS can be identified as the most basic and popular model which has been selected
as the base LCS model of many LCS applications with the following reasons;
1. Accurate generalization. As shown in Figure 2.6, the accuracy-based LCS mod-
els (e.g., UCS and XCS) can accurately generalize classifiers with the accuracy based
fitness as empirically presented by many works, e.g., [20, 38, 39]. In contrast, the
strength-based LCS models (e.g., ZCS and SS-LCS) are not designed to accurately
generalize classifiers since these LCS models attempt to evolve classifiers receiving
the maximum reward.
2. Wide applicable problem domains. In line with Holland’s first version of LCS,
XCS is powered by the reinforcement learning. This configuration allows XCS to solve
both the supervised learning task and the reinforcement learning task, such as such as
classification [24], regression [26], forecasting [27], and sequential decision making
problems [40]. In contrast, LCS models with the supervised learning (i.e., UCS and
SS-LCS) are customized to be specific versions of LCS that solves the supervised
learning task; in fact, UCS and SS-LCS are extended versions of XCS and SS-LCS
respectively.
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UCS XCS
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Figure 2.6: Applicable problem domain and the generalization capability of different LCS
models
2.2.2 Design procedure
LCS model determination.
As shown in Figure 2.7, when building a new LCS, the rule-evaluation strategy (i.e.,
the strength-based fitness or the accuracy-based fitness) is selected before customizing
the mechanism of LCS to determine the type of LCS. As noted, many LCS often
employ the accuracy-based fitness in order to handle the accurate generalization.
LCS model development.
After determination of LCS model, the machine learning technique used in the re-
inforce component of LCS (i.e., reinforcement learning or the supervised learning) is
selected depending on the type of problem its LCS wants to solve. Then, the learning
strategy is correspondingly decided when the rule-evaluation strategy or the machine
learning technique is selected. For instance, the XCS’s accuracy based fitness and the
reinforcement learning technique of XCS are designed to cooperate with the complete
action map, thus XCS performs with the complete action map; while supervised learn-
ing is often (at least in LCSs) designed to only learn the best actions, thus UCS and
SS-LCS perform with the best action map.
Finally, the mechanism of LCS (i.e., the performance, reinforcement, and discovery
components) are customized based on the decided options. When an application of
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LCS is designed, the additional mechanism or heuristics are added to the LCS model
designed by above procedure.
Strength or Accuracy① Rule evaluation strategy  
Selection
Complete action map  or Best Action Map
Reinforcement Learning or Supervised Learning
Correspondingly decided
② Machine Learning  
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Customising LCS components ③ Mechanism Customisation
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Figure 2.7: Design procedure of LCS model based on two principles: the rule evaluation
strategy and the machine learning technique
2.3 Advanced LCS design based on Two principles
2.3.1 History of study on learning strategy
The learning strategy has not been well-discussed so far. In fact, only two learning
strategies have been proposed in LCSs: the complete action map and the best action
map. For instance, Wilson’s ZCS classifier system [21] evolves classifiers based on the
best action map while his XCS [20] performs with the complete action map.
Wilson’s earlier ZCS evolved the best action map but for the later XCS he shifted
to the complete action map in 1995. The complete action map has been shown to
be an adequate learning strategy in the past. With the complete action map, XCS
stably solves both supervised learning and reinforcement learning problems [20]. XCS
evolves classifiers that represent the complete action map from state-action pairs to
expected returns so that the system can predict the value of all available actions in every
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possible state. The evolution of a complete action map helps XCS evolve optimal,
maximally accurate, maximally general classifiers to a given problem [41, 42] since all
the possible state-action pairs can be explored, as required by reinforcement learning
theory [18]. However, a complete action map requires large population size limits
to generate classifiers covering all state-action pairs. Also, a complete action map is
sometimes considered redundant since most of applications focus only on the highest-
return action (best classification) possible.
In contrast, SS-UCS and UCS has been a powerful LCS for supervised learning
task as a specific version of XCS and LCS respectively, which both evolve classifiers
that represent the best action map. Tzima proposed SS-LCS as an extension of ZCS
for data-mining so that it can correctly evolve classifiers using supervised learning to
overcome the problem of ZCS. Tzima showed that SS-LCS can outperform XCS and
UCS in data mining task [37, 43, 44]. [22] introduced UCS to avoid a complete action
map in the XCS framework. UCS is an extension of XCS that evolves the best action
map using supervised learning instead of reinforcement learning. Bernado´ showed
that UCS can solve classification problems with smaller population size limits than
XCS [22], and Orriols-Puig showed that UCS is more robust on noisy classification
problems than XCS [32, 45]. However, Bernado´ also showed that, on the real world
classification problems, XCS outperforms UCS for some datasets.
While these results of SS-LCS and UCS may suggest that the learning strategy
ensures robustness of the generalization of LCSs, thus the learning strategy can be a
new principle of LCS design. However, there still lacked fair comparisons of learn-
ing strategies, since UCS and ZCS perform with a different machine learning tech-
nique (i.e., supervised learning) and with a different rule-evaluation strategy (i.e., the
strength-based fitness) from XCS respectively. It is still unclear that which learning
strategy (i.e., the complete action map or the best action map) should be used to ad-
dress problem domains or difficulties.
2.3.2 Remapping of LCS models
Two principles.
The thesis claims the design of LCS should be based on the two principles: 1) the
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rule-evaluation strategy and 2) the learning strategy under the hypotheses. The rule-
evaluation strategy decides the accuracy of generalization while the learning strategy
decides the robustness of generalization as the thesis hypothesized. Accordingly, LCSs
should be designed to encourage the accuracy and robustness of generalization in order
to improve on the their potential LCS performance.
Four LCS models.
All LCSs can be classified to having either one of the learning strategies; i.e., the
complete action map or the best action map. Correspondingly in terms of the two
principles, all LCSs can be roughly classified to four classes as shown in Table 2.4.
Note that there is no alternative basic LCS model to XCS in terms of the learning
strategy, which performs with the accuracy-based fitness and reinforcement learning
like XCS but employs the best-action map unlike XCS.
Table 2.4: Four classes of modern LCS models
Learning strategy
Complete action map Best action map
Rule-evaluation strategy
strength-based fitness – (RL) – (SL) ZCS (RL) SS-LCS(SL)
accuracy-based fitness XCS (RL) – (SL) – (RL) UCS(SL)
2.3.3 Design procedure
Figure 2.8 shows the new design procedure that is based on the two principles.
LCS model determination.
As shown in Figure 2.8, the new design procedure takes the following steps; similar
to the current design methodology based on the principle 1) the rule-evaluation strategy
is selected, but the learning strategy is also independently decided. Then, the type of
LCS can be identified.
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LCS model development.
Differed from the current design based on the rule-evaluation strategy, the LCS
mechanism should be designed on the basis of these two principles. Specifically, the
existing machine learning techniques in LCS should be customized depending on the
learning strategy. For instance, although XCS’s reinforcement learning is originally
designed to cooperate with the complete action map, it should be customized for the
best action map if the best action map is selected.
Strength or Accuracy① Rule evaluation strategy  Selection
Complete action map  or Best Action Map
Reinforcement Learning or Supervised Learning
② Learning Strategy  
Selection
Customising LCS components ④ Mechanism Customisation
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Figure 2.8: New Design procedure of LCS model based on three principles: the rule
evaluation strategy, the machine learning technique and the learning strategy
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3The XCS Classifier System
The XCS classifier system [20] is the most popular LCS model that performs with
the reinforcement learning and the complete action map, which is obtained through
the evolution of the population. As shown in Figure In the same manner as the general
framework of LCS, XCS consists of the three components; the performance, reinforce-
ment and rule-discovery component.
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Figure 3.1: XCS framework
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3.1 XCS classifier
In XCS, classifiers consist of a condition, an action, and five main parameters: (i)
the prediction p, which estimates the average payoff that the system expects when the
classifier is used; (ii) the prediction error , which estimates the average absolute error
of the prediction p; (iii) the fitness F , which estimates the average relative accuracy of
the payoff prediction given by p; (iv) the action set size as, which estimates the average
size of the action sets this classifier has belonged to; and finally (v) the numerosity num,
which indicates how many copies of classifiers with the same condition and the same
action are present in the population.
3.2 Performance Component
3.2.1 Building Match set [M]
AS shown in Figure 3.1, at each time step, XCS builds a match set [M] containing the
classifiers in the population [P] whose condition matches the current sensory inputs;
if [M] does not contain all the possible actions covering takes place and creates a set
of classifiers that match and cover all the missing actions. This process ensures that
XCS can evolve a complete mapping so that in any state it can predict the effect of
every possible action in terms of expected returns. In the algorithmic description [46],
covering is activated when match set contains less than θmna actions; however, θmna
is always set to the number of available actions so that the match set includes all the
actions.
3.2.2 Action Selection
For each possible action ai in [M], XCS computes the system prediction P (st, ai)
which estimates the payoff that XCS expects if action ai is performed at a state st.
The system prediction is computed as the fitness weighted average of the predictions
of classifiers in [M], cl∈[M], which advocate action ai (i.e., cl.a=ai):
P (st, ai) =
∑
clk∈[M ]|ai pk × Fk∑
clk∈[M ]|ai Fk
(3.1)
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where [M ]|ai represents the subset of classifiers of [M ] with action ai, pk identifies the
prediction of classifier clk, and Fk identifies the fitness of classifier clk. Next, XCS
selects an action to perform. The classifiers in [M] which advocate the selected action
form the current action set [A]. The selected action is performed in the environment,
and a scalar reward rt is returned to XCS together with a new input configuration.
3.3 Reinforcement Component.
3.3.1 Parameter update
When the reward rst is received and the match set [M ] with respect to the resulting
sensory input is formed, the parameters of the classifiers in [A] are updated in the fol-
lowing order [46]: prediction error, prediction, fitness, and finally experience. Note,
these parameters are normally updated using the moyenne adaptive modifee (MAM)
procedure that replaces the weighted update with the learning rate β with a simple av-
erage value at the start of training (i.e., cl.exp < 1/β) [46]. The MAM procedure helps
a classifier’s parameters to converge faster. The prediction error cl. and prediction p of
classifier cl are updated by the Widrow-Hoff learning rule with β (0 ≤ β ≤ 1), which
are a main focus of this paper:
The prediction error cl. of each classifier cl in [A] is updated with learning rate β
(0 ≤ β ≤ 1) as
cl.← cl.+ β(|P − cl.p| − cl.) (3.2)
Then, the prediction cl.p is updated with the discount rate γ (0 < γ ≤ 1); if the
system solves a supervised classification (single-step) problem or a termination cri-
terion is met in a reinforcement learning (multi-step) problem, the prediction cl.p of
each classifier in [A] is updated with the current reward rt. Otherwise it updates the
classifiers in the previous action set [A]−1 which is the action set one step ago with a
previous reward rt−1, as follows,
P =
{
rt if termination criterion is met,
rt−1 + γ ×maxa P (st, a) otherwise.
(3.3)
cl.p← cl.p+ β(P − cl.p) (3.4)
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The action set size cl.as of each classifier cl are updated as;
cl.as← cl.as+ β
([∑
c∈[A]
c.num
]
− cl.as
)
(3.5)
3.3.2 Fitness calculation
Finally, classifier fitness is updated in two steps: first, the accuracy cl.κ of the classifier
in [A] is computed as follows,
cl.κ =
{
1 if cl. ≤ 0
α(cl./0)
−ν otherwise.
(3.6)
The accuracy cl.κ means that a classifier is considered to be accurate if its prediction
error cl. is smaller than the threshold cl.0; a classifier that is accurate has an accuracy
cl.κ equal to 1. A classifier is considered to be inaccurate if its prediction error cl. is
larger than cl.0; the accuracy cl.κ of an inaccurate classifier is computed as a potential
descending slope given by α(cl./0)−ν . Then the fitness cl.F of each classifier cl in
[A] is updated with a relative accuracy cl.κ′ as follows,
cl.κ′ =
cl.κ× cl.num∑
c∈[A] c.κ× c.num
, (3.7)
cl.F ← cl.F + β(cl.κ′ − cl.F ). (3.8)
3.4 Discovery Component.
3.4.1 Genetic Algorithm
On a regular basis depending on the parameter θga, a genetic algorithm is applied to
classifiers in [A] or a previous action set [A]−1 . It selects two classifiers based on
the fitness of classifiers [A], copies them, and performs crossover and mutation on the
copies with probability χ and µ respectively. This work uses the two point crossover
and niche mutation [46] in all systems. The resulting offspring are inserted into the
population and two classifiers are deleted if the number of classifiers in the population
[P] is larger than a population size limit N to keep the population size constant.
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3.4.2 Subsumption deletion
The subsumption operator is applied to the classifiers in [A] after updating the classifier
parameters and to offspring after GA. A classifier can be subsumed by a more general
classifier than it, provided that the more general classifier is accurate and well-updated
(i.e.,  ≤ 0, exp > θsub).
3.5 Algorithm
The whole procedure can be drawn as follows;
while (problem is end)
sense state :sense input from problem
generate [M] :building matchset from population with state
generate P (st, a) :calculate a selection probability of action
select action :select an action according to P (st, a)
generate [A] :building action set from [M ] with selected action
execute action :execute selected action to problem
receive reward :receive a scholar reward from problem
if([A]−1 !=null)
parameter update: :apply reinforcement component to [A]−1
run GA :apply rule-discovery component to [A]−1
if(problem is end)
parameter update :apply reinforcement component to [A]
run GA :apply rule-discovery component to [A]
[A]−1 ← [A] :set [A] to [A]−1
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4Two tasks on Learning Classifier
Systems
There are two types of task on Learning Classifier Systems; the supervised learning
task and the reinforcement learning task. The details and examples of benchmark
problems for each task can be found below.
4.1 Supervised learning task
On LCSs, the supervised learning task typically indicates the data-mining task such as
classification and clustering. The classification task is the most popular task as many
works tested on it to evaluate the LCS performance. As shown in Figure 4.1, LCS
receives a reward signal from a problem for each given instance on the supervised
learning task. In the other words, LCS can evaluate the selected action whether it is
correct to the instance after executing the action.
The multiplexer problem is often employed as a benchmark problem for LCSs on
the supervised learning task. The l-bit Boolean multiplexer function is defined over a
binary string of l = k+ 2k bits; the first k bits represent and an address pointing to the
rest of 2k bits. The answer is the bit at k+addresswhere address is a decimal number
which is converted from the address bits. For example, the 6-multiplexer function
(k = 2), for an instance 110001 the answer can be 1; since k=2 it compute the address
3 from the first two bits (“11”); the anwer is the bit at 5 (=2(k)+3).
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a1
a2
a3
r=1000
r=0
r=500
s
Figure 4.1: Configuration of supervised learning tasks on LCSs
1 1 0 0 1 0 Answer:
address bits reference bits
1
“11” 3 2+3
Instance:
Figure 4.2: Multiplexer problem
4.2 Reinforcement learning task
The reinforcement learning task typically indicates the on-line control task (e.g., for
the robot navigation). As shown in Figure 4.3, on the reinforcement learning task, LCS
executes a set of actions to receive the reward signal. Accordingly, LCS can evaluate
a set of executed actions after receiving the reward. Since an LCS needs to determine
the action at every step considering the future reward, this task sometimes is called the
sequential decision making task.
The maze problem is often employed as a benchmark problem for LCS.
Maze problems are grid-like environments in which each cell can be either empty,
can contain an obstacle (represented by a “T” symbol), or food (represented by a “F”
symbol). An agent always occupies an empty cell and perceives the eight surrounding
cells. An empty cell is coded by “00”, an obstacle is coded by “01”, and food is
coded by “11”. In each experiment, the system is randomly placed in one of the empty
positions and has to reach the food cell while avoiding obstacles. When it reaches
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a1 a1
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s3s1
a3a3
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Figure 4.3: Configuration of reinforcement learning task on LCSs
the food cell the system receives a reward of 1000 and the iteration ends, otherwise
it receives zero reward and the iteration continues. The system can move to one of
the eight surrounding positions at the current cell for every action. For instance, the
following mazes are often employed to test LCSs; Maze5, Maze6 and Woods14 [40, 47]
as shown in Figure 4.4, in which the optimum is 4.61, 5.19 and 9.5 steps to food
respectively [40].
a) Maze5 b) Maze6 c) Woods14
Figure 4.4: Maze problems.
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Generalization
This chapter aims at revealing whether improving the accuracy of generalization leads
to encourage the robustness of XCS performance against possible problem difficulties
such as, a larger state space, class-imbalance, and noise. However, the accuracy of gen-
eralization of XCS has not been theoretically guaranteed so far although many work,
e.g., [20], [48], and [47] empirically show XCS can accurately generalize classifiers
in some problems. The performance of XCS may not always be maximized in terms
of accuracy of generalization. Accordingly, it still remains unclear the robustness of
XCS performance would be encouraged when the accurate generalization is certainly
handled.
This chapter presents a first theory of generalization in XCS that mathematically
guarantees the accurate generalization under contain assumptions. This chapter hy-
pothesize that accuracy of generalization can be guaranteed by two parameters in XCS:
the learning rate β and the standard accuracy 0 [46], see Section 5.2 for more detail. In
terms of LCS, a generalization method (i.e, subsumption) is applied using only accu-
rately generalized classifiers. If an inaccurate general classifier is wrongly identified as
accurate by the system and it is allowed to subsume its more accurate neighbors, then
system performance is reduced as it requires additional iterations to correct this prob-
lem. That is, the presented theory guarantees that XCS prevents over-generalization
where inaccurate classifiers are wrongly promoted to be able to subsume. Then, the
theory find their best settings that theoretically maximize the XCS performance in
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terms of generalization, that is, XCS subsumes overly specific classifiers to the accu-
rately generalized classifiers in the minimum number of training instances.
5.1 Related works
XCS is a framework controlled by known parameters including β and 0, which can
systematically produce accurate generalization provided that these parameters are set
adequately. However, there lacks a mathematical explanation for such settings. In
the other words, accurate generalization in XCS has not been guaranteed theoretically.
Instead, these setting are normally decided by experience, especially by reference to
the standard settings [46], or by self-adaptation techniques [49]. These alternative
approaches robustly lead to good settings, which given time produce accurate general-
ization, leading to good classification performance. But XCS may need more iterations
in order to handle this process than the minimum iterations it ideally needs. This fun-
damental inefficiency issue is caused by a lack of a theory that guarantees accurate
generalization through parameter setting.
Early theoretical work [38, 50, 51, 52] has provided insight into the working of
LCS, but did not provide a universally accepted set-up guide for LCSs in terms of pro-
ducing accurate generalization. The aim of this chapter is to provide such a theory in
order to reduce the number of iterations XCS requires to accurately classify a problem.
Butz mathematically explained the adequate settings of the mutation rate µ and
the probability of don’t care P#, which enable XCS to improve the performance of
XCS [50] in terms of evolutionary pressure; he showed the adequate settings can be
decided by considering the population size N . Wada proved the convergence of classi-
fier prediction in LCSs [52] in the reinforcement learning domain. Drugowitsch gave
mathematical discussions and analysis in the general framework of LCS; he discussed
the stability of convergence of classifier parameters updated by the Widrow-Hoff learn-
ing rule and then presented an update method using the Kalman filter [51]. Butz gave
initial discussions toward a general theory for XCS such as bounding the population
size N , and discussing the convergence of classifier parameters [38]. This work in-
troduced equations that mathematically estimate classifier parameters, i.e., prediction,
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prediction error and fitness, which is a main focus of this paper. Based on these equa-
tions, Orriols-Puig introduced equations that reasonably set the learning beta β and the
GA threshold θGA for classification with class-imbalanced data [53].
According to Butz’s discussions [38], the equations estimate fully-converged val-
ues of the classifier parameters. That is, these values do not depend on the learning
rate β although the classifier parameters are updated by the Widrow-Hoff learning up-
date with β (see [38]). However, during training with the Widrow-Hoff learning rule,
the values of classifier parameters are strongly depend on β. Orriols-Puig showed the
dispersion of a classifier’s prediction significantly depends on the learning rate [53].
Butz showed the learning rate makes significant effects on the performance [54], but
there is still no clear understanding of a reasonable way to set the learning rate in XCS.
Accordingly, the presented theory gives specific estimations by considering the effect
of the learning rate that are inherited from the Widrow-Hoff learning rule.
5.2 Theory of Generalization
This chapter uses the following assumptions; the classifier parameters are updated
without the MAM update in order to understand the pure effects of β and 0; and this
chapter focuses on classification with binary rewards, i.e., a rmax/rmin reward scheme
(typically the 1000/0 scheme). This chapter supposes that the accuracy of generaliza-
tion is controlled by both parameters β and 0 because of the following reasons;
1. XCS identifies classifiers as accurate (i.e. absolute accuracy κ = 1) when its
prediction error  is smaller than the standard accuracy 0 (see Equation 3.6);
2. the prediction error  is calculated from the prediction p, where both are updated
by the Widrow-Hoff learning rule with β (see Equations 3.2, 3.4). An inadequate
setting of β results in an over-estimation of accuracy, which may lead XCS to
wrongly identify inaccurate classifiers as accurate.
This chapter derives specific estimation equations for classifier parameters (i.e. the
prediction and the prediction error). Next, parameter values that guarantee accurate
generalization are determined. Then, this chapter finds the best settings for β and 0,
which maximize the XCS performances in terms of generalization, i.e., XCS identifies
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accurate classifiers in the minimum training of classifier for a given problem. This
chapter take the following steps:
1. Prediction estimation: deriving an equation from the Widrow-Hoff learning
rule, which mathematically estimates a future value of prediction;
2. Prediction error estimation: deriving an equation that estimates a future value
of prediction error as in step 1;
3. Condition derivation: deriving the condition which guarantees accurate gener-
alization;
4. Best Parameter settings derivation: deriving the best settings of β and 0 to
maximize the performance
5.2.1 Prediction Estimation
Let pn be the prediction p of classifier cl for experience n, that is, pn has been updated
n times; and rn ∈ rmax, rmin be a reward received from a problem, which is used to
update pn. An initial prediction pI (n = 0) can be any value as it is initialised by the
covering operator or in the GA when it is generated. pn can be mathematically derived
by the following precedure;
By Equation 3.4, with the initial prediction pI , p1 can be written as
p1 = pI + β(r1 − pI).
Similarly, the p2 can be
p2 = p1 + β(r2 − p1)
= pI + β(r1 − pI) + β [r2 − (pI + β(r1 − pI))]
= (1− 2β + β2)pI + (β − β2)r1 + βr2
= (1− β)2pI +
2∑
k=1
β(1− β)2−krk.
Accordingly, pn can be hypothesized as;
pn = pn−1 + β(rn − pn−1)
= (1− β)npI +
n∑
k=1
β(1− β)n−krk. (5.1)
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This can be proved by mathematical induction; for n = 1,
p1 = (1− β)1pI +
1∑
k=1
β(1− β)1−krk
= pI + β(r1 − pI).
Now pn for any n can be assumed as;
pn = (1− β)npI +
n∑
k=1
β(1− β)n−krk.
Then for n+ 1,
pn+1 = pn + β(rn+1 − pn)
= (1− β)pn + βrn+1
= (1− β)
[
(1− β)npI +
n∑
k=1
β(1− β)n−krk
]
+ βrn+1
= (1− β)n+1pI +
n∑
k=1
β(1− β)(n+1)−krk + βrn+1
= (1− β)n+1pI +
n+1∑
k=1
β(1− β)(n+1)−krk.
The equation 5.1 indicates that reward rk is weighted by β(1 − β)n−k: newer re-
wards rk (i.e., k is close to n) are weighed more than older ones. Accordingly, the
value of pn depends on how many and when it received rmax or rmin.
The number of rmax (or rmin) earned by a classifier depends on the classification
accuracy. Let PC be the true classification accuracy of classifier cl. Then it is supposed
that the number of rmax can be nPC , and thus the number of rmin will be n(1 − PC).
That is, when a classifier is updated by n times, ideally, it receives nPC rmax rewards,
and n(1− PC) rmin rewards. For instance, a classifier with PC = 0.8 would receive 8
rmax rewards for n = 10, and so 2 rmin rewards.
Let R(PC) = [r1, r2, · · · , rn] be the matrix of reward that a classifier cl with PC
received, for experience n; again, the number of rmax ∈ R(PC) is nPC and the number
of rmin ∈ R(PC) is n(1 − PC). Here, R(PC) can take different combinations of
rmax and rmin. For instance, with PC = 0.8, n=10 and rk ∈ 1000, 0, R(0.8) can be
[0, 0, 1, 1, 1, 1, 1, 1,1, 1], [0, 1, 0, 1, 1, 1, 1, 1, 1, 1], and so on, where “1” and “0” denote
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Figure 5.1: Classifier prediction p10 with β = 0.2, where its true classification accuracy
PC = 0.8, its experience n = 10, its initial prediction pI = 0 and the 1000/0 rewards.
rmax = 1000 and rmin = 0 respectively. The different combinations represent that
the classifier received the same numbers of rmin and rmin, but at different time points.
Correspondingly, pn also takes different values although its PC is the same value, since
each reward rk is weighted by each value of β(1−β)n−k (see Equation 5.1). Figure 5.1
plots possible predictions of all combinations for R(0.8), which are calculated from
Equation 5.1 where PC = 0.8, n = 10, pI = 0, rk ∈ 1000, 0 and β = 0.2. As shown
by this figure, the predictions depend on when it received 1000/0 rewards.
Consequently, it is difficult to derive an estimation equation that estimates all
possible predictions since the system can not predicts when a classifier receives the
rmax/rmin rewards. So, the section derives the estimation equation based on expected
reward that a classifier receives. Let Er(PC) be the expected reward that the classifier
with PC received:
Er(PC) = rmaxPC + rmin(1− PC) = 1000PC (5.2)
Note, this expected value does not consider the learning rate β. In [38], Butz sug-
gested the fully-converged prediction (i.e., p∞) can be approximated by this expected
reward. His approximation can be complemented with two aspects. Firstly, the theory
claims that the fully-converged prediction p∞ may not actually converge to Er(PC)
with an inadequate setting of β. It needs a further condition to take into account this
approximation. Secondly, the theory extends this approximation of the prediction p∞
to estimate pn for any experience n.
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Figure 5.2: The variances of classifier prediction p10, where its true classification accuracy
PC = 0.5 and its experience n = 10, its initial prediction pI = Er(0.5) = 500 and the
1000/0 rewards.
First, this chapter explains why the system cannot take this approximation of p∞
with an inadequate setting of β. Figure 5.2 shows the variances of possible predictions
that are calculated from all combinations for R(0.5), where PC = 0.5, n = 10, rk ∈
1000, 0, pI = Er(0.5) = 500 and β = 0.1, 0.2, 0.3 and 0.4. Note, to investigate how
much the prediction is over-estimated from the expected value with different β, pI is
set to Er(0.5)=500. This figure shows, with larger β values, i.e., β = 0.3, 0.4, the
possible predictions are not values near the expected value Er(0.5) = 500. However,
with smaller β values, i.e., β = 0.1, 0.2, the possible predictions have a tendency to be
values near Er(0.5) = 500. Accordingly, to take into account the approximation that
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estimates the prediction using the expected reward, the learning rate β should be set as
small as possible.
Next, the theory derives an equation that estimates the prediction pn for any ex-
perience n. Now it can be supported the reward rk can be replaced with Er(PC) for
all experience k. Let pˆn(PC) be the approximated prediction of classifier with PC for
experience n. From Equations 5.1 and 5.2, pˆn(PC) can be:
pˆn(PC) = (1− β)npI +
n∑
k=1
β(1− β)n−kEr(PC),
= 1000PC − (1− β)n(1000PC − pI) (5.3)
Here, pˆ∞(PC) converges to 1000PC , which is the same value as the fully-converged
value introduced by Butz [46].
5.2.2 Prediction error Estimation
The theory estimates the prediction error of a classifier. Let n be the prediction error of
classifier cl for experience n. An initial prediction error I (n = 0) can take any value
as its initial value is set in the covering operator or in the GA when it is generated. In
the same manner as the theory derived Equation 5.1 from Equation 3.4, Equation 3.2
can be rewritten as
n = (1− β)nI +
n∑
k=1
β(1− β)n−k|rk − pk−1|. (5.4)
Note, p0(k = 1) is the initial prediction pI ; and as shown by Equation 3.2, k is
updated with the previous prediction pk−1. The absolute error |rk− pk−1| also depends
on when the classifier receives rmax/rmin rewards. Accordingly, the theory calculates
the expected value of absolute error. Let E,n(PC) be the expected absolute error, for
experience n, that is |rn − pn−1| ' E,n(PC). E,n(PC) can be written as
E,n(PC) = |rmax − pn−1|PC + |rmin − pn−1|(1− PC)
' |1000− pˆn−1(PC)|PC + |0− pˆn−1(PC)|(1− PC)
= 2000(PC − PC2)− (1− β)n−1(1− 2PC) (1000PC − pI) . (5.5)
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Note, 0≤pˆn−1(PC) ≤ 1000. The approximated prediction error can be estimated from
Equations 5.4 and 5.5. Let ˆn(PC) be the approximated prediction error of classifier
with PC for experience n. ˆn(PC) can be written as Equation 5.6. ˆ∞(PC) converges
to 2000(PC − PC2), which is the same value as the fully-converged prediction error
introduced by Butz [46].
ˆn(PC) = (1− β)nI +
n∑
k=1
β(1− β)n−kE,k(PC)
= (1− β)nI + 2000(PC − PC2) [1− (1− β)n]
−nβ(1− β)n−1(1− 2PC) (1000PC − pI) . (5.6)
In summary, this section first derived two equations from the Widrow-Hoff learn-
ing rule that estimate the prediction and the prediction error, both are valid for any
experience n. Again, β should be set as small as possible.
5.2.3 Condition Derivation
Before deriving the boundary condition, this section firstly decides the target PC values
of accurate/inaccurate classifiers that the system wants to distinguish them.
XCS evolves two types of accurate classifiers; the positive accurate classifier cl∗p
with its true classification accuracy PC∗p (normally it is 1); the negative accurate classi-
fier cl∗n with PC
∗
n (normally it is 0). Correspondingly, it can be supposed the two type
of inaccurate classifiers; the positive ones cl′p and the negative ones cl
′
n. Let PC
′
p and
PC
′
n be the true classification accuracy of cl
′
p and cl
′
n respectively
1. If PC ′. is a value
near to PC∗. , that is, |PC∗. −PC ′.| is a small value, it would be difficult for XCS to handle
accurate generalization.2 Accordingly, the difficulties of generalization for the positive
and negative accurate classifiers can be different. To prevent over-generalization the
theory needs to consider the more difficult case. That is, if |PC∗p−PC ′p| ≤ |PC∗n−PC ′n|,
XCS needs to distinguish cl∗p with PC
∗
p from cl
′
p with PC
′
p; otherwise cl
∗
n with PC
∗
n from
cl′n with PC
′
n. For the later case (i.e., |PC∗p−PC ′p|> |PC∗n−PC ′n|), since XCS symmet-
rically identifies positive and negative classifiers as accurate with the same standard
accuracy, it can rephrases that cl∗p with 1− PC∗n should be distinguished from cl′p with
1 Here, PC∗p, PC
′
p ≥ 0.5 and PC∗n, PC ′n ≤ 0.5.
2 Here, “.” can be p or n.
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1−PC ′n. This means, to prevent over generalization for all (i.e., positive and negative)
possible classifiers, the theory can consider only the positive case.
Let us to organize this point in the past with general terms. Let PC∗ be the true
classification accuracy of (positive) accurate classifier cl∗ that the system want to iden-
tify as accurate; PC ′ be it of the in (positive) inaccurate classifier cl′ that the system
want to identify as inaccurate. From above discussions, PC∗ and PC ′ can be written as
PC
∗ =
{
PC
∗
p if |PC∗p − PC ′p| ≤ |PC∗n − PC ′n|,
1− PC∗n otherwise,
(5.7)
PC
′ =
{
PC
′
p if |PC∗p − PC ′p| ≤ |PC∗n − PC ′n|,
1− PC ′n otherwise.
(5.8)
In the benchmark classification problems which are employed in this paper (i.e.,
the multiplexer problem, the class-imbalanced multiplexer problem and the majority-
on problem), PC∗p=1.0 while PC
∗
n=0.0; PC
′
p is equal to 1 − PC ′n for any positive in-
accurate classifiers having PC ′p and negative ones having PC
′
n. Then, this section can
always determine PC∗ = 1.0 and PC ′ = PC ′p. For instance, in the 20-bit multiplexer
problem (see Section 4.5), the inaccurate classifiers that have the highest true clas-
sification accuracy is, e.g., cl′p={#####1 · · · 1 #:1} or cl′n={#####1 · · · 1 #:0}. 31 of
all 32 instances that these inaccurate classifiers match, return correct rewards, and so
PC
′
p = 31/32 = 0.96875, PC
′
n = 0.03125; i.e, PC
′
p = 1− PC∗n.
Next, this section derives a condition of the settings of β and 0 which guarantees
accurate generalization. the theory guarantees subsumption is applied using only accu-
rate classifiers that XCS identifies, thus preventing over-generalization. Then, accord-
ing to the requirements for activating subsumption (see Section 3.4.2), the following
conditions should be satisfied;
1. since subsumption is applied using classifiers having a prediction error  ≤ 0, accu-
rate classifies cl∗ should have a prediction error cl∗. ≤ 0; while inaccurate classifiers
cl′ should have cl′. > 0. That is cl∗. < cl′. should be satisfied when subsumption
is activated1;
2. additionally, since subsumption is applied using classifiers having  ≤ 0, which
have been updated more than θsub times (i.e., exp > θsub), the above condition 1 should
be satisfied for any accurate/inaccurate classifiers having cl∗.exp, cl′.exp > θsub.
1 Here, 0 that prevents over generalization can be set to cl∗. if cl∗. < cl′. can be satisfied.
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Let PC∗ and PC ′ be the true classification accuracy of cl∗ that XCS wants to identify
as accurate, and that of cl′ that XCS wants to identify as inaccurate, respectively. XCS
normally attempts to find maximally accurate classifiers (i.e., PC∗=1.0), and so PC∗ is
set to 1.0 and PC ′ ≥ 0.5.From the above discussions, the condition that prevents over-
generalization can be:
ˆn∗(PC
∗) < ˆn′(PC ′). (5.9)
where, ˆn∗(PC∗) and ˆn′(PC ′) are the approximated prediction errors of cl∗ and cl′, and
n∗, n′ are the experience of cl∗ and cl′, respectively. Note that n∗, n′ > θsub. This
equation includes some variables, i.e., p∗I , 
∗
I , n
∗ for cl∗ and p′I , 
′
I , n
′ for cl′, as well as
β (see Equation 5.6) and θsub.
The approximated prediction errors ˆn∗(PC∗) and ˆn′(PC ′) can take different values
depending on these variables. Accordingly Equation 5.9 needs to be satisfied for any
values of these variables. Thus, the theory consider the worst variable values given
that classifiers are updated the maximum times to satisfy Equation 5.9; that is, the
worst values maximize ˆn∗(PC∗) whilst they minimize ˆn′(PC ′). Then, the worst values
of variables in Equation 5.9 except for β, θsub can be set to constant values by the
following conditions;
arg max
p∗I ,
∗
I ,n
∗
ˆn∗(PC
∗), arg min
p′I ,
′
I ,n
′
ˆn′(PC
′). (5.10)
Note 0 ≤ pI , I ≤ 1000; n∗, n′ ∈ N, n∗, n′ > θsub; P ∗C = 1.0, P ′C ≥ 0.5. Accordingly,
when any constant value of PC ′ is given, the initial values of prediction and prediction
error can be decided as p∗I = 0, 
∗
I = 1000, p
′
I = 1000 and 
′
I = 0. With these values,
ˆn∗(PC
∗) can be a monotonic decreasing function, i.e., ˆn∗(PC∗) where n∗ = θsub + 1
is the maximum value; while ˆn′(PC ′) can be a monotonic increasing function, i.e.,
ˆn′(PC
′) where n′ = θsub + 1 is the minimum value; these constraints can be satisfied
for any values of θsub (since ˆn∗(PC∗) and ˆn′(PC ′) are monotonically decreasing or
increasing respectively). Thus it can determine n∗ = n′ = θsub + 1 as their worst
values.
Consequently, the learning rate β can be a variable that decides whether Equation
5.9 is satisfied under the worst values of other variables. The values of β satisfying
Equation 5.9 are calculated from the following steps. First the theory calculates a value
of β that satisfies a boundary equation: ˆn∗(PC∗) = ˆn′(PC ′) with the worst values. Let
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β∗ be the solution of this equation. This equation cannot be solved for β, but β∗ can
be calculated as an approximate value by numerical computation methods, such as
Newton’s method. Next, it finds a value of β that satisfies Equation 5.9. ˆn∗(PC∗) with
the worst values can also be a monotonic decreasing function for β, thus, ˆn∗(PC∗)
with β > β∗ can be smaller than that with β∗. In contrast, ˆn′(PC ′) with the worst
values can also be a monotonic increasing function for β, thus, ˆn′(PC ′) with β > β∗
can be larger than that with β∗. Thus, Equation 5.9 with the worst values is always
satisfied for any β > β∗. Note that when β ≤ β∗, the condition ˆn∗(PC∗) ≥ ˆn′(PC ′)
is satisfied, thus over-generalization can occur.
Let us organize the above discussions as a procedure to derive the parameter set-
tings of 0 and β that guarantee accurate generalization. First, a value of θsub should be
decided. Next, given P ∗C and P
′
C , calculating β
∗ from the equation ˆn∗(PC∗) = ˆn′(PC ′)
with the worst values of other variables. Then, β is set to as small a value as possi-
ble while holding β > β∗. Finally, it calculates ˆn∗(PC∗) with the worst values and
with the determined β and then set 0 to ˆn∗(PC∗). Note that Equation 5.9 with these
values, decided by above procedure, is theoretically satisfied for any θsub. But θsub
should be set to equal to or more than the minimum value that XCS ideally needs to
identify the accurate classifiers. In the other words, when θsub is set to the minimum
value, subsumption is applied using only accurate classifiers in the minimum number
of iterations (i.e., XCS can prevent over-generalization). This leads to the maximum
performance of XCS in terms of generalization. Next the theory decide the minimum
value of θsub.
5.2.4 Best Parameter Setting Derivation
To identify a classifier either as accurate or as inaccurate, inaccurate classifiers should
be updated via new instances until they receive at least one incorrect reward. The
inaccurate classifiers having PC ′ ideally receive n(1 − PC ′) incorrect rewards (see
Section 4.1). Thus the minimum experience n∗ where inaccurate classifiers receive at
least one incorrect reward can be; n∗ = 1/(1−PC ′). This means all classifiers that have
been updated n∗ times can be identified as accurate or inaccurate, and so subsumption
can be applied using the classifiers having exp ≥ n∗. Thus, since subsumption is
applied using classifiers having exp > θsub, the minimum value of θsub can be set to
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Figure 5.3: The curves of ˆn∗(PC∗) and ˆn′(PC ′) for any experience n, where P ∗C = 1,
P ′C = 0.96875, β=0.1347 and 0.12, p
∗
I=0, 
∗
I=1000, p
′
I=1000, and 
′
I=0.
n∗ − 1 = 1/(1 − PC ′) − 1. Then, the theory suggests the best settings of β and 0,
using the procedure explained in Section 4.3, with the minimum θsub.
5.2.5 Example
Here this section shows an example of how to set β and 0 using the theory on the
multiplexer problem [20]. The multiplexer (MUX) [20] is defined over a binary string
of k+2k bits; the first k bits represent an address pointing to the remaining 2k bits. For
instance, with k = 2, the input string 110001 will return 1 as an answer (i.e., class),
while when applied to 110110 it will return 0. When the system performs the correct
action, it receives a 1000 reward, otherwise it receives 0. In the 20-MUX (k = 4), there
are optimal classifiers (P ∗C = 1); for instance 1111#· · · #1:1. The inaccurate classifiers
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that have the highest true classification accuracy is, for instance, #####1 · · · 1:1; 31
of all 32 instances that this classifier matches, return correct rewards, and so P ′C is
31/32=0.96875, and thus θsub = n∗ − 1 = 31 where n∗=32. β∗ can be calculated as
β∗ ' 0.1346 by Newton’s method. In order to handle accurate generalization, ˆn∗(PC∗)
should be smaller than ˆn′(PC ′) for any classifiers which have been updated more than
31 times.
β is set to 0.1347 > β∗ and then then determine 0 can be determined as ˆn∗(PC∗)
= 58.52. Figure 5.3 a) shows the values of ˆn∗(PC∗) and ˆn′(PC ′) for experience n with
β = 0.1347 (the left side), and the difference of ˆn∗(PC∗) and ˆn′(PC ′) (the right side).
As noted, both ˆn∗(PC∗) and ˆn′(PC ′) monotonically decrease or increase respectively.
At experience n∗ = 32 where the accurate classifiers can be identified according to the
theory, ˆn(PC∗) is smaller than ˆn(PC ′) (the difference is less than 0); when n is further
increased, ˆn(PC∗) is also smaller than ˆn(PC ′). Thus inaccurate classifiers having PC ′,
which have been updated more than 31 times, are never identified as accurate and so
subsumption does not use them (as desired).
Next, this section explains why the inadequate setting of β (i.e., β ≤ β∗) causes
over generalization. β is set to 0.12≤ β∗ and then 0 can be determined as ˆn∗(PC∗)
= 89.72. As shown in Figure 5.3 b), at experience n∗ = 32, ˆn(PC∗) is larger than
ˆn(PC
′). The inaccurate classifiers with PC ′, which have been also updated 32 times,
are identified as accurate, and so subsumption is wrongly applied using these classifiers
(since exp > θsub, ˆn(PC ′) ≤ 0). Thus over-generalization can occur.
5.3 Experiments
This section firstly analyzes whether the best settings of β and 0 maximize the perfor-
mance of XCS on the 20-bit multiplexer problem. Then it compares the performances
of XCS with the presented theory and with the standard parameter settings on more
complex multiplexer problem includes problem difficulties: a large-state space, class-
imbalance, or Gaussian noise.
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5.3.1 Experimental design
Each experiment consists of a number of problems that the system must solve. Each
problem is either a learning problem or a test problem.
During learning problems, the system selects actions randomly from those repre-
sented in the match set. During test problems, the system always selects the action
with highest expected return and no update is performed. When the system performs
the correct action (either it returns the correct class for a classification problem or it
reaches the goal for a multi-step problem), it receives a 1000 reward, 0 otherwise.
Note that, given instances to LCSs during learning and test problems are randomly
generated so LCSs learns all state-action space defined in the given problem.
The genetic algorithm is enabled only during learning problems, and it is turned
off during test problems. The covering operator is always enabled, but operates only if
needed. Learning problems and test problems alternate.
This chapter uses an evaluation criterion; the performance, which is the rate of
correct actions the system executedThe evaluation criterion is reported as the moving
average over the last 5000 test problems.
5.3.2 Verification of theory
This chapter uses the following standard parameter settings [54] except for 0, β and
θsub; N = 2000, µ = 0.01, P# = 0.8, χ = 1/0, α = 0.1, δ = 0.1, ν = 5, θGA = 25,
θdel = 20, θdel = 20, and action set subsumption and GA subsumption are turned on.
This chapter uses tournament selection with the tournament size τ = 0.4, niche mu-
tation and uniform crossover [46]. As shown in Section 5.2.5, the presented theory
suggested 0=58.52, β=0.1347 and θsub = 31 for the 20-bit MUX. The results are re-
ported as the average over the last 5000 test problems. All the plots are averages over
30 experiments.
First this chapter compares the performances of XCS with different values of 0
and β (θsub is fixed to 31). This chapter shows how the performance of XCS depends
on β. So 0=58.52 is fixed, and β is set to different value {0.02, 0.06, 0.1, 0.1347,
0.2, 0.4}. Figure 5.4 shows the performance of XCS with different values of β. With
increasing β from 0.02 to 0.1347 (the theoretical value), the performance gradually
improved with fewer iterations required to reach optimal classification performance;
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while, when further increasing β from 0.1347 to 0.4, it degrades. β = 0.4 fails to
solve the problem. This is what this chapter noted in Section 5.2; the approximations
of prediction/prediction error using expected values cannot be made with larger β.
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Figure 5.4: The performances on the 20-MUX with 0=58.52, θsub=31 and β={0.02, 0.06,
0.1, 0.1347, 0.2, 0.4}.
Next the analysis show how the performance of XCS depends on 0. β is fixed
to 0.1347 and 0 is set to {10, 20, 40, 58.52, 80, 100}. Figure 5.5 shows the perfor-
mances of XCS with different values of 0. Here when 0 < 58.52, XCS attempts to
more accurately generalize classifiers than when 0 = 58.52. The 0 < 58.52 values
would improve on the convergence of performance, if 0 = 58.52 fails to prevent over-
generalization. However, as shown in the figure, the performances with 0 < 58.52
and 0 = 58.52 are not significantly different; XCS with 0 = 58.52 produced good
performance as well as 0 < 58.52. This suggests that XCS with 0 = 58.52 suc-
cessfully prevents over-generalization. XCS with 0 = 58.52 almost derives the best
performance. Since the presented theory guarantees accurate generalization by con-
sidering the worst values which may not be actually set to, XCS with some values of
β and 0 may perform as well as the settings suggested by the presented theory. For
instance, the proposed theory sets ∗I = 1000 but I is not normally set to 1000 when
the classifiers are generated by covering or GA.
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Figure 5.5: The performance on the 20-MUX with β=0.1347, 0 = {10, 20, 40, 58.52, 80,
100}.
5.3.3 Experiments on Problem difficulties
In the experiment, the experiments compare the three version of XCS: 1) XCS MAM,
which uses the MAM update and the standard parameter settings; 2) XCS noMAM,
which does not use the MAM update, but does use the standard parameter settings;
3) XCS Theory, which does not use the MAM update, but uses the parameter settings
which the presented theory suggested. The plots are averages over 50 experiments.
5.3.3.1 Large scale problem
In the first set of experiments this section uses the 37-bit and 70-bit multiplexer prob-
lems as the problems with a larger state space than the 20-bit multiplexer problem.
The 37-Multiplexer problem. The experiment uses the 37-bit multiplexer problem
which have a lager state-action space compared with the 20-bit multiplexer problem.
For the standard parameter settings, this chapter use the previous setting as in Ex-
periment 1 except for 0=10, β=0.2, θsub=20 and N = 5000. In the 37-Multiplexer
problem, P ∗C is 1 and P
′
C is 0.984375
1, and thus n∗ can be 64. Accordingly, for the
parameter settings suggested by the proposed theory, β = 0.0809, 0 = 29.99 and
θsub = 63.
1 The inaccurate classifiers that have the highest true classification accuracy is, for instance,
######1 · · · 1:1. Accordingly, P ′Cp = 63/64 = 0.984375.
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Note that the theoretical parameter setting 0=29.99 seems to be bigger than the
standard 0 = 10. This is because, the theoretical setting β is a very small value com-
pared with the standard β=0.2. The maximum iteration is 2,000,000.
Figure 5.6 shows the performance and the population size of the three versions
of XCS on the 37-bit multiplexer problem. XCS with MAM update outperforms XCS
without MAM update since the MAM update enables classifier parameters to converge
the true values [20]. XCS with adequate settings suggested from the theory, success-
fully outperforms XCS without MAM update; it reaches better performances than XCS
with MAM; and its generates a small population size faster than other versions of XCs.
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Figure 5.6: Performances on the 37-bit multiplexer problem.
The 70-Multiplexer problem The 70-multiplexer problem have a further large state-
action space compared the 37-bit multiplexer problem. The experiment uses the fol-
lowing parameters [54]; N = 30, 000, P#=1.0; other parameters are the same as in
the previous settings. In the 70-bit Multiplexer problem, P ∗C is 1 and P
′
C is 0.9921875
1, and thus n∗ can be 128. Accordingly, for the parameter settings suggested by the
theory, β is set to 0.04739, 0 = 15.368 and θsub = 127.
Figure 5.7 shows the performance and the population sizes of the three versions
of XCS on the 70-bit MUX. XCS without MAM fails to reach the optimal perfor-
mance, while XCS with the presented theory significantly outperforms the other ver-
sions of XCS generating a small population size faster. XCS with the presented theory
1 The inaccurate classifiers that have the highest true classification accuracy is, for instance,
#######1 · · · 1:1. Accordingly, PC ′ = 127/128 = 0.9921875.
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Figure 5.7: Performances on the 70-bit multiplexer problem.
reaches optimally after 475,000 iterations while XCS with MAM reaches optimally af-
ter 2,800,000 iterations. XCS with the presented theory solves the problem with only
17% of the iterations that XCS with MAM needs.
5.3.3.2 Class-Imbalance
In the second set of experiments, this section adds class-imbalance to the 11-bit mul-
tiplexer problem (i.e., the class-imbalanced multiplexer problem[53]) as a problem
difficulties.
The class-imbalanced multiplexer problem (IMP) generates a binary string of k+2k
bits as an instance. If the answer of its instance, which is computed as in the normal
MUX, belongs to the minority class, then its instance is sent to XCS with probability
1/2ir, where ir is the imbalance level of the dataset. If the answer belongs to the
majority class, its instance is accepted as the input at all times. Accepted inputs are
sent to the LCS. Recent work showed XCS with an extension derives a sub-optimal
performance on the 11-bit IMP with ir = 9 but fails to solve it completely with ir = 10
[55]. The experiment uses the 11-bit IMP with ir = 9 and 10 and set the minority class
to 0 and the majority class to 1.
Imbalance revel 9 (ir = 9). XCS with theory uses the specialized parameter settings
for class-imbalance [53]; N = 800, β = 0.001 and θGA = 1600, µ = 0.04, P# = 0.6,
χ = 0.8 and action set subsumption is turned off but GA subsumption is turned on;
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other parameters is the same as in the previous experiment. In the class-imbalanced
multiplexer problem, an adequate evolutionary pressure is required in order to solve
these problems. Hence, θGA is set to a high value so that all niches will receive the
same opportunities during evolution [53].
In the normal 11-bit Multiplexer problem, PC∗ is 1 and PC ′ is 0.9375 1, but due to
the bias of the class-imbalance, PC ′ depends on the imbalance level ir. The modified
PC
′ for the class-imbalance problem can be calculated by Equation 5.11. With ir = 9,
PC
′ can be 0.99986, and thus the proposed theory suggests to set β = 0.001390,
0 = 0.26074534 and θsub = 7665 for XCS with the theory. The instances for both the
majority class and the minority class are sent to XCS with the same probability during
the test phase.
PC
′ =
PC
′ × (1− 2−ir)
PC ′ × (1− 2−ir) + (1− PC ′)× 2−ir . (5.11)
Figure 5.8 shows the performances on the 11-bit IMP with ir = 09. The figure
shows the average performances and best performance (one of the 50 runs) of the three
versions of XCS tested here. XCS without MAM reaches to 60% performance, while
XCS with MAM and XCS with the presented theory reach 80% average performance
but does not reach 100% on average. This is because an evolutionary pressure still
fails to evolve classifiers evenly for all niches; XCS evolves classifiers focusing on the
majority class, and so the accurate classifiers for the minority class cannot be evolved
successfully.
However, the presented theory still suggests the adequate parameter settings to
identify the maximally accurate classifiers. This is highlighted in the best performance
graph of XCS with the theory. The best performance of XCS with the presented theory
almost reaches 100% performance. This indicates that the parameter settings suggested
by the presented theory can potentially solve 11-bit IMP with ir = 9. The performance
could improve with enhanced evolutionary pressure.
1 The inaccurate classifiers that have the highest true classification accuracy is, for instance,
####1 · · · 1:1. Accordingly, PC ′ = 15/16 = 0.9375.
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Figure 5.8: Average performances and Best performance on the 11-bit class-imbalanced
multiplexer problem with ir = 9.
Imbalance revel 10 (ir = 10). With ir = 10, PC ′ can be 0.99994, and thus the
proposed theory suggests to set β = 0.000744, 0 = 0.13029 and θsub = 15345 for
XCS with the theory. Since XCS is required to distinguish accurate classifiers (100%
accurate) from inaccurate ones (99.994% accurate), the 11-bit IMP with ir = 10 is a
very difficult problem.
Figure 5.9 shows the performances on the 11-bit IMP with ir = 10. XCS with
MAM and XCS without MAM completely fail to solve the problem, while XCS with
the presented theory also reaches 80% average performance but does not reach 100%
on average. However, since the best performance graph of XCS with theory eventually
reaches 100% performance, the parameter settings suggested by the theory can poten-
tially solve 11-bit IMP with ir = 10. The performance could improve with enhanced
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Figure 5.9: Average performances and Best performance on the 11-bit class-imbalanced
multiplexer problem with ir = 10.
evolutionary pressure.
5.3.3.3 Gaussian noise
In the third set of experiments this section adds Gaussian noise to the reward on the
20-bit multiplexer. Gaussian noise is added with mean zero and standard deviation σ
to the environment reward. Compared with the previous experiments (i.e., the large
state space and the class-imbalance), the accurate classifiers can not always receive the
stable reward due to the Gaussian noise, thus it is hard for XCS to handle the accurate
generalization.
The parameter settings are the same as the previous experiment. We set σ to differ-
ent values: 100, 200 and 300. This section uses the same parameter settings and β, 0
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and θsub as in the Section 5.3.2.
Figures 5.10, 5.11, 5.12 shows the performance of the three versions of XCS on the
20-bit multiplexer problem with Gaussian noise (σ=100, 200 and 300 respectively).
The figures shows, XCS with MAM derives the best performances compared with
XCS without MAM and XCS with the theory in all cases. XCS with the theory derives
the worst performance; in fact, with σ = 200 the presented parameter settings by
the theory completely fails to solve in the 20-bit multiplexer problem with σ = 300
although other versions of XCS still improve on their performances. With σ = 300, all
versions of XCS completely fails to solve the problem.
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Figure 5.10: Performance on the 20-bit multiplexer problem with Gaussian noise σ =
100.
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Figure 5.11: Performance on the 20-bit multiplexer problem with Gaussian noise σ =
200.
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Figure 5.12: Performance on the 20-bit multiplexer problem with Gaussian noise σ =
300.
This results showed that improving the accuracy of generalization does not lead to
encourage the performance of XCS on the problem where classifiers receives unstable
reward. However, since the accurate generalization of XCS is a necessary ability of
LCSs, LCSs should be designed to accurately generalize classifiers but, at the same
time they require the robustness of generalization for possible problem difficulties.
5.4 Summary
This chapter presented a theory for XCS, that guarantees accurate generalization on
classification problems. This chapter first gave the specific estimations of classifier pa-
rameters, prediction and prediction error, which are inherited from the Windrow-Hoff
learning rule. The proposed theory mathematically guarantees that the generalization
method (i.e, subsumption) is applied to only the accurately generalized classifiers; that
is the theory prevents over-generalization. Then, it finds the best parameter settings of
the two parameters (the learning rate and the standard accuracy), which theoretically
maximize the performance of XCS by preventing over-generalization in the minimum
iterations XCS ideally needs. Experimental results reveal that
1. the best settings, which the theory determines, significantly improved on the
performances of XCS on the multiplexer problems with a large state space (i.e.,
the 37-multiplexer problem and the 70-bit multiplexer problem) and with the
class-imbalance (i.e., the class-imbalanced multiplexer problem). This indicates
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that enhancing the accuracy generalization leads to encourage the performance
of LCS against a larger state space and the class-imbalance where classifiers
receives stable rewards (i.e., the same value of reward can be received when an
action is executed to the same instance);
2. However, on the multiplexer problem with the Gaussian noise, the best settings
degrade the performance of XCS. This indicates that improving on the accu-
racy of generalization does not always encourage the performance against the
Gaussian noise which is a problem difficulty classifier receives different rewards
even when an action is executed to the same instance). Thus, the current design
methodology of LCS which aims in handling the accurate generalization, could
be limited to design a proper LCS to such problem difficulties.
These facts insist, for some problem difficulties (e.g., the Gaussian noise), the ro-
bustness of generalization should be encouraged by the learning strategy since the rule-
evaluation strategy (i.e., the accuracy based fitness) may not contribute the robustness
of XCS. Furthermore, the robustness could be also improved by the learning strategy
for problem difficulties which the accurate generalization can improve since the true
classification accuracies (P ∗C and P
′
C) are typically not given in the real world problems
(i.e., the accuracy of generalization is not always maximized by the presented theory).
This supports a need for the presented design LCS based on the two principles that
considers the accuracy of generalization but also the robustness of generalization.
As a different viewpoint, the proposed theory shows the convergence of classifier
parameters, the prediction and the prediction error, on the off-line classification; since
on the on-line task which may change the classification accuracies of classifier over
time, their convergence is not mathematically guaranteed and so a modification of the
theory would be required.
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6Basic Design of LCS based on
Learning Strategy
This chapter introduces a new basic LCS model which is an extension of XCS dubbed
XCS with Adaptive Action Mapping (or XCSAM) and conducts experiments compare
the two existing learning strategies (i.e., the complete action map or the best action
map) on XCS-like LCS models (XCS and XCSAM) in order to confirm the hypothesis
2); the learning strategies affect on the LCS performance. This chapter presents a
basic design of XCSAM which a necessary mechanism is added to XCS to build the
best action map in the XCS framework.
Like XCS, XCSAM can accurately generalize classifiers and solve both supervised
classification and reinforcement learning problems, but unlike XCS it can focus on
evolving classifiers representing the best action map, as there is no such LCS which
combines reinforcement learning and a best action map (see Table 6.1).
Table 6.1: XCSAM classifier system
Learning strategy
Complete action map Best action map
Rule-evaluation strategy
strength-based fitness – (RL) – (SL) ZCS (RL) SS-LCS(SL)
accuracy-based fitness XCS (RL) – (SL) XCSAM (RL) UCS(SL)
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6.1 The XCSAM classifier system
Wilson’s earlier ZCS evolved a best action map but for the later XCS Wilson shifted to
the complete action map, even though it requires large population size limits, because
there are some difficulties in evolving the best action map under the reinforcement
learning:
1. LCS may need to explore all state-action pairs in every state as required by
reinforcement learning theory. Kovacs suggested that the optimal behavior in
reinforcement learning problems may require not only optimal actions (best ac-
tions) but also sub-optimal actions (not-best actions). Shifting to a complete map
makes it easy for XCS to explore all state-action pairs because the map covers
all state-action pairs.
2. Reinforcement LCS models need to identify classifiers having best actions by
themselves instead of using supervised learning, that is they identify them through
a trial and error process; Shifting to a complete map means all actions are
learned, so the best action must be included.
We can suppose another reason for shifting to a complete map was:
3. Accuracy-based fitness evaluates how accurate a classifier is in order to identify
and reproduce correctly generalized classifiers; it is not designed to reproduce
only classifiers that have best actions, so it learns a complete action map.
Wilson’s solution to the 3 difficulties was to shift to a complete action map in XCS,
but we want to have a best action map so we need different solutions. In XCSAM we
address these difficulties as follows.
1. For the difficulty 1), which is the most fundamental problem of the best action
map in LCS, XCSAM firstly evolves the complete action map because this al-
lows it to explore all state-action pairs, as required by reinforcement learning
theory, to find the best actions. After that, XCSAM gradually shifts to the best
action map by identifying the best actions. The complete map is not needed
any more because in Q-learning-like LCS such as ZCS and XCS a chain of de-
layed rewards is calculated only from state-action values (the system prediction
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in XCS) advocating the best actions and not from suboptimal state-action val-
ues. Here, ZCS however fails to accurately generalize classifiers since it cannot
accurately estimate delayed rewards due to strength-based fitness. Accordingly,
to achieve this, XCSAM uses accuracy-based fitness to accurately estimate the
delayed rewards.
2. For the difficulty 2), we introduce an identification method for best actions which
is based on the Q-learning-like theory XCS uses; the best actions can be iden-
tified through a trial and error process without a supervised learning technique.
This method allows us to go from the complete action map to a best action map.
3. For the difficulty 3), we introduce a new classifier parameter that evaluates how
often a classifier is identified as having the best action. XCSAM evolves classi-
fiers with the accuracy-based fitness and its new parameter, that is XCSAM can
learn accurate classifiers having the best action.
XCSAM differs from XCS in three main aspects. Firstly, XCSAM identifies the
best actions and the “non-best” (redundant) actions by comparing the system predic-
tions before and after changing state. Secondly, XCSAM identifies classifiers having
the best actions by using the new classifier parameter op. Finally, XCSAM uses the
previous components to focus on the evolution on the best action map.
6.1.1 Identifying the Best Actions
XCSAM implements an approach to identify best actions that is based on reinforce-
ment learning. In reinforcement learning the value of a state-action pair can be defined
in terms of the reward received in that state (the immediate reward) and the value of
its successor states; a Bellman equation. XCS uses a form of reinforcement learning
called Q-learning in which the value of a state-action pair Q(s, a) is the sum of the
immediate reward r and the discounted value of the successor state:
Q(st−1, a) = rt−1 + γ ×max
a
Q(st, a) (6.1)
where states and rewards have a subscript indicating their time step, γ is the discount
rate, and a indexes actions in the state in question (and hence the action’s time step
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is implicitly the same as its state’s). XCS turns this equation into an update for the
predictions of classifiers in the action set at time t − 1, in the form of Equations 3.3
and 3.4. (A classifier’s prediction is hence a Q-value.)
Note that the equation above be rewritten as :
max
a
Q(st, a) =
Q(st−1, a)− rt−1
γ
(6.2)
which gives the value of the successor state in terms of the state-action pair which led
to it, and the reward and discount.
Equation 6.2 is true for all actions, but if action a in state st−1 is the best action
(i.e., Q(st−1, a) = maxaQ(st−1, a)) then the following specialised version of equation
6.2 holds:
max
a
Q(st, a) =
maxaQ(st−1, a)− rt−1
γ
(6.3)
The difference between Equations 6.2 and 6.3 is simply the max operator applied
to Q(st−1, a). This suggests a way to identify whether the action in the predecessor
(st−1, a) was the best action.
To simplify matters, let us assume that XCS has converged to the true Q-values
(or predictions, in XCS terminology) and that state transitions are deterministic. To
identify a best action, XCSAM compares the max Q-values of the predecessor and
successor, taking any reward and discounting into account because they alter the pre-
decessor’s value. Equation 6.3 tell us the max of the successor equals the max of the
predecessor when reward and discounting are taken into account.
If the max Q-values are equal, XCSAM must have taken the best action in the
predecessor, because it took us to the best state XCSAM could reach. On the other
hand, if the max Q-value of the successor is lower than that of the predecessor it must
have taken a suboptimal action and ended up in a suboptimal state. The successor
cannot have a greater max Q-value than the predecessor because an action can only be
a best action or worse-than-best action; no better-than-best action is possible.
Note that our procedure for identifying best actions does not need to compare all
Q-values within a state; it only needs the max Q-value for a state. As a result, if
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suboptimal actions are lost from a given state (i.e., no classifier advocates them) our
method will still identify the best action as the best action. This allows XCSAM to
prune the complete map to produce a best action map. (Similarly, note that since the
Q-learning update uses the max of the successor state unlike Sarsa [18], XCSAM can
still perform Q-learning updates in a best action map and the Q-values will be the same
as they would in a complete map.)
This section made two assumptions above. One was that state transitions are deter-
ministic. If that is not true, it could cause our decision rule to make mistakes, because
an action might lead to states with a range of max Q-values which could each be higher
or lower than the expected Q-value. The second assumption was that XCS had con-
verged to the true Q-values. This section will deal with this by allowing some error
when comparing max Q-values.
First, however, this section will make some notational changes. So far in this sec-
tion this section has used reinforcement learning notation based on [18]. In XCS a
classifier’s prediction is a Q-value. Since many classifiers may match the same state
and action, XCS combines their Q-values to form the system prediction P (s, a) given
by equation 3.1. Because XCS (like any reinforcement learner) only converges toward
the true predictions, this section will use “'” rather than “=”. Finally, the value of
a terminal state is denoted by the reward in that state, and there is no successor for a
terminal state. Note that in classification problems every state can be a terminal one
(the termination criterion is always met). Combining these changes, he max system
prediction of a state can be written as follows:{
maxa P (st, a) ' rt if termination criterion is met,
maxa P (st−1, a) ' rt−1 + γ ×maxa P (st, a) otherwise.
(6.4)
and equation 6.3 can be written in the new notation as:
max
a
P (st, a) ' maxa P (st−1, a)− rt−1
γ
(6.5)
Identifying best actions will involve comparing the current state’s value with the
estimate from the previous time step; that is, we will compare the current state’s maxi-
mum system prediction maxa P (st, a) with the previous state’s maximum system pre-
diction maxa P (st−1, a), using equation 6.5 to account for the reward and discount.
Now Equations 6.3 can be turned and 6.5 into the decision rule we use to identify best
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actions. Action a in state st−1 (or in state st if the termination criterion is met) is a best
action if:
rt ≥ ζ ×maxa P (st, a) if termination criterion is met,
max
a
P (st, a) ≥ ζ × (maxa P (st−1, a)− rt−1)
γ
otherwise. (6.6)
where ζ is a permitted error rate of the system predictions. It is a constant and (γ <
ζ ≤ 1). since the best action is identified while learning proceeds (i.e., a trial and error
process), the system predictions may not have converged to their theoretical values, so
XCSAM permits a convergence error of system prediction with the parameter ζ .
6.1.2 Identifying Classifiers having Best Actions
Classifiers that have executed a best action are good candidates for inclusion in the fi-
nal best action map. However, since the system predictions will change while learning
proceeds, these classifiers are still not confirmed as having the best action. To iden-
tify classifiers advocating a confirmed best action, XCSAM evaluates how often its
classifiers’ action is identified as a best action.
Accordingly, XCSAM added a new parameter called optimality of action, op to
each classifier that evaluates how often it has been identified as having best action;
op is updated according to Equations 6.7 and 6.8, where Na represents the number of
available actions (e.g., Na is set to 2 in a binary classification problem). The update is
made in the reinforcement learning component as in XCS.
OP =
{
1 if the classifier has the best action
Na otherwise.
(6.7)
op← op+ β(OP − op) (6.8)
Classifiers with an op close to one can be identified as having a confirmed best action
for the final best action map while classifiers with an op close to Na can be identified
as having a not-best action.
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6.1.3 Focusing Evolution on the Best Actions
To focus evolution on the best actions, XCSAM modifies (i) the covering operator and
(ii) the discovery component.
Covering operator. XCSAM acts on the covering operator to prevent the generation
of classifiers having redundant (not-best) actions that are not likely to be included in the
final solution by tuning the activation threshold of the covering operator θmna. While
in XCS θmna is typically a constant value set to the number of all available actions,
XCSAM adaptively controls how many action it covers by tuning the threshold θmna
based on the op parameters.
Initially, θmna is set to the number of all available actions Na (the same value
used in XCS). When [M ] is generated, XCSAM computes the prediction array before
covering is applied, to determine the highest-return action. Note if solving a single-
step problem, XCSAM computes the selection array S(st, ai) instead of the predic-
tion array, which associates a relative selection probability weighted by the fitness-
summation of all classifiers in [M] as follows (it also calculates the prediction array to
update parameters in the reinforcement component);
S(st, ai) =
∑
cl∈[M ]|ai cl.p× cl.F∑
c∈[M ] c.F
(6.9)
Note that XCSAM uses the selection array for single-step problems because in these
problems it sometimes overestimates the system prediction for the not-best actions.
This happens because it is easy for XCSAM to find a pure best action map when
there are only two possible rewards. But sometimes mutation changes the action of a
classifier from best to not-best action and the offspring temporarily inherits the high
prediction of the parent. This has been observed in single-step problems but not in
multi-step problems. This chapter hypothesizes this problem does not occur in multi-
step problems because XCSAM does not find a pure best action map (see section 6.3.2
for discussion of adaptive action maps) and the not-best actions in it prevent occasional
mutations from changing the max system prediction.
Then XCSAM builds a highest-return action set [Aˆ] containing classifiers which
have the selected highest-return action. Next, XCSAM computes the θmna as the aver-
age of op of the classifiers in [Aˆ] (Equation 6.10). Here, θmna is set to an integer value
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that the average of op is rounded to as denoted by ROUND().
θmna ← ROUND
(∑
cl∈[Aˆ] cl.op× cl.num∑
c∈[Aˆ] c.num
)
(6.10)
This means if θmna is set to 1, XCSAM has identified the best action, so it does not need
to generate classifiers having other actions; if θmna is set to Na, XCSAM is completely
sure it is not a best action, and so generates classifiers covering all available actions to
find the best action. More generally, if the number of different actions in [M ] is smaller
than the computed θmna, covering is called; then the generated classifier’s op is set to
Na as an initial value.
Discovery Component. XCSAM firstly divides the match set into the action set [A]
and a not-executed action set [A¯] containing classifiers that do not have the executed
action. When the executed action is identified as a candidate best action, the parents
are selected from [A] to promote the evolution of classifiers that are likely to be in the
final best action map, while the deleted classifiers are selected from [A¯] or from [P ];
XCSAM can always select them from [A¯] if θmna converges to 1 because it has been
identified the best action and so classifiers in [A¯] are redundant classifiers; but other-
wise it adaptively selects them from [A¯] or from [P ] by considering the convergence
of classifiers’ op (i.e., θmna). Specifically, if the number of all the actions in [M] is
larger than θmna, the deleted classifiers are selected from [A¯]; otherwise they are se-
lected from [P ]. Therefore, if θmna is 1, XCSAM selects the deleted classifies in [A¯]
to get rid of classifiers that are not likely to be part of the final solution; if θmna is
Na, XCSAM deletes them from [P] as usual in XCS; otherwise, it adaptively deletes
them depending on how correctly the best action is identified. Note if [A¯] is empty, the
deletion is applied to [P].
If the executed action is not identified as a candidate best action, the parents are
selected from [A¯] to explore the solution space even further and deletion is applied to
[P] as in XCS. As a summary, those algorithms can be represented as;
IF (executed action is best action)
parents are selected from [A]
IF (number of all actions in [M] > θmna)
delete from [A¯]
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OTHERWISE
delete from [P]
OTHERWISE
parents are selected from [A¯]
delete from [P]
6.2 Experiment in Classification Problem
This chapter tests XCSAM by applying it to a supervised classification problem (the
multiplexer problem), especially the 20-bit multiplexer problem and the 37-bit multi-
plexer problem.
6.2.1 Experimental design
As used in the previous chapter, each experiment consists of a number of problems that
the system must solve. Each problem is either a learning problem or a test problem.
During learning problems, the system selects actions randomly from those represented
in the match set. During test problems, the system always selects the action with
highest expected return. Learning problems and test problems alternate. When the
system performs the correct action (either it returns the correct class for a classification
problem or it reaches the goal for a multi-step problem), it receives a 1000 reward,
0 otherwise. The reinforcement and discovery components are applied only during
learning problems but are turned off during test problems. Hence, XCSAM identifies
best actions and updates the parameter op during learning problem as a trial and error
process. The covering operator is always enabled, but operates only if needed.
This chapter uses two evaluation criteria; the performance, which is the rate of
correct actions the system executed, and the population size, which is the number of
(macro) classifiers in the population.
6.2.2 Results
20 multiplexer problem. The experiments applied the standard parameter settings
for XCS [50]: 0 = 10, P# = 0.33, Pexplr =1.0, χ = 0.8, µ = 0.04, β = 0.2, α = 0.1, δ
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= 0.1, ν = 5, θGA = 25, θdel = 20, θsub = 20, tournament selection is applied (τ = 0.4),
GA subsumption and Action Set subsumption are also applied; for XCSAM, it applied
the same parameters of XCS and ζ = 0.99. N is set to different population size limits
to 2000 and 1000. Performance is measured as the average rate of correct answer over
the last 5000 test problems. All plots are averages over 30 experiments.
Figures 6.1 and 6.2 compare the performances and the population sizes of XCS
and XCSAM on the 20-bit multiplexer problems with different population size limit N
= 2000 and 1000. With N = 2000, XCS and XCSAM reach the optimal performance
(100%). However the population size of XCSAM is much bigger than XCS. When the
population size limit is decreased to 1000, XCSAM clearly learns with much fewer it-
erations than XCS, in fact after 50000 iterations XCS still did not reach full optimality.
Similar to the result with N=1000, the population size of XCS eventually is smaller
than XCSAM.
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Figure 6.1: Performances of XCS on the 20-bit multiplexer problem with N=2000.
37 multiplexer problem. This chapter use the same parameter settings of the exper-
iment in the 20-bit multiplexer problem except for P# = 0.65 [50] and N to 5000 and
3000. Performance is reported as the average over the last 50000 test problems. All
plots are averages over 30 experiments.
Figures 6.3 and 6.4 compares the performances of XCS and XCSAM on the 37-bit
multiplexer problems with different population size limit N = 5000 and 3000. Similar
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Figure 6.2: Performances of XCSAM on the 20-bit multiplexer problem with N=1000.
to the results on the 20-bit multiplexer problem, the population size of XCSAM is still
bigger than XCS. WithN = 5000, XCSAM reaches optimality while XCS reaches near
60% performance after the whole iterations.
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Figure 6.3: Performances of XCS on the 37-bit multiplexer problem with N=5000.
6.2.3 Discussion
To understand how much XCSAM successfully focuses on the best action map, the
chapter shows the average of optimality of action of classifiers. The average of op-
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Figure 6.4: Performances of XCSAM on the 37-bit multiplexer problem with N=3000.
timality of action is calculated from the classifiers in the action set during the test
problems where the executed action is always selected by greedy selection, and so
those classifiers are likely to be included in a best action map.
Figure 6.5 shows the averages of optimality of action in XCSAM on the 37-bit
multiplexer problem with different population size limits N=5000 and 3000. From
the figure, each average reaches to near 1 with different population size limits, which
means a classifier’s optimality of action op converges to 1 when its classifier has the
best action. Hence the parameter θmna is set to 1 to focus on only the best action map;
XCSAM successfully shifts to best action maps from complete action maps.
Finally, this chapter analyzes the final population in the 37-bit multiplexer problem
to understand that in more detail. Figure 6.6 shows the classifiers of the final popula-
tion after 1000000 iterations in the 37-bit multiplexer problem; the figure plots their
prediction p (the horizontal axis) and their fitness F (the vertical axis). In the classifi-
cation problems with a 1000/0 reward scheme, XCSAM should tend to focus mainly
on classifiers with high (near 1000) prediction and high (near 1) fitness values (which
represent the accurate best action map); while XCSAM should not focus on classi-
fiers with low (near 0) prediction values or low (near 0) fitness values (which represent
redundant classifiers for XCSAM).
Figure 6.6 a) shows all classifiers in the final population (N=5000); Figure 6.6 b)
shows classifiers whose parameters are updated more than 20 times (N=5000). From
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Figure 6.5: Average of optimality of action in XCSAM on the 37-bit multiplexer problem
with N=5000 and 3000.
Figure 6.6 a), while some redundant classifiers (low prediction or low fitness) seem-
ingly remain in the final population withN=5000, as show in Figure 6.6 b) only classi-
fiers representing the best action (high prediction 1000 and high fitness) are intensively
learned and evolved. These results suggested that XCSAM successfully identifies clas-
sifiers having best actions and focuses on the best action map in the multiplexer prob-
lem.
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Figure 6.6: Classifiers in the final population of XCSAM on the 37-bit multiplexer prob-
lem with N = 5000.
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6.3 Experiment in Reinforcement Learning Problem
Next, this chapter tests XCSAM on a reinforcement learning problem with delayed
rewards (i.e., the maze problem).
6.3.1 Experimental design
As for the multiplexer problem, also in this case experiments consists of a number
of problems that the system must solve, which alternates between learning and test.
Differed from the experimental design on the multiplexer problem, the reinforcement
component is enabled during both learning and test problems [56]; the discovery com-
ponent is enabled only during learning, and are turned off during test. In each exper-
iment, the system is randomly placed in one of the empty positions and has to reach
a food position while avoiding obstacles. When it reaches a food position, the system
receives a reward of 1000 and zero otherwise. The maximum number of steps is set
to 50, which forces the system to restart when it performed more than 50 actions [54];
this reset mechanism can improve the performance of XCS by guaranteeing that the
search space is explored uniformly and that the system does not get stuck [47, 54]. In
particular, this section considered three maze problems, Maze5, Maze6 and Woods14
[47, 56], in which the optimum steps are 4.61, 5.19 and 9.5 respectively [56]. In the
maze problem, the number of all actions is 8 (Na=8).
Performance is measured as the average number of steps to the goal over the last
500 test problems. The population size is also measured as the moving average over
the last 500 test problems.
6.3.2 Results
Maze5. In the Maze5, the experiment used the parameter settings from [56]; 0 = 5,
γ=0.7, P# = 0.3, Pexplr =1.0, χ = 0.8, µ = 0.01, β = 0.2, α = 0.1, δ = 0.1, ν = 5, θGA =
25, θdel = 20, θsub = 20, the gradient is applied and tournament selection is also applied
(τ = 0.4), while GA subsumption and AS subsumption are turned off; for XCSAM,
the experiment applied the same parameters of XCS and in addition ζ = 0.99. The
population size limit was set to 3000, 500 and 300. The maximum iteration is 10000.
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Figures 6.7, 6.8 and 6.9 show the performance and the population size of XCS and
XCSAM in Maze5 with different population size limits N = 3000, 500 and 300. While
XCS and XCSAM reach the optimal steps to food withN = 3000, when the population
size limit is decreased to 500 and 300, XCSAM clearly outperforms XCS. However
for the all cases (i.e., the N=3000, 500, 300) the population sizes of XCSAM are still
lager than XCS. Thus, XCSAM fails to solve compact solution compared with XCS.
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Figure 6.7: Performance in the Maze5 with N=3000.
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Figure 6.8: Performance in the Maze5 with N=500.
Maze6. Maze6 is more difficult than Maze5 since it is more difficult to reach the
food position [54]. For Maze6, the experiment used the same parameter settings as in
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Figure 6.9: Performance in the Maze5 with N=300.
the Maze5 except for 0 = 1 and θGA = 100 [40]. The population size limit is set to
3000, 500 and 300. The maximum iteration is 10000. All plots are averages over 30
experiments.
Figures 6.10, 6.11 and 6.12 show the performance of XCS and XCSAM in Maze6
with different population size limits N = 3000, 500, 300. Similar to the results on
Maze5, XCS and XCSAM reach the optimal step withN = 3000 but XCSAM produces
a larger population than XCS. With a smaller population size N=500, 300, XCSAM
still stably derives better performance than XCS.
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Figure 6.10: Performance in the Maze6 with N=3000.
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Figure 6.11: Performance in the Maze6 with N=500.
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Figure 6.12: Performance in the Maze6 with N=300.
Woods14. Woods14 is a difficult problem that requires an average of 9.5 steps and
has a longest path 18 steps to food [54]. In Woods14, the experiment used the same
parameter settings as in Maze5 except for 0 = 0.05, Pexplr =0.3, θGA = 400 [40]. The
population size is set to N = 4000, 500 and 300. The maximum iteration is 30000. All
plots are averages over 30 experiments.
Figures 6.13, 6.14 and 6.15 show the performance of XCS and XCSAM in Woods14
with N = 4000, 500, and 300. From the figure, even in a more difficult problem than
Maze5 and Maze6, XCSAM successfully reaches good performance with different pop-
ulation size limits as well as XCS. When the population size limit is decreased to 500
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and 300, XCSAM clearly improves on the convergence of performance but the popu-
lation size is a larger than XCS.
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Figure 6.13: Performance in the Woods14 with N=4000.
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Figure 6.14: Performance in the Woods14 with N=500.
Next, this section compares the prediction of classifiers in final populations of XCS
and XCSAM in Woods14. Figure 6.16 is plotted the prediction of each classifier in the
final population in Woods14 with different population size limits N = 4000. Each
circle is a classifier and the vertical axis shows the prediction of the classifier (log-
scale). Classifiers were sorted by prediction on the horizontal axis. For N=4000 and
1000, this section plots classifiers whose prediction error  is less than the threshold 0,
which means it is considered accurate.
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Figure 6.15: Performance in the Woods14 with N=300.
The expected value for the all 18 best actions at each step n can be calculated
as rn = {1000, 700, 490, 343, · · · , 2.33}. Hence, when the system keeps classifiers
whose prediction is near to each best action’s expected value rn, this suggests the
system successfully learns the optimal behavior till n steps. Note, each classifier has a
prediction near to rn since each prediction is permitted to have a bit of prediction error
by 0, and predictions at states far from the food position (i.e., n is a large value) have
large error values due to stacked prediction errors of prediction for predecessor states;
and so the predictions do not completely converge to the expected value rn in XCS.
From Figure 6.16, with N=4000, while XCS successfully evolves fully accurate
classifiers (circles:  < 0) till 17 steps from the goal, XCSAM evolves them for all 18
steps.
This is an interesting fact that the complete action map ensures stable perfor-
mance in the reinforcement learning problem than the best action map as Kovacs
suggested [42]. this fact can be explained; the prediction parameter is updated using
maxa P (st, a) which is calculated from classifiers having best actions by Equations 3.3
and 3.4 (i.e., the predictions of classifiers having not best actions are not used to update
it). That is theoretically the best action map can work in the reinforcement learning if
each prediction (and maxa P (st, a)) is accurately estimated; in fact XCSAM can ac-
curately estimate each maxa P (st, a) by the accuracy-based fitness as shown in Figure
6.16. Hence, XCSAM accurately estimates a chain of reward for longer steps than
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Figure 6.16: Prediction of Accurate classifiers ( ≤ 0) in the final population; XCS (left)
and XCSAM (right), N = 4000 (Woods14)
XCS with different population size limits, and it can suppose this is because XCSAM
focuses on the best action maps.
6.3.3 Discussion
To understand how much XCSAM successfully focuses on the best action map, this
section shows the average optimality of action of classifiers evolved in Woods14, as
analyzed in the experiment of the multiplexer problem.
Figure 6.17 shows the averages of optimality of action on Woods14 with different
population size limits N=4000, 500 and 300. From the figure, with N=4000, the av-
erages reach to near 1 which means XCSAM successfully identifies the best actions in
each state. WithN=500 and 300, the averages stably reach near to 2 and 4 respectively,
which suggests XCSAM partially identified classifiers advocating the best action in a
subset of states. This result suggests that XCSAM robustly shifts to best action maps
from complete action maps with different population size limits.
In more detail, this section analyze the average of optimality of action for each
82
6.3 Experiment in Reinforcement Learning Problem
 0
 1
 2
 3
 4
 5
 6
 7
 8
500 5000 10000 15000 20000 25000 30000
Pe
rfo
rm
an
ce
Iterations
N=4000
N=500
N=300
Figure 6.17: Average of optimality of action on Woods14.
possible action in each state as shown in Figure 6.18. In this figure, an arrow indi-
cates an action in each state; each arrow is painted by a gradational color from red to
white; if the average of optimality of action is close to 1, its corresponding arrow is
painted red (which indicates its action is the best action); if it is closest to 8 (=Na in the
maze problem), the arrow is painted white. From this figure, with N=4000, XCSAM
successfully identified the best action in each state. Note some not-best actions still
remain as candidate best actions, for instance, the left arrow in state3 is not the best
action in its state. This is because the classifier advocating the best action moving to
left at state4 also matches state3.
In the maze problems, the input to the LCS is coded by joining the symbols for
the sensory inputs of the 8 cells around the agent into a string. The 8 cells are read
clockwise starting from the one above the agent. For example, in state3 the input to
the agent is:
T, T,E, T, T, E, T, T = 01, 01, 00, 01, 01, 00, 01, 01
where T represents an obstacle (a Tree) and E represents an Empty cell and this section
has shown the equivalent binary coding on the right. The input to state4 is:
T, T,E, T, T, T, E, T = 01, 01, 00, 01, 01, 01, 00, 01
The previous experiment (Woods14 with N = 4000) found the accurate classifier
whose condition matches both states is:
T/E, T,E, T, T/E,#, T/E, T/F = 0#, 01,#0, 01, 0#,##, 0#,#1
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where # matches any cell, T/E matches either T or E and T/F matches either T or F.
Note that 0# matches T and E and #1 matches T and F but that #0 matches only the
empty cell because the input code 10 is never used. This is proved by the fact that
the left arrow appears in state3 in Figure 6.18, which is based on an average of 30
experiments.
The reader may wonder why XCSAM generalizes over state3 and state4 with
this classifier for XCSAM. Its action (left) is the best action in state4 but it is not
the best action in state3, so this seems to be an over-general classifier. However,
the expected value for action left in the two states is the same (1000 × γ3 = 343,
γ = 0.7), so this classifier is accurate, not over-general. Since one of the strong
points of LCS is generalization of classifiers, such classifiers should be kept for human-
readable knowledge. Accordingly, although the aim of XCSAM is to find the best
action map, XCSAM adaptively keeps such accurate, general classifiers which have
the best action in some states but which are not best in other states. This is why this
thesis said that XCSAM learns an adaptive action map, not a “pure” best action map.
The adaptive action map is the kind of best action map that is evolved by accuracy-
based fitness. In contrast, a strength-based LCS like ZCS could evolve a pure best
action map, because it does not try to generalize classifiers based on their predictions
but only on their strength. With N=500, XCSAM still identified best actions; when N
is further decreasing to 300, XCSAM stably identified best actions at state near to the
food position. Overall, results show XCSAM successfully identifies the best actions in
Woods14 which is a difficult problem that requires a longest path of 18 steps to food
[54].
Different from the Woods14 where only one best action can be identified in each
state, on the Maze6 some states includes more than one best actions (see Figure 6.19-
a). Note that, in the thesis the best action map is defined as a learning strategy which
acquires all possible best actions. As shown in Figure 6.19-a, XCSAM successfully
identifies multiple best actions. For instance the state 27 has three best actions which
all lead to the shortest step to the food, XCSAM identifies the three best actions. This
result shows XCSAM successfully evolves best action maps even on problems includ-
ing multiple best actions in the state.
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Figure 6.18: Average of optimality of action for each action in each state in Woods14.
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a) Best actions on Maze6
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Figure 6.19: Best actions on Maze6 and Average of optimality of action for each action in
each state in it.
6.4 Summary
This chapter introduced a new basic LCS model based on XCS (called XCSAM) which
performs with reinforcement learning like XCS but builds the best action map unlike
XCS. While previous works suggested the best action map is not suitable for solv-
ing the reinforcement learning problems, this chapter expected it potentially can solve
them when a system accurately estimates the delayed rewards. Specifically, XCSAM
can accurately estimate the delayed rewards like XCS and evolves accurate classifiers
advocating the best actions both in the supervised classification problem and the rein-
forcement learning problems. This allows the thesis to conduct a fair comparison of
the learning strategies (i.e., the complete action map and the best action map). Experi-
mental results revealed that
1. The extended mechanism of XCSAM successfully enables XCSAM to build the
best action map both on the multiplexer problem and the maze problem.
2. On the multiplexer problem, XCSAM clearly outperforms XCS even with the
fewer population size limits. This indicates both that the best action map im-
proves on the LCS performance with a smaller memory size than the complete
action map and that the difference of the learning strategies affects on the poten-
tial performance of LCS. On the reinforcement problem, similar to the results on
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the multiplexer problem, XCSAM can perform well with the fewer population
size limits than XCS.
3. As another contribution, this chapter also found that the best action map can
stably work even in the reinforcement learning problems as well as the complete
action map, when the system can estimate accurately the delayed rewards.
4. However, XCSAM unexpectedly produces solutions containing more classifiers
in the population than XCS under a population size limit, although XCSAM
can potentially evolve more compact solutions containing less classifiers than
XCS because of the best action map. This indicates that mechanism of XCSAM
should be further modified from XCS in order to cooperate with the best action
map.
These facts suggest that, as hypothesized, the learning strategy affects the per-
formance of LCS; the best action map is a proper learning strategy on the problems
(especially the supervised learning task) without any problem difficulty.
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88
7Advanced Design of LCS based on
Learning Strategy
This chapter presents the advanced design of LCSs based on the learning strategy,
which how the mechanism of LCS should be further customized for the learning strat-
egy. XCS has been already built as the basic LCS model performs the complete action
map as Wilson designed so. XCSAM has a necessary mechanism that enables XCSAM
to evolve the best action map as shown in the previous chapter. But still some parts of
XCSAM mechanism may be able to customized to cooperate with the best action map
since those parts are designed for the complete action map as XCSAM performs like
XCS. Accordingly, this chapter identifies which parts of XCSAM mechanism should
be customized for the best action map, and then modify them that encourages building
the best action map.
The results in the previous chapter tell a hint to identify such parts; XCSAM can
evolve more compact solutions containing less classifiers than XCS as the concept of
best action map is to cover only best actions; however, the experimental results showed
that XCSAM unexpectedly produces solutions containing more classifiers than XCS
under a population size limit. This chapter first analyzes XCSAM and shows that this
problem is caused by the offspring selection that XCSAM uses the same strategy of
XCS. Accordingly, this chapter presents a selection strategy for XCSAM. Through
further analysis from conducted experiments, this chapter also introduces a deletion
mechanism of XCSAM that enhances building the best action map for the classification
problem.
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7.1 Selection Strategy
7.1.1 Analysis
Again, the results in the previous section showed in some problems XCSAM evolves
solutions containing more classifiers than XCS under a population size limit. It can be
supposed that this is because XCSAM incessantly generates non effective classifiers
due to the genetic algorithm, especially to the selection mechanism of XCS. XCS
selects parents of classifiers based on their fitness (the fitness-based selection strategy)
to select accurate ones. This fitness-based selection strategy can promote building the
complete action map since the accurate classifiers have either best actions or not best
actions. Accordingly, XCSAM may select classifiers advocating not best actions due
to the fitness-based selection strategy.
In this section, to understand the effect of the original XCS’s fitness-based selection
in XCSAM, it compared the characteristics of selected parent classifiers in XCS and
XCSAM on the 11-multiplexer problem [20].
7.1.1.1 Fitness-Based Selection in XCS
This section use the 11-multiplexer (k = 3). In the multiplexer problem, the number of
all actions is 2 (Na=2). This section applied the standard parameter settings for XCS
[46]: N = 800, 0 = 10, P# = 0.33, Pexplr =1.0, χ = 0.8, µ = 0.04, β = 0.2, α = 0.1, δ =
0.1, ν = 5, θGA = 25, θdel = 20, θsub = 20, tournament selection is applied (τ = 0.4), GA
subsumption and Action Set subsumption are also applied; for XCSAM, it applied the
same parameters of XCS and ζ = 0.99. The maximum iteration is 20000.
Figure 7.1 shows the characteristics of parent classifiers selected by the fitness-
based selection in XCS and the classifiers in [P] as final solutions. Figure 7.1a shows
the relation between the prediction of the selected parents and the iteration when its
parent has been selected. For instance, a parent is plotted at the upper right corner of
Figure 7.1a, if it was selected at iteration 20000 and its prediction p is 1000. Simi-
larly, Figure 7.1b shows the relation between the fitness of the selected parents and the
iteration when its parent has been selected. Figure 7.1c shows the relations between
the prediction and the fitness of classifiers in [P] after 20000 iterations (the maximum
iterations), as the final solutions.
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In XCS, to ensure a complete action map, the parent selection is designed to focus
toward maximally accurate classifiers. For such a pressure, in classification problems
with a 1000/0 reward scheme, the classifiers which should be selected as the parents
have a prediction of 1000 or 0 (since they are accurate). Figure 7.1a shows that XCS
selects parent classifiers with predictions (0 < p < 1000) until the 10000 iterations;
then, XCS gradually selects the classifiers with a 0 or 1000 prediction. Figure 7.1b
shows that XCS selects parent classifiers with low fitness until 13000 iterations; after
that, it tends to select the classifiers with relative higher fitness. This is because that, as
shown by Figure 7.1c, the classifiers that should be parents have clearly higher fitness
than inaccurate classifiers with predictions (0 < p < 1000). Therefore, the fitness-
based selection enables XCS to select accurate classifiers representing the complete
action map. This behavior is coherent to what is expected in XCS.
7.1.1.2 Fitness-Based Selection in XCSAM
In the same classification problems with a 1000/0 reward scheme, XCSAM should
tend to focus mainly on accurate classifiers with high (near 1000) prediction values
and low (near 1) optimality of action op values (which represent the best action map);
while XCSAM should not select accurate classifiers with low (near 0) prediction val-
ues and high (near Na = 2) op values (which represent non effective classifiers for
XCSAM). Figure 7.2 shows the characteristics of the selected parents in XCSAM us-
ing the fitness-based selection and the classifiers in [P] as final solutions. In particular,
Figure 7.2a and 7.2b show the relations between the prediction of the selected parents
and those between the fitness and the iteration when its parent has been selected re-
spectively; similarly, Figure 7.2c shows the relations between the optimality of action
op of the selected parents and the iteration when its parent has been selected; Figure
7.2d shows the relations between the prediction and the fitness of classifiers in [P] after
20000 iterations (the maximum iterations), as the final solutions; Figure 7.2e shows the
relations between the action set size as and the optimality op of action of classifiers
in [P] as the final solutions; since the action set size estimates the average size of the
action sets this classifier has belonged to, this section can use it to understand how
much XCSAM focuses on classifiers advocating best actions.
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Figure 7.1: Characteristics of the parents selected by the fitness-based selection in XCS
and the final solutions in the 11-multiplexer.
Figure 7.2a shows that XCSAM selects most promising parent classifiers for the
best action map (in fact, it tends to select classifiers with high prediction values). How-
ever, at the same time, the genetic algorithm still selects inaccurate classifiers (their
predictions are 0 < p < 1000) until 20000 iterations (the maximum iterations). Figure
7.2b shows that unlike XCS, XCSAM still selects classifiers with low fitness. This is
because, as shown in Figure 7.2c, the classifiers that should not be parents with pre-
dictions (0 < p < 1000) have relatively higher fitness than those classifiers in XCS’s
final population. Also, Figure 7.2d shows, XCSAM keeps a large number of classifiers
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advocating best actions (low op and high as) but also still keeps a lot of non effective
classifiers with high op and high as.
From these reason the final solutions evolved by XCSAM contain a large number
of inaccurate classifiers as shown in Figure 7.2c; these results indicate that, the fitness-
based selection strategy in XCSAM selects the proper classifiers but also incessantly
selects inaccurate classifiers, hence it keeps a large number of inaccurate classifiers
and produces more classifiers than needed.
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Figure 7.2: Characteristics of the parents selected by the fitness-based selection in XC-
SAM and the final solutions in the 11-multiplexer.
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7.1.2 New Selection Strategy for XCSAM
This section propose a new selection strategy for XCSAM that promotes the evolution
of accurate classifiers advocating the actions with the highest payoff (i.e., best actions)
while also producing more compact solutions than the original XCSAM proposed in
the previous section.
7.1.2.1 Design of Selection strategy for XCSAM
To design an adequate selection strategy for XCSAM, this section analyzed the char-
acteristic of an optimal action parameter op for XCSAM. Figure 7.3 shows the relation
between the prediction and the optimality of action op of the final solutions of XCSAM
in the 11-multiplexer. The plot shows a strong relation between the prediction and the
optimality of action; the classifiers with a low prediction (a near zero prediction) tend
to have the high op (which converges to Na=2), while the classifiers with a high pre-
diction (a near 1000 prediction), have the low op (which converges to 1). This suggests
that XCSAM should select the parents with a small value of op and a high fitness to
evolve accurate classifiers advocating best actions.
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Figure 7.3: Relation between prediction and optimality of action (op) of classifiers in the
final solution in XCSAM (the 11-multiplexer).
Accordingly, it modified the selection probability ps of classifier cl used in tourna-
ment selection of XCS/XCSAM as:
cl.ps =
cl.F
cl.num
× 1
cl.op− 1 (7.1)
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Figure 7.4: Characteristics of the parents selected by the proposed selection strategy in
XCSAM and the final solutions in the 11-multiplexer.
The equation multiplies the original normalized fitness value (cl.F/cl.num) [38, 54]
by 1/(cl.op− 1) to promote the selection of parents with smaller op. The tournament
selection is then performed on a set of τ classifiers as in [38].
7.1.2.2 Analysis of New Selection Strategy for XCSAM
Figure 7.4 shows the characteristics of the selected parents in XCSAM with the pro-
posed selection strategy (called XCSAM-SS) and the classifiers in [P] as final solu-
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tions. Figure 7.4a shows that XCSAM-SS selects the inaccurate classifiers that have
predictions (0 < p < 1000) till around 5000 iterations; then, it starts selecting accu-
rate classifiers with a high (near 1000) prediction. Figure 7.4b shows that XCSAM-SS
selects parent classifiers with low fitness until 10000 iterations; after that, it tends to
select the classifiers with relative higher fitness, like XCS (see Figure 3.1b). This ef-
fect clearly highlighted in Figures 7.4c and 7.4d, where the final solutions contain very
few non effective classifiers (i.e., classifiers which do not have the best actions, and
inaccurate classifiers); the many classifiers advocating best actions with higher action
set size as are kept, and so XCSAM-SS successfully focuses on the best action map
which it should evolve.
7.1.3 Experiment in Classification Problems
Experiments tested XCSAM-SS using the Boolean multiplexer problems and com-
pared its performance with that of XCS and the original XCSAM proposed in Section
5 both in terms of learning capabilities and size of the evolved solutions (i.e., the num-
ber of classifiers in the population).
7.1.3.1 Experimental design
Each experiment consists of a number of problems that the system must solve. Each
problem is either a learning problem or a test problem. During learning problems, the
system selects actions randomly from those in the match set. During test problems, the
system selects the action with highest expected return. When the system performs the
correct action, it receives a 1000 reward, otherwise it receives 0. The reinforcement
component and discovery component are enabled only during learning problems, and
are turned off during test problems. The covering operator is always enabled, but
operates only if needed. Learning problems and test problems alternate.
7.1.3.2 Results
The 20-multiplexer. First experiment compared the three models of classifier sys-
tem (XCS, XCSAM, and XCSAM-SS) using the 20-multiplexer and the same param-
eter settings used in Section 7.1.1 except for P# = 0.6 [50] and N=2000, 1000 and
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600. The performance which is a rate of correct answer the system executed and the
population size are reported as the moving average over the last 5000 test problems.
All plots are averages over 30 experiments.
Figures 7.5, 7.6 and 7.7 compare the performance and population size of XCS, XC-
SAM, and XCSAM-SS on the 20 multiplexer problem. Table 7.1 compares the final
population size of three systems with the statistical test (i.e., the Wilcoxon signed-rank
test). As can be expected, XCSAM outperforms XCS with smaller population size
limits (i.e., N = 1000 and 600); XCSAM-SS also reaches 100% performance with
smaller population size limits as well as XCSAM. With N = 2000, XCS evolved
the averaged of 376 classifiers as final solutions but XCSAM produced much larger
classifiers of about 963 classifiers as final solution; in contrast, XCSAM-SS success-
fully evolved a much compact solution containing around 181 classifiers. Similarly,
with a population size limit of 1000, XCS evolves a final population containing 235
classifiers, XCSAM reaches about 381 classifiers, while XCSAM-SS produces a very
small population of 150 classifiers. Also with a very small population (N = 600),
XCSAM-SS still evolves a more compact population than XCSAM and XCS.
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Figure 7.5: Performance and population size in the 20-multiplexer with N = 2000.
The 37-multiplexer. Second experiment uses the 37-multiplexer and the same pa-
rameter settings except for P# = 0.65 [50] and N = 2500, 3000, and 5000. The perfor-
mance and the population size are reported as the moving average over the last 50000
test problems. All plots are averages over 30 experiments.
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Figure 7.6: Performance and population size in the 20-multiplexer with N = 1000.
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Figure 7.7: Performance and population size in the 20-multiplexer with N = 600.
Table 7.1: Final population sizes in the 20-multiplexer. “◦”, “O” and “M” represent the
significant differences (the p value < 0.001) between XCS and XCSAM, XCSAM and
XCSAM-SS, and XCS and XCSAM-SS respectively.
N=2000 N=1000 N=600
XCS 375.94◦O 235.38◦O 378.74◦O
XCSAM 962.76◦M 381.49◦M 183.37◦M
XCSAM-SS 180.71OM 150.46OM 101.91OM
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Figures 7.8 7.9 and 7.10 and Table 7.2 show that XCSAM reaches 100% perfor-
mance with a population of 3000 and 5000 classifiers with fewer iterations; however,
withN=5000 the original XCSAM produces much larger population size (3023 classi-
fiers). In contrast, XCSAM-SS reaches the optimal performance with fewer iterations
than XCSAM and XCS even with only N=2500; XCSAM-SS also produces much
smaller solutions: 581 classifiers when N = 5000, 525 classifiers when N = 3000,
and 477 classifiers whenN = 2500. These results in the Boolean multiplexer problems
show that the proposed selection strategy improves on the performance of XCSAM
with smaller final population sizes than the fitness-based selection. In fact, the solu-
tions produced by XCSAM-SS are about 81% smaller than those evolved by XCSAM
using the original fitness based selection in the 37-multiplexer with N=5000.
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Figure 7.8: Performance and population size in the 37-multiplexer with N = 5000.
Table 7.2: Final population sizes in the 37-multiplexer. “◦”, “O” and “M” represent the
significant differences (the p value < 0.001) between XCS and XCSAM, XCSAM and
XCSAM-SS, and XCS and XCSAM-SS respectively.
N=5000 N=3000 N=2500
XCS 1273.82◦O 2691.32◦O 2332.04◦O
XCSAM 3022.71◦M 1531.40◦M 1692.87◦M
XCSAM-SS 580.67OM 524.70OM 476.86OM
Finally, this section analyzes the relation between the action set size as and the
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Figure 7.9: Performance and population size in the 37-multiplexer with N = 3000.
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Figure 7.10: Performance and population size in the 37-multiplexer with N = 2500.
optimality of action of classifiers in [P] as the final solutions. Figures 7.11, 7.12 and
7.13 compare XCSAM and XCSAM-SS in the 20-multiplexer with N = 2000 and
37-multiplexer with N=3000 and 5000. In each figure, the figure a) shows b) show it
for XCSAM-SS. As can be noted, XCSAM evolved classifiers with high as advocat-
ing best actions (low op close to one), however it still maintains many non effective
classifiers (1 < op≤ 2, and a high as) even with the smaller population (N = 3000) in
the 37-multiplexer. In contrast, XCSAM-SS focuses on a best action map with many
classifiers advocating the best action (low op close to one) whose action set size as is
larger than XCSAM and has much less non effective classifiers (1 < op ≤ 2).
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Figure 7.11: Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the 20-multiplexer (N=2000).
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Figure 7.12: Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the 37-multiplexer (N=5000).
7.1.4 Experiment in Maze Problems
Next, this section applied XCS, XCSAM and XCSAM-SS to a set of multi-step prob-
lems with delayed rewards. In classification problems, as previous works showed UCS
outperforms XCS [45] [32] [57], the best action map leads to better performances than
the complete action map. However, in multi-step problems with delayed rewards, there
is not a “unique best action” and, as suggested by Kovacs [42], optimal behavior may
require both best actions and also “not best” actions with lower rewards. Hence, the
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Figure 7.13: Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the 37-multiplexer (N=3000).
multi-step problem is a difficult problem domain for focusing on the best action map
in XCSAM.
7.1.4.1 Experimental design
As for the Boolean multiplexer, also in this case experiments consists of a number of
problems that the system must solve, which alternates between learning and test. The
reinforcement component is enabled during both learning and test problems [56]; the
discovery component is enabled only during learning, and are turned off during test.
Performance is measured as the average number of steps to the goal over the last 500
test problems. The population size is also measured as the moving average over the
last 500 test problems. All plots are averages over 30 experiments.
7.1.4.2 Results
Maze5. In the Maze5, the experiment used the parameter settings from [56]; 0 = 5,
γ=0.7, P# = 0.3, Pexplr =1.0, χ = 0.8, µ = 0.01, β = 0.2, α = 0.1, δ = 0.1, ν = 5, θGA =
25, θdel = 20, θsub = 20, the gradient is applied and tournament selection is also applied
(τ = 0.4), while GA subsumption and AS subsumption are turned off; for XCSAM, the
experiment applied the same parameters of XCS and in addition we set ζ = 0.99. The
population size limit was set to 300, 500, and 3000. The maximum iteration is 10000.
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Figures 7.14, 7.15 and 7.16 compare the performance and population size of XCS,
XCSAM, and XCSAM-SS. When N=3000, the performance of XCSAM-SS slightly
degrades while other LCSs reach the optimal performance. This indicates that the fo-
cusing on the best action map may cause the instability of LCS performance as ZCS
which evolves the best action map fails to solve the maze problems completely [21].
However, whenN=500 and 300, XCSAM-SS outperforms XCS and XCSAM. In terms
of population size, when N=3000, XCS produced 1305 classifiers but XCSAM pro-
duced a larger solution, while XCSAM-SS evolved a smaller solution than XCSAM;
when N is 500 and 300, XCSAM-SS produced a slightly smaller solutions. Note that
in this case, XCS evolves smaller solutions since, as it reaches the worst performance
of all the three systems, it also overgeneralizes classifiers and thus it evolves are smaller
population sizes.
 4
 6
 8
 10
 12
 14
500 2500 5000 7500 10000
Pe
rfo
rm
an
ce
Iterations
XCS
XCSAM
XCSAM-SS
optimum 4.61
a) Performance
 0
 500
 1000
 1500
 2000
 2500
 3000
500 2500 5000 7500 10000
Po
pu
la
tio
n 
siz
e
Iterations
XCS
XCSAM
XCSAM-SS
b) Population size
Figure 7.14: Performance and population size in the Maze5. with N = 3000.
Maze6. For Maze6, the experiment used the same parameter settings as in Maze5
except for 0 = 1 and θGA = 100 [56]. The population size limit was set to 300, 500,
and 3000. The maximum number of iteration was set to 10000. Figure 7.17, 7.18 and
7.19 compare the performance and population size of XCS, XCSAM, and XCSAM-
SS. For performance, similar to the results in Maze5, with N=3000, XCS and XCSAM
outperforms XCSAM-SS; but, with N=500 and 300 XCSAM-SS stably outperforms
XCS and reach close to optimal performance as well as XCSAM. When N=3000,
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Figure 7.15: Performance and population size in the Maze5. with N = 500.
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Figure 7.16: Performance and population size in the Maze5 with N = 300.
XCSAM produced a larger solution than XCS; XCSAM-SS evolved a smaller solution
than XCS and XCSAM. WhenN=500, XCSAM-SS evolves a slightly smaller solution
however when N=300, XCSAM-SS produced a final solution containing about the
same number of classifiers that the original XCSAM generates.
Woods14. In Woods14, the experiment used the same parameter settings as in Maze5
except for 0 = 0.05, Pexplr =0.3, θGA = 400 [56]. The population size limit was set to
N=300, 500, and 4000. Woods14 is a quite difficult problem that requires an average
of 9.5 steps and has a longest path 18 steps to food [54]. Figures 7.20, 7.21 and
104
7.1 Selection Strategy
 4
 6
 8
 10
 12
 14
500 2500 5000 7500 10000
Pe
rfo
rm
an
ce
Iterations
XCS
XCSAM
XCSAM-SS
optimum 5.19
a) Performance
 0
 500
 1000
 1500
 2000
 2500
 3000
500 2500 5000 7500 10000
Po
pu
la
tio
n 
siz
e
Iterations
XCS
XCSAM
XCSAM-SS
b) Population size
Figure 7.17: Performance and population size in the Maze6. with N = 3000.
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Figure 7.18: Performance and population size in the Maze6. with N = 500.
7.22 compare the performance and population size of XCS, XCSAM, and XCSAM-
SS. When N=4000, XCS and XCSAM outperform XCSAM-SS; when N=500, none
of the systems reach optimality but XCSAM and XCSAM-SS perform similarly and
outperform XCS; also when N=300, none of the systems reach the optimal step but
XCSAM-SS performs better than the other two systems. With respect to the size of
the evolved solutions, withN=4000, XCSAM-SS evolved much smaller solutions than
XCS and XCSAM, containing and average of 1000 classifiers; whenN=500, XCSAM-
SS still produced smaller solutions than XCSAM; again XCS evolves solutions that are
smaller because they are highly over-general and in fact they are the worst in terms of
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Figure 7.19: Performance and population size in the Maze6 with N = 300.
performance.
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Figure 7.20: Performance and population size in the Maze5. with N = 4000.
The results for the maze problems show that the new selection strategy enables XC-
SAM to stably reach good performance even with smaller population size limits (when
no system can reach optimality) while evolving smaller solutions in all the problems
than XCSAM.
At the end, this section analyzed the relation between the action set size as and the
op parameter (the optimality of action) of classifiers in [P] in the final solutions. Fig-
ures 7.23, 7.24 and 7.25 reports the analysis for XCSAM and XCSAM-SS in Maze5
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Figure 7.21: Performance and population size in the Woods14. with N = 500.
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Figure 7.22: Performance and population size in the Woods14 with N = 300.
(N=3000), Maze6 (N=3000) and Woods14 (N=4000). Each figure a) shows the rela-
tions between the action set size as and the optimality of action of classifiers in [P]
for XCSAM while b) shows the same relations for XCSAM-SS. From each figure a)
of Figures 7.23 7.24 and 7.25, it notes that XCSAM evenly produced evolved classi-
fiers having both the best actions (low op close to one) and not-best actions (high op
close to 8) since both classifiers have a similar action set size as. This means that XC-
SAM still selects non effective classifiers having not best actions due to the original
fitness-based selection strategy. In contrast, from each figure a) of Figures 7.23 7.24
and 7.25, it notes that XCSAM-SS produced many classifiers having best actions (low
107
7. ADVANCED DESIGN OF LCS BASED ON LEARNING STRATEGY
op close to one) since their action set sizes are much larger than classifiers having not
best actions. This suggests that, even in a multi-step problems, the proposed selection
strategy successfully focuses on evolving a best action map.
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Figure 7.23: Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the maze5 with N = 3000.
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Figure 7.24: Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the maze6 with N = 3000.
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Figure 7.25: Relations between the action set size as and the optimality of action of
classifiers in [P] as the final solutions in the Woods14 with N = 4000.
7.1.5 Experiment in Real world classification problem
Finally, to evaluate performance of XCS and XCSAM on a real world application
which includes some problem difficulties, this section applies XCS, XCSAM-SS sys-
tems to classification tasks with real world data from the UCI repository [58].
7.1.5.1 Experimental design
As shown in Table 7.3 this experiment uses 20 datasets available in the UCI repository
[58]. Here, in Table 7.3, #ins, #len #cls represent the number of instances, the length
of instance respective and the number of possible classes in the dataset respectively.
The attributes can be codded by binary string, numerical value and real value; #bin,
#nom and #real represent the number of binary string, of numerical value, or of real
value which composes the instance respectively.
As in previous work [22], if the attributes are binary, the data is codified in the
ternary alphabet. If the attributes are real, the data is codified as an interval range. For
simplicity, all real attributes are normalized to the range [0,1). Nominal attributes are
translated into numeric values, and so considered as real attributes.
The datasets are run on a stratified ten-fold cross-validation test. To test the dif-
ferences between the both systems, we use a paired t-test from the ten-fold cross-
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Table 7.3: 20 datasets from UCI repository
Data Name #ins #len #bin #nom #real #cls
Audiology 226 69 61 8 - 24
A. C. card 690 14 4 4 6 2
Balance S. 625 4 - 4 - 3
Bupa 345 6 - - 6 2
Breast wd 569 32 - - 32 2
Breast w 699 9 - - 9 2
Cmc 1473 9 3 4 2 3
Glass 214 9 - - 9 6
Heart-c 303 13 3 4 6 5
Heart-h 294 13 3 4 6 5
Hepatitis 155 19 13 - 6 2
Iris 150 4 - - 4 3
Libras 360 91 - - 91 15
Segment 2310 19 - - 19 7
Soybean 689 35 16 19 - 19
Vehicle 846 18 - - 18 4
Vowel 990 13 2 1 10 19
Vote 435 16 16 - - 2
Wine 178 13 - - 13 3
Zoo 101 17 15 1 1 7
validation results. The parameter settings are the same as previously except the popu-
lation size limit N = 6400. The maximum iteration is 100,000.
7.1.5.2 Result
The classification accuracies of XCS and XCSAM are shown in Table 7.4. XCS is
significantly better (p<0.05) than XCSAM on Balance S., Cmc and Hepatitis while
XCSAM is significantly better Audiology and Soybean which have longer inputs and
more classes than other datasets. Overall, a clear advantage for either system could not
be found.
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Table 7.4: Datasets and Results of XCS and XCSAM-SS (Bold text indicates p<0.05).
•/◦ indicates a positive significant difference of XCS/XCSAM respectively.
DataName #len #cls XCS XCSAM-SS p value
Audiology 69 24 0.46 0.59 0.002◦
A.C.card 14 2 0.84 0.84 0.531
Balance S. 4 3 0.83 0.80 0.026•
Bupa 6 2 0.69 0.67 0.530
Breast wd 9 2 0.91 0.89 0.152
Breast w 32 2 0.96 0.97 0.088
Cmc 9 3 0.53 0.51 0.010•
Glass 9 6 0.74 0.70 0.207
Heart-c 13 5 0.48 0.51 0.091
Heart-h 13 5 0.64 0.68 0.154
Hepatitis 19 2 0.88 0.83 0.035•
Iris 4 3 0.96 0.94 0.081
Libras 91 15 0.15 0.17 0.253
Segment 19 7 0.94 0.95 0.293
Soybean 35 19 0.21 0.45 6.6E-08◦
Vehicle 18 4 0.72 0.71 0.407
Vowel 13 19 0.62 0.63 0.854
Vote 16 2 0.96 0.96 0.988
Wine 13 3 0.96 0.96 0.985
Zoo 17 7 0.95 0.92 0.081
XCS•-XCSAM◦: 3 - 2
7.2 Deletion Strategy
To understand why XCSAM does not derive higher classification accuracies than XCS,
this section first analyzes how XCSAM focuses on the best action map. From the anal-
ysis, this section introduce a deletion strategy for XCSAM which can help to evolve
the best action map.
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Figure 7.26: Classifies in the population when XCSAM is applied to Vowel
7.2.1 Analysis
Specifically, this section analyzes the parameters op and  (prediction error) of classi-
fiers in the population when XCSAM is applied to the real dataset Vowel. The reason
for focusing on Vowel is that XCSAM did not derive a better performance than XCS
although Vowel has many classes like Audiology and Soybean where XCSAM clearly
derived higher classification accuracy than XCS. In Vowel, the number of available
actions Na is 11, which is the same as the number of classes of Vowel.
Figure 7.26 shows the classifiers in the population when XCSAM is applied to
Vowel. The vertical and horizontal axes indicate the classifiers’ op and  parameters.
A classifier has the best action if its op is close to 1, while a not-best action if its op
is close to 11 (nma). Similarly, a classifier is accurate if its  is close to 0, while
inaccurate if its  is close to 500. For instance, classifiers which are placed at the left-
top corner are accurate but not candidates for the best action map; classifiers which
are placed at the left-bottom corner are accurate and candidates for the best action
map. From figure a), at the 10,000th iteration, XCSAM generates redundant classifiers
which are inaccurate (large ) or not candidates for the best action map (large op). At
the 50,000th iteration, XCSAM gradually generates classifiers which have large  but
small op; on the other hand many redundant classifiers remain. At the 100,000th as
the final iteration, XCSAM successfully learns several accurate classifiers (left-bottom
corner) which have a best action (op = 1); however many inaccurate classifiers and
redundant classifiers (left-bottom corner) still remain. This analysis suggests XCSAM
can partially learn the best action map, but it has many redundant classifiers which are
inaccurate or are not best action map candidates. Hence, XCSAM sometimes fails to
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efficiently evolve the best action map.
7.2.2 Deletion mechanism
From the analysis, to efficiently focus on the best action map, XCSAM needs to delete
many redundant classifiers. However, using a steady-state GA, XCSAM deletes only
two classifiers in each generation, hence many redundant classifiers remain in the pop-
ulation. Here, this section introduce a new deletion mechanism that deletes more than
two classifiers as necessary. Specifically, in XCSAM, θmna, which is calculated from
the parameter op, is the number of actions which should be in the matchset [M]. When
θmna = Na, classifiers in [M] should not be removed because XCSAM does not detect
the best action in its state. In contrast, when θmna = 1 (which means XCSAM correctly
identified the best action), classifiers will be redundant if [M] has more than one type
of action. More generally, if the number of action types in [M] (nma[M ]) is larger
than θmna, we can suspect there are some redundant classifiers in [M]. For this reason,
the new deletion mechanism deletes classifiers if nma[M ] > θmna. The new deletion
mechanism is called when the executed action is identified as the best action. First, the
average op OP (a) is computed from classifiers with action a. Then XCSAM builds
a maximum op set [E] composed of classifiers in [M] which advocate the maxOP (a)
(i.e., they are not even close to the best action map); and deletes all classifiers in [E] if
nma[M ] > θmna. XCSAM repeats this process while nma[M ] > θmna.
7.2.3 Experiment in Real world classification problem
The section tests XCSAM-SS with the modified deletion mechanism (called XCSAM-
SS-DS) with on classifying the real world datasets presented in the previous section,
using the same parameter settings.
7.2.3.1 Result: XCSAM-SS-DS vs XCS and XCSAM-SS
Table 7.5 shows the classification accuracy of XCS and p values between XCS and
XCSAM-SS-DS and between the standard XCSAM and XCSAM-SS-DS. XCSAM-
SS-DS clearly improves on the classification accuracy of XCSAM (see Table 7.4). Six
positive significant differences of XCSAM-SS-DS from XCS can be found. But two
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Table 7.5: Results of XCSAM-SS-DS (Bold text indicates p < 0.05). p1 value indicates
the difference between XCS and revised XCSAM. •/◦ indicates a positive significant dif-
ference of XCS/Revised XCSAM respectively. p2 value indicates it between XCSAM and
revised XCSAM. /♦ indicates a positive significant difference of XCSAM/ RevisedXC-
SAM respectively.
DataName XCSAM-SS-DS p1 value p2 value
Audiology 0.57 0.031◦ 0.554
A.C.card 0.84 0.755 0.726
Balance S. 0.85 0.003◦ 0.001♦
Bupa 0.67 0.260 0.812
Breast wd 0.89 0.258 0.891
Breast w 0.97 0.152 0.811
Cmc 0.52 0.375 0.423
Glass 0.69 0.228 0.879
Heart-c 0.49 0.678 0.304
Heart-h 0.61 0.377 0.055
Hepatitis 0.83 0.020• 0.838
Iris 0.95 0.343 0.168
Libras 0.22 0.002◦ 0.005♦
Segment 0.95 0.040◦ 0.231
Soybean 0.40 1.1E-04◦ 0.065
Vehicle 0.70 0.179 0.657
Vowel 0.85 2.6E-0.5◦ 5.3E-0.7♦
Vote 0.95 0.044• 0.227
Wine 0.96 0.999 0.988
Zoo 0.95 0.972 0.343
XCS•-XCSAM-SS-DS◦: 2 - 6
XCSAM-XCSAM-SS-DS♦: 0 - 3
datasets, XCS significantly outperforms XCSAM-SS-DS In particular, XCSAM-SS-
DS derives high classification accuracy on the datasets Audiology, Libras, Soybean
and Vowel, where their input-lengths are relatively long and there are many possible
classes. Additionally, since three positive significant differences of XCSAM-SS-DS
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from the standard XCSAM-SS are noted, XCSAM-SS-DS successfully improves on
the performance of XCSAM on the real world data. From these results, the best action
map is more effective on the classification of data where an input has many elements
(i.e., it is high-dimensional) and many classes.
7.2.3.2 Comparison with other machine learning methods
Next this section compares XCSAM-SS DS with other five machine learning meth-
ods, ZeroR, C4.5[13, 59], Instance-based learning algorithms (called IB1)[60], Naive
Bayes (called NB)[61] and PART[62]. ZeroR is the simplest classifier-based classifi-
cation method which a 0-R classifier predicts predicts mean of classification accuracy.
C4.5 is the well-known classification tool that classifies instances with a decision tree.
IB1 is a classification tool that is powered by the Nearest-neighbour classifier. NB is
also based on the classifiers but forming as Naive Bayes classifier that classifies in-
stances with the estimator calculated from the Naive Bayes. PART is a classifier based
system where classifiers represents a decision tree.
Table 7.6 shows the classification accuracies of each system on the 18 datasets.
Not that, except for results of XCSAM-SS-DS, all results are referred values from [22]
and for two datasets Breast wd and Libras, experiments with the other machine learn-
ing methods are not conducted in [22]. All classification accuracies are averages of
over 10 experiments. In the table, “b-w”” represents the number of datasets “b” where
XCSAM-SS-DS outperforms each machine learning method and that of datasets “w”
where each machine learning outperforms XCSAM-SS-DS. Overall results suggest
that XCSAM-SS-DS derives a good classification accuracy as well as the other ma-
chine learning method. Especially for ZeroR, XCSAM-SS-DS clearly outperforms it
on many datasets while no clear advantage can be founded when comparing XCSAM-
SS-DS with C4.5.
7.2.3.3 Analysis
To understand how much both LCSs learns classifiers based on their different learn-
ing strategy, this section investigates the covering rate which indicates how much the
learned classifiers from the test dataset can be matched to the test dataset. Figure 7.27
shows the covering rates of XCS and XCSAM-SS-DS for all possible input-action
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Table 7.6: Classification accuracies of XCSAM-SS-DS and other machine learning meth-
ods.
Dataset ZeroR C4.5 IB1 NB PART XCSAM-SS-DS
Audiology 0.25 0.79 0.76 0.70 0.81 0.57
A.C. card 0.56 0.85 0.82 0.78 0.83 0.84
Balance S. 0.45 0.79 0.76 0.90 0.82 0.85
Bupa 0.58 0.66 0.64 0.54 0.66 0.67
Breast w 0.66 0.95 0.97 0.96 0.95 0.97
Cmc 0.43 0.52 0.44 0.51 0.50 0.52
Glass 0.35 0.66 0.66 0.48 0.70 0.69
Heart-c 0.55 0.74 0.77 0.84 0.78 0.49
Heart-h 0.64 0.80 0.78 0.84 0.80 0.61
Hepatitis 0.79 0.79 0.80 0.83 0.80 0.83
Iris 0.33 0.95 0.95 0.95 0.95 0.95
Segment 0.14 0.97 0.97 0.80 0.97 0.95
Soybean 0.14 0.98 0.90 0.93 0.91 0.4
Vehicle 0.25 0.72 0.69 0.46 0.73 0.7
Vowel 0.09 0.81 0.99 0.65 0.78 0.85
Vote 0.61 0.96 0.92 0.90 0.97 0.95
Wine 0.40 0.95 0.96 0.98 0.93 0.96
Zoo 0.42 0.92 0.95 0.95 0.93 0.96
b-w 16-2 8-8 11-6 11-6 9-7 –
pairs with in the test data (i.e., the complete action map) on the twenty datasets em-
ployed in this section. From the figure, since XCS is based on the complete action map,
the learned classifiers of XCS can be matched and covered the test dataset. In contrast,
the classifiers learned by XCSAM-SS-DS covers all possible input-action pairs with
very low covering rate, since XCSAM-SS-DS is based on the best action map. Figure
7.28 shows the covering rates of XCS and XCSAM-SS-DS for all possible input-action
pairs with in the test data (i.e., the best action map). Since XCS covers all input-action
pairs in the test data with a high covering rate, it covers input-best action pairs well
with a high covering rate. For XCSAM-SS-DS, also the covering rate is high as well
as XCS. These results indicates that XCS successfully learns classifiers based on the
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best action map while XCSAM-SS-DS learns them advocating the best action map.
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Figure 7.27: Covering rate for all possible input-action pairs with in the test data
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Figure 7.28: Covering rate for only input-beset action pairs with in the test data
Finally, to understand the effect of the proposed deletion strategy , this section
analyzes the classifiers of XCSAM-SS-DS when it is applied to dataset Vowel; see
figure 7.29. At the 10,000th iteration, like the standard XCSAM, revised XCSAM
generates redundant classifiers which are inaccurate (large ) or not candidates for the
best action map (large op). At the 50,000th iteration, XCSAM-SS-DS gradually learns
only the classifiers which have small op parameters. Note in the standard XCSAM,
many classifiers which have large op remain, but the revised XCSAM successfully
deletes them. At the 100,000th iteration, many accurate classifiers (which have  = 0
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and op = 1) are generated and the classifiers which have large op do not remain. From
these results, XCSAM-SS-DS successfully deletes classifies which are not best action
map candidates, hence, XCSAM-SS-DS can derive high performance.
These results suggest that XCSAM-SS-DS successfully evolves the best action map
even in the real-world classification problems. It is still unknown why the classification
accuracy of XCSAM-SS-DS degrades in some datasets i.e., Hepatitis and Vote.
This can be expected that, as the thesis hypothesized, an adequate learning strategy
can be decided depending on the problem difficulties within datasets.
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Figure 7.29: Classifies in the population when XCSAM-SS-DS is applied to Vowel
7.3 Summary
This chapter presented an extension of the original selection strategy used in XCS and
XCSAM to promote the selection of the best actions in XCSAM so as to evolve more
compact solutions. Initially the analysis showed that the accuracy-based selection used
in XCS and XCSAM, which ensures the evolution of complete action maps in XCS,
at the same time produces many non effective classifiers in XCSAM. Accordingly,
this chapter proposed a new selection strategy specifically designed for XCSAM and
showed that XCSAM with the new selection strategy (XCSAM-SS) can evolve more
compact solutions than the original XCSAM. From the experimental results on the real
world classification problem, showed XCSAM-SS still fails to focus on the best action
map on some datasets. Accordingly, this chapter presented XCSAM-SS-DS which
employs the modified deletion mechanism. Overall experimental result suggested that
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1. XCSAM-SS can reach optimal performances while producing much smaller so-
lutions than XCS and XCSAM in the Boolean multiplexer problem. Even in the
maze problems, when small population size limits are involved and none of the
three systems can reach optimality, XCSAM-SS can perform as well as the origi-
nal XCSAM (which outperforms XCS) while producing much smaller solutions.
This indicates that focusing on the best action map help to solve problem with
the small population size limits.
2. However, on the maze problem, XCSAM-SS fails to reach optimal performances.
This also suggested, as ZCS, focusing on the best action map causes the insta-
bility of LCS performance when a lager population size limit is set.
3. On the real world classification problem, XCSAM-SS clearly outperforms XCS
on the datasets which have a large search space. In contrast, some datasets,
XCSAM-SS-DS outperforms and XCS and XCSAM-SS. However, XCS still
outperforms XCSAM-SS-DS. This indicates an adequate learning strategy (i.e.,
XCS or XCSAM) may cause the instability of LCS performance depending on
the problem difficulties included in real-world datasets..
These facts suggested that, the LCS performance improves when its mechanism
is customized to cooperate with the learning strategy. Additionally, as this thesis hy-
pothesized, the adequate learning strategy may be decided depending on the types of
problem difficulties.
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8Guideline of Learning Strategy
This chapter investigates whether an adequate learning strategy can be decided depend-
ing on the types of problem difficulties as this thesis hypothesized, and then draws the
guideline that explains which learning strategy should be used to address which type of
problem difficulties. Specifically, this chapter tests both learning strategies (i.e., XCS
and XCSAM) on the multiplexer problem including different problem difficulties.
8.1 Problem difficulties
Five problem difficulties, which can be well happened in the problems, especially in
the classification task, are used in this chapter: 1) overlapping instances, 2) missing
attributes, 3) class-imbalance, 4) the Gaussian noise, and 5) and a large search space.
All problem difficulties can occur in real world problems.
1. Overlapping instances is often called as aliasing instances, which simulates the
problems having several overlapping instances which have the same input but
different class. On a dataset with this problem difficulty, a system could not
correctly classify the overlapping inputs to their difference correct classes.
2. Missing attributes indicates that the instance includes some unknown attributes.
On this problem difficulty, a system may fail to find unique patterns to correctly
classify inputs including the missing attributes due to lack of their complete
attributes.
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3. Class-imbalance can be observed in many real world data such as oil spills
in satellite images, failures in manufacturing process, and rare medical diag-
nosis. The class-imbalance indicates that the number of instances having to a
majority class is significantly than it of instances having a minority class. The
class-imbalance problem would be difficult a system classifies the instances to
the minority class since a system’s solution may over fit to the inputs having a
majority class.
4. Gaussian noise is real-world-like noise, which simulates in terms of reinforce-
ment learning, a noisy reward functions which sometimes return a different re-
ward value when the same action is executed in the same state.
5. Large search space is decided with the length (i.e., dimension) of instance and
the number of instances and classes (or actions). The large search space makes
a system hard to find common patterns between instances and requires large
memory size and training.
8.2 Experiment in Supervised Learning task
8.2.1 Experimental design
As usual, during learning problems, the system selects actions randomly from those
represented in the match set. During evaluation problems, the system selects the action
with highest expected return. When the system performs the correct action, it receives
a 1000 reward, otherwise it receives 0. The genetic algorithm is enabled only dur-
ing learning problems, and it is turned off during evaluation problems. The covering
operator is always enabled, but operates only if needed. Learning problems and test
problems alternate. The performance and the population size are reported as the mov-
ing average over the last 50000 (the class imbalance) or 5000 (for the other problem
difficulties) evaluation problems. All the plots are averages over 30 experiments.
Throughout this section, if not stated differently, parameter settings are as follows;
0 = 1, µ = 0.04, P# = 0.6, χ = 0.8, β = 0.2, α = 0.1, δ = 0.1, ν = 5, θGA = 25, θdel =
20, θsub = 200, GA subsumption is turned on while AS subsumption is turned off; in
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XCSAM-SS-DS ζ = 0.99. The maximum population size limit N is set to 1600, 800,
400.
8.2.2 Overlapping instance
8.2.2.1 Definition
To simulate a problem with overlapping instance, this section adds alternating noise
to the reward on the 11-bit multiplexer problem. With alternating noise, the reward
is swapped with a certain probability Pan. Specifically, the positive reward (1000) is
replaced by the negative reward, which means this noise simulates a state space which
includes aliasing states. For instance, an instance of 6MP “00100” has a best action
“1”; however, when a learner executes an action “1”, 1-Pan % of all instances “00100”
returns the positive reward 1000 but Pan % instance return the negative reward 0 even.
Thus, alternative noise can simulate the overlapping instances included in a problem,
which 1-Pan % of instances can be classified to a class but other Pan % of instance can
be classified to other class. This means the problem includes the instances which have
the same input but different classes. In this experiment, Pan is set to 0.10, 0.15, 0.20,
0.25 and 0.30.
8.2.2.2 Result
Figures 8.1 and 8.2 show the performance and the population size of XCS and XC-
SAM on the 11-bit multiplexer problem with alternating noise. With N = 16000,
XCS outperforms XCSAM-SS-DS when Pan is set to 0.10, 0.15, 0.20; XCS reaches
0.99, 0.98, and 0.95 respectively while XCSAM-SS-DS reaches 0.93, 0.89 and 0.85.
Correspondingly, when both LCSs derives relative highly performances, the popula-
tion sizes are increases because accurate classifiers correctly remain in the population
which indicates both LCSs prevent to generate inaccurate and over-generalized classi-
fiers. However, when Pan is greater than 0.20 XCSAM-SS-DS outperforms XCS; with
Pan is set to 0.25, 0.30 XCSAM-SS-DS still reaches 0.76 and 0.71 but we can not see
any sign of XCS solves the problem. On the cases XCS fails to solve the problem,
the population size of XCS decreased compared with the case XCS solves it, since
XCS wrongly generates the inaccurate and over-generalized classifiers resulted in low
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performance. Similar to the results with N=1600, when N is decreasing to 800, XCS
outperforms XCSAM-SS-DS with Pan = 0.10, 0.15 but fails to solve the problem with
Pan = 0.20, 0.25 and 0.30. XCSAM-SS-DS still robustly solves the problem with large
values of Pan (= 0.20, 0.25, 0.3). When N is further decreasing to 400, XCS derives
better performances than XCSAM-SS DS with small values of Pan (= 0.10, 0.15) while
XCSAM-SS-DS outperforms XCS with large values of Pan (= 0.20, 0.25, 0.3).
With overlapping noise, XCSAM has a tendency to delete classifiers which are
candidates for the best action map, because XCSAM mistakenly identifies them as
redundant classifiers when the returned reward is 0 (i.e., reward 0 represents that exe-
cuted action is not the best action). In contrast, XCS keeps them even with the added
noise (XCS deletes classifiers based on their fitness), because they have relatively high
fitness in the case of small noise. Hence, with small noise Pan = 0.10 and 0.15, the
performance of XCSAM is lower than that of XCS. However, with large noises Pan =
0.25 and 0.30, the fitness of classifiers is much low, hence, XCS cannot select actions
using the incorrect system prediction (which is the same reason of Gaussian noise).
In summary, the complete action map (XCS) is useful to derive a better perfor-
mance than XCS when few overlapping instances are included in a problem, while
the best action map (XCSAM-SS-DS) is the proper learning strategy on the problem
including many overlapping instances. Note that, a boundary of number of overlap-
ping instances that decides the proper learning strategy is depended on the maximum
population size N .
8.2.3 Missing attribute
8.2.3.1 Definition
This experiment uses the 11-bit multiplexer problem with the missing attribute this
section defines. The missing attribute can be simulated as the following procedure.
The problem instance without any missing attribute is firstly generated and its class
ctrue is calculated as in the normal 11-bit multiplexer problem. Then, each attribute
of generated instance is replaced with “?” representing the missing attribute with a
probability of missing rate Pm. LCS will receive the positive reward 1000 if it executes
the correct class ctrue otherwise receive the negative reward 0. For instance, an instance
on 6-bit multiplexer problem “110001” where the correct class is 1 may be converted
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Figure 8.1: Performance in the 11-bit multiplexer problem with overlapping instances.
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Figure 8.2: Population size in the 11-bit multiplexer problem with overlapping instances.
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as “??0001” with a probability Pm. Then, if the LCS executes the action 1 it receives
the positive reward 1000. In LCS, the missing if it receives the missing instance, the
match set [M] is built from classifiers which matches each attribute of its instance
except for the missing attributes. Thus, for an instance “??0001”, LCS could build
the match set containing classifiers “110001”, “000001” and so on. This section sets
Pm to 0.01, 0.05, 0.10, 0.20 and 0.30. The parameter settings are the same as in the
experiment of overlapping instance.
8.2.3.2 Result
Figures 8.3 and 8.4 show the performances and the population sizes of XCS and
XCSAM-SS-DS on the 11-bit multiplexer problem with the missing attribute. Simi-
lar to the results on the overlapping instances, XCS outperforms XCSAM-SS-DS with
small values of Pm while XCSAM derives the better performances than XCS with large
values of Pm. With N = 1600 and Pm=0.01, 0.05, 0.10 and 0.20, the performances
of XCS are 0.99, 0.98, 0.91 and 0.74 while for XCSAM they are 0.98, 0.86, 0.78, and
0.70 respectively; however, with a large value of Pm (= 0.30) XCSAM derives 0.64
performance but XCS derives 0.53. With N = 800 and 400 the performance of XCS is
better than XCSAM-SS-DS with Pm=0.01, 0.05 and 0.10, otherwise XCSAM-SS-DS
derives the better performance than XCS with Pm = 0.20, 0.30. For the population
size, XCSAM-SS-DS generates the similar size of population for Pm on each maxi-
mum population size N while XCS generates enough classifiers to solve the problem
when XCS can solve it but a small number of classifiers when XCS fails to solve it.
This suggests XCSAM-SS-DS still robustly generates and identifies good classifiers
classifying inputs to their correct class; while XCS wrongly identifies over-generalized
classifiers with increasing Pm or decreasing the maximum population size N .
This is because that, similar to the fact in the case of low overlapping cases, the
missing attributes makes similar effects to the overlapping instances; for instance, the
answer of an instance of 3-bit multiplexer problem 0?0 can be 0 and 1 like the over-
lapping instances. Thus, with the same reason of the previous experiment, XCSAM
wrongly identifies the classifiers having not-best actions as the best action.
In summary, the complete action map (XCS) is useful to derive a better perfor-
mance than XCS when few missing attributes are included in an instance, while the
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best action map (XCSAM-SS-DS) is the proper learning strategy on many attributes
of the instances lack as the missing. Note that, a boundary of number of overlapping
instances that decides the proper learning strategy is depended on the maximum popu-
lation size N .
8.2.4 Class-imbalance
8.2.4.1 Definition
As introduced in Chapter 5, this section uses the class-imbalanced multiplexer problem
(IMP) [53], which generates a binary string of k + 2k bits as an instance. This section
sets the minority class to 0 and the majority class to 1 and ir to = 6, 7, 8 and 9. This
section uses the same parameter settings as in the experiment of overlapping instances
except for β, θGA. For the parameter β, θGA, this section uses the specialized parame-
ters presented in [53]; for ir = 6, β=0.04, θGA=200; for ir = 7, β=0.02, θGA=400; for
ir = 8, β=0.01, θGA=800; for ir = 6, β=0.005, θGA=1600. The maximum iteration is
set to 5,000,000 as in [53].
8.2.4.2 Result
Figures 8.5 and 8.6 show the performances of XCS and XCSAM-SS-DS on the class-
imbalanced 11-bit multiplexer problem. Each performance curve shows the rate of
correct answers for the minority class only (the performance for the majority class
reaches optimally with all ir in both systems). With N=1600, XCS reaches optimality
with ir = 6, 7 and 8; it reaches 0.9 performance with ir = 9 because in XCS over-
generalized classifiers remain in the population. When N is further decreasing to 800
and 400, the performances of XCS gradually decreases with all values of ir; especially
with N = 400, overall XCS performances significantly decrease due to the small max-
imum population size. For XCSAM-SS-DS even when N is decreasing to 800 and
400, its performances stably reach near optimal performance. For the population size,
similar to the previous problem difficulties, XCSAM-SS-DS generates the similar size
of population for ir on each maximum population size N which means XCSAM-SS-
DS robustly generates and identifies good classifiers classifying inputs to their correct
class; while XCS generates a small number of classifiers when XCS fails to solve the
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Figure 8.3: Performance in the 11-bit multiplexer problem with missing attributes.
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Figure 8.4: Population size in the 11-bit multiplexer problem with missing attributes.
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problem, indicating XCS wrongly identifies over-generalized classifiers with increas-
ing ir or decreasing the maximum population size N .
In the class-imbalanced multiplexer problem, both systems have a tendency to over-
generalize classifiers for the majority class. Overgeneralized classifiers have relatively
high fitness because inputs where they are wrong (minority-class inputs) happen with
very low frequency. Since XCS deletes classifiers based on their fitness, XCS mistak-
enly keeps the overgeneralized classifiers as good classifiers. XCSAM stably reaches
optimality with all cases of irWhile in XCSAM overgeneralized classifiers are also
generated, it can detect and delete them in contrast with XCS. This is because XCSAM
deletes classifiers which are not candidates for the best action map when it identifies
overgeneralized classifiers (which have incorrect best actions) using the reward signal.
These results suggest that the best action map can enhance the performance of LCS
in class-imbalanced problems, because the evolution of the best action map works to
detect and quickly delete overgeneralized classifiers. Different from the results on
the overlapping instances and the missing attributes, the best action map can be the
proper learning strategy not depending on the class imbalance level or the maximum
population size.
8.2.5 Gaussian noise
8.2.5.1 Definition
The experiments here adds Gaussian noise to the reward on the 11-bit multiplexer.
Gaussian noise is added with the mean zero and the standard deviation σ to the envi-
ronment reward. Thus, a reward added the Gaussian noise rσ can be written as,
rσ ← r +N(0, σ), (8.1)
where r is the reward value without the Gaussian noise and N(0, σ) is a function
simulates the Gaussian noise with mean zero and standard deviation σ. The systems
will receive the noisy reward rσ. This section sets σ to different values: 100, 200, 300,
400 and 500. The maximum iteration is 500,000.
131
8. GUIDELINE OF LEARNING STRATEGY
 0
 0.2
 0.4
 0.6
 0.8
 1
0 1000 2000 3000 4000 5000
Pe
rfo
rm
an
ce
Iterations (1000s)
XCS ir = 6
ir = 7
ir = 8
ir = 9
a) XCS, N=1600
 0
 0.2
 0.4
 0.6
 0.8
 1
0 1000 2000 3000 4000 5000
Pe
rfo
rm
an
ce
Iterations (1000s)
XCSAM-SS-DS ir = 6
ir = 7
ir = 8
ir = 9
d) XCSAM-SS-DS, N=1600
 0
 0.2
 0.4
 0.6
 0.8
 1
0 1000 2000 3000 4000 5000
Pe
rfo
rm
an
ce
 o
f m
in
or
ity
 c
la
ss
Iterations (1000s)
XCS ir = 6
ir = 7
ir = 8
ir = 9
b) XCS, N=800
 0
 0.2
 0.4
 0.6
 0.8
 1
0 1000 2000 3000 4000 5000
Pe
rfo
rm
an
ce
 o
f m
in
or
ity
 c
la
ss
Iterations (1000s)
XCSAM-SS-DS ir = 6
ir = 7
ir = 8
ir = 9
e) XCSAM-SS-DS, N=800
 0
 0.2
 0.4
 0.6
 0.8
 1
0 1000 2000 3000 4000 5000
Pe
rfo
rm
an
ce
Iterations (1000s)
XCS ir = 6
ir = 7
ir = 8
ir = 9
c) XCS, N=400
 0
 0.2
 0.4
 0.6
 0.8
 1
0 1000 2000 3000 4000 5000
Pe
rfo
rm
an
ce
Iterations (1000s)
XCSAM-SS-DS ir = 6
ir = 7
ir = 8
ir = 9
f) XCSAM-SS-DS, N=400
Figure 8.5: Performance in the 11-bit multiplexer problem with class imbalance.
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Figure 8.6: Population size in the 11-bit multiplexer problem with class imbalance.
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8.2.5.2 Result
Figures 8.7 and 8.8 show the performances of XCS and XCSAM on the 11-bit multi-
plexer problem with Gaussian noise. WithN = 1600, 400 XCS reaches optimality with
σ = 100, 200 and 300. However, it suddenly fails to reach optimal performance with
higher σ = 400, 500. In contrast, XCSAM reaches optimality faster than XCS with
σ = 200 and 300; and stably reaches good performances 0.96 and 0.90 with σ = 400
and 500 respectively, which XCS fails to solve them. When N is further decreasing to
400, we can not see any sign of XCS solve the problems with σ = 300, 400 and 500
while XCSAM still robustly solves the problem even with such higher values of σ. For
the population size, again, XCSAM-SS-DS generates the similar size of population
for σ on each maximum population size N while XCS generates a small number of
classifiers when XCS fails to solve the problem, indicating XCSAM-SS-DS robustly
identifies the good classifiers but XCS fail identifies them.
With Gaussian noise, the fitness of a classifier is much lower because the prediction
error which is used to calculate the fitness becomes large. This means most classifiers
are inaccurate, hence XCS cannot select a correct action using the inaccurate system
predictions (which are calculated from the fitness). In XCSAM most classifiers are
also inaccurate but XCSAM can identify classifiers which are candidates for the best
action map. This is because the reward signal, even with added noise, is still useful
to identify best action rules; a positive reward, which is returned when a best action is
executed, is usually larger than a negative reward, which is returned when a not-best
action is executed. That is, the reward signal still indicates the best action even with
Gaussian noise. Hence, XCSAM can select the best action classifiers, which remain in
the population, by deleting redundant classifiers which are not candidate for the best
action map.
These results suggest that the best action map contributes to stably derive high
performance by deleting redundant classifiers in Gaussian noise where the positive
reward is larger than the negative reward. Similar to the results on the class-imbalance,
the best action map can be the proper learning strategy not depending on the class
imbalance level or the maximum population size.
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Figure 8.7: Performance in the 11-bit multiplexer problem with Gaussian noise.
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Figure 8.8: Population size in the 11-bit multiplexer problem with Gaussian noise.
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8.2.6 Large search space
8.2.6.1 Definition
This section uses the n-m concatenated multiplexer problem (CMP) [38] where the
length of input and the number of available actions can be controlled by the parameter
n and m. In this problem, m binary strings which is the length n is concatenated.
Then, the answer is calculated from m strings where each n bit string is solved as the
normal multiplexer problem. For instance, on 4x3 CMP, the answer of an instance 000
000 010 010 is set to 0011 since the answers of 000, 000, 010 010 can be determined
as 0, 0, 1, 1 respectively as solved in the normal 3-bit multiplexer problem. Thus, the
length of input and the number of available actions can be determined as n × m and
2m respectively.
This section sets m to 2, 3 and 4 while n is fixed to 3 (i.e., 2x3, 3x3, 4x3 CMPs)
where the length of input is 6, 9, 12 respectively and the number of available actions are
4, 8, 16 respectively. This section uses the same parameters settings as in the case of
overlapping instances except for N = 15000, 10000 and 6000. The maximum iteration
is set to 500,000.
8.2.6.2 Result
Figures 8.9 and 8.10 show the performances of XCS and XCSAM-SS-DS on the con-
catenated multiplexer problems. Overall results show that XCS reaches optimally on
2x3, 3x3, CMPs but on 4x3 CMP XCS fails to solve the problem optimally; while
XCSAM-SS-DS stably reaches the optimal performances on all experimental cases.
When N is decreasing, the performances of both LCSs slightly degrease or take more
iterations to reach optimally. For the population size, on 3x3 3x4 CMPs XCS evolves
smaller population size than XCSAM-SS-DS; especially on 3x4 CMP XCSAM-SS-
DS generates a much large population size than XCS which indicates XCSAM-SS-DS
successfully evolves optimal classifiers even on the problem with large search space.
This is because the best action map can cover the necessary actions to solve the
problem with a smaller number of classifiers than the complete action map. This indi-
cates, as expected, the best action map is the adequate learning strategy than XCS when
LCS solve a large-search space problem. Similar to the results on the class-imbalance
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and the Gaussian noise, the best action map can be the proper learning strategy not
depending on the class imbalance level or the maximum population size.
8.2.7 Summary
Table 8.1 summarizes overall experimental results. The two problem difficulties of
overlapping instance and missing attributes have the same tendency determining the
adequate learning strategy. With the low overlapping rate or the low missing rate, the
complete action map (XCS) can be the adequate learning strategy, however, with high
values of them the best action map (XCSAM-SS-DS) can be adequate as shown the ex-
perimental results. Additionally, the boundary of their values which decides which the
adequate learning strategy is is depended on the maximum population sizeN . Both dif-
ficulties commonly make LCS hard to identify the best actions in problems. For other
problem difficulties, class imbalance, Gaussian noise, and Large search space, not de-
pending on their strength or the maximum population size, the best action map can be
the adequate learning strategy. This suggested that the best action map enhance the
LCS performances on problems including class-imbalanced instances, rewards with
noise, high denominational input, and large number of possible actions.
These fact clearly supports the hypothesis the thesis insisted which the adequate
learning strategy can be decided depending on the problem difficulties. Thus, before
developing an application of LCS, the learning strategy should be carefully selected to
derive as good performance as LCS can on a given problem.
8.3 Guideline
The previous section explains which learning strategy should be used to solve which
problem difficulty and found the similar tendencies deciding the adequate learning
strategy between some of problem difficulties. Furthermore, to understand common
properties lying on the different problem difficulties would make a guideline of learn-
ing strategy general. This would explain why some of problem difficulties have the
same tendency decides the adequate learning strategy. Accordingly, to draw the guide-
line of learning strategy this section further investigates each problem difficulty em-
ployed in the previous section. In detail, this section analyzes common properties of
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Figure 8.9: Performance in the concatenated multiplexer problem.
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Figure 8.10: Population size in the concatenated multiplexer problem.
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Table 8.1: Adequate learning strategy for each problem difficulties and their strength
Problem difficulty Adequate learning strategy
Low overlapping rate Complete action map
Overlapping instances∗ l l
High overlapping rate Best action map
* Boundary of learning strategy also depends on the maximum population size
Low missing rate Complete action map
Missing attributes∗ l l
High missing rate Best action map
* Boundary of learning strategy also depends on the maximum population size
High imbalance level ↑
Class imbalance l Best action map
High imbalance level ↓
Small noise σ ↑
Gaussian noise l Best action map
Large noise σ ↓
Small space m ↑
Large search space l Best action map
Large space m ↓
problem difficulties from two view-points of complexity of decision boundary and class
imbalance. Then, considering the analysis and the experimental results in the previous
section together, this section draw a guideline of learning strategy.
8.3.1 Analysis of Problem difficulties
8.3.1.1 Methodology
This section defines two measurements to evaluate the complexities of decision bound-
ary and of the class imbalance. For the complexity of decision boundary, this section
calculates the probability of classification (the posterior probability of each class) for
each instance P (ci|xi) where ci represents a possible class and xi represents an in-
stance of problem. For the complexity of class imbalance, this section calculates the
probability of classification for all instances P (ci).
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To calculate P (ci|xi) and P (ci) this section samples 500,000 instances from the
11-bit multiplexer problem with each problem difficulty except for the class imbalance
and large search space; for the class imbalance 5,000,000 instances, for the large search
space, 500,000 instances but from the concatenated multiplexer problem are sampled
respectively. Each number of samples is corresponding to the maximum iterations in
the experimental settings of the previous section.
8.3.1.2 Analysis
First this section shows the complexities of decision boundary and of the class imbal-
ance on the normal 11-bit multiplexer problem by presenting the two measurements
P (ci|xi) and P (ci) so understanding the standards of decision boundary and of the
class imbalance. Then, it shows them with each problem difficulty.
Without problem difficulty. Figure 8.11 shows the probabilities of classification for
each instance P (ci|xi) (the vertical axis of Figure 8.11-1) and for all instances P (ci)
(the vertical axis of Figure 8.11-2); the horizontal axes show the problem instances xi
with ID. Note there are two classes “0”, “1” on the multiplexer problem. From the
figure, the probability of classification for each instance clearly converges to 1.0 or
0.0. This suggests the correct class of each instance is determinately decided as either
of 0 or 1. Thus, the system should very easily classify each instance to its correct
class with very low complexity of classification boundary. For the complexity of class-
imbalance, both probabilities P (0) and P (1) are balanced. Accordingly, the normal
classification problem does not make LCSs hard to classify the instances in terms both
of the complexity of the decision boundary and the class imbalance.
Overlapping instance.
Figure 8.12 shows the probabilities of classification for each instance P (ci|xi) (the
vertical axis of Figure a-c) and for all instances P (ci) (the vertical axis of Figures d-f)
on the 11-bit multiplexer problem added overlapping instances with Pan = 0.10, 0.20,
0.30 (i.e., the alternative noise). From Figure a-c the probability of classification for
each instance does not converge to 1.0 or 0.0. This means that each instance is not de-
terminately classified to the correct class, thus the complexity of classification bound-
ary increases compared with the normal multiplexer problem. Increasing Pan makes
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Figure 8.11: The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem without any problem difficulty
LCSs more hard to classify the instances and the complexity of classification boundary
further increases. This is because, the problem difficulty overlapping instance simu-
lates instances having the same input but a different class where an instance can have
the correct class with the probability 1-Pan but have the incorrect class with the prob-
ability Pan. For the complexity of class-imbalance, both probabilities P (0) and P (1)
are balanced as well as the normal multiplexer problem since the overlapping instance
does not affect to the class-imbalance. Accordingly the overlapping instance can be
identified as the problem difficulty which makes more complex on the classification
boundary while the class are balanced.
Missing attribute.
Figure 8.13 shows the probabilities of classification for each instance P (ci|xi) (the
vertical axis of Figures a-d) and for all instances P (ci) (the vertical axis of Figures
e-f) on the 11-bit multiplexer problem added missing attribute with Pm = 0.10, 0.20,
0.30. Similar to the overlapping instance, the probability of classification for each
instance P (ci|xi) does not converge to 1.0 or 0.0. When Pm is increasing, each in-
stance can be classified not only to the correct class but also the incorrect class with a
high probability. Thus the complexity of classification boundary increases as well as
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Figure 8.12: The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem with overlapping instances
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the overlapping instances. For the complexity of class-imbalance, both probabilities
P (0) and P (1) are balanced since the missing attribute does not affect to the class-
imbalance. Accordingly, as well as the overlapping instance, the missing attribute can
be identified as the problem difficulty which makes more complex on the classification
boundary while the class are balanced.
Class imbalance.
Figure 8.14 shows the probabilities of classification for each instance P (ci|xi) (the
vertical axis of Figures a-d) and for all instances P (ci) (the vertical axis of Figures e-f)
on the 11-bit multiplexer problem added class imbalance with ir = 7, 8, 9. From Figure
8.14, the probability of classification for each instance does not converge to 1.0 or 0.0
as well as the normal multiplexer problem and each instance can be determinately
classified to its correct class. Thus, the complexity of classification boundary is very
low. However, for the complexity of class-imbalance, as expected, both probabilities
P (0) and P (1) are not balanced. The probability of majority class P (0) is greater than
that of minority class P (1). The difference of P (0) and P (1) is further large with ir
is increasing. Hence, the class imbalance can be identified as the problem difficulty
which makes more complex on the class imbalance while it does not affect on the
complexity of classification boundary.
Gaussian noise.
Figure 8.15 shows the probabilities of classification for each instance P (ci|xi) (the
vertical axis of Figure a-d) and for all instances P (ci) (the vertical axis of Figure e-f)
on the 11-bit multiplexer problem added the Gaussian noise with σ = 100, 200, 300.
From the figures, the probability of classification for each instance converges to 1.0 or
0.0 as well as the normal multiplexer problem and each instance can be determinately
classified to its correct class. Thus, the complexity of classification boundary is very
low. For the complexity of class-imbalance, both probabilities P (0) and P (1) are
balanced. This is because that, the Gaussian noise is added only to the returned reward,
and so it does no affect on both complexities. Accordingly, the Gaussian noise can
be identified as the problem difficulty which does not make LCS hard to classify the
instances to their correct class from the viewpoint of the complexities of classification
boundary and the class imbalance.
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Figure 8.13: The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem with missing attributes
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Figure 8.14: The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem with class imbalance
147
8. GUIDELINE OF LEARNING STRATEGY
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  500  1000  1500  2000
Pr
ob
ab
ilit
y 
of
 C
la
ss
Data instances (Data ID)
Class 0
Class 1
a) P (ci|xi), σ=100
 0.001
 0.01
 0.1
 1
0 1
To
ta
l p
ro
ba
bi
lity
 o
f C
la
ss
 (lo
g s
ca
le)
 
Class
d) P (ci), σ=100
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  500  1000  1500  2000
Pr
ob
ab
ilit
y 
of
 C
la
ss
Data instances (Data ID)
Class 0
Class 1
b) P (ci|xi), σ=200
 0.001
 0.01
 0.1
 1
0 1
To
ta
l p
ro
ba
bi
lity
 o
f C
la
ss
 (lo
g s
ca
le)
 
Class
e) P (ci), σ=200
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  500  1000  1500  2000
Pr
ob
ab
ilit
y 
of
 C
la
ss
Data instances (Data ID)
Class 0
Class 1
c) P (ci|xi), σ=300
 0.001
 0.01
 0.1
 1
0 1
To
ta
l p
ro
ba
bi
lity
 o
f C
la
ss
 (lo
g s
ca
le)
 
Class
f) P (ci), σ=300
Figure 8.15: The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the normal 11-bit multiplexer problem with Gaussian noise
148
8.3 Guideline
Large search space.
Figure 8.16 shows the probabilities of classification for each instance P (ci|xi) (the
vertical axis of Figures a-d) and for all instances P (ci) (the vertical axis of Figures c-f)
on the 2x3, 3x3 and 4x3 Concatenated Multiplexer problems (2x3, 3x3, 4x3 CMPs).
Similar to the Gaussian noise, the probability of classification for each instance con-
verges to 1.0 or 0.0 and both probabilities of classification for all instances P (0) and
P (1) are balanced as well as the normal multiplexer problem. Since the concatenated
multiplexer problem just has a high dimensional input and a large number of action
compared with the normal multiplexer problem, it does no affect on both complex-
ities of classification boundary and of the class-imbalance. Accordingly, similar to
the Gaussian noise, the large search space can be identified as the problem difficulty
which does not make LCS hard to classify the instances to their correct class from the
viewpoint of both complexities.
8.3.2 Guideline Derivation
From the above analysis, the properties of each problem difficulty can be summarized
in terms of the two complexities of the classification boundary and the class-imbalance
as in Table 8.2. As shown in the analyses, for the overlapping instance and the miss-
ing attribute, compared with the normal multiplexer problem, the complexity of clas-
sification boundary can be changed depending on the overlapping rate Pan and the
missing rate Pm respectively; while the complexity of class-imbalance is the same as
in the normal multiplexer problem. For the class-imbalance, the complexity of clas-
sification boundary is the same as in the normal multiplexer problem but that of the
class-imbalance can be changed depending on the class imbalance level. For the Gaus-
sian noise and the large search space both complexities are the same as in the normal
multiplexer problem.
With respect to Table 8.2 and the tendency of adequate learning strategy as shown
in Table 8.1, a possible guideline can be simply drawn as in Table 8.3. In detail, for
the low complexity of classification boundary where each instance can be classified to
its correct class with a high probability, the complete action map can be the adequate
learning strategy; while for the high complexity of it where each instance can be classi-
fied to it with a relatively low probability, the best action map can be adequate. For the
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Figure 8.16: The probabilities of classification for each instance P (ci|xi) and for all
instances P (ci) on the concatenated multiplexer problem (2x3, 3x3, 4x3 CMPs)
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Table 8.2: Properties of problem difficulty in terms of the two complexities of the classi-
fication boundary and the class-imbalance
Problem difficulty Classification boundary Class imbalance
Overlapping instance Changeable Non changeable
Missing attribute Changeable Non changeable
Class imbalance Non changeable Changeable
Gaussian noise Non changeable Non changeable
Large search space Non changeable Non changeable
complexity of class-imbalance, the best action map can be adequate not depending on
the class-imbalance level. This suggested the adequate learning strategy can be simply
decided on the complexity of classification boundary.
Table 8.3: Guideline of learning strategy in terms of the two complexities of the classifi-
cation boundary and the class-imbalance
Complexity Adequate learning strategy
Not exist Best action map
Low Complete action map
Classification boundary l l
High Best action map
Not exist Best action map
Low ↑
Class imbalance l Best action map
High ↓
8.4 Guideline Validation
8.4.1 Back to Real world classification problem
This section verifies the guideline the previous section introduced. To verify it this
section revisits the results on the real world classification problem with UCI repository
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showed in the previous chapter. Specifically, this section quantifies each problem diffi-
culty within the dataset so investigating whether the adequate learning strategy which
is suggested by the guideline derives better classification accuracies against datasets in-
cluding some of problem difficulties. Note in the classification problem the Gaussian
noise to reward is not included. Each problem difficulty can be quantified as follows;
1. Overlapping instance #ovl is measured as the rate of existed overlapping in-
stances in the whole dataset. The rate of existed overlapping instances #ovp
is set to the value of number of existed overlapping instances divided by the
number of all instances in the dataset.
2. Missing instance #ms is measured as the rate of missed attributes of instances.
The rate of missed attributes of instances #ms is set to the average of number
of missing attributes per one instance.
3. Class imbalance #iml is measured as the distribution of number of classes.
The distribution of number of classes #iml can be calculated from a set of prob-
ability of classification for each class.
4. Large search space is measured in terms of two criteria; the length of input
#len which is a number of attributes in instances, and the number of class #cls
defined in the dataset.
Table 8.4 shows quantified values for each problem difficulties on twenty datasets
employed in Section 7 and the classification accuracies of XCS and XCSAM-SS-DS.
Note that the classification accuracies are the same as in the previous experiment on
the real world classification problem in Section 7. On the classification accuracy, the
bold numbers represents the significant difference between XCS and XCSAM-SS-DS.
From the table, we can roughly identify which problem difficulty is included in each
dataset;
1. Overlapping instance
• Cmc, Soybean
2. Missing instance
• Audiology, Heart-c, Heart-h, Hepatitis, Vote, Vote
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3. Class imbalance
• Audiology, A.C. card, Balance S., Bupa, Breast wd, Breast w, Glass, Heart-
c, Heart-h, Hepatitis, Soybean, Vehicle, Vote, Wine, Zoo
4. Large search space
• Audiology, Breast w, Libras, Segment, Soybean, Vowel
On the datasets Hepatitis and Vote, XCS significantly outperforms XCSAM-SS
DS; while on the datasets Audiology, Balance S., Libras, Segment, Soybean and
Vowel, XCSAM-SS-DS significantly outperforms XCS.
When focusing on these datasets where the significant differences have been founded,
we can identify unique problem difficulties for each dataset as follows;
For datasets XCS outperforms XCSAM-SS-DS
• Hepatitis especially includes about 5% missing rate and other problem cannot
be founded or a very low value for the class imbalance.
• vote, similar to Hepatitis, includes about 5% missing rate and other problem
cannot be founded or a low value for the class imbalance.
For datasets XCSAM-SS-DS outperforms XCS
• Audiology, Libras especially have a very large search space due to a very
long length of input and a large number of classes.
• Balance S. is a relatively high class imbalanced dataset where the class imbal-
ance level is about 0.18.
• Segment, Vowel especially have a large search space due to a large number of
classes.
• Soybean especially has a large search space and a high rate of overlapping in-
stances.
In summary, the datasets XCS outperforms XCSAM-SS-DS have the problem dif-
ficulty of missing rate with aobut 5% missing rate, while the datasets XCSAM-SS-DS
outperforms XCS have the problem difficulties of the large search space, the overlap-
ping instance with high overlapping rate and the class imbalance. As the guideline
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suggested, for the missing attributes with low missing rate, the complete action map
(i.e., XCS) would be adequate; for the large search space, the overlapping instance
with high overlapping rate and the class imbalance, the best action map (i.e., XCSAM-
SS-DS) can be the adequate learning strategy. Accordingly, these tendencies supports
that the introduced guideline is almost validated.
Table 8.4: Problem difficulties for UCI repository datasets
Dataset #len #cls #ovl #ms #iml XCS XCSAM-SS-DS
Audiology 69 24 0.00 2.00 0.06 0.46 0.57
A.C. card 14 2 0.00 0.00 0.07 0.84 0.84
Balance S. 4 3 0.00 0.00 0.18 0.83 0.85
Bupa 6 2 0.00 0.00 0.08 0.69 0.67
Breast wd 9 2 0.00 0.00 0.13 0.91 0.89
Breast w 32 2 0.00 0.00 0.16 0.96 0.97
Cmc 9 3 9.50 0.00 0.08 0.53 0.52
Glass 9 6 0.00 0.00 0.13 0.74 0.69
Heart-c 13 5 0.00 0.15 0.18 0.48 0.49
Heart-h 13 5 0.00 20.89 0.24 0.64 0.61
Hepatitis 19 2 0.00 5.67 0.05 0.88 0.83
Iris 4 3 0.00 0.00 0.00 0.96 0.95
Libras 91 15 0.00 0.00 0.00 0.15 0.22
Segment 19 7 0.00 0.00 0.00 0.94 0.95
Soybean 35 19 0.29 9.78 0.04 0.21 0.40
Vehicle 18 4 0.00 0.00 0.01 0.72 0.70
Vowel 13 19 0.00 0.00 0.00 0.62 0.85
Vote 16 2 0.00 5.63 0.11 0.96 0.95
Wine 13 3 0.00 0.00 0.05 0.96 0.96
Zoo 17 7 0.00 0.00 0.12 0.95 0.96
8.4.2 Other LCS models
To further verify the guideline of learning strategy, this section discusses comparison
of other LCS model based on the best action map. The supervised learning classifier
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system (called UCS) is a specific version of XCS for a classification problem, which
employs the supervised learning instead of the reinforcement learning XCS uses and
is based on the best action map. Bernado` conducted some experiments comparing
XCS with UCS. While these experiments do not show the pure effect of difference
in learning strategies since both LCSs also employ the different learning algorithms,
they may be roughly followed to the introduced guideline. Here, this section refers
results of XCS and UCS on real world classification problems which are conducted by
Bernado` in [22], and attempts to explain that these results have tendencies showed in
the guideline.
Table 8.5 shows the classification accuracies of XCS and UCS according to [22]
where a significant difference can be founded. Note the datasets with a symbol ∗
indicate that they are not used in the thesis but in [22]. Bernado` analyzed the problem
difficulties except for the overlapping instance and the class imbalance level, thus, the
degrees of overlapping instances and of the class imbalance level within these datasets
are unknown. However we can still find the tendency of problem difficulties that XCS
or UCS derives the better performance as follows;
For the datasets XCS outperforms UCS,
• Cmc includes overlapping instance with about 9.5% overlapping instance rate.
• Sick includes missing attributes with about 5% missing rate.
However, for the dataset Tao it is still unknown why XCS outperforms UCS in terms
of problem difficulties due to lack of information of the overlapping instance.
For the datasets UCS outperforms XCS,
• Audiology, Thyroid especially have a very large search space due to a very
long length of input and a large number of classes.
• Segment, Vowel especially have a large search space due to a large number of
classes.
• Soybean especially has a large search space and a high rate of overlapping in-
stances.
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However, for the dataset Hepatitis, different from the results of XCS and XCSAM-
SS-DS, unexpectedly UCS does outperform XCS. This is also still unclear but UCS
employs the supervised learning mechanism differed from XCSAM-SS-DS, and the
supervised learning mechanism may make a different effect to LCS to be suitable for
classification problems.
Although it should be considered that the supervised learning in UCS makes differ-
ent effects from XCS and XCSAM-SS-DS, these results roughly support the guideline;
the complete action map (i.e. XCS) can be adequate learning strategy for the small
strengths of overlapping instance and missing attributes; the best action map can be
adequate for the large search space, high rate of overlapping instances.
Table 8.5: Problem difficulties for UCI repository datasets and classification accuracies
of XCS and UCS
Dataset #len #cls #ovl #ms #iml XCS UCS
Audiology 69 24 0.00 2.00 0.06 41.6 57.8
Cmc 9 3 9.50 0.00 0.08 55.5 53.0
Hepatitis 19 2 0.00 5.67 0.05 76.8 83.3
Segment 19 7 0.00 0.00 0.00 94.3 96.2
Sick∗ 29 2 - 5.50 - 97.6 96.1
Soybean 35 19 0.29 9.78 0.04 24.8 51.2
Tao∗ 2 2 - 0.0 - 89.9 88.2
Thyroid∗ 29 18 - 5.20 - 66.8 86.9
Vowel 13 19 0.00 0.00 0.00 69.2 86.1
8.5 Summary
This chapter revealed that the existing learning strategies in LCSs (i.e., the complete
action map and the best action map) cause the instability of LCS performance depen-
dent on types of problem difficulties as the thesis hypothesized. This facts claims that
before developing an application of LCS to a problem that includes noise, the base
LCS model should be carefully selected in terms of the learning strategy, since all
LCSs have a fixed learning strategy. This chapter presented an inclusive guideline that
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suggests an adequate learning strategy for each type of problem difficulties. Accord-
ingly, according to the guideline, the base LCS model should be carefully selected by
considering the effects of noise to a problem domain. The guideline has been high-
lighted in the experiments and would be helpful for future works which attempt to
develop new applications of LCS.
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9Design of LCS application from
Guideline
This chapter shows an example of design of LCS application with the presented guide-
line on Activity of Daily Living (ADL) recognition [63] task as a real world sequence
labeling [64] problem. The ADL recognition (or sequence labeling) is a kind of time-
series classification task where a correct class on the current input can be decided
depending on previous inputs. Thus, the ADL task is a more complex classification
problem than the standard classification which the thesis introduced in the previous
section (i.e., non time-series classification task).
Since real-world datasets of ADL [63] have some problem difficulties, such as
class-imbalance and overlapping instances, before developing an application of LCS to
ADL task, its base LCS model should be carefully selected as this thesis noted. Then,
according to the presented guideline, the best action map can be a suitable learning
strategy for ADL task, thus an XCSAM-based application may outperform an XCS-
based applications. An existing XCS application for sequence labeling called XCS-SL
has been developed but it does not consider the base LCS model in terms of the learn-
ing strategy. Accordingly this chapter extends XCS-SL to XCSAM-SL which is based
on the XCSAM with the additional mechanism of XCS-SL, and test both applications
on the ADL task with the real-world datasets in order to confirm whether the applica-
tion which is built from the presented guideline (i.e., XCSAM-SL) performs well than
XCS-SL.
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9.1 Activity of Daily Living Recognition
9.1.1 Sequence labeling
In normal (non-time-series) classification, the data consists of input/class pairs: 〈x :
y〉, where x is an input vector and y is a class of the data. For example, if we are
predicting hobbies, the data could be in this format: 〈male, twenties : likes-football〉.
Alternatively, if we are predicting engine failure from diagnostic tests the data could
be in this format: 〈0.6, 0.5, 0.3 : defect〉. Typically, each element xi ∈ x of the input is
a different observed event from other elements, such as x1 = male and x2 = twenties.
The class of an input is not dependent on any other input since they are independently
observed events. Hence the dataset has no sequential or time-oriented relationships
between data.
In contrast, while data for time-series classification has input/class pairs, the in-
put is a sequence of values from one event: 〈(t0, x0), (t1, x1), · · · , (tn, xn):y〉 where
t denotes a time stamp. Since time-series data is the sequence of one event, all el-
ements of the input are values of the same observed event at different time stamps
e.g. 〈(t0, breakfast), (t1, exercise), (t2, shower):good-sleep〉 or e.g. 〈(t0, 0.3), (t1, 0.5),
(t2, 0.2):defect〉. Note that there is only one class label y which classifies the whole
sequence.
In the third case, sequence labeling, both an input vector 〈x0, x1, · · · , xn〉 and
a class vector 〈y0, y1, · · · , yn〉 are given [64]. That is each input xn has a class yn
for every time stamp tn: 〈(t0, x0):y0〉, 〈(t1, x1):y1〉, · · · , 〈(tn, xn):yn〉. In sequence
labeling, the data structure is similar to both normal classification, since every input
has a class, and to time-series classification, since the inputs represent a sequence. For
example, the data can be: 〈(t0, bathroom):shower〉, 〈(t1, kitchen):breakfast〉, or e.g.
〈(t1, 0.4, 0.2):buy〉, 〈(t2, 0.6, 0.2):sell〉.
Figure 9.1 gives an example of how sequence information can help classify inputs.
The left half of the figure shows part of an activity recognition dataset which records
where a person was at a certain time and what activity they were doing. In this data
the input “kitchen” is placed at different time stamps “7am”, “1pm” and “6pm” but it
has different classes “breakfast”, “lunch”, or “dinner” respectively. Hence, the input
“kitchen” does not unambiguously identify the current class. To borrow a term from
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reinforcement learning, we could say there are a set of activity classes (“breakfast”,
“lunch”, and “dinner”) which are perceptually aliased and which appear the same (as
“kitchen”) to the learner.
kitchen   
bathroom    
office               
kitchen
office 
kitchen   
bathroom
bedroom  
>
>
>
>
>
>
>
>
: breakfast
: shower
: working     
: lunch
: working
: dinner
: shower
: sleeping 
...
...
7am, 
8am, 
9am, 
1pm, 
2pm, 
6pm, 
7pm, 
11pm, 
...
time 
<
<
<
<
<
<
<
<
input class
(office, kitchen : breakfast)    
t+2 t0
(kitchen, office : lunch)    
t-1t0
(bedroom, kitchen : dinner)    
t+2 t0
Dataset
Figure 9.1: Example of data for sequence labeling.
In non-time-series classification, a learner considers only the current input, hence
it probably fails to classify “kitchen” to the correct class. However, the learner can
successfully classify it when it considers current, previous and future inputs. That is,
it can disambiguate the aliased input by considering inputs at other times. The right
half of figure 9.1 and the arrows in the middle of the figure show combination of inputs
which can identify the current activity (class) correctly. For example, if the person is in
the kitchen at the current time t0 and they were in the office at time t−1 then we predict
they are having lunch at t0.
While many patterns can be accurate, optimal patterns should be composed of min-
imum elements. For instance, the pattern for the class “lunch” may be {(t+1, office),
(t0, kitchen), (t−1, office), (t−2, bathroom)} but this is not the minimal representation;
the minimal one is {(t0, kitchen), (t−1, office)}. A difficulty of sequence labeling is
that the learner does not know where and how many previous and future inputs are
needed to classify the current input. The learner explores many possible patterns to
find optimal patterns, hence it may use many memories to refer back or forward to
data at different time stamps, possibly more memories than is optimal. Hence, on the
sequence labeling, it potentially has a problem difficulty of large search space in the
representation of rules.
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9.1.2 Datasets and Problem difficulties
9.1.2.1 Datasets
Figure 9.2 shows the format of ADL datasets and Tables 9.1 and 9.2 show characteris-
tics of two datasets: OrdonezA and OrdonezB. Note that the ADL datasets are available
in the UCI repository [58] as a classification problem. As shown in Figure 9.2, the for-
mat of each data point is a timestamp/input/class; an input in the form of binary sensor
data consists of 3 elements (sensor, sensor type and room); a class indicates a human
activity (see Tables 9.1 and 9.2). This chapter modified two datasets (OrdonezA and
OrdonezB) to be a sequence labeling task; this chapter removed unlabeled data from
original datasets.
These datasets include some overlapping instances that have the same input but a
different class. For example, the aliasing instances in OrdonezA are:
〈 ta, Toaster, Electronic, Kitchen:Breakfast 〉
〈 tb, Toaster, Electronic, Kitchen:Lunch 〉
〈 tc, Basin, PIR, Bathroom:Toileting 〉
〈 td, Basin, PIR, Bathroom:Grooming 〉
< 2011-11-28 02:27:59  - 10:18:11  
< 2011-11-28 10:21:24  - 10:21:31 
< 2011-11-28 10:21:44  - 10:23:31
< 2011-11-28 10:23:02  - 10:23:36
< 2011-11-28 10:25:44  - 10:32:06 
< 2011-11-28 10:34:23  - 10:34:41
< 2011-12-11 15:29:03  - 15:30:14 
< 2011-12-11 15:41:34  - 15:43:30
, Bed 
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input class
.......
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Figure 9.2: Dataset of ADL
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Table 9.1: OrdonezA. The number of instance is denoted by #ins, the number of overlap-
ping instances is denoted by #ovlp.The imbalance level and the missing rate are denoted
by ir, ms respectively.
#ins 351
#ovlp 242 (68.9%)
ir 0.353
ms 0
input 12 sensors Shower, Basin, Cooktop, Maindoor, Bed, Toaster,
Fridge, Cabinet, Cupboard, Toilet, Seat, Microwave
5 sensor types PIR, Magnetic, Flush, Pressure Electric
5 rooms Bedroom, Bathroom, Living, Entrance Kitchen
class 10 activities Sleeping, Showering, Breakfast, Lunch, Dinner,
Grooming, Leaving, Toileting Spare Time/TV,
Snack
Table 9.2: OrdonezB. The number of instance is denoted by #ins, the number of overlap-
ping instances is denoted by #ovlp.The imbalance level and the missing rate are denoted
by ir, ms respectively
#ins 1360
#ovlp 1162 (85.4%)
ir 0.247
ms 0
input 10 sensors Shower, Basin, Door, Maindoor, Fridge, Toilet,
Seat, Bed, Microwave, Cupboard
5 sensor types PIR, Magnetic, Flush, Pressure and Electric
5 rooms Bedroom, Bathroom, Living, Entrance and Kitchen
class 10 activities Sleeping, Breakfast, Lunch, Dinner, Snack,
Grooming, Leaving, Toileting and Spare Time/TV
Showering
9.1.2.2 Problem difficulties
As noted, in the sequence labeling, a large search space in the representation of clas-
sifiers is potentially included since solutions should have a memory to refer back to
previous instances. Furthermore, in the datasets OrdonezA and OrdonezB many over-
lapping instances exist; in the OrdonezA dataset there are 242 aliased instances out of
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all 351 instances (68.9%), and in the OrdonezB dataset 1162 aliased instances out of all
1360 instances (85.3%) so OrdonezB is a more challenging problem than OrdonezA.
Both datasets also are class-imbalanced datasets (ir=0.353, 0.247 respectively).
Thus, according to the guideline, the best action map (i.e., XCSAM) can be ex-
pected to be a suitable LCS model than XCS.
9.2 Two LCS applications to ADL Recognition
This section proposes additional mechanisms of LCS that are necessary to solve se-
quence labeling. Sequence labeling also has been applied to a wide range of real world
applications, such as the observation of natural phenomena [65], part of speech tagging
[66] and care support for human daily activities [67]. In this section, new application
of LCS dubbed XCS for sequence labeling (called XCS-SL) and its extended version
based on XCSAM (called XCSAM-SL), which provides human-readable knowledge,
is presented. First this section provides a description of XCS-SL and then extends it to
XCSAM-SL.
XCS-SL allows classifier conditions to consist of a set of sub-conditions, each
of which refers to the system’s input on a different recent time stamp. This allows
one classifier to be conditioned on events in the recent past: memory. This requires
relatively minor changes to the XCS algorithm, which, as noted, is very successful and
well-studied. In particular, XCS is very good at finding general rules, and XCS-SL
is motivated with an aim that this would allow it to generalize sub-conditions which
are not needed. For example, if the classification of the current input does not require
any memory, XCS-SL should evolve a classifier with fully general sub-conditions for
earlier time steps, i.e., it should match regardless of the previous inputs. In short,
this chapter use XCS’s known ability to generalization conditions to evolve general
memory conditions.
This approach was independently developed by Pickering at about the same time
[68]. However, there is a major difference between Pickering’s approach and XCS-SL.
Pickering’s is particularly simple because all classifiers in his system have exactly the
same amount of memory, i.e., the same number of sub-conditions; this chapter call
this a fixed-length condition. In contrast, XCS-SL uses a variable-length condition
which can grow and shrink by evolution of classifiers to find a suitable memory size
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for classifying the current input to the correct class. Handling variable-length condi-
tions requires changes to the XCS-SL algorithm detailed in section 9.2.1. Nonetheless,
XCS-SL is very “XCS-like” system, and the considerable body of research on XCS
should be very relevant to it.
Accordingly, XCS-SL should be added additional mechanisms that address the
questions of 1) how XCS-SL should evolve classifiers to efficiently find out the suit-
able memory size for each input and 2) what are the advantages of variable-length
conditions over fixed-length conditions, in which the memory size is a fixed value.
To test the generalization ability of XCS-SL, this chapter introduces two benchmark
problems of sequence labeling for LCSs which are both based on the multiplexer prob-
lem (a widely-used benchmark problem for LCSs [20]) but in the introduced problems
each input’s class depends on previous input(s). First, a layered multiplexer problem
where the current input may depend on only one previous input, that is a learner needs
to explore where the memory for the previous input is needed. Second, a multi-layered
multiplexer problem where the current input may depend on one or more previous
inputs, that is the learner needs to explore where and how many previous inputs are
needed.
9.2.1 Related works
Many previous systems for sequence labeling have been proposed [69], using meth-
ods such as SVMs [70], Maximum Margin Markov Networks (M3N )[71], Conditional
Random Fields (CRFs) [64] [72], and Hidden Markov Models (HMMs) [73]. While
these systems have been successful with powerful classification accuracies in sequence
labeling applications, these models are not designed to learn understandable patterns.
Thus, XCS-LS can be an alternative approach against these existing systems for se-
quence labeling, which provides human-readable solution. The main differences be-
tween XCS-SL and previous sequence labeling approaches such as SVMs [70], Maxi-
mum Margin Markov Networks (M3N )[71], is that XCS-SL aims at generalizing solu-
tions. Most previous approaches for sequence labeling can be classified to a probabilis-
tic approach. As an advantage of LCS, a classifier is an independent solution which
can be reusable to apply it to similar problem domains while a probabilistic model
would be rebuilt even in similar problem domains. Since XCS-SL evolves classifiers
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with GA, generalized solutions can be changeable depending on its randomness. Cor-
respondingly the stability of performance of XCS-SL may be less than those previous
approaches where the probability of model can be calculated to a deterministic value.
In sequence labeling, to classify the input to the correct class, a learner may need
to refer back to inputs at previous time stamps to disambiguate the current input. Ac-
cordingly, to extend XCS for sequence labeling, a classifier’s condition needs some
memories to refer back to previous inputs. However, in general, a learner does not
know where and how many previous inputs are needed to classify the current input, in
addition, each input may need a different number of previous inputs.
Memory has been added to LCSs in many ways; some of the more recent works
(since the zeroth level classifier system (ZCS) [21] was introduced in 1994) include
e.g, [49, 74, 75, 76, 77, 78, 79, 80, 81], but they were all used to solve sequential
decision tasks (POMDPs or Semi-MDPs) unlike the classification task in this chapter.
Lanzi and Wilson added a fixed-memory called a bit-register memory to the basic
XCS [77], which allowed classifiers to set and read bits in a special memory register.
The difficulty with this approach, however, is that the system must evolve the solutions
to two joint problems in parallel: evolving classifiers which set the bits in a way which
usefully disambiguates perceptual states, and evolving classifiers which use those bits
to do so. In other words, this approach evolves rules which communicate through a bit
register. This is a form of signaling and not just memory. Since XCS-SL need only
memory to solve sequence labeling, this approach is more complex than a need for
sequence labeling.
While many other approaches to memory in LCSs have used fixed-length mem-
ory, some have used a kind of variable-length memory. For instance, DACS [75] and
CCS [78] both build chains of classifiers which match on successive time steps. Since
the chains can be of different lengths, they provide a form of variable-length mem-
ory. As a similar approach to CCS, the Anticipatory Classifier Systems (i.e., ACS[82]
and ACS2[83]) are inspired from an anticipation process that estimates the expected
next input when a classifier is used. The condition of ACS classifier is not forming
as variable-length condition since each classifier has one additional memory that rep-
resents an expected condition for the next state, but a series of used classifier may
implicitly represent a chain of classifier. These approaches evolve and generalize in-
dependent classifiers and explore how to link them.
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These approaches can be applicable to sequence labeling since their classifiers rep-
resents a sequence of input. In the approach this chapter presents, however, all the
relevant memories are within a single classifier, which sidesteps the issues of how
to link the originally independent classifiers into a chain, and how to maintain the
mutually-dependent parts of the chain. For example, deleting the middle classifier in
a chain disrupts the whole chain. Hence, the approach proposed in this chapter seems
simpler, and requires fewer changes from the basic XCS system, which is widely-
used and well-understood. It can be supposed this enables XCS-SL to evolve more
general classifiers than those alternative approaches as we are motivated in learning
human-readable solutions; the XCS-SL can generalize a set of classifiers that repre-
sent a sequence in order to generalize unique sequence patters; while CCS and ACS
generalizes the independent classifiers that represent a partial sequence and link them.
This may lead to a limitation of the approach that the variable-condition represents
many combinations of condition since a single classifier has its own memories, and so
it may generate more classifiers than those alternative approaches.
Classifiers require memory to refer back to the previous data to find patterns in
sequence labeling tasks. Specifically, the additional memories can be added to the “IF”
part (i.e., condition C). The additional memories can be represented by any codings
such as a messy coding [47] and a symbolic coding [84], and so the whole condition
with memories can be a set of conditions which all represent a sequence of sensed
inputs. It is arguable which coding is adequate to evolve understandable solutions in
terms of generalization in sequence labeling; for instance, as Lanzi claimed that the
binary coding can be a less compact coding than the messy coding in the multi-step
problem [47], the messy coding may product more compact solutions in sequence
labeling. As an initial step, this paper uses a simple coding where the conditions are
coded by sensed environmental attributes (e.g., “kitchen”, “entrance”, or “0”, “1”) and
the don’t care symbol, as shown in the examples of classifiers in Section 2.
One possible way to represent the condition structure is, like many previous works
e.g., [77, 80, 85], with a fixed-length condition where all classifiers have the same fixed
memory size. In particular, Pickering [85] recently made a small change to the XCS
algorithm that gave each classifier a set of sub-conditions which refer to the inputs
on proceeding time steps. Pickering showed XCS was able to solve POMDP (i.e.,
Partially Observable Markov Decision Process) mazes by exploiting this memory for
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perceptual inputs. Since LCSs need additional memories to learn optimal solutions
in the POMDP mazes, they are a more challenging problem in the multi-step prob-
lem than simple MDP (i.e., Markov Decision Process) mazes which do not need any
memory. This section takes the same approach here for XCS-SL, but it will extend it
to make the conditions variable-length, which requires various other modifications to
XCS (as detailed in sections 9.2.2 and 9.2.3), and thi section will apply it to sequence
learning rather than POMDPs. In detail, in the approach used both by Pickering and
in this work, each memory is a sub-condition C−n for the corresponding previous time
t−n relative to the current time t0. Accordingly, classifiers can be represented as {C0,
C−1, · · · , C−M :A}, where A is a class (“THEN” part) and M is the memory size. For
example, some classifiers cl with M=3:
cl11 = {kitchen, office, bathroom, kitchen:lunch}
cl12 = {kitchen, office, # , # :lunch}
While the classifier cl11 is not the minimum representation for the class “lunch” (see
Figure 9.1), by employing the don’t care symbol # which matches any input, we can
represent the more general and optimal classifier cl12. The limitation of a fixed-length
condition is that it requires setting, in advance, a fixed value M , although the LCS
does not know how many memories are needed to find disambiguating patterns. If
we underestimate the memory required then classification accuracy will suffer. If we
overestimate it then the LCS needs a huge population size to explore many possible
patterns, which needs a long run-time and a lot of training.
Whereas Pickering [85] used a fixed length conditions, our first innovation is to
change to variable-length conditions so the memory size can be changed adaptively
to fit the amount of memory that is needed for each input. Our approach still requires
setting a memory size limit parameter (called M ), but the memory size of individual
classifiers can be less than the maximum. For example new classifiers can be:
cl31 = {kitchen, office, bathroom, kitchen:lunch}
cl32 = {kitchen, office:lunch}
Variable-length conditions can be the same as fixed-length conditions (classifier cl31)
but also more compact (classifier cl32). Accordingly, the classifier is required to explore
the suitable memory size for each input. Classifiers with fewer conditions are more
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general and XCS-SL wants to find compact conditions that have as few memories as
possible.
This paper proposes an extension of the XCS classifier system [20] for sequence
labeling (XCS-SL), which employs classifiers that have variable-length conditions. In
XCS-SL, classifiers can grow and shrink by evolution to explore a suitable memory
size for data that are matched to its classifier condition. Hence, the evolution mecha-
nism of XCS-SL is important in learning optimal memory patterns. XCS-SL almost
works the same as standard XCS [46] but some mechanisms in the performance and
the discovery components are modified. The remainder of this section describes clas-
sifiers and the extended components. This section also explains subsumption [48] and
the shrinker mechanism this section introduces, which can help to find compact con-
ditions.
9.2.2 XCS-SL Classifiers
Like standard XCS classifiers, classifiers in XCS-SL consist of a conditionC, an action
A, and five main variables. Additionally, in XCS-SL, classifiers have a new variable
which is the memory size m to determine the condition length; the condition C is
composed of sub-conditions C0, C−1, · · · , C−m. Each sub-condition C−n corresponds
to the input at the time stamp t−n. The memory size is determined and fixed when the
classifier is generated but the maximum memory size for all classifiers M is set to a
fixed value.
9.2.3 XCS-SL Mechanisms
This section details how the mechanisms of XCS-SL are different from those of XCS.
9.2.3.1 Performance component
As shown in Figure 9.3, at the current time t0, XCS-SL stacks the input to the input
list. When the number of inputs in the list is larger than the maximum memory sizeM ,
XCS-SL deletes the input at the oldest time stamp t−M . Next, XCS-SL builds a match
set [M ] containing the classifiers in the population [P ] whose sub-conditions C−n
each match the stacked input at the corresponding time t−n. If [M ] does not contain
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Figure 9.3: Overview of XCS-SL
all the possible actions covering takes place and generates classifiers; their memory
size m is set uniform randomly but the maximum value is the number of inputs in
the input list. Each sub-condition C−n is copied from the corresponding input at the
time stamp t−n but each element of the sub-condition is replaced by the don’t care
symbol # with a probability P#. From here, XCS-SL works the same as XCS in
the performance component. Specifically, for each possible action in [M ], XCS-SL
computes the system prediction, which estimates the payoff that XCS-SL expects if
action a is performed on the current input (see [46] for more detail). Then, XCS-SL
selects an action to perform; the classifiers in [M ] which advocate the selected action
form the current action set [A]. Finally, the selected action is performed, and a scalar
reward is returned to XCS-SL together with an input at the next time stamp at t+1.
After the performance component, the reinforcement component using Reinforcement
Learning is performed the same way as in XCS to update the classifier parameters.
9.2.3.2 Discovery component
After the reinforcement component is performed, XCS-SL evolves classifiers using
a Genetic Algorithm (GA) [19]. In sequence labeling, each input can have its own
suitable memory size (i.e., each input may need a different number of previous inputs).
Hence, XCS-SL is required to evolve classifiers which have suitable memory size.
Accordingly, XCS-SL builds subsets [A(t−n)] of the action set which each consist of
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classifiers in [A] whose memory sizem is equal to n. Then XCS-SL selects one subset
from among the subsets [A(t0)] · · · [A(t−M )] to perform the GA on. After selection,
the GA is applied to classifiers in the selected subset. Two parents are selected by the
proportionate selection [46] as used in XCS in this paper. Two offspring are generated
as copies of two selected parents and the crossover and mutation operators are applied
to the offspring with probability χ and µ respectively. In crossover, each sub-condition
is recombined with the corresponding sub-condition of the other offspring. Mutation
changes elements in each sub-condition. After that, it also changes the memory size
m of a classifier to a random value with probability µ. If the memory size is reduced,
the extra sub-conditions C−n (n > m) are removed. If the memory size grows, new
sub-conditions C−n (n > m) are added which are copies of the corresponding input at
time stamp t−n in the input list.
The subset-selection method is important in finding suitable memory sizes. This
section has compared two selection methods: random selection and fitness-based se-
lection. In fitness-based selection, the selection probability of subset [A(t−n)] is the
average of the fitness of the classifiers in it. This section hypothesizes that subsets with
necessary memory will have higher average fitness than subsets with more memory
than they need, which should make fitness-based selection successful. It also hypothe-
sizes this because if a subset has a classifier that is accurate but has more memory than
it needs, this classifier should be subsumed by an accurate classifier with less mem-
ory (see Section 4.2.3). Hence, the only classifiers with more memory than they need
will tend to be inaccurate and have low fitness. This chapter compares fitness-based
selection and random selection in Section 5. If fitness-based selection is superior that
suggests our hypothesis is correct.
9.2.3.3 Subsumption
Subsumption is a generalization operator that helps to decrease the population size by
subsuming a classifier to a more general classifier. Subsumption comes in two forms:
Action set subsumption and GA subsumption [48] [46]. In XCS-SL, subsumption ap-
plies to classifiers which have different condition lengths from each other. To compare
the generality of these classifiers, it can be assumed the shorter classifier has extra vir-
tual maximally general sub-conditions (that have only #) to fit the condition length of
171
9. DESIGN OF LCS APPLICATION FROM GUIDELINE
the longer classifier. For instance, as shown in Figure 9.4, to compare the generalities
of the classifiers cla and clb, it can be considered that cla has one maximally general
sub-condition “####” added. Accordingly, the sub-conditions C0 and C−1 of cla are
more general than the corresponding sub-condition of clb, hence, cla is more general
than clb. In the other case, clc is not more general than cld because the sub-condition
C0 of clc is not more general than the C0 of cld. Specifically, for instance, cld can
be matched to an input “0000 t0, 0110 t−1, 1110 t−2” but clc cannot be matched to
this input. Since the more generalized classifier should be matched to all inputs that a
subsumed classifier matches, clc is not more general than cld.
cla 
clb  = { 1#10, 1##0: 1, m=1}  
= { ##10: 1, m=0}  
cld  = { ###0, #110, 111#: 1, m=2}  
{ ##10, ####: 1, m=1}  
 { 1#10, 1##0: 1, m=1}  
clc = { 1#10: 1, m=0}  
{ ###0, #110, 111# : 1, m=2}  
{ 1#10, ####, ####: 1, m=2}  
C0
C-0 C-1 C-2 C0 C-1 C-2
C0 C-1 C-2C0
C0 C-1
C0 C-1
C0 C-1
Figure 9.4: Example of subsumption
9.2.3.4 Shrinker
The shrinker is a compaction operator that helps to find compact conditions; it de-
creases the memory size of classifiers whose sub-conditions are maximally general.
Specifically, if the sub-condition C−m for the oldest time stamp is coded by only #,
then its sub-condition is removed and the memory size m is decreased by 1. This pro-
cess is repeated recursively. Note that the shrinker is not applied to classifiers whose
memory size is 0 (i.e., the condition is composed only one sub-condition C0). For
instance, as shown in Figure 9.5, the sub-condition C−3 of classifier cle is removed,
since C−3 is the maximally general condition “####”, and the memory size of cle is
reduced to 2. Iterating, the sub-condition C−2 is then removed. In the other case, the
sub-condition C−2 of classifier clf is not the maximally general condition, hence C−2
is not removed. The shrinker is applied to classifiers generating by covering and the
Genetic Algorithm.
172
9.3 Experiment in ADL recognition: XCS-SL vs. XCSAM-SL
cle 
clf  = { ##1#, ####, 100#: 1,m=2}  
= { ##10, #10#, ####, ####: 1, m=3}  
No change
{ ##10, #10#: 1,m=1}  
C0 C-1 C-2 C-3
C0 C-1 C-2
C0 C-1
Figure 9.5: Example of shrinker
9.2.4 From XCS-SL to XCSAM-SL
XCSAM-SL basically works as XCS-SL but the modified mechanism of XCSAM is
added to XCS-SL. Specifically, as described in Chapter 6, three mechanisms of XC-
SAM (i.e, 1) identifying of best actions, 2) identifying classifiers having best actions
and 3) focusing evolution on best actions) are added to XCS-SL. In addition, the mod-
ified selection and deletion strategies in Chapter 7 are also added. In the other words,
the additional mechanisms of XCS-LS (described in the previous section) are simply
added to XCSAM.
9.3 Experiment in ADL recognition: XCS-SL vs. XCSAM-
SL
9.3.1 Experimental design
Since the ADL task deals with the sequence datasets here, it is not possible to randomly
assign test data like the cross-validation. Thus, the first 70% of the data is set to training
data and the last 30% of the data to test data. Each experiment consists of a training
phase and evaluation phase. The training phase is composed of learning problems and
test problems the same as previous tests as usual, and the system uses the training data.
The evaluation phase happens after the training phase. During the evaluation phase,
the system must solve the test data and, as in the test problems, does not apply the
reinforcement and discovery components. The performance on training data which is
the classification accuracy during the training phase is reported as the moving average
over the last 5000 evaluation problems. This chapter also calculates the classification
accuracy during the test phase. All the plots are averages over 30 experiments.
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9.3.2 Results
OrdonezA. This section uses the standard parameter settings [46]: N = 3000, 0 = 1,
µ = 0.04, P# = 0.33, χ = 0.8, β = 0.2, α = 0.1, δ = 0.1, ν = 5, θGA = 25, θdel = 20, θsub
= 20, action set subsumption and GA subsumption are turned on, and the maximum
memory size M = 8.
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Figure 9.6: Performance on training data in OrdonezA
Figure 9.6 shows the performances on training data of XCS, XCSAM, XCS-SL
and XCSAM-SL. Note XCS and XCSAM can be applied to the ADL task as the nor-
mal classification task. As can be expected, XCS and XCSAM cannot reach the good
performance because of the overlapping data. XCSAM-SL derives the best perfor-
mance compared with other systems. Table 9.3 shows the classification accuracies on
OrdonezA and p values of XCS, XCSAM, XCS-SL and XCSAM-SL. The classifica-
tion accuracy of XCS-SL is better than XCS (p < 0.05), but no significant difference
between XCSAM and XCS-SL could not be found. This indicate, since XCS-SL em-
ploys the unsuitable LCS model (i.e., XCS) to the ADL task, XCS-SL can not perform
well although the additional mechanism for sequence labeling is added to XCS. In con-
trast, the classification accuracy of XCSAM-SL is better than other LCSs (p < 0.05).
This suggests that the suitable LCS model (i.e., XCSAM) encourages the potential
performance of its application (i.e., XCSAM).
OrdonezB. The parameter settings are the same as in OrdonezB. The max iteration
is 20,000
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Table 9.3: Classification accuracies and p values of XCS, XCSAM, XCS-SL and
XCSAM-SL on OrdonezA
a) classification accuracy
XCS 0.66
XCSAM 0.78
XCS-SL 0.78
XCSAM-SL 0.82
b) p values (bold text indicates p<0.05)
XCSAM XCS-SL XCSAM-SL
XCS 1.61E-04 8.96E-04 3.58E-06
XCSAM - 6.97E-01 2.52E-02
XCSAM-SL - - 5.24E-03
Figure 9.6 shows the performances on training data of XCS, XCSAM, XCS-SL and
XCSAM-SL. Note XCS and XCSAM can be applied to the ADL task as the normal
classification task.
Similar to the results on OrdonezA, XCSAM-SL derives the best performance com-
pared with the other LCSs. XCSAM derives the good performance as well as XCS-SL.
Table 9.4 shows the classification accuracies on OrdonezB and p values of XCS, XC-
SAM, XCS-SL and XCSAM-SL. XCS-SL significantly outperforms XCS (p < 0.05),
however, XCSAM derives the better classification accuracy than XCS (p < 0.05); al-
though XCSAM is not designed for sequence labeling (i.e., the additional mechanism
is not added to XCSAM), XCSAM significantly outperforms XCS. This insists that,
again the proper LCS model for a problem should be carefully selected before develop-
ing an application of LCS. In fact, XCSAM-SL derives the best classification accuracy
than other LCSs (p < 0.05).
 0
 0.2
 0.4
 0.6
 0.8
 1
0 50 100 150 200
Cl
as
sif
ica
tio
n 
ac
cu
ra
cy
 (tr
an
ing
 da
tas
et)
Iterations (1000s)
XCS
XCAM
XCS-SL
XCSAM-SL
Figure 9.7: Performance on training data in OrdonezB
175
9. DESIGN OF LCS APPLICATION FROM GUIDELINE
Table 9.4: Classification accuracies and p values of XCS, XCSAM, XCS-SL and
XCSAM-SL on OrdonezB
a) classification accuracy
XCS 0.461
XCSAM 0.537
XCS-SL 0.493
XCSAM-SL 0.575
b) p values (bold text indicates p<0.05)
XCSAM XCS-SL XCSAM-SL
XCS 2.321E-05 1.478E-02 3.430E-09
XCSAM - 2.33E-03 1.863E-02
XCSAM-SL - - 5.113E-03
9.4 Summary
This chapter presents an example of design of LCS application on the activity of daily
living recognition task. Since the ADL task includes the problem difficulties of large
search space, overlapping data and class-imbalance, according to the presented guide-
line, the best action map can be identified as the adequate learning strategy of LCS
model (or LCS application). Accordingly, this chapter introduces the XCSAM-SL
classifier system which employs the proper LCS model (i.e., XCSAM) suggested by
the presented guideline. Experimental results on real-world datasets on ADL task re-
veal that
1. XCSAM, which is a proper LCS model on ADL task but any extension is not
added to, performs XCS-SL which is customized for solving the ADL task. This
indicates that an application based on an inadequate LCS model does not per-
form well although some specific heuristic or mechanisms are added to its appli-
cations.
2. XCSAM-SL which is an application based on the a proper LCS model (i.e., XC-
SAM) performs better performance than XCS-SL. This suggests that the proper
LCS can encourage the potential performance of LCS applications.
These facts reveal that, as this thesis claimed, before developing an application
of LCS to a problem including some problem difficulties, its LCS model should be
carefully selected to encourage the potential performance of its LCS application. As
XCSAM-SL clearly outperforms XCS-SL, the presented guideline would help not only
to select an adequate LCS model of application but also to design additional mecha-
nism or heuristics based on an adequate learning strategy suggested by the guideline.
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10.1 Conclusion
The thesis claimed that the LCS should be designed based on the learning strategy in
order to build suitable LCS models addressing different types of problem difficulties,
since the potential performance of LCS may depend on the type of learning strategy.
Thus, before developing applications of LCS, their LCS model should be carefully
selected to address their target problems with different problem difficulties, such as
class-imbalance or noise.
The thesis first summarized the current design methodology is based on one princi-
ple: the rule-evaluation strategy (i.e., the definition of fitness), and showed the current
LCS can be classified to two types of LCS models: the accuracy-based LCS and the
strength-based LCS. Next it presents a new design methodology of LCS on the basis
of two principles (i.e., the rule-evaluation strategy and the learning strategy) expanded
the types of LCS models from the standpoint of the two principles.
In Chapter 5, the thesis shows a theory of accurate generalization for XCS. The
proposed theory mathematically suggests the best parameter settings which guarantees
the accurate generalization. XCS with the suggested parameter settings by the theory
successfully improves on the performance with fewer iterations in a benchmark classi-
fication problem where XCS with the standard parameter settings fails to solve. How-
ever, experimental results also show that, even with the theory, XCS fails to solve the
problems including a problem difficulties (class-imbalance or Gaussian noise). This
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suggests a limitation of current LCS design methodology that the accuracy generaliza-
tion does not always improve on the robustness of LCS performances. This supports a
need of the proposed LCS design methodology based on the learning strategy.
Next, the thesis proposes a new LCS model that performs with the best action
map, dubbed the XCSAM classifier system. The first version of XCSAM presented
in Chapter 6, is an extension of XCS with a necessary mechanism that enables XC-
SAM to perform with the best action map but basically work as XCS. This leads to
a fair comparison of the different learning strategies. The first experiments on classi-
fication and reinforcement learning problem confirmed that XCS successfully evolve
the best action map in the framework of XCS and showed, as the thesis hypothesized,
the difference of learning strategies (i.e, the complete action map of XCS and the best
action map of XCSAM) strongly affects the potential performance of LCS. But they
also showed an adequate mechanism depending on the types of learning strategy is
required. In fact, XCSAM fails to evolve a more compact solution than XCS since
it employs the rule-discovery component of XCS which is designed for the complete
action map.
Accordingly, by the second experiments in Chapter 7, the second version of XC-
SAM with the modified mechanisms for the best action map (i.e., the selection and
deletion policies in the rule-discovery component), has been confirmed that those
mechanism effectively help XCSAM to evolve classifiers focusing on the best action
map, and as a result, XCSAM performance improves. This supported the new de-
sign methodology; as claimed in the new design methodology, the mechanism of LCS
should be designed based on the rule-evaluation strategy (as usual) but also on the
learning strategy.
Chapter 8 conducted the third experiments on the benchmark problems with the
different types of problem difficulties in order to confirm that an adequate learning
strategy can be decided depending on the types of the problem difficulties, and the,
suggested that an inclusive guideline that explain which learning strategy should be
used to address which types of problem difficulties.
The guideline suggests that, for the problem which has a large state action space
or noise where a learner can identify the highest-return actions with reward signals
even with added noise, the best action map is the proper learning strategy. In contrast,
for the problem which a learner may wrongly identify them, the complete action map
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should is the proper learning strategy. This fact support the hypothesis of the thesis;
the learning strategy should be carefully selected by considering the effects of noise to
a problem domain before developing applications of LCS.
Finally, Chapter 9 shows an example of building an application based on the guide-
line (i.e, the selection of learning strategy) for sequence labeling as a kind of time-
series classification problem. The thesis proposed XCS for sequence labeling as a ba-
sic framework that enables LCSs to solve sequence labeling. The experimental results
showed the XCS-SL successfully evolves human-readable solutions.
10.2 Future work
10.2.1 Revisit of modeling adaptive process of human beings
Holland’s idea of LCSs originally is inspired from modeling an adaptive process of
human-being that adapts the environment we live through evolution and learning.
Since then, in computational intelligence, his idea attracts great interest with a chal-
lenge how we can effectively model the adaptive process of evolution and learning to
achieve what.
The modern of LCSs are now specialized from Holland’s idea, which evolve and
learn classifiers as knowledge to solve machine learning problem domains especially
reinforcement learning and supervised learning problems. The role of evolution is to
generate potentially good classifiers, and that of learning is to evaluate generated clas-
sifiers in order to identify them as good or bad. That is, the modeling of evolution and
learning on LCSs are just focused on finding good combinations of classifiers’ con-
dition but not anymore. Such specializing the roles of learning and evolution enables
LCS to be suitable for practical use on well-defined problems where we can guess or
know what good knowledge is thus which representation of knowledge, environmental
input (i.e., real value, numerical value, symbolic value, etc) and output can be solvable
to the problems.
This specialization may require some predefined options composing LCS or other
evolutionary machine learning systems. On LCSs, in advance we need to decide the
fitness to define what good classifier is and the learning strategy determining how the
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systems cover the state-action space, moreover, classifier representation, input rep-
resentation, and so on. As the thesis has shown in terms of learning strategy, such
options would have to be carefully selected before designing systems in order to build
proper systems. In other words, these options would make a dependency of system
performance on problem domains against problem difficulties.
Let us think back on the adaptive process of human-beings, we decide selectable
options and then find a way to solve problem effectively. We identify good options with
our own experience or inherited one since olden days. Specifically, we temporarily
decide and use the options and then evaluate whether they are good, where we call this
as learning. Also we inherit knowledge forerunners founded indicating good options.
For the later case, the inherited knowledge can be called a meme which is an imaginary
gene representing cultural information [86]. The meme can simulate that such cultural
information can be evolvable. That is, we could have used knowledge acquired from
the aspects of learning and evolution in order to select proper options in solving a
problem.
This could raise a new role of evolution and learning on LCSs. Different from the
existing concept of evolution and learning on LCSs, LCSs can be modified as a model
that attempts to optimize systematical options by itself to be proper. That is, through
an interaction with a problem, LCSs can dynamically detect which type of fitness,
representation of classifier condition and action are suitable for solving problem or
representing more human-readable solutions. This may be a possible approach to a
long-standing challenge of LCSs; how we can improve on the performance of LCS
while keeping the readability of the solutions. Such the possible direction leads LCSs
to be a more flexible and intelligential knowledge discovery system.
10.2.2 Mathematical analysis on Learning Classifier Systems
Compared with existing and reliable machine learning techniques such as C4.5, there
lacks a mathematical analysis in terms of the readability of the solution LCS provides
and of the performance analysis. Such mathematical analysis is strongly required to
enhance LCSs to be a reliable and human-readable knowledge discovery system.
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Quantification of the readability of solutions.
The solution of LCS seems to visually be human-readable with a generalization
technique but there is no measurement on the machine learning that quantifies how
much the solution are readable. This causes a lack of scientific explanation that claims
LCSs are the human readable knowledge discovery systems compared with other ma-
chine learning techniques with different learning models. This requires a need of the
measurement of human-readability or complexity of provided solutions.
Estimation of LCS performance: can LCS belong to the PAC learning?
On an aspect of machine learning, especially for the classification problem, there is
a mathematical analysis methodology called probably approximately correct learning
(PAC learning) [87] which estimates the system performance (or classification accu-
racy) when given a dataset and a generalization function indicating an estimated clas-
sification boundary. While some machine learning techniques such as C4.5 belong to
the PAC learning, it still remains unclear whether LCSs belong to it. On LCS, the so-
lutions could not be deterministic, i.e., the solution provided LCS could be changeable
even with employing the same parameter settings for the same dataset. This is because
the rule-discovery component (powered by GA) generates classifiers with randomness.
Specifically, the selection for parent classifiers, mutation and crossover operators are
based on randomness, which are not guaranteed they eventually generate the same clas-
sifiers. Correspondingly, the solutions of LCSs indicating the generalization function
are also changeable depending on randomness, and thus LCSs may not belong to PAC
learning. This may claim a problem of LCS that the performance of LCS is unstable
and not reliable compared with other machine learning methods.
Accordingly, this problem may be avoided when we have a mathematical explana-
tion of the rule-discovery component which shows a probability of eventually gener-
ating each solution. With a consideration of such uncertainty, we could approximately
estimate the LCS performance when given a dataset, like the PAC learning.
An interesting thing is, as shown by the thesis, the learning strategy heavily affects
the performance of LCS. If LCSs belong to the PAC learning i.e., we can approximately
decide the good generalization function which LCS potentially acquires thus the poten-
tial performance, the fact of the learning strategy affecting the performance can claim
LCSs still have a poor ability in finding the good generalization function. Then, we
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can say that LCS employing the adequate learning strategy helps to enhance the ability
to find such good functions. Otherwise, i.e., when LCSs do not belong to the PAC
learning, – this seems to be a more interesting case –, the above fact could generally
say that, on machine learning at least the evolutionary machine learning techniques,
the learning strategy is the common option that determines the system performance,
as well as the model format. That is, especially for the evolutionary machine learn-
ing techniques, they could have to be designed in terms of the learning strategy. This
would bring a general design methodology of systems to the field of evolutionary ma-
chine learning including LCS; when we want to develop a system combining machine
learning with evolutionary computation, the system should be carefully designed in
terms of not only the model format and the fitness but also the learning strategy.
10.2.3 A new learning strategy
The thesis also revealed the limitation of the existing learning strategies; the adequate
learning strategies depends on the types of problem difficulties. In the other words,
both learning strategy causes the instability of LCS performance depending on the
problem difficulties. As there are only two types of learning strategies so far, a learning
strategy, that improves on the LCS performance on all types of problem difficulties has
not been proposed.
Accordingly, a next further issues is, how the learning strategy should be designed
in order to improve the stability of LCS performance on as many types of noise as
possible. One possible answer to tackle this issue is to develop a new learning strategy
that combines the complete action map and the best action map. That is, the new
learning strategy can be designed as it covers all state-action pairs (like the complete
action map) but assigns more classifiers to the highest-return action at each state than
other actions (like the best action map).
10.2.4 Self detection of problem difficulties in problems
The guideline the thesis introduced requires we know what problem difficulties exist
within a problem so selecting the adequate learning strategy. However this could be
a limitation since we do not normally understand the problem difficulties in advance,
especially on on-line classification and robot navigations. Accordingly, there would
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be a need for self detection techniques for problem difficulties. With such techniques,
An LCS can adaptively change its learning strategy to be adequate depending on the
problem difficulties detected.
10.2.5 Application of the theory
The presented theory leads to a possible further applications based on our theory. The
thesis has shown the XCS performance improves with adequate settings of β and 0
that our theory suggests, if true classification accuracies (i.e., PC∗ and PC ′) are given.
Since XCS has a tendency to evolve maximum accurate classifiers with PC =1 (and
we normally want to find those classifiers), we can think PC∗ can be set to 1. For PC ′,
there are two possible ways; 1) the self-adaptation of PC ′; and 2) we define the PC ′ as
a target value which we want to identify classifiers with this PC ′ as inaccurate.
For the case 1), we can think PC ′ can be estimated as
cl.PC =
correct
cl.exp
, PC
′ = max
cl∈[P ],
cl.PC<1
cl.PC , (10.1)
where correct is the number of correct rewards that a classifier received. Note, Equa-
tion 10.1 is used in the fitness calculation in the UCS classifier system [22]. From
these equations XCS would be able to estimate PC ′ during training. Accordingly, with
our theory, β and 0 can be adapted automatically. For the case 2), PC ′ can be set to
large an enough value to certainly handle accurate generalization, for instance 0.999.
Although, PC ′ is defined, to prevent over-generalization the settings of β and 0 have
to be decided by our theory. In the other words, a system does not necessarily have
to know the true value of PC ′ to prevent over-generalization. Note as shown by our
experiments, the performance of XCS would improve with fewer iterations if we know
the true PC ′.
This suggests a further possible application of our theory. With the theory, LCSs
may flexibly control the quality of generalization by just defining PC ′. As human-
beings can support unambiguous and ambiguous knowledge together, Browne sug-
gested an idea which is LCS with multi-populations, where each population contains
classifiers under different accuracy-level, for instance max-, middle-, low-accurate
(your doctoral thesis?). This would be realized by setting different values of PC ′ to
populations, that is, the populations [P1(PC ′1)],[P2(PC
′
2)].
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Appendix
A Detailed information of Datasets on UCI repository
For the 20 datasets employed in the real world classification problem in Section 7,
Table A.1 summaries their purposes of classification and the minings of instance.
Table A.1: Purpose of classification and meanings of instance
DataName Purpose of classification Meaning of instances
Audiology Audiological disease Disease presentation
A.C.card Approval for credit card Attitude of family
Balance S. balancing Weight of materials
Bupa Situation of patient having a liver disease Disease presentation
Breast wd Situation of patient having breast cancer Disease presentation
Breast w Situation of patient having breast cancer Disease presentation
Cmc Usage conditions of contraceptive Subject’s situation and biography
Glass Use of glass Form of glass
Heart-c A cardiac disease’s stage Disease presentation
Heart-h A cardiac disease’s stage Disease presentation
Hepatitis Situation of patient having hepatitis Disease presentation
Iris Type of iris Measurement of Sampled soybean
Libras Movement of finger language Features of movement of finger
Segment Object of photo Features of photo
Soybean Type of soybean Measurement of Sampled soybean
Vehicle Type of vehicle Form of vehicle
Vowel Vowel composing voice Voice
Vote Supported party Personal thinking of subject
Wine Wine quality Scientific measurement of wine
Zoo Zoological groups Physical description of animal
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