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Abstract. This paper generates an exact solution to Burgers' nonlinear diffusion equation on a convective stream 
with sinusoidal excitation applied at the upstream boundary, x = 0. The downstream boundary, effectively at x = 0% 
is assumed to always be far enough ahead of the convective front at x = Vst that no disturbance is felt there. The 
Hopf-Cole transformation is applied in achieving the analytical solution, but only after integrating the equation and 
its conditions in x to avoid a nonlinearity in the transformed upstream boundary condition. 
A very simple limiting solution valid for high Reynolds number is deduced from the exact solution. This 
approximate solution is found to be amenable to an elegant geometrical interpretation. This is in a style similar to 
Burgers' classical interpretation of the solution to the simpler problem for which the excitation is provided through 
the initial condition. The 'shocks' present in Burgers' classical solution develop with distance downstream of the 
excitation in the present work. 
Detailed results confirming the conclusions deduced by inspection of the solution formulae are computed and 
presented in the form of space-time plots. Evidence of period splitting in the x-variable at lower values of the 
Reynolds number is found in the numerical computations. This is a characteristic indicative of the onset of aperiodic 
chaotic response in many nonlinear dynamical systems. However, the computations are from approximate solution 
formulae valid for high Reynolds number; these formulae imply complete periodicity in time, for all values of the 
parameters. The correct interpretation is therefore unclear at this time, although the boundary-value problem 
appears to have the proper structure for chaotic behavior. 
1. Introduction 
Figu re  1 dep ic t s  the  mo t iva t i ng  phys ica l  p r o b l e m .  A b l u n t - e n d e d  b o d y  o f  cha rac te r i s t i c  
l eng th  g is p l a c e d  in an  o the rwi se  u n d i s t u r b e d  i n c o m p r e s s i b l e  s t r e a m  of  ve loc i ty  U. T h e  flow 
s e p a r a t e s  f rom the  a f te r  c o m e r ,  f o rming  a gas cavi ty ,  the  cons t an t  p re s su re ,  Pc, of  which  can  
be  p r e s u m e d  to be  k n o w n  i n  a d v a n c e ;  tr d e n o t e s  the  cav i t a t ion  n u m b e r .  T h e  curv i l inea r  
c o o r d i n a t e  a long  the  s e p a r a t i o n  s t r eaml ine  is x,  o r ig ina t ing  at  t he  s e p a r a t i o n  po in t .  T h e  
s t r e aml ine  ex t ends  an indef in i te  d i s t ance  d o w n s t r e a m ,  wi th  the  in te res t  be ing  the  r eg ion  n e a r  
the  s e p a r a t i o n  po in t .  T h e  p r o b l e m  R e y n o l d s  n u m b e r  is ~ = U~/v ,  v be ing  the  f luid 
k i n e m a t i c  viscosi ty .  
A s s u m i n g  h igh  R e y n o l d s  n u m b e r ,  the  viscous b o u n d a r y  l aye r  shed  f rom the  b o d y  at  the  
s e p a r a t i o n  p o i n t  is r e p r e s e n t a b l e  as a v o r t e x  shee t  co inc iden t  wi th  the  s e p a r a t i o n  s t r eaml ine .  
U n d e r  s t e a d y  flow cond i t i ons ,  the  s t r eng th  o f  the  vo r t ex  shee t ,  ~/, is ve ry  s imply  r e l a t e d  to  
the  cav i t a t ion  n u m b e r  in m e e t i n g  the  d y n a m i c  r e q u i r e m e n t  o f  p r e s su re  con t inu i ty  across  the  
vo r t ex  sheet :  
3 ,= V - i+  g .  
F r o m  k i n e m a t i c  c o n s i d e r a t i o n s  3' mus t  also equa l  the  s t r e a ml ine  ve loc i ty ,  V s. V s is t h e r e f o r e  
a lso  inva r i an t  in x for  the  s t e a d y  flow case.  
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Now consider that the vortex sheet is perturbed, at t = 0, from this steady flow state by a 
sinusoidal excitation, u(0, t), applied at the separation point, x = 0. The sinusoidal excitation 
might represent an elemental component of developing boundary-layer turbulence. The 
resulting perturbation velocity component along the streamline is u(x, t). The net vortex- 
sheet strength is then 
v ( x ,  t)  = v ,  + u ( x ,  t )  . (1) 
On substituting (1) into the Helmholtz vorticity equation in one dimension (or, equivalent- 
ly, by applying the Navier-Stokes equations), the following governing equation in u(x, t) 
results: 
au + (Vs + u) au 1 a2u 
0---7 e---x = ~ ex ----~ " (2) 
This is the one-dimensional, nonlinear Burgers' equation on a medium moving with speed 
V,, Burgers [2]. 
It is convenient for this particular problem, in consideration of the boundary conditions to 
be applied, to integrate (2) in x as 
a~b e~b 1 ( e4~)2 1 a 24) (3) 
-bT + + / = e x  2 
where ~b(x, t) is the perturbation potential 
04a(x, t) 
u(x, t) = Ox 
The constant of integration in (3) has been discarded as being irrelevant. 
Initially, at t = 0, the steady flow exists, implying the initial condition 
(4) 
4,(x, o) = o .  (5) 
Downstream, x can always be chosen sufficiently far ahead of the front, x 0 = list, that the 
perturbation is not present there. The appropriate downstream condition is therefore 
~b(oo, t) = O. (6) 
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The sinusoidal excitation of the steady flow commences at t = 0 at the separation point, 
implying the upstream boundary condition 
th(0, t) = A 1 sin tot, (7) 
which is consistent with the initial condition (5). The amplitude and frequency in (7) are to 
be considered as specified constants. 
2. Hopf-Cole transformation 
Analytical solutions to one-dimensional boundary-value problems governed by Burgers' 
equation are often available through use of the Hopf-Cole transformation [3], [4]. For the 
current problem, the Hopf-Cole transformation takes the form 
2 In w(x, t) 
~b(x, t) = ~ (8) 
Substitution of (8) into (3) results in the following linear equation for the function w(x, t) in 
(8): 
Ow Ow 1 02w 
+ V~ = (9) at ~-x ~ 3x 2" 
Equation (9) is recognized as the heat-conduction equation on the moving stream, with 1 /~  
serving as the thermal conductivity; w(x, t) is the temperature distribution. 
The transformation to the linear heat-conduction equation of course renders the nonlinear 
Burgers equation analytically solvable, and a great variety of solutions have been developed 
following this technique and tabulated, [1]. However, the boundary and initial conditions 
must be similarly transformed into the space of w(x, t) and this is where the limitations of the 
technique expose themselves. Much of Burgers' original work on the equation, [2], prior to 
the introduction of the Hopf-Cole transformation, involved simple boundary conditions, 
typically homogeneous conditions on a double-infinite x-domain, with a non-homogeneous 
initial condition exhibiting spatial character in x. Later, using the Hopf-Cole transformation, 
the approach often followed in studying Burgers' equation has been to transform known 
heat-conduction solutions, representing boundary and initial conditions of physical relevance 
to those problems, into solutions of boundary-value problems governed by Burgers' equa- 
tion. In some cases these transformed solutions have obvious relevance to nonlinear physics 
governed by Burgers' equation, and in others not. 
For the current problem the initial and boundary conditions on the potential ~b transform 
into the w-space as, respectively, 
w(x, 0) = 1, (10) 
w(0, t) = e - ~ A l s i n t ~  , (11) 
w(~, t) = 1. (12) 
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3. Solution of equivalent heat-transfer problem 
Take the Laplace transform of (9) in t, using the initial condition (10): 
dZff dt~ 
dx 2 ~V, dx - ~s f f  = - ~ . (13) 
The solution, imposing (12), is 
w(x, t) = 1 + e~V'~/2~-t [C(s) e - ~  l+VTT~i~] (14) 
where 5~ -x denotes the inverse Laplace transform operating on its argument. Here, 
A 
a = ~V~/2.  Apply the convolution theorem to (14) to achieve 
f r  - 4tt-,) - a ( t - r )  
e~V~x/2 t ff~x2 
- -  A(~') e d r .  (15) w ( x , t ) = l +  ~ =0 ~ / t - z  
A(t) in (15) is determined by imposing the remaining upstream boundary condition, (11). 
The following Abel integral equation results: 
e -~t f '  A(z)  e ~ 
w(0, t ) = l + ~  =0 "~--t--~ d r .  (16) 
The inverse of (16) is 
A(t) ~ f t  W(z)e~  = e -,~t _ _  .~=0 tVt- - r  d r ,  (17) 
where W(T) ~ [w(0, z) + a(w(O, z) - 1)] and the overdot denotes differentiation with respect 
to z. Back substitute (17) into (15) and interchange the order of integration: 
e ~Vsx/2 ft ;" f.t ~2 
w(x, t) = 1 + - -  tV(~) e -~('-~) e - ' - ' )  dr  d~.  (18) 
~r =o =~ ~ / ( t - - z - - ~ -  if) 
Perform the z-integral in (18) and substitute the boundary condition from (11) to achieve 
the final form for w(x, t): 
w(x, t) = 1 + e~Vsx/ZS(x, t ) ,  (19) 
with S(x, t) in (19) defined as 
f r '  - - ~  sin tot Ii e-~(,-.) erfc[ 2 t~___~ r ] S ( x , t ) = a  = 0 [ ( 1 - K c ~ 1 7 6  e - dr  (20) 
where 
zx 2ALto 
r - 2 (21) 
Vs 
4. Potential and velocity formulae 
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First substitute (19) into (8) for the perturbation potential along the streamline: 
2 In[1 + e~V'x/ZS(x, t)] (22) 
~b(x, t) = - 
with S(x, t) from (20). The perturbation velocity is then obtained from (4): 
e ~V'x/2[VsS(x, t) + 2S~(x, t ) / ~ ]  (23) 
u(x, t) = - 1 + e~V'x/ZS(x, t) 
where Sx(x, t) is the derivative of (20), 
Sx(X, t) = - a =o [(1 - K cos tar) e -~-t sin ~,~ _ 1] 
~x2 
e -  40-,) - a ( t - 7 )  
"k/ t  - r 
d r .  (24) 
Formulae (20) through (24) are the analytical solution of a periodically forced, nonlinear 
dynamical system with dissipation; the system is equations (3) through (7). The characteris- 
tics of this system are those generally considered as required in order that solutions exhibit 
chaotic behavior in certain parameter ranges. Such chaotic solutions are, however, generally 
considered to be numerical solutions computed directly from the non-linear differential 
equation and boundary conditions, rather than analytically, or semi-analytically. The cavita- 
tion problem of interest (Fig. 1) has observable dynamic behavior which could be character- 
ized as chaotic. Therefore, the possible chaotic response contained in (20) to (24) is of some 
interest here, although it is not pursued specifically as the focus of this work. 
5. High Reynolds number approximations 
Referring back to the physical problem of interest, as depicted on Fig. 1, in order that the 
free vortex sheet be an appropriate representation of the viscous boundary layer shed to the 
stream at the separation point, the Reynolds number must be high. This work now focuses 
on a high Reynolds number approximation of the solution (20) through (24). 
The oscillating exponentials in (20) and (24) are of the proper form to allow asymptotic 
reduction by the Laplace method [5]. As shown in the Appendix, (20) and (22) through (24) 
reduce to the following first-order formulae for the potential and velocity at high Reynolds 
number: 
th(x, t) hma x In s+(x, t) 
Vsx 2 89 
(25) 
u(x, t______) 1 + s - (x ,  t_______~) (26) 
V~ s+ (x, t) 
with 
~ •  f ~ h m , m e -  v, <hmax- m ) ~  __ 2 / h ~  . 
M 
S+-(X, t) zx 
m = l  
(27) 
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The following two functions are involved in (27): 
h(/3) = 2 - / 3  1 2A~sin[to( t_/3x)]  /3 V.x 
and 
(28) 
f(/3) = 1 - K c o s [ t o ( t -  -~x)] 9 (29) 
The/3m in (27) are the values of the independent variable/3 at the M local maxima of h(/3) in 
the interval O</3<-Vd/x. Then hmZX=h(/3m ) are the local maxima of h(/3). Also, 
/x A 
h"  = h"(/3m ) and fm= f(/3m). 
The forms taken by (25) and (26) in the infinite Reynolds number limit are interesting. As 
~ oo only the term in (27) with zero exponent, corresponding to m = max, survives. This 
leaves 
~b(x, t) hma x 
Vsx 2 (30) 
and 
u(x, t._____~) = _ 1 + 1 (31) 
/3rex" 
These last two forms provide a vehicle for a very clear graphical interpretation of the high 
Reynolds number physics. It has strong similarities to the classical illustrations conceived by 
Burgers [2] in connection with his simpler problem. 
5.1. Graphical interpretation 
Figure 2 shows h(/3) versus/3 according to (28), at fixed x and t, along with the characteristic 
for zero perturbation (A 1 = 0), denoted as ho(/3 ). Note the local maxima of h(/3) at/3,, 
associated with the oscillatory perturbation term. By formula (30) the perturbation potential 
at this position and time is simply proportional to hma X, which occurs at/3max" By (31), the 
perturbation velocity is the simple relation involving exclusively/3ma~" /3ma~ necessarily lies in 
the neighborhood of/3 = 1, which is the single extremum of h0(/3). It is therefore obvious in 
consideration of (31) and Fig. 2 that u(x, t) should oscillate in some manner about zero as x 
and t vary. At the time represented by the Fig. 2 sketch, u(x, t) is negative, by (31). 
In this regard, it is convenient to view the perturbation as waves traveling on the 
h0-characteristic, as shown in Fig. 3. For /3  representing a length scale, the length of the 
waves is Vs/tox, by virtue of the argument of the sine term in (28). Advancing in time from t, 
the local maxima of the h-characteristic can be viewed as the crests of the waves. The waves 
originate at small/3 and move along the h0-characteristic in the positive/3-direction. They 
move up and over the hump at/3 = 1 and slide down the slope of the characteristic at values 
Of/3 greater than 1. The Fig. 3 illustration of this process superposes h(fl) curves at t + At 
and t + 2 At on the characteristic at t from Fig. 2. 
It is possible that the u(x, t) function can be multi-valued at discrete times, for short 
enough wave length. At time t + At in Fig. 3, for example, two identical values of hma x o c c u r  
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u ( x , t )  = _ I + 1/Smax 
Vs 
A 1 = . 05 , V s = I. , w = i0. , x = .54 , t = 1.8 
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Fig. 3. h(  /3 ) -characterist ic  versus  t ime.  
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instantaneously, corresponding to two different values of/3 . . . .  lying to either side of/3 = 1. 
This represents a jump discontinuity in the u(x, t) function, sketched versus time in Fig. 4. 
For the time of t + 2 At, u(x, t) is again single valued, but now positive, with/3raax less than 1. 
For longer wave lengths (smaller values of x) the crests to either side of the h 0 hump may 
still have equal values of hm, but with these values lying further down the slopes from the 
peak of the hump, they may not be the maximum. In this case u(x, t) is continuous in time. 
The expectation would then be, for x less than Vst, that the perturbation velocity is initially 
continuous, and in fact approximately sinusoidal, for small x. It then degenerates into a 
series of 'shocks', of the appearance of Fig. 4, for x increasing toward large value. 
Observe that the h-characteristic, by (28), is periodic in time. Therefore, both the 
potential and the velocity are periodic in time at the infinite Reynolds number limit 
represented by (30) and (31). However, h(/3) is not periodic in x. Referring to (28), the 
amplitude of the waves traveling on the h0-characteristic decreases with x. This represents a 
diminishing potential with increasing x, by (30). The length of the waves also decreases with 
x. The decreasing wave length results in/3m values closer to the hump of h 0 at/3 = 1. One 
effect of this is to allow the double-valuedness of the u(x, t) characteristic as discussed 
above. The other effect is to decrease u(x, t), according to (31). Therefore, not only does 
the perturbation velocity tend to become discontinuous with increasing distance from the 
origin, but it also decreases in magnitude. This diminution of u(x, t) with distance away from 
the excitation at x = 0 must be expected in view of its discontinuous character. The shocks 
imply an energy dissipation, occurring even in the absence of viscosity at the infinite 
Reynolds number limit. 
It seems appropriate to note here that this diminution of the unsteadiness with distance 
downstream is not a characteristic observed along the bounding streamline in the cavitation 
problem to which this work has been directed. There the disturbance grows with distance, 
and becomes highly intense on approaching the region of cavity closure. Rather than the 
shed boundary layer enveloping the gas cavity being excited exclusively at its detachment 
point on the body, which effectively is the case modeled here, the free layer might be more 
properly viewed as excited over its entire length by the ambient field. Unfortunately, the 
very convenient Hopf-Cole transformation applied to advantage in the current work does 
u(x,t) 
+ a t  
Fig. 4. Perturbation velocity discontinuity. 
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not appear to be similarly advantageous in attacking that more general problem. The 
equivalent heat conduction problem is again linear, of course, but the differential equation 
coefficients are not constant. Even though the theory developed here may not, in retrospect, 
be the most relevant model for cavitation dynamics, it is still a new and potentially valuable 
contribution to the mathematics of Burgers' equation. 
In order to perform any of the simple computations involving (25) through (31) it is first 
necessary to relate the amplitude of the boundary disturbance potential, A i, appearing in 
(28), to that of the disturbance velocity. Denoting the amplitude of the disturbance velocity 
as A o ,  IAo/Vsl must be small in order that the excitation qualify as a perturbation. 
6. Relation of boundary potential and velocity amplitudes 
The boundary perturbation potential amplitude, A 1, has been considered as specified to this 
point. In order to establish the relationship between A 1 and the amplitude of the boundary 
disturbance velocity, A0, it is necessary to evaluate u(0, t) from the solution, in terms of A 1. 
From equation (23), 
VsS(0, t) + 2Sx(0, t) 
u(0, t) = - 1 + S(0, t) (32) 
At x = 0 the integration in (20) can be performed to give 
~A 
S(0, t) = e -~P sin,, _ 1. (33) 
Sx(0, t), from (24), can be partially integrated and reexpressed in terms of the/3-variable as 
S~(O, t) = - a ~ '=o e~h(Z)f(/3) ~ + erf (a t ) .  (34) 
Here 
h(/3) = - / 3  - __x sin[w(t- /3)]  (35) 
tO 
and 
f ( f l )  = - h ' ( / 3 )  = 1 - K COS[to(t- /3)]. (36) 
As will be demonstrated, the case of relevance here is K < 1. Following the procedure of 
the Appendix for the high Reynolds number asymptotics, it can be concluded from (36) that 
for K < 1 the maximum of h(/3) is a supremum at/3 = 0. Following Copson [5] for this case, 
(34) can be reexpressed approximately for a large and t > 0 as 
S~(O, t )=  - ~  [1 f(0) e~h(0) ] (37) 
Substitute from (35) and (36) to obtain 
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S~(0, t) = [1 - X/1 - K COS tot ~'] . (38) 
From (32) and (33), with (38), the boundary perturbat ion velocity therefore takes the form 
u(0, t) = ~/1 - K COS tot -- 1.  (39) 
vs 
But,  for u(0, t) to be of the required sinusoidal form, K ~ 1. Equation (39) is therefore,  to 
first order,  
V s 2 cos tot ~ sin tot . (40) 
This gives A o as 
KV~ (41) 
A ~  2 
with the phase of - o r / 2  relative to the potential. In view of the definition of r ,  (21), 
A 1 to (42) 
A ~  V, 
The boundary value of the potential,  in terms of A 0, is finally, from (7), 
r  t) = A~ s in ( t o t -  or) (43) 
tO 
with Ao/V  ~ "~ 1. 
7. Computations 
Computations have been performed using formulae (25) through (31) for the primary 
purpose of more thoroughly demonstrating the physics observed in connection with Figs. 2 
and 3. The results are shown in Figs. 5 through 7. 
7.1. Presentation o f  data 
The following data has been held fixed in all of the computations: A 0 = 0.1, V s = 1.0, and 
to = 10.0. The variable input is therefore ~ ,  x, and t. Figures 5 and 6 display the results of 
computations which have been performed for two different Reynolds numbers: ~ = 0% using 
formulae (30) and (31), and ~ = 1000, using formulae (25) and (26). The results for each of 
the two Reynolds numbers are displayed in pairs so that the effect of Reynolds number  is 
evident. 
All of the figures are composed of two plots: the distribution of u(x, t) versus either x or t, 
and the phase-space curves of u(x, t) versus 10r  t), versus either x or t. 
Figures 5a through 5g show-the perturbation distribution in time for seven different 
x-values, increasing sequentially from xl = 0.2 to x7 = 5.0, for each of the two Reynolds 
numbers. Figure 6 shows the distributions in x at a fixed value of  time, for  the same values of 
Reynolds number.  
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Figure 7 shows computations performed at the relatively low Reynolds number ~ = 100, 
first for fixed time and then for two values of fixed x. 
Note that in all cases the domain of the plots must lie behind the front at x = Vst. The 
maximum value of x for the fixed time plots, or the minimum value of t for the fixed x-plots, 
are indicated in the respective figures. 
7.2. Discussion 
The behavior exhibited in Fig. 5 confirms the observations from Figs. 2 and 3. The time-wise 
periodicity implied by (28) is first of all obvious from the plots. With regard to the more 
interesting x-wise variation, the wave fronts steepen with increasing x but remain continuous 
through x = x 3 = 1. This is evident from Fig. 5a through 5c and Fig. 6. Although not so 
readily observable from these figures, until the shocks first appear at around x = 1.5 (Fig. 6), 
there is no decrease in u(x, t) with increasing x, at either infinite or finite Reynolds number. 
Beyond that position, the response level diminishes with x. The diminution is more rapid at 
the finite Reynolds number, but the main effect of Reynolds number at the level of ~ = 1000 
is to smooth the 'sawtooth' developed at ~ = oo. The difference is clearly evident on the 
variable x-plots, Fig. 6. 
At lower Reynolds number a different, not entirely expected, behavior occurs. This is the 
subject of Fig. 7. ~ = 100 results in the involvement of additional terms in the series of 
formulae (25) and (26) to produce the secondary jumps within the fundamental wave length 
of the response. The secondary jumps spread with increasing x to produce essentially a full 
period split by x = 2.5, Fig. 7c. It is anticipated that further increased x, or lower Reynolds 
number, will produce further splitting. This is the pattern of progressive degeneration into 
chaotic response typical to many forms of nonlinear dynamical systems. However, the 
response here, while perhaps suggesting the onset of chaos in x, is necessarily completely 
periodic in time. This is clearly evident from (25) and (26). 
Some caution must, however, be exercised in interpreting the particular results demon- 
strated in Fig. 7. Formulae (25) and (26) represent asymptotic estimates of the exact 
solution, equations (20) and (22) through (24), for the case of high Reynolds number. The 
degree to which (25) and (26) represent the exact solution at ~ = 100 is not clear at this 
time. 
Appendix A. Solution evaluation for high Reynolds number 
The general solution of Burgers' equation for sinusoidal excitation through a perturbation 
potential at the upstream boundary is given by equations (20) and (22) through (24) of the 
text. Here, an asymptotic approximation of this solution for high Reynolds number is 
deduced. For convenience, the asymptotic series for the equivalent heat-transfer solution, 
(19), is first produced, with the potential and velocity representations then constructed 
according to the Hopf-Cole transformation used as the basis for the solution. 
A.1. Heat-conduction solution 
For x > 0 and ~ large, the error function in (20) can be replaced by 
erfc(2 t ~ _ ~ z ) ~ _ ~ / T ~ x 2  t -~ -  
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e - 4~'-'> . (44) 
Further, make the variable change from 7 to/3 as (t - ~') =/3x/Vs. Then (19) can be written 
in terms of two/3-integrals, 11 and/2,  as 
w(x, t) - 1 + ~ [I1 + 12] (45) 
with 
I i(x,  t) zx ~v,,/x = - -  e v'(2-/3-a) d/3 d,8=O V ~  ~ z (46) 
and 
j~=o V ~  1--K COS a) t-- e wt~-p-~-~ d/3. (47) 
These two integrals can be evaluated asymptotically for large ~ by the Laplace method, 
for example, [5]. First redefine, for notational convenience, 
zx a x _ 9~ Vsx (48) 
V = V ~  4 ' 
which is large. 
Treating I] first, define, in the exponent of (46): 
1 (49) h(/3)--a 2 - / 3  - ~ .  
Further, define in (46), f ( /3)  ~= V ~ .  11 then takes the form 
~ vst/x 11 = - f ( f l )  e ~h(o) df l .  (50) 
d/3 = 0  
With h ' ( / 3 ) = -  1 +  1/fl 2 and h"( /3)=--2/ f l  3, h( f l )  has a stationary maximum at /3 = 1, 
which is the only maximum. Therefore, by the Laplace method, 
1 l(x, t) = 
with 
1 )  V~t 
o ~ for <1  
X 
e~hO). [ -- ~r Vst 
~ f (1 )  2vh"(1) for t> 1 n 
X 
i ~ r  ~ t  1 A X ' 
e = ~ t  
~ r  - -  > 1 .  
x 
(51) 
Assume henceforth that x is behind the front x o = V~t, giving the result 
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f 
I l(x, t) = - 2 ~/ 
~ Vsx " 
(52)  
Turning similarly to 12 in (45),  by (47), define 




In this case, multiple local maxima of h(/3) occur in the interval 0 < 11 <- Vst/x. Denote  as 11,, 
th set at which the M local maxima of h(11) occur in the interval. Furthermore,  denote 
hm ~= h(11m), h"  ~= h"(11,~), and fm a= f(11m)" Then, for VJ/x  > 1, 
Iz(x, t) = 2 ~ fm e~hm -- 7r11,~ . ( 55 )  
m = l  2vhm 
This form assumes that none of the M maxima of h occur at the boundary, which will be 
shown to be the case for x > 0. 
Substitution of (52) and (55) back into (45) gives the asymptotic representation of w(x,  t) ,  
U ~/_211 m 
w(x, t) -- ~ fm e vhm ~ " (56) 
m = l  hm 
w~(x, t) is now required asymptotically for constructing u(x, t). Referring back to (19) in 
the text, wx(x, t) can be written as 
w~(x, t) = ~Vs[w(x '  t) - 1] ~vs~/2~ . 2 + e oAx, t ) ,  (57) 
with Sx(x, t) from (24). Proceeding identically as with w(x, t) in (46) through (56), a very 
similar expression results: 
wx(x, t ) --  w(x, t) - ~_~ fm evh" " (58) 
m = l  
The 11,, in these formulae are determined as the values for which h'(/3) = 0 with h"(/3) < 0. 
In view of (53), 
h "  = 0 = - 1 + ~2m + K COS[ta(t-- - ~ X ) ]  9 (59) 
Comparing (54) and (59) gives fm in (56) and (58) as 
fm = 1/1t 2 . (60) 
A.2.  Potential and velocity formulae 
The two series occurring in (56) and (58) can be conveniently written as 
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S e ( X , t ) =  E ~ •  evhm __-2 . ( 6 1 )  
m=l . . . .  h~ n 
Then w(x, t) and Wx(X, t), by (56) and (58), have the compact forms 
w(x, t) = S+ (x, t) , (62) 
Wx(X, t) = ~ vs [S+e (X, t) - Se  (X, t)] .  (63) 
Furthermore,  define h~a~ as the maximum of the h m set and rewrite S~ (x, t) as 
S~ (x, t) = evhmaxs• t) (64) 
where, from (61), 
s*-(x, t) a= ~ B + 1 1 2 f  e-~fhmax-h,,) (65) 
r -m  Jm 
m=l nm 
The exponentials within the series s+-(x, t) are all now of negative or zero exponent, and a is 
large. 
Recall (8) and substitute (62) and (64) for the high Reynolds number approximation for 
the perturbation potential: 
~b(x, t) hma x ln[s+(x, t)] (66) 
V,x 2 
Similarly, from (4), (9) and (64), the perturbation velocity at high Reynolds number is 
u(x, t) 1 + s -  (x, t______) (67) 
V~ S+ (X, t) " 
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