Abstract. The partial representation extension problem is a recently introduced generalization of the recognition problem. A circle graph is an intersection graph of chords of a circle. We study the partial representation extension problem for circle graphs, where the input consists of a graph G and a partial representation R ′ giving some pre-drawn chords that represent an induced subgraph of G. The question is whether one can extend R ′ to a representation R of the entire G, i.e., whether one can draw the remaining chords into a partially pre-drawn representation.
Introduction
Graph drawings and visualizations are important topics of graph theory and computer science. A frequently studied type of representations are so-called intersection representations. An intersection representation of a graph represents its vertices by some objects and encodes its edges by intersections of these objects, i.e., two vertices are adjacent if and only if the corresponding objects intersect. Classes of intersection graphs are obtained by restricting these objects; e.g., interval graphs are intersection graphs of intervals of the real line, string graphs are intersection graphs of strings in plane, and so on. These representations are well-studied; see e.g. [30] .
For a fixed class C of intersection-defined graphs, a very natural computational problem is recognition. It asks whether an input graph G belongs to C. In this paper, we study a recently introduced generalization of this problem called partial representation extension [23] . Its input gives with G a part of the representation and the problem asks whether this partial representation can be extended to a representation of the entire G; see Fig. 1 for an illustration. We show that this problem can be solved in polynomial time for the class of circle graphs. On the left, a circle graph G with a representation R is given. A partial representation R ′ given on the right with the pre-drawn chords s, t, w, and x is not extendible. The chords are depicted as arcs to make the figure more readable.
Let χ(G) denote the chromatic number of G, and let ω(G) denote the clique-number of G. Trivially we have ω(G) ≤ χ(G) and the graphs for which every induced subgraph satisfies equality are the well-known perfect graphs [6] . In general, the difference between these two numbers can be arbitrarily high, e.g., there is a triangle-free graph with an arbitrary high chromatic number. Circle graphs are known to be almost perfect which means that χ(G) ≤ f (ω(G)) for some function f . The best known result for circle graphs [24] states that f (k) is Ω(k log k) and O(2 k ).
Some hard computational problems, such as 3-colorability [15] , or maximum weighted clique and independent set [16] , become tractable on circle graphs. On the other hand, the problems such as vertex colorability [15] or Hamiltonicity [10] remain NP-complete even for circle graphs.
The complexity of recognition of circle graphs was a long standing open problem; see [30] for an overview. The first results, e.g., [13] , gave existential characterizations which did not give polynomial-time algorithms. The mystery whether circle graphs can be recognized in polynomial time frustrated mathematicians for some years. It was resolved in the mid1980s and several polynomial-time algorithms were discovered [4, 14, 25] (in time O(n 7 ) and similar). Later, a more efficient algorithm [29] based on split decomposition was given, and the current state-of-the-art recognition algorithm [17] runs in a quasi-linear time in the number of vertices and the number of edges of the graph.
The Partial Representation Extension Problem. It is quite surprising that this very natural generalization of the recognition problem was considered only recently. It is currently an active area of research which is inspiring a deeper investigation of many classical graph classes. For instance, a recent result of Angelini et al. [1] states that the problem is decidable in linear time for planar graphs. On the other hand, Fáry's Theorem claims that every planar graph has a straight-line embedding, but extension of such an embedding is NP-hard [28] .
In the context of intersection-defined classes, this problem was first considered in [23] for interval graphs. Currently, the best known results are linear-time algorithms for interval graphs [3, 22] and proper interval graphs [20] , a quadratic-time algorithm for unit interval graphs [20] , and polynomial-time algorithms for permutation and function graphs [19] . For chordal graphs (as subtree-in-a-tree graphs) several versions of the problems were considered [21] and all of them are NP-complete.
The Structure of Representations. To solve the recognition problem for G, one just needs to build a single representation. However, to solve the partial representation extension problem, the structure of all representations of G must be well understood. A general approach used in the above papers is the following. We first derive necessary and sufficient constraints from the partial representation R ′ . Then we efficiently test whether some representation R satisfies these constraints. If none satisfies them, then R ′ is not extendible. And if some R satisfies them, then it extends R ′ .
It is well-known that the split decomposition [8, Theorem 3] captures the structure of all representations of circle graphs. The standard recognition algorithms produce a special type of representations using split decomposition as follows. We find a split in G, construct two smaller graphs, build their representation recursively, and then join these two representations to produce R. In Section 3, we give a simple recursive descriptions of all possible representations based on splits. Our result can be interpreted as "describing a structure like PQ-trees for circle graphs." It is possible that the proof techniques from other papers on circle graphs such as [7, 17] would give a similar description. However, these techniques are more involved than our approach which turned out to be quite elementary and simple.
Restricted Representations. The partial representation extension problem belongs to a larger group of problems dealing with restricted representations of graphs. These problems ask whether there is some representation of an input graph G satisfying some additional constraints. We describe two examples of these problems.
An input of the simultaneous representations problem, shortly Sim, consists of graphs G 1 , . . . , G k with some vertices common for all the graphs. The problem asks whether there exist representations R 1 , . . . , R k representing the common vertices the same. This problem is polynomially solvable for permutation and comparability graphs [18] . They additionally show that for chordal graphs it is NP-complete when k is part of the input and polynomially solvable for k = 2. For interval graphs, a linear-time algorithm is known for k = 2 [3] and the complexity is open in general. For some classes, these problems are closely related to the partial representation extension problems. For example, there is an FPT algorithm for interval graphs with the number of common vertices as the parameter [23] , and partial representations of interval graphs can be extended in linear time by reducing it to corresponding simultaneous representations problems [3] .
The bounded representation problem [20] prescribes bounds for each vertex of the input graph and asks whether there is some representation satisfying these bounds. For circle graphs, the input specifies for each chord v a pair of arcs (A v , A ′ v ) of the circle, and a solution is required to have one endpoint of v in A v and the other one in A ′ v . This problem is clearly a generalization of partial representation extension since one can describe a partial representation using singleton arcs. It is known to be polynomially solvable for interval and proper interval graphs [2] , and surprisingly it is NP-complete for unit interval graphs [20] . The complexity for other classes of graphs is not known.
Our Results. We study the following problem (see Section 2 for definitions):
Input: A circle graph G and a partial representation R ′ . Output: Is there a representation R of G extending R ′ ?
In Section 3, we describe a simple structure of all representations. This is used in Section 4 to obtain our main algorithmic result: 
Definitions and Preliminaries
Circle Representations. A circle representation R is a collection C u | u ∈ V (G) of chords of a circle such that C u intersects C v if and only if uv ∈ E(G). A graph is a circle graph if it has a circle representation, and we denote the class of circle graphs by CIRCLE.
Notice that a representation of a circle graph is completely determined by its circular order of the endpoints of the chords in the representation, and two chords C u and C v cross if and only if their endpoints alternate in this order. For convenience we label both endpoints of the chord representing a vertex by the same label as the vertex.
A partial representation R ′ is a representation of an induced subgraph G ′ . The vertices of G ′ are pre-drawn vertices and the chords of R ′ are pre-drawn chords. A representation R extends R ′ if C u = C ′ u for every u ∈ V (G ′ ). Interval Overlap Graphs. Suppose that we pick an arbitrary point of the circle that is not an endpoint of a chord (depicted by white cross in Fig. 3) . We cut the circle at this Word representations. A sequence τ over an alphabet of symbols Σ is a word. A circular word represents a set of words which are cyclical shifts of one another. In the sequel, we represent a circular word by a word from its corresponding set of words. We denote words and circular words by small Greek letters. For a word τ and a symbol u we write u ∈ τ , if u appears at least once in τ . Thus, τ is also used to denote the set of symbols occurring in τ . A word τ is a subword of σ, if τ appears consecutively in σ. A word τ is a subsequence of σ, if the word τ can be obtained from σ by deleting some symbols. We say that u alternates with v in τ , if uvuv or vuvu is a subsequence of τ . The corresponding definitions also apply to circular words. If σ and τ are two words, we denote their concatenation by στ .
The above interpretation of circle graphs as interval overlap graphs allows to associate each representation R of G with the unique circular word τ over V . The word τ is obtained by the circular order of the endpoints of the chords in R as they appear along the circle when traversed clockwise. The occurrences of u and v alternate in τ if and only if uv ∈ E(G). For example R in Fig. 1 corresponds to the circular word τ = susxvxtutwvw.
Let G be a circle graph, and let R be its representation with the corresponding circular word τ . If G ′ is an induced subgraph of G, then the subsequence of τ consisting of the vertices in G ′ is a circular word σ. This σ corresponds to a representation R ′ of G ′ which is extended by R.
Structure of Representations of Splits
Let G be a connected graph. A split of G is a partition of the vertices of G into four parts A, B, s(A) and s(B), such that: -For every a ∈ A and b ∈ B, we have ab ∈ E(G).
-There is no edge between s(A) and B ∪ s(B), and between s(B) and A ∪ s(A). Notice that a split is uniquely determined just by the sets A and B, since s(A) consists of connected components of G\(A∪B) attached to A, and similarly for s(B) and B. We refer to this split as a split between A and B.
In this section, we examine the recursive structure of every possible representation of G based on splits.
Split Structure of a Representation
Let R be a representation of a graph G with a split between A and B. The representation R corresponds to a unique circular word τ and we consider the circular subsequence γ induced by A ∪ B. The maximal subwords of γ consisting of A alternate with the maximal subwords of γ consisting of B. We denote all these maximal subwords γ 1 , . . . , γ 2k according to their circular order; so γ = γ 1 γ 2 · · · γ 2k . Without loss of generality, we assume that γ 1 consists of symbols from A. We call γ i an A-word when i is odd, and a B-word when i is even.
We first investigate for each γ i which symbols it contains. Proof. (a) Since ab ∈ E(G) for every a ∈ A and b ∈ B, we know that a and b alternate in the circular word γ. So if some γ i would contain the both occurrences of, let's say, a, then a and b would not alternate in γ. (b) Let γ i be, let's say, an A-word. We first prove that all the other occurrences of the symbols from γ i are contained in one word γ j ; so we get a matching between the words. Suppose that this is not true and there is x ∈ γ i , γ j and y ∈ γ i , γ j ′ for j = j ′ . There is at least one B-word γ ℓ placed in between γ j and γ j ′ (in the part of the circle not containing γ i ). It is not possible for z ∈ γ ℓ to alternate with both x and y, which gives a contradiction with xz, yz ∈ E(G). Now, let γ i and γ j be two matched A-words. Then every pair of matched B-words must occur on opposite sides of the circle with respect to γ i and γ j . Therefore the same number of B-words occur on both sides of γ i and γ j , and thus j = i + k.
(c) This is implied by (a) and (b) since the occurrences of x and y alternate in γ.
give rise to a split in G, we call the vertices of A and B the long vertices with respect to the split between A and B. Similarly the vertices s(A) and s(B) are called short vertices with respect to the split between A and B. In the sequel, if the split is clear from the context, we will just call some vertices long and some vertices short.
Consider a connected component C of s(A) (for a component of s(B) the same argument applies) and consider the subsequence of τ induced by A ∪ B ∪ C. By Lemma 4(a)-(b) and the fact that no vertex of s(A) is adjacent to B, this subsequence almost equals γ. The only difference is that one subword γ i is replaced by a subword which additionally contains all occurrences of the vertices of C. By accordingly adding the vertices of all components of s(A) and s(B) to γ, we get τ . Thus, τ consists of the circular subwords τ 1 , . . . , τ 2k concatenated in this order, where τ i is obtained from γ i by adding the components of s(A) or s(B) attached to it. In particular, we also have the following: Lemma 5. If two long vertices x, y ∈ A are connected by a path having the internal vertices in s(A), then x and y belong to the same pair γ i and γ i+k in any representation.
Proof. If x and y belong to different subwords γ i and γ j , where i < j and j = i, i + k, of γ, by Lemma 4(a)-(b) any path connecting x and y has an internal vertex adjacent to a vertex of B. However, no vertex in s(A) is adjacent to a vertex of B.
⊓ ⊔
Conditions Forced by a Split
Now, we want to investigate the opposite relation. Namely, what can one say about a representation from the structure of a split? Suppose that x and y are two long vertices. We want to know the properties of x and y which force every representation R to have a subword γ i of γ containing both x and y. We define a relation ∼ on A ∪ B where x ∼ y means that x and y has to be placed in the same subword γ i of γ. This relation is given by two conditions:
, if x and y are placed in different subwords, then C x intersects C y . (C2) Lemma 5 gives x ∼ y when x and y are connected by a non-trivial path with all the inner vertices in s(A) ∪ s(B).
Let us take the transitive closure of ∼, which we denote by ∼ thereby slightly abusing the notation. Thus, we obtain an equivalence relation ∼ on A∪ B. Notice that every equivalence class of ∼ is either fully contained in A or in B. For the graph in Fig. 4 , the relation ∼ has four equivalence classes A 1 , A 2 , B 1 and B 2 . Now, let Φ be an equivalence class of ∼. We denote by s(Φ) the set consisting of all the vertices in the connected components of G \ (A ∪ B) which have a vertex adjacent to a vertex of Φ. Since ∼ satisfies (C2), we know that the sets s(Φ) of the equivalent classes of ∼ define a partition of s(A) ∪ s(B).
Recognition Algorithms Based on Splits. The splits are used in the current stateof-the-art algorithms for recognizing circle graphs. If a circle graph contains no split, it is called a prime graph. The representation of a prime graph is uniquely determined (up to the orientation of the circle) and can be constructed efficiently. There is an algorithm which finds a split between two sets A and B in linear time [9] . In fact, the entire split decomposition tree (i.e., the recursive decomposition tree obtained via splits) can be found in linear time. Usually the representation R is constructed as follows.
We define two graphs G A and G B where G A is a subgraph of G induced by the vertices corresponding to A ∪ s(A) ∪ {v A } where the vertex v A is adjacent to all the vertices in A and non-adjacent to all the vertices in s(A), and G B is defined similarly for B, s(B), and v B . Fig. 5 . The graphs GA and GB together with some constructed representations RA and RB. By joining these representations, we get the left representation of Fig. 4 .
Then we apply the algorithm recursively on G A and G B and construct their representations R A and R B ; see Fig. 5 . It remains to join the representations R A and R B in order to construct R.
To this end we take R A and replace C v A by the representation of B ∪ s(B) in R B . More precisely, let the circular ordering of the endpoints of chords defined by R A be v A τ A v AτA and let the circular ordering defined by R B be v B τ B v BτB . The constructed R has the corresponding circular ordering τ A τ BτAτB . It is easy to see that R is a correct circle representation of G.
Structure of All Representations. The above algorithm constructs a very specific representation R of G, and a representation like the one in Fig. 4 on the right cannot be constructed by the algorithm. In what follows we describe the structure of all the representations of a circle graph G, based on different circular orderings of the classes of ∼.
We choose an arbitrary circular ordering Φ 1 , . . . , Φ ℓ of the classes of ∼. Let G i be a graph constructed from G by contracting the vertices V (G) \ Φ i ∪ s(Φ i ) into one vertex v i ; i.e., G i is defined similarly to G A and G B above. Let R 1 , . . . , R ℓ be arbitrary representations of G 1 , . . . , G ℓ . We join these representations as follows. Let v i τ i v iτi be the circular ordering of R i . We construct R as the circular ordering
In Fig. 4 , we obtain the representation on the left by the circular ordering A 1 A 2 B 1 B 2 of the classes of ∼ and the representation on the right by
First, we show that every representation obtained in this way is correct.
Lemma 6. Every circular ordering (1) constructed as above defines a circle representation of G.
Proof. Every long vertex u ∈ Φ i alternates with v i in R i and every short vertex v ∈ s(Φ i ) has both occurrences either in τ i , or inτ i , since it is not adjacent to v i . Thus, we get a correct representation R of G. ⊓ ⊔ Second, we prove that every representation R of G can be constructed like this.
Lemma 7. Let τ be the circular word corresponding to a representation R of G. Then the symbols of Φ i ∪ s(Φ i ) form exactly two subwords of τ .
Proof. Let R be a representation of G and consider how it represents A ∪ B. We get the subwords γ 1 , . . . , γ 2k of the endpoints of A ∪ B, as described in Section 3.1. We claim that Φ i is a subset of some γ j . Suppose that some x ∈ Φ i is contained in γ j . We now use the fact that Φ i is an equivalence class of ∼ to show that Φ i ⊆ γ j . Let y ∈ Φ i such that one of the conditions (C1) or (C2) applies to x and y. By the transitivity of ∼, it is sufficient to show that y ∈ γ j . If (C1) applies to x and y, y ∈ γ j by Lemma 4(c). Otherwise, (C2) applies, and we are done by Lemma 5. Hence, by Lemma 4(a) all the vertices of Φ i appear exactly once in γ j and once in and γ j+k .
Furthermore, we claim that the vertices of Φ i form a subword of γ j and γ j+k . For the sake of contradiction suppose that a symbol z ∈ γ j \ Φ i is placed between x ∈ Φ i and y ∈ Φ i . First, we assume that (C1) or (C2) applies to x and y.
-If (C1) applies to x and y, we know xy / ∈ E(G). Observe that in this case z cannot be joined by an edge with both x and z. Thus z ∼ x or z ∼ y, which in turn implies that z ∈ Φ i (contradiction).
-Otherwise, (C2) applies to x and y. Since z has to be adjacent to both x and y, a path P from x to y having all the internal vertices in s(Φ i ) has at least one internal vertex adjacent to z. Thus, z ∼ x and z ∼ y by (C2) (again contradiction).
Finally, if x ∼ y and neither of (C1) and (C2) applies, we can easily proceed by an inductive argument. Indeed, if x ∼ y ′ ∼ y and a vertex z ∈ γ j \ Φ i is placed between x and y in γ j , then z is also placed in γ j either between x and y ′ , or between y ′ and y. By the above argument, each class Φ i forms two subwords of γ. By adding the short vertices s(Φ i ), we obtain two subwords of τ for each class Φ i .
⊓ ⊔ Now, we are ready to prove the main structural proposition, which is inspired by Section IV.4 of the thesis of Naji [25] .
Proposition 8. Let ∼ be the equivalence relation defined by (C1) and (C2) on A ∪ B.
Then every representation R corresponds to some circular ordering Φ 1 , . . . , Φ ℓ and to some representations R 1 , . . . , R ℓ of G 1 , . . . , G ℓ . More precisely, R can be constructed by arranging R 1 , . . . , R ℓ as in (1):
Proof. Let R be any representation with the corresponding circular word τ . According to Lemma 7, we know Φ i ∪s(Φ i ) forms two subwords τ i andτ i of τ . For i = j, the edges between Φ i and Φ j form a complete bipartite graph. The subwords τ i ,τ i , τ j andτ j alternate, i.e., appear as τ i τ jτiτj or τ j τ iτjτi in τ . Thus, if we start from some point along the circle, the order of τ i 's gives a circular ordering Φ 1 , . . . , Φ ℓ of the classes. The representation R i is given by the circular ordering v i τ i v iτi .
Algorithm
In this section, we give a polynomial-time algorithm for the partial representation extension problem of circle graphs. Our algorithm is based on the structure of all representations described in Section 3.
Dealing with Disconnected Graphs. To apply the structural properties of Section 3, we need to work with connected graphs. The partial representation extension problems cannot be trivially restricted to connected inputs, as in the case of most graph problems. In particular, for some classes the problems are polynomial-time solvable for connected inputs and FPT in the number of components for disconnected inputs, but NP-complete in general; see e.g. [20, 21] . The reason is that the components are placed together in one representation and they restrict each other. In the case of circle graphs, we can deal with this disconnected inputs easily. First, τ ′ cannot contain axby as a subsequence where a, b belong to one component component and x, y to another one. If this happens, we immediately output "no". Otherwise the question of extendibility is equivalent to testing whether each component C is extendible where the partial representation of C is given by the subsequence of τ ′ containing all occurrences of the vertices of C. So from now on we assume that the input graph G is connected.
Overview. Let τ ′ be the circular word corresponding to the given partial representation R ′ . We want to extend τ ′ to a circular word τ corresponding to a representation R of G.
Our algorithm proceeds recursively via split decomposition.
1. If G is prime, we have two possible representations (one is reversal of the other) and we test whether one of them is compatible with R ′ . 2. Otherwise, we find a split and compute the ∼ relation. 3. We test whether some ordering Φ 1 , . . . , Φ ℓ of these classes along the circle is compatible with the partial representation R ′ . This order is partially prescribed by short and long pre-drawn chords. 4. If no ordering is compatible, we stop and output "no". If there is an ordering which is compatible with R ′ , we recurse on the graphs G 1 , . . . , G ℓ constructed according to the equivalence classes of ∼.
Now we describe everything in detail.
Prime, Degenerate and Trivial Graphs. A graph is called prime if it contains no split. If G is a prime graph, then it has at most two different representations R andR [9] where one is reversal of the other. We just need to test whether one of them extends R ′ . A graph is called degenerate if it is isomorphic to a complete graph K n or a star S n . If G is degenerate, the partial representation extension problem can be easily solved for it. The reason why degenerate graphs are considered as a special case is that they are very easy to deal with, and thus they can be used to speed-up the algorithm. Of course, one could ignore them and just apply the split decomposition.
A split between A and B is called trivial if for one side, let us say A, we have |A| = 1 and |s(A)| = 1; so s(A) is one leaf attached to A. If G contains only trivial splits, then we call it trivial. By removing all leaves from G, we obtain H which is either a prime graph, or a degenerate graph. If H is prime, we have two representations R H andR H . We just need to test whether we can add pre-drawn leaves of G. If H is degenerate, each representation of H is restricted by the order of the pre-drawn leaves of G, but this can again be easily checked.
Dealing with Non-trivial Splits. So we have a non-trivial split between A and B which can be constructed in polynomial time [9] . We compute the equivalence relation ∼ and we want to find an ordering of its equivalence classes. For a class Φ of ∼, we define the extended class Ψ of ∼ as Φ ∪ s(Φ). We can assume that each extended class has a vertex pre-drawn in the partial representation, otherwise any representation of it is good. So ∼ has ℓ equivalence classes, and all of them appear in τ ′ . Now, τ ′ is composed of k maximal subwords, each containing only symbols of one extended class Ψ . We denote these maximal subwords as τ ′ 1 , . . . , τ ′ k according to their circular order in τ ′ , so
According to Proposition 8, each extended class Ψ corresponds to at most two different maximal subwords. Also, if two extended classes Ψ andΨ correspond to two different maximal subwords, then occurrences of these subwords in τ ′ alternate. Otherwise we reject the input.
Case 1: An extended class corresponds to two maximal subwords. We denote this class by Ψ 1 and put this class as first in the ordering. By renumbering, we may assume that Ψ 1 corresponds to τ ′ 1 and τ ′ t . Then one circular order of the classes can be determined as follows. We have Ψ 1 < Ψ for any other class Ψ . Let Ψ i and Ψ j be two distinct classes. If Ψ i corresponds to τ ′ a and Ψ j corresponds to τ ′ b such that either a < b < t or t < a < b, we put Ψ i < Ψ j . We obtain the ordering of the classes as any linear extension of <. One can observe that < is acyclic, otherwise the maximal subwords would not alternate correctly. Now, we have ordered the extended classes Ψ 1 , . . . , Ψ ℓ and the corresponding classes Φ 1 , . . . , Φ ℓ . We construct each G i with the vertices Ψ i ∪ {v i } as in Section 3.2, so v i is adjacent to Φ i and non-adjacent to s(Φ i ). As the partial representation R ′ i of G i , we put the word v i τ ′ i v i τ ′ j where Ψ i corresponds to τ i and τ j (possibly one of them is empty). We test recursively, whether each representation R ′ i of G i is extendible to a representation of R i . If yes, we join R 1 , . . . , R ℓ as in Proposition 8. Otherwise, the algorithm outputs "no". Proof. Suppose that R extends R ′ . According to Proposition 8, the representations of Ψ 1 , . . . , Ψ ℓ are somehow ordered along the circle, and so we obtain representations R 1 , . . . , R ℓ extending R ′ 1 , . . . , R ′ ℓ . For the other implications, we just take R 1 , . . . , R ℓ and put them in R together as in (1). The ordering < was constructed exactly in such a way that R extends R ′ . ⊓ ⊔ Case 2: No extended class corresponds to two maximal subwords.
In this case, we have the ordering of the classes according to their appearance in τ ′ , so Ψ i corresponds to the subword τ ′ i . According to Proposition 8, we know that in any representation R of G the class Ψ i corresponds to two subwords τ i andτ i . The difficulty here arises from the potential for τ ′ i to be a subsequence of only one of τ i andτ i . We solve this as follows. Instead of constructing just one graph G i with one partial representation R ′ i , we construct an additional graph G i with a partial representation R ′ i as follows. The graph G i is G i with an additional leaf w i attached to v i . The partial representation R ′ i corresponds to the word τ ′ i v i v i and the partial representation R ′ i corresponds to τ ′ i w i w i . The difference is that R ′ i is less restrictive and only one endpoint of v i is prescribed (i.e., the location of the "other" end of v i is not restricted). We can easily observe that if R ′ i is extendible, then R ′ i is also extendible. See Fig. 6 for a comparison of the two partial representations R ′ i and R ′ i . The following lemma is fundamental for the algorithm, and it states that at most one class can be forced to use G i with R ′ i , if τ ′ is extendible:
Lemma 10. The representation R ′ is extendible if and only if R ′ i is extendible for some i and R ′ j is extendible for all j = i.
Proof. Suppose that R j corresponding to a word v j τ j v jτj is an extension of R ′ j for j = i. And let R i corresponding to a word w i v i w i τ i v iτi be an extension of R ′ i . Then the representation R (after removing w i ) constructed as in (1) extends R ′ .
For the other implication, suppose that R extends R ′ . For contradiction, suppose that two distinct partial representations R ′ i and R ′ j are not extendible. According to Proposition 8, the representation R gives a representation R i corresponding to v i τ i v iτi of G i and R j corresponding to v j τ j v jτj of G j . But since both Ψ i and Ψ j correspond to single maximal words of τ ′ , we have that τ ′ i is a subsequence of τ i orτ i , or τ ′ j is a subsequence of τ j orτ j , and so R ′ i or R ′ j is extendible. Contradiction.
⊓ ⊔
So we have two possible subcases for Case 2, and otherwise we output "no". For an overview, see the pseudocode of Algorithm 1.
-Case 2a: All representations are extendible. So we have representations R 2 , . . . , R ℓ extending the partial representations where R i corresponds to v i τ i v iτi . We test whether the partial representations R ′ 1 is extendible. If no, the algorithm stops and outputs "no". If yes, we get a representation R 1 of G 1 corresponding to w 1 v 1 w 1 τ 1 v 1τ1 . We construct the representation R as in (1). -Case 2b: Exactly one is not extendible. Let R ′ i be the non-extendible representation. Then we test whether R ′ i and R ′ 1 are extendible. If at least one is non-extendible, the algorithm stops and outputs "no". If both are extendible, we similarly join in R the representations R 1 , . . . , R ℓ according to (1) .
Algorithm 1
The subroutine for Case 2. Analysis of the Algorithm. By using the established results, we show that the partial representation extension problem of circle graphs can be solved in polynomial time.
Lemma 11. The described algorithm correctly decides whether the partial representation
Proof. If the input graph G is prime, degenerate or trivial, we already argued correctness of the algorithm. If the input graph G contains non-trivial split between A and B, we proceed by Case 1, or by Case 2.
For Case 1, the algorithm is correct according to Lemma 9. For Case 2, we have Lemma 10 which states that Case 2a or Case 2b happens, otherwise the representation in not extendible. In both cases, we recursively construct the representation R if it exists.
The next lemma states that the algorithm runs in polynomial time. A precise time analysis depends on algorithm used for split decomposition, and on the order in which we choose splits for recursion. We avoid this technical analysis and just note that the degree of the polynomial is reasonable small. Certainly, it would be easy to show the complexity of order O(nm).
Lemma 12. The running time of the algorithm is polynomial.
Proof. Clearly, we can test prime, degenerate and trivial graphs in polynomial time. First we have the following special case, if, let us say, for A we have |A| = 2 and |s(A)| = 0, and we have exactly two classes in ∼. But this step of recursion can be solved in time O(n + m) plus the time for recursion on B ∪s(B), for both Case 1 and Case 2. In every other situation, the number of the vertices in n is decreased, so the depth of the recursion is linear in n.
For Case 1 and Case 2a, we just spent time O(n + m) on G and then apply separate recursion on G 1 , . . . , G ℓ , so the complexity is polynomial subject to each step of recursion can be done in polynomial time. For Case 2b, we get the following recursion. Let T (n) denotes the time complexity of the algorithm for at most n vertices in the worst case. Then we recurse twice on Ψ i such that |Ψ i | ≤ n 2 and once on all other classes. We get:
where P (n) is some fixed polynomial in n. (This polynomial time is a cost of finding a split, computing equivalence classes of ∼, and so on.) Assuming that T is at least linear, we get that T is a convex function. Then we get
which means that T (n) is clearly polynomial.
⊓ ⊔ Now, we are ready to prove the main result of this paper.
Proof (Theorem 1).
The result is implied by Lemma 11 and Lemma 12. ⊓ ⊔
Simultaneous Representations of Circle Graphs
In this section, we give two results concerning simultaneous representations of circle graphs: We show that this problem is NP-complete and FPT in the size of the common intersection. Formally, we deal with the following decision problem:
Problem: Simultaneous Representations of Circle Graphs -Sim(CIRCLE) Input: Graphs G 1 , . . . , G k such that G i ∩ G j = I for all i = j. Output: Do there exist representations R 1 , . . . , R k of G 1 , . . . , G k which use the same representation of the vertices of I?
Proof (Proposition 2).
To show that Sim(CIRCLE) is NP-complete, we reduce it from the total ordering problem:
The total ordering problem -TotalOrdering Input: A finite sets S and a finite set T of triples from S. Output: Does there exist a total ordering < of S such that for all (x, y, z) ∈ T either x < y < z, or z < y < x?
Opatrny [26] proved this problem is NP-complete.
Given an instance (S, T ) of TotalOrdering and let s = |S| and t = |T |. We construct a set of t + 1 graphs G 0 , G 1 , . . . , G t as follows, so the number k from Sim(CIRCLE) is equal t + 1. The intersection of G 0 , G 1 , . . . , G t is an independent set I = S ∪ {w} where w is a special vertex. The graph G 0 consists of a clique K s+1 , and to each vertex of this clique we attach exactly one vertex of I as a leaf. The graph G i corresponds to the i-th constraint (1, 4, 3) and (2, 4, 3) be the instance of TotalOrdering. We construct graphs G0, . . . , G3 depicted in the top, with the common vertices I depicted in white. Possible simultaneous representations are depicted in the bottom, giving the total ordering 5 < 1 < 2 < 4 < 3.
(x i , y i , z i ) ∈ T . In addition to I, each G i contains two vertices u i and v i of degree three, such that u i is adjacent to v i , x i and z i , and v i is further adjacent to y i and the special vertex w. See Fig. 7 for an example of this construction. The clique in G 0 defines a split where each class of ∼ is a singleton. According to Proposition 8, every representation R 0 of G 0 places the elements of I in some circular ordering wws 1 s 1 s 2 s 2 · · · s s s s which corresponds to the total ordering s 1 < s 2 < · · · < s s . Now the representations R 1 , . . . , R t of G 1 , . . . , G t can be constructed if and only if all the total ordering constraints are satisfied. This implies that there exist simultaneous representations R 0 , . . . , R t of G 0 , . . . , G t if and only if the instance (S, T ) of TotalOrdering is solvable.
⊓ ⊔ Further, we show that the problem is FPT in size of the common subgraph I.
Proof (Corollary 3).
We just consider all possible representations of the common subgraph I which are all words of length 2|V (I)|. Each word gives some partial representation R ′ . We just solve k instance of RepExt(CIRCLE) for each G i and the partial representation R ′ of I, which can be done in polynomial time according to Theorem 1. ⊓ ⊔
Conclusions
The structural results described in Section 3, namely Proposition 8, are the main new tools developed in this paper. Using it, one can easily work with the structure of all representations which is a key component of the algorithm of Section 4 that solves the partial representation extension problem for circle graphs. The algorithm works with the recursive structure of all representations and matches the partial representation on it. Proposition 8 also seems to be useful in attacking the following open problems:
Question 13. What is the complexity of Sim(CIRCLE) for a fixed number k of graphs?
In particular, what is it for k = 2?
Recall that in the bounded representation problem, we give two circular arcs A v and A ′ v for each chord v, and we want to construct a representation which places one endpoint of v in A v and the other endpoint in A ′ v .
Question 14.
What is the complexity of the bounded representation problem for circle graphs?
