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Xanadu, Toronto, Canada
We consider conditional photonic non-Gaussian state preparation using multimode Gaussian
states and photon-number-resolving detectors in the presence of photon loss. While simulation
of such state preparation is often computationally challenging, we show that obtaining the required
multimode Gaussian state Fock matrix elements can be reduced to the computation of matrix func-
tions known as loop hafnians, and develop a tailored algorithm for their calculation that is faster
than previously known methods. As an example of its utility, we use our algorithm to explore the
loss parameter space for three specific non-Gaussian state preparation schemes: Fock state herald-
ing, cat state heralding, and weak cubic-phase state heralding. We confirm that these schemes
are fragile with respect to photon loss, yet find that there are regions in the loss parameter space
that are potentially accessible in an experimental setting which correspond to heralded states with
non-zero non-Gaussianity.
I. INTRODUCTION
Photonic quantum information processing is a branch
of quantum technologies that is aimed at harnessing the
quantum properties of light at their most fundamental
level [1–4]. In particular, there has recently been consid-
erable theoretical and experimental progress in the field
of photonic quantum computation [5–7]. This comprises
many different aspects such as large cluster-state gen-
eration in the time [8–11] and frequency domains [12–
14], loop-based architectures [15–19], gate model algo-
rithms [20–23], and hybrid computation [24, 25]. In ad-
dition to quantum computation, photonic quantum tech-
nologies enable promising applications in quantum sens-
ing [26] and quantum key distribution [27].
An important class of photonic states are Gaussian
states, which can be efficiently described and analyzed
mathematically [7, 28]. It has been shown that an all-
Gaussian optical scheme, i.e., an algorithm that takes
Gaussian states as inputs and performs operations map-
ping Gaussian states to Gaussian states, including Gaus-
sian measurements, can be efficiently simulated using
classical computers [29]. Therefore, non-Gaussian states
and operations are compulsory resources for perform-
ing universal photonic quantum computation [30]. In
addition, non-Gaussianity is an advantageous resource
for various other quantum information processing tasks
such as quantum metrology [31, 32], entanglement distri-
bution [33], error correction [34], phase estimation [35],
bosonic codes [36–41], quantum communication [42], and
quantum cloning [43]. The experimental generation of
high-quality non-Gaussian states and gates, however, re-
mains a key challenge and is of much interest.
In this work we develop an algorithm based on Gaus-
sian Boson Sampling [20, 44] to reduce the computa-
tional resources required for simulating non-Gaussian
state preparation schemes in the presence of photon loss.
In particular, we focus on schemes that involve measure-
ment of all but one of the modes of a multimode Gaus-
sian state using photon-number-resolving (PNR) detec-
tors [45–47]. This measurement induces a non-Gaussian
effect on the remaining mode that can be engineered to
prepare a desired target state, conditioned on observ-
ing a particular measurement pattern. Such an output
state is referred to as “heralded” by the measurement
outcome. It is this specific framework for non-Gaussian
state preparation that enables development of an algo-
rithm that can speed up calculations compared to meth-
ods relying on a system description directly in the Fock
basis. To demonstrate the utility of this speed up, we
compute useful figures of merit for three non-Gaussian
state preparation schemes over loss parameter space. In
particular, we identify parameter space regions where the
output states remain non-Gaussian even after undergoing
photon loss.
The rest of this article is organized as follows. In Sec. II
we provide a brief introduction to three figures of merit
relevant to non-Gaussian state preparation schemes. In
Sec. III we present our numerical algorithm for their sim-
ulation. We subsequently employ this algorithm to sim-
ulate three illustrative schemes—Fock state preparation,
cat state preparation, and weak cubic-phase resource
state preparation—for a wide range of relevant loss pa-
rameters in Sec. IV, before concluding in Sec. V. The
explicit connection between the Fock matrix elements of
Gaussian states and loop hafnians is presented in Ap-
pendix A.
II. THEORETICAL BACKGROUND
In this Section we review the phase-space description
of Gaussian states in terms of means and covariance ma-
trices, and introduce figures of merit to characterize non-
Gaussian state preparation.
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2A. Wigner functions, Gaussian states, and
covariance matrices
The quantum state ρ of an `-mode system can be
uniquely characterized by its Wigner function [28]
W (~α; ρ) =
∫
d~ξ
pi2`
Tr[ρDˆ(~ξ)] exp
(
~αTΩ ~ξ
)
, (1)
where ~α = (α1, . . . , α`, α
∗
1, . . . , α
∗
` ) and similarly
~ξ =
(ξ1, . . . , ξ`, ξ
∗
1 , . . . , ξ
∗
` ) are (bi-)vectors of complex ampli-
tudes where the second half of the vector is the complex
conjugate of the first half. The displacement operator
is defined as Dˆ(ξ) := exp(~ξTΩζˆ), where Ω =
[
0 1`−1` 0
]
is the symplectic form and ζˆj is an operator vector of
the mode creation and annihilation operators. Denot-
ing ` as the number of modes, we have ζˆj = aˆj and
ζˆ`+j = aˆ
†
j for j = 1, · · · , `. These bosonic creation and
annihilation operators satisfy the canonical commutation
relations [aˆi, aˆj ] = 0 and [aˆi, aˆ
†
j ] = δij .
A quantum state is called Gaussian if its Wigner func-
tion is Gaussian [7]. Any multimode Gaussian state ρ is
completely parametrized by its first and second moments,
namely the vector of means ~β with components
~βj = Tr[ρζˆj ], (2)
and the Wigner-covariance matrix σ with entries
σjk = Tr[ρ{ζˆj , ζˆ†k}]/2− ~βj ~β∗k , (3)
where {x, y} := xy+yx denotes the anti-commutator. In
spite of the underlying infinite-dimensional Hilbert space,
the Gaussian evolution of Gaussian states can be simu-
lated efficiently because it is captured by linear trans-
formations on the displacement vector and the covari-
ance matrix, whose finite dimension grows only polyno-
mially with the number of modes [48]. Therefore, the
full power of quantum computing is unlocked only when
non-Gaussian states and operations are available [29].
B. Figures of merit
Our first figure of merit is state fidelity. Given the
density matrix of a prepared non-Gaussian state ρ, its
fidelity to a pure target state |ψ〉 is given by
F = 〈ψ| ρ |ψ〉 . (4)
However, it is known that fidelity alone cannot capture all
of the characteristics of a quantum state [49–52]. One op-
tion is to use the minimum value of the Wigner function
as an indicator of genuine non-Gaussianity, as negativity
of the Wigner function was shown to be a necessary con-
dition for useful quantum computation [29, 53–55]. Yet
Wigner negativity lacks an operational interpretation; it
is not clear how it relates to the ability to perform useful
tasks. Resource theories are aimed at answering pre-
cisely this question: given a specific state, how can we
quantify its usefulness as a resource? For example, fault-
tolerant universal quantum computation can be realized
using fault-tolerant Clifford gates plus the resource of
magic states [56]. The onus of fault-tolerance is there-
fore the preparation of high quality magic states, which
can be achieved when many copies of imperfect states are
distilled to produce fewer high quality magic states [57].
To quantify this distillation problem, the concept of
“mana” was introduced as a useful monotone in the con-
text of the resource theory of magic state distillation,
which is based on the discrete Wigner representation. In
the continuous-variable context, a natural analogue of
mana called the Wigner logarithmic negativity (WLN)
was proposed in Refs. [58, 59] as a measure of non-
Gaussianity. The WLN of a single-mode state ρ in terms
of its Wigner function is defined as [58, 59]
W(ρ) = log
[∫
d~α |W (~α; ρ)|
]
, (5)
and was shown to satisfy the required properties of a
non-Gaussianity monotone in Ref. [58].
Finally, in addition to fidelity and WLN, the success
probability of producing a state is also an important con-
sideration. Its role is two-fold. First, if one requires re-
peated measurements on the state for characterization,
the total time t required to run the experiment is given
by t = n/ (fp), where n is number of required runs, f is
the source frequency, and p the probability of producing
the state, i.e., the probability of observing the desired
measurement outcome. Second, the probability dictates
the resources required for converting any heralded scheme
into a near-deterministic one. For example, in principle
it is possible to make identical copies of the same experi-
ment and collect all the outputs in such a way that a state
produced from any of the copies is considered a success
event. In this scenario, the required number of copies N
depends on the overall failure rate of the experiment 
and satisfies N > log()/ log(1− p) [45].
III. SIMULATION OF HERALDED
NON-GAUSSIAN STATES
The conditional preparation of non-Gaussian states us-
ing pure Gaussian states and PNR detectors was investi-
gated in Ref. [45] and further developed in Refs. [46, 47]
for the case of perfect transmission and unit detector effi-
ciency. To account for experimental imperfections, losses
and non-unit detector efficiencies must be included, lead-
ing to considerable simulation overhead. These imper-
fections are straightforward to include in the Gaussian
formalism since they all can be modeled by loss chan-
nels, which map input Gaussian states to, in general,
mixed Gaussian states. Having included the imperfec-
tions in the pre-measurement Gaussian state, we develop
a method to write the Fock basis representation of the
3non-Gaussian heralded state after measurement in the
detected modes. We accomplish this by computing an
expression for the Fock basis matrix elements 〈m|ρ|n〉,
n = (n1, . . . , n`),m = (m1, . . . ,m`), of an `-mode Gaus-
sian state ρ with covariance matrix σ and displacement
vector ~β.
We first define the following useful quantities:
X =
[
0 1`
1` 0
]
, (6)
σQ = σ +
1
212`, (7)
T =
exp
(
− 12 ~β†σ−1Q ~β
)
√
det(σQ)
∏`
s=1 ns!ms!
. (8)
As shown in detail in Appendix A, the Fock matrix ele-
ments of a Gaussian state ρ are given by the expression
〈m|ρ|n〉 = T × lhaf(A˜), (9)
where we have defined
A˜i,j =
{
A¯i,j if i 6= j,
γ¯i if i = j,
(10)
and lhaf is the loop hafnian (introduced in Ref. [60]), a
matrix function that counts the number of perfect match-
ings of weighted graphs with loops. The matrix A¯ and
the vector γ¯ are obtained from
A = X
(
12` − σ−1Q
)
, (11)
γT = β†σQ, (12)
as follows. For each s = 1, 2, . . . , `, the column s and row
s of A are each repeated in A˜ a total of ns times. If
ns = 0 for some s, that row and column is not included.
Additionally, the column s + ` and row s + ` of A are
each included ms times. Therefore, since A is a 2` × 2`
matrix, the vector n determines which of the first ` rows
and columns are kept, while m specifies which of the
last ` rows and columns are kept. Similarly, n and m
respectively determine which of the first and last ` entries
of γ are kept. The resulting matrix A¯ is a square matrix
of dimension D =
∑`
s=1 ns+ms, and the resulting vector
γ¯ is also of dimension D.
Once a Gaussian state has been specified in terms of
its covariance matrix and displacement vector, Eq. (9)
provides all the necessary information to compute the
output state in a state preparation scheme. For simplic-
ity, we consider the case where a Fock basis measurement
is performed on the first `− 1 modes and a single-mode
state is heralded in the `-th mode. The results generalize
straightforwardly for any partitioning of the ` modes into
detected and heralded modes.
The unnormalized output state ρ˜` obtained after ob-
serving a photon pattern nh = (n1, n2, . . . , n`−1) in the
detected modes is then given by
ρ˜` =
d∑
n`,m`=0
〈nh, n`| ρ |nh,m`〉 |n`〉 〈m`| , (13)
where d is a cutoff dimension chosen for the output
Hilbert space.
The normalized state ρ` can be recovered by computing
the detection probability
p˜ = Tr(ρ˜`), (14)
and using ρ` = ρ˜`/p˜. Note that this probability is, in
principle, dependent on the truncation d used to repre-
sent the heralded state of the `th mode. However, by
calculating the exact detection probability
p = 〈nh| ρ[`−1] |nh〉 , (15)
where ρ[`−1] = Tr`[ρ] is the reduced density matrix of
the first `− 1 modes, one can easily learn the truncation
dimension necessary to faithfully represent the heralded
state. Once p is known one simply increases d up to the
point where the difference between p˜ and p is negligible
within some numerical accuracy. Note that the density
matrix ρ[`−1] corresponds to a Gaussian state since the
partial trace of a Gaussian state is another Gaussian state
[7, 28]; thus p can also be written in terms of a loop
hafnian.
For the purposes of this paper we are interested in the
case where all but one of the occupation numbers ns and
ms are fixed. As before, we fix this index to be s = `; this
corresponds to preparing a single-mode state conditioned
on a specific click pattern in the remaining `− 1 modes.
This leads to a structured matrix A˜ where the rows and
columns are repeated. We can then use a tailored formula
derived by R. Kan [61] that allows for a faster calculation
of the loop hafnian for such matrices with repeated rows
and columns.
As shown in Ref. [62], calculating the loop hafnian of
A˜ for the above case requires
t =
[∏`
s=1
(1 + ns)(1 +ms)
][
1 +
1
2
∑`
s=1
(ns +ms)
]
(16)
operations. Defining the geometric mean
G :=
[∏`
s=1
(1 + ns)(1 +ms)
] 1
2`
, (17)
and the arithmetic mean
A :=
1
2`
∑`
s=1
[(1 + ns) + (1 +ms)] (18)
of the numbers {ns+1,ms+1} for s = 1, 2, . . . , `, we can
rewrite the number of steps to calculate the loop hafnian
as
t = [`(A− 1) + 1]G2` = O(`AG2`). (19)
4Note that to prepare non-Gausian states, it is desirable
that A,G ≥ 2, as having ns = ms = 0 for any s is a
projection onto vacuum, which is a Gaussian operation.
The complexity of the tailored algorithm employed
here can be compared with the best known algorithms
for generic matrices developed by Bjo¨rklund et al. [63],
for which the complexity scales as O(D32D/2) with the
dimension D of the matrix [63], which in our case cor-
responds to D =
∑`
s=1 ns + ms. We can also rewrite
this scaling in terms of the arithmetic mean A and the
number of modes ` as
t′ = O
(
(`A)3
(√
2
(A−1))2`)
. (20)
By contrast, a direct simulation method based on a trun-
cated Fock basis representation requires calculating and,
importantly, storing d2` elements of the output density
matrix, where d is a chosen cutoff dimension. For each
element, it is necessary to simulate a circuit that pre-
pares the initial Gaussian state, the complexity of which
is dominated by simulating the action of a linear interfer-
ometer. This in turn is dominated by computing the ac-
tion of O(`2) beamsplitters, each of which requires O(d4)
operations on a pair of modes in a mixed state. There-
fore, the number of steps of a naive Fock basis simulation
is given by
t′′ = O(`2d4d2`). (21)
Let us now compare the number of steps in each of the
three methods. We begin by noting that all the times
considered here are exponential in 2`, yet the bases in the
exponential growth are quite different, namely G,
√
2
A−1
,
and d for the tailored loop hafnian, generic loop hafnian,
and truncated Fock basis methods, respectively. Typi-
cally, the number of photons observed when measuring
each detected mode is much smaller than the cutoff di-
mension required to accurately simulate the entire state
preparation scheme, i.e., it usually holds that G < d.
Moreover, due to the arithmetic mean-geometric mean
inequality, it also holds that 2 < G ≤ A (using Eq. (17)),
therefore implying that t t′, t′′.
As shown in Ref. [60], for pure states one can also
obtain the amplitude of the Gaussian pure state |ψG〉 in
the multimode Fock basis 〈n| using loop hafnians. In
this case the times for the calculation of the amplitude
〈n|ψG〉 using the different methods described earlier are
tpure = O(`ApG
`
p), (22a)
t′pure = O
(
(`Ap)
3
(√
2
(Ap−1))`)
, (22b)
t′′pure = O(`
2d2d`), (22c)
for the tailored loop hafnian, generic loop hafnian, and
truncated Fock respectively, and where the arithmetic
and geometric means in this case are denoted by Ap :=
1
`
∑`
s=1(ns + 1) and Gp := [
∏`
s=1(1 + ns)]
1/`.
|0〉
|0〉 S2(ξ)
L(η1)
L(η2)
〈m|
ρ
FIG. 1. Gate model of a generic Fock state heralding scheme,
where individual losses L(·) are applied to each mode after
the action of the two-mode squeezing operation S2(·). Subse-
quently m photons are detected in the first mode.
In practice, the different computational scalings in each
method, both for pure and mixed states, can result in a
reduction in the number of required computational steps
by many orders magnitude. In the next section we will
use the tailored algorithms to obtain figures of merit as
a function of the loss parameters. Take as an example
a plot that we will study in Sec. IV C: generating a sin-
gle value in the loss parameter plane for the three-mode
example in Fig. 6 requires around 122 seconds on an i5
Intel quad processor at 2.2 GHz using the truncated Fock
method with a cutoff of 20. Using the same hardware and
the tailored loop hafnian method requires only 0.61 sec-
onds. For this example the base coefficients are G = 5.01,√
2
A−1
= 8.66 and d = 20.
IV. ILLUSTRATIVE EXAMPLES
In this Section, we study non-Gaussian state gener-
ation involving beamsplitterss, single-mode squeezing,
two-mode squeezing, and displacement operations, given
by
Bij (θ, φ) = exp
[
θ
(
eiφaˆiaˆ
†
j − e−iφaˆ†i aˆj
)]
,
Sj (z) = exp
[
1
2
(
z∗j aˆ
2
j − zj aˆ†2j
)]
,
S2 (ζ)ij = exp
(
ζ∗ij aˆiaˆj − ζij aˆ†i aˆ†j
)
,
Di(α) = exp
(
αaˆi − α∗aˆ†i
)
, (23)
respectively. Loss is characterized by a pure-loss channel
L(η) [36, 64], with total transmission coefficient η, i.e.,
the loss coefficient is 1− η.
A. Fock state generation from two-mode squeezed
vacuum states
Generation of single-photon states from quantum non-
linear optical processes has been considered both theoret-
ically and experimentally [65]. However, it is only more
recently, with modern detector technology, that experi-
mental focus has shifted to the heralding of Fock states
containing more than one photon [66–69]. Indeed, the
parameter space of possible heralded states, depending
on the degree of squeezing as well as various losses and
efficiencies in both the detected and heralded modes, is
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FIG. 2. Figures of merit for the Fock state heralding scheme as a function of the transmission coefficients of each mode as
depicted in Fig. 1. We set a squeezing level of ζ = 1.0 (∼8.7 dB) and consider the preparation of m = 1 (top row) and m = 3
(bottom row) Fock states. For the preparation of single photons in the lossless case we find p = 0.243 and W = 0.35. Similarly,
for the Fock state with m = 3 we find p = 0.082 and W = 0.68.
largely unexplored. This is especially true as it concerns
quantifying the utility of these states beyond their fidelity
to some target state.
We consider the effect of photon loss in both the de-
tected and heralded modes when generating Fock states
from two-mode squeezed vacuum (TMSV) states. Al-
though closed-form analytic expressions exist for some of
the figures of merit discussed in Sec. II B when loss is
confined to the detected mode only [69, 70], expressions
become unwieldy once loss is considered in both modes,
often requiring numerical methods. Thus, for clarity of
presentation, we perform all calculations using the simu-
lation algorithm described in Sec. III.
The circuit for implementing a heralded Fock state
scheme is given in Fig. 1. Following the generation of
a TMSV state, a measurement of m photons in the first
mode using an ideal PNR detector is said to then herald
m photons in the second mode. Note that losses in the
detected and heralded modes may differ. For example:
for TMSV states generated in OPOs [71–74] or microring
resonators [75–77], there is some finite escape efficiency
ηe that acts as an effective loss; the input pump light for
each system is often removed with a filter ηf that intro-
duces more loss; and there may be additional loss in cou-
pling the detected mode to fiber ηc before a fiber-coupled
detector with some finite detection efficiency ηd. Thus,
identifying mode 1 of Fig. 1 with the detected mode and
mode 2 of Fig. 1 with the heralded mode, example total
transmissions could be η1 = ηeηfηcηd and η2 = ηeηf .
In Fig. 2 we plot the fidelity of the heralded state to
an m photon Fock state, the heralded state’s WLN, and
the success probability of detecting m photons, all as
functions of η1 and η2. We limit our presentation here
to m = 1 and m = 3, and a fixed level of squeezing
corresponding to ζ = 1.0 (∼8.7 dB). Note, however, that
our custom simulation method enables quick and easy
exploration of a much larger parameter space. Note that
the detection probabilities are independent of η2, for this
value has no bearing on what reaches the PNR detector.
In the absence of loss, the probability of heralding a given
Fock state |m〉 for a TMSV state with real squeezing
parameter r is given by
pm =
〈n〉m
(1 + 〈n〉)m+1 , 〈n〉 = sinh
2 r, (24)
and attains its maximum value pmaxm precisely when
〈n〉 = sinh2 r = m; in the presence of loss it reaches a
maximum at m = 〈n1〉 = η1 sinh2 r, which explains the
local maximum in the top right (m = 1) subplot of Fig. 2.
In general, both fidelities to |m〉 and WLNs increase as
losses are reduced in both modes, though note that, in
contrast to the heralding probabilities, they largely de-
pend on η2. As expected, fidelities approach unity as
η1 and η2 approach unity, and WLNs are also largest
as η1 and η2 approach unity, increasing as m increases.
However, we stress that the fidelity and WLN plots have
6|0〉
|0〉 S(z) L(η1)
B(θ, φ)
L(η2) 〈m|
ρ
FIG. 3. A photon subtraction schematic for the generation
of cat states. A squeezed state, with squeezing parameter z,
is generated in mode 1 which then interacts with vacuum in
mode 2 on a high-transmissivity beamsplitter. Subsequently,
mode 2 is subjected to a photon number-resolving detector.
Loss channels are inserted both near the beginning (L(η1))
and end (L(η2)) of the circuit. The properties of the output
state are then analyzed with respect to the generation of cat
states where we fix φ = 0, cos(θ) =
√
0.97 and z = 0.5.
different shapes, and that the very ability to explore the
parameter space of the WLN with ease has been enabled
by our custom simulator.
B. Multi-photon subtraction and cat states
We now study the standard multiphoton subtraction
scheme [78–81] depicted in Fig. 3, which includes losses at
the beginning and end of the circuit. First, squeezed light
is produced from a nonlinear optical source. This light
is then combined on a high transmission beamsplitter
(typically 97% is used [82]) with the vacuum mode in the
other arm. Finally, a PNR measurement is performed
in one mode to herald a photon-subtracted state in the
other mode. Depending on the measurement outcome,
states with different characteristics are heralded.
As shown in Refs. [78–81], this experimental scheme
is a method to prepare approximate cat states, which
are superpositions of coherent states. Cat states can be
either even or odd, and are defined respectively as
|Ce(α)〉 = |α〉+ |−α〉√
2(1 + e−2|α|2)
,
|Co(α)〉 = |α〉 − |−α〉√
2(1− e−2|α|2) . (25)
If an even (odd) number of photons is detected, then an
even (odd) cat state is heralded in the other mode. We
use αopt to represent the value of the amplitude α of the
cat state with the highest fidelity to the output state. As
discussed in Refs. [78–81], high amounts of squeezing are
required to obtain large values of α in the cat states.
The fragility of cat states when subjected to photon
loss can be identified in Fig. 4, where we plot the fi-
delity to the closest cat state and the WLN of the out-
put state as a function of loss in each mode. While the
probability depends on both η1 and η2, an interesting
observation is that the fidelity and WLN are mostly in-
sensitive to the loss in the detected mode (2). A highly
transmissive beamsplitter unitary can be expanded as
B(θ, 0) ≈ I + θ (aia†s − aia†s) when θ  1. Now note
that for the postselection to be successful, one needs to
annihilate a photon from the first mode and create one
in the second mode. If the postselection was successful,
it has to be that the single photon that was created in
the second mode was not lost. Note that it could also be
that two photons are destroyed in one mode and created
in the other, with one photon being lost and the other
being one measured. This is indeed a possibility consis-
tent with the postselection employed in the protocol, but
its associated probability amplitude scales like θ2, which
under the assumption of a highly transmissive beamsplit-
ter is a very small amplitude. A similar argument can be
made for the subtraction of two photons; now one needs
to consider the expansion of the beamsplitter unitary up
to θ2. In this case the correction to the postselection
protocol due to loss when three or more photons are in-
volved will be of order θ3, which is again a very small
correction.
C. Weak cubic-phase states
In a recent work [45], an optical circuit was presented
to generate states of the form
|ψa〉 = 1√
1 + 5|a|2/2
[
|0〉+ ia
√
3
2
|1〉+ ia |3〉
]
, (26)
that used squeezed displaced states, beamsplitters and
PNR detectors in two of the three modes. The lossy ver-
sion of this circuit is presented in Fig. 5, where various
sources of loss at the initial part of the circuit are com-
bined together as a single loss channel L(η2), and sources
of loss at the measurement part of the circuit combined
into the loss channel L(η1).
In the ideal case, this state can be produced with per-
fect fidelity and a probability > 1%. The state is useful
since it can be combined with a standard gate telepor-
tation protocol to implement a weak cubic-phase gate
V (γ) = exp[iγxˆ3] (see also Table II of Ref. [83]). It
is the lowest-order gate among non-Gaussian quadrature
phase gates, but it is still a challenge to implement.
We now investigate the effect of loss in both modes cor-
responding to the target state with a = 0.53 in Eq. (26)
when compared with the lossless case. The optimal val-
ues of the loss-free circuit parameters used to produce
the state can be found in the Supplementary Material of
Ref. [45] and are reproduced for convenience in the cap-
tion of Fig. 5. We plot the fidelity, probability, and WLN
in Fig. 6 for η1, η2 ∈ [0.5, 1]. We find that if we require
the fidelity of the output state with respect to the target
state to be larger than 90%, then both η1, η2 need to be
close to unity. On the other hand, we find that genuine
non-Gaussianity is still present for states with non-unit
transmission coefficients. This observation provides mo-
tivation for the need for useful distillation protocols to
convert the noisy output states to high quality target
states. We find that the state is more fragile with regard
to η1 when compared to η2.
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FIG. 4. Figures of merit for the preparation of the odd cat state with m = 1 in Fig. 3 (top row), and even cat state with
m = 2 in Fig. 3 (bottom row) as functions of the loss coefficients η1 and η2 in each mode. Both fidelity and WLN are largely
insensitive to loss in the detected mode, but decay rapidly with loss in the output mode. Heralding probabilities are small,
typically in the neighbourhood of p ∼ 10−4. The squeezing level of the input state is set to z = 0.5 ( ∼ 4.5 dB). The fidelities
are taken with respect to the odd cat state with α ≈ 1.24 and the even cat state α ≈ 1.33 in Eq. (25). For the odd cat state
preparation (m = 1), the probability, fidelity, and Wigner logarithmic negativity in the lossless case where η1 = η2 = 1 are,
respectively, p = 0.0077, F = 0.98, and W = 0.35. Similarly, for the even cat state m = 2, we find p = 0.00021, F = 0.96, and
W = 0.23.
|z1, α1〉
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|z3, α3〉
L(η2)
L(η2)
L(η2)
B(θ1, φ1)
B(θ2, φ2)
B(θ3, φ3)
L(η1)
L(η1)
〈m1|
〈m2|
ρ
FIG. 5. Circuit for the production of the weak cubic-phase states. The inputs are squeezed displaced states for each mode
given by |z, α〉 = D(α)S(z)|0〉, and the detection pattern is set to m1 = 1, m2 = 2. The optimal circuit parameters to produce
the resource state in the absence of loss are given by the following: writing z = r exp (i arg(z)) we have r = (0.71, 0.67,−0.42),
arg z = (−2.07, 0.06,−3.79), α = (−0.02, 0.34, 0.02), θ = (−1.57, 0.68, 2.5), φ = (0.53,−4.51, 0.72).
V. CONCLUSION
Non-Gaussian states are a resource for several use-
ful quantum information processing tasks, and therefore
their high-quality preparation is a crucial goal for ex-
perimental quantum optics. One of the major obsta-
cles in this endeavour is the presence of imperfections,
whose role must first be understood before their effects
can be mitigated or overcome. However, the analysis and
simulation of conditional state preparation schemes us-
ing practical imperfections in multimode circuits can be
computationally challenging.
The simulation algorithm presented in this work is
designed to alleviate these hurdles, presenting a faster
method to study conditional multimode state prepara-
tion schemes in the presence of pure-loss channels. This
toolbox may prove useful for both theorists and exper-
imentalists aiming to design new circuits to generate
photonic resource states. By applying the simulation
algorithm to several illustrative state preparation exam-
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FIG. 6. Figures of merit for the weak cubic-phase state preparation scheme as a function of the transmission coefficients in
each mode as depicted in Fig. 5. The fidelity is with respect to the target state in Eq. (26) with a = 0.53. Losses must be
very low for high fidelity and WLN, although there are regions in the parameter space that correspond to states with non-zero
WLN even if its fidelity to the target state is low. The values for WLN and success probability in the absence of loss are given
by 0.224 and 0.02 respectively.
ples, we confirm that it is indeed challenging to recover
large fidelities and Wigner logarithmic negativities in the
presence of photon loss. This points to a requirement
to explore more sophisticated state preparation schemes
that may be able to circumvent these limitations,
and we expect our simulation strategy to help in this
direction. Looking forward, our simulation method
can be paired with optimization tools to find optimal
output states given a circuit architecture. Also other
experimental imperfections such as dark counts can be
easily accounted in our simulation method by replacing
loss channels by thermal loss channels before detection.
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Appendix A: Fock matrix elements of Gaussian
states
To obtain the matrix elements of a Gaussian state
in the Fock basis we follow the same strategy of Refs.
[20, 44], i.e., we write the Q function [84] of a Gaus-
sian state ρ and the P function of the operator |n〉 〈m|,
where |n〉 (〈m|) are multimode Fock state kets (bras),
and perform a phase space integral as will be demon-
strated shortly. This generalizes the result from Refs.
[20, 44] in that it now allows for n 6= m and also provides
a closed form expression for Gaussian states with finite
means. It further generalizes the results of Ref. [60] in
that one can also calculate matrix elements of Gaussian
mixed states with finite means.
The Q function of an `-mode Gaussian state ρ is [20]
Qρ(~α) =
1√
det(piσQ)
exp
(
−1
2
(~α− ~β)†σ−1Q (~α− ~β)
)
,
(A1)
where σQ = σ+
1
2 I2`, σ is the Wigner covariance matrix
defined in Eq. (3), ~β is the vector of means defined in Eq.
(2) and we define ~αT = (α1, α2, . . . , α`, α
∗
1, α
∗
2, . . . , α
∗
` ).
We are interested in the following matrix element
〈m|ρ|n〉
= pi`
∫
d~α P|n〉〈m|(~α) Qρ(~α) (A2a)
=
∫
d~α
∏`
s=1
exp
(|αs|2)√
ns!ms!
(
∂nsαs∂
ms
α∗s
δ(αs)δ(α
∗
s)
)
(A2b)
× (−1)
ns+ms√
det(σQ)
exp
(
−1
2
(~α− ~β)†σ−1Q (~α− ~β)
)
=
1√
det(σQ)
∏`
s=1
∂nsαs∂
ms
α∗s√
ns!ms!
(A2c)
× exp
(
~α†~α
2
− (~α−
~β)†σ−1Q (~α− ~β)
2
)∣∣∣∣∣
~α=0
,
where the vectors m = (m1, . . . ,m`) and n =
(n1, . . . , n`) contain non-negative integers and we
9have used the expression for the P function of the
operator |n〉 〈m| derived in Appendix B to write
Eq. (A2b). In going from Eq. (A2b) to
Eq. (A2c) we used the multidimensional exten-
sion of the well-known property of the derivative
of a delta function
∫
dαdα∗f(α, α∗)∂nαδ(α)∂
m
α∗δ(α
∗) =
(−1)n+m∂nα∂mα∗f(α, α∗).
The argument inside the exponential of Eq. (A2c) can
be rearranged as follows
~α†~α− (~α− ~β)†(σQ)−1(~α− ~β) (A3)
= ~α†(12` − σ−1Q )~α− ~β†σ−1Q ~β + ~α†σ−1Q ~β + ~β†σ−1Q ~α.
Note that the (hermitian-)matrix σQ and its inverse have
the block structure
[
W Y ∗
Y W ∗
]
, where W = W † ∈ C`×` is
Hermitian and Y = Y T ∈ C`×` is symmetric. Motivated
by this observation we define the following symmetric
matrices
A = X
(
12` − σ−1Q
)
, X =
[
0 1`
1` 0
]
, (A4)
and further simplify the linear terms in ~α as
~α†σ−1Q ~β = ~β
†σ−1Q ~α = ~γ
T ~α, with ~γT = ~β†σ−1Q . (A5)
We obtain these simplification due to the block struc-
ture of σ−1Q and ~α; for these same reasons the vector ~γ
also has a block structure where the second half of the
components are the complex conjugate of the first half.
We can now write the density matrix element of inter-
est as
〈m|ρ|n〉 = T
∏`
s=1
∂nsαs∂
ms
α∗s
exp
(
1
2~α
TA~α+ ~γT ~α︸ ︷︷ ︸
≡g(~α)
)∣∣∣∣∣∣∣
~α=0
,
(A6)
where we have collected all the prefactors into
T =
exp
(
− 12 ~β†σ−1Q ~β
)
√
det(σQ)
∏`
s=1 ns!ms!
, (A7)
and used ~α†X = ~αT and X2 = 12`.
We now need to evaluate the derivatives appearing
in Eq. (A6). Let us first consider the case where 0 ≤
ns,ms ≤ 1; the general case is considered at the end of
this section. Using Eq. (A6) and Faa` di Bruno’s general-
ization of the chain rule for partial derivatives (cf. Eq. (4)
of [85]) for an exponential function exp (g(~α)) we find
∂~αi1 · · · ∂~αiK exp (g(~α)) (A8)
= exp (g(~α))
∑
pi∈P[{i1,...,iK}]
∏
B∈pi
∏
j∈B
∂~αjg(~α)
 ,
where {i1, ..., iK} = I is an index set, the sum over pi
runs over all partitions P[{i1, . . . , iK}] of this set of in-
dices, and B runs over the “blocks” from that partition.
For example, if the set of indices is {1, 2, 3, 4} then the
partitions are
pi = {{1, 2, 3, 4}, {1}{2, 3, 4}, {2}{1, 3, 4} (A9)
, . . . , {1, 2}{3, 4}, . . . , {1}{2}{3}{4}}.
The blocks of the partition {1}{2, 3, 4} are {1} and
{2, 3, 4}.
For our problem, the vectors n and m are what deter-
mines the index I. In particular recall that
αs = ~αs but, α
∗
s = ~αs+`, (A10)
thus if ns = 1 (ns = 0) then s ∈ I (s 6∈ I), similarly if
ms = 1 (ms = 0) then s + ` ∈ I (s + ` 6∈ I). Using the
fact that g(~α) is quadratic in ~α we find
∂~αkg(~α) = ~γk, (A11)
∂~αs∂~αkg(~α) = As,k, (A12)
and that all higher order derivatives are zero. This means
that only first and second order derivatives survive and
the sum over partitions of the index set pi collapses to a
sum where only partitions with subsets/blocks of at most
size 2 survive. If we label the vertices of a graph with
the index set I then the sum can also be understood
as going over the single-pair matchings (SPMs) of the
graph [60, 63]. This is the set that enumerates the perfect
matchings of a graph with loops. For the index set I we
write it as SPM(I).
Whenever ns = 0 (ms = 0) we are instructed to not
include the integer s (s+ `) in the index set I. Thus we
can construct the matrix A¯ obtained from A by keeping
only the rows and columns labelled by the elements of
I. Similarly we can construct γ¯ from ~γ by keeping only
the components indexed by the elements of I. With this
notation we can finally write
〈m| ρ |n〉 = T
∏`
s=1
∂nsαs∂
ms
α∗s
exp
(
1
2~α
TA~α+ ~γT ~α
)∣∣
~α=0
= T
∑
pi∈SPM(I)
∏
(i,j)∈pi
A˜i,j
= T × lhaf(A˜), (A13)
where we have defined
A˜i,j =
{
A¯i,j if i 6= j,
γ¯i if i = j,
(A14)
and lhaf is the loop hafnian [63]. Note that whenever
n = m and ~β = ~γ = 0 the above result reduces to the
hafnian probabilities calculated by Hamilton et al. [20].
Let us now consider the multiphoton case where
ns,ms > 1. As was done earlier in Refs. [20, 44, 60, 86],
we state that this case can be dealt with by introducing
auxiliary modes in which ns photons in a single mode are
mapped to ns single photons in ns modes. This implies
that whenever ns (or ms) is greater than one we simply
need to repeat the value s (or s+`) in the index I a total
of ns (or ms) times.
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Appendix B: The Glauber-Sudarshan function of
|n〉 〈m|
Before starting with the derivation we state two useful
identities. The first one was derived by Mehta [87] and
gives the P function of any operator ρ as follows
Pρ(α) = e
|α|2
∫
d2β
pi2
〈−β|ρ|β〉 e|β|2 eβ∗α−βα∗ . (B1)
The second is simply a resolution of the identity∫
d2β
pi2
eβ
∗α−βα∗ = δ(α)δ(α∗). (B2)
Now we set ρ = |n〉 〈m| in Eq. (B1) and, using
〈−β|n〉 = e−|β|2/2 (−β
∗)n√
n!
, 〈m|β〉 = e−|β|2/2 (β)
m
√
m!
,
(B3)
find
P|n〉〈m|(α) = e|α|
2
∫
d2β
pi2
(−β∗)n(β)m√
m!n!
eβ
∗α−βα∗ . (B4)
To make progress first consider the case n = m = 0 for
which we find
P|0〉〈0|(α) = e|α|
2
∫
d2β
pi2
eβ
∗α−βα∗ = δ(α)δ(α∗), (B5)
where we used the resolution of the identity of Eq. (B2).
Now note the following
(−β∗)n(β)meβ∗α−βα∗ = (−1)n+m∂nα∂mα∗eβ
∗α−βα∗ . (B6)
Using this identity we find
P|n〉〈m|(α) =
e|α|
2
√
m!n!
(−1)n+m∂nα∂mα∗δ(α)δ(α∗), (B7)
which reduces to the well known result in Eq. 4.4.51
of Gardiner and Zoller [88] when n = m. Also note that
the P function of |n〉 〈m| was derived in polar coordinates
by Sudarshan [89]; we just provide the derivation in the
α, α∗ basis for completeness.
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