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ABSTRACT
A finite number of rational functions are compatible if they
satisfy the compatibility conditions of a first-order linear
functional system involving differential, shift and q-shift op-
erators. We present a theorem that describes the structure
of compatible rational functions. The theorem enables us to
decompose a solution of such a system as a product of a ra-
tional function, several symbolic powers, a hyperexponential
function, a hypergeometric term, and a q-hypergeometric
term. We outline an algorithm for computing this product,
and present an application.
Categories and Subject Descriptors
I.1.2 [Computing Methodologies]: Symbolic and Alge-
braic Manipulation—Algebraic Algorithms
General Terms
Algorithms, Theory
Keywords
Compatibility conditions, compatible rational functions, hy-
perexponential function, (q-)hypergeometric term
1. INTRODUCTION
A linear functional system consists of linear partial dif-
ferential, shift and q-shift operators. The commutativity of
these operators implies that the coefficients of a linear func-
tional system satisfy compatibility conditions.
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A nonzero solution of a first-order linear partial differen-
tial system in one unknown function is called a hyperexpo-
nential function. Christopher and Zoladek [9, 21] use the
compatibility (integrability) conditions to show that a hy-
perexponential function can be written as a product of a
rational function, finitely many power functions, and an ex-
ponential function. Their results generalize a well-known
fact, namely, for a rational function r(t),
exp
(∫
r(t)dt
)
= f(t)r1(t)
e1 · · · rm(t)
em exp(g(t)),
where e1, . . . , em are constants, and f, r1, . . . , rm, g are ra-
tional functions. The generalization is useful to compute
Liouvilian first integrals.
A nonzero solution of a first-order linear partial differ-
ence system in one unknown term is called a hypergeometric
term. The Ore-Sato Theorem [16, 18] states that a hyper-
geometric term is a product of a rational function, several
power functions and factorial terms. A q-analogue of the
Ore-Sato theorem is given in [11, 8]. All these results are
based on compatibility conditions. The Ore-Sato theorem
was rediscovered in one way or another, and is important
for the proofs of a conjecture of Wilf and Zeilberger about
holonomic hypergeometric terms [2, 4, 17]. This theorem
and its q-analogue also play a crucial role in deriving crite-
ria on the existence of telescopers for hypergeometric and
q-hypergeometric terms, respectively [1, 8].
Consider a first-order mixed system{
∂z(t, x)
∂t
= u(t, x)z(t, x), z(t, x+ 1) = v(t, x)z(t, x)
}
,
where u and v are rational functions with v 6= 0. Its compat-
ibility condition is ∂v(t, x)/∂t = v(t, x)(u(t, x+1)−u(t, x)).
By Proposition 5 in [10], a nonzero solution of the above
system can be written as a product f(t, x)r(t)xE(t)G(x),
where f is a bivariate rational function in t and x, r is
a univariate rational function in t, E is a hyperexponen-
tial function in t, and G is a hypergeometric term in x.
This proposition is used to compute Liouvillian solutions
of difference-differential systems.
In fact, the above proposition is also fundamental for the
criteria on the existence of telescopers when both differen-
tial and shift operators are involved [7]. This motivates us to
generalize the proposition to include differential, difference
and q-difference cases. Such a generalization will enable us
to establish the existence of telescopers when both differen-
tial (shift) and q-shift operators appear. Next, the proof of
the Wilf-Zeilberger conjecture for hypergeometric terms is
based on the Ore-Sato theorem. So it is reasonable to expect
that a structural theorem on compatible rational functions
with respect to differential, shift and q-shift operators helps
us study the conjecture in more general cases.
The main result of this paper is Theorem 5.4 which re-
veals a special structure of compatible rational functions.
By the theorem, a hyperexponential-hypergeometric solu-
tion, defined in Section 2, is a product of a rational func-
tion, several symbolic powers, a hyperexponential function,
a hypergeometric term, and a q-hypergeometric term (see
Proposition 6.1). This paves the way to decompose such
solutions by Christopher-Zoladek’s generalization, the Ore-
Sato Theorem, and its q-analogue.
This paper is organized as follows. The notion of com-
patible rational functions is introduced in Section 2. The
bivariate case is studied in Section 3. After presenting a few
preparation lemmas in Section 4, we prove in Section 5 a
theorem that describes the structure of compatible rational
functions. Section 6 is about algorithms and applications.
2. COMPATIBLE RATIONAL FUNCTIONS
In the rest of this paper, F is a field of characteristic zero.
Let t = (t1, . . . , tl), x = (x1, . . . , xm) and y = (y1, . . . , yn).
Assume that q1, . . . , qn ∈ F are neither zero nor roots of
unity. For an element f of F(t,x,y), define δi(f) = ∂f/∂ti
for all i with 1 ≤ i ≤ l,
σj(f(t,x,y)) = f(t, x1, . . . , xj−1, xj + 1, xj+1, . . . , xm,y)
for all j with 1 ≤ j ≤ m, and
τk(f(t,x,y)) = f(t,x, y1, . . . , yk−1, qkyk, yk+1, . . . , yn)
for all k with 1 ≤ k ≤ n. They are called derivations, shift
operators, and q-shift operators, respectively.
Let ∆ = {δ1, . . . , δl, σ1, . . . , σm, τ1, . . . , τn}. These oper-
ators commute pairwise. The field of constants w.r.t. an
operator in ∆ consists of all rational functions free of the
indeterminate on which the operator acts nontrivially.
By a first-order linear functional system over F(t,x,y),
we mean a system consisting of
δi(z) = uiz, σj(z) = vjz, τk(z) = wkz (1)
for some rational functions ui, vj , wk ∈ F(t,x,y) and for
all i, j, k with 1 ≤ i ≤ l, 1 ≤ j ≤ m and 1 ≤ k ≤ n.
System (1) is said to be compatible if
v1 · · · vmw1 · · ·wn 6= 0 (2)
and the conditions listed in (3)-(8) hold:
δi(uj) = δj(ui), 1 ≤ i < j ≤ l, (3)
σi(vj)/vj = σj(vi)/vi, 1 ≤ i < j ≤ m, (4)
τi(wj)/wj = τj(wi)/wi, 1 ≤ i < j ≤ n, (5)
δi(vj)/vj = σj(ui)− ui, 1 ≤ i ≤ l and 1 ≤ j ≤ m, (6)
δi(wk)/wk = τk(ui)− ui, 1 ≤ i ≤ l and 1 ≤ k ≤ n, (7)
σj(wk)/wk = τk(vj)/vj , 1 ≤ j ≤ m and 1 ≤ k ≤ n. (8)
Compatibility conditions (3)-(8) are caused by the commu-
tativity of the maps in ∆. A sequence of rational func-
tions: u1, . . . , ul, v1, . . . , vm, w1, . . . , wn is said to
be compatible w.r.t. ∆ if (2)-(8) hold.
By a ∆-extension of F(t,x,y), we mean a ring exten-
sion R of F(t,x,y) s.t. every derivation and automorphism
in ∆ can be extended to a derivation and a monomorphism
from R to R, and, moreover, the extended maps are commu-
tative with each other. Given a finite number of first-order
compatible systems, one can construct a Picard-Vessiot ∆-
extension of F(t,x,y) that contains “all” solutions of these
systems. Moreover, every nonzero solution is invertible.
Details on Picard-Vessiot extensions of compatible systems
may be found in [5]. More general and powerful extensions
are described in [12]. By a hyperexponential-hypergeometric
solution h over F(t,x,y), we mean a nonzero solution of the
system (1). The coefficients ui, vj and wk in (1) are called
δi-, σj-, and τk-certificates of h, respectively. For brevity,
we abbreviate “hyperexponential-hypergeometric solution”
as “H-solution”. An H-solution is a hyperexponential func-
tion when m = n = 0 in (1), it is a hypergeometric term
if l = n = 0, and a q-hypergeometric term if l = m = 0.
Remark 2.1. We opt for the word “solution” rather than
“function”, since all the ti, xj and yk are regarded as indeter-
minates. It is more sophisticated to regard hypergeometric
terms as functions of integer variables [17, 4, 3].
As a matter of notation, for an element f ∈ F(t,x,y),
the denominator and numerator of f are denoted den(f)
and num(f), respectively. Note that den(f) and num(f)
are coprime. For a ring A, A× stands for A\{0}, and for
a field E, E stands for the algebraic closure of E. For ev-
ery φ ∈ ∆ and f ∈ F(t,x,y)×, we denote by ℓφ(f) the
fraction φ(f)/f . When φ is a derivation δi, ℓδi(f) stands
for the logarithmic derivative of f with respect to ti. This
notation allows us to avoid stacking fractions and subscripts.
Let E be a field and t an indeterminate. A nonzero el-
ement f of E(t) can be written uniquely as f = p + r,
where p ∈ E[t] and r is a proper fraction. We say that p
is the polynomial part of f w.r.t. t.
Remark 2.2. Let z∈{t1, . . . , tl, x1, . . . , xm, y1, . . . , yn}
and f ∈ F(t,x,y)×. For all i with 1 ≤ i ≤ l, the polynomial
part of ℓδi(f) w.r.t. z has degree at most zero in z.
3. BIVARIATE CASE
In this section, we assume that l = m = n = 1. For
brevity, set t = t1, x = x1, y = y1, δ = δ1, σ = σ1, τ=τ1,
and q = q1. By (2), (6), (7) and (8), three rational func-
tions u, v, w in F(t, x, y) are ∆-compatible if vw 6= 0,
ℓδ(v) = σ(u)− u, (9)
ℓδ(w) = τ (u)− u, (10)
ℓσ(w) = ℓτ(v). (11)
Other compatibility conditions become trivial in this case.
Example 3.1. Let α ∈ F(t, y)×. The system consisting
of δ(z) = ℓδ(α) x z and σ(z) = α z is compatible w.r.t. δ
and σ. Denote a solution of this system by αx, which is
irrational if α 6= 1.
The next lemma is immediate from [10, Proposition 5].
Lemma 3.1. Let u, v ∈ F(t, x, y) with v 6= 0. If (9) holds,
then u = ℓδ(f) + ℓδ(α) x + β and v=ℓσ(f)αλ for some f
in F(t, x, y), α, β in F(t, y), and λ in F(x, y).
Assume that an H-solution h has δ-certificate u and σ-
certificate v. By Lemma 3.1, h = cfαxEG in some ∆-ring,
where c is a constant w.r.t. δ and σ, E is hyperexponential
with certificate β, and G is hypergeometric with certificate λ.
We shall prove two similar results: one is about differential
and q-shift variables; the other about shift and q-shift ones.
To this end, we recall some terminologies from [2, 4, 12].
Let A=F(t, y) and p ∈ A[x]×. The σ-dispersion of p is
defined to be the largest nonnegative integer i s.t. for some r
in A, r and r + i are roots of p. Let f ∈ A(x)×. We say
that f is σ-reduced if den(f) and σi(num(f)) are coprime
for every integer i; and that f is σ-standard if zero is the σ-
dispersion of num(f)den(f). A σ-standard rational function
is a σ-reduced one, but the converse is false. By Lemma 6.2
in [12], f = ℓσ(a) b for some a, b in A(x) with b being σ-
standard or σ-reduced.
Let B = F(t, x) and p ∈ B[y]×. The τ -dispersion of p is
defined to be the largest nonnegative integer i s.t. for some
nonzero r ∈ B, r and qir are roots of p. In addition, the
τ -dispersion of p is set to be zero if p = cyk for some c ∈ B.
Let f ∈ B(y)×. The polar τ -dispersion is the τ -dispersion
of den(f). The notion of τ -reduced and τ -standard rational
functions are defined likewise. One can write f = ℓτ(a) b,
where a, b ∈ B(y)× and b is τ -standard or τ -reduced.
Now, we prove a q-analogue of Lemma 3.1.
Lemma 3.2. Let u, w∈F(t, x, y) with w 6=0. If (10) holds,
then u=ℓδ(f)+a and w=ℓτ(f) b for some f in F(t, x, y), a
in F(t, x), and b in F(x, y).
Proof. Set w = ℓτ(f) b for some f, b in F(t, x, y) with b
being τ -standard. Set b = ykP/Q, where P,Q ∈ F(x)[t, y]
are coprime, and neither is divisible by y. Since b is τ -
standard, so is P/Q. Assume u = ℓδ(f) + a. By (10),
ℓδ(P/Q) = τ (a)− a. (12)
Since P/Q is τ -standard, the τ -dispersion of PQ is zero,
and so is the polar τ -dispersion of the left-hand side in (12),
which, together with [12, Lemma 6.3], implies that a belongs
to F(t, x)[y, y−1]. Moreover, a is free of positive powers of y
by Remark 2.2 (setting z = y); and a is free of negative
powers of y, because neither P nor Q is divisible by y. We
conclude that a is in F(t, x). Consequently, τ (a) = a. It
follows from (12) that δ(P/Q) = 0, i.e., b is in F(x, y).
By the above lemma, an H-solution h can be written as a
product of a constant w.r.t. δ and τ , a rational function, a
hyperexponential function, and a q-hypergeometric term.
The last lemma is a q-analogue of [4, Theorem 9]. Our
proof is based on an easy consequence of [20, Lemma 2.1].
Fact 3.1. Let a, b ∈ F(t, x, y)×. If σ(a) = ba, and P is
an irreducible factor of den(b) with degx P > 0, then σ
i(P )
is a factor of num(b) for some nonzero integer i.
The same is true if we swap den(b) and num(b) in the
above assertion.
Lemma 3.3. Let v, w ∈ F(t, x, y)×. If (11) holds, then
v = ℓσ(f) a and w = ℓτ(f) b for some f in F(t, x, y), a
in F(t, x), and b in F(t, y).
Proof. In this proof, P | Qmeans that P,Q ∈ F(t)[x, y]×
and Q = PR for some R ∈ F(t)[x, y].
Set v = ℓσ(f)a, where f, a ∈ F(t, x, y) and a is σ-reduced.
Assume w = ℓτ(f) b. By (11), ℓσ(b) = ℓτ(a), that is,
σ(b) = gb, where g =
τ (num(a)) den(a)
τ (den(a)) num(a)
. (13)
First, we show that a is the product of an element in F(t, x)
and an element in F(t, y). Suppose the contrary. Then there
is an irreducible polynomial P ∈ F(t)[x, y] with degx P>0
and degy P>0 s.t. P divides den(a)num(a) in F(t)[x, y]. As-
sume that P | num(a). If P ∤ den(g), then P | τ (num(a))
since num(a) and den(a) are coprime. So τ−1(P )|num(a).
If P |den(g), then σi(P ) | num(g) for some integer i by (13)
and Fact 3.1. Thus, σi(P ) | τ (num(a)), because num(g) is
a factor of τ (num(a))den(a) and a is σ-reduced. This im-
plies σiτ−1(P ) | num(a). In either case, we have that
σjτ−1(P ) | num(a) for some integer j.
Assume P | den(a). Then the same argument implies
σkτ−1(P ) | den(a) for some integer k.
Hence, there exists an integer m1 s.t. P1 := σ
m1τ−1(P0) is
an irreducible factor of den(a)num(a), where P0 = P . A
repeated use of the above reasoning leads to an infinite se-
quence of irreducible polynomials P0, P1, P2, . . . in F(t)[x, y]
s.t. Pi = σ
miτ−1(Pi−1) and Pi | den(a)num(a). Therefore,
there are two F(t)-linearly dependent members in the se-
quence. Using these two members, we get P0 = cσ
mτn(P0)
for some c in F(t) and m,n in Z with n 6= 0. Write
P0 = pd(x)y
d + pd−1(x)y
d−1 + · · ·+ p0(x),
where d > 0, pi ∈ F(t)[x] and pd 6= 0. Then
pd(x) = cpd(x+m)q
−dn and p0(x) = cp0(x+m).
Since P0 is irreducible and of positive degree in x, p0 is also
nonzero. We see that 1 = cq−dn and 1 = c when comparing
the leading coefficients in the above two equalities. Conse-
quently, q is a root of unity, a contradiction. This proves that
all irreducible factors of den(a)num(a) are either in F(t)[x]
or F(t)[y]. Therefore, a is a product of an element in F(t, x)
and an element in F(t, y).
So we can write a = a1 a2 for some a1 in F(t, x) and a2
in F(t, y). By ℓσ(b) = ℓτ(a), the equation σ(z) = ℓτ(a2)z
has a rational solution b. Since ℓτ(a2) is a constant w.r.t. σ,
we conclude ℓτ(a2) = 1, for otherwise, σ(z) = ℓτ(a2)z would
have no rational solution. So b ∈ F(t, y) and a ∈ F(t, x).
Similar to Lemmas 3.1 and 3.2, the above lemma implies
that an H-solution h can be written as a product of a con-
stant w.r.t. σ and τ , a rational function, a hypergeometric
term, and a q-hypergeometric term.
We shall extend these lemmas to multivariate cases in Sec-
tion 5. Before closing this section, we present three examples
to illustrate calculations involving compatibility conditions.
These calculations are useful in Section 5.
Example 3.2. Assume
u = ℓδ(f) + ℓδ(a) x+ b and v = ℓσ(f) a c,
where f, c ∈ F(t, x, y)×, a ∈ F(t, y)×, and b ∈ F(t, x, y). By
the logarithmic derivative identity: for all r, s in F(t, x, y)×,
ℓδ(r s) = ℓδ(r) + ℓδ(s), we get
ℓδ(v) = ℓδ ◦ ℓσ(f) + ℓδ(a) + ℓδ(c).
Since ℓδ(a) is constant w.r.t. σ, and σ ◦ ℓδ = ℓδ ◦σ, we have
σ(u)− u = σ ◦ ℓδ(f)− ℓδ(f) + ℓδ(a) + σ(b)− b
= ℓδ ◦ ℓσ(f) + ℓδ(a) + σ(b)− b.
If (9) holds, then ℓδ(c)=σ(b)−b. Hence, δ(c)=0 iff σ(b) = b,
i.e., c ∈ F(x, y) iff b ∈ F(t, y).
Example 3.3. Assume u = ℓδ(f) + a and w = ℓτ(f) b,
where a ∈ F(t, x, y) and f, b ∈ F(t, x, y)×. If (10) holds,
then a similar calculation as above yields ℓδ(b) = τ (a)− a.
Hence, δ(b) = 0 iff τ (a) = a, i.e., b ∈ F(x, y) iff a ∈ F(t, x).
Example 3.4. Assume v = ℓσ(f)a and w = ℓτ(f) b,
where f, a, b ∈ F(t, x, y)×. Applying ℓσ, ℓτ to w, v, respec-
tively, we see that
ℓσ(w) = ℓσ ◦ ℓτ(f) ℓσ(b), ℓτ(v) = ℓτ ◦ ℓσ(f) ℓτ(a).
If (11) holds, then ℓσ(b) = ℓτ(a), because ℓσ ◦ ℓτ = ℓτ ◦ ℓσ.
Hence, σ(b) = b iff τ (a) = a, i.e., b ∈ F(t, y) iff a ∈ F(t, x).
4. PREPARATION LEMMAS
To extend Lemmas 3.1, 3.2, and 3.3 to multivariate cases,
we will proceed by induction on the number of variables.
There arise different expressions for a rational function in
our induction. Lemmas given in this section will be used to
eliminate redundant indeterminates in these expressions.
We define a few additive subgroups of F(t,x,y) to avoid
complicated expressions.
Li =
{
ℓδi(f) | f ∈ F(t,x,y)
×
}
, i = 1, . . . , l,
Mi =
{
m∑
j=1
ℓδi(gj)xj | gj ∈ F(t,y)
×
}
, i = 1, . . . , l.
For i = 1, . . . , l and j = 1, . . . , m, Mi,j denotes the group

j−1∑
k=1
ℓδi(gk) xk +
m∑
k=j+1
ℓδi(gk) xk | gk ∈ F(t, xj ,y)
×

 .
Moreover, we set
Ni = Li+Mi+F(t,y) and Ni,j = Li+Mi,j+F(t, xj ,y).
Let Z = {t1, . . . , tl, x1, . . . , xm, y1, . . . , yn}. We will use an
evaluation trick in the sequel. Let Z′ = {z1, . . . , zs} be a
subset of Z. For f ∈ F(t,x,y)×, there exist ξ1, . . . , ξs in F
s.t. f evaluated at z1 = ξ1, . . . , zs = ξs is a well-defined
and nonzero rational function f ′. We say that f ′ is a proper
evaluation of f w.r.t. Z′. A proper evaluation can be carried
out for finitely many rational functions as well. In addition,
we say that a rational function f is free of Z′ if it is free of
every indeterminate in Z′.
Remark 4.1. If Z′ ⊂ Z, f ∈ Li and ti /∈ Z
′, then all
proper evaluations of f w.r.t. Z′ are also in Li.
In the next example, we illustrate two typical proper evalu-
ations to be used later.
Example 4.2. Let f = ℓδi(r) for some f, r ∈ F(t,x,y)
×.
Assume that both f(t, ξ,y) and r(t, ξ,y) are well-defined
and nonzero, where ξ ∈ Fm. Then f(t, ξ,y) is still in Li.
Let g ∈ F(t,y)×. Then δi(z) = gz has a rational solution
in F(t,y)× if it has a rational solution in F(t,x,y)×. This
can also be shown by a proper evaluation.
The following lemma helps us merge rational expressions
involving logarithmic derivatives.
Lemma 4.1. Let i ∈ {1, . . . , l}.
(i) Let Z1, Z2 ⊂ Z with Z1 ∩ Z2 = ∅. If A is any sub-
field of F(t,x,y) whose elements are free of ti and free
of Z1 ∪ Z2, then
Li + A(ti) = (Li + A(ti, Z1)) ∩ (Li + A(ti, Z2)).
(ii) If d, e ∈ {1, . . . ,m} with d 6= e, then Ni = Ni,d ∩Ni,e.
Proof. To prove the first assertion, note that Li +A(ti)
is a subset of (Li + A(ti, Z1)) ∩ (Li + A(ti, Z2)). Assume
that a is in (Li + A(ti, Z1)) ∩ (Li + A(ti, Z2)). Then there
exist a1 ∈ A(ti, Z1) and a2 ∈ A(ti, Z2) s.t.
a ≡ a1 mod Li and a ≡ a2 mod Li.
Hence, a1− a2 ∈ Li. Let Z
′
2 = Z2 \ {ti}, and a
′
2 be a proper
evaluation of a2 w.r.t. Z
′
2. Then a1−a
′
2 is a proper evaluation
of a1 − a2 w.r.t. Z
′
2, because a1 is free of Z
′
2. Thus, a1 − a
′
2
belongs to Li by Remark 4.1. Since a
′
2 is in A(ti), a1 is
in Li + A(ti), and so is a.
To prove the second assertion, assume i = 1, d = 1
and e = m. Note that N1 ⊂ N1,1 ∩ N1,m, because M1 is
contained in (M1,1 + F(t, x1,y)) ∩ (M1,m + F(t, xm,y)). It
remains to show N1,1∩N1,m ⊂ N1. Let a∈N1,1∩N1,m. Then
a = ℓδ1(f) +
(∑m−1
j=2
ℓδ1(gj)xj
)
+ ℓδ1(gm) xm + r (14)
= ℓδ1(f˜) + ℓδ1(g˜1) x1 +
(∑m−1
j=2 ℓδ1(g˜j) xj
)
+ r˜, (15)
where f, f˜ ∈ F(t,x,y), gj , r ∈ F(t, x1,y), g˜j , r˜ ∈ F(t, xm,y)
and ff˜gj g˜j 6= 0. For all j with 1 ≤ j ≤ m, let Pj be the
polynomial part of a w.r.t. xj . Then degxj Pj≤1 for all j
with 1≤j≤m− 1 by Remark 2.2 and (15), and degxm Pm≤1
by the same Remark and (14).
Claim. Let bj denote the coefficient of xj in Pj . Then there
exists sj ∈ F(t,y) s.t. bj = ℓδ1(sj) for all j with 1 ≤ j ≤ m.
Proof of Claim. By (14) and Remark 2.2, b1 is the coefficient
of x1 in the polynomial part of r w.r.t. x1. So b1 is in F(t,y).
By (15) and the same remark, b1 = ℓδ1(g˜1). Let s1 be a
proper evaluation of g˜1 w.r.t. xm. Then b1 = ℓδ1(s1) as b1
is free of xm. By the same argument, bm = ℓδ1(sm) for
some sm in F(t,x). By (14) and (15), bj = ℓδ1(gj) = ℓδ1(g˜j)
for all j with 2 ≤ j ≤ m − 1. Let sj be a proper evaluation
of g˜j w.r.t. xm. Then ℓδj(gj) = ℓδj(sj), because gj is free
of xm. Hence, bj = ℓδ1(sj). The claim holds.
Set b =
∑m
j=1
bjxj . Then a − b is in L1 + F(t, x1,y)
and L1+F(t, xm,y) by (14), (15) and the claim. Thus, a−b
is in L1 + F(t,y) by the first assertion (setting Z1 = {x1},
Z2 = {xm}, and A = F(t2, . . . , tl,y)). By the claim, b is
in M1. Thus, a is in L1 +M1 + F(t,y).
We define a few multiplicative subgroups in F(t,x,y)×.
Let Gj = {ℓσj(f) | f ∈ F(t,x,y)
×} for j = 1, . . . ,m. Sim-
ilarly, let Hk = {ℓτk(f) | f ∈ F(t,x,y)
×} for k = 1, . . . , n.
Remark 4.3. If Z′⊂Z, f∈Hk and yk /∈Z
′, then all proper
evaluations of f w.r.t. Z′ are in Hk. The same holds for Gj.
The next lemma helps us merge rational expressions in-
volving shift or q-shift quotients.
Lemma 4.2. Let j ∈ {1, . . . ,m}, k ∈ {1, . . . , n}. Assume
that Z1 and Z2 are disjoint subsets of Z.
(i) If A is any subfield of F(t,x,y) whose elements are
free of xj and free of Z1 ∪ Z2, then
GjA(xj)
× =
(
GjA(xj , Z1)
×
)
∩
(
GjA(xj , Z2)
×
)
.
(ii) If A is any subfield of F(t,x,y) whose elements are
free of yk and free of Z1 ∪ Z2, then
HkA(yk)
× =
(
HkA(yk, Z1)
×
)
∩
(
HkA(yk, Z2)
×
)
.
(iii) If A = F(t,y) and B = F(x,y), then
GjA
×B× =
(
GjA
×B(Z1)
×
)
∩
(
GjA
×B(Z2)
×
)
.
Proof. The proofs of the first two assertions are similar
to that of Lemma 4.1 (i). So we only outline the proof of
the second assertion. Clearly,
HkA(yk)
× ⊂
(
HkA(yk, Z1)
×
)
∩
(
HkA(yk, Z2)
×
)
.
For an element a ∈
(
HkA(yk, Z1)
×
)
∩
(
HkA(yk, Z2)
×
)
, there
exist a1 ∈ A(yk, Z1)
× and a2 ∈ A(yk, Z2)
× s.t.
a ≡ a1 mod Hk and a ≡ a2 mod Hk.
Using a proper evaluation, one sees that a is in HkA(yk)
×.
We present a detailed proof of the third assertion due to
the presence of both A and B, though the idea goes along the
same line as before. It suffices to show that the intersection
of GjA
×B(Z1)
× and GjA
×B(Z2)
× is a subset of GjA
×B×.
Assume that a is in the intersection. Then
a ≡ a1b1 mod Gj and a ≡ a2b2 mod Gj (16)
for some a1, a2 in A
×, b1 in B(Z1)
×, and b2 in B(Z2)
×.
Let Z′2 = Z2 \ B, and c be a proper evaluation of a1/(a2b2)
w.r.t. Z′2. Then c b1 is a proper evaluation of a1b1/(a2b2)
w.r.t. Z′2, as b1 is free of Z
′
2. So c b1 is in Gj by Remark 4.3.
Since c is in A×B×, b1 is in GjA
×B×, and so is a.
The next lemma says that some compatible rational func-
tions belong to a common coset.
Lemma 4.3. Let v1, . . . , vm, w1, . . . , wn∈F(t,x,y)
×. As-
sume that the compatibility conditions in (4) and (5) hold.
(i) If vj is in GjF(t,y)
×F(x,y)× for all j with 1 ≤ j ≤ m,
then there exists f ∈ F(t,x,y) s.t. each vj is in the
coset ℓσj(f)F(t,y)
×F(x,y)×.
(ii) Let E be a subfield of F(t,x). If wk ∈ HkE(y)
× for
all k with 1 ≤ k ≤ n, then there exists f ∈ F(t,x,y)
s.t. each wk is in the coset ℓτk(f)E(y)
×.
Proof. We are going to show the second assertion. The
first one can be proved in the same fashion.
The second assertion clearly holds when n = 1. Assume
that n > 1 and the lemma holds for n − 1. Then there ex-
ist g ∈ F(t,x,y) and b1, . . . , bn−1 ∈ E(y) s.t. wk = ℓτk(g)bk
for all k with 1 ≤ k ≤ n− 1. Assume
wn = ℓτn(g)a for some a ∈ F(t,x,y). (17)
Then the compatibility conditions in (5) imply that the
first-order system {τk(z) = ℓτn(bk) z | k = 1, . . . , n− 1} has
a solution a in F(t,x,y)×. It follows from the hypothe-
sis bk ∈ E(y) for all k with 1 ≤ k ≤ n − 1 that the
above system has a solution a′ in E(y)×. Thus, a = c a′
for some constant c w.r.t. τ1, . . . , τn−1. Consequently, c be-
longs to F(t,x, yn). On one hand, (17) leads to
wn = ℓτn(g) ca
′. (18)
On the other hand, wn ∈ HnE(y)
× implies c = ℓτn(s) r for
some r in E(y) and s in F(t,x,y). Let Z′ = {y1, . . . , yn−1},
and let s′ and r′ be two proper evaluations of s and r
w.r.t. Z′ at a point in Fn−1, respectively. Then c=ℓτn(s
′) r′
since c is free of Z′. By (18), wn = ℓτn(s
′g) r′a′. Set f = s′g
and bn=r
′a′. Then wk = ℓτk(f) bk for all k with 1 ≤ k ≤ n,
as s′ is a constant w.r.t. τ1, . . . , τn−1.
5. A STRUCTURE THEOREM
In this section, we extend Lemmas 3.1, 3.2 and 3.3, and
then combine these results to a structure theorem on ∆-
compatible rational functions.
The first proposition extends Lemma 3.1.
Proposition 5.1. Let u1, . . . , ul, v1, . . . , vm be ratio-
nal functions in F(t,x,y) with v1 · · · vm 6= 0. If the com-
patibility conditions in (3), (4) and (6) hold, then there
exist f in F(t,x,y), a1, . . . , am, b1, . . . , bl in F(t,y),
and c1, . . . , cm in F(x,y) s.t., for all i with 1 ≤ i ≤ l,
ui = ℓδi(f) + ℓδi(a1) x1 + · · ·+ ℓδi(am) xm + bi,
and, for all j with 1 ≤ j ≤ m,
vj = ℓσj(f) aj cj .
Moreover, the sequence b1, . . . , bl, c1, . . . , cm is compatible
w.r.t. {δ1, . . . , δl, σ1, . . . , σm}.
Proof. First, we consider the case in which l = 1 and m
arbitrary. The proposition holds whenm = 1 by Lemma 3.1.
Assume that m > 1 and the proposition holds for the values
lower than m. Applying the induction hypothesis to t1, x1,
. . . , xm−1 and to t1, x2, . . . , xm, respectively, we see that
both u1 ∈ N1,m and u1 ∈ N1,1. Since m > 1, u1 ∈ N1 by
Lemma 4.1 (ii). Hence,
u1 = ℓδ1(f) + ℓδ1(a1) x1 + · · ·+ ℓδ1(am)xm + b1
for some f ∈ F(t1,x,y) and a1, . . . , am, b1 ∈ F(t1,y). As-
sume that vj = ℓσj(f) ajcj . Then c1, . . . , cm are in F(x,y)
by the compatibility conditions in (6) (see Example 3.2).
The proposition holds for l = 1 and m arbitrary.
Second, we show that the proposition holds for all l and m
by induction on l. It holds if l = 1 by the preceding para-
graph. Assume that l > 1 and that the proposition holds for
the values lower than l. Applying the induction hypothesis
to t1, . . . , tl−1,x and to t2, . . . , tl,x, respectively, we have
vj ∈
(
GjA
×B(Z1)
×
)
∩
(
GjA
×B(Z2)
×
)
,
where A=F(t,y), B=F(x,y), Z1={tl}, and Z2={t1}. We see
that vj ∈ GjA
×B× by Lemma 4.2 (iii). So vj ∈ ℓσj(f)A
×B×
for some f in F(t,x,y) by Lemma 4.3 (i). Thus,
vj = ℓσj(f) aj cj ,
where aj ∈ A, cj ∈ B and j = 1, . . . ,m. Assume that, for
all i with 1 ≤ i ≤ l, ui = ℓδi(f) +
∑m
j=1
ℓδi(aj) xj + bi.
All the bi’s belong to F(t,y) by the compatibility conditions
in (6) (see Example 3.2). The sequence b1, . . . , bl, c1, . . . , cm
is compatible because of (3), (4) and (6).
The second proposition extends Lemma 3.2.
Proposition 5.2. Let u1, . . . , ul, w1, . . . , wn be ratio-
nal functions in F(t,x,y) with w1 · · ·wn 6= 0. Assume that
the compatibility conditions (3), (5) and (7) hold. Then
there exist f in F(t,x,y), a1, . . . , al in F(t,x), and b1, . . . , bn
in F(x,y) s.t.
ui = ℓδi(f) + ai and wk = ℓτk(f) bk
for all i with 1 ≤ i ≤ l and k with 1 ≤ k ≤ n. Moreover,
the sequence a1, . . . , al, b1, . . . , bn is compatible w.r.t. the
set {δ1, . . . , δl, τ1, . . . , τn}.
The proof of this proposition goes along the same line as in
that of Proposition 5.1.
The last proposition extends Lemma 3.3.
Proposition 5.3. Let v1, . . . , vm, w1, . . . , wn be rational
functions in F(t,x,y)×. Assume that the compatibility con-
ditions in (4), (5) and (8) hold. Then there exist a rational
function f in F(t,x,y), a1, . . . , am in F(t,x), and b1, . . . , bn
in F(t,y) s.t., for all j with 1 ≤ j ≤ m and k with 1 ≤ k ≤ n,
vj = ℓσj(f) aj and wk = ℓτk(f) bk.
Furthermore, the sequence a1, . . . , am, b1, . . . , bn is compat-
ible w.r.t. {σ1, . . . , σm, τ1, . . . , τn}.
Proof. First, we consider the case, in whichm = 1 and n
arbitrary. We proceed by induction on n. The proposition
holds when n = 1 by Lemma 3.3. Assume that n>1, and the
proposition holds for the values lower than n. Applying the
induction hypothesis to x1, y1, . . . , yn−1 and to x1, y2, . . . , yn,
respectively, we get v1 ∈ G1F(t, x1, yn)
× ∩ G1F(t, x1, y1)
×.
Setting A=F(t), Z1={yn} and Z2={y1} in Lemma 4.2 (i),
we see that v1 ∈ G1F(t, x1)
×, which, together with the
definition of G1F(t, x1)
×, there exist f in F(t, x1,y) and a
in F(t, x1) s.t. v1 = ℓσ1(f) a. Assume that wk = ℓτk(f) bk
for some bk in F(t, x1,y) and for all k with 1 ≤ k ≤ n.
By (8), σ1(bk)=bk, i.e., bk ∈ F(t,y) (see Example 3.4). The
proposition holds for m = 1 and n arbitrary.
Second, assume that m > 1 and the proposition holds
for values lower than m and arbitrary n. Applying this in-
duction hypothesis to x1, . . . , xm−1,y and to x2, . . . , xm,y,
respectively, we have
wk ∈
(
HkA(yk, Z1)
×
)
∩
(
HkA(yk, Z2)
×
)
,
where A=F(t, y1, . . ., yk−1, yk+1, . . ., yn), Z1 and Z2 are equal
to {xm} and {x1}, respectively. Thus, wk ∈ HkA(yk)
×
by Lemma 4.2 (ii), and wk ∈ ℓτk(f)A(yk)
× for some f
in F(t,x,y) by Lemma 4.3 (ii). Let wk = ℓτk(f) bk, where bk
is in A(yk)
×, and k = 1, . . . , n. Let aj = vj/ℓσj(f) for all j
with 1 ≤ j ≤ m. Then τk(aj) = aj for all k with 1 ≤ k ≤ n
and j with 1 ≤ j ≤ m by the compatibility conditions in (8)
(see Example 3.4). Hence, all the aj ’s are in F(t,x). The
sequence a1, . . . , am, b1, . . . , bn is compatible because of (4),
(5) and (8).
Now, we present a theorem describing the structure of
compatible rational functions.
Theorem 5.4. Let
u1, . . . , ul, v1, . . . , vm, w1, . . . , wn (19)
be a sequence of rational functions in F(t,x,y). If the se-
quence is ∆-compatible, then there exist f in F(t,x,y), α1,
. . . , αm, β1, . . . , βl in F(t), λ1, . . . , λm in F(x), and µ1,
. . . , µn in F(y) s.t., for all i with 1 ≤ i ≤ l,
ui = ℓδi(f) + ℓδi(α1) x1 + · · ·+ ℓδi(αm)xm + βi, (20)
for all j with 1 ≤ j ≤ m, and, for all k with 1 ≤ k ≤ n,
vj = ℓσj(f)αjλj and wk = ℓτk(f)µk. (21)
Moreover, the sequence β1, . . . , βl, λ1, . . . , λm, µ1, . . . , µn
is ∆-compatible.
Proof. By Propositions 5.2 and 5.3,
wk = ℓτk(g
′)a′k = ℓτk(g˜) a˜k
for some g′, g˜ ∈ F(t,x,y), a′k ∈ F(x,y), and a˜k ∈ F(t,y)
with 1 ≤ k ≤ n. Set Z1 = {t1, . . . , tl}, Z2 = {x1, . . . , xm},
and A = F(y1, . . . , yk−1, yk+1, . . . , yn) in Lemma 4.2 (ii).
Then the lemma implies that there exist µk in F(y) and gk
in F(t,x,y) s.t. wk = ℓτk(gk)µk. Setting E = F in the sec-
ond assertion of Lemma 4.3, we may further assume that all
the gk’s are equal to a rational function, say g. Let
ui = ℓδi(g) + ri (1 ≤ i ≤ l) and vj = ℓσj(g) sj (1 ≤ j ≤ m).
Then the compatibility conditions in (7) imply that the ri’s
are in F(t,x) (see Example 3.3). Similarly, those conditions
in (8) imply that the sj ’s are in F(t,x) (see Example 3.4).
Furthermore, r1, . . . , rl, s1, . . . , sm are compatible w.r.t. the
set {δ1, . . . , δl, σ1, . . . , σm}. By Proposition 5.1, we get
ri = ℓδi(b) + ℓδi(α1) x1 + · · ·+ ℓδi(αm)xm + βi,
and sj = ℓσj(b)αjλj for some b in F(t,x), αj , βi in F(t), λj
in F(x), 1 ≤ i ≤ l, and 1 ≤ j ≤ m. Note that b belongs
to F(t,x). Setting f = gb, we get the desired form for ui’s,
vj ’s and wk’s. The compatibility of the sequence β1, . . . , βl,
λ1, . . . , λm, µ1, . . . , µn follows from that of u1, . . . , ul, v1,
. . . , vm, w1, . . . , wn.
With the notation introduced in Theorem 5.4, we say that
the sequence:
f, α1, . . . , αm, β1, . . . , βl, λ1, . . . , λm, µ1, . . . , µn (22)
is a representation of ∆-compatible rational functions given
in (19) if the equalities in (20) and (21) hold.
A rational function F(t,x,y) is said to be nonsplit w.r.t. t
if its denominator and numerator have no irreducible fac-
tors in F[t]. Similarly, we define the notion of nonsplit-
ness w.r.t. x or y. Let ≺ be a fixed monomial ordering
on F[t,x,y]. A nonzero rational function in F(t,x,y) is said
to be monic w.r.t. ≺ if its denominator and numerator are
both monic w.r.t. ≺. A representation (22) of ∆-compatible
rational functions in (19) is said to be standard w.r.t. ≺ if
(i) f is nonsplit w.r.t. t, x, and y, that is, the nontrivial
irreducible factors of den(f)num(f) are neither in F[t],
nor in F[x], nor in F[y];
(ii) both f and αj are monic w.r.t. ≺, j = 1, 2, . . . ,m.
Assume that the sequence (22) is a representation of (19).
Factor f=f1f2f3f4, where f1 is monic and nonsplit w.r.t. t, x
and y, f2 is in F(t), f3 in F(x), and f4 in F(y). Set αj=cjα
′
j ,
where cj ∈ F, and α
′
j is monic. Then
f1, α
′
1, . . . , α
′
m, β1 + ℓδ1(f2), . . . , βl + ℓδl(f2),
ℓσ1(f3)c1λ1, . . . , ℓσm(f3)cmλm, ℓτ1(f4)µ1, . . . , ℓτn(f4)µn
is also a representation of (19). This proves the existence
of standard representations. Its uniqueness follows from the
uniqueness of factorization of rational functions.
Corollary 5.5. A ∆-compatible sequence has a unique
standard representation w.r.t. a given monomial ordering.
6. ALGORITHMS AND APPLICATIONS
In this section, we discuss how to compute a representa-
tion of compatible rational functions, and present two ap-
plications in analyzing H-solutions. Let us fix a monomial
ordering on F[t,x,y] for standard representations.
Let the sequence given in (19) be ∆-compatible. We com-
pute a representation of the sequence in the form of (22).
First, we compute µ1(y), . . . , µn(y) in the sequence (22).
By gcd-computation, we write wk = akbk, where ak is non-
split w.r.t. y, bk is in F(y), and k = 1, . . . , n. By Theo-
rem 5.4, wk = ℓτk(f)µk, where f is nonsplit w.r.t. y and µk
is in F(y). Thus, bk = ckµk for some ck ∈ F
×.
To determine ck, write ak = ℓτk(gk) rk, where gk and rk
are in F(t,x,y) with rk being τk-reduced. By the two ex-
pressions of wk, ckrk = ℓτk(f/gk). Since ak is nonsplit
w.r.t. y and rk is τk-reduced, gk can be chosen to be non-
split w.r.t. y, and so is f/gk. Thus, f/gk is free of yk, be-
cause ckrk is τk-reduced. Accordingly, ckrk=1 and µk=rkbk.
As a byproduct, we obtain gk with ℓτk(f) = ℓτk(gk).
Second, we compute α1, . . ., αm and λ1, . . . , λm. Assume
that j is an integer with 1 ≤ j ≤ m. By gcd-computation,
we write vj = sjajbj , where sj is nonsplit w.r.t. t and x, aj
is in F(t), and bj in F(x). Moreover, set aj to be monic. By
Theorem 5.4, vj = ℓσj(f)αjλj , where f is nonsplit w.r.t. t
and x, αj is a monic element in F(t), and λj is in F(x).
Hence, aj = αj and bj = cjλj for some cj ∈ F
×. As in
the preceding paragraph, we write sj = ℓσj(g
′
j) rj with rj
being σj-reduced. Then cjrj = ℓσj(f/g
′
j). Since cjrj is σj-
reduced, cjrj = 1. Hence, λj = rjbj . As a byproduct, we
find g′j with ℓσj(f) = ℓσj(g
′
j).
Third, we compute f . Note that f is a nonzero rational so-
lution of the system {σj(z) = ℓσj(g
′
j) z, τk(z) = ℓτk(gk) z},
where 1 ≤ j ≤ m, 1 ≤ k ≤ n, and g′j , gk are obtained in the
first two steps. So f can be computed by several methods,
e.g., the method in the proof of [14, Proposition 3].
At last, we set βi = ui− ℓδi(f)−
∑m
j=1
ℓδi(αj) xj , for all i
with 1 ≤ i ≤ l. Using vj = ℓσj(f)αjλj and wk = ℓτk(f)µk
and the compatibility conditions in (6) and (7), we see that
all the βi’s are in F(t), as required.
Example 6.1. Consider the case l = m = n = 1. Let u,
v and w be compatible rational functions, where
u =
(4t+ 2x+ y2)(t+ 1) + (t+ x+ 1)(t+ x)(2t+ y2)
(t+ 1)(t+ x)(2t+ y2)
,
v =
2(2x+ 3)(x+ 1)(t+ 1)(t+ x+ 1)(5x+ y)
(5x+ y + 5)(t+ x)
,
w =
(5x+ y)(2t+ q2y2)(1 + qy)
(5x+ qy)(2t+ y2)
.
A representation of u, v, w is of the form(
(2t+ y2)(t+ x)
5x+ y
, t+ 1, 1, 2(2x+ 3)(x+ 1), qy + 1
)
.
From now on, we assume that our ground field F is al-
gebraically closed. In general, ∆-extensions of F(t,x,y)
are rings. We recall that an H-solution over F(t,x,y) is
a nonzero solution of system (1) and, given a finite num-
ber of H-solutions, there is a ∆-extension of F(t,x,y) con-
taining these H-solutions and their inverses. The ring of
constants of this ∆-extension is equal to F by Theorem 2
in [5]. We will only encounter finitely many pairwise dis-
similar H-solutions. Hence, it makes sense to multiply and
invert them in some ∆-extension, which will not be specified
explicitly if no ambiguity arises. All H-solutions we consider
will be over F(t,x,y). Denote by 0s and 1s the sequences
consisting of s 0’s and of s 1’s, respectively.
An H-solution is said to be a symbolic power if its certifi-
cates are of the form
m∑
j=1
xjℓδ1(αj), . . . ,
m∑
j=1
xjℓδl(αj), α1, . . . , αm, 1n, (23)
where α1, . . . , αm are monic elements in F(t)
×. It is easy to
verify that such a sequence is ∆-compatible. Such a sym-
bolic power is denoted αx11 · · ·α
xm
m . The monicity of the αi’s
excludes the case, in which some αi is a constant different
from one. By an E-solution, we mean an H-solution whose
certificates are of the form β1, . . . , βl, 1m+n, where β1, . . . , βl
are in F(t). An E-solution is a hyperexponential function
w.r.t. the derivations, and a constant w.r.t. other operators.
By a G-solution, we mean an H-solution whose certificates
are of the form 0l, λ1, . . . , λm,1n, where λ1, . . . , λm are
in F(x)×. A G-solution is a hypergeometric term w.r.t. the
shift operators, and a constant w.r.t. other operators. Simi-
larly, by a Q-solution, we mean an H-solution whose certifi-
cates are of the form 0l, 1m, µ1, . . . , µn, where µ1, . . . , µn
are in F(y)×. A Q-solution is a q-hypergeometric term w.r.t.
the q-shift operators, and a constant w.r.t. other operators.
The next proposition describes a multiplicative decompo-
sition of H-solutions.
Proposition 6.1. An H-solution is a product of an el-
ement in F×, a rational function in F(t,x,y), a symbolic
power, an E-solution, a G-solution, and a Q-solution.
Proof. Let h be an H-solution. Then its certificates are
compatible. By Theorem 5.4, the certificates have a stan-
dard representation f, α1, . . . , αm, β1, . . . , βl, λ1, . . . , λm,
µ1, . . . , µn. Moreover, the following three sequences:
β1, . . . , βl,1m+n; 0l, λ1, . . . , λm,1n; 0l,1m, µ1, . . . , µn
are ∆-compatible, respectively. Hence, there exist an E-
solution E , a G-solution G, and a Q-solution Q s.t. their
certificates are given in the above three sequences, respec-
tively. It follows from Theorem 5.4 that h and the prod-
uct fαx11 · · ·α
xm
m EGQ have the same certificates. So they
differ by a multiplicative constant, which is in F.
The H-solution in Example 6.1 can be decomposed as
(2t+ y2)(t+ x)
5x+ y
(t+ 1)x exp(t) (2x+ 1)! Γq(1 + qy),
where Γq(1+qy) is a Q-solution with certificates 0, 1, 1+qy.
The next proposition characterizes rational H-solutions
via their standard representations.
Proposition 6.2. Let P be a symbolic power, E an E-
solution, G a G-solution and Q a Q-solution. Then PEGQ
is in F(t,x,y) iff P ∈ F, E ∈ F(t), G ∈ F(x) and Q ∈ F(y).
Proof. (⇐) Clear.
(⇒) Assume that f is rational and equal to PEGQ, where
P , E ,G,Q are a symbolic power, an E-, a G-, and a Q-
solution, respectively. Suppose that the certificates of P
are given in (23). Applying ℓδi to f , i = 1, . . . , l, we see that
ℓδi(f) =
m∑
j=1
ℓδi(αj)xj + ℓδi(E).
Comparing the polynomial parts of the left and right hand-
sides of the above equality w.r.t. xj , we see that ℓδi(αj) = 0
by Remark 2.2 and ℓδi(E) ∈ F(t) for all i and j. Hence, all
the αj ’s are in F, and, consequently, all the αj ’s are equal
to one as they are monic. Hence, P is in F. Moreover,
ℓδi(f) = ℓδi(E) for all i with 1 ≤ i ≤ l.
Let g be a proper evaluation of f w.r.t. x and y. Then
ℓδi(g) = ℓδi(E) for all i with 1 ≤ i ≤ l,
since ℓδi(E) is in F(t). Hence, ℓδi(E/g) = 0, ℓσj(E/g) = 1,
and ℓτk(E/g) = 1, where 1≤i≤l, 1≤j≤m, and 1≤k≤n. We
conclude that E = cg for some c ∈ F. So E is in F(t).
Applying ℓσj and ℓτk to f leads to ℓσj(f) = ℓσj(G),
and ℓτk(f) = ℓτk(Q), respectively. One can show that G
is in F(x) and Q is in F(y) by similar arguments.
Now, we consider how to determine whether a finite number
of H-solutions are algebraically dependent over F(t,x,y).
Let h1, · · · , hs be H-solutions. By Proposition 6.1,
hi ≡ PiEiGiQi mod F(t,x,y)
×, i = 1, . . . , s, (24)
where Pi, Ei,Gi,Qi are a symbolic power, an E-solution, a
G-solution, and a Q-solution, respectively.
Corollary 6.3. Let h1, . . . , hs be H-solutions s.t. all the
congruences in (24) hold. Then they are algebraically depen-
dent over F(t,x,y) iff there exist integers ω1, . . .ωs, not all
zero, s.t. Pω11 · · · P
ωs
s is in F, E
ω1
1 · · · E
ωs
s in F(t), G
ω1
1 · · · G
ωs
s
in F(x) and Qω11 · · · Q
ωs
s in F(y).
Proof. It follows from [15, Corollary 4.2] that h1, · · · , hs
are algebraically dependent over F(t,x,y) iff there exist in-
tegers ω1, . . .ωs, not all zero, s.t. h
ω1
1 · · ·h
ωs
s is in F(t,x,y).
The corollary follows from (24) and Proposition 6.2.
By the above corollary, one may determine the algebraic
dependence of h1, . . . , hs using the decompositions in Propo-
sition 6.1. By gcd-computation, one can find all nonzero in-
teger vectors (ω1, . . . ωs) s.t. P
ω1
1 · · · P
ωs
s is in F. According
to [19], one can find all nonzero integer vectors (ω1, . . . ωs)
s.t. Eω11 · · · E
ωs
s ∈ F(t) by seeking rational number solutions
of a linear homogeneous system over F. Computing all
nonzero integer vectors (ω1, . . . ωs) s.t. G
ω1
1 · · · G
ωs
s ∈ F(x)
reduces to the following subproblem: given c1, . . . , cs ∈ F
×,
compute integers ω1, . . .ωs, not all zero, with c
ω1
1 · · · c
ωs
s = 1
(see [19]). Algorithms for tackling this subproblem and re-
lated discussions are contained in [13, §7.3] and the refer-
ences given there. We are trying to develop an algorithm
that finds integers ω1, . . .ωs, not all zero, s.t. Q
ω1
1 · · · Q
ωs
s
belongs to F(y).
The reader is referred to [6] for an extended version of
this paper, which contains a short proof of Fact 3.1 and a
proof of Proposition 5.2. A Maple implementation is being
written for decomposing H-solutions. We shall apply the
structure theorem to study the existence of telescopers in
the mixed cases in which any two of differential, shift and q-
shift operators appear.
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