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Abstract
A physical theory of the world is presented under the unifying principle that all
of nature is laid out before us and experienced through the passage of time. The one-
dimensional progression in time is opened out into a multi-dimensional mathematically
consistent flow, with the simplicity of the former giving rise to symmetries of the
latter. The act of perception identifies an extended spacetime arena of intermediate
dimension, incorporating the symmetry of geometric spatial rotations, against which
physical objects are formed and observed. The spacetime symmetry is contained as
a subgroup of, and provides a natural breaking mechanism for, the higher general
symmetry of time. It will be described how the world of gravitation and cosmology, as
well as quantum theory and particle physics, arises from these considerations.
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Chapter 1
Introduction
In establishing a conceptual framework for a physical theory of the world one of the
most fundamental questions concerns the nature of the ultimate entity out of which
the world is made. From the earth, water, air and fire of the ancient Greeks, through
various manifestations of elementary extended or point-like particle theories, to the
quantum fields of 20th century high energy physics, the notion of a fundamental form
of matter behaving according to laws of nature, to be identified empirically or through
powers of reason, has strongly influenced the development of scientific theories of the
world. The general trend has been to dig deeper into the layers of matter such that
macroscopic objects are taken to be composed of discrete particle-like entities which
in turn are composed of more basic particles which have become themselves to be
considered as merely the states detected in physics experiments as a manifestation of
yet deeper underlying entities, such as fields or strings. It is a trend which ever poses
the question of what may be uncovered at the next layer down, or whether we may
reach the ultimate bedrock of the world.
The view taken in the present investigations is that the world can be built
out of the one entity within which all our experiments, experiences, perceptions and
indeed our thoughts in general are conducted, that is through progression in time.
This universal nature of time applies both to inner thought experiences in the mind,
as well as outer thoughts of the physical world; for example, perception of a cloud
passing by or of a book on the table. With the basic structure of time being identified
with, or isomorphic to, that of the real numbers R this gives an immediate connection
to a purely mathematical world. The mathematical possibility to express an inner
one-dimensional sense of time in the form of an outer multi-dimensional space as an
intrinsic and elementary property of the real numbers provides a significant motivation
for this study. The aim will be to demonstrate how the external world of experience
can result directly from the mathematical structure of temporal flow itself without the
need to interpose or postulate the notion of an underlying ‘material’ substratum of
any form.
It may be helpful to begin with an analogy using a familiar example in which
multi-dimensional structures are enfolded within a lower-dimensional entity, namely
a child’s ‘pop-up’ book of cartoon zoo animals, although, of course, it should not be
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taken too literally to represent the theory to be presented here. We can consider
such a book, when closed, to be an essentially 2-dimensional object in space. When
opened fully on a given page a figure will ‘pop-up’, perhaps an elephant, extended in
3-dimensional space; on another page a 3-dimensional crocodile may appear, and so
on. It is down to the creativity and origami skills of the bookmakers to form such 3-
dimensional structures that can be perfectly folded away into the 2-dimensional plane
(when the book closes) within the fixed constraints of the possibilities allowed by the
laws of Euclidean geometry.
It is the contention of these investigations that the 1-dimensional flow of time
itself naturally opens out, according to necessary mathematical and geometrical forms,
into a higher-dimensional space. The mechanism will be somewhat different to that
in the above metaphor since time, unlike a book in space, is not experienced ‘all at
once’ and indeed space itself will need to be unfolded out of the temporal flow. How-
ever, within the 1-dimensional flow of time we shall find implicitly contained not only
the appropriate mathematical structures for 3-dimensional space and 4-dimensional
spacetime but also still higher-dimensional possibilities. The intermediate 3 and 4-
dimensional cases can be interpreted as subspaces of the higher-dimensional forms,
with the properties of physical objects perceived in spacetime being largely deter-
mined by the nature of the general higher-dimensional structures. It is claimed that
the opening out of the progression of time in this way into a mathematically deter-
mined multi-dimensional flow is responsible for not only our perceptions of objects,
from books to real elephants themselves, but of the entire physical universe around us.
In a similar way that the laws of geometry constrain the design of pop-up
books, so mathematics will constrain the way in which the physical world can open
out from the flow of time and hence determine the laws of physics. It is the main aim of
this paper to show how far the consequences of this idea resemble the observed laws of
nature of the actual world. In traditional theories properties are assigned to underlying
particles or fields, out of an enormous range of conceivable choices of such properties,
largely for pragmatic reasons to match the empirically observed world. Here, on the
contrary, we expect the present theory to make a much more thorough and direct
contact with the structure of the physical world.
In aiming for an inclusive and complete theory, as well as accounting for the
basic observed scientific phenomena from particle physics to cosmology, the theory
might also address the everyday direct manner through which we actually encounter
and experience the world. We shall touch upon all these areas, all of which would
benefit from further study, in an attempt to gain an overall consistent worldview.
Although this paper is lengthy all of the contents relate to a single unified
theory, rather than to a collection of independent ideas, as will be clear from the
progression of sections and the mutual cross-referencing within the text. Here we
review the contents of the paper to guide the reader towards the sections which may
be of most interest. While the overall order of the text has been designed to introduce
the various facets of the theory in a reasonably logical sequence there are four main
areas in which progress on the theory has been made essentially in parallel. Each area
addresses a particular question and related set of issues which might be asked of any
candidate for a unified physical theory. The four areas correspond generally to subsets
of the subsequent chapters of this paper:
4
• Chapters 2–5: The main goal here is to describe how an extended spacetime
arena may be identified together with an external and internal curvature and the
manner in which they are mutually constrained. First, beginning with a one-
dimensional temporal interval in chapter 2, we make precise the notion of the
multi-dimensional flow of time by deriving in elementary terms what is considered
to be its general mathematical form and give several relevant examples. We
also emphasise the fact that we are dealing here with a general symmetry of
time, in contrast to the symmetry of a higher-dimensional spacetime found in
a different class of theories. The notion of perception as identified with the
interpretation of certain mathematical forms, implicit in the multi-dimensional
flow of time, in the shape of a geometrical spacetime. That is, we describe
how an extended external spacetime arena for the world can ‘pop-out’ from the
temporal flow. This structure motivates the employment of more sophisticated
mathematical tools, and in chapter 3 standard textbook material on differential
geometry and general relativity is reviewed. Papers in the literature from around
the mid-1970s to mid-1980s regarding non-Abelian Kaluza-Klein theories, which
also describe a unified approach relating external and internal curvature within a
similar mathematical framework, are then reviewed in chapter 4. In chapter 5 we
then pick up the thread from end of chapter 2, in light of the mediating chapters,
using the constraints of the present theory to study the relationship between the
external and internal curvature in 4-dimensional spacetime and consider further
implications such as constraints on the equations of motion.
• Chapters 6–9: Here we consider higher-dimensional forms of temporal flow with
the main aim of establishing a connection with the structures of the Standard
Model of particle physics in the breaking of the full symmetry of time over the
4-dimensional base manifold. Crucial to this investigation are the references
concerning the structure of the Lie group E6 acting on the space h3O of 3 × 3
Hermitian octonion matrices which have been published within the past ten years.
The relevant details from this literature are followed closely and reviewed in
chapter 6 in the context of the present theory, in particular with the determinant
preserving action of E6 on the elements of h3O interpreted as a particularly rich
symmetry of a 27-dimensional cubic form of temporal flow. In chapter 7 the
principle features of the Standard Model, and their relation to mathematical
models based on unification groups, are reviewed in order describe the physical
structures to be accounted for by the present theory and the kind of theoretical
structures which may be relevant. In chapter 8 we investigate the extent to which
the E6 symmetry action on h3O in the context of the present theory can account
for the properties of the Standard Model. Several successes are noted in terms of
a correlation between the transformation properties of components of h3O under
the external and identified internal symmetries and corresponding properties
of Standard Model particle states. The need to incorporate further particle
properties and the natural extension to the larger structure of an E7 action
preserving a quartic from on the space F (h3O), interpreted as a symmetry of a
56-dimensional form of temporal flow, leads to some further success in chapter 9
and also the suggestion of investigating yet higher-dimensional forms.
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• Chapters 10–11: In addition to uncovering Standard Model features here the
ambition is to understand how the present theory might accommodate the em-
pirical observations of HEP experiments, in terms of cross-sections and decay
rates for example, and incorporate quantum phenomena in general. The essen-
tial textbook aspects of quantum field theory are reviewed in chapter 10, with
in particular the structure of cross-section calculations analysed into its basic
elements in order to establish a correspondence with the present theory. This
correspondence is described in chapter 11 in which the conceptual origins of
quantum phenomena within the context of the present theory are established.
In one sense this involves generalising the relation between the external geome-
try and a particular internal gauge field, as assessed in relation to Kaluza-Klein
theories in the earlier chapters, for an external geometry expressed in terms of
a degeneracy of underlying field solutions. These underlying fields include both
gauge fields deriving from the symmetry of time and fields deriving from com-
ponents of the multi-dimensional form of temporal flow itself, mutually related
by a set of implicit constraint equations rather than via a dedicated Lagrangian
function. Within the scope of these investigations two main and related points
concern the conceptual nature of physical particle states, as analysed in labora-
tory experiments, and the manner in which the phenomena of quantum theory
and general relativity coexist as aspects of the same unified theory.
• Chapters 12–14: The theory has been developed with not only laboratory phe-
nomena in mind but also the large scale structure of the universe with the goal
of understanding the extent to which observations in cosmology might also be
accounted for. To this end in chapter 12 textbook material on both the standard
cosmological model and inflationary theory is reviewed. A new feature of the
present theory is described in chapter 13 concerning the possibility of non-trivial
intrinsic curvature for the spacetime manifold arising from the elementary prop-
erties of its projection out of the multi-dimensional form of time. The extent
to which this, combined with additional features of the theory identified ear-
lier, might account for both the phenomena of the dark sector in cosmology and
the structure of the very early universe is then considered, with the question of
uniqueness for the theory in general also discussed. The study of the Big Bang
epoch raises broader questions, in addition to the need to describe physical prop-
erties, relating to the reason why the universe should exist at all. In the context
of the present theory, with everything constructed through a multi-dimensional
form of progression in time, this inevitably leads to the question concerning the
origin of time itself. In addressing this issue the speculations of chapter 14 in-
clude areas which are not necessarily within the traditional bounds of physics
but touch upon other scientific fields of study. This detour is however of value in
providing an opportunity to elaborate upon the possibility of identifying a firm
foundation for the full physical theory.
Following the discussion of the foundations of the theory in chapter 14 in the
concluding chapter 15 we look outwards to the prospects for the further development
of the theory in the four main areas outline above, which are also depicted as the four
fronts in figure 15.1. In section 15.1 the mutual relations between all aspects of this
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unified theory will also be described.
Broadly, the four subsets of chapters for the four main branches of the theory
listed above are each presented with a structure to some extent analogous to a PhD
thesis, in terms of combination of the presentation of new ideas and reviews of es-
tablished material. In particular summaries of standard textbook material and other
cited literature are presented mainly in the subsections, sections and chapters: 2.2.2,
3, 4, 6, 7, 9.2 (up to equation 9.41), 10 and 12, although always in the context of the
present theory. On the other hand the main novel theoretical developments follow a
trail through the sections and chapters: 2, 5, 8, 9, 10.1, 11, 12.1, 13, 14 and 15, with
reference to the standard material of the above intervening chapters and section and
further citations discussed in the course of the presentation.
Generally speaking the central chapters 6–11 deal more with the microscopic
and laboratory scale while the outer sections through to chapter 13 pursue a thread
more closely associated with the macroscopic and large scale features typically stud-
ied under general relativity. However all aspects of the present theory are relevant
for all scales, as further discussed in the concluding chapter. The current point of
closest approach between the present theory and empirically established features of
the physical world is in terms of a relationship with the Standard Model of particle
physics, regarding in particular transformation properties under the external Lorentz
symmetry group and the internal SU(3)c × SU(2)L × U(1)Y gauge group, as alluded
to in the synopsis of Chapters 6–9 listed above. The shortest path from introducing
the basic ideas of the theory to an elaboration of this connection with the Standard
Model is to follow sections: 2.1, the opening of 2.2, 8.1, 8.2, 9.2 (after equation 9.41)
and with further discussion in section 9.3.
The purpose of these investigations can be described as an enquiry into the
extent to which the form of the physical world can be determined purely from the fact
that it is perceived in time; that is, the extent to which the world can be constructed
out of the pure mathematical nature of the progression in time itself. To this end
we establish in the following section an expression for the potential multi-dimensional
flow of time in the appropriate general mathematical form. This will later provide the
means to incorporate 4-dimensional spacetime together with the structures of ‘extra
dimensions’ in a naturally unified way. We begin with a particular example of a multi-
dimensional expression implicit in a finite interval of time which exhibits an apparent
geometric symmetry.
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Chapter 2
The Symmetry of Time
2.1 General Form of Temporal Flow
A finite interval of time represented by the real number s ∈ R can be algebraically
expressed in terms of other real numbers xa (a = 1, 2, 3 . . .) in an endless variety of
ways. For example s = x1 + x2 composes time intervals in series, while s = x1x2
might represent a rescaling of the temporal unit, or more generally we can have s =
x1(x2x3 + x4) and so on simply by employing the basic arithmetic structure of the
real line. More specifically, writing the square of the interval in the form, familiar
since Pythagoras, s2 = (x1)2 + (x2)2 + (x3)2, the interval s is then invariant under
transformations of the set of real numbers {x1, x2, x3} ∈ R3 by the orthogonal rotation
group O(3), as depicted in figure 2.1. In this case the set of possible numbers {xa}
consistent with this form for s exhibits the mathematical symmetry of a vector in
3-dimensional Euclidean space that maintains a fixed length under rotations. This is
exactly the mathematical structure within which the physical objects of our perceptions
appear to us spatially; thus providing a simple example of how the geometric properties
of space can be algebraically embedded within structures implicit in the arithmetic
properties of time as represented by the real line.
The broad range of possible expressions for a finite interval s in terms of an
arbitrary number of variables {xa}, a = 1 . . . n, will be constrained to a more restrictive
structure in the limit of infinitesimally small temporal intervals. We first consider this
limit for the trivial case with the flow of time s expressed in terms of a single real
variable x1 only for which we have simply s = x1. This can symbolically be written as
δs = δx1 as we approach the limit of infinitesimal intervals. We then express the rate
of change of x with respect to s in this limit as:
v1 =
dx1
ds
≡ δx
1
δs
∣∣∣∣
δs→0
= 1 (2.1)
For the case with multiple real numbers {xa} ∈ Rn representing the flow of time s
each will be associated with a corresponding rate of change va = dxa/ds with respect
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Figure 2.1: With a fixed finite 1-dimensional interval of time s expressed in the
form s =
√
(x1)2 + (x2)2 + (x3)2 the numerical morphisms of the three numbers
{x1, x2, x3} under which s is invariant can be interpreted as mapping out a spheri-
cal shell in a 3-dimensional geometrical space.
to pure time. For example, we may consider the propagation of time expressed for an
infinitesimal interval as:
(δs)2 = (δx1)2 + (δx2)2 + (δx3)2 (2.2)
= ηabδx
aδxb with ηab = diag(+1,+1,+1) (2.3)
where {a, b} = {1, 2, 3} (and with the conventional summation over repeated indices
implied throughout this paper). Dividing by (δs)2 and taking the limit δs → 0 this
can be written as ηabv
avb = 1 or (v1)2 + (v2)2 + (v3)2 = 1, which is invariant under
the group, O(3), of orthogonal transformations in three dimensions applied to v3 =
(v1, v2, v3) ∈ R3. This is simply the infinitesimal case of the situation depicted in
figure 2.1, with s→ δs/δs = 1 and xa → δxa/δs = va (for δs → 0), and is again open
to a similar Euclidean spatial interpretation, here for the components {va} ∈ R3. The
question is then how to express the general case for the composition and symmetries
of a multi-dimensional set of velocities {va} ∈ Rn.
The infinitesimal elements of time can be written most generally, taking care
to balance the order of the vanishing elements in each term, as:
δs = αaδx
a +
√
αbcδxbδxc +
3√
αdefδxdδxeδxf + . . . . . . (2.4)
Here the coefficients αabc... are each equal to ±1 or 0 since we wish to express the δs
purely in terms of simple arithmetic relations of the δxa. In equation 2.4 each term
divides δs into a separate portion of time:
δs = δs1 + δs2 + δs3 + . . . (2.5)
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where each term δsp is the p
th-root of a homogeneous polynomial of order p in the
{δxa}. Taking each term in turn, dividing by the interval δsp in each case and taking
the limit {δsp, δxa} → 0 we find:
δsp =
p√
αabc...δxaδxbδxc . . . (2.6)
divide by δsp: 1 =
p√
αabc...vavbvc . . . (2.7)
that is: αabc...v
avbvc . . . = 1 (2.8)
which we write: L(v) = 1 (2.9)
where L is a homogeneous polynomial of order p in the components va; it can be
considered as a map from the elements of a real n-dimensional vector space v ∈ Rn
onto the unit 1 ∈ R.
The pth-root is dropped in stepping from equation 2.7 to equation 2.8 since,
trivially, 1p = 1. If the equality in equation 2.7 involved a variable quantity on the
left-hand side rather than unity, such as in the case of finding a ‘path of extremal
length’ on an extended manifold for a quadratic form, or metric, using a variational
method then the root would be needed, as will be described later for equation 3.78.
Further, the components of a local ‘metric’ ηab = αab ∈ {±1, 0} may be mapped onto
a general metric involving components gµν(x) /∈ {±1, 0} under a transformation from
‘local coordinate’ variables {xa} to a ‘general coordinate system’ on such an extended
manifold, as we shall describe leading up equation 2.16. (In principle this observation
could also apply to the other coefficients αabc... of equation 2.4 considered as generalised
‘metrics’ for the corresponding extended dimensions).
Equation 2.9 is taken to express the general mathematical form of multi-
dimensional temporal flow and it is the central equation of this paper. The symmetries
of L(v) = 1 will be represented by groups acting on the vector space Rn such that
for all elements g of the group G and all vectors v ∈ Rn satisfying L(v) = 1 we have
L(σg(v)) = L(v
′) = 1 where σg(v) represents the action of the group element g ∈ G
on the vector v ∈ Rn. As G acts on Rn over a continuous range of elements beginning
at the identity g = e ∈ G we can think of this as a continuous morphism of the real
numbers va. (This is equivalent to the symmetry over the 2-sphere in the example
with finite intervals {xa} in figure 2.1). This morphism is always consistent with the
dissolving of the fundamental temporal flow s into the possible rates of change va
of the multi-dimensional real quantities xa conforming to the requirement L(v) = 1
and hence may be termed an isochronal symmetry, of which we next describe several
examples.
Quadratic forms in general, including the 4-dimensional example of the ex-
pression L(v) = ηabv
avb, with v ∈ R4, Minkowski metric ηab = diag(+1,−1,−1,−1)
and {a, b} = {0, 1, 2, 3}, and the norm of an element of a division algebra (R,C,H
or O as introduced below), together with their symmetry groups, are expected to be
particularly significant forms of L(v) = 1. This is due to their close relation to Clif-
ford algebras and Euclidean spatial geometry, describing for example the space within
which we perceive objects. Other possible forms of L(v) = 1 include the determinants
of matrices, which are homogeneous polynomials in the matrix elements.
The complex numbers C had been studied by Hamilton in the 1830s in a
manner consistent with his view of algebra as the science of pure time. This program
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in part led to his discovery of the quaternions in the 1840s, which also however led
him to essentially abandon the notion of a close relation between algebra and time
owing to the non-commutative property of the quaternion algebra. Subsequently an
8-dimensional algebra, the octonions O, was discovered independently by Graves and
Cayley in the mid-1840s and completed the unique series, R, C, H and O, of normed
division algebras [1], as will be reviewed in section 6.2. In fact division algebras only
exist over vector spaces of dimension 1, 2, 4 or 8. An algebra A is a division algebra if
ab = 0 implies a = 0 or b = 0, with a, b ∈ A; it is a normed division algebra if A is also a
normed vector space with |ab| = |a||b|. This latter property naturally provides a source
of structures of form of equation 2.9 together with the corresponding symmetries.
For example, the quaternion algebra H may be used to compose a possible
multi-dimensional form of progression in time. On the space of unit norm elements
v ∈ H, with L(v) = |v| = 1, the symmetry group G composed of quaternions of unit
norm operating on v under left and right algebra multiplication forms the two-to-one
cover of SO(4). The 1-dimensional character of temporal flow is represented by the
‘norm’ function L applied collectively to the components of v ∈ H ≡ R4; with the non-
commutative behaviour of the σg symmetry operations within L(. . . σg′′σg′σg(v)) = 1
describing the properties of the multiple apparently ‘internal’ temporal dimensions.
For the case in which G is homomorphic to an orthonormal rotation group (as is the
case for H representing three or four dimensional space, with for example the three
imaginary units of the quaternions associated with 3-dimensional Euclidean space)
the non-commutative algebraic properties correlate directly with the non-commutative
property of spatial rotations for n > 2.
The fourth division algebra, the octonions O, being non-associative, do not
themselves form a group in such a direct way as for the complex numbers or the
quaternions; they will however play a significant role in the symmetry of time and
hence in physics as will be explained in this paper. Here the division algebras will be
combined with matrix algebras in considering the 27-dimensional real vector space of
3× 3 Hermitian matrices h3O over the octonions with the determinant required to be
unity: L(v27) = det(X ) = 1, with X ∈ h3O. The group G of determinant preserving
symmetry transformations on h3O is the exceptional Lie group E6. This group is well
known to be of interest for unification models and will be discussed in detail in the
context of the present investigations in chapters 6–8.
With various different forms of progression in time to be considered, in general
the subscript n in the notation L(vn) = 1 indicates collectively the vector space R
n,
the implied form L and the corresponding symmetry group G (respectively v27 ≡ X ∈
h3O ≡ R27, L(v27) = det(X ) = 1 and G = E6 in the above example for n = 27), where
any case of ambiguity will be clarified in the text.
Given a possible n-dimensional form of progression in time, L(vn) = 1, the
vector vn ∈ Rn may be written as the ordered set of velocities:
vn = { v1, v2, . . . vn } (2.10)
=
{
dx1
ds
,
dx2
ds
, . . .
dxn
ds
}
(2.11)
the values of which are unchanged by a numerical translation of the real variables,
xa → xa + ra (2.12)
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for any constant set {ra} = rn ∈ Rn, or for a subset of Rn. Above we described a
possible symmetry of L(v) = 1 with the action of a group G mixing the numerical
components va, which represent elements of the temporal flow dxa/ds. Here we have
a further symmetry implicit in L(v) = 1 with respect to translations of the numerical
variables as xa → xa + ra. That is, we also have trivially:
vn =
{
d(x1 + r1)
ds
,
d(x2 + r2)
ds
, . . .
d(xn + rn)
ds
}
. (2.13)
satisfying L(vn) = 1. For the 1-dimensional case of equation 2.1 the symmetry v
1 =
d(x1+r1)
ds can be readily visualised as a flow v
1 present everywhere on the real line
parametrised by r1 ∈ R (rather than at a single arbitrary point for example). In the
general case since equation 2.13 is equally valid for all possible rn ∈ Rn the temporal
flow, under the condition L(vn) = 1, effectively occupies the entire R
n manifold as
depicted in figure 2.2.
Figure 2.2: Since the real variables {xa} ∈ Rn are arbitrary, the flow described within
L(vn) = 1 applies equally for the particular value x0 ∈ Rn as for x′ = x0 + rn and
over the range −∞ < ra > ∞, for a = 1 . . . n. This ‘translation’ symmetry is implied
within the form L(vn) = 1 and is depicted here for n = 3.
This n-dimensional freedom in Rn forms a continuous n-dimensional parameter
space, which may be considered to form an implicit ‘base manifold’Mn, upon which the
vector vn naturally resides in the tangent space TxMn at every point x ∈Mn. Hence
the internal structure of the form L(vn) = 1 and its symmetries contain the skeletal
form of a mathematical framework for the description of an apparently external and
extended spatial structure.
In other theories and models a higher-dimensional symmetry of spacetime is
considered, extending beyond our familiar 4-dimensional spacetime arena to one with
a total of, for example, five or ten spacetime dimensions. Such models, initiated by
Kaluza and Klein, will be described in more detail in chapter 4. In these theories it is
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necessary to explain how our 4-dimensional spacetime world is embedded in the larger
arena, and the means by which the ‘extra dimensions’ are compactified or otherwise
evade direct observation.
As described in the introductory chapter we are familiar with the idea that not
only all of our scientific experiments but also everything we experience in the world
takes place in time. Relative to 4-dimensional spacetime the flow of pure time is an
apparently ‘lower-dimensional’ structure which pervades all observations and events
in the universe. This is in contrast to hypothetical extra dimensions, above the four
of space and time, which are beyond our domain of experience. Here we begin on a
firm footing by treating one-dimensional temporal flow as the fundamental entity of
the world.
Hence, in contrast with Kaluza-Klein theory, for the theory presented in this pa-
per we deal instead with a general higher-dimensional symmetry of time, and it is here
necessary to explain how the large scale extended 4-dimensional spacetime geometry
and physical structures of the universe can arise from a fundamentally 1-dimensional
temporal flow. This phenomenon, and the internal mathematical identifications that
give rise to it, will intimately involve the nature of perception. It is the means through
which time experienced as a purely 1-dimensional progression can be experienced si-
multaneously as a multi-dimensional flow of physical objects in an extended spacetime.
The mathematical basis for obtaining such an extended base manifold will be found in
the application of the symmetry described in figure 2.2 to a 4-dimensional spacetime
subset of the translational degrees of freedom of a higher-dimensional temporal form.
For the case considered for the real world, in addition to the 27-dimensional
space h3O described above another important example of a form of time involving
both a matrix and a division algebra is identified in the determinant of elements of
the 4-dimensional real vector space h2C ≡ R4, that is the 2 × 2 Hermitian matrices
over the complex numbers, together with the action of the determinant preserving
group SL(2,C). This group is the double cover of the Lorentz group and will also be
significant in this paper since h2C is naturally embedded as a subspace of h3O, with
the symmetry group SL(2,C) being a subgroup of E6.
Applying the translation symmetry of equation 2.13 in four dimensions only,
corresponding to the h2C components, provides a natural mechanism for breaking the
symmetry of the larger group through the necessary identification of a 4-dimensional
background manifold M4 upon which the Lorentz group acts locally, and to a good
approximation globally over extended regions of spacetime. Under the overall normali-
sation L(v27) = 1 the 4-dimensional form will take more general values L(v4) = h
2 ∈ R
for the subcomponent v4 ⊂ v27 local tangent vectors on M4 (in this paper the rela-
tion v′ ⊂ v between two vectors will denote the projection of v′ out of v). Further
consequences of the symmetry breaking are associated with the necessary choice of
a particular direction for the vector field v4(x) ∈ h2C, locally a 1-dimensional flow
embedded within a 4-dimensional manifold. Comparisons between these symmetry
breaking structures and the Standard Model of particle physics will be made in chap-
ter 8.
The relation between the ‘translation symmetry’ of L(v) = 1 and the ‘rotation
symmetry’, more generally denoted by the action σg(v) for g ∈ G, is key to the
development of the geometrical structure of the theory and motivates the review of
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elements of textbook geometry in chapter 3. We begin in the following two sections
by describing a simple model universe, based on a small number of dimensions in
order to elaborate upon the nature of the geometric structures involved, in particular
concerning the identification of the base manifold. The geometric properties of this
manifold, which are significant in general relativity, are intrinsically related to the
geometry and symmetries of the residual dimensions, which are significant for gauge
theories, resulting from the projection of a higher-dimensional form of L(v) = 1 over
the base manifold and corresponding symmetry breaking pattern, as will be described
in section 2.3. This development of the theory will be continued in chapter 5 where
the relation between the external gravitational field and internal gauge fields over a 4-
dimensional spacetime manifold in the context of the present theory will be described.
2.2 Perception in Space and Time
The fact that all of our experiences in the world are encompassed within the passage
of time motivated the formulation of the general expression for temporal progression,
L(v) = 1, presented as equation 2.9 of the previous section. However it is also necessary
to account for the fact that all of our experiences of such a physical world appear to be
distributed through an extended manifold, with the immediate and necessary location
of observed physical objects in space, as well as in time. While the general mathematical
form for the flow of time may be exemplified by a wide range of mathematical structures
and symmetry groups it is the identification of relatively simple structures, those which
may be most readily suited to the organisation and understanding of experiences in
the world with respect to a background arena of space as well as time, that will be
designated by the term perception.
The apparent physical form of the world is shaped out of the interplay between
these two basic notions: that of the mathematical form of temporal flow and that of a
necessary form of perception. It is the act of interpreting algebraic structures within
the temporal flow v in terms of an extended coherent geometrical structure that breaks
the symmetry of the general flow of time described by L(v) = 1.
In this and the following section the discussion will be maintained largely at
a general level with a simplified model universe, a world with two spatial dimensions
only, being used to make the presentation more concrete for a case which is math-
ematically simpler than our own world and, in particular, one which may be more
readily visualised. The notion of a base manifold may be introduced by considering
how it would be possible for physical objects in a spatially 2-dimensional world to
be perceived propagating in time. This situation brings to mind the image pictured
in figure 2.3. (Such illustrations clearly also serve by analogy to represent our own
world, with one spatial dimension being suppressed. Indeed, throughout this chapter
the model universe described should be considered both as a metaphor for the general
case and for our own world in particular).
Objects in such a world are here depicted by figures in a 2-dimensional plane
which are animated, presumably according to certain laws of physics in the form of
equations of motion, as they propagate through the third dimension on a 3-dimensional
base manifold M3. The geometrical structure of the 2-dimensional plane may be con-
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Figure 2.3: A representation of a model universe with 2-dimensional physical objects
propagating through a 3-dimensional base manifold.
sidered to be compatible with the notion of spatial perception of objects by beings in
this model world if it possesses, at least to a good approximation, an SO(2) rotational
symmetry about any point as well as translational symmetry in this plane. Hence the
local symmetry group G of the manifold M3 must:
i) contain as a subgroup the symmetry of the purely spatial structure of the world;
here the group SO(2),
ii) act on a space of one dimension higher than that of the spatial geometry; in this
case 3-dimensional, and
iii) be a possible symmetry group or subgroup of a form L(v) = 1 in order to conform
with the present conceptual ideas.
For our model universe we begin with the 3-dimensional form of temporal flow:
L(v3) = (v
1)2 + (v2)2 + (v3)2 = 1 (2.14)
that is with L(v3) = ηabv
avb = 1 and the 3-dimensional metric ηab of equation 2.3 as
introduced in the previous section. The full 3-dimensional translational symmetry of
this form depicted in figure 2.2 provides the framework for an extended 2-dimensional
‘spatial’ environment, in addition to the temporal one, constituting the background
manifold M3. Ultimately a metric with a ‘spacetime’ signature will be required in
order to incorporate causal structure on the base manifold, however this feature is
neglected for the simple model presented in this chapter. For the case of the model
world an unbroken external symmetry SO(3) will be described in this section, before
extending to a larger symmetry SO(5) over the same 3-dimensional base manifold in
the following section.
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2.2.1 The Base Manifold
The metric ηab implies the existence of an orthonormal basis {ea} with respect to which
the pure temporal flow v3 can be expressed in terms of the components {va} ∈ R3 as:
v3 = v
aea =
dxa
ds
ea =
d(xa + ra)
ds
ea (2.15)
With a 3-dimensional translation symmetry −∞ < ra > ∞ as depicted in figure 2.2
the orthonormal basis projects over the base manifold as an orthonormal frame field
on M3. This smooth differentiable manifold naturally possesses a tangent space TxM3
at each point x ∈M3, that is the space M3 has the properties of a 3-dimensional base
manifold of a tangent bundle space, as we shall discuss further in section 3.3 for the
general and 4-dimensional spacetime cases.
The assignment v3(x) = v
aea is valid for a local orthonormal coordinate basis
or a frame field (with index a for such an orthonormal frame, here a = {1, 2, 3}).
General coordinates on the manifold naturally give rise to a coordinate basis for the
tangent space {∂µ}, with ∂µ ≡ ∂/∂xµ, (with index µ for general coordinates, here
µ = {1, 2, 3}). Relabelling the parameters {ra} ∈ R3 in equation 2.15 as a particular
set of ‘general coordinates’ xµ = δµara on M3, there is an implied coordinate frame
on the base manifold {∂µ} such that v3 = vaea of equation 2.15 can be expressed as
v3 = v
µ∂µ = v
aeµa(x)∂µ, with the ‘triad’ components e
µ
a(x) = δ
µ
a.
More generally under a passive reparametrisation to any general coordinates
{xµ} ∈ R3 in a region of M3 a frame field consists of a triad of vector fields ea =
eµa(x)∂µ (for a = 1, 2, 3) with components with respect to the general coordinate
frame given by the matrix function eµa(x) which points to the local Euclidean metric
structure at any x ∈M3. The set of components eµa(x) contains the same information
as its matrix inverse eaµ(x), and either of these matrices are sometimes referred to as the
‘triad’ itself. These matrices transform both under general coordinate transformations
and local, or gauge, SO(3) transformations.
The kernel symbol v will usually denote a vector or vector field corresponding
to the fundamental flow of time in the form L(v) = 1, while the kernel symbol u
will denote arbitrary tangent vector fields, such as u(x) = uµ(x)∂µ, as indicated in
figure 2.4. Either type of vector field may be expressed either in a local orthonormal
frame or in a general coordinate frame. The components a vector field u(x) belong
to the space R3 whether presented in a local or a general coordinate basis; these two
possibilities are related by the matrix eaµ(x) ∈ GL(3,R) such that ua(x) = eaµ(x)uµ(x).
Through a frame field ea(x) on M3 the flow of time described numerically
by v3(x) is isomorphic to an external tangent vector field which may be described in
terms of general coordinates onM3, and may be considered to be a flow of time on this
manifold space itself, even for the case in which the global geometry is not Euclidean.
This latter situation will arise when the local tangent space on M3 is embedded within
a higher-dimensional form of temporal flow, as described in the following section. In
this caseM3 will necessarily be treated as a differentiable manifold with finite curvature
in general for which only the local geometry at any point x ∈ M3 will be isomorphic
to the Euclidean geometry of R3.
Via the triad field eaµ(x) the internal space constant metric ηab of equation 2.3
implied in equation 2.14, similarly as for the vector components va, may be expressed
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Figure 2.4: A local orthonormal basis ea ≡ ∂/∂xa for the vector field v3(x) =
va(x)ea(x) is related to any other such basis of the same orientation at each point
x ∈ M3 by the action of the symmetry group G = SO(3), which can vary arbitrarily
over M3. In general a tangent vector field u(x) on the manifold may be expressed in
terms of an arbitrary frame field, or a particular orthonormal or general coordinate
frame.
on the tangent space for a general coordinate basis. This determines the metric tensor:
gµν(x) = e
a
µ(x)e
b
ν(x)ηab. (2.16)
In the theory of general relativity it is the freedom of the metric field gµν(x), or
equivalently the tetrad field eaµ(x), on a 4-dimensional spacetime base manifold as will
be described for equation 3.50, with respect to an arbitrary coordinate system that
describes gravitation in the world, as we shall review in section 3.4. While in general
the components of gµν(x) differ from those of ηab in a general coordinate system, even
for a flat spacetime, in general relativity it is the absence of any global coordinate basis
such that gµν(x) = δ
a
µδ
b
νηab everywhere that is responsible for gravitational effects.
In order to consider the curvature of the base manifold it is necessary to for-
malise the notion of parallelism. The question concerns the way in which the base
manifold M3 originates out of the flow of time as depicted in figure 2.2, specifically
with n = 3 for the model case here, such that the symmetry G = SO(3), acting upon
individual vectors v3(x) ∈ R3 in the equation L(v3) = 1 can act as an approximately
global symmetry over scales that are large compared with the objects being perceived.
In section 2.1 we began with finite intervals of multi-dimensional time, as depicted in
figure 2.1, and then went on to the infinitesimal case s→ δs in order to derive the rela-
tion L(v) = 1 of equation 2.9. We here need to understand how the symmetry of such
infinitesimal intervals can apply coherently over finite distances on the manifold M3.
This is required on the manifold in order to frame stable perceptions of 2-dimensional
spatial objects propagating through such a world as depicted in figure 2.3.
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In terms of the model world the point is that since we are locally free to
choose an orthonormal frame within which to specify the numerical values va(x) for
the components of v3(x) ∈ TM3, the values themselves have no absolute meaning. In
particular, no conclusion concerning the equality, or parallelism, of two sets of vector
components va(x1) and v
a(x2) at two different points x1, x2 ∈ M3 in figure 2.4 may
be drawn since the bases of local frames at x1 and x2 may be chosen independently,
within the local SO(3) freedom of the relation L(σg(x)(v3(x))) = 1. A triad frame
(such as ea described in equation 2.15 for the coordinate frame x
µ = δµara) could be
declared to specify a parallelism on the manifold (that is, v3(x1) is parallel to v3(x2)
if each of the components agree, va(x1) = v
a(x2), in the specified triad frame ea(x)).
However for the case of a curved space or spacetime no global frame field ea(x) exists
in a manner compatible with the parallelism, since the latter now depends on the path
taken between x1 and x2.
The underlying notion of parallelism is more generally defined in terms of a
connection 1-form on the manifold, which readily extends to the case of non-global
parallelism. The connection is a mathematical object, a Lie algebra valued 1-form, that
mutually relates the bases on the manifold, with respect to a given path connecting the
points x1, x2 ∈ M3, and hence determines whether any two vectors at these locations
are parallel with respect to the path. With such a structure the relative values of the
components of two vectors at differing locations does acquire meaning. Hence we wish
to identify an SO(3) connection form A(x) on the base manifold M3. We describe
how a flat connection arises canonically on M3 through it’s relation to the symmetry
group G in subsection 2.2.3 (and further in section 3.2 in the context of the principle
bundle structure). In the following subsection we first review the standard geometry
on a group manifold itself.
2.2.2 The Group Manifold
While the {ra} ∈ R3 translational symmetry of L(v3) = 1 gives rise to the base
manifold M3, the algebraic structure of the rotational symmetry constitutes a second
differentiable manifold which is identified with the Lie Group G = SO(3) itself. This
manifold is also intimately related to the temporal flow v3 through the expression
L(v3) = L(σg(v3)) = 1, with the action g ∈ G realised on the subspace of unit norm
vectors in R3.
Elements of a general Lie group g ∈ G also act as diffeomorphisms on the
manifold G itself [2, 3, 4]. An example is the diffeomorphism Lg : G → G, mapping
the point h → gh with g, h ∈ G, called ‘left translation’ on the manifold. Due to
the nature of the algebraic properties of a symmetry group a Lie group manifold G
exhibits distinctive canonical geometrical structures. The significance of ‘canonical’ (in
the sense of intrinsic or naturally existing) structures, where relevant, is that they carry
the mathematical development of a theory forward in a necessary and non-arbitrary
way. As for the base manifold described above, the group G as a manifold also has a
tangent space TgG at each point g ∈ G, through which a tangent vector field V (g) may
be described on G. Smooth vector fields X(g) belonging to the subset which satisfy
the relation:
Lg∗X(h) = X(gh) (2.17)
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for all g, h ∈ G, where Lg∗ is the ‘tangent mapping’, or differential, of the left trans-
lation Lg (acting upon objects defined on the tangent space of G), are said to be
left-invariant. The set of left-invariant vector fields together with their multiplication
in terms of the commutator [X,Y ] (considering the vector fields X,Y as mappings in
the space of scalar functions f(g) on G), which itself describes a left-invariant vector
field, defines the Lie algebra L(G) of the Lie group G. As a vector space L(G) is
isomorphic to the set of tangent vectors at any location on G, and in particular to
the space TeG, where e ∈ G is the identity element of the group. Given any point
h ∈ G the orbit of left translation for all g ∈ G covers the entire group manifold, as a
consequence of the transitive property of multiplication within a Lie group, and hence
the corresponding tangent mapping Lg∗ carries any vector V (h) into a left-invariant
vector field on G.
In general a 1-form ω(x), or covector field, on a differentiable manifoldM maps
a vector field V (x) into the space of real functions on M ; this map may be denoted
by:
〈ω(x), V (x)〉 = f(x) (2.18)
at any point x ∈ M . Over the manifold G a linearly independent set of left-invariant
vector fields, {Xα} with α = 1 . . . nG = dim(G), forms a global frame field on G. A
dual basis of 1-forms {θα} with α = 1 . . . nG such that 〈θα,Xβ〉 = δαβ , constitutes a
coframe field on G. These covector fields are also left-invariant with L∗g θα(gh) = θα(h)
for the ‘pull-back’ L∗g of the left translation by g ∈ G.
The ‘exterior algebra’ of differential forms includes the exterior product ‘∧’ and
exterior derivative ‘d’ which act on 1-forms such as ω(x) = ωµdx
µ and σ(x) = σµdx
µ
to produce 2-forms such as:
ω ∧ σ = ω ⊗ σ − σ ⊗ ω (2.19)
and dω =
∂ωµ
∂xν
dxν ∧ dxµ (2.20)
For any diffeomorphism between manifolds, f : M → N (where it may be that M =
N), the pull-back map f∗ is a structure preserving homomorphism of the exterior
algebra. Hence, as for the 1-form basis covectors θα (α = 1 . . . nG), the 2-forms dθ
α
and θβ∧θγ are also left-invariant on G and are therefore related via left-invariant, that
is constant, scalar coefficients cαβγ as defined in:
dθα +
1
2
cαβγθ
β ∧ θγ = 0. (2.21)
This is the Maurer-Cartan equation which also serves to define the Lie algebra
structure constants cαβγ , with respect to the basis {θα}. It is equivalent to the defini-
tion of the structure constants in terms of the dual basis of vector fields {Xα}, which
represents the Lie algebra itself, in the relation:
[Xβ ,Xγ ] = c
α
βγXα. (2.22)
The Maurer-Cartan 1-form θ is a single, basis independent, canonical object on
the manifold G that expresses the properties of the collective set of nG 1-forms {θα}.
It is a Lie algebra-valued 1-form defined by its action on a general tangent vector field
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V = V α(g)Xα on G with 〈θ, V (g)〉 := V αXα ∈ L(G), where V α are the component
values of V at g and V αXα is hence the Lie algebra element corresponding to the
left-invariant vector field on G with the tangent vector V (g) at the given point g ∈ G.
The Maurer-Cartan form can be written as θ = θαXα in terms of the dual
bases. The canonical form θ encapsulates the parallelisable nature of any Lie group
manifold by defining a consistent global parallelism on G. That is, θ represents a single
reference frame for each of the tangent spaces which resolves each vector V (g) at any
g ∈ G into its components with respect to a left-invariant frame field {Xα}. For a
matrix group such as SO(3), with a matrix basis {Eα} for L(G), the Maurer-Cartan
form can also be expressed as the left-invariant matrix of 1-forms θ = g−1dg. In this
case 〈θ, V (g)〉 is the Lie algebra element V αEα represented in matrix form in terms of
the components of the corresponding left-invariant vector field at TeG.
In terms of θ the Maurer-Cartan equation 2.21 can be written as:
dθ +
1
2
[θ, θ] = 0 (2.23)
where the bracket denotes the ‘exterior product’ for Lie algebra valued 1-forms. Such a
product may be defined on vector-valued p-forms in general provided there is a product
defined on the vector space of the values. This is the case for Lie algebra valued forms
where, with θ = θαXα and φ = φ
βXβ and with {Xα} a basis for L(G), the product is
defined as:
[θ, φ] := θα ∧ φβ [Xα,Xβ ]. (2.24)
For a matrix basis {Eα} and the case of a single 1-form as for equation 2.23 the product
1
2 [θ, θ] = θ ∧ θ which implicitly incorporates the multiplication of the Eα matrices.
On the group manifold G each left-invariant field X generates a one-parameter
subgroup described by the flow φt = exp(tXe), where Xe ∈ TeG denotes the tangent
vector belonging to the field X at the identity e ∈ G and ‘exp’ is the ‘exponential map’
from L(G) into the manifold G. The action of this one-parameter group on any point
h ∈ G is by right translation, as indicated in figure 2.5.
Alternatively, a left-invariant field XA on G can be induced by the right action
Rg : h → hg of elements of the one-parameter group g(t) = exp(tA), with A ∈ TeG
such that:
XAh (f) =
d
dt
f(h exp(tA)) |t=0 (2.25)
where f is a real-valued function on the manifold G. Left-invariant fields are sometimes
denoted by a label ‘R’ since they are generated by right translations; hence XR denotes
a left-invariant field.
Since a right-invariant field Y L (which can be generated by left translation) is
by definition invariant under right translations the Lie derivative of Y L with respect
to the vector field XR vanishes:
LXRY L =
d
dt
φ∗t Y
L |t=0 = 0 (2.26)
that is: [XR, Y L] = 0 (2.27)
For each g ∈ G a further diffeomorphism on the group manifold called the
adjoint map can be defined by Adg(h) = ghg
−1 for all h ∈ G, that is Adg = Lg ◦Rg−1 ≡
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Figure 2.5: The integral curves of a left-invariant field on G generate right translations.
Rg−1 ◦Lg by the associative property of group composition. The adjoint map is an
automorphism of the group composition. Since Adg2 ◦Adg1 = Adg2g1 this is a left
action of G on itself.
The adjoint map applied to elements near e ∈ G gives rise to the group rep-
resentation Adg = Lg∗ ◦Rg−1∗|e ≡ Rg−1∗ ◦Lg∗|e acting upon the Lie algebra of the
group. For a group represented by matrices this takes the form Adg(Y ) = gY g
−1 for
any Y ∈ L(G). The adjoint representation g → Adg is a group homomorphism of G
into GL(L(G)). The ‘derived homomorphism’ of this representation induces the corre-
sponding adjoint representation for the Lie algebra elements with adXY = [X,Y ] for
X,Y ∈ L(G), as an automorphism of the Lie bracket algebra, which naturally involves
the structure constants of the group through equation 2.22.
Finally we note that a left-invariant field XR, which also generates right trans-
lations, itself transforms under right translation as Rg∗XR = Adg−1XR by the defi-
nition of left-invariance and the adjoint representation (while Lg∗XL = AdgXL for a
right-invariant field XL). These group properties will be important for the structure
of principle bundles described in section 3.1.
2.2.3 Relating the Base and Group Manifolds
As for the basis {Xα} on the manifold G, a frame field {ea}, with a = 1 . . . n, may
be introduced on any n-dimensional differentiable manifold Mn, forming a linearly
independent set of tangent vectors at each point of the manifold. The real quantities
cabc(x) in the relation:
[eb, ec] = c
a
bc(x)ea (2.28)
or equivalently in: dea = −1
2
cabc(x)e
b ∧ ec (2.29)
in terms of the dual coframe field {ea}, are here variables called structure coefficients
(or ‘coefficients of anholonomy’) rather than constants as for equations 2.21 and 2.22.
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Given a general coordinate chart {xµ} on Mn and a holonomic frame eµ = ∂µ the
corresponding coefficients cρµν(x) are all zero, while cabc(x) 6= 0 implies that a non-
coordinate frame is being employed.
On the manifold G frames composed of left-invariant vector fields {Xα(g)} were
identified as being particularly important owing to the group structure. On the base
manifoldM3, possessing the metric of equation 2.16, basis vectors forming orthonormal
frames {ea(x)} are particularly significant. As described in subsection 2.2.1 such a
triad frames the components of v3 subject to the pure numerical relation L(v3) = 1 of
equation 2.14, which implicitly contains the local 3×3 Euclidean metric η as expressed
in equation 2.3. (In this paper indices a, b, c . . . for a basis {ea} will denote an arbitrary
smooth frame field, as for Mn above, or an orthonormal frame field, as for M3 here, or
even a coordinate basis depending on the context; while indices µ, ν, ρ . . . for a basis
{eµ} ≡ {∂µ} will always denote a coordinate frame).
The two manifolds M3 and G = SO(3), representing the translational and
rotational symmetries of the form L(v3) = 1, as described in section 2.1 and in the
two subsections above, are linked through the mapping g(x) : M3 → G. An initial
orthonormal frame field {ea(x)} can be transformed to any other orthonormal frame
field {e′b(x)} by the matrix action e′b = eagab via the group element g(x) ∈ SO(3) at
every x ∈ M . The map g(x) : M3 → G, as depicted in figure 2.6, expresses the local
choice of an orthonormal frame field {ea(x)}, essentially the choice of local {x1, x2, x3}
axes of figure 2.1 at each point x ∈ M3, as a basis for tangent vectors v3 ∈ TM3. It
is this ‘gauge’ freedom g(x) ∈ SO(3) in the choice of local orthonormal frames that
prevents a particular frame {ea(x)} from directly representing parallelism on the base
manifold, as described towards the end of subsection 2.2.1.
Figure 2.6: The gauge choice of a frame at each x ∈ M3 described as a map into
elements g ∈ G between the two manifolds.
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Since the operations of the exterior algebra of p-forms are preserved under the
pull-back of forms through diffeomorphism maps on manifolds the Lie algebra-valued
1-form:
A = g∗θ (2.30)
on M3 captures the structural properties of the Maurer-Cartan 1-form θ on G relative
to the map g. While on G we have the linear map 〈θ, V (g)〉 ∈ L(G) from V (g) ∈ TgG
into the Lie algebra of G, on M3 we have the linear map 〈A(x),u(x)〉 ∈ L(G) from
u(x) ∈ TxM3 into the same Lie algebra. The Lie algebra-valued 1-form A(x) may
be written as A(x) = Aαµ(x)Xα dx
µ where {dxµ} is a coordinate basis of 1-forms
on M3 and {Xα} is a basis for L(G). In the appropriate 3 × 3 matrix representation
the SO(3) generators can be denoted by {Eα} ≡ {Lpq}, labelled by a single index
mnemonic double letter symbol pq = {12, 13, 23}, with:
(Lpq)ab = δpaδqb − δpbδqa (2.31)
where a and b label the matrix rows and columns respectively, that is:
L12 =

0 1 0
−1 0 0
0 0 0
 , L13 =

0 0 1
0 0 0
−1 0 0
 , L23 =

0 0 0
0 0 1
0 −1 0

(2.32)
Unlike the canonical 1-form θ = θαXα on G, the 1-form A on M3 has variable
real coefficients Aαµ(x) which, however, are not arbitrary but depend upon the choice
of gauge function g(x) as well as upon the choice of coordinates {xµ} onM3. Explicitly,
for a matrix group G, the 1-form A = g∗θ on M3 can be expressed as:
A(x) = g−1dg = g−1
∂g
∂xµ
dxµ (2.33)
It is this canonical mathematical object that serves as a connection 1-form on the
base manifoldM3, formalising the notion of parallelism in manner which will naturally
generalise for the case of finite curvature. Here it is possible to choose a gauge with
A(x) = 0 everywhere on M3, simply by taking g(x) to be constant in equation 2.33,
and hence we have a flat connection. Indeed, this connection can always be written
in terms of ‘pure gauge’, as it is in equation 2.33, which is one way of defining a flat
connection (to be described in more detail in section 3.2). Given a connection A(x) 6= 0
a gauge transformation via any g(x) transforms the connection in the standard way
as:
A→ A′ = g−1Ag + g−1dg. (2.34)
which can be expressed as pure gauge A′ = g′−1dg′, that is in the form of equation 2.33,
in terms of an appropriate gauge function g′(x).
By the homomorphism of exterior algebra relations across the pull-back map
the Lie algebra-valued 1-form A = g∗θ is also subject to a structure equation corre-
sponding to equation 2.23, that is:
dA+
1
2
[A,A] = 0 (2.35)
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In general the curvature 2-form F on the base manifold can be expressed as:
F = dA+
1
2
[A,A] (2.36)
which transforms under a gauge change g(x) as F → F ′ = g−1Fg. Equations 2.35
and 2.36 then immediately show that the curvature is equal to zero, with F = 0 in
any gauge, and further expresses the global parallelism implied by the canonical flat
connection of equation 2.30.
While the connection 1-form can be written as A(x) = Aαµ(x)Eαdx
µ and
curvature 2-form can be written as F (x) = 12F
α
µν(x)Eαdx
µ ∧ dxν (where the factor
of 12 arises from the convention of equation 2.19 and the double counting implicit on
the right-hand side since the set of asymmetric dxµ ∧ dxν 2-forms, with nine values of
{µ, ν} = {1, 2, 3}, does not describe a linearly independent basis).
Interest in the group G = SO(3) arose as a symmetry action on the form
L(v3) = 1 and hence the Lie algebra values of A(x) and F (x) are composed of elements
{Eα} ≡ {Lpq} of equation 2.32 in a representation of L(G) acting naturally upon the
vectors u ∈ TM3, that is on the tangent space of the base manifold, and in particular
on the vector v3 ∈ TM3 originating in the form L(v3) = 1. The mathematical objects
involved are hence intimately associated with each other, with the base space M3 and
the flat connection A(x) = g(x)∗θ of equation 2.30 upon it arising out of the translation
and rotation symmetry properties of L(v3) = 1, with the vectors v3 themselves being
tangent to M3.
As an example of this association the constancy of the scalar function L(v3) = 1
on M3 can be expressed as ∂µL(v3) = 0, or, consistent with the gauge transformations
of v′3 = g
−1v3 and equation 2.34, covariantly as:
DµL(v3) = Dµ(v3 · v3) = 2v3 ·Dµv3 = 0 (2.37)
with Dµv3 = ∂µv3 +Aµv3 (2.38)
The ‘covariant derivative’ Dµ relating to a connection Aµ will be defined more precisely
in the following chapter, leading to equation 3.6. These above two equations show how
the connection field Aµ(x) explicitly acts on the vector field v3(x) in a constraining
relation, and hence there is a ‘coupling’ between these fields over the base manifold
M3.
A vector field u(x) which satisfies Dµu = 0 everywhere represents a parallel
vector field on the manifold. A frame field {ea} that satisfies Dµea = 0 for each value
of a defines a parallel frame field – in which case the frame field itself may be used
to define the parallelism on the manifold, which is only possible for a flat connection.
With respect to the original global coordinates defined in terms of a parametrisation
of the translation symmetry of equation 2.15 on M3 the triad field with components
eµa(x) = δ
µ
a was identified. The covariant derivative of the corresponding orthonormal
basis vectors ea is constant with respect to the connection form A(x) = 0, with constant
g(x) in equation 2.33, and hence {ea} defines the parallelism in this case. The geometric
objects eµa(x) = δ
µ
a and A(x) = 0 may both be associated with the constant gauge
function g(x) onM3 taken as the identity element e ∈ G = SO(3) of the group. A gauge
change by a constant g(x) 6= e ∈ G changes the frame {ea} but not the connection
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A(x) = 0. Under a general gauge change g(x) the connection, with A(x) 6= 0 in general,
can be written as an explicit function of the triad field.
In summary the canonical connection A = g∗θ, constructed as depicted in
figure 2.6, defines a global parallelism on M3 (as θ does on the manifold G), such
that the parallel transport of a vector u(x1) from x1 to another point x2 on the base
manifold, see for example figure 2.4, results in a definite vector u(x2) independent of
the path taken. This formalises the notion of parallelism on the base manifold in a
manner which can be generalised for the case of non-global parallelism.
Since A(x) is SO(3)-valued in acting on the tangent space TM3 it also describes
a ‘metric compatible’ connection. In being completely determined by the triad field
the connection A(x) is also torsion-free, where torsion will be defined in section 3.3. In
fact since A(x) is a particular case of a linear connection acting on the tangent space
the curvature 2-form F of equation 2.36 may be identified with the Riemann tensor
and hence denoted R. The so(3)-valued curvature tensor R = 12R
α
µνEαdx
µ ∧ dxν on
M3, with α = 1 . . . nG, then has components Rabµν = R
pq
µν(Lpq)ab. Via the triad field
the same tensor can be expressed either fully in a local orthonormal frame or fully in
a general coordinate frame – in the latter case with four general coordinate indices as:
Rρσµν = e
a
ρe
b
σRabµν (2.39)
Hence we have constructed a zero Riemann curvature tensor with all components
Rρσµν = 0 as implicit in the identification of a canonical flat connection A = g
∗θ.
In section 3.1 we shall review the geometry of a principle fibre bundle, hence
incorporating M3 as the base manifold and G as the structure group together in a
single manifold, before reviewing Riemannian geometry itself. A non-zero Riemannian
curvature will ultimately be obtained on the original base manifold by expanding the
form L(v) = 1 into a higher-dimensional temporal flow with a larger symmetry group,
as we provisionally describe in the following section.
2.3 Higher Dimensions and Symmetry Breaking
In the previous section the construction of a model world required that we drew atten-
tion to the particular form of temporal flow L(v3) = 1, as expressed in equation 2.14,
as an example of the general n-dimensional case. It was shown how v3 could be in-
terpreted as a tangent vector field over a base manifold M3, represented in figure 2.4,
which in turn may be parametrised by a set of real number coordinates xµ ∈ R3, and
with a choice of a local orthonormal reference frame {ea(x)} determined within the
freedom of the local SO(3) symmetry.
However, in general there are many higher symmetry groups acting upon vector
spaces of a larger dimension, with elements conforming to L(v) = 1, which we have no
mathematical reason to neglect. Indeed, the reasoning of section 2.1 is consistent with
the flow of time being channelled into a space of arbitrarily large dimension. Hence,
mathematically, there is nothing to prevent the 3-dimensional space of parameters
v3 ∈ R3, representing a 3-dimensional flow of time, from further dividing into a larger
multi-dimensional space of parameters described by the vector vn ∈ Rn (n > 3) subject
to a new form L(vn) = 1 with a higher symmetry group G. (In later chapters the
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expression L(vˆ) = 1 will denote the full form of temporal flow being considered, while
the full symmetry group, excluding translations, may be denoted Gˆ for clarity, as for
the remainder of this section).
The original SO(3) geometric symmetry group may now be identified as a
subgroup H ⊂ Gˆ, with the ‘overline’ denoting an external symmetry, acting on the
3-dimensional flow v3 which is projected onto the tangent space of the base manifold
M3 out of the higher-dimensional temporal flow. In this section we begin to consider
the conceptual implications and mathematical possibilities of this generalisation for
the necessary existence of such a higher symmetry group Gˆ acting upon a higher-
dimensional form of temporal flow L(vn) = 1.
Since it will ultimately be required to mathematically support the kind of
situation depicted in figure 2.3, in which the smaller symmetry H ⊂ Gˆ is treated in a
distinctive way in giving rise to the global geometrical nature of a perceived universe of
physical objects, we shall expect to be dealing with a natural mechanism for breaking
the higher symmetry. The full ‘rotation’ symmetry of the form L(vn) = 1, as a
generalisation of that depicted in figure 2.1, is now broken since only the degrees of
freedom of a subset of the possible dimensions of translation symmetry, depicted in
figure 2.2, is employed to locally construct the base manifold
In subsequent chapters, for the real world, we shall motivate the choice of Gˆ as
the Lie group E6, acting on a 27-dimensional form L(v27) = 1, with a Lorentz subgroup
acting on the local tangent space of the 4-dimensional spacetime base manifold M4. In
the meantime here, for the model world, we shall take Gˆ to be a symmetry group of
a form of L(vn) = 1 large enough to contain SO(3), the orthonormal frame symmetry
group, as a subgroup of Gˆ, while retaining the 3-dimensional base space M3.
For the case of the model universe H = SO(3), acting upon v3 ∈ R3, could be
taken to be embedded within various kinds of larger groups, for example Gˆ = SU(3)
acting upon the 6 real components of v6 corresponding to a 3-dimensional complex
vector c3 ∈ C3 with L(v6) = c†3c3 = 1. However, here we consider the vectors v3 ∈ R3
of section 2.2 to be vectors in a subspace of Rn with n > 3 upon which the group
SO(3) is a straightforward subgroup of SO(n), the latter being a perfectly acceptable
symmetry of L(vn) = 1, acting upon the vectors vn ∈ Rn. In particular we choose
n = 5 and consider the Lie group Gˆ = SO(5) acting on the form L(v5) = 1:
L(v5) = v5 · v5 = (v1)2 + (v2)2 + (v3)2 + (v4)2 + (v5)2 = 1 (2.40)
= ηabv
avb + (v4)2 + (v5)2 = 1 (2.41)
where a, b = 1 . . . 3 and ηab = diag(+1,+1,+1) represents the 3-dimensional Euclidean
metric, which was introduced in equation 2.3 of section 2.1.
The 5-dimensional vector v5 has components v
a = dxa/ds, with a = 1 . . . 5.
Hence the vectors of L(v5) = 1 implicitly contain the 5-dimensional translational
freedom xa → xa+ra, {ra} ∈ R5, as a particular example of equation 2.13 and figure 2.2
which generalises the 3-dimensional case of equation 2.15. However, we consider only
the 3-dimensional freedom of this parameter space and continue to take M3 to be the
base space as we did in section 2.2 and as depicted for the present case in figure 2.7.
This choice will ultimately be justified by the identification of geometrical structures on
M3 which may then be interpreted as the base space for perception of physical events as
sketched in figure 2.3. The model described in figure 2.7 provides a convenient picture
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for a provisional discussion of the symmetry breaking structure which will be picked
up again in section 5.1 for the more realistic case over a 4-dimensional spacetime base
manifold M4.
Figure 2.7: (a) The gauge choice at each x ∈M3 depicted in figure 2.6 is extended for
Gˆ = SO(5) with (b) only the subgroup SO(3) ⊂ SO(5) now acting on TM3.
A basis for the 10-dimensional Lie algebra so(5) (with the lower case ‘so’ de-
noting the Lie algebra corresponding to the SO(5) Lie group), as represented on a
5-dimensional vector space as the generators of a symmetry of L(v5) = 1, is provided
by the set of ten 5×5 matrices (Lpq)ab of the type described in equation 2.31, now with
ten distinct labels composed out of p, q = 1 . . . 5, p < q. The three so(5) Lie algebra
elements:
L12 =

0 1 0 0 0
−1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , L13 =

0 0 1 0 0
0 0 0 0 0
−1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , L23 =

0 0 0 0 0
0 0 1 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 0 0

(2.42)
generate an SO(3) ⊂ SO(5) subgroup, as can be see directly as guided by the horizontal
and vertical lines drawn into the matrices in equation 2.42 and by comparison with
equation 2.32. This SO(3) subgroup can be taken to act on the tangent space of M3
and hence upon the subspace of vectors v3 ⊂ v5 projected onto the base space. Of
the other seven SO(5) generators one acts purely on the complementary 2-dimensional
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subspace v2 ⊂ v5, namely:
L45 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 −1 0
 (2.43)
With the subspace of vectors v3 ⊂ v5 with v3 ∈ TM3 in the external space the SO(2)
generator L45 can be said to act upon the internal 2-dimensional space of vectors
v2 ∈ R2, which can be considered to represent extra dimensions over those required
to describe the extended base space M3. In general while an ‘overline’ denotes an
external object an ‘underline’ will denote an object defined in the internal space. In
this representation basis the remaining six so(5) Lie algebra elements are:
L14 =

0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
−1 0 0 0 0
0 0 0 0 0
 , L15, L24, L25, L34, L35 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 −1 0 0
 (2.44)
This final set of six matrices generate SO(5) group elements that mix the external v3
and internal v2 parts of the full 5-dimensional temporal flow v5 =
(v3
v2
)
. The vectors
v3 and v2 are physically distinct with respect to the M3 base space. The full SO(5)
symmetry is hence broken down to:
SO(3) × SO(2) ⊂ SO(5) (2.45)
as the external SO(3) symmetry, represented by the generators of equation 2.42 ‘locks
on’ to the tangent space TM3 leaving the residual internal symmetry SO(2), repre-
sented by the generator in equation 2.43, as depicted in figure 2.7(b). Hence only four
of the original ten generators of SO(5) survive the symmetry breaking.
For the original unbroken full symmetry the constancy of L(v5) = 1 can be
expressed, in comparison with equations 2.37 and 2.38, as the vanishing of the covariant
derivative of L(v5) = 1 on the base manifold:
DˆµL(v5) = 0 ⇒ v5 · ∂µv5 + v5 · Aˆµv5 = 0 (2.46)
where the ‘hat’ on Dˆµ and Aˆµ(x) signifies that the unbroken 10-component so(5)-valued
connection 1-form on M3 is being considered. With the identification of a Riemannian
curvature tensor on M3 six of the gauge field generator degrees of freedom are lost and
the broken, physical, form of equation 2.46 can be written as:
DµL(v5) = 0 ⇒ v5 · ∂µv5 + v3 ·Aµv3 + v2 · Yµv2 = 0 (2.47)
where Aµ(x) represents the external so(3)-valued connection 1-form and the gauge
field Yµ(x) describes an internal so(2)-valued connection 1-form. The final term in
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equation 2.47 expresses an ‘interaction’ between the gauge field Yµ(x) and the internal
temporal components v2(x) which follows directly from the ‘minimal coupling’ between
them implicit in the covariant derivative (as a generalisation from the purely external
field coupling described for equations 2.37 and 2.38). The structure of the pattern of
interactions for the breaking of the E6 symmetry of L(v27) = 1 over the base manifold
M4 for the real world will be described in chapter 8.
Here for the model, a 3-dimensional projection of the full temporal flow v3 ⊂ v5
will form a tangent vector field on the base manifoldM3. While |v5| =
√
L(v5) is fixed
in equation 2.40 the quantity |v3| in principle has a variable magnitude, however here
we mainly focus on the breaking of the group symmetry action and in particular the
relation between the geometry of the resulting external and internal curvature.
Considering first the case of figure 2.7(a) with an unbroken set of ten SO(5)
Lie group generators the algebra product is given by the following expression, which
is valid in general for the orthogonal SO(n) groups:
[Lpq, Lrs] = δqrLps − δqsLpr − δprLqs + δpsLqr (2.48)
From this the so(5) algebra structure constants cpqrs tu in this basis can be read off,
for example c2312 13 = −1 since [L12, L13] = −L23. Since the group SO(5) is connected
and compact any element g ∈ SO(5) in this matrix representation can be expressed as
g = exp(αpqLpq) (2.49)
with ten real coefficients αpq (summation is implied over repeated index combinations,
for the ten labels {p, q = 1 . . . 5, p < q}, however the ‘upper’ or ‘lower’ location of these
indices is of no significance). The ‘exponential map’ was described in the discussion
around figure 2.5 in the context of left-invariant vector fields on the group manifold.
Here with the Lie algebra represented by real matrices L = αpqLpq ∈ L(Gˆ) the expo-
nential map may be explicitly written as exp(L) =
∑∞
k=0
1
k!L
k which converges to a
map from L(Gˆ)→ Gˆ.
The elements of equation 2.49 satisfy the relation ggT = 15 (where 15 ∈ Gˆ
is the identity element of the group as represented by the 5 × 5 unit matrix) and
det(g) = 1, as required for the special orthogonal group SO(5). As an example, with
the notation cpq = cosαpq and spq = sinαpq the element g14 = exp(α14L14) has the
form:
g14 =

c14 0 0 s14 0
0 1 0 0 0
0 0 1 0 0
−s14 0 0 c14 0
0 0 0 0 1
 (2.50)
The Maurer-Cartan 1-form θ, now defined on the manifold of the full gauge
symmetry group Gˆ = SO(5), can be pulled-back onto the base manifold M3 as de-
scribed in subsection 2.2.3. In this way we canonically identify a flat so(5)-valued con-
nection 1-form Aˆ(x) = g∗θ and an so(5)-valued curvature 2-form Fˆ (x) = dAˆ+ 12 [Aˆ, Aˆ] =
0, following equations 2.35 and 2.36, where the ‘hat’ on A and F here again denote
quantities involving the full SO(5) symmetry group.
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Beginning with a choice of constant gauge gc(x) : M3 → SO(5), with fixed
gc ∈ SO(5), we have Aˆ(x) = g∗cθ = 0 from equation 2.33. Under a more general gauge
transformation of the form of equation 2.49 but with in particular g14 = exp(α14L14)
and with small values of the function α14(x), we have from equation 2.34:
Aˆ′(x) = g−114 Aˆ(x) g14 + g
−1
14 dg14 (2.51)
≃ dα14(x)L14 for Aˆ(x) = 0 (2.52)
This can be written Aˆ′(x) = A14(x)L14 with A14(x) = dα14(x) = ∂µα14(x)dxµ as the
1-form coefficient of the Lie algebra element L14. Applying a full sequence of all six
‘mixing’ actions in the order g6 = g35 g34 g25 g24 g15 g14 (that is with g14 first and g35
last, each generated by an element of equation 2.44 and all being functions of x ∈M3)
a 1-form coefficient for each of the ten Lie algebra basis elements Lpq may be found.
This is equivalent to taking Aˆ(x) = g∗6θ = g
−1
6 dg6. To order O(αpqdαrs) for small
transformations the ten coefficients of this connection Aˆ(x) = Apq(x)Lpq are found as:
A12 = −α24 dα14−α25 dα15, A13 = −α34 dα14−α35 dα15, A23 = −α34 dα24−α35 dα25,
A14 = dα14, A
15 = dα15, A
24 = dα24, A
25 = dα25, A
34 = dα34, A
35 = dα35,
A45 = −α15 dα14 − α25 dα24 − α35 dα34 (2.53)
The full so(5)-valued connection 1-form Aˆ(x) = Apq(x)Lpq, summing over the ten 1-
form coefficients in equation 2.53, is ‘unphysical’ in the sense that it is ‘pure gauge’
with respect to the full SO(5) symmetry, and merely presents the same original flat
connection, for which we had all ten Apq(x) = 0, in a different choice of gauge, namely
g6(x) ∈ SO(5).
Of more significance is the structure and interpretation of the ten components
of the curvature 2-form Fˆ in the new gauge. These can be written using the gen-
eral expression for the curvature 2-from coefficients in terms of the connection 1-form
coefficients (consistent with equation 2.36):
Fˆα = dAα +
1
2
cˆαβγA
β ∧Aγ (2.54)
The Lie algebra basis indices for L(SO(5)) are here denoted by {α, β, γ} = 1 . . . 10
(with α = 1, 2 . . . corresponding to pq = 12, 13 . . .) and the structure constants may be
read off from equation 2.48. For the internal curvature 2-form coefficient Fˆ 45(x) in the
gauge g6(x), using the asymmetry in the βγ indices of the structure constants and of
the exterior product of 1-forms, we find:
Fˆ 45 = dA45 +
1
2
cˆ45β γ A
β ∧Aγ
= dA45 + cˆ4514 15A
14 ∧A15 + cˆ4524 25A24 ∧A25 + cˆ4534 35A34 ∧A35
= dA45 −A14 ∧A15 −A24 ∧A25 −A34 ∧A35
= dα14∧dα15 + dα24∧dα25 + dα34∧dα35 − dα14∧dα15 − dα24∧dα25 − dα34∧dα35
= 0 (2.55)
where in the penultimate line the connection coefficients from equation 2.53 have been
substituted into this expression. This result is as expected and indeed zero curvature,
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Fˆ pq = 0 for all ten 2-form coefficients, is associated with the connection 1-form Apq
coefficients, in any gauge choice such as that for equation 2.53, so long as the full
10-dimensional Lie algebra of SO(5) is retained.
At each point on M3 the Lie algebra so(5) acts partly on the external space
TxM3 of the base manifold in figure 2.7(a), via an SO(3) ⊂ SO(5) subgroup, and partly
on the internal space through the complementary SO(2) ⊂ SO(5), while the remaining
generators of equation 2.44 straddle the external and internal parts of v5 ∈ R5. By
choosing an SO(5) gauge in figure 2.7(a) and then breaking the symmetry through
a projection onto the structure in figure 2.7(b) the aim here is to demonstrate how
non-zero curvature may be associated with the SO(3) and SO(2) subgroups.
While an so(5)-valued connection Aˆ(x) provides a means for the parallel trans-
port of a 5-dimensional vector v5(x) over M3 for figure 2.7(a), a single component
such as A45(x)L45 can be interpreted in the restricted sense of a representation in the
subgroup SO(2) ⊂ SO(5), that is Aˆ→ A = A45L45 with L45 ∈ L(SO(2)), acting on the
subspace of 2-dimensional vectors v2 ⊂ v5. In this case A(x) is a 1-form connection
describing the parallel transport of vectors v2(x) in the internal vector space over M3
for figure 2.7(b).
Hence treating the generator L45 in isolation from the other nine generators
as a purely SO(2) action on the internal space of vectors v2 ∈ R2 a curvature 2-
form F = F 45L45 may be identified for this restricted internal SO(2) symmetry. In
comparison with equation 2.55, for the restricted SO(2) subgroup a finite curvature
may be obtained:
F 45 = dA45
= dα14 ∧ dα15 + dα24 ∧ dα25 + dα34 ∧ dα35
6= 0 in general. (2.56)
That is, under a suitable choice of gauge parameters αpq(x) in the full SO(5) symmetry
it is possible to identify non-zero curvature components with respect to subgroups
such as SO(2), which may be interpreted as a structure with finite internal physical
curvature over the base space manifold.
To obtain equation 2.56 we effectively took a restricted set of structure con-
stants, which is trivial for the Abelian subgroup SO(2) ⊂ SO(5) with a single generator
and hence there are no cαβγ terms in place of the cˆ
α
βγ terms of equation 2.54. This
results in a non-zero internal curvature F 45 6= 0 for the subgroup H under what was
purely a change of gauge from the point of view of the full group Gˆ. In this way a finite
SO(2) curvature is essentially carved out of the degrees of freedom implicit within the
structure of the unbroken flat SO(5) connection.
Complementary to the subgroup SO(2) ⊂ SO(5) the SO(3) subgroup is gen-
erated by the Lie algebra elements of equation 2.42. Acting on the external vector
components v3(x) ∈ TxM3 the connection 1-forms A12L12, A13L13 and A23L23, asso-
ciated with the three generators of SO(3), define parallelism on the external tangent
space of the manifold M3. However here we temporarily follow the same approach
applied to the SO(2) case in leading to equation 2.55, hence treating this SO(3) as an
‘internal’ symmetry in order to examine any new features that arise for a non-Abelian
gauge group such as SO(3). Again, initially substituting the full set of SO(5) connec-
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tion coefficients from equation 2.53 into equation 2.54, we find Fˆ 12 = Fˆ 13 = Fˆ 23 = 0
as for all ten so(5)-valued curvature components as discussed above.
A purely SO(3) Lie algebra-valued curvature 2-form can be obtained, similarly
as for the SO(2) case, by using only the restricted Lie algebra values of the connection
acting purely on the subspace of vectors v3 ⊂ v5 to identify the curvature tensor
F = F
pq
Lpq, with pq = 12, 13, 23, over M3. The three components are obtained from
equation 2.54 by curtailing the summations to include only the so(3)-valued parts with
a restricted set of structure constants {cαβγ} ⊂ {cˆαβγ} describing the external SO(3)
symmetry only. Following a similar procedure that led to equation 2.56 a set of three
so(3)-valued curvature coefficients is found to lowest non-trivial order:
F
12
= dα14 ∧ dα24 + dα15 ∧ dα25
F
13
= dα14 ∧ dα34 + dα15 ∧ dα35
F
23
= dα24 ∧ dα34 + dα25 ∧ dα35 (2.57)
Hence the SO(3) curvature is also non-zero in general and clearly correlated
with the SO(2) curvature of equation 2.56, with the correlation mediated through the
six mixing gauge functions αpq(x), with pq = 14, 15, 24, 25, 34, 35 under the full
SO(5) symmetry. Either the SO(3) or the SO(2) curvature may be non-zero while the
other remains zero for a suitable choice of the αpq(x), while both F = 0 and F = 0
are simultaneously attained under any choice of SO(5) gauge with constant αpq(x) for
example.
The six full SO(5) curvature components Fˆ pq = 0 for pq = 14, 15, 24, 25, 34,
35 are not directly associated with subgroup restrictions giving rise to further finite
curvature components. Rather these six mixing degrees of gauge symmetry are lost
or broken in the projection of the full SO(5) symmetry over M3 through which finite
physical curvature for the four components in equations 2.56 and 2.57 is identified. The
four functions αpq(x), with pq = {12, 13, 23} and 45, corresponding to four actions
gpq = exp(αpqLpq) of the gauge symmetry, survive the symmetry breaking and are
retained as the gauge symmetries associated with the non-Abelian SO(3) and Abelian
SO(2) subgroups respectively.
However the mechanism of symmetry breaking overM3 itself implies that there
is a more fundamental difference between the SO(3) and SO(2) subgroups in the context
of the model world we are considering. The former acts externally on the tangent space
of the base manifold, that is on v3 ∈ TM3 as depicted in figure 2.7(b), and is therefore
closely related to the geometry of the background space itself and to the existence
of a linear connection on the base manifold. Hence the correlation observed above
between the SO(3) and SO(2) curvature, with both effectively treated as internal
symmetries, merely provides a provisional motivation for seeking a unified framework
in which SO(2) remains as an internal gauge symmetry while SO(3) is considered
as an external symmetry on TM3. A non-zero curvature for the internal symmetry
F 45 6= 0 in equation 2.56 was obtained by considering the generator of the subgroup
H = SO(2) within the full gauge symmetry group Gˆ = SO(5) over a fixed base space
M3. A non-zero Riemannian curvature with components R
ρ
σµν(x) 6= 0 on M3 will
transform locally under the complementary external subgroup SO(3) ⊂ SO(5) acting
on the tangent space TM3.
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In this chapter the base manifoldM3 and group manifold G (where here G may
be the full symmetry Gˆ of the full form L(vn) = 1 or either the internalH or externalH
subgroups) have been treated as largely independent geometric objects, however their
mutual relationship is more precisely defined in terms of a single manifold in the form
of a principle bundle with base space M3 and structure group G. Hence the standard
properties of these geometric objects, together with a review of Riemannian geometry
and the Lagrangian approach to obtaining equations of motion for the corresponding
field entities, with be presented in the following chapter.
A relationship between the internal gauge curvature and external Riemannian
curvature might be determined through such a principle fibre bundle P = (M3, Gˆ) with
base space M3 and structure group Gˆ, based on the picture in figure 2.7(a), with the
canonical zero full curvature Fˆ = 0 providing the constraint that relates the internal
and external geometry. However the physical situation is represented by figure 2.7(b)
which leads to a consideration of two detached bundle spaces, P = (M3,SO(3)) and
P = (M3,SO(2)). While P directly only contains information about the external
symmetry and curvature, the bundle space P explicitly contains both the structure
of the external geometry on M3 and that of the internal H = SO(2) curvature in the
bundle space. As a unifying framework for combining external and internal symmetries
this latter structure is very similar to that employed in non-Abelian Kaluza-Klein
theories, which are hence reviewed in chapter 4.
In chapter 5 we consider how the above structures of principle bundles and
Kaluza-Klein theory might be adapted for the present theory. There we shall upgrade
the model presented in this chapter by considering the real world situation with a
4-dimensional base space M4 with local Lorentz symmetry. This will be embedded
in the ‘full’ symmetry group taken as Gˆ = SO+(1, 9), acting on a 10-dimensional
form of temporal flow L(v10) = 1, which will be broken to SO
+(1, 3) × SO(6) in the
projection onto the spacetime base M4. This symmetry breaking structure naturally
embeds in the further higher-dimensional extensions considered from chapter 6, which
will provide a more realistic framework for the details of the internal structures also.
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Chapter 3
Review of Geometry and
Equations of Motion
3.1 Principle Bundle Structure
In section 2.2 we introduced two independent differentiable manifolds, the base space
M3 and Lie group G = SO(3) with points labelled by x ∈M3 and g ∈ G respectively,
both of which are associated with the 3-dimensional form of temporal flow L(v3) = 1
through the respective ‘translational’ {ra} ∈ R3 and ‘rotational’ σg : g ∈ G symmetries:
L
(
σg
{
d(xa + ra)
ds
})
= 1 (3.1)
The map between the manifolds g :M3 → G described in figure 2.6, mapping x→ g(x)
(where {xµ} may be taken as general coordinates on M3) represents a local choice
of gauge, or orthonormal frame, in which to express the tangent vector v3(x) on
M3. This association between M3 and G may be examined more precisely through
the construction of a single differentiable manifold, namely a principle fibre bundle
P , which combines the geometric properties of the base space M3 and Lie group G
together with their mutual relation.
In the general case the structure group G of a principle fibre bundle P does not
need to be related to a symmetry on the tangent space to the base manifold M , as it is
for the SO(3) model as implied in equation 3.1. Indeed in the case of figure 2.7(a) the
symmetry group G = SO(5) acts only partially on the tangent space of M3, while for
figure 2.7(b) the group G = SO(2) does not act on the external tangent space at all.
Hence it is the generalisation in which G andM are initially introduced independently
that we shall review here for the benefit of the subsequent application to the case of a
higher symmetry group such as presented in section 2.3.
A principle bundle P is a G-manifold, that is a differentiable manifold upon
which the transformation group G acts, with a particular structure as described, with
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reference to figure 3.1, by the following properties (see for example [2], [3] chapter
Vbis, [4]):
Figure 3.1: The relations between three differentiable manifolds: a principle fibre
bundle P , the base space M and the structure group G.
1: There is a surjective map π : P →M projecting from the bundle space onto the
base manifold. Given a section σ(x) : M → P then π ◦σ(x) = x is the identity
map on points x ∈M .
2: For each x ∈M the submanifolds π−1(x) ⊂ P , called the fibres of P , are diffeo-
morphic to each other and to the Lie group G.
3: The right action of g ∈ G on points p ∈ P , that isRg : P → P withRgh = Rh ◦Rg,
preserves the fibres of P , that is π ◦Rg = π, and is free and transitive on each
fibre.
4: There exist local trivialisations over each open subset Ur ⊂ M , consisting of
maps ψr : π
−1(Ur)→ Ur ×G with ψr : p→ (x, h), such that ψr : pg → (x, hg) –
that is the right action on P is compatible with the right action on G.
While the right action of G on itself induces left-invariant fields as described
in equation 2.25 of subsection 2.2.2, the right action of G on the manifold P induces
‘vertical’ vector fields in the tangent space TP as (where f is now a real-valued function
on the bundle space):
V Ap (f) =
d
dt
f(p exp(tA)) |t=0 (3.2)
where A ∈ L(G) and V Ap is a tangent vector to the fibre of P at the point p. The
map A→ V Ap described in equation 3.2 represents an isomorphism of the Lie algebra
L(G) into the space of vector fields residing in the vertical tangent space VP ⊂ TP.
That is, the Lie algebra bracket structure [XA,XB ] = X [A,B] of equation 2.22 for the
corresponding left-invariant fields {XA} on the manifold G is respected by the Lie
bracket on the P bundle with:
[V A, V B] = V [A,B] (3.3)
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This structure relates to VP, the space of vectors tangent to the individual
fibres of P . Different fibres may be related by an additional structure on P called a
connection which, conceptually, is smooth assignment of a ‘horizontal’ subspace HpP
of the full tangent space TpP at each point p ∈ P such that:
TpP = VpP ⊕HpP (3.4)
Rg∗HpP = HpgP (3.5)
where compatibility of the horizontal subspaces on P with the right action of G is
assured by the latter requirement.
At every point p ∈ P a basis for the tangent space of the principle bundle can
be expressed in terms of these complementary subspaces. Such a basis {e´i} = {e´α, e´a}
consists of the subset {e´α} ∈ VP (that is vectors of the form V Ap in equation 3.2,
tangent to the fibres Gx over each point x ∈ M) and the subset {e´a} ∈ HP, where
e´a is the ‘horizontal lift’ of the basis vector ea ∈ TxM to the point p ∈ P such that
π∗e´a = ea. The ‘acute’ mark above the kernel symbol, such as for e´, denotes an object
defined on a principle bundle space in the horizontal lift basis. In all cases the indices
{i, j, k . . .} correspond to basis elements for TP in the total space; {α, β, γ . . .} in the
fibre space on P or on the manifold G; and {a, b, c . . .} in a complementary subspace
on P or on the base space M .
It should be noted that e´a and ea are not only different vector fields but are
also defined on two different manifolds, P and M respectively, although there is a one-
to-one correspondence between them. Similarly, there is a one-to-one correspondence
between a vector field e´α on P and a vector field Xα on G, for example as generated
by the same element A ∈ TeG in equations 3.2 and 2.25 respectively. The relations
between these vector fields are indicated in figure 3.2.
Figure 3.2: Vertical and horizontal basis vectors in a local trivialisation U × G of a
principle bundle P , together with their associated basis vectors on the group space G
and the base manifold M respectively.
The specification of a connection on the principle bundle allows ‘parallel trans-
port’ between the fibres to be defined by a path in P for which the tangent vector at
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any p ∈ P always lies within the horizontal subspace HpP . This notion of parallelism
over M is used in turn to define a covariant derivative for associated fields φ(x) on the
base space that transform under a representation of the structure group G, by tracking
a parallel basis for the field φ(x) over any curve C on the base manifold (technically,
φ(x) is a section in a fibre bundle associated with P ).
As depicted in figure 3.3 given a point p1 ∈ P with π(p1) = x1 and a curve C
on M from x1 to x2 a connection on P specifies a unique horizontal lift of the curve C
to the curve C ′ on P , by advancing locally within the horizontal subspace HP ⊂ TP.
The path C ′ then represents the ‘parallel transport’ of p1 mapped to the unique point
p2 ∈ P , with π(p2) = x2.
Figure 3.3: Parallel transport C ′ between fibres on a principle fibre bundle P above
the curve C on the base manifold from the point x1 ∈M to x2 ∈M .
The geometric structure developed in section 2.2 corresponds to a particular
kind of principle bundle, namely a frame bundle with structure group G = SO(3)
over the base space M3, which may be denoted P = (M3,SO(3)). In this case the
mapping from p1 to p2 in figure 3.3 provides a unique, path C dependent, transport
of an orthonormal basis frame from x1 to x2 on the base manifold (such basis frames
{ea} are shown in figure 2.4 for the model on M3). With respect to such a parallel
frame the difference between the values of the vector field v3(x) (belonging to the
vector representation of SO(3)) at the two base points of the associated vector bundle
can be determined. In particular vectors v3(x1) and v3(x2), as originally depicted in
figure 2.4, are defined to be parallel with respect to a given path C and connection HP
if each of their components coincide in an orthonormal reference frame transported
from x1 to x2 along C via the horizontal lift C
′. This definition of parallelism is
independent of the choice p1 ∈ π−1(x1) of initial frame. In addition, any vector v3(x1)
may be ‘parallel transported’ to any point of the curve C by maintaining constant
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vector components in the corresponding transported frame of the principle bundle at
each point along C.
This construction generalises for an arbitrary structure group G acting via
a group representation on the field φ(x) over the base manifold M . The covariant
derivative of the field φ(x) is defined in a such a way as to quantitatively indicate
deviations of the value of the field function from that of the parallel transported field
for infinitesimal displacements on the base manifold – i.e. the extent to which the
field is not self-parallel along a path on the base manifold. That is, if c is a vector
at x0 tangent to the curve C parametrised by λ → C(λ) on M with C(0) = x0, see
figure 3.3, then the covariant derivative of the field φ(x) along C at x0 is defined as:
Dcφ |x0 = lim
λ→0
(Tλ,0 φ(xλ)− φ(x0))/λ (3.6)
where Tλ,0 φ(xλ) is the field value φ(xλ) ≡ φ(C(λ)) parallel transported along C from
xλ to x0. The covariant derivative for the SO(3) connection applied to vectors v3(x)
in equation 2.37 and 2.38 was denoted Dµ corresponding to derivatives with respect
to general coordinate parameters {xµ} on M3.
If the connection is such that, for all p ∈ P and all X,Y ∈ HpP , the bracket
composition on HpP is closed, that is:
[X,Y ] ∈ HpP (3.7)
then Frobenius criterion is satisfied and P is ‘foliated’ into a family of integrable
‘leaves’. Each leaf is ‘horizontal section’ of P , with tangent space HP, that is a smooth
n-dimensional submanifold of P , where n is the dimension of the base spaceM . In this
case all horizontal lift curves C ′ of figure 3.3 effectively follow the contours of a single
horizontal section submanifold, globally defined overM , and parallelism is independent
of the path C taken between any two points on the base manifold. A ‘flat’ connection
is defined by this property, as will be described in more detail in the following section.
Generally a horizontal subpace can be specified by a connection 1-form ω on
P . The defining structure for HP of equation 3.4 and 3.5 can be attained via a smooth
Lie algebra-valued 1-form ω ∈ L(G)⊗ T ∗P , mapping vectors X ∈ TP into elements of
L(G), with the properties (the first of which is essentially the reverse of equation 3.2):
(i) ω(V A) = A with A ∈ L(G) (3.8)
(ii) R∗gω = Ad(g
−1)ω i.e. R∗gωpg(X) = g
−1ωp(X)g with X ∈ TpP (3.9)
where HpP ≡ {X ∈ TpP | ω(X) = 0} (3.10)
is the horizontal subspace. A set of trivialisations {Ur, ψr} consists of an atlas
{Ur} covering the base manifold M together with a mapping ψr of each π−1(Ur) ⊂ P
onto Ur × G such as depicted figure 3.1 and described in the subsequent ‘item 4:’.
Each trivialisation ψr is canonically associated with a section in π
−1(Ur) which can be
written as σr(x) = ψ
−1
r,x · ι(x), where the map ι : Ur → Ur ×G sends x→ (x, e)r , with
e ∈ G being the identity element of the group and ψr,x is the map ψr restricted to the
space π−1(x). That is, σr(x) ∈ P corresponds to the identity element e ∈ G under the
local trivialisation map ψr, as depicted in figure 3.4. More generally we have the map
ψr,x : P → (Ur ×G) mapping between the points σr(x)h→ (x, h)r, with h ∈ G.
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Figure 3.4: Two trivialisations, denoted {Ur, ψr} and {Us, ψs}, with an overlap region,
on a principle bundle P over a base space M .
In the overlap regions onM , for x ∈ Ur∩Us, transition mappings grs : Ur∩Us →
G between such trivialisations are defined as the functions on M :
x→ grs(x) = ψr,x ◦ψ−1s,x ∈ G (3.11)
The transition functions act on the left on a fibre such that ψ−1r,x(x, grsh)r = ψ
−1
s,x(x, h)s.
These relate the corresponding canonical sections σr(x) via the right action of the struc-
ture group on P , which commutes with the left action, in a way that is consistent with
both ψs(σs(x)h) = (x, h)s and ψr(σr(x)h
′) = (x, h′)r in the respective trivialisations,
as:
σs(x) = σr(x)grs(x) (3.12)
Given a general connection 1-form ω on P and a set of trivialisations {Ur, ψr} a
unique family Ar of connection 1-forms may be defined on M . Under a particular sec-
tion σr the connection Ar(x) = σ
∗
rω(p) on M can be expressed as Ar(x) = A
α(x)Xα =
Aαµ(x)Xαdx
µ where {Xα} is a basis for L(G). The field of connection coefficients
Aαµ(x) link the basis {Xα} for the Lie algebra, typically expressed in the appropriate
representation (such as the set of matrices {Eα} of equation 2.32 for the case of the
vector representation of G = SO(3)), with indices α = 1 . . . dim(G), to a coordinate ba-
sis of 1-forms {dxµ} with indices µ = 0, 1, 2, 3 in the case of a 4-dimensional spacetime
base manifold M4. Further, given an L(G)-valued 1-form A(x) on M and any section
σ(x) then there exists a unique connection 1-form ω(p) on P such that A = σ∗ω.
In a gauge theory, that is a theory which is invariant under transformations of
the gauge group G which describes a local internal symmetry, the local Lie algebra-
valued 1-form A(x) on the base manifoldM is also known as a Yang-Mills field or ‘gauge
potential’. Such fields will be generically denoted Y (x) in this paper, as for example
in equation 2.47. The notation A(x) may refer to a general connection 1-form, as
described above, the gauge field associated with an internal U(1) gauge symmetry, as
for electromagnetism, or a connection associated with an orthonormal frame in the
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external space, as was the case in subsection 2.2.3 and as will be the case in relation
to general relativity, depending on the context. A gauge theory bases upon an internal
symmetry, through the notion of a connection 1-form, involves similar mathematical
structures as found in general relativity based upon an external symmetry.
For the present theory it will be assumed that the structure of principle bundles
with a trivial global topology will be sufficient. In this case the bundle P = (M,G) can
be expressed as P ≡ U × G where a single ‘subset’ U of figure 3.4 may be identified
with the entire base manifold M . This triviality is implied in deriving the bundle
structure through the symmetries of L(v) = 1 as described for example in figures 2.2,
2.6 and 2.7. In this case the ‘overlap region’ for a change of trivialisation, or gauge
transformation, may consist of the entire volume of the base space M , rather than a
limited patch as depicted in figure 3.4.
In order to study the dynamics of the gauge fields it is helpful to introduce
the exterior covariant derivative on the bundle space, which will be important for
equations in physics. This derivative essentially combines the properties of the exterior
derivative, introduced for equation 2.20, with the structure of the partial derivative ∂µ
as augmented to the covariant derivative Dµ, as described for equation 3.6.
More explicitly, on a principle bundle P the exterior covariant derivative D
maps a V -valued r-form φ, which acts upon r vector fields {X1 . . . Xr} on P , to a
V -valued (r+1)-form Dφ, where V is the representation space associated with G. The
action of D is defined as:
Dφ = (dφ) ◦ hor (3.13)
where ‘hor’ first maps vectors X on the tangent space of P to their horizontal compo-
nents (that is, hor : X → Xh, such that Xh ⊂ HpP of equation 3.4 and ω(Xh) = 0,
with ω the connection 1-form on P ), and d is the exterior derivative map acting on
the r-form φ.
In general, for a V -valued r-form φ on P which is horizontal (that is if any of the
r vectors X on which φ acts is purely vertical then the map is zero, φ(X, . . .) = 0) and
equivariant of type ρ (that is φ in the associated bundle transforms as R∗gφ = ρ(g−1)φ
under the right action by g(x) in the ρ representation) then the exterior covariant
derivative of φ, equation 3.13, takes the simplified form:
Dφ = dφ + ρ′(ω) ∧ φ. (3.14)
where ρ′(ω) denotes the appropriate representation of the Lie algebra acting on V .
3.2 Curvature and Flat Connection
The curvature 2-form Ω can be defined as the exterior covariant derivative of the
connection 1-form, that is Ω = Dω, on the principle bundle. The connection 1-form
ω is equivariant, of type Ad as seen in equation 3.9, but it is clearly not a horizontal
form, as seen in equation 3.8. However, for this particular case the exterior covariant
derivative of the connection 1-form can also be expressed in a simplified form directly
in terms of ω = ωαXα itself (with {Xα} a basis for L(G)) through the Cartan structure
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equation for the curvature 2-form Ω = ΩαXα on P :
Ω(X,Y ) = Dω(X,Y ) = dω(X,Y ) + [ω(X), ω(Y )] (3.15)
= dω(X,Y ) +
1
2
[ω, ω](X,Y ) (3.16)
that is Ωα(X,Y ) = dωα(X,Y ) +
1
2
cαβγω
β ∧ ωγ(X,Y ) (3.17)
acting upon any pair of tangent vectors X,Y ∈ TP (the meaning of [ω, ω] is explained
in the discussion around equation 2.24). The Lie algebra-valued curvature 2-form
Ω on P is defined in such a way as to be quantitatively sensitive to deviations of the
connection 1-form ω, and hence horizontal subspace HP, from the condition of flatness.
This can be seen by substituting any X,Y ∈ HP as arguments for the curvature 2-form
Ω in equation 3.15, or equivalently for any X,Y ∈ TP in terms of Ω = Dω we have:
Ω(X,Y ) = Dω(X,Y ) (3.18)
= dω(Xh, Yh) (3.19)
= Xh〈ω, Yh〉 − Yh〈ω,Xh〉 − 〈ω, [Xh, Yh]〉 (3.20)
= −〈ω, [Xh, Yh]〉 (3.21)
where equation 3.19 follows directly from equation 3.13, equation 3.20 follows from the
standard definition of the exterior derivative of a 1-form and the map 〈 , 〉 was defined
in equation 2.18. Hence it follows that Ω is non-zero only if the local horizontal
subspaces on P defined by ω are non-integrable, that is the Frobenius criterion of
equation 3.7 is not satisfied, and hence a non-zero curvature Ω indeed indicates a
non-flat connection.
The Lie algebra valued curvature 2-form Ω on P is equivariant of type Ad, that
is it transforms under the adjoint representation of G as R∗gΩ = Ad(g
−1)Ω. However,
unlike the connection ω, the curvature Ω is also a horizontal form on P . Hence Ω, unlike
ω, is a tensorial form meaning that, for a given choice of gauge or cross-section σ over
a region of the base manifold, it can be mapped via the pull-back σ∗ to a geometrical
object on the base manifold that transforms homogeneously as a representation of the
gauge group. Such quantities may be more naturally equated in the expressions of
physics. For the model universe of the previous chapter the curvature form of the
SO(3) connection on P is tensorial of type (Ad, so(3)), that is it takes values in the
SO(3) Lie algebra and transforms under the adjoint representation, as indicated after
equation 2.36 for the curvature form F on the base manifold.
In a trivialisation P ≡ U × G on the principle bundle a direct product basis
{e¨i} = {e¨α, e¨a} for the tangent space consists of the subset {e¨α} ∈ VP, tangent to
the fibres Gx over each point x ∈ M , and the subset {e¨a} with e¨a = σ∗ea for each
basis vector ea ∈ TxM such that π∗e¨a = ea. Each vector e¨a defined on the section
σ(x) is Lie transported via the right action of G on P such that the basis covers the
entire principle bundle. The ‘double dot’ mark above the kernel symbol, such as for e¨,
denotes an object defined on a principle bundle space in the direct product basis.
Since P itself is a differentiable manifold equation 2.28 applies for any frame
field {ei} on P and is here expressed as:
[ej , ek] = c
i
jk(p)ei (3.22)
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with real-valued structure coefficients cijk(p). In the direct product basis the bracket
relations [e¨j , e¨k] = c¨
i
jk(p)e¨i are simply:
[e¨α, e¨β ] = c
γ
αβ e¨γ (3.23)
[e¨α, e¨b] = 0 (3.24)
[e¨a, e¨b] = 0 (3.25)
where cγαβ are the structure constants of the group G. The zero coefficients for the
second equation follow as the vector fields e¨α generate the right translations which
Lie transport the vectors e¨b over P , and those in the final equation correspond to the
choice of a coordinate basis on M .
By contrast the horizontal lift basis e´i = (e´α, e´a) for the tangent space TP,
introduced after equation 3.4, is adapted to a given connection ω such that e´α ∈ Vp
and e´a ∈ Hp, as was depicted in figure 3.2, with ω(e´α) = Xα and ω(e´a) = 0, by the
definition of the horizontal lift basis. Given a trivialisation the horizontal lift basis
{e´i} can be expressed in terms the direct product basis {e¨i} on P via the coefficients
ωαa(x, g) with:
e´α = e¨α, e´a = e¨a − ωαae¨α (3.26)
e´α = e¨α + ωαae¨
a, e´a = e¨a (3.27)
where {e´i} = {e´α, e´a} is the dual basis defined as usual such that 〈e´i, e´j〉 = δij . The
relation between the horizontal lift basis {e´i} on P and a direct product basis {e¨i} on
U ×G is indicated in figure 3.5.
Figure 3.5: The adapted tangent space basis {e´i} on P with respect to a particular
local trivialisation ψ : P → U ×G and the corresponding direct product basis {e¨i}.
Acting on both sides of the second expression in equation 3.26 with the 1-form
coefficients ωβ of the Lie algebra-valued connection 1-form ω = ωβXβ on P determines
the connection coefficients ωβa(x, g) = ωβ(e¨a) on U×G, as depicted in figure 3.5. From
the transformation property of the connection 1-form ω on P under R∗g in equation 3.9
and with the vector field e´α generating right actions on P , it follows that:
e´αω
β
a = e¨αω
β
a = −cβαγωγa (3.28)
42
as the infinitesimal form of the adjoint transformation under the right action of the
group.
Covariant differentiation on the base space is intimately related to the direc-
tional derivative e´a on the principle bundle. Using equation 3.26 the bracket [e´a, e´b]
may be expressed in a direct product basis as:
[e´a, e´b] = [(e¨a − ωαae¨α), (e¨b − ωβbe¨β)]
= [e¨a, e¨b]− [ωαae¨α, e¨b]− [e¨a, ωβbe¨β] + [ωαae¨α, ωβbe¨β]
= 0 + e¨b(ω
α
a)e¨α − e¨a(ωβb)e¨β + ωαaωβbcγαβ e¨γ + ωαa(e¨αωβb)e¨β − ωβb(e¨βωαa)e¨α
= e¨b(ω
γ
a)e¨γ − e¨a(ωγb)e¨γ + (ωαaωβbcγαβ e¨γ − ωαacγαβωβbe¨γ + ωβbcγβαωα ae¨γ)
=
(
e¨bω
γ
a − e¨aωγb − ωαaωβbcγαβ
)
e¨γ
= −Ωγabe´γ (3.29)
using the first of equations 3.26 and where
Ωγab(x, g) = e¨aω
γ
b − e¨bωγa + cγαβωαaωβb (3.30)
are the curvature components on the principle bundle expressed in a particular trivial-
isation, as can be shown explicitly by substituting (e¨a, e¨b) for (X,Y ) in equation 3.17.
At any point p ∈ P the components of Ω(p) are numerically the same in the horizontal
lift basis as for a direct product basis, that is Ωγab = Ω
γ(e´a, e´b) = Ω
γ(e¨a, e¨b), since Ω is
a horizontal form and e´a and e¨a differ only by a vertical vector, as seen in the second
of equations 3.26 and figure 3.5. From equation 3.30, using equation 3.28, it can be
shown that:
e´αΩ
β
ab(x, g) = e¨αΩ
β
ab(x, g) = −cβαγΩγab(x, g) (3.31)
again transforming infinitesimally under the adjoint representation, as for the gauge
field ωαa(x, g), on the principle bundle.
In summary in the horizontal lift basis the full set of structure coefficients on
P are considered with:
[e´α, e´β ] = c
γ
αβ e´γ (3.32)
[e´α, e´b] = 0 (3.33)
[e´a, e´b] = c´
α
abe´α = −Ωαabe´α (3.34)
Equation 3.33 follows directly from equations 3.24 and 3.26. Since right translations
induce the basis vectors of the subspace VP, via equation 3.2, equation 3.33 expresses
the right-invariance of the fields e´b ∈ HP, consistent with equation 3.5, and may be
compared with equation 2.27 in which Y L is right-invariant. For the third equation the
structure coefficients c´dab are set to zero since here a coordinate basis is taken for {ea}
on the base manifold M in order to simplify the expressions. The fibre dependence
of the structure coefficients c´αab may be deduced by application of the Jacobi identity
with:
[e´α, [e´a, e´b]] + [e´a, [e´b, e´α]] + [e´b, [e´α, e´a]] = 0
= [e´α, c´
β
abe´β] + 0 + 0 = 0
⇒ (e´α c´βab)e´β + c´γabcβαγ e´β = 0
⇒ e´α c´βab = −cβαγ c´γab (3.35)
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The final expression describes the directional derivative of the coefficients c´βab with
respect to the vector field e´α, and hence expresses the transformation of c´
β
ab under
the action of right translation, that is the gauge transformation generated by e´α. This
is consistent with the transformation property in equation 3.31, for the components
the curvature 2-form under infinitesimal gauge transformations, as expected since by
equations 3.29 and 3.34 we have simply:
c´αab = −Ωαab (3.36)
Given a curvature 2-form Ω(p) on a principle bundle P and a local section σ(x)
on P , for x ∈ U ⊂ M , the local representative of Ω on the base space is defined by
the pull-back map as the 2-form F (x) = σ∗Ω(p), which also takes values in the Lie
algebra, that is F (x) = Fα(x)Xα.
Another significant property of the curvature on the principle bundle P is that
the exterior covariant derivative of Ω itself vanishes as a consequence of the definitions
used to construct it, that is DΩ = 0, which is called the Bianchi identity. The object
DΩ = 0 is also a tensorial form on P , like Ω itself, and since the exterior algebra
structure pulls back through a section map σ(x) we have a similar property for the
corresponding object on M , that is on the base space we have DF = 0, which is also
referred to as the Bianchi identity.
Through the section map σ the structure equation for the curvature 2-form Ω
on P , for example in equation 3.16, pulls back to the base space M as:
F = dA+
1
2
[A,A] (3.37)
which was introduced in equation 2.36. In a particular trivialisation the components
of the ‘Yang-Mills field strength’ on the base manifold M are Fαab(x) = Ω
α
ab(x, e),
while the ‘gauge potentials’ are Aαa(x) = ω
α
a(x, e). Consistent with equation 3.30 the
above expression for F can be written in components, in a coordinate basis on M , as:
Fαµν(x) = ∂µA
α
ν − ∂νAαµ + cαβγAβµAγν (3.38)
while the 2-forms Fα are related to the 1-forms Aα according to equation 2.54.
For a connection on a principle bundle for which the structure group G as a
subgroup of GL(m,R) exhibits a matrix representation acting upon objects v(x) ∈ V
of an m-dimensional vector space (where m is not necessarily equal to the dimension
n of the base manifold) the vector and curvature fields transform under a change of
gauge g(x) ∈ G on the base space M as:
v → v′ = g−1 v (3.39)
F → F ′ = g−1 F g (3.40)
This form of transformation follows from the choice of a right action of G on P , as
featuring for example in equation 3.12, and in turn ultimately on the choice for L(G)
to be represented by left-invariant vector fields on G as described in subsection 2.2.2.
Connection 1-forms Ar(x) = σr(x)
∗ω on the base manifold with respect to
different trivialisations are related under the local gauge transformations by grs(x)
between the sections of equation 3.12 as:
As(x) = Ad(g
−1
rs (x))Ar(x) + (g
∗
rsθ)x
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where Ad is the transformation of the adjoint representation on the Lie algebra values
of Ar(x) and θ is the Maurer-Cartan 1-form on the group manifold G, which here is
pulled back onto M via the transition function map grs(x) : M → G. For a matrix
representation, dropping the subscript labels, this transformation can be written as:
A→ A′ = g−1Ag + g−1dg (3.41)
where the second term is needed to take into account general gauge changes g(x)
between sections over M since ω is not a horizontal form on P . Under a change of
section σ′(x) = σ(x)g(x) via the local gauge function g(x), the transformations of
equations 3.39–3.41 are considered a passive symmetry from a physical point of view.
The connection 1-form ω on the principle bundle, which is a Lie algebra valued
map on the tangent space TpP of equation 3.4, may be restricted to a mapping on
elements of VpP tangent to the fibres of the bundle space, as it is in equation 3.8
for example. Under this restriction the properties of ω are equivalent to the Maurer-
Cartan 1-form θ, described in subsection 2.2.2, which maps left-invariant vector fields
on the manifold G as θ(XA) = A and which transforms under right translation as
R∗g θ = Ad(g−1)θ, to be compared with equations 3.8 and 3.9.
Indeed, for a trivial bundle we have P = M × G and through the natural
projection π2 : M × G → G, the canonical Maurer-Cartan 1-form θ on G can be
pulled back to ω = π∗2 θ on P . Since the pull-back map captures the structure of the
exterior algebra as seen through the map itself the Maurer-Cartan equation, that is
equation 2.23, pulls back to:
dω +
1
2
[ω, ω] = 0 (3.42)
By comparison with equation 3.16 it can be seen that for this connection the curvature
vanishes, Ω = 0, that is ω is the canonical flat connection on P .
In general for a continuous map between two differentiable manifolds f :M →
N , with a vector field u on M and a 1-form ξ on N , the pull-back of the 1-form ξ onto
M can be defined as 〈f∗ξ,u〉x = 〈ξ, f∗u〉f(x). For the present case the canonical flat
connection on the base manifold M , expressed as A(x) = σ∗ω = Aαµ(x)Xαdxµ is a
Lie algebra-valued map on tangent vectors u ∈ TxM and we have:
〈A,u〉x = 〈σ∗◦ π∗2 θ,u〉x = 〈θ, π2∗◦σ∗u〉g=π2 ◦ σ(x) (3.43)
where in the latter expression the vector u ∈ TxM has been ‘pushed forward’ through
the two maps to a vector in the tangent space of the group manifold. In general
〈A,u〉 6= 0, even for a flat connection, since an arbitrary trivialisation can be used to
define the section map σr(x) ≡ ψ−1r (x, e)r . However, for the canonical flat connection
on P the horizontal subspace is everywhere tangent to a submanifoldM×{g} for some
g ∈ G and the Frobenius criterion of equation 3.7 is satisfied. Hence in this case the
section map from M to P may be chosen to coincide with the horizontal section of the
canonical flat connection and we have:
〈A,u〉x = 〈σ∗ω,u〉x = 〈ω, σ∗u〉p= σ(x) = 0 (3.44)
since for all u ∈ TxM we have σ∗u ∈ HpP in this case, and hence we have A(x) = 0 in
this choice of gauge section. In general the cross-section σ and horizontal subspaceHpP
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are distinct objects on P , as indicated for example in figure 3.5, relating to the gauge
choice g(x) and connection ω respectively. As can be seen from equations 3.26 and
3.27 if it is possible to choose a direct product basis to coincide with the horizontal lift
basis on P then ωαa(x, g) = 0, that is all connection coefficients vanish for this choice
of section.
Here we have described the flat connection that was introduced in equations 2.30
and 2.35 directly on the base manifold without constructing the principle fibre bundle.
The use of the principle bundle will be more significant for the case of an enlarged
symmetry group of L(v) = 1 as introduced in section 2.3 and studied further in sec-
tion 5.1.
3.3 Riemannian Geometry
Any n-dimensional differentiable manifold M is canonically associated with the prin-
ciple fibre bundle of frames FM, with structure group GL+(n,R), which preserves the
orientation of the frames, over M as the base manifold. A linear connection ω˜ can be
defined on a frame bundle as a gl(n,R)-valued 1-form on FM which may be written
ω˜ = ω˜abE
b
a. The quantities ω˜
a
b = ω˜
a
bie
i (with {ei} a basis of 1-forms on the frame
bundle) are a set of n2 1-forms on FM. Each 1-form ω˜ab is associated with a basis
element of gl(n,R) represented by the n × n matrix Eba for which the only non-zero
entry is a ‘1’ in the ath-row and bth-column, that is (Eba)
d
c = δ
b
c δ
d
a (where {a, b} label
the matrices and {c, d} label the matrix elements. By comparison the generators of
SO(n), as described in equation 2.31, form a subalgebra of gl(n,R) with matrices of
the form Lpq = E
q
p − Epq).
The frame field {ea} on the base space M is a general basis which in some
situations may be taken to be an orthonormal or coordinate basis. A section σ on
FM corresponds to a choice of frame, that is a basis {ea}, at each point of the base
space M , with the pull-back Γ = σ∗ω˜ being the representative of ω˜ under this section.
This linear connection 1-form Γ on M has components Γab = Γ
a
bce
c, where {ea} is a
coframe basis for T ∗M .
In general for a gauge symmetry group with generators represented by m×m
matrices Eα ∈ L(G) the connection components, for an arbitrary coframe {ea} on the
base manifold, may be written Ars = A
α
a(Eα)
r
se
a = Arsae
a, with {r, s} = 1 . . . m,
composing a matrix of 1-forms. In the case of a linear connection on M , with u(x) as
any tangent vector field, Γab(u) = Γ
a
bcu
c is a matrix element with Γabc(x) being the
components of the linear connection.
The covariant derivative Da for the case of a linear connection on the external
tangent space will be denoted by the kernel symbol ∇. With respect to a general
frame field {ea}, the components of the corresponding linear connection Γabc satisfy
the relation ∇eb = Γabcec ⊗ ea, that is:
∇c eb = Γabcea
and hence, Γabc = 〈ea,∇c eb〉
(3.45)
where in the final term the angular brackets, defined in equation 2.18, denote the
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1-form ea mapping the vector field ∇c eb into the space of real numbers, that is the
coefficients Γabc.
The linear connection coefficients Γabc transform under a general change of
basis to eb′ = ea e
a
b′(x), with primed indices denoting the new frame and the matrix
eab′(x) ∈ GL+(n,R), as:
Γa
′
b′c′ = (e
−1)a
′
d e
e
b′ e
f
c′ Γ
d
ef + (e
−1)a
′
d ec′ e
d
b′ (3.46)
Compared with the gauge transformation of equation 3.41 an extra efc′ factor appears
here for the 3-index affine connection to reflect the tensor-like transformation law of
the 1-form part of the connection under a local change of frame on the manifold M .
A subset of frames is provided by a general coordinate chart on the patch
U ⊂M for which a section of the general frame bundle σ(x) : U → FM is given by the
coordinate basis x → {∂µ}x. This defines a holonomic frame {∂µ}, with [∂µ, ∂ν ] = 0,
through which a local representative of the linear connection Γ = σ∗ω˜ may be obtained.
A second general coordinate chart with coordinate frame section {∂µ′} defines a further
representative of the linear connection Γ′ = σ′∗ω˜. The transition function j(x) : M →
GL+(4,R) for all x ∈M relates coordinate frames as:
∂µ′(x) = ∂ν(x) j
ν
µ′(x) (3.47)
where jνµ′(x) = ∂x
ν/∂xµ
′
is the Jacobian matrix of the general coordinate transfor-
mation. These transformations form a special case for equation 3.46 corresponding to
a change of coordinate system {xµ} → {xµ′} on M .
If M is an n-dimensional Riemannian or pseudo-Riemannian manifold (M,g),
that is given a metric field with components gµν(x) on the manifold, a subset of dis-
tinguished frames may be identified which are orthonormal with respect to the metric.
This subset of frames overM reduces the total space of FM to a submanifoldOM ⊂ FM
which is itself a principle fibre bundle with structure group SO+(p, q) (or more gen-
erally O(p, q)) with p + q = n. There is a one-to-one correspondence between metric
fields gµν(x) on M and reductions of the structure group GL
+(n,R) to SO+(p, q) on
FM, with each choice of field gµν(x) isolating one out of the many possible isomorphic
copies of principle SO+(p, q)-bundles.
From the above general case we next consider specifically the spacetime symme-
try of a 4-dimensional manifold M4. Matrices l
a
b(x) ∈ SO+(1, 3) of the Lorentz group
describe spacetime orientation preserving gauge transformations between sections of
the principle bundle of orthonormal frames. With the set of vector fields {ea(x)} for
each x ∈M now representing such an orthonormal frame, any other orthonormal frame
can be expressed as:
eb′(x) = ea(x) l
a
b′(x) (3.48)
while the dual coframe transforms as eb
′
(x) = (l−1)b
′
a(x)e
a(x). Equation 3.48 expresses
the right action of elements of the Lorentz group on the frame field. Since the set of
orthonormal frames on the tangent space at any one point x ∈M4 is isomorphic to the
Lorentz group, through equation 3.48, a principle fibre bundle over M4 is obtained,
with both the fibre space and structure group being SO+(1, 3) itself. It is a reduction of
the principle bundle of general linear frames FM4, the latter having fibres isomorphic
to the larger group GL+(4,R).
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We can consider a tetrad field eaµ(x) as describing an element of a restricted
set of the gauge group GL+(4,R) of all possible orientation-preserving frame trans-
formations over M4 or, in bridging local orthonormal frames with general coordinate
frames, as a mapping between the principle bundle of Lorentz frames and the principle
bundle of coordinate frames. That is, eaµ(x) relates a section of orthonormal frames
{ea}x with a coordinate frame basis {∂µ}x via the right action:
∂µ(x) = ea(x) e
a
µ(x) (3.49)
with eaµ(x) ∈ GL+(4,R), which can be directly compared to equation 3.48 with the
transformation lab(x) ∈ SO+(1, 3).
For the spacetime metric g(x) on M4 any local orthonormal frame {ea} is
associated with the Minkowski metric ηab = g(ea, eb) = diag(+1,−1,−1,−1), while
in a general coordinate system the components of the metric are determined by the
tetrad field eaµ(x) (similarly as we had in equation 2.16 for the 3-dimensional model):
gµν(x) = e
a
µ(x)e
b
ν(x)ηab (3.50)
The SO+(1, 3) bundle OM4 may be extended to the frame bundle FM4 with
an SO+(1, 3)-valued Lorentz connection A(x) uniquely inducing a linear connection
Γ(x) for the extended bundle space. Such a GL+(4,R)-valued linear connection Γ is
compatible with the metric, that is ∇g = 0, while Γ and g need not be related in
the general case. The principle bundle of orthonormal frames OM4, equipped with a
Lorentz connection, as a subbundle of the principle bundle of general linear frames
FM4 over the base manifold hence induces a unique metric connection on the latter
space.
Expressing the Lorentz connection in a coordinate basis on M4 as A(x) =
Aµ(x)dx
µ the tetrad components may be considered as a local gauge transformation
– that is as a change from a choice of local orthonormal Lorentz frames to the general
coordinate frames over the base manifold, within the GL+(4,R) freedom of the princi-
ple bundle FM4. In this way, and by comparison with equation 3.41 for example, the
metric preserving linear connection Γ for a general coordinate system may be defined
by:
Γλµν = e
λ
a A
a
bν e
b
µ + e
λ
a∂νe
a
µ (3.51)
The identification of the linear connection Γ in this form implies that the co-
variant derivative of the tetrad field vanishes identically:
∇µeaν = ∂µeaν +Aabµebν − Γλνµeaλ = 0 (3.52)
This condition itself implies that A and Γ are compatible connections, regardless of the
value of the torsion (defined below). In this case the tetrad field eaµ(x) ‘commutes’
with the operation ∇ of covariant differentiation. This means that the operation of
interchanging between local field components, such as ua(x), and general coordinate
tangent space field components, such as uµ(x), via the tetrad field eaµ(x), applies in a
straightforward manner even for equations involving covariant derivatives.
In particular, since gµν(x) has the form of equation 3.50 and the Minkowski
metric is a constant, the metric field g(x) is preserved by covariant differentiation
48
defined in terms of the linear connection Γ(x), which in turn is defined in terms of the
Lorentz connection through equation 3.51, that is ∇g = 0 as cited above. If Aabµ(x) is
chosen to be the unique torsion-free Lorentz connection for a given tetrad field eaµ(x),
then the corresponding linear connection Γ is the unique torsion-free metric connection
expressed in a general coordinate system. This is the Levi-Civita connection, significant
for general relativity, which can be written uniquely as a function of the metric tensor
components gµν(x) as:
Γσµν =
1
2
gσρ(∂µgρν + ∂νgµρ − ∂ρgµν) (3.53)
On the space of the frame bundle over any n-dimensional differentiable manifold
M , even without a metric, a canonical Rn-valued 1-form θC = θ
aEa can be identified,
with each θa being a 1-form on FM and {Ea} a basis for Rn, such that at any point
f ∈ FM and for any vector X ∈ TfFM we have:
〈θa,X〉 := 〈ea, π∗X〉 = (π∗X)a (3.54)
which is just the components of the projection of X onto the base spaceM in the frame
f = {ea} itself. Given a section σ(x) = f on FM the pull-back ea = σ∗θa describes
the dual basis vectors of the general GL(n,R) frame f .
The canonical 1-form θC is therefore horizontal and equivariant and hence
a tensorial form on FM. Given a linear connection ω˜ on FM the exterior covariant
derivative Θ = DθC is called the torsion 2-form on FM. With Θ = Θ
aEa, and following
equation 3.14, the torsion can be expressed as:
Θa = dθa + ω˜ab ∧ θb (3.55)
This object in turn pulls back to the torsion 2-form T = σ∗Θ on the base manifold M
with coefficients T abc defined in T
a = 12T
a
bce
b ∧ ec, with:
T a = dea + Γab ∧ eb (3.56)
= −1
2
cabce
b ∧ ec + Γabcec ∧ eb (3.57)
= (−1
2
cabc −
1
2
(Γabc − Γacb))eb ∧ ec (3.58)
where each term above is a 2-form. Hence for a general linear connection on the
manifold M the torsion components can be written as:
T abc = −2Γa[bc] − cabc (3.59)
with [. . .] denoting 1n! times the antisymmetrised sum of the n! terms obtained through
permuting the n enclosed indices. Via the vielbein field eaµ(x) this may be written in
a general coordinate frame as:
T ρµν = −Γρµν + Γρνµ (3.60)
since [∂µ, ∂ν ] = 0 for such a holonomic frame.
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The curvature of the linear connection may also be defined on the frame bundle
FM as Ω˜ = Dω˜, that is as the exterior covariant derivative of the connection in the
usual way, to obtain the tensorial form Ω˜ of type (Ad, gl(n,R)). However, here we
deal directly with objects on the base manifold M for an arbitrary frame field {ea}
and study the Riemannian curvature R = σ∗Ω˜ = RabE
b
a, where the matrices E
b
a
were defined in the opening of this section. From the definition of the curvature 2-
form in equations 3.15–3.17 and the gl(n,R) commutators [Eba, E
d
c] = δ
b
cE
d
a − δdaEbc
(which can be compared with the commutators for the Lpq matrices describing the
so(n) subalgebra in equation 2.48) the components of curvature Rab may be written
for any linear connection Γ in any choice of frame field as:
Rab = dΓ
a
b + Γ
a
d ∧ Γdb
= (dΓabc)e
c + Γabdde
d + Γadce
c ∧ Γdbeee
= (eeΓ
a
bc)e
e ∧ ec − 1
2
Γabdc
d
cee
c ∧ ee + ΓadcΓdbeec ∧ ee
= 1
2
(ecΓ
a
be − eeΓabc + ΓadcΓdbe − ΓadeΓdbc − Γabdcdce)ec ∧ ee (3.61)
In terms of the components of the rank-4 Riemann tensor the curvature can be ex-
pressed asR = 12R
a
bcde
c∧edEba. Hence the curvature components on the base manifold
M can be written in terms of the linear connection and structure coefficients as:
Rabcd = ecΓ
a
bd − edΓabc + ΓaecΓebd − ΓaedΓebc − cecdΓabe (3.62)
If a metric g is also defined on M then {ea} may represent a local orthonormal
frame field. In the dual covector basis {ea} the Riemann tensor may be written as:
R =
1
2
Rpqcd Lpq e
c ∧ ed
= Rpqcd Lpq e
c ⊗ ed (3.63)
where the latter follows due to the asymmetric arrangement of the {c, e} indices for
the coefficients in the final line of equation 3.61. Under the group SO+(p, q) this
object transforms as a rank-4 tensor which can be expressed in components in several
equivalent ways, including:
Rabcd = R
pq
cd (Lpq)
a
b
and Rabcd = ηaeR
e
bcd (3.64)
This latter object is asymmetric in the indices {a, b} as well as in {c, d}. The Riemann
tensor in a general coordinate system, as described towards the end of section 2.2 in
the context of the SO(3) model on M3, may be obtained through the vielbein field
eaµ(x), with the resulting components:
Rρσµν = e
a
ρe
b
σe
c
µe
d
νRabcd (3.65)
Both the curvature and torsion may be considered properties of a linear connec-
tion Γ in general. Although they are related through the Ricci and Bianchi identities,
respectively:
Rρ[σµν] = −T
ρ
[σµ;ν] − T
ρ
κ[σT
κ
µν] (3.66)
Rρσ[µν;τ ] = −Rρσκ[τT κµν] (3.67)
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(where ; τ denotes the covariant derivative ∇τ with respect to the xτ coordinate) the
curvature and torsion are independent geometric concepts where either one may be
non-zero while the other is zero. For example for the complete parallelism exhibited
on a Lie group manifold G in terms of the self-parallel frame composed of left-invariant
vector fields Xα on G, with each Γ
α
βγ = 0, the curvature vanishes, as can be seen triv-
ially from equation 3.62, while the torsion is finite, with Tαβγ = −cαβγ , as determined
directly by equation 3.59. On the other hand for the linear connection Γαβγ = −12cαβγ ,
in the same basis on G, the curvature is finite while the torsion vanishes, as can also
be seen from equations 3.62 and 3.59. This latter case is the unique Levi-Civita con-
nection on a group manifold defined in terms of the Killing metric on G. In general
the identities of equations 3.66 and 3.67 clearly simplify for the torsion-free case.
Returning to the case of 4-dimensional spacetime M4 the quantities Rρσµν of
equation 3.65 are the components of a general coordinate frame rank-4 tensor with
transformations jµν′ ∈ GL+(4,R), introduced in equation 3.47, acting on all indices
under a change of coordinates. The most general rank-4 tensor on a 4-dimensional
manifold has 44 = 256 independent components. However the geometric origin and
structure of the Riemann tensor results in considerably less freedom. In components
Rρσµν is asymmetric in the first two indices {ρ, σ} since it derives from a Lorentz-
valued metric connection and also asymmetric in the final two indices {µ, ν} since the
curvature originates as a 2-form object. This reduces the number of free components
down to (6× 6) = 36. For the torsion-free case considered here the Ricci identity in a
general coordinate system of equation 3.66 reduces to simply:
Rρ[σµν] = 0 (3.68)
or Rρσµν + Rρνσµ + Rρµνσ = 0
where the second equation follows from the asymmetry of Rρσµν in the final two indices.
This further constraint results in a final total of 20 independent components for the
Riemann curvature tensor for the metric and torsion-free case.
The Ricci tensor may be defined as the ‘trace’ of the Riemann tensor Rσµ =
Rρσµρ. This is also termed a ‘contraction’ of upper and lower indices in R
ρ
σµν , which
transform in a dual manner to each other under the action of GL+(4,R). Also for the
Lorentz curvature tensor components Rabµν transformations in the {a, b} indices via
the group SO+(1, 3) are closely related to those in the {µ, ν} indices via the holonomic
subgroup of GL+(4,R) through the components of the tetrad field eaµ(x), and it is
through the latter field that tensor contractions are again possible. In both cases the
Lie algebra valued part of the curvature form possesses a transformation symmetry
closely related to that of the r-form part in the tangent space of the base manifold.
This, of course, is not the case for curvature forms derived for general principle bundles
with the symmetry group composing the fibres unrelated to the local symmetry of the
base space manifold, and hence an equivalent contraction does not exist for a gauge
theory based on such an internal symmetry.
The Ricci tensor is symmetric and hence possesses 10 independent degrees
of freedom, including the scalar curvature R = gµνRµν (as distinct from the Riemann
tensor denoted by a bold R, as on the left-hand side equation 3.63). The utility of such
expressions follows from the fact that the operation of contraction maps a tensor object
onto another tensor, that is the contracted tensor also transforms as a representation
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of GL+(4,R). This tensor preserving property is shared by the operations of the
covariant derivative and exterior algebra as we described earlier, and hence all of these
operations are useful for identifying the equations of physics.
The remaining 10 components of the Riemann tensor, the non-Ricci part, are
described by the Weyl tensor Cρσµν , it is the trace-free part of Rρσµν (all contractions
are zero) with which it shares the same symmetries. The trace-free property implies ten
relations Cσµ = C
ρ
σµρ = 0 between the components of the Weyl tensor Cρσµν and hence
only ten of them are independent. The Weyl tensor is also the conformally invariant
part of the Riemann tensor, that is it is unchanged under a conformal transformation
of the metric gµν(x)→ f(x)gµν(x) where f(x) is any smooth real function on M4. The
twenty components of the Riemann tensor can be decomposed explicitly in terms of
those of the Weyl tensor and Ricci tensor as:
Rρσµν = Cρσµν+
1
2
(gρµRσν−gρνRσµ−gσµRρν+gσνRρµ)+1
6
(gρνgσµ−gρµgσν)R (3.69)
that is: Rρσµν = C
ρσ
µν + 2R
[ρ
[µ
g
σ]
ν]
− 1
3
Rg
[ρ
µg
σ]
ν
The Bianchi identity of equation 3.67 for the curvature tensor in the torsion-free
case is simply:
Rρσ[µν;τ ] = 0 (3.70)
⇒ (Rµν − 1
2
Rgµν);µ = 0 (3.71)
where the latter expression follows from the double contraction of the former. The
Einstein tensor is defined asGµν := Rµν−12Rgµν . Hence the Einstein tensorGµν , unlike
its ‘dual’ geometric object the Ricci tensor Rµν , represents an identitically conserved
quantity, that is Gµν;µ = 0, which is the origin of its central importance in the field
equation of general relativity.
For general relativity in regions of ‘empty space’ with T µν = 0 by the Einstein
equations 3.75 we also have Gµν = 0 and hence Rµν = 0 and the manifold is said to
be ‘Ricci flat’. In this Ricci vacuum the Riemann tensor is simply Rρσµν = C
ρ
σµν , as
can be seen explicitly from equation 3.69. The spacetime curvature is then described
in terms of the Weyl tensor Cρσµν , yet in a way dependent upon the matter content
in other spacetime regions as will be reviewed alongside equation 5.44 in section 5.2.
We note here that the various possible sign conventions for the expressions of
general relativity can be distilled down to the ± sign used for the right-hand side of
just three expressions in the Riemannian geometry:
1) The metric tensor:
ηab = diag(+1,−1,−1,−1) (3.72)
With ‘+1’ for the time component this is a natural convention for the present
theory based on forms of temporal flow.
2) The Riemann tensor:
Rρσµν = ∂µΓ
ρ
σν − ∂νΓρσµ + ΓρλµΓλσν − ΓρλνΓλσµ (3.73)
Where the final term of equation 3.62 is zero when expressed in a coordinate
frame as is the case here.
52
3) The Ricci tensor:
Rµν = R
ρ
µνρ (= −Rρµρν) (3.74)
This is equivalent to choosing the sign convention for the Einstein field equation
as Gµν = −κT µν with positive normalisation constant κ (as will be justified after
equation 5.35).
The convention for these three signs chosen here is the same as used for example
in ([5] p.24) that is with signs ‘(− + −)’ relative to the original discussion of these
conventions in [6]. The Einstein equation, and general relativity itself, will be reviewed
in the following section.
3.4 General Relativity
In his 1854 work ‘On the Hypotheses which lie at the Foundation of Geometry’ Rie-
mann, building upon the study of the intrinsic curvature of 2-dimensional surfaces by
Gauss, considered more generally spaces of n-dimensions and introduced tensor anal-
ysis, in particular incorporating the metric tensor and the Riemann curvature tensor.
At the same time Riemann also speculated on the possible curvature for the space of
our own world, both on small and large scales, and its possible physical implications.
At around the same time (1861,1865) Maxwell, building upon the ‘field’ con-
cept introduced earlier by Faraday based on empirical observations, formulated the
equations of motion for the electromagnetic field, providing a unified description of
electric fields, magnetic fields and also the properties of light.
The mathematical structure of general relativity was developed leading up to
1915 as an application of Riemann’s work in geometry, with the dimension of time
now included along with space in a 4-dimensional spacetime manifold. Influenced by
the work of Maxwell on electromagnetism objects such as the metric and Riemann
curvature tensor, as mathematical functions describing the phenomena of gravitation,
were now considered as fields in spacetime.
In search of a relativistic gravitational field equation consistent with the ‘equiv-
alence principle’, defined below, and under the empirical guidance that the Newton-
Poisson equation ∇2Φ = 4πGNρ (a second order differential equation, with Laplacian
operator ∇2 = ∂2x+∂2y +∂2z , relating the gravitational scalar potential Φ, via Newton’s
constant GN , to the scalar mass density distribution ρ) should emerge in the non-
relativistic limiting case for small distortions from a flat spacetime, Einstein converged
in 1915 upon the field equation:
Gµν = −κT µν (3.75)
with κ a constant and T µν the energy-momentum tensor for the distribution of matter
in 4-dimensional spacetime. From the limit of Newtonian gravity the normalisation
constant is found to be κ = 8πGN
c4
.
In general relativity, it is considered always possible to have a local inertial
coordinate system on M4 that is valid within a sufficiently small region of curved
4-dimensional spacetime – strictly an infinitesimal neighbourhood about any point
x ∈M4, with local metric η = diag(+1,−1,−1,−1).
53
The strong equivalence principle states that within such a local coordinate sys-
tem, within a sufficiently small region about the point x ∈ M4, all laws of physics,
other than gravity, take the same form that applies for special relativity in an unac-
celerated Cartesian coordinate system in the absence of gravity. These assumptions
augment the weak form of the equivalence principle for which the ‘laws of physics’ are
limited to ‘the laws of motion of freely falling particles’ corresponding to the equiv-
alence of gravitational and inertial mass, and the observation of the apparent lack of
gravitational effects within a freely falling lift.
The motion of a freely falling particle in such a local inertial coordinate system
{xa} satisfies the equation d2xa/dτ2 = 0, in choosing the proper time τ to parametrise
the trajectory. Transforming to a general coordinate system {xµ} this becomes:
d2xλ
dτ2
+ Γλµν
dxµ
dτ
dxν
dτ
= 0 (3.76)
which is called the geodesic equation of motion and which is valid also in an extended
curved spacetime. The quantities Γλµν are the coefficients of the linear connection and
the proper time τ itself can be defined in terms of an integral of the invariant intervals
dτ = (gµνdx
µdxν)1/2 along the trajectory. In terms of the 4-velocity uµ = dxµ/dτ the
above geodesic equation can be written as simply:
uµ∇µuν = 0 (3.77)
The equivalence principle states that all gravitational effects can be locally
transformed away and can be interpreted to mean that we may always choose a local
inertial coordinate frame at any x ∈ M4 such that all the coefficients Γλµν = 0.
Hence, although the coefficients of the non-tensor object Γ will be frame dependent
the torsion tensor T vanishes in all reference frames, by equation 3.60. This torsion-
free assumption for Einstein’s theory of general relativity has the benefit of simplifying
some of the mathematics of the theory, as for example in equations 3.68 and 3.70 of
the previous section.
Given a metric gµν(x) on M4 the Levi-Civita connection is the unique metric
(∇g = 0), torsion-free (T = 0) linear connection. The corresponding connection
coefficients may be written in a general coordinate frame uniquely in terms of those of
the metric tensor as described in equation 3.53. For such a connection equations 3.76
and 3.77 describe the trajectory which extremises the path length between any given
end points:
L =
∫
(gµνu
µuν)1/2dτ (3.78)
and hence earns the name ‘geodesic’. Further, for this connection with Γ(x) determined
uniquely by g(x), as implied by the equivalence principle, the metric alone determines
all gravitational effects and hence can be considered to be the gravitational field for
Einstein’s general relativity. Since the tetrad field eaµ(x) may be considered to be
the ‘square-root’ of the metric, with gµν = e
a
µe
b
νηab in equation 3.50, the tetrad field
itself, which everywhere exhibits the presence of the local inertial frames, may also be
considered to represent the gravitational field.
As well as being able to express the metric as gµν = diag(+1,−1,−1,−1) at
any spacetime location there is sufficient freedom under coordinate transformations
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such that at any x ∈M4 all 40 components of the metric derivatives can be set to zero,
that is gµν,ρ(x) = 0, corresponding to coordinate frames with Γ = 0 as can be seen
from equation 3.53. However there is insufficient freedom under general coordinate
transformations to set all 100 second derivative quantities gµν,ρσ(x) to zero and there
remain 20 irreducible degrees of freedom which are described by the Riemann curvature
tensor, as deduced earlier after equation 3.68.
The components of the metric tensor field gµν(x) may be determined by solving
the second order differential field equation Gµν = −κT µν for a distribution of matter
described by the energy-momentum tensor T µν , in practice by introducing ‘boundary
conditions’ as described in the following section. For a particular physical state for the
geometry of the world there will be a range of possible solutions for gµν(x) and e
a
µ(x)
in spacetime (over and above the local Lorentz freedom for the latter field) all with
equivalent physical content.
Essentially there is only one ‘coordinate system’ R4 through which any re-
gion of spacetime may be described, as depicted in figure 3.6(a), as a simple space
of 4 independent real parameters upon which a solution for the field gµν(x) may be
inscribed.
Figure 3.6: (a) Alternative metric solutions on R4 for the same physical state and (b)
as apparently represented through an ‘alternative’ coordinate system overlaid upon
the ‘original’ coordinates.
An alternative expression of the same physical solution then corresponds to a
different metric function g′µν(x) inscribed upon the same R
4 space. For example in the
Schwarzschild solution for the metric field associated with a single massive body located
at one point in space, to be presented in equation 5.49, the physical point where the
curvature scalar R is largest, and perhaps even singular, will in general have different
coordinate values x ∈ R4 under a ‘coordinate transformation’, as indicated by the two
small circles in figure 3.6(a). However the transformed solution could be conceived
of as a new set of ‘curvilinear’ coordinates overlaying the same physical configuration
(explicitly represented by the same metric field) as shown in figure 3.6(b).
In general it is less useful to think of any coordinates as curvilinear, indeed it
is always the case that [∂µ, ∂ν ] = 0 with all structure coefficients c
ρ
µν = 0. In this
sense all coordinate systems can be pictured as a ‘flat’ purely mathematical parameter
space, which for the case of R4 can be visualised as the set of ‘Euclidean’ real number
parameters as represented in figure 3.6(a). Physical curvature is a property of the fields
55
on M4 itself with the Riemann curvature tensor describing the geometrical structure
and warping of the corresponding physical spacetime. The set of components Rρσµν(x)
are given at points on the manifold labelled x ∈ M4 under the coordinate chart map
φ : M → R4, or on a U ⊂ M subset. A general coordinate transformation is then a
mapping between solutions represented on different choices of the map M → R4 onto a
unique R4 (assuming here a non-degenerate Jacobian matrix jµν(x), that is neglecting
the artificial difference of a ‘coordinate singularity’ for example for polar coordinates
at the corresponding Cartesian coordinate origin).
In general relativity a general coordinate system {xµ} is of no physical signifi-
cance; all the physics is in the ‘fields’ on the manifold (see for example [7] chapter 2),
with the gravitational field eaµ(x) giving rise to the spacetime geometry of the man-
ifold. It is the possibility of relating field quantities on M4, such as the coincidence
of physical events or the equating of the Einstein tensor with the energy-momentum
tensor, that determines the physical content of the theory.
While the coordinate system plays a passive unphysical role, in particular cir-
cumstances it may be associated with physical structure. This is true in the case of the
Schwarzschild solution in which the origin of a polar coordinate system is associated
with the central massive object. This is an example with non-zero Riemann curvature
in which the exact spherical symmetry of the physical state is assumed to be exhib-
ited by the metric for which a solution may be found in a greatly simplified form in
a naturally preferred system of spherical polar coordinates. For similar reasons, but
with finite 4-dimensional curvature considered on a much larger scale, cosmological
models also employ a preferred system of coordinates to study solutions of Einstein’s
field equation, as we shall describe in section 12.2.
In general, however, there will be no preferred solutions and hence no privileged
coordinate systems on the base manifold. In this sense all coordinate systems are
‘equally bad’, or at least on a equal footing, and this expresses the relevance of general
covariance for general relativity. Other theories may also be ‘generally covariant’, but
if there is always a particular kind of distinguished coordinate reference frame then
the general covariance may be of no relevance. This is the case for special relativity
and also for Newtonian mechanics formulated against a flat absolute background of an
independent space and time.
Even for general relativity, if the curvature is very small, as it is in practice
in a laboratory on the surface of the Earth or even locally within the solar system
with respect to the ‘fixed stars’ of the galaxy, then there will be ‘preferred’ solutions
with everywhere eaµ(x) ≃ δaµ and gµν(x) ≃ diag(1,−1,−1,−1) found for a coordinate
system which is then implicitly pseudo-Euclidean to a very good approximation. In
the limit of flat Minkowski spacetime there is a preferred coordinate systems with
gµν(x) = diag(1,−1,−1,−1) exactly. The corresponding tetrad field is eaµ(x) = δaµ,
within a global Lorentz transformation (which leaves the metric invariant). In this case
a coordinate transformation such that in general g′µν(x) 6= diag(1,−1,−1,−1), while
the Riemann tensor necessarily remains zero, may be considered as an introduction of
a new ‘curvilinear’ coordinate system, as pictured for example by the transformation
in figure 3.6(b).
Newtonian mechanics in Euclidean spacetime takes its simplest form when
expressed using Cartesian coordinates; however even for a flat space the description of
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parallel transport and the form of the covariant derivative is non-trivial when expressed
in a curvilinear coordinate system. It is only for the choice of a Cartesian coordinate
system that a trivial linear connection may be adopted. In general it is the fact
that we can not assume a ‘flat’ geometry over macroscopic distances that necessitates
the introduction of the more general notion of parallelism as described by a connection
form, as is also the case for a gauge theory based on an internal symmetry as described
in section 3.1. For an externally curved geometry the lack of a preferred coordinate
system, with a preferred description of parallelism, highlights the significance of general
covariance for the theory of general relativity.
As described above a choice of coordinates may be useful in order to express
some metric solutions in a simple mathematical form but they are a non-physical,
and in this sense a ‘gauge’, artifact that drop out of all expressions for observable
quantities. Working with a general coordinate system and the corresponding use of
holonomic reference frames {∂µ} does not allow for arbitrary frame transformations
as elements of GL+(4,R). Rather the transition functions jµν(x) of equation 3.47 are
restricted to a ‘holonomic subgroup’ of all possible GL+(4,R) transformations over
the manifold, sometimes called the ‘Einstein gauge’, and this to some extent disguises
underlying gauge structure of general relativity.
Although the ‘coordinate invariance’ symmetry of the kind implied by general
covariance is mathematically rather different from the usual concept of a ‘gauge in-
variance’ symmetry, there is a close analogy between them. In both cases there is a
loosening of a global symmetry or absolute structure that would otherwise be arbitrar-
ily imposed. In both cases also the equations of motion, together with their solutions,
are mapped on to equally valid equations and solutions under the coordinate or gauge
transformations. Further, while a particular choice of coordinates greatly assists with
calculations for some solutions in general relativity a particular choice of gauge is
frequently employed to assist with calculations in a gauge theory.
For general relativity to be considered in terms of a GL+(4,R) gauge theory
of gravity, within the framework of general covariance, the equivalence principle is
needed to distinguish the local Minkowski metric as being physically significant in
that it marks the transition to special relativity in local inertial coordinate frames.
That is, the metric or tetrad field needs to be introduced everywhere on M4 (there is
no equivalent of such fields for an internal symmetry gauge theory). This implies the
possibility to contract the GL+(4,R) structure group down to the Lorentz subgroup
(which is then the holonomy group of the general frame bundle). The local Lorentz
symmetry itself has mathematical properties very closely related to those of the local
symmetry of a gauge theory.
Indeed, while gravitation in Einstein’s original theory of 1915 is described
through the freedom of the metric field gµν(x) field, together with its relation to the
Levi-Civita connection Γ(x), an equivalent formulation of general relativity can be
given in terms of the tetrad field eaµ(x) together with a Lorentz connection A(x). This
latter approach was introduced in 1956 by Utiyama [8] in which general relativity is
considered as a type of gauge theory invariant under local Lorentz transformations.
Such local transformations are displayed in equation 3.48 and map one local inertial
coordinate frame onto another. As well as tensor representations the Lorentz group
also has spinor representations. Hence spinor fields can be introduced on a spacetime
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manifold with an arbitrary metric gµν(x) via the tetrad field e
a
µ(x). This also permits
gravitation to be considered in terms of an SL(2,C) gauge theory, where SL(2,C) is
the double cover of the Lorentz group, as will be described in section 7.3.
The fundamental structures on the base manifold are the local Minkowski
spaces, together with their mutual relations through the Lorentz connection on M4.
With respect to a given coordinate system either the tetrad eaµ(x) or metric gµν(x)
field identifies the local inertial frames. In 1920 Einstein postulated that the metric
field should be considered to be the fundamental entity of general relativity, referring
to it as the ‘new ether’. However, whichever fields are considered as fundamental, field
equations are still required in order to determine the nature of the field dynamics.
At the same time that Einstein arrived at equation 3.75 via the heuristic arguments
outlined in the opening of this section Hilbert was in the process of deriving the same
equation via a Lagrangian approach. This latter argument, and the employment of
Lagrangian methods more generally, will be reviewed in the following section.
3.5 Lagrangian Formalism
In this section we review the standard use of the Lagrangian formalism to derive
physical equations of motion, including those for general relativity and gauge theories.
In the 4-dimensional spacetime of general relativity the scalar curvature R is adopted
as the principle geometric contribution to the total scalar Lagrangian function, with
the field equations determined from the Einstein-Hilbert action integral ([9] p.75):
I =
∫
(α(R − 2Λ) + L)
√
|g| d4x (3.79)
Here Λ is the cosmological constant, L is the Lagrangian function for matter fields and
α is a normalisation constant. The magnitude of the metric determinant |g| is employed
in the 4-dimensional invariant volume element
√
|g| d4x. The vacuum equations for
general relativity, that is with L = 0 and Λ = 0, are obtained by requiring that δI = 0
in equation 3.79 under variation of the metric δgµν . With δg
µν = −δgµν to first order,
δ
√
|g| = 12
√
|g| gµνδgµν and with R = Rµνgµν we have:
δI =
∫
α(R δ
√
|g| + Rµν δgµν
√
|g| + δRµν gµν
√
|g|) d4x (3.80)
=
∫
α(
1
2
Rgµν −Rµν) δgµν
√
|g| d4x (3.81)
where the final term in equation 3.80 contributes zero to the integral since gµνδRµν =
(gµνδΓρµν − gµρδΓνµν);ρ and δΓρµν vanishes on the boundary of integration ([9] p.75).
Requiring the action to be stationary, δI = 0, for any variation of the metric, δgµν ,
leads directly from equation 3.81 to the Einstein vacuum equation:
Gµν := Rµν − 1
2
Rgµν = 0 (3.82)
For the non-vacuum case the energy momentum tensor T µν for a general matter
Lagrangian L 6= 0 can be defined under variations of the metric δgµν through:
δI = δ
∫
L
√
|g| d4x =
∫
1
2
T µν δgµν
√
|g| d4x (3.83)
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Hence for the full action integral of equation 3.79 stationarity δI = 0 under the metric
variation gives Einstein’s field equation for the general case, with κ ≡ −12α adopted as
the normalisation constant:
Gµν + Λgµν = −κT µν (3.84)
Assuming that the matter Lagrangian may be a function of gµν(x), but not of the metric
derivatives, the energy-momentum tensor itself, consistent with these equations, can
be expressed directly in terms of the matter Lagrangian as:
T µν =
2√
|g|
∂(L
√
|g|)
∂gµν
= 2
∂L
∂gµν
− Lgµν (3.85)
A simpler application of the principle of least action in the context of gen-
eral relativity was described earlier for equation 3.78 regarding the derivation of the
geodesic equation of motion for a body moving in a gravitational field. Generalis-
ing from equation 3.78 for a body with mass m and charge q moving in a curved
spacetime through an electromagnetic field with 4-potential Aµ(x) an action S may be
constructed including both the kinematic and an interaction Lagrangian term respec-
tively in:
S =
∫ (
m (gµνu
µuν)1/2 + quµAµ
)
dτ (3.86)
Requiring δS = 0 under variation of the trajectory of the charged body leads to the
equation of motion:
m
(
duλ
dτ
+ Γλµνu
µuν
)
= +F λσJ
σ (3.87)
where F λσ are components of the electromagnetic field tensor and J
µ = quµ is the
4-current of the charged body having 4-velocity uµ with respect to the proper time
τ . The above equation hence describes a correction to the purely geodesic trajectory
of equation 3.76. In the limit of a flat Minkowski spacetime, and will respect to a
Cartesian coordinate frame, equation 3.87 simplifies to:
∂pb
∂τ
= +F bcJ
c (3.88)
which is the relativistic Lorentz force law, for the charged body with 4-momentum pb =
mub. Further, in the non-relativistic limit equation 3.88 becomes ma = q(E+v×B),
the original form of the Lorentz force law, where v and a are the 3-velocity and 3-
acceleration of the body respectively.
These examples, for the trajectory of a body in a gravitational and/or electro-
magnetic field, demonstrate the flexibility and generality of the Lagrangian approach.
As well as applying to macroscopic physical bodies the use of Lagrangian functions is a
standard tool in classical field theory. In general the form of the Lagrangian L, a func-
tion of the fields such as φ(x), guided by considerations of symmetry, is constructed
in order that the requirement for the action integral S =
∫ L(φ, ∂µφ)ω (where ω is the
volume 4-form) to be stationary, δS = 0, under variations of the fields, such as δφ,
yields the required equations of motion for the fields via the Euler-Lagrange equation:
∂µ
∂L
∂(∂µφ)
− ∂L
∂φ
= 0. (3.89)
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In a flat spacetime, in terms of the electromagnetic curvature tensor Fµν ,
Maxwell’s equations are:
F[µν,ρ] = 0 (3.90)
Fµν,µ = +J
ν (3.91)
which can also be written as dF = 0 and d ∗F = ∗J respectively (where ‘∗’ denotes
the ‘Hodge dual’ as employed in equation 5.24). These equations are equally valid in
a curved spacetime on replacing the partial derivatives ‘, ρ’ by the covariant deriva-
tives ‘; ρ’, as an application of the strong principle of equivalence. The first of these
equations is simply the Bianchi identity, introduced in section 3.2, for the curvature
tensor of a U(1) gauge theory. Here working in the Lorenz gauge with ∂µA
µ = 0 the
inhomogeneous Maxwell equation 3.91 can be written as:
Aµ = +Jµ (3.92)
The Maxwell Lagrangian for the electromagnetic field is constructed as:
Lem = −1
4
FµνF
µν (3.93)
Under variation of the electromagnetic gauge field Aµ(x) the Euler-Lagrange equation
for Lem yields Maxwell’s equation for the source-free Jν = 0 case, that is Fµν,µ = 0. In
combining the Lagrangian of equation 3.93 with the final term of that in equation 3.86,
hence including a term coupling the electromagnetic field to a classical charged body,
the corresponding Euler-Lagrange equation for δAµ(x) yields equation 3.91 with the
source term on the right-hand side.
The form of the Lagrangian for non-Abelian gauge theory is guided by the
Abelian case of electromagnetism, motivating the Lorentz and gauge invariant Yang-
Mills Lagrangian:
LYM = −1
4
FαµνF
αµν (3.94)
as a direct generalisation of equation 3.93. For the non-Abelian case there is a further
contraction over the index α = 1 . . . nG, for the group generators, between the adjoint
and coadjoint representations, which are related by the Killing metric Kαβ (which in a
suitable basis is simply −δαβ for the compact simple Lie groups relevant for the internal
gauge symmetries in particle physics). In this case the Euler-Lagrange equation 3.89
for LYM under variation of the gauge field components Y αµ(x) yields the non-linear
second order differential equation:
DµF
αµν = ∂µF
αµν + cαβγY
β
µF
γ µν = 0 (3.95)
where Dµ is the gauge covariant derivative, which also appears in the Bianchi identity
D[ρF
α
µν] = 0 as the non-Abelian generalisation of equation 3.90. The immediate
distinctive feature of equation 3.95, in comparison with the Maxwell equation 3.91, is
the additional non-linear term of the form [Y, F ] appearing for the non-Abelian case.
Such terms are interpreted as self-interactions of the gauge fields Yµ(x), which do not
occur for the Maxwell theory. This self-interaction is intrinsically geometric in origin
and is implied in the Lagrangian of equation 3.94 itself given that the curvature for
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a non-Abelian gauge field has the form of equation 3.38 with non-trivial structure
constants.
Additional terms in the Lagrangian, either for the Maxwell or Yang-Mills case,
may lead to further sources of interactions. In the Standard Model of particle physics
interactions between fermion and gauge fields in the corresponding equations of mo-
tion are introduced through the ‘minimal coupling’ in the covariant derivative terms
included in a Lagrangian. For example by including LYM alongside the Dirac La-
grangian for a massless spinor field ψ(x), which transforms as a multiplet under the
internal symmetry, together with the conjugate field ψ = ψ†γ0 (where the γ-matrices
will be defined in section 7.1), we have combined:
LYMD = − 1
4
FαµνF
αµν − ψγµDµψ (3.96)
where Dµ = ∂µ + Y
α
µEα
and ψγµDµψ = ψγ
µ∂µψ + Y
α
µj
µ
α
with jµα = ψγ
µEαψ (3.97)
where in the appropriate representation the Eα are n × n matrices acting on the n-
dimensional field ψ in the internal space. Here a lower case ‘j’ will generally denote a
current such as the Lorentz vector in equation 3.97 composed of elementary fields, as
opposed to the upper case analogue Jµ = quµ for the macroscopic current featuring in
equation 3.87 for example. Under variation of the gauge field Y αµ(x) the extra term
Y αµj
µ
α in this Lagrangian leads to a modification of equation 3.95 with the source
jµα(x) now appearing in the right-hand side to give:
DµF
αµν = ∂µF
αµν + cαβγY
β
µF
γ µν = jν α (3.98)
In practice factors of i =
√−1 and differing ± signs in the above equations
will depend upon the conventions adopted, with coupling constants such as g also
appearing in expressions for specific applications in the Standard Model as will be
reviewed in section 7.2. In addition to the requirements of symmetry the form of the
scalar Lagrangian function is typically heavily guided by the need to obtain the desired
equations of motion. As a further example the above Lagrangian of equation 3.96,
augmented with a fermion mass term +mψψ, under variation of the field ψ(x) yields
the Euler-Lagrange equation:
(γµDµ − m)ψ = 0 (3.99)
which is the Dirac equation for the spinor field ψ (within conventional factors of i).
The interaction between the fermion field ψ(x) and the gauge field Yµ(x) = Y
α
µ(x)Eα
is here found in the ‘minimal coupling’ in the action of the covariant derivative Dµψ =
∂µψ + Yµψ in the kinetic term of the Lagrangian in equation 3.96.
As for the case of the charged macroscopic body in equation 3.86 here also the
massm for the field ψ in equation 3.99 has been introduced through a Lagrangian mass
term, in this case with +mψψ appended to equation 3.96. Mass terms are generally
added to the Lagrangian by hand in this way, although this may not be straightforward
to achieve. For example, a corresponding Lagrangian term such as m2YµY
µ for a gauge
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field mass is prohibited by the requirement of gauge invariance, and even the fermion
mass term mψψ is prohibited in the Standard Model Lagrangian due to the left-right
asymmetry of the SU(2)L-valued gauge field relating to electroweak interactions. In
both cases mass terms are incorporated into the Lagrangian through interactions with
the Higgs field and spontaneous symmetry breaking, involving the addition of further,
apparently ad hoc, terms to the Lagrangian, as will be described in section 7.2.
As described above interactions may be introduced into the Lagrangian by
the requirement of invariance under a local gauge symmetry. Such a local symmetry
incorporates a corresponding global symmetry of the equations of motion and hence
Noether’s theorem applies. The theorem states that each global continuous symmetry
is associated with a conserved current, written in terms of the field φ(x) as:
jνα :=
(
∂L
∂(∂νφa)
)
(Eα)
a
bφ
b (3.100)
for each generator Eα of the global symmetry. For the Dirac Lagrangian with a U(1)
gauge symmetry, that is the final term of equation 3.96 for the Abelian case, the global
U(1) symmetry with a single generator is associated with the Dirac current:
jµ = ψγµψ (3.101)
and the conservation law is simply ∂µj
µ = 0.
In contrast to the case of an internal global symmetry of the Lagrangian ap-
plying Noether’s theorem for the external symmetry of global translational invariance
of L(φ) in a flat Minkowski spacetime leads to the quantity ([10] p.27):
tµν =
(
∂L
∂(∂µφ)
)
∂νφ− Lηµν (3.102)
which satisfies the conservation law ∂µt
µν = 0, again owing to the Euler-Lagrange field
equation. In field theory equation 3.102 can be taken as a definition of the energy-
momentum tensor. There are four ‘conserved charges’ associated with tµν , namely
the 4-momentum Pµ =
∫
d3x tµ0. These include the Hamiltonian H = P 0 and the
3-vector P which is interpreted as the physical 3-momentum carried by the field.
However in general the form of tµν defined in equation 3.102 is neither sym-
metric nor gauge invariant. For example, with the Lagrangian for the electromagnetic
field Lem = −14FµνFµν of equation 3.93, as a function of Aµ(x), equation 3.102 yields:
tµν = −Fµρ∂νAρ + 1
4
ηµνFρσF
ρσ (3.103)
for which the lack of symmetry is clear in the µν indices in the first term and the
lack of gauge invariance is clear from the form of the explicit Aρ in this term. The
standard interpretation of this observation is that in Lagrangian field theory the energy-
momentum tµν is not a directly measurable quantity and the corresponding ambiguity
allows for the addition of a extra terms, leading for example to the quantity ([10]
p.101):
T µν = tµν + ∂ρ(F
µρAν) (3.104)
For the source-free case considered here with ∂µF
µν = 0 this produces a symmetric
gauge invariant form of the Maxwell energy-momentum tensor, in fact in the form
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of equation 3.105 below with ηµν in place of gµν . However, in addition to the ad
hoc nature this procedure is clearly flawed in that it is incompatible with general
relativity. That is, for any T µν 6= 0 the spacetime geometry, described by the Einstein
equation 3.84, is not flat and hence the assumption of spacetime translation symmetry
which led to equation 3.102 itself is invalid.
On the other hand, the electromagnetic energy-momentum tensor T µν can
be derived directly by a different standard procedure, in general relativity, from the
stationarity of the matter Lagrangian δ
∫ L = 0 with respect to variation in the met-
ric tensor gµν(x), as described towards the opening of this section. Substituting the
Maxwell Lagrangian of equation 3.93 into equation 3.85 gives directly:
T µν = +FµρF νρ +
1
4
gµνF ρσFρσ (3.105)
This general relativistic method yields an energy-momentum tensor T µν which is sym-
metric, gauge invariant and complies necessarily with the Einstein equation 3.84 since
it derives from the Einstein-Hilbert action of equation 3.79.
For general relativity the four relations Gµν;µ = 0 of the contracted Bianchi
identity of equation 3.71, together with the identity (Λgµν);µ = 0, places four con-
straints T µν;µ = 0 on the energy-momentum tensor for the general case via the Einstein
equation 3.84, which in turn implies that only six of the ten field equations are indepen-
dent. Hence the metric gµν(x) is not determined uniquely by G
µν + Λgµν = −κT µν ,
but rather four degrees of freedom remain for arbitrary coordinate transformations.
Indeed, the field equation is only required to define gµν(x) up to an equivalence class
(M4, g) of geometries on the manifoldM4 related by coordinate transformations θ such
that (M4, g) and (M4, θ
∗g) are physically equivalent, as described in the discussion of
figure 3.6 in the previous section.
Within the Lagrangian framework it is also possible to derive the contracted
Bianchi identity Gµν;µ = 0 itself. Taking L to be the Ricci scalar R the Einstein-Hilbert
action I =
∫
R
√|g| d4x (equation 3.79 for the vacuum case and setting α = 1) is a
scalar quantity and hence invariant under coordinate transformations. Indeed while
the variational method can be employed, via the Einstein equation, to determine the
4-dimensional spacetime geometry it is unable to deduce a specific choice of metric
function and coordinates, by the principle of general covariance. However, the fact
that δI = 0 for coordinate transformations can be shown ([6] p.503) to imply the
identity Gµν;µ = 0 of equation 3.71.
The examples of this section have shown some of the great variety of circum-
stances in which the Lagrangian method may be employed. These include cases in
Newtonian mechanics, special relativity and general relativity as well as for electro-
magnetism and non-Abelian gauge theories. However all of these examples also rest
on the assumption of the validity of the Lagrangian approach. One of the aims of the
present theory is to derive all equations of motion without employing a Lagrangian
Already it has been described for equation 3.71 how the relation Gµν;µ = 0 is
a geometric identity which stands alone as a ‘conserved’ geometric quantity without
the need for a Lagrangian formulation. In the present theory it stands at the head
as central to the derivation of physical equations of motion, as we shall investigate
in section 5.2. This is universally true both for equations of motion at the effective
macroscopic level, relating to classical phenomena such as the Lorentz force law, and
63
also at the microscopic level of the fundamental underlying fields, relating to quantum
phenomena, where the constraint of the full form of temporal flow L(vˆ) = 1 will also
prove central to the physics.
In contrast to the Lagrangian approaches in general relativity via equation 3.85
and in field theory via equation 3.102 in the present theory the Einstein equation will
essentially be interpreted as the definition of energy-momentum, that is T µν := − 1κGµν ,
where a possible Λκ g
µν term may be implicitly included in the left-hand side. (In sub-
sequent chapters this relation may be written simply as T µν := Gµν to emphasise
the equivalence of the two tensors, with the implied normalisation factor of −κ ex-
plicitly introduced for practical applications). Since the geometric content of Gµν is
measurable in general relativity, in principle at least as the gravitational influence on
test bodies, defining the energy-momentum tensor this way does have an unambiguous
meaning. In principle the structure of the energy-momentum tensor in such a theory
may be uniquely specified, distinguishing between equations 3.103 and 3.105 in the
example of the electromagnetic field.
This is the case for Kaluza-Klein theory in which equation 3.105, generalised for
non-Abelian internal symmetry, is derived from the structure of a higher-dimensional
geometry as will be reviewed in the following chapter leading to equation 4.17. With
the Yang-Mills equation 3.95 also being derived in equation 4.18 within this framework
the Kaluza-Klein approach achieves a degree of unification with less dependence upon
the introduction of Lagrangian terms, such as equation 3.94. In section 5.1 we describe
how the techniques of Kaluza-Klein theory might be adopted within the present theory
before continuing in section 5.2 to explore some of the consequences of these structures
in terms of avoiding the need to postulate Lagrangian functions.
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Chapter 4
Kaluza-Klein Theory
4.1 General Relativity with Extra Dimensions
Theories with an extra spatial dimension were initially proposed [11, 12] within a few
years of the publication of the general theory of relativity, with the aim of account-
ing for non-gravitational forces of nature through the higher-dimensional geometry, at
a time when only two fundamental forces were known, namely gravitation and elec-
tromagnetism. A generalisation of the original Kaluza-Klein theory for the case of a
non-Abelian internal symmetry, incorporating further dimensions, was elaborated in
detail around half a century later ([13], see also [14], [15] sections I–V and [16]).
This unifying framework for gravitation and gauge theories, reviewed here, is
constructed in the mathematical setting of a principle fibre bundle. Keeping within
the spirit of Einstein’s original 4-dimensional spacetime theory of gravitation and the
extension to a 5-dimensional arena by Kaluza and Klein, the geometric unification
with non-Abelian gauge theory is founded upon a metric tensor gˇ, now defined upon
the manifold of the principle bundle P = (M4, G) itself (with the ‘check’ on gˇ denoting
an object on the bundle space).
We note that conventions vary in the literature – in particular with respect
to the assignment of index labels such as {a, b, . . .}, {α, β, . . .}, and {i, j, . . .} which
in this paper are associated with objects on the manifolds M4, G and P respectively,
in the manner described shortly before and in figure 3.2. The conventional order of
the indices for the linear connection coefficients Γabc also varies, with the convention
of equation 3.45 adopted here, while the sign of the Ricci tensor Rµν = R
ρ
µνρ of
equation 3.74 also differs in some of the references. Hence in turn a number of derived
expressions here will have signs differing to those in the literature.
In addition to the metric gab on the base manifold M4 a natural metric for the
group manifold G is provided by the Killing form K, which as a matrix of components
is invertible provided G is a semi-simple Lie group and negative definite if G is compact.
In the latter case a basis for the Lie algebra can be chosen such that the Killing form
has components Kαβ = −δαβ, is described after equation 3.94. Here we choose metric
components gαβ = +Kαβ in order to match the signature convention of equation 3.72,
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with spacelike components having a negative norm.
The Ad(G)-invariant Killing form defines a bi-invariant metric on the manifold
G; that is with both the left La and right Ra group actions, for any a ∈ G, being
isometries on G, with for example (R∗a g)b(X,Y ) = gb(X,Y ) for all X,Y ∈ TbG for
the Killing metric g at any point b ∈ G (subsequently the Killing metric will often
be denoted by gαβ , rather than simply the kernel letter g, as the notation used for
the indices helps identify the space to which the object belongs). In particular, in
terms of the group structure constants cαβγ in a left-invariant basis {Xα} on the group
manifold, the components of the Killing metric are:
gαβ = Kαβ = c
ρ
ασc
σ
βρ (4.1)
A gauge connection 1-form ω on a principle bundle P specifies a right-invariant
horizontal subspace HpP for all points p ∈ P , as described in section 3.1. A unique
metric gˇ may be defined on such a principle bundle space, aligned with the gauge
connection structure with:
gˇ(X,Y ) = g(π∗X,π∗Y ) +K(ω(X), ω(Y )) (4.2)
where X,Y ∈ TP, while here g and K are the metrics on the base space M4 and
group space G respectively. This construction yields an intuitively natural metric on
the bundle space in the sense that the vertical VP and horizontal HP subspaces of the
tangent space of P , as depicted in figure 3.2, are then orthogonal with respect to gˇ,
with gˇ(X,Y ) = 0 if X ∈ VP and Y ∈ HP for example.
Alternatively, and perhaps more in the spirit of the original Kaluza-Klein the-
ory, the metric gˇ rather than the connection ω can be taken as the fundamental entity
on P . That is, the bundle is initially endowed with a pseudo-Riemannian metric gˇ
with certain restrictions – namely compatibility with a metric gab on M4 and metric
gαβ on the fibres Gx and the requirement of invariance under the right action of G on
P :
R∗a gˇpa(X,Y ) = gˇp(X,Y ) = gˇpa(R∗X,R∗Y ) (4.3)
for any p ∈ P , a ∈ G and X,Y ∈ TP. This latter property then implies the existence
of a subspace HP, orthogonal to VP, which is right-invariant and hence is equivalent
to the existence of a connection 1-form ω on the bundle P , which is related to gˇ as
described in equation 4.2.
From either perspective from the relation of gˇ to ω in equation 4.2 in the
horizontal lift basis e´i = {e´α, e´a}, with e´α ∈ VP and e´a ∈ HP, for the tangent space
on P the metric g´, and its inverse, take respectively the simple forms:
g´ij =
 gab
gαβ
 and g´ij =
 gab
gαβ
 (4.4)
That is with the components of the metric on the base space M4 being gab = g´(e´a, e´b)
and those of the Killing metric on the group space being gαβ = g´(e´α, e´β). The off-
diagonal components in equation 4.4 are all zero, with for example g´(e´a, e´β) = 0
describing the orthogonality of any X ∈ HpP to any Y ∈ VpP with respect to this
right-invariant metric g´.
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Under a change of frame to a direct product basis {e´i} → {e¨i}, that is the
reverse of equation 3.26 with e¨α = e´α and e¨a = e´a+ω
α
ae´α for a choice of trivialisation
ψ : P → U ×G, see figure 3.5, we have:
g¨ij =
 gab + gαβωαaωβb ωαagαβ
gαβω
β
b gαβ
 and g¨ij =
 gab −gabωβb
−ωαagab gαβ + gabωαaωβb

(4.5)
In this latter basis the non-Abelian gauge fields ωαa(p) on P for the internal
symmetry are found alongside the external spacetime metric elements gab framed within
the components of the full metric g¨ij on the bundle space. This is a generalisation of
the original 5-dimensional Kaluza-Klein theory in which the electromagnetic 4-vector
potential Aa appears alongside the components of the spacetime metric gab within the
extended 5× 5 metric tensor.
Any differentiable manifoldMn is canonically associated with a principle bundle
of linear frames FMn with structure group GL(n,R), where n is the dimension of the
base manifold Mn, as described in the opening of section 3.3. This includes the case in
which the base manifold is actually the space of a given principle fibre bundle P itself.
While the metrics g and K on the manifolds M4 and G can be naturally
extended to the metric gˇ of equation 4.2 on the principle bundle P = (M4, G) with a
connection ω, linear connections on the manifolds M4 and G may also be generalised
to the domain of the larger manifold P . As described for equation 3.45 such a linear
connection Γˇ will define covariant differentiation with ∇ˇeˇi = Γˇjieˇj ≡ Γˇjikeˇk ⊗ eˇj in a
general tangent space basis {eˇi} for TP with dual basis {eˇi} for T ∗P . The identification
of the smooth symmetric gauge covariant rank-2 tensor gˇ everywhere on P endows the
principle bundle itself with the structure of a pseudo-Riemannian manifold. In turn a
connection Γˇ compatible with the metric gˇ, and hence with the geometric structure of
the underlying manifold P , may be extended from the notion of a metric connection
on M4.
Indeed, and further guided by Einstein’s general theory of relativity in 4-
dimensional spacetime, the unique linear connection which is torsion-free, Tˇ ijk = 0,
and compatible with the metric, ∇ˇkgˇij = 0, that is the Levi-Civita connection, may
be defined on the bundle space P . The corresponding connection coefficients can be
expressed, with Γijk = gilΓ
l
jk and cijk = gilc
l
jk, as:
Γˇijk =
1
2
(eˇj(gˇik) + eˇk(gˇij)− eˇi(gˇjk))− 1
2
(cˇijk + cˇkji + cˇjki) (4.6)
which expresses equation 3.53 in a general frame. These coefficients take a relatively
simple form in the horizontal lift basis, as employed for the metric in equation 4.4,
while a coordinate basis will also be adopted on the base space M4. In this basis the
connection coefficients Γabc on the base space M4 contribute to the set in equation 4.6
with:
Γ´abc = Γ
a
bc =
1
2
gad(eb(gcd) + ec(gbd)− ed(gbc)) (4.7)
which is simply equation 3.53, since the structure coefficients on P are related to the
structure coefficients on the base manifold with c´abc = cabc = 0 in this basis (and with
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the corresponding term hence absent in equation 3.34). The connection coefficients Γˇijk
are also related to the internal curvature through equation 4.6 since in the horizontal
lift basis, by equation 3.36, we have c´αab = −Ωαab. Here we adopt the convention of
denoting the components of curvature Ωαab on the principle bundle by F
α
ab, which may
then represent the curvature components on P or M4 depending on the context, in
order to match the notation in many of the references. Ultimately the curvature Fαab
will feature in gauge invariant expressions on the base manifold. From equation 4.6 we
find in the horizontal lift basis on the bundle P terms such as (see [13] equation (22)):
Γ´αab = +
1
2
Fαab and Γ´
a
bα = Γ´
a
αb = +
1
2
gacgαβF
β
bc (4.8)
The complete set of coefficients for the Levi-Civita connection on P are listed under
‘Cho [13]’ as the first case in table 4.1 in the following section.
Hence the Levi-Civita connection of equation 4.6 on the total bundle space P
is intimately related to the external curvature on the base space as well as the internal
curvature of the gauge group. In turn the components of the Riemann curvature
tensor Rˇijkl calculated for this Levi-Civita connection on P according to equation 3.62
is intimately related to both the external curvature on M4 via equation 4.7 and the
internal curvature, associated with gauge group G, which is drawn into the Riemannian
geometry through equation 4.8.
It is important to clarify the relation between the linear connection Γˇ(p) and
gauge connection ω(p) on the manifold P . In fact from the point of view of frame
bundles and principle fibre bundles in general a linear connection ω˜ (see the opening
of section 3.3) on FP would be the same kind of object as the gauge connection ω on
P . Here we are dealing with Riemannian geometry of the manifold P itself, which is
hence the base space upon which the gl(m,R)-valued 1-form Γˇ(p) = Σ∗ω˜ is defined,
where m = dim(P ) = dim(M4) + dim(G) and Σ(p) is a section map P → FP over P .
The same manifold P is also the principle bundle upon which the gauge connection
ω is defined, with A(x) = σ∗ω(p) being the gauge field on M4, for a section map
σ(x) :M4 → P over the space M4.
Having the metric gˇij on P the Ricci tensor Rˇjk = gˇ
ilRˇijkl (equation 3.74) and
scalar curvature Rˇ = gˇijRˇij may also be computed, where the latter is found to be
(with differing sign convention to [13]):
Rˇ = RM +RG +
1
4
F 2 (4.9)
Here RM is the usual scalar curvature on the base manifold (which varies with the point
x = π(p) ∈ M4 under p ∈ P ) and RG is the scalar curvature on the group manifold
G (which can be interpreted as a, problematically very large, cosmological constant in
this version of Kaluza-Klein theory). The term F 2 = FαabF
ab
α , constructed from the
non-Abelian gauge fields, is also gauge invariant and the curvature components Fαab(p)
on P can be interpreted as the corresponding gauge covariant curvature components
Fαab(x) on the base space M4, for example in table 4.1.
As a scalar Rˇ in equation 4.9 is a quantity which is independent of the basis
{eˇi} in which it is determined (for example in the direct product or horizontal lift basis
respectively for equations (17) and (24) of reference [13]). The equations of motion
for the theory are then derived by adopting the Lagrangian function Rˇ
√
|gˇ|, where |gˇ|
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is the magnitude of the determinant of the metric gˇij on P , in the Einstein-Hilbert
action integral:
Am =
∫
Rˇ
√
|gˇ| d4x dnGG (4.10)
with m = 4 + nG. The integration over the group manifold G, with volume VG, is
trivial and the above expression reduces to the 4-dimensional action integral:
A4 = VG
∫
Rˇ
√
|g| d4x (4.11)
where |g| is here the determinant of the metric gac on M4. The variational princi-
ple is then applied under the constraint δAm = 0, and hence δA4 = 0, with respect
to restricted variations of the metric δgˇ on the bundle space, consistent with equa-
tion 4.3, as explained before equation 4.16 in the following section. Within this re-
striction this again follows the prescription for the original theory of general relativity
on a 4-dimensional spacetime manifold M4 with scalar curvature R for which the field
equations can be determined from the Einstein-Hilbert action integral of equation 3.79.
By comparison of equations 4.9 and 4.11 with 3.79 the constant RG of the
Kaluza-Klein theory indeed appears as a cosmological constant term (albeit too large
by a factor of ∼ 10120 if a natural normalisation is used with the length scale of the
group space G taken to be of order the Planck length [13]), while the term F 2 effectively
contributes the content for the matter Lagrangian L. Hence, as a particularly elegant
feature of Kaluza-Klein theory, the geometry of the 4-dimensional spacetime manifold
along with a matter contribution is identified within a single geometrical object in the
form of Rˇ on the principle bundle space.
4.2 Theories with Torsion on the Bundle
One way to remove the problematic cosmological term RG in equation 4.9 would be
to redefine the Lagrangian for the Kaluza-Klein theory by simply adding by hand a
counter -cosmological constant term Λc to Rˇ in equation 4.10 to cancel RG. However
this would be an ad hoc measure, similar in spirit to the inclusion of the original
cosmological constant term Λ in equation 3.79, contrived largely to match empirical
observation.
However there is flexibility within the Kaluza-Klein approach on a principle
fibre bundle if the metric gˇij is not treated as the fundamental object of the theory
(see for example [17, 18, 19, 20]). While the same natural metric gˇij of equation 4.4
is employed the linear connection Γˇijk on P may be defined with some independence
from gˇij , unlike for the Levi-Civita connection of equation 4.6. In this case it is possible
to derive a curvature scalar Rˇ on P such that the cosmological term RG vanishes and
equation 4.9 reduces to simply:
Rˇ = RM +
1
4
F 2 (4.12)
One way to achieve this is to require the linear connection Γˇijk to incorporate
a description of absolute parallelism on the bundle fibres Gx. As reviewed in subsec-
tion 2.2.2 on the manifold G itself the list of canonical geometric objects include a
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basis of left-invariant vector fields {Xα} and the Maurer-Cartan 1-form θ = θαXα as
well as the structure constants cαβγ and the Killing form metric gαβ of equation 4.1.
As described below equation 3.67 in the basis {Xα} the choice of linear connection co-
efficients Γαβγ = 0 is equivalent to inducing parallel transport on the group manifold
via the left action La of G on itself, for any a ∈ G, that is with parallelism defined
by the left-invariant vector fields {Xα} on G, while Γαβγ = −cαβγ corresponds to the
parallelism described by a right-invariant frame field under Ra. In either case the re-
sulting Riemann curvature is zero with Rαβγδ = 0, as can be shown using equation 3.62
together with the Jacobi identity expressed in terms of the structure constants.
More generally, employing the derivative action of the left-invariant basis vec-
tors {Xα}, the right-invariance of the Killing metric implies that the covariant deriva-
tive of the metric on G vanishes:
∇αgβγ = Xαgβγ − Γδβαgγδ − Γδγαgβδ = 0 (4.13)
provided Γαβγ = −ρ cαβγ for any ρ ∈ R (4.14)
since Xαgβγ = 0 and by the antisymmetry of the cαβγ indices. Hence for any value of
ρ this linear connection is metric compatible, with ∇g = 0 on G. The torsion is zero
only for ρ = 12 which hence represents the unique Levi-Civita connection on G. On
the other hand the Riemannian curvature is zero on G only for the cases of ρ = 0 and
ρ = 1, which with finite torsion are not Levi-Civita connections. However these latter
two cases in describing an absolute parallelism on G can be considered as geometrically
natural metric connections on G.
For the linear connection Γαβγ = 0 or Γ
α
βγ = −cαβγ employed on the bundle
fibres Gx a subset of the torsion components on P are also necessarily non-zero, with
Tˇαβγ 6= 0. Hence with the torsion allowed to be non-zero on the bundle space P this
version of Kaluza-Klein theory resembles the Einstein-Cartan theory on 4-dimensional
spacetime for which Γ and g are treated as independent geometric objects. Here we
review four such approaches in the literature.
In Kopczyn´ski [17] a G-invariant linear connection Γˇ is constructed in terms of
the structure on the principle bundle with a gauge connection ω without reference to a
metric and with non-zero torsion. This generalises from the Levi-Civita connection de-
scribed in the previous section (as employed by [13] and others) with the ‘gravitational
field’ on P now being described by the combination of both gˇ of equation 4.2 and the
components of Γˇ as listed in the corresponding column under ‘Kop [17]’ in table 4.1.
With these components the scalar curvature on P is found to be Rˇ = RM+α(α−1)K2,
with K2 = KαβKαβ . For the case β = 0 the connection is metric compatible, resem-
bling Einstein-Cartan general relativity in 4-dimensional spacetime. While this refer-
ence shows that the connection coefficients can be greatly simplified compared with
the Levi-Civita case, listed under ‘Cho [13]’ in the first column of table 4.1, in order
to achieve the correct dynamics a more complicated Lagrangian function is postulated
with L = Rˇ+ µ2 Tˇ ijkTˇ jki including a quadratic torsion term. The cosmological constant
Λ obtained in this approach is arbitrary, and may be set to be zero or very small by a
suitable choice of the parameters α and µ.
In Orzalesi and Pauri [18] the main motivation is to describe a linear connec-
tion Γˇ on the principle bundle which is gauge covariant. In particular requiring the
Ricci curvature on the fibre space to be gauge invariant implies the adoption of zero
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curvature on the group manifold, that is the case ρ = 0 or ρ = 1 as described above
for equation 4.14. This form differs in a relatively minimal way from the Levi-Civita
connection, as can be seen by comparing the entries of column [18] with column [13]
in table 4.1. Here the simple scalar Lagrangian L = Rˇ on the bundle space is again
adopted, with the resulting vanishing of Λ ≡ RG on the base space M4 interpreted as
a consequence of the underlying gauge G-symmetry of the Riemannian geometry on
P . Without an RG term the vacuum solution corresponds to zero external curvature
RM = 0 together with zero internal curvature F = 0.
In Kalinowski [19] the linear connection 1-forms Γˇij = Γˇ
i
jkeˇ
k on P are defined
as the horizontal part of the Levi-Civita connection 1-forms Γij of equation 4.6, that
is Γˇij = hor(Γ
i
j) (with ‘hor’ introduced in equation 3.13) which maps the vertical
component of tangent vectors on TP to zero. The components of this linear connection
Γˇijk in the horizontal lift basis are listed in column [19] of table 4.1. The factors of
λ arise as here the metric on G is taken to be gαβ = λ
2Kαβ . This linear connection
Γˇijk is metrical, invariant under the G-action, again with non-zero torsion and, while
motivated in the context of gauge derivatives of spinor fields, again leads to a vanishing
cosmological constant.
In Katanaev [20] an initially completely general Γˇijk on the principle bundle
is considered. Four conditions are postulated for Γˇ in a geometrically meaningful
way related to the structure group G over P and, as for the previous reference, with
emphasis on horizontal propagation. In particular for column [20] of table 4.1 on
taking c = 1 for entry ‘5)’ Γ´αab = cF
α
ab the change in a tangent vector to P under
parallel transport using these linear connection coefficients equals the change in the
vector due to the basis transformation under parallel transport of the fibres using the
gauge connection, with the latter depicted in figure 3.3. The entry ‘4)’ in this column
is included for metric compatibility. The coefficients listed represent the case presented
in [20] with finite torsion and the absence of a cosmological constant term, although
a different choice of Γˇ consistent with the postulates is possible. A further possibility
within this framework would be to set the first two entries, ‘1)’ and ‘2)’, equal to zero in
column [20]. This reference is of significance for the present paper in that it highlights
the possibility of a geometric origin of Γˇ on P without any appeal to the Levi-Civita
connection.
The complete set of linear connection coefficients for reference [13], augmenting
equation 4.8, are collected in the first column of table 4.1. These are listed alongside
the linear connection coefficients Γˇijk on the bundle space P for the above four cases
with non-zero torsion. Where necessary signs have been aligned to the conventions
used here, with for example linear connection 1-forms Γˇij = Γˇ
i
jkeˇ
k. The motivation
for the final column headed ‘minimal’ will be explained in section 5.1.
Only the first case in table 4.1 describes a torsion-free linear connection, yet
each of the six cases is a Kaluza-Klein theory providing a unifying framework for
general relativity together with gauge field theory. The purpose of collecting together
the range of linear connection coefficients is to demonstrate that a significant degree
of flexibility is possible within Kaluza-Klein theory while still maintaining this unified
framework.
The derivation of Einstein’s equations on 4-dimensional spacetime from the
Einstein-Hilbert action of equation 3.79 was described in the opening of section 3.5.
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Γ´ijk Cho [13] Kop [17] O+P [18] Kal [19] Kat [20] minimal
1) Γ´αβγ − 12cαβγ −αcαβγ −cαβγ or 0 0 −cαβγ 0
2) Γ´αγa 0 0 0 0 −ωβaΓ´αβγ 0
3) Γ´abγ
1
2
gacgγβF
β
bc 0
1
2
gacgγβF
β
bc 0 0 γg
acgγβF
β
bc
4) Γ´aγb
1
2
gacgγβF
β
bc 0
1
2
gacgγβF
β
bc
λ
2g
acgγβF
β
bc cg
acgγβF
β
bc 0
5) Γ´αab
1
2
Fαab βF
α
ab
1
2
Fαab
λ
2F
α
ab cF
α
ab 0
6) Γ´abc Γ
a
bc Γ
a
bc Γ
a
bc Γ
a
bc Γ
a
bc Γ
a
bc
Table 4.1: Linear connection components Γ´ijk on a principle bundle extracted from
[13] equation (22), [17] p.367, [18] equation (19), [19] equation (29), the case in [20]
with non-zero torsion on G and for a ‘minimal’ model. All components are expressed
in the horizontal lift basis and Γ´aβγ = Γ´
α
aγ = 0 in all six cases. Each of λ > 0, α, β, c
and γ, where used as coefficients, are real constant parameters.
In the vacuum case with L = 0 and Λ = 0 variation of the metric δgµν on M4 leads to
the equation of motion Gµν = 0 of equation 3.82. For the Kaluza-Klein extension to
the scalar curvature Rˇ for the Levi-Civita connection on a principle bundle space the
same steps lead to the requirement of the stationarity of the action integral over the
full bundle space in equation 4.10, that is δAm = 0, under variation of the extended
metric gˇij on P , which results in the expression:
Gˇij = Rˇij − 1
2
Rˇ gˇij = 0 (4.15)
In some versions of Kaluza-Klein theory, in particular for the 5-dimensional case, equa-
tion 4.15, which implies Rˇij = 0, is quoted as an ansatz at the outset in order to derive
equations of motion for the 4-dimensional world by imposing this higher-dimensional
‘vacuum equation’ (see for example [21], in which the 5-dimensional metric gˇij(x) may
depend on the 5th coordinate).
However for the extended Kaluza-Klein theories described here the variations
in the metric gˇij are not arbitrary since the structure of the symmetries of gˇij on the
bundle space P need to be preserved under the variations δgˇij . That is, the right-
invariance of gˇij of equation 4.3 and the general form of the metric in equation 4.5
should be preserved. This limits the metric variations to the components δgac and
δωαa on P and leads to two equations of motion on the base manifold M4. Applying
the variation δgac under δAm = 0 for the action in equation 4.10, with the curvature
Rˇ of equation 4.12, in a general coordinate basis on M4 leads to ([19] equation 38):
Gµν = Rµν − 1
2
Rgµν = −κT µν (4.16)
with − 2κT µν = −FαµρF ρνα −
1
4
gµν FαρσF
ρσ
α (4.17)
The left-hand side of the top line would read Gµν + RGg
µν if the scalar curvature of
equation 4.9 based on a Levi-Civita connection is used instead. On the other hand the
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variation δωαa leads to
DµF
αµν = 0 (4.18)
Equation 4.16 is the Einstein field equation with the energy-momentum tensor T µν
composed as equation 4.17 purely from the gauge fields, with the latter being subject
to equation 4.18 which is the Yang-Mills field equation (or Maxwell’s equation Fµν;µ = 0
in the case of the Abelian internal symmetry group G = U(1), see also the discussion
after equation 3.91). Hence the source-free Yang-Mills field equation 3.95 has been
derived without the explicit introduction of the Yang-Mills Lagrangian of equation 3.94.
Rather such a ‘Lagrangian term’ F 2 = FαµνF
αµν has been incorporated within the
Einstein-Hilbert action based purely on the geometry of the bundle space. In this way
the non-Abelian Kaluza-Klein theory provides a unified framework for the combined
Einstein-Yang-Mills field equations.
4.3 Theories with Homogeneous Fibres
A further generalisation of Kaluza-Klein theory is also of relevance for the framework
presented in this paper. In the present theory the symmetry group G rather than
being motivated independently is introduced in terms of the set of symmetry actions
on a form L(v) = 1 of multi-dimensional temporal flow. This structure is reminiscent
of Kaluza-Klein theories with homogeneous fibres in which G acts on a k-dimensional
manifold Sk. A bundle space E is constructed with each fibre being a copy of Sk
over the base space M4. Based on the references [22, 23, 24] this approach will be
collectively summarised in this section.
In these models the bundle E = (M4, Sk) is constructed over the base space
M4 while the fibres Sk may be considered to represent k ‘extra dimensions’. For our
purposes it is sufficient to consider the trivial bundle with E ≡M4× Sk. While either
a left or right action may be considered here we take the gauge group G to act on
the space Sk on the left (as for reference [22] for example, and as will be the case for
the E6 action on the space h3O as discussed alongside equation 6.55) such that each
Lie algebra element Xα ∈ L(G) generates a vector field Kα on Sk with the bracket
composition exhibiting the negative of the structure constants cαβγ of L(G), that is:
[Kβ,Kγ ] = −cαβγKα (4.19)
The group actions may also be considered to be one-to-one with the isometry
transformations for an inner product defined on the tangent space TSk. That is, a
G-invariant metric may be defined on Sk with Killing vector fields:
Kα = K
α˚
αeα˚ (4.20)
where K α˚α are the components of Kα in a linearly independent tangent space basis
{eα˚} on Sk, with indices α˚ = 1 . . . k and α = 1 . . . dim(G). Such a G-invariant metric
gα˚β˚ on Sk may be induced from the Killing metric Kαβ on G itself.
If G acts upon Sk transitively then Sk is a homogeneous space. Given any
point y0 ∈ Sk the elements h ∈ G for which h · y0 = y0 under the left action of the
group form the isotropy subgroup H, with h ∈ H ⊂ G. The homogeneous space Sk is
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then diffeomorphic to the space of left cosets gH as identified for varying g ∈ G, that
is Sk ≡ G/H where H is the isotropy subgroup of the isometry group G. As a vector
space the Lie algebra of G may be decomposed as:
L(G) = L(H) +B (4.21)
with [L(H), L(H)] ⊂ L(H) and [L(H), B] ⊂ B, where B ≡ T (G/H) forms a basis for
the tangent space at y0 ∈ Sk.
Such a linearly independent basis {eα˚} for TSk forms a basis for the vertical
subspace of the tangent space on the fibre bundle E. A complete ‘horizontal basis’
on E, written e´i(x, y) = {e´α˚, e´a}, in place of the horizontal lift basis for the principle
bundle P of figure 3.2, can be expressed as:
e´α˚ = e¨α˚, e´a = e¨a − Aαa(x)K α˚α(y)e¨α˚(x, y) ≡ e¨a − Aαa(x)e¨α (4.22)
in terms of a direct product basis e¨i(x, y) = {e¨α˚, e¨a} on E, by comparison with equa-
tion 3.26 and figure 3.5, using the Killing vector components K α˚α defined in equa-
tion 4.20. As implied in equation 4.22 the construction of such a horizontal basis on
E corresponds to the introduction of a connection form ω on the associated principle
bundle P ≡M4×G. This connection form is written in terms of the coefficients Aαa(x)
rather than ωαa(x, g) since the vertical basis is here defined through the left action of
G (see the discussion in [22] after equation (7.2) for example).
Consistent with the horizontal basis of equation 4.22 a natural metric on the
bundle space E may be defined, for which horizontal and vertical vectors are mutually
orthogonal, and expressed in a direct product basis as:
g¨ij =
 gab(x)− gα˚β˚(y)K α˚α(y)Aαa(x)K β˚β(y)Aβb(x) K α˚α(y)Aαa(x)gα˚β˚
K β˚α(y)A
α
b(x)gα˚β˚ gα˚β˚(y)
 (4.23)
which may be compared with equation 4.5 for the case of a principle fibre bundle.
Changes in the vertical coordinates {y} on E described by the infinitesimal isometries
εα(x) induce changes in the metric components with respectively:
yα˚ → yα˚ + εα(x)K α˚α(y)
Aαa → Aαa + ∂aεα(x) + cαβγεβ(x)Aγa
(4.24)
Hence such isometries effectively simulate non-Abelian gauge transformations with
Aαa(x) identified as the Yang-Mills gauge field on the base space.
Following the Kaluza-Klein prescription described in section 4.1 the Levi-Civita
connection, that is the unique torsion-free linear connection compatible with the met-
ric, and curvature can be constructed on the manifold E based on the metric g¨ij(x, y) of
equation 4.23. In turn an action principle may be employed on this (4+k)-dimensional
space with action A4+k =
∫
Rˇ
√
|gˇ| d4x dky in comparison to equation 4.10 where now
the curvature scalar Rˇ on the bundle E ≡M4 × Sk is found to take the form:
Rˇ = RM +RSk +
1
4
gα˚β˚K
α˚
αK
β˚
βF
α
abF
βab (4.25)
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where RSk is the scalar curvature of the homogeneous space Sk. With F
α
ab being the
gauge curvature components for the internal symmetry group G the above equation
again demonstrates a relation between the external Riemann curvature with scalar RM
and a quadratic term in the internal curvature. This relationship derived for G acting
on homogeneous fibres is hence in turn similar to that obtained in equations 4.9 and
4.12 with G itself composing the fibres of a principle bundle. A linear connection on E
differing from the Levi-Civita connection may be employed to remove the cosmological
term Sk by analogy with the examples cited in the previous section. The Einstein-
Yang-Mills equations also follow from a prescription analogous to that described for
equations 4.16–4.18.
For models with homogeneous fibres in which the metric gα˚β˚(y) is replaced by
the more general field components gα˚β˚(x, y) = K α˚α(y)K
β˚
β(y)Φ
αβ(x), which depend on
x ∈M4 and where Φ is a non-Killing metric on G, a set of scalar fields are introduced
into the theory with a number of further terms featuring the derivatives ∂ag
α˚β˚(x, y)
appearing in the corresponding generalisation of equation 4.25 (see for example [22]
equation (8.6)).
On the other hand on constructing g¨ij in equation 4.23 for the case of trivial
isotropy group H = {e}, where e ∈ G is the identity element, then by equation 4.21 we
have B = L(G) and the α˚, . . . indices can be replaced by α, . . . indices, with K α˚α = δ
α˚
α.
In this case the theory simplifies to that described in section 4.1 based on the metric
of equation 4.5 with the set of vector fields {e´α} spanning the vertical subspace of the
tangent space on P ≡ M4 × G (with care for the convention choice of a left or right
group action, see for example [13] equations (8′) and (12)).
Even for the case with H 6= {e} the full G-symmetry Yang-Mills dynamics is
obtained so long as G acts effectively on the fibres Sk. This is also the case for G
acting on L(v) = 1 for the present theory in this paper, and in particular for the E6
action to be described in chapter 6, and for the broken internal subgroups of G.
The action of G on the set of elements v underlying the form L(v) = 1 is also
transitive, and hence this set forms a homogeneous space, motivating the review of
this section. However with the observation that the Kaluza-Klein unification achieved
with homogeneous fibres, given an effective group action, is closely related to that
achieved on the associated principle bundle, in the following section we apply some of
the observations of the previous section to the present theory. This in particular picks
up from the development of section 2.3 with the goal of relating the external curvature
to the internal curvature in the context of the new theory.
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Chapter 5
Geometry Unified through
Temporal Flow
5.1 Relating External and Internal Curvature
In this section, ultimately guided by the framework of Kaluza-Klein theories described
in the previous chapter, the aim is to determine a relation between the external and
internal geometry over the base manifold arising out of the symmetries of a form of
temporal flow L(v) = 1, building upon the structures described in chapter 2. In place
of the base space M3 with local symmetry SO(3), introduced for the model universe in
section 2.2 with the 3-dimensional form L(v3) = 1 of equation 2.14, here we consider
the form:
L(v4) = (v
0)2 − (v1)2 − (v2)2 − (v3)2 = 1 (5.1)
that is L(v4) = ηabv
avb = 1 with Minkowski metric η = diag(+1,−1,−1,−1), with
Lorentz SO+(1, 3) symmetry, projected into the 4-dimensional base space M4. Over
the spacetime manifold M4 a globally defined orthonormal basis arises in the manner
of equation 2.15 with the natural parallelism on M4 described by a linear connection
with components Γabc(x) = 0 in this basis. With the local symmetry group SO
+(1, 3)
over the base manifold M4 the principle bundle P = (M4,SO
+(1, 3)) is implicitly
identified in this structure, which in fact can be expressed as the manifold product
P ≡M4×SO+(1, 3) owing to the triviality of the bundle as described towards the end
of section 3.1.
However, following section 2.3, here we study initially the geometry of the
principle fibre bundle P ≡ M4 × Gˆ, where Gˆ = SO+(1, 9) is provisionally taken as
the full symmetry group for the form L(vˆ) = L(v10) = 1, which in turn is the 10-
dimensional extension of equation 5.1. The extended base manifold M4 now arises
out of four of the ten translational degrees of freedom of L(v10) = 1, in the manner
described in equation 2.13. In place of figure 2.7 for the SO(5) model overM3 described
earlier, for this more realistic model we now have the structures described in figure 5.1.
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Figure 5.1: (a) The full symmetry group Gˆ = SO+(1, 9) over the base space M4 (b)
broken to the internal symmetry SO(6) with external subgroup SO+(1, 3) ⊂ SO+(1, 9)
acting on the tangent space TM4.
The structure of figure 5.1 is associated with a canonical flat connection on
M4, as described by A(x) = g
∗θ of equation 2.30 where here θ is the Maurer-Cartan
1-form on the group manifold Gˆ = SO+(1, 9). This canonical flat connection defines
a horizontal lift basis {e´i} on the corresponding principle bundle structure P ≡M4 ×
SO+(1, 9), as a particular case of figure 3.2. In turn a collection of affine connection
coefficients Γ´ijk can be defined in this basis on P .
While Γabc = 0 represents the initial parallelism on M4 the set Γ
α
βγ = 0 de-
scribes an absolute parallelism on the manifold Gˆ, as described in section 4.2. Extend-
ing to the full bundle space P here we provisionally consider the Γ´ijk set of reference [18]
listed in the third column of table 4.1. This set of linear connection coefficients are
gauge covariant on P and compatible with the metric of equation 4.2 deriving from the
gauge connection ω on P , that is with ∇gˇ = 0. On adopting such a linear connection
on P , based on compatibility with the structures of the form L(v10) = 1 here, we then
consider the implications of incorporating this element of Kaluza-Klein theory into the
present framework.
The components of the Riemann curvature on the manifold P ≡M4×SO+(1, 9)
can be written in terms of the linear connection and structure coefficients, such as the
set Γ´ijk described above, directly from equation 3.62 as:
R´ijkl = e´kΓ´
i
jl − e´lΓ´ijk + Γ´imkΓ´mjl − Γ´imlΓ´mjk − c´mklΓ´ijm (5.2)
In the present theory we begin with the translational symmetry of the form L(v10) = 1
over the manifold M4 with a flat Minkowski metric gac(x) = ηac and the canonical flat
SO+(1, 9)-valued connection ω on P . As described in chapter 2, initially in equa-
tions 2.35 and 2.36, this latter property means that the full curvature is zero Fˆ = 0, or
in components Fˆαab = 0. Hence, given that Γ´
α
βγ = Γ
α
βγ = 0 and Γ´
a
bc = Γ
a
bc = 0, all
the linear connection coefficients in column ‘O+P [18]’ of table 4.1 are zero, Γ´ijk = 0,
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and in turn all components of the Riemann curvature tensor of equation 5.2 vanish on
the principle bundle manifold P .
Here the natural absolute parallelism on M4 and G has been generalised to
a natural parallelism on P ≡ M4 × G with Γ´ijk = 0 for all coefficients of the linear
connection in the horizontal lift basis. In fact for the canonical zero full curvature
Fˆαab = 0 on the principle bundle all five non-Levi-Civita choices for Γ´
i
jk in table 4.1
lead via equation 5.2 to R´ijkl = 0, which as the components of a tensor vanish for any
frame field on P , expressed generally as:
Rˇijkl = 0 (5.3)
On the other hand there are torsion components with Tˇ ijk 6= 0 and hence the torsion is
finite, as it is for the case of a self-parallel frame composed out of left-invariant vector
fields on a Lie group manifold G, a copy of which here forms part of the total parallel
frame field on P , as described in section 4.2.
In this way the full zero gauge curvature Fˆ = 0 for Gˆ over M4 has been
translated into zero Riemannian curvature Rˇijkl = 0 on the bundle space P . The
question then remains regarding how this structure might provide the link through
which the external gravitational field will relate to the internal gauge fields over the
base space M4 when the full symmetry is broken.
On the principle bundle P ≡M4×SO+(1, 9) a trivialisation may be chosen such
that the corresponding direct product basis for the tangent space TP is identical to the
horizontal lift basis associated with the canonical flat connection ω, which in turn is
derived from the full symmetry group. Such a trivialisation represents a gauge choice
for which the section σ0, depicted in figure 5.2, on the principle bundle P coincides
with the submanifolds of the integrable horizontal subspaces of ω on P , and hence
with gauge connection components ωαa(x, g) = 0 on the bundle space. The linear
connection components are identical Γ¨ijk = Γ´
i
jk = 0 in the respective direct product
and horizontal lift bases for this choice of gauge, describing the absolute parallelism
defined in the frame field adapted to this section on P .
While the canonical flat connection ω = π∗2θ on P describes a unique horizontal
subspace and the corresponding horizontal lift basis, a direct product basis may be
defined in terms of any section on the bundle. Indeed, more generally geometric objects
over the base spaceM4 may be described with respect to a choice of gauge on the bundle
P , as for example determined by the section σ′ = σ0g, with g(x) ∈ Gˆ = SO+(1, 9),
as also represented in figure 5.2. The gauge connection components ωαa(x, g) 6= 0 in
the new trivialisation are such that the vectors of the horizontal lift basis {e´i} are
expressed as for equation 3.26 with:
e´a = e¨a − ωαae¨α with ωαa 6= 0 (5.4)
while [e´a, e´b] = −Fˆαabe´α with Fˆαab = 0 (5.5)
since the full SO+(1, 9) zero curvature is a gauge independent structure. However the
full group SO+(1, 9) does not act purely as an internal symmetry but is broken by
the action of the subgroup SO+(1, 3) ⊂ SO+(1, 9) on the external tangent space TM4.
While the choice of gauge g(x) ∈ SO+(1, 9) remains arbitrary with respect to the full
unbroken symmetry it will affect the physics of the broken symmetry over M4. For the
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Figure 5.2: Geometric objects Γˇ and ω on the principle bundle P in relation to the
linear connection Γ on the base space M4 and Maurer-Cartan 1-form θ on the group
manifold Gˆ.
restricted set of internal SO(6) generators the horizontal lift vectors extracted from
equations 5.4 and 5.5 have the properties:
e´a = e¨a − ωαae¨α with ωαa 6= 0 (5.6)
while [e´a, e´b] = −Fαabe´α with Fαab 6= 0 (5.7)
Here the ωαa are the components of an so(6)-valued connection 1-form, with the sums
over α restricted to the SO(6) generators, resulting in a generally non-zero internal
curvature Fαab, as was demonstrated in equation 2.56 for the finite internal SO(2)
curvature achieved for small SO(5) gauge transformations over M3 for the model world
of section 2.3. Here we are reproducing the symmetry breaking approach of section 2.3
in the light of the principle bundle structure and Kaluza-Klein theories described in
the previous two chapters.
As well as the transformation of the gauge connection ω for a different choice
of basis on P the linear connection Γˇ also transforms. For any change of frame ei′ =
ei e
i
i′ with e
i
i′ ∈ GL(m,R) the transformation of a linear connection, displayed in
equation 3.46, can be written as:
Γi
′
j′k′ = e
i′
i e
j
j′ e
k
k′ Γ
i
jk + e
i′
l ek′ e
l
j′ (5.8)
The gauge choice associated with the section σ′ = σ0g(x) on P corresponds to a
transformation from the horizontal lift basis to an arbitrary direct product basis e¨i′ =
e´i e
i
i′ on a principle bundle, that is the reverse of equation 3.26 or 5.4, and we have:
(
e¨a′ e¨α′
)
=
(
e´a e´α
)  δaa′ 0
ωαa′ δ
α
α′
 (5.9)
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and hence eii′ =
 δaa′ 0
ωαa′ δ
α
α′
 with inverse (e−1)i′i =
 δa′a 0
−ωα′a δα
′
α

(5.10)
As a consistency check the same transformation is applied to the full set of
Levi-Civita connection coefficients in the horizontal lift basis Γ´ijk as listed in the ‘Cho
[13]’ column of table 4.1 (as extracted from [13] equation (22)). The expressions for
the Γ¨i
′
j′k′ components obtained in the direct product basis using equations 5.8 and 5.10
is found to agree with the original reference (the Γ¯ components in the notation of [13]
equation (15)).
The general aim of this approach is to use equations 5.2 and 5.3, with Rˇijkl = 0
deriving from the full zero curvature Fˆ = 0, on the principle bundle P ≡M4×SO+(1, 9)
as a mutual constraint on the form of the external and internal curvature that results
from the symmetry breaking. Once the full symmetry is broken non-zero internal gauge
curvature components Fαab 6= 0 from equation 5.7 will be introduced quadratically into
the terms of equation 5.2 via relations to the linear connection Γˇ of the kind listed
in table 4.1 (by adopting for example the coefficients of column [18] as provisionally
suggested above) and hence into correlation with the external curvature Rabcd 6= 0 on
the base manifold as identified within the appropriate components of Rˇijkl = 0 in a
suitable basis.
These structures emerge in the symmetry breaking as represented by the transi-
tion from figure 5.1(a) to (b). The structure of figure 5.1(a) implies that the total sym-
metry SO+(1, 9) of L(v10) = 1 is associated with a canonical flat gauge field A = g
∗θ
with full curvature Fˆ = 0, under which a correlation between the external curvature
R and internal curvature F is implied in the symmetry breaking to the structure of
figure 5.1(b), in particular with the case of both R = 0 and F = 0 simultaneously
possible.
In this picture a non-zero external curvature R 6= 0 on M4 is absorbed under
Rˇijkl = 0 on the extended bundle space as the ‘buckling’ of the geometry of the
base manifold is countered by a corresponding finite internal curvature F 6= 0. The
external and internal curvature is hence generated in a necessarily mutually consistent
way under the symmetry of L(v10) = 1 in a choice of SO
+(1, 9) gauge over the base
spaceM4. The invariance of the zero Riemann tensor of equation 5.3 under a change of
frame adapted to choice of section is analogous to the invariance of the action integral
of equation 4.10, defined in terms of a scalar curvature Rˇ, under variations of the
metric gˇij of the kind described in section 4.2. This motivates the conjecture that
this framework leads to a similar unification of the Einstein-Yang-Mills equations of
motion, that is equations 4.16–4.18, as found for non-Abelian Kaluza-Klein theory
but ultimately without the need to postulate a Lagrangian function, coupled with the
variational principle for the corresponding action integral, to obtain these equations.
Resulting from the projection of the structure of figure 5.1(a) over that of
figure 5.1(b), with a choice of an SO+(1, 9) gauge section over M4 for the former,
two further bundle structures, associated with the latter figure, may be identified and
considered separately. The subgroup SO+(1, 3) is distinguished in that it acts on
tangent space vectors v4 ∈ TM4 of the base manifold, as depicted in figure 5.1(b),
and therefore is designated as an external symmetry, with the residual SO(6) acting
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on the remaining components of v6 ⊂ v10 of the form L(v10) = 1 and constituting
an internal symmetry. This results in consideration of the complementary subbundles
P ≡ M4 × SO+(1, 3) and P ≡ M4 × SO(6) which effectively decouple from each
other as mathematical structures, although related through the correlated geometrical
structures they support, as they are mutually carved out of the initial unbroken bundle
P =M4 × SO+(1, 9).
Indeed it is the extraction of the subgroup SO+(1, 3) ⊂ SO+(1, 9), with the
action of SO+(1, 3) identified as the external symmetry and absorbed into the local
tangent space geometry on M4, that breaks the full SO
+(1, 9) symmetry. The base
spaceM4 is naturally associated with the frame bundle FM4, which is itself a particular
type of principle fibre bundle as described in section 3.3. The bundle space P ≡
M4 × SO+(1, 3), obtained as a restriction of the P ≡M4 × SO+(1, 9) bundle, can also
be interpreted as a reduction of the FM4 frame bundle. In turn an so
+(1, 3)-connection
on P may be extended to a gl(4,R)-connection on the frame bundle, together with the
associated tetrad eµa(x) and metric gµν(x) fields on M4, as familiar in the theory of
general relativity and also described in section 3.3.
As described towards the end of section 3.4 the SO+(1, 3) symmetry can be
treated by analogy with an ‘internal’ Yang-Mills gauge structure. Indeed, as described
above for the full SO+(1, 9) symmetry, quadratic terms in the external SO+(1, 3) ‘gauge
curvature’ F
α
ab will appear in the third and fourth terms of equation 5.2 (essentially as
described in [25], which adopts the Levi-Civita connection on the bundle space, leading
to equations (3.14) and (3.15) there). However this same external geometry, from the
action of SO+(1, 3) on TM4, is represented by the Riemannian curvature R
a
bcd(x),
which is also contained within the corresponding Rˇijkl components in a suitable basis
(as also described in [25]). Hence the bundle P appears to incorporate a redundant
description of the external geometry while lacking an explicit reference to the internal
curvature.
On the other hand the subbundle P ≡M4×SO(6) is closely related to both the
frame bundle FM4, upon which the external SO
+(1, 3) geometry is expressed in terms
of fields such as gµν(x), as well as the structures of the internal SO(6) geometry with
the associated gauge field Y αµ(x) and curvature F
α
µν(x) components constructed on
M4. Hence in principle all the necessary geometric structures for relating the external
and internal curvature can be identified on the bundle P .
Rather than dealing with a connection form ω over M4 for the full Gˆ =
SO+(1, 9) symmetry it is precisely through the symmetry breaking action, with the
degrees of freedom of the SO+(1, 3) ⊂ SO+(1, 9) subgroup part of the gauge connection
being converted into the freedom of a linear connection on M4, that the bundle space
P ≡M4×SO(6) emerges. This in turn implies that the structure of the zero curvature
Fˆ = 0 for the full canonical flat connection does not explicitly survive the symmetry
breaking transition from figure 5.1(a) to (b).
This motivates the study of a unified framework on the space P ≡M4×SO(6)
considered from now as a principle bundle standing independently by itself, and not
as subbundle ‘carved out’ of a larger bundle space such as P ≡ M4 × SO+(1, 9). It
remains then to explicitly define the mathematical nature of the constraint between
the internal SO(6) curvature and external SO+(1, 3) geometry in terms of the bundle
P .
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Earlier in this section an absolute parallelism on the bundle P ≡M4×SO+(1, 9)
was constructed in the horizontal lift basis with all Γ´ijk = 0, taken from the set of
reference [18] listed in the third column of table 4.1 for the canonical zero full curvature
Fˆ = 0, implying the identity of equation 5.3. Now, beginning directly on the bundle
P = M4 × SO(6) in itself, the question arises concerning the possible definition of a
linear connection on this space. Since there is a gauge connection (which now derives
from the internal SO(6) symmetry and in general is not flat) on P the horizontal lift
basis may be employed, and in turn the natural metric structure with components g´ij
of equation 4.4 introduced.
Hence it is possible to define the unique Levi-Civita connection on this bundle,
as described in section 4.1, with the components of equation 4.6 as listed for the
horizontal lift basis in the first column of table 4.1 under ‘Cho [13]’. However in the
present theory at no stage is P considered to be a physical space or spacetime structure,
hence neither the metric g´ij nor a linear connection Γ´
i
jk on P have a physical geometric
meaning, as they do on the base space M4. Hence the unique metric-compatible
torsion-free Levi-Civita connection is not here considered to be a natural structure on
the bundle space as it is for the base manifold, and an alternative argument for the
form of Γˇ on P is sought.
In particular the linear connection on P is expected to be closely associated
with the linear connection Γ on the base space M4, which does describe a physical
geometry. Since this is a gl(4,R)-valued 1-form Γ(x) = ΓabcE
b
ae
c on M4, with respect
to the distinguished horizontal lift basis on P the components Γ´abc and Γ´
a
bγ alone may
be favoured for a linear connection Γ on M4 in some sense lifted onto P , and hence
the only non-trivial coefficients of Γ´ijk on P might be taken to be:
Γ´abc = Γ
a
bc and Γ´
a
bγ = γ g
acgβγF
β
bc (5.11)
as listed as the ‘minimal’ set in the final column of table 4.1. The form of Γ´abγ in the
equation above and the third row of the table as adopted from the other models in the
table, consistent with the requirement that Γ´ should transform in a gauge covariant
manner on P as appropriate for any object relating to a physical entity on the base
manifold M4. As will be described below this proposal will amount to a minimal
structure on P linking the present theory with Kaluza-Klein theory with a manifest
correlation between the external Riemannian geometry and internal gauge curvature.
While the Levi-Civita connection, Γ = f(g) of equation 3.53, on M4 provides
a unique description of the geometry on the base manifold in terms of the metric
gµν(x), the linear connection Γ´ of equation 5.11 represents an attempt to extend this
structure onto P while maintaining the character of the connection Γ onM4, concerning
in particular the gl(4,R)-valued property. However any linear connection on P is
intrinsically a gl(m,R)-valued 1-form (where m = 4 + 15 for the internal SO(6) gauge
group). For example under the transformation to a direct product basis, as described
in equations 5.8–5.10, the components of equation 5.11 in general give rise to linear
connection coefficients Γ¨αbc 6= 0 and Γ¨αbγ 6= 0 in addition to Γ¨abc 6= 0 and Γ¨abγ 6= 0.
Since the character of being gl(4,R)-valued cannot be upheld for a linear connection
on P an alternative proposal, and one for which parallel transport in the horizontal
and vertical directions on P more directly reflects the geometry of the base manifold
M4, will be considered.
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A direct way to obtain a linear connection Γˇ(p) on P closely related to Γ(x)
on M4 would be to define Γˇ = π
∗Γ as the pull-back of the gl(4,R)-valued 1-form Γ
through the bundle projection π : P → M4, by analogy with the identification of the
canonical Lie algebra-valued 1-form ω = π∗2θ as the pull-back of the Maurer-Cartan
1-form θ through the projection map π2 : P ≡ M4 × Gˆ → Gˆ for the full bundle
P as described in figure 5.2. Indeed, the gl(4,R)-valued linear connection Γ on M4,
associated with the external symmetry, and L(Gˆ)-valued 1-form θ on Gˆ, associated
with the full symmetry, each describe the parallelism on their respective manifolds.
The canonical flat connection ω = π∗2θ on P ≡ M4 × SO+(1, 9) itself is an
unambiguous geometric object, completely independent of any particular choice of
section or gauge over the base manifold. It derives purely from the properties of θ on
the gauge group Gˆ = SO+(1, 9). Similarly, a linear connection Γˇ = π∗Γ on P or P has
no physical significance in itself other than that derived from its relation to a linear
connection Γ, and the related Riemannian geometry, on the base manifold M4. For
the case Γˇ(p) = π∗Γ(x) on P and for any vector field X(p) ∈ TP we have:
〈Γˇ,X〉p = 〈π∗Γ,X〉p = 〈Γ, π∗X〉x (5.12)
with X(p) projected in the final line onto the vector π∗X ∈ TM4 and with π : p ∈
P → x ∈ M4. Hence for any vector in the vertical subspace X(p) ∈ VP we have
〈Γˇ,X〉p = 0 since π∗X = 0. This structure is related to the linear connection on the
bundle described for the case of Kalinowski [19] in section 4.2 for which all tangent
vectors are mapped onto their horizontal parts, again with the property 〈Γˇ,X〉p = 0
for any vertical vector X, and hence again with emphasis on the horizontal structure,
which in turn is closely associated with the geometry of the base space M4. In fact
consideration of all cases collected in table 4.1 leads to the following proposal for the
properties of Γˇ on P appropriate for the present theory:
a) parallel propagation via Γˇ in the vertical directions is taken to be trivial in the
manner of [19] in the fourth column of table 4.1.
b) parallel propagation via Γˇ in the horizontal directions on P is taken to relate to
the contours of the gauge curvature over the base space M4, following [20] in the
fifth column of table 4.1 for the case c = 1.
c) with a view to deriving physical equations on the base space M4 compatibility
with gauge covariance should be observed, as emphasised in [18].
d) consistent with c) the linear connection may be compatible with the natural, but
non-physical, metric gˇij of equation 4.4, although the torsion may be arbitrary
as initially emphasised in [17].
e) the bundle P serves as an arena to relate the external and internal symmetry
structures compatible with the simultaneous possibility of R = 0 and F = 0, as
derived from consideration of figure 5.1 for the present theory.
Based on these observations and the broader discussion of Kaluza-Klein theory
in chapter 4 the conjectured linear connection components on P , as extracted from
table 4.1, can be summarised as:
4) Γ´aγb = g
acgγβF
β
bc, 5) Γ´
α
ab = F
α
ab, 6) Γ´
a
bc = Γ
a
bc (5.13)
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with all other Γ´ijk = 0. Hence these are essentially the set of [19] in the fourth column
of table 4.1 with λ = 2, with the motivation for employing this latter value derived
from the geometrical argument in [20]. This latter argument also has the benefit of
fixing the geometry of Γˇ without any reference to the Levi-Civita connection on P .
The whole purpose of constructing a linear connection Γˇ on P , as described
above, is to provide a means through which a correlation between the external and
internal curvature may be explicitly described. On the spacetime manifold M4 any
relationship between the external geometry, expressed in terms of the Einstein tensor
with components Gµν(x), and the internal geometry, expressed in terms of the gauge
curvature with components Fαµν(x), must transform covariantly both under general
coordinate transformations and under gauge transformations, as described in particular
in section 3.4. One technique for obtaining such a relation is to first identify a scalar
‘Lagrangian’ function which has these invariance properties, as described in section 3.5.
This approach, again following the Kaluza-Klein theories, will be adopted provisionally
here, although a more direct geometric argument leading to equation 4.16–4.17, which
itself has the desired symmetry properties, would ultimately be preferred. (Since in
the following components such as Fαµν(x) will always refer to the purely internal gauge
curvature we now omit the underscore for these objects).
While earlier in this section the Riemannian curvature R´ijkl was constructed on
the full bundle P ≡M4×SO+(1, 9) we are now focusing on the bundle P ≡M4×SO(6),
upon which the gauge curvature is generally finite. For any linear connection on the
bundle space P , such as defined by any of the six sets of connection coefficients Γ´ijk
listed in table 4.1, the Riemann curvature tensor can be determined according to equa-
tion 5.2, which is specified in the horizontal lift basis. The corresponding Ricci curva-
ture components R´αβ and R´ac are listed here in the first and fourth rows of table 5.1
for the six familiar examples. In all cases the entries in this table calculated here agree
with the corresponding equations of the given references – within the sign conventions
such as that of equation 3.74 and as alluded to near the opening of chapter 4.
The scalar curvature constructed in the horizontal lift basis on the principle
bundle space can be written as:
R´ = g´ijR´ij = g
acR´ac + K
αβR´αβ (5.14)
owing to the simple form of the metric g´ in this basis as expressed in equation 4.4.
Hence the Ricci curvature components R´aα and R´αa are not required in order to
determine the scalar curvature on the bundle.
If each of the four factors of 12 in the ‘Cho [13]’ column in table 4.1, for the
case of Levi-Civita connection coefficients Γ´ijk on the bundle, listed in rows 1), 3), 4)
and 5) are replaced by the real factors f1, f3, f4 and f5 respectively then the scalar
curvature in the horizontal lift basis is found to be:
R´ = RM + RG + χF
2 (5.15)
with χ = f3 − f3f4 + f4f5 − f3f5 (5.16)
This expression agrees with the scalar curvature for the Levi-Civita case, with each
fi =
1
2 , as quoted originally in equation 4.9, and with each subsequent case of table 4.1
as quoted in the final row of table 5.1. Equations 5.15 and 5.16 show that f3 is the only
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Cho [13] Kop [17] O+P [18] Kal [19] Kat [20]/min
R´αβ = R(G)αβ + −14FαbdF bdβ 0 −14FαbdF bdβ 0 0
R(G)αβ =
1
4Kαβ (α− α2)Kαβ 0 0 0
KαβR´αβ = RG − 14F 2 RG −14F 2 0 0
R´ac = R(M)ac+
1
2F
β
adF
d
βc 0
1
2F
β
adF
d
βc
λ2
4 F
β
adF
d
βc c
2F βadF
d
βc
gacR´ac = RM +
1
2F
2 0 12F
2 λ2
4 F
2 c2F 2
R´ = g´ijR´ij = RM+RG+
1
4F
2 RM +RG RM +
1
4F
2 RM +
λ2
4 F
2 RM + c
2F 2
Table 5.1: Composition of the scalar curvature R´ on the bundle space for the six cases
of table 4.1. Contributions to the components of the Ricci curvature on the bundle
include R(G)αβ and R(M)ac from the group manifold and base space respectively, with
RG = K
αβR(G)αβ and RM = g
acR(M)ac being the respective scalar curvatures. The
results for the sixth, ‘minimal’, case in table 4.1 are identical to those listed for [20] in
the final column above with c2 = γ.
coefficient which is sufficient in itself to introduce a non-trivial F 2 term, alongside RM ,
into the scalar curvature R´, and this observation in part motivated the consideration of
this simplest set of Γ´ijk coefficients, as listed in the ‘minimal’ column of table 4.1 and
described in equation 5.11 above. While perhaps not developed as a serious physical
proposal this minimal model further demonstrates the flexibility within the Kaluza-
Klein framework, obtaining the appropriate link between the external geometry and
internal curvature with a seemingly much simpler linear connection on the bundle
compared with the Levi-Civita case. More generally, equations 5.15 and 5.16 display
the mutual consequences of the non-zero Γ´ijk terms for the models listed in table 4.1.
Since R´(p) is a scalar field on the bundle at any given point p it takes the same
value in any local frame. Hence for example in a direct product basis, corresponding
to a section σ on P , the scalar value is simply R¨(p) = R´(p). Further, since each of the
scalar terms in the bottom line of table 5.1 is gauge invariant, a corresponding scalar
function on the base space M4 may be deduced as:
R˜(x) = σ∗R¨(p) = RM +RG + χF 2 (5.17)
which is equivalent to R´(p) for any p ∈ P such that π(p) = x ∈ M4. Hence R˜(x) is
a real scalar function on M4 which contains information about both the external and
internal geometry, is invariant both under coordinate and gauge transformations on
the base space, and therefore makes a suitable ‘Lagrangian’ candidate onM4. Whether
or not RG vanishes and the real value χ in equation 5.17 depend upon the particular
model, as can be seen for the examples of table 5.1 and via equation 5.16 respectively.
For the case of most interest for the present theory, with non-zero linear connection
coefficients listed in equation 5.13, corresponding to setting λ = 2 in the ‘Kal [19]’
columns of tables 4.1 and 5.1, we have simply R˜(x) = RM + F
2.
The starting point for the Kaluza-Klein theories reviewed in sections 4.1 and
4.2 is the mathematical structure of a principle fibre bundle P = (M4, G), such as
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described in section 3.1 and pictured in figure 3.1. This structure features an extended
base space M4 over which a gauge connection may be introduced on the bundle space
P transforming under the internal symmetry gauge group G. In these theories the
bundle space is typically interpreted as a higher-dimensional physical spacetime. For
example in reference ([18] p.190) the authors write: ‘Our general attitude is to regard
the nG vertical dimensions as physically real, and hence the vertical Einstein equations
as true dynamical equations of the (n+ nG)-theory.’
A similar perspective is generally adopted for the theories with homogeneous
fibres, described in section 4.3, in this case for the bundle space E = (M4, Sk). In
the introduction of reference [24] the authors write: ‘Kaluza-Klein theories are theo-
ries in which the gravitational potential together with the gauge potentials of various
interactions are interpreted as manifestations of (pseudo-) Riemannian structure of
the Universe which is 4 + k dimensional.’ The analogy between coordinate transfor-
mations in general relativity and gauge transformations in gauge theory, discussed in
section 3.4, is more explicitly realised in these theories as demonstrated for example
in equations 4.24.
In Kaluza-Klein theories restrictions on the form of the metric gˇij on the higher-
dimensional space, in particular a necessary conformity with equation 4.3, induce a
‘dimensional reduction’ or ‘spontaneous compactification’ of the larger space. The
latter is then interpreted as a bundle structure with fibres, corresponding to the nG-
dimensional gauge group G or an associated k-dimensional homogeneous space Sk,
over the smaller n = 4-dimensional spacetime M4.
The origin of the bundle structure in Kaluza-Klein theories hence contrasts
sharply with that for the present theory. Here the geometric structure M × G arises
out of the symmetries of a general form of temporal flow L(v) = 1 as described in
chapter 2. In particular for the 10-dimensional form L(v10) = 1, considered in this
section and employed in figure 5.1, the base spaceM4 arises out of a parametrisation of
a 4-dimensional subset of the ‘translational’ degrees of freedom of the components v10
under L(v10) = 1, with gauge fields drawn over the base space out of the ‘rotational’
degrees of freedom of the same temporal form.
Here the only physical space is the manifold M4, providing the arena for gen-
eral relativity in a 4-dimensional spacetime, with no ‘compactification’ from a higher-
dimensional extended spacetime required. The spacetime geometry on M4 derives
from the local Minkowski metric ηab implicit in the 4-dimensional temporal form of
equation 5.1, now written L(v4) = h
2 in the projection out of the higher-dimensional
form L(v10) = 1. On the other hand the Killing metric gαβ = Kαβ does not describe
the geometry of a physical space, either on the group manifold G or bundle space
P . It relates the Lie algebra adjoint and coadjoint representations as usual, with for
example Fαab = gαβF
β
ab, and it may be employed as a mathematical structure on P
in the derivation of scalar quantities, as for example in equation 5.14.
The roles of the metric gµν(x) and gauge field Y
α
µ(x) in the laws of physics
on M4 are well defined. When lifted to the principle bundle P these objects can
be augmented by the Killing metric gαβ on G to define a metric gˇij in the form of
equation 4.5 on the bundle space. This latter metric could be employed on P , for
example to construct a curvature scalar Rˇ from the Riemann tensor Rˇijkl based on
a Levi-Civita connection Γˇijk, but no physical significance should be attached to the
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geometric connotations of the metric gˇij introduced in this way.
Indeed gˇij , as described in equation 4.4, consists of an unnatural marriage with
the external local metric ηab originating within the form of L(v10) = 1 upon which the
group G, with Killing metric gαβ , acts. This is the case whether the group describes
full symmetry Gˆ = SO+(1, 9), as considered earlier in this section, or the internal
symmetry G = SO(6) as considered here. Such a hybrid metric gˇij , composed of parts
of quite different character, hence seems an unnatural object to endow with a physical
geometric meaning. Hence here the construction of a Levi-Civita connection on the
bundle space as described in subsection 4.1 is not well motivated, with the bundle not
considered as representing an extension of general relativity to a higher-dimensional
space. On the other hand with this unifying framework taking the shape of a principle
fibre bundle over the base space the present theory is naturally related to Kaluza-Klein
theories, in particular those of the kind reviewed in section 4.2.
While the structure of these Kaluza-Klein theories rests on a deliberate exten-
sion of the formalism of general relativity into a space with extra dimensions, in the
present theory the construction of a linear connection on the bundle space is motivated
rather as a mathematical means to relate the physical Riemannian curvature on the
base space M4 to that of the internal gauge fields. Indeed it is still possible to define
a linear connection Γˇ on the bundle which is closely associated with both the linear
connection Γabc on the base space M4 and the internal gauge curvature F
α
ab, however
only the linear connection Γ on M4 has a significance in terms of describing a physical
space.
As for other branches of this theory, including its connections with the Standard
Model, quantum theory and cosmology to be presented subsequently in this paper, the
aim is to develop the theory naturally out of the basic conceptual ideas. Here it is
the basic geometric structures relating to the symmetries of L(v) = 1, in particular in
the symmetry breaking over the M4 base manifold pictured in figure 5.1, that provides
the unified framework for the external and internal curvature. The resulting geometric
structure, exemplified here by the principle bundle P ≡M4×SO(6), while not forming
a physical spacetime itself, provides the mathematical arena for a unification of the
external and internal geometry arising out of the breaking of the full L(v10) = 1
symmetry over the base space M4.
The general form of the relation between the external Riemannian geometry R
and internal gauge curvature F is conjectured to arise naturally in this framework, in
a generally and gauge covariant manner, essentially taking the form of equation 4.16–
4.17. This relation is provisionally derived here via the scalar function R˜(x) of equa-
tion 5.17, interpreted as a geometric perturbation to the Einstein-Hilbert action on the
base space M4 arising from the higher-dimensional form of temporal flow L(v10) = 1.
In particular, from the range of models studied, with linear connection coefficients Γ´ijk
on the bundle listed in table 4.1 and the corresponding scalar curvature R´ determined
in table 5.1, the argument outlined in points ‘a) – e)’ earlier in this section leads to the
proposed set of equation 5.13. This argument focuses on the horizontal transport in
P skirting over the base manifold M4, and in appealing in particular to references [19]
and [20] meets half-way with Kaluza-Klein theory. Further progress might be made
for example by placing more complete emphasis on point ‘b)’ with a full set of Γ´ijk
coefficients defined in terms of the parallel transport associated with the internal gauge
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curvature as described for figure 3.3.
In standard Kaluza-Klein theory the action Am for the scalar curvature Rˇ
defined on the bundle space P in equation 4.10 reduces to the 4-dimensional action
integral A4 of equation 4.11 owing to the trivial integration over the fibre degrees of
freedom. The point of view adopted here is that the scalar field R˜(x) = RM + χF
2
of equation 5.17 (with RG = 0 and χ = 1 for the model of equation 5.13 constructed
here) is defined directly on the base space M4 itself. In turn the action integral is
defined directly on the base space as:
I˜ =
∫
(RM + χF
2)
√
|g| d4x (5.18)
as a coordinate and gauge invariant expression with all fields defined onM4. As denoted
by the ‘tilde’ on I˜ this function is considered as a perturbation of the Einstein-Hilbert
action for the vacuum case, equation 3.79 with α = 1, Λ = 0 and L = 0, which
was described in the opening of section 3.5. That is, equation 5.18 incorporates the
perturbation to the scalar curvature RM (x) → R˜(x) on the base space M4. The full
Einstein-Hilbert action of equation 3.79 can be written:
I =
∫
(αRM + L)
√
|g| d4x (5.19)
where the cosmological constant Λ has been dropped in correspondence with the lack of
a finite RG term in equation 5.18. Further comparison between the above two equations
shows that equation 5.18 describes a perturbation to general relativity equivalent to
the introduction of a Lagrangian term L = +αχF 2 in the original Einstein-Hilbert
action. While the mathematical conclusion is identical to Kaluza-Klein theory, here
the interpretation involves a more minimal impact on the arena of general relativity
in 4-dimensional spacetime, namely without a physical augmentation into a higher-
dimensional extended spacetime.
The choice of χ = 14 and α =
−1
16πGN
respectively in the two equations above
represents the standard normalisation for the incorporation of gauge fields into the
Einstein-Hilbert action, as described in section 3.5. This standard action if also dis-
cussed in ([26] section 20.6) where the shortcomings of the Lagrangian approach are
highlighted. The intention of the present theory is ultimately to avoid any direct
reference to the Lagrangian formalism entirely. For the present case the form of
R˜ = RM + χF
2 in equation 5.18, in deriving from equation 5.17, arises from the
geometry on the bundle P = M4 × SO(6) in a physically meaningful way in terms of
entities on the base space M4. This structure can be considered as a perturbation to
general relativity deriving from the need to take into account the internal space of the
form L(v10) = 1 and the geometric structures entailed.
If the 4-dimensional form L(v4) = 1 of equation 5.1 alone is considered no
symmetry breaking is involved in the identification of the bundle P ≡M4 × SO+(1, 3)
out of the symmetries of this form. As described in section 2.2, in the context of
the SO(3) model, this structure incorporates a canonical flat connection with zero
curvature, that is Rρσµν(x) = 0, without any reference to a Lagrangian. This result
is however identical to that achieved in equation 3.82 for the vacuum case using the
stationarity of the Einstein-Hilbert action under variation of the metric field gµν(x)
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on M4; since R
ρ
σµν(x) = 0 if Gµν(x) vanishes everywhere in spacetime. Hence the
conjecture here is that a perturbation to this Einstein-Hilbert action, in the form of
equation 5.18, carries with it the consequences for the Riemannian geometry on M4
that follow from an embedding in the structures of a larger form of temporal flow such
as L(v10) = 1.
Here the provisional adoption of a ‘Lagrangian function’ has a direct conceptual
motivation. This is unlike for example the case of the Standard Model Lagrangian for
particle physics, elements of which will be reviewed in section 7.2, for which both
the fields and Lagrangian terms are generally introduced and contrived by hand with
the aim of achieving the desired equations of motion and particle interactions for the
known phenomena of high energy physics. The means of bypassing the Standard Model
Lagrangian for the present theory will then be described in subsequent chapters, while
the avoidance of a necessary Lagrangian to derive classical equations of motion will be
considered further here in the following section.
Within this caveat for the employment of a Lagrangian approach, the equation
of motion obtained by requiring δI˜ = 0 for equation 5.18, under variations δgµν(x) of
the metric on M4, follows the derivation of equation 4.16–4.17 and can be written here
as:
Gµν = 2χ(−FαµρF ρνα −
1
4
gµν FαρσF
ρσ
α ) =: −κT µν (5.20)
At the purely theoretical level the factor of χ in this equation arises directly in equa-
tions 5.15 and 5.16, which in turn derive from the relation of linear connection Γ´ijk
on the bundle to the gauge curvature Fαab as listed in the columns of table 4.1. For
the present theory the correlation between the external and internal geometry in the
breaking of the full form L(vˆ) = 1 over the base space M4 has been considered provi-
sionally in terms of the set of linear connection coefficients of equation 5.13, and hence
with χ = 1.
With gravitational and gauge field phenomena historically studied indepen-
dently in practice the normalisation factor connecting the left-hand side and central
expressions of equation 5.20 is a matter for empirical convention, as for the factor of
κ = 8πGNc4 on the right-hand side of this equation. Here for normalisation in practice
we shall set χ = κ2 implying a choice of physical units such that the energy-momentum
tensor can be expressed directly in terms of the gauge curvature, as will be the case
for the electromagnetic field tensor Fµν in the following section (see for example equa-
tion 5.28).
Equation 5.20 reduces to the vacuum solution Gµν(x) = 0 for the case in which
curvature of the internal gauge field vanishes Fαµν = 0. More generally, with the
Einstein tensor Gµν = Rµν − 12RMgµν , contracting the equation 5.20 with gµν leads to
the conclusion RM = 0, the standard vanishing of the scalar curvature associated with
a classical gauge field, while the Ricci curvature is generally finite with Rµν = Gµν 6= 0.
Hence while for a general solution we have R˜ = χF 2 6= 0, the full expression
R˜ = RM +χF
2 6= 0 is needed in equation 5.18 in order to derive the field equation 5.20
through the method of variation. A similar observation applies for the vacuum equa-
tions of general relativity, namely the derivation of equation 3.82, and further suggests
that the Lagrangian approach may not be entirely satisfactory. Ideally the aim here
would be to derive equation 5.20 purely by geometrical means and without reference
to a Lagrangian. In the meantime, by further considering δI˜ = 0 for the action in
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equation 5.18, now with respect to variation in the gauge fields δY αµ(x), leads, as
described earlier for equation 4.18, to the Yang-Mills vacuum equation:
DµF
αµν = 0 (5.21)
For the case of an Abelian internal U(1) symmetry this relation expresses Maxwell’s
equation for a source-free electromagnetic field.
While the unification has been described here in terms of the principle bundle
space P ≡ M4 × SO(6), for the broken group symmetry action, a bundle of homo-
geneous fibres E ≡ M4 × Sk might also be constructed, with fibres composed of the
purely internal v6 components of L(v10) = 1, complementary to the projection onto
the external spacetime with v4 ∈ TM4 as pictured in figure 5.1(b). A transitive action
of SO+(1, 9) on the space underlying L(v10) = 1 can be identified, as for the action of
SO(6) on the internal space which hence forms the homogeneous space Sk employed
for the fibres. Since these actions are also effective the complete internal gauge sym-
metry dynamics will be represented for the theory formulated in terms of a bundle
with homogeneous fibres, rather than the principle fibre bundle, as was reviewed in
section 4.3.
In the models of section 4.3 the internal group G can be considered as a global
isometry, that is a symmetry preserving a metric gα˚β˚ on Sk, with H ⊂ G as the
isotropy subgroup leaving any point y0 ∈ Sk fixed. By contrast for the present theory
Gˆ = SO+(1, 9) can be considered as an isochronal symmetry preserving the temporal
form L(v10) = 1 with H = SO
+(1, 3) ⊂ Gˆ as the local isometry subgroup preserving
the metric on TM4, while the complementary H = SO(6) ⊂ SO+(1, 9) leaves any
vector v4 ∈ TM4 fixed. The bundle structures on E ≡ M4 × Sk may ultimately shed
further light on the derivation of equation 5.20 together with the theoretical value of
χ.
While a consistent and rigorous mathematical framework needs to be estab-
lished a full understanding of the appropriate conceptual picture for the extraction of
the geometry on the base manifold derived from, and breaking, the symmetries of the
full form L(vˆ) = 1 is also required. It is out of the marriage of these mathematical
and conceptual ideas that an ultimate form for the relationship between the external
Riemannian curvature R and internal gauge curvature F on the base space M4 might
be arrived at. This section has described the evolution of ideas arising out of the
symmetries of L(v) = 1 described in chapter 2, steered by the structures of differential
geometry and Kaluza-Klein theory as described in chapters 3 and 4, aiming towards
such a unification. Attempting to justify all the steps along the way, via the linear
connection on the bundle of equation 5.13, scalar function on the base space of equa-
tion 5.17 (with RG = 0) and action integral of equation 5.18, the aim has been to arrive
provisionally at the relation of equation 5.20 with minimal assumptions. This equation
shows how a relation between the external and internal curvature might be achieved in
the present theory with non-zero values for R 6= 0 and F 6= 0 closely correlated. The
possibility of deriving equation 5.20 via purely geometric means without any reference
to a Lagrangian formulation remains as a conjecture of the theory.
It should be further noted that only classical fields have been considered so far
and it may be that, given the symmetry of the classical picture described originally
in figure 2.2, a quantum field description of the theory will be required to provide the
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mechanism through which non-flat structures ultimately arises on the base manifold
in general. This in turn relates to the concept of ‘many solutions’ for the geometry
Gµν(x) on the base space as will be described in chapter 11. In the meantime, given
the Kaluza-Klein relation of equation 5.20 itself, a number of further equations of
motion may be deduced without the need for a Lagrangian formalism. Hence these
consequences are conjectured also to apply in the present theory, as we review in the
following section.
5.2 Equations of Motion for Fields and Matter
In standard field theory the Lagrangian, being a scalar, provides a means to introduce
arbitrary, although generally empirically motivated, symmetries into the theory with
such symmetries generally preserved in the resulting equations of motion, as reviewed
in section 3.5. In the Lagrangian approach the compatibility of the equations of motion
with energy-momentum conservation ∂µT
µν = 0 is ensured through the Euler-Lagrange
equation if the energy-momentum tensor is defined according to equation 3.102, as an
application of Noether’s theorem.
In the present theory equation 5.20 emerges out of the constraint of the simple
form L(vˆ) = 1 projected over the base space M4, in principle without the need for
a Lagrangian formalism, as described in the previous section for a model based on
the form L(v10) = 1. The new theory avoids the ambiguity inherent in the choice
of a scalar Lagrangian function and replaces the need to impose the principle of ex-
tremal action with a firm conceptual grounding in the physical manifestation of the
full form of temporal flow L(vˆ) = 1 and its symmetries. Hence in contrast to the
Lagrangian approach here we begin with T µν;µ = 0 as a direct consequence of the
definition of energy-momentum as T µν := Gµν , within a conventional normalisation
factor in relations such as equation 5.20, together with the contracted Bianchi iden-
tity Gµν;µ = 0. In the limit of vanishingly small spacetime curvature, with a linear
connection Γ → 0 in a suitable choice of coordinates, this constraint can be written
as ∇µT µν = 0 → ∂µT µν = 0 and interpreted as energy-momentum conservation. The
question then regards the extent to which this constraint determines the equations
of motion, both in a curved spacetime and in the limit of flat Minkowski spacetime,
for the entities which apparently compose T µν , without appealing to a Lagrangian
structure.
This also contrasts with a more standard approach to general relativity, re-
viewed in section 3.4, in which the Einstein tensor Gµν is first equated with a generic
energy-momentum tensor, Gµν = −κT µν in equation 3.75, via a normalisation con-
stant κ. In the meantime various examples of possible forms T µν may be postulated,
or deduced from a Lagrangian method, for example for the energy-momentum of a
perfect fluid or an electromagnetic field, again with appropriate normalisation factors.
Only then are the Einstein tensor and the chosen form for T µν linked together via
equation 3.75. This standard approach distances the relation between the external
curvature Gµν and internal curvature Fαµν by the insertion of the apparently mediat-
ing object T µν , which may be considered to act as a ‘source’ for the gravitational field.
It is this structure that motivates the form of equations 4.16 and 4.17. One of the
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main reasons for considering T µν to be the source term in the Einstein equation is that
material phenomena (such as the properties of everyday tables and chairs) are gener-
ally more readily observable than their counterparts in the warping of the spacetime
geometry, particularly within the local laboratory environment.
In the present theory the more intimate relation of equation 5.20 arises directly
from the basic conceptual ideas of the theory, as described in the previous section,
with the symmetry groups of both the external and internal geometry mutually related
through the unifying symmetry of the full form L(vˆ) = 1. The motivation for the right-
hand side of equation 5.20 to subsequently be interpreted as an energy-momentum
tensor corresponding to Gµν will be found in the empirical usefulness of such a concept.
This will be more apparent when ‘quantum effects’ are introduced and augment the
possible forms of T µν beyond that of continuous classical fields, as we alluded to at
the end of the previous section.
Here, beginning from the unified point of view for classical fields, the exter-
nal and internal curvatures appear on a similar footing in equation 5.20, with the
contracted Riemann curvature on the left-hand side equated identically with terms
quadratic in the internal curvature in the central expression. The great difference
in the relative strengths of the respective physical forces encountered empirically in
nature will later need to be accounted for through the respective interactions and cou-
plings of the fields to be identified in the theory. These will give rise to a variety
of laboratory phenomena and will lead to normalisation factors replacing χ in rela-
tions such as equation 5.20 once practical units are employed for measured quantities.
While the bare mathematical relations are needed to understand the theoretical basis
of the unification, for a discussion of the empirical consequences here we set χ = κ2 as
suggested following equation 5.20 in the previous section.
The tensor T µν is composed of effective macroscopic quantities or as a function
of fundamental fields, to be determined in the theory, which in turn mutually constrains
the form of Gµν . Here the initial aim will be to demonstrate the extent to which the
equations of motion for both external gravitational and internal gauge fields are implied
within the unifying form of equation 5.20.
First we consider the classical field for the particular case of U(1) as the internal
symmetry, that is the case of electromagnetism. In terms of the components Fµν =
∂µAν −∂νAµ of the electromagnetic field tensor the components of the Einstein tensor
Gµν of equation 5.20, with a single generator for the internal group, can be written as:
−1
κ
Gµν = FµρF
ρν +
1
4
gµν FρσF
ρσ (5.22)
Hence through this equation direct contact is made between gravitation in the form
of the geometric curvature of spacetime and the familiar laboratory phenomena of the
electromagnetic field. The fact that powerful electromagnetic effects may be observed
for which the associated gravitational field is immeasurably small is an indication of
the need to explain the origin of laboratory normalisation units, as mentioned above.
Given the tetrad field components eµa(x) of a local orthonormal frame field
{ea(x)} the components of the electromagnetic curvature tensor in a local Lorentz
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frame Fab = e
µ
aeνbFµν may be written out as the 4× 4 asymmetric matrix:
[F ]ab =

0 E1 E2 E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0

. (5.23)
This is also the conventional form for the electromagnetic field tensor defined globally
for the flat Minkowski spacetime of special relativity. The special symbols Ei and
Bi (i = 1, 2, 3 with Ei = F0i = F (e0, ei) and −εijkBk = Fij = F (ei, ej)) for the six
independent components of the electromagnetic curvature 2-form F in a particular
Lorentz frame {ea} represent the electric and magnetic fields respectively. These six
components transform non-trivially under external Lorentz transformations but are
trivially unchanged under an internal g(x) ∈ U(1) gauge transformation, equation 3.40,
since g−1Fg = F for an Abelian group.
Historically it was realised that Maxwell’s equations 3.90 and 3.91 exhibit a
U(1) symmetry before an understanding of gauge theories had been developed, al-
though it was not considered to be a fundamental physical symmetry of nature since it
is not a spacetime symmetry. However in the present theory fundamental symmetries
are not of spacetime (in any dimension) but of multi-dimensional forms of temporal
flow expressed as L(v) = 1. These include both the familiar 4-dimensional spacetime
symmetry associated with perception on an extended manifold M4 and equally the
gauge symmetry groups, including the U(1) of electromagnetism that arises here as
will be described in section 8.2. Here both external and internal symmetries, together
with their respective physical phenomena, originate naturally from the fundamental
concepts of the theory.
In an approximately Minkowskian spacetime the electromagnetic field Fab may
be defined and measured operationally by observing the motion of a body of mass m
and charge q in the field and using the Lorentz force law of equation 3.88. In that
equation F bc = η
baFac is a mixed index form of the electromagnetic curvature tensor.
The metric is needed to define this tensor, as it is for F cd = ηcaηdbFab and hence in
turn to define the ‘Hodge dual’ of the electromagnetic curvature tensor:
∗Fab =
1
2
εabcdF
cd with [ ∗F ]ab =

0 −B1 −B2 −B3
B1 0 −E3 E2
B2 E3 0 −E1
B3 −E2 E1 0

. (5.24)
In Minkowski spacetime εabcd = ε[abcd] are the components of the completely antisym-
metric rank-4 tensor ε ≡ e0∧e1∧e2∧e3, with ε0123 = ε(e0, e1, e2, e3) = +1 implying the
choice of right-handed orientation for the orthonormal basis {ea}, while the cotensor
components are simply εabcd = −εabcd. In a general coordinate system, including the
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case of a curved spacetime, the metric volume form ω with components:
ωabcd =
√
|g| εabcd (5.25)
ωabcd = (1/
√
|g|) εabcd (5.26)
where g(x) is the determinant of the metric gµν(x), is employed for the Hodge dual
operator of equation 5.24 since ε, unlike ω, does not transform as a tensor under
general coordinate transformations. The Levi-Civita symbol εabcd is equivalent to the
components of the volume form ω in Minkowski spacetime with global coordinates
employed such that the metric gµν(x) = δ
a
µδ
b
νηab everywhere.
In general on an n-dimensional manifold the space of p-forms has the same
number of degrees of freedom as the space of (n−p)-forms with a canonical isomorphism
between the two sets given by the metric volume form ω. The isomorphism map is
the Hodge dual of a form which contains precisely the same information reorganised
into the components of the dual form. For example the map from F in equation 5.23
to ∗F in equation 5.24 corresponds to a rearrangement of matrix components with
(Ei, Bj)→ (−Bi, Ej).
The Einstein tensor Gµν = Rµν − 12Rgµν is the ‘trace-reversed’ Ricci tensor, it
can also be defined as the contraction ([6] p.325):
Gβγ := G–
τβ
γτ
with G– αβγδ :=
1
2
ωαβρσ R µνρσ
1
2
ωµνγδ
and in this sense is ‘dual’ to the Ricci tensor Rµν . The tensor G– carries exactly the
same information, and possesses the same rank-4 tensor symmetries, as the Riemann
tensor R and hence also has 20 independent components. It is analogous to the dual
tensor ∗F for the electromagnetic curvature tensor F .
The electromagnetic energy-momentum tensor identified with T µν := − 1κGµν
for equation 5.22, as guided by the Kaluza-Klein framework, is identical to that ob-
tained in equation 3.105 in the Lagrangian formalism since effectively the same matter
Lagrangian L ∼ F 2 is introduced in both cases, via equations 5.18 and 3.93 respec-
tively. This expression can also be written in an equivalent but more symmetric form
([26] p.456):
T µν =
1
2
(FµρF
ρν + ∗Fµρ
∗F ρν) (5.27)
= FµρF
ρν +
1
4
gµν FρσF
ρσ (5.28)
From either of these equations the energy density of the electromagnetic field
is found to be T 00 = 12 (E
2 +B2), as originally expressed by Maxwell. There are two
Lorentz invariants of the electromagnetic field, the scalar norm 12FµνF
µν = −(E2−B2)
and the pseudo-scalar 14Fµν
∗Fµν = EB, although expressions of the latter kind (com-
posing Fµν with its dual) do not feature in T
µν . Both of these quantities are functions
on the spacetime manifold which locally take the same value in any Lorentz frame and
are also invariant under (orientation preserving) general coordinate transformations.
The energy-momentum tensor for the electromagnetic field is also traceless,
T µµ = 0, from which the trace of the Einstein equation implies that the scalar curvature
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vanishes, R = 0, and hence in this case the Einstein equation can be written Gµν =
Rµν = −κT µν , as described shortly after equation 5.20 in the previous section. Hence
in the Einstein-Maxwell theory while the Maxwell tensor Fµν and its dual
∗Fµν appear
in a symmetric way in equation 5.27 the Einstein tensor Gµν is identical to its ‘dual’
Rµν .
From this underlying theoretical point of view electromagnetism arises as a U(1)
gauge theory with the electromagnetic field tensor being the exact 2-form F = dA as
defined in terms of the U(1) connection 1-form A(x). Hence by the exterior algebra
property d2 = 0 the curvature 2-form is in turn necessarily closed dF = 0 as an
identity that gives immediately the homogeneous Maxwell equations summarised in
equation 3.90.
With the electric current 1-form defined as J := ∗d ∗F (that is ∗J := d ∗F con-
sistent with the inhomogeneous Maxwell equation 3.91) from the property d2 = 0 it
also follows immediately that dd ∗F = 0 and we also find the identity d ∗J = 0. In
Minkowski spacetime this in turn implies that ∂aJ
a = 0 corresponding to the conser-
vation of electric charge expressed in terms of the components of the conserved current
J associated with the internal U(1) symmetry. This is very closely analogous to the
fact that defining the energy-momentum tensor to be T µν := Gµν leads immediately
to the local conservation of energy-momentum T µν;µ = 0 via the contracted Bianchi
identity for the Einstein tensor Gµν . Hence Noether’s theorem, based on a Lagrangian
approach as described in section 3.5, is not needed to identify either of these conserved
quantities, which are both purely geometric in origin.
It can be shown ([6] p.472) that for the case J = 0 the Einstein equation, in
the form of equation 5.22, mutually constrains the evolution of both the gravitational
and electromagnetic field, with the latter usually expressed by the source-free Maxwell
equation d ∗F = 0, that is equation 3.91 for J = 0, as we review here. Applying the
identity Gµν;µ = 0 to both sides of equation 5.22 gives:
0 = Fµτ;µF
ν
τ + F
µτF ντ ;µ +
1
2
gµνFρσ;µF
ρσ
= F ντ F
µτ
;µ + g
µνF ρσFσµ;ρ +
1
2
gµνFρσ;µF
ρσ
= F ντ F
µτ
;µ +
1
2
gµνF ρσ(Fσµ;ρ + Fµρ;σ + Fρσ;µ)
⇒ F ντ Fµτ;µ = 0 (5.29)
The final term in the penultimate equation vanishes by the identity dF = 0, that is
the homogeneous Maxwell equation 3.90, or F[σµ;ρ] = 0 in components (again here ‘;µ’
is the covariant derivative with respect to the linear connection Γ in a general curved
spacetime). The remaining expression in the bottom line involves a linear combination
of the four quantities Fµτ;µ. The determinant of the coefficients F
ν
τ is the Lorentz
pseudo-scalar |F ντ | = −(EB)2 ([6] p.472). For a general electromagnetic field this
quantity is non-zero, except that it may vanish on hypersurfaces, and hence in general
the source-free form of the Maxwell equation 3.91 does not need to be imposed, rather
it may instead be deduced from the Einstein equation for the electromagnetic field
that:
Fµτ;µ = 0 (5.30)
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On defining Jτ = Fµτ;µ this result shows that vanishing current J = 0 is
implied for the relation of equation 5.22 under the Bianchi identity Gµν;µ = 0. For this
vacuum case J = 0 both the curvature F and its dual ∗F satisfy a similar equation,
dF = 0 and d ∗F = 0 respectively, while for the external curvature there is a greater
symmetry with Gµν equal to its ‘dual’ Rµν , as described above.
A similar argument may be followed for the non-Abelian case, beginning with
equation 5.20 and following the sequence of expressions leading to equation 5.29 except
with Fµν → Fαµν and an extra contraction over the index α, representing the group
generators, for each quadratic term in the internal curvature. Sandwiched between the
two complementary constraining identities for the external and internal curvature, that
is the Bianchi identities Gµν;µ = 0 and DF = 0 respectively, this leads to the Yang-
Mills equation DµF
αµν = 0, which was derived from a Lagrangian in equation 3.95,
and includes self-interaction terms for the non-Abelian gauge field Y αµ(x). The same
equation was also derived as a consequence of Kaluza-Klein theory in equation 4.18
from the stationarity of the action integral of equation 4.10 on a principle bundle.
Generally for the non-Abelian case, as for the Abelian case of Maxwell’s equations, a
conserved current can be obtained in terms of a geometric identity.
For the present theory the Maxwell and Yang-Mills equations are also pro-
posed to arise through a purely geometric argument, similar to that described for
equation 5.29, directly from the identity Gµν;µ = 0 as applied to equation 5.20. This
relation itself arose in equation 4.16-4.17 under the stationarity of an action integral in
Kaluza-Klein theory, although in the previous section we described how equation 5.20
might be obtained ultimately in the present theory without any appeal to the La-
grangian formalism. Here equation 5.20 is considered to arise as a perturbation to the
Einstein vacuum equations, derived for equation 3.82 in terms of the stationarity of the
Einstein-Hilbert action under variations of the metric δgµν(x). Consistent with this
approach the above discussion suggests that the variation of the gauge field δY αµ(x)
is not needed in order to derive the vacuum Yang-Mills equation 5.21; rather, as for
general relativity, only the δgµν(x) variation is needed in order to derive equation 5.20,
which in turn itself implies the relation of equation 5.21 as a consequence of the geo-
metric structure. With equation 5.20 itself conjectured to arise inevitably out of the
geometric constraints implied in the breaking of the full L(vˆ) = 1 symmetry over M4
any explicit reference to the Lagrangian formalism might be avoided entirely.
In the present framework non-Abelian symmetries arise, as for the case of U(1)
above, within the internal symmetry action on the full form L(vˆ) = 1. The symmetry
breaking is pictured in figure 5.1 for the L(v10) = 1 model, for which the internal
symmetry is identified simply as SO(6). Internal symmetries deriving from yet higher-
dimensional forms of L(vˆ) = 1 will be considered in chapters 8 and 9.
Returning to the Abelian case of electromagnetism, more generally for J 6= 0, in
applying to the Maxwell tensor F and not to the dual tensor ∗F the Bianchi identity
dF = 0 introduces a clear break in the mathematical symmetry between these two
tensors. This in turn is directly associated with the empirical asymmetry between the
observed roles of the electric and magnetic fields. The field components (Ei, Bj) are
oriented within the Maxwell tensor in equation 5.23 such that they are distinguished
by the particular properties that ∇B = 0 while ∇E = σ, where σ is the charge
density for the case of static fields . (From the historical empirical point of view the
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asymmetry between the expressions for dF in equation 3.90 and d ∗F in equation 3.91
is a physical observation in the sense it ‘might have been’ observed that dF = ∗JM
with a ‘magnetic monopole current’ JM , however empirically such a current has never
been seen.)
Here we next consider how equations of motion describing the broad macro-
scopic properties of matter arise. The microscopic details of fields and quantum physics
which underlie these properties need not be considered in any detail here. Rather the
general freedom inherent in the Einstein equation, beyond a specific form such as equa-
tion 5.22, will be opened up to a more general structure Gµν = −κT µνǫ , where ǫ here
denotes an effective energy-momentum tensor describing coarse macroscopic phenom-
ena. This macroscopic form of T µνǫ will include terms for the effective flow of physical
matter, either charged or uncharged, as well as for the original electromagnetic field,
all combinations of which will be collectively subject to T µνǫ ;µ = 0 through the Einstein
equation.
Under the symmetry transformations of a higher-dimensional form of temporal
flow L(vˆ) = 1 the projection over the base manifold M4, as described in the previous
section, leads to a relation between classical external and internal fields culminating
in a relation of the form of equation 5.20, which may be written:
Gµν = f(Y ) (5.31)
The identity Gµν;µ = 0 then leads to constraints on the equations of motion for
the internal gauge fields Y (x), that is the Yang-Mills-Maxwell equations, as described
above. A particular form for the energy-momentum tensor is identified as T µν :=
− 1κGµν , that is via the Einstein equation.
So far we have considered only the case in which Gµν(x) is equated with a
function of the curvature Fαµν(x), in turn derived from a classical continuous gauge
field Y αµ(x), in the form of equation 5.31, which exhibits a relatively even significance
for the external gravitational field on the left-hand side and the internal gauge field
on the right-hand side. This structure was motivated to obtain Gµν on the left-hand
side of equation 5.20 corresponding to a global continuous external linear connection
field Γ(x) as required to define a geometric perceptual arena on the base manifold as
described in section 2.2.
More generally a continuous internal gauge field Y (x) is only a local require-
ment so long as the central expression of equation 5.20 can be modified in a manner
compatible with the identity Gµν;µ = 0. With the components of the internal sym-
metry gauge fields Y αµ(x) coupled with the internal temporal components, through
a relation of the form of equation 2.47, only the combined effect is required to be
compatible with the necessary smooth geometric structure on the left-hand side of
equation 5.31 and we can write:
Gµν = f(Y, vˆ) (5.32)
implying in turn a more flexible expression for the energy-momentum tensor T µν :=
− 1κGµν . This extra freedom, not tied to the constraint of a continuous internal gauge
field onM4, allows for field exchanges between the internal gauge connection Y (x) and
components of temporal flow vˆ(x), which will be of the kind described in chapters 8
and 9 for more realistic forms L(vˆ) = 1 in comparison with the observations of high
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energy physics experiments. The possibility of multiple solutions for Gµν involving
exchanges between the field values of Y and vˆ will be interpreted as quantum and
particle phenomena via the local indistinguishability of the field components, as will
be described chapter 11.
While equation 5.31 might be expressed as Gµν = −κT µν(Y ) the more general
non-classical extension to equation 5.32 can also be written as Gµν = −κT µν(Y, vˆ) with
the identification of the rank-2 tensor fields on either side of this expression remaining
valid since both sides transform the same way and the contracted Bianchi identity will
still apply to both. While Gµν and T µν are identical in form they denote and possess a
differing internal compositions; while the right-hand side can be interpreted as a source
in terms of the fragmented temporal flow composed of apparent ‘matter fields’, Y (x)
and vˆ(x), the left-hand side represents the same mathematical object interpreted as
the Einstein tensor for a linear connection describing the external geometry, as required
for perception.
Equation 5.32 expresses the relation between the gravitational field described
by the metric gµν(x) underlying G
µν and the matter fields Yµ(x) and vˆ(x), together
with the implicit interaction between these latter ‘microscopic’ fields themselves. Al-
ternatively the term ‘matter field’ can refer to an effective macroscopic form for the
energy-momentum tensor such as T µνǫ averaging over the microscopic field interaction
effects. We begin by looking more generally at properties of the symmetric Einstein
tensor Gµν in terms of T µνǫ := − 1κGµν . A timelike eigenvector u may be defined for
the energy-momentum tensor such that ([27] p.174):
T µνǫ uν = ρu
µ (5.33)
with the vector field u(x) normalised as |u| = gµνuµuν = uµuµ = +1 such that
ρ = T µνǫ uµuν (= ρu
µuµ) which will be identified as the effective ‘proper energy density’
or mass density, effectively averaging over underlying microscopic field interactions. In
the general case:
T µνǫ = ρu
µuν − Sµν (5.34)
defines the stress tensor Sµν ([27] p.175). This is a symmetric tensor with four con-
straints Sµνuν = 0 (as can be seen by contracting equation 5.34 with uν) and hence
with six degrees of freedom. The simplest example is that in which the effective energy-
momentum tensor represents a pressureless perfect fluid (such as a dust cloud) with:
T µνǫ = ρu
µuν . (5.35)
In this case Gµν = −κρuµuν and we have gµνGµν = −κgµνρuµuν = −κρ. With
Gµν = Rµν − 12Rgµν this in turn implies R = +κρ with the matter density ρ therefore
directly associated with the spacetime scalar curvature R and hence with gravitational
effects. The sign convention of equation 3.74, with Gµν = −κT µν and positive constant
κ determined in the Newtonian limit, is motivated in part by the resulting sign in the
relation R = +κρ, that is such that positive scalar curvature is associated with positive
matter density.
Applying the contracted Bianchi identity Gµν;µ = 0 to the right-hand side of
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equation 5.35 we then have ([27] p.175):
T µνǫ ;µ = 0 ⇒ (ρuµ);µuν + ρuµ(uν);µ = 0
Σν(×uν) ⇒ (ρuµ);µ = 0 since uν(uν);µ = 0
hence ρuµ(uν);µ = 0. (5.36)
Here the continuity equation (ρuµ);µ = 0, describing the conservation of mass-energy,
in the second line is substituted back into the first line to deduce the expression in
the final line. From this we see that the form of equation 5.35, with ρ 6= 0, implies
that uµ(uν);µ = 0, that is the flow lines of the fluid are geodesics. Such a result
could be derived from the simple Lagrangian of equation 3.78, with the requirement
δL = 0 under variation of the path implying equation 3.77. However here in the case
of a perfect fluid the geodesic law for the motion of bodies in general relativity is an
inescapable consequence of the Einstein field equation and the Bianchi identity, which
is a well-known result.
More generally the effective energy-momentum tensor T µνǫ can describe a per-
fect fluid with non-zero effective pressure p in the form:
−1
κ
Gµν =: T µνǫ = (ρ+ p)u
µuν − p gµν . (5.37)
with, by comparison with equation 5.34, Sµν = p(gµν−uµuν) which satisfies Sµνuν = 0.
The material flow u is again subject to |u| = 1 with ρ and also now p as effective macro-
scopic terms irrespective of the classical or quantum fields underlying this structure.
Again here the structure of matter perceived in spacetime is constrained by the geo-
metrical properties of Gµν . Applying the Bianchi identity Gµν;µ = 0 to the right-hand
side of equation 5.37, similarly as above for equation 5.35 leading to equation 5.36, we
now find that in general uµ(uν);µ is non-zero and proportional to the pressure gradient
([27] p.176), as a deviation from pure geodesic flow of the fluid due to the pressure
term.
Alternatively we may consider a pressureless fluid carrying charge, that is a
fluid with energy density ρ and also a charge density σ. Here we are dealing with
continuous classical fields and bodies corresponding to the motions of macroscopic
entities, where T µνǫ may represent charged metal plates, wires and so on and T
µν
em
describes a classical electromagnetic field, for example in a laboratory setting. For the
original case with the classical electromagnetic gauge field only and T µνem := − 1κGµν
from equation 5.22 consistency with Gµν;µ = 0 required that Jν := F
µν
;µ = 0, as
described for equation 5.30. It is then through the introduction of effective matter
terms that the equations for the electromagnetic field allow for a charged current
J 6= 0 in combination with energy-momentum in the form T µνǫ = ρuµuν , both of which
are composed in terms of the effective matter content.
We have defined T µν := Gµν and argued, following the previous section, that
for an internal U(1) symmetry identified within the full symmetry of L(vˆ) = 1 this
naturally leads to T µνem in the form of equation 5.22. Similarly here with Jν := F
µν
;µ
we would like to understand the form of J that results as microscopic field transitions
over M4 are considered such that equation 5.22 breaks down giving:
−1
κ
Gµν = T µν(Y, vˆ) 6= FµρF ρν +
1
4
gµν FρσF
ρσ and Jν = Fµν;µ 6= 0 (5.38)
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with a specific form for the first equation relating to a specific form for the latter. In
the phenomenological macroscopic limit the effective energy-momentum tensor T µνǫ =
ρuµuν arose as a possible form for a non-trivial Gµν field for the external spacetime
geometry. With charge density defined by σ := ∇E in the electrostatic limit, under a
Lorentz transformation we may associate the 4-vector Jν = σuν with a charged body,
such that σ = uνJ
ν is closely analogous to ρ = uµuνT
µν
ǫ for the matter density of a
pressureless fluid. Hence in addition to the 4-momentum density ρuµ the fluid carries
an effective charge 4-current Jν = σuν , which is identified as a possible form of Fµν;µ
and with the identity Jν;ν = 0 implying the conservation of charge. That is we consider
the flow of matter to be simultaneously associated with:
−1
κ
Gµν =: T µνǫ = ρu
µuν (5.39)
+Fµν;µ =: J
ν = σuν (5.40)
as the respective definitions of matter density ρ and charge density σ. Here the 4-
velocity u(x) with |u| = 1 represents a fluid carrying both the mass and the charge.
The fluid body is interpreted to be immersed in and passing through the electromag-
netic field Fµν such that the Einstein equation reads:
−1
κ
Gµν = T µνǫ = ρu
µuν + FµτF ντ +
1
4
gµν FρσF
ρσ (5.41)
That is the form of the energy-momentum tensor for the electromagnetic field from
equation 5.22 has been combined with the pressureless perfect fluid term. Here the 4-
velocity u of the fluid differs from the 4-velocity eigenvector U defined in T µνǫ Uν = ρ
′Uµ
by equation 5.33. With T µνǫ = ρ′UµUν − Sµν from equation 5.34, the 4-velocity U
represents a synthesis of the charged fluid and the electromagnetic field ([27] p.357).
Applying T µνǫ ;µ = 0 the effect on the terms on the right-hand side of equa-
tion 5.41 has already been worked out separately in equations 5.36 and 5.29 respec-
tively. Combined together we find that under the Bianchi identity equation 5.41 be-
comes (based on [27] p.358):
T µνǫ ;µ = 0 ⇒ (ρuµ);µuν + ρuµ(uν);µ + F ντ Fµτ;µ = 0
Σν(×uν) ⇒ (ρuµ);µ + 0 + F ντ Fµτ;µ uν = 0
⇒ (ρuµ);µ + gλτF λν Jτ uν = 0
⇒ (ρuµ);µ + F λν σuλuν = 0
The final term in the fourth line above is asymmetric in the indices of F λν while sym-
metric in the indices of uλuν and is therefore equal to zero. The same line then implies
that (ρuµ);µ = 0 (as for the second line of equation 5.36) which can be substituted into
the first line giving:
ρuµ(uν);µ + F
ν
τ J
τ = 0. (5.42)
Each term in equation 5.42 was found to be zero for the individual cases of a per-
fect pressureless fluid alone or an electromagnetic field alone, giving equation 5.36 for
geodesic motion and Maxwell’s vacuum equation 5.30 respectively. However for the
combined case only the total vanishes and hence Gµν;µ = 0 implies that:
ρuµ(uν);µ = +F
ν
τJ
τ (5.43)
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This is the relativistic Lorentz force law for a charged fluid in a curved spacetime,
which is equivalent to the corresponding law of equation 3.87 for discrete bodies in the
appropriate limit ([27] p.359) as is similarly the case for the geodesic motion of equa-
tion 5.36 considered above. Again Lagrangian terms, such as those in equation 3.86,
are not required.
As we described earlier for the effective energy-momentum tensor of equa-
tion 5.37 the geodesic flow of an uncharged fluid is modified by the pressure gradient.
Similarly for the energy-momentum tensor of equation 5.41 for charged matter the
geodesic law is modified by the presence of an electromagnetic field to a form, equa-
tion 5.43, which precisely gives the Lorentz force law of equation 3.87. This law,
typically in the flat spacetime limit of equation 3.88 or the further non-relativistic
limit, can be used to determine the strength of charges and electromagnetic fields in
the laboratory and establish appropriate empirical normalisation factors.
The possibility of incorporating electromagnetism and the Lorentz force law
within a higher-dimensional approach to general relativity is well known and dates back
to Kaluza in 1921 ([11] equation 12). There it was shown that the five-dimensional
geodesic equation automatically incorporates the Lorentz force law in 4-dimensional
spacetime, in the approximation of low 5-velocity. In the present theory the internal
gauge fields, such as that for electromagnetism, arise as a higher-dimensional form
L(vˆ) = 1 is projected onto the base spaceM4, with charged matter arising through the
interaction properties of the internal fields underlying the smooth spacetime geometry.
For the case in which there is no electromagnetic field Fµν = 0 or in which the
material flow is uncharged Jµ = 0 the geodesic flow is recovered from equation 5.43.
On the other hand Jν := Fµν;µ 6= 0 represents the case for which T µν as a function of
Fµν only, equation 5.28, itself is not conserved, as can be seen from the inconsistency
with equation 5.29, while the total T µνǫ of equation 5.41, augmented to include the flow
of macroscopic charged matter, is conserved. The Lorentz force law results from the
consistency of this total energy-momentum tensor bound together under the require-
ment of T µνǫ ;µ = 0, which itself is a direct consequence of the definition T µν := Gµν
and the Bianchi identity.
While the Bianchi identity implies T µν;µ = 0 further conservation laws follow
from further geometric identities, principally of the form d2 = 0 which for example
given Jν := Fµν;µ implies that J
µ
;µ = 0, as described in the discussion following
equation 5.28. This leads to conserved charges associated with the internal symmetries
both for Maxwell and Yang-Mills theories. However, while the Maxwell equations
with source J 6= 0 imply the conservation of charge, this conservation law is limited
to physical entities that carry charge. This marks a fundamental difference with the
consequences of the Einstein equation, which can be interpreted as T µν := Gµν , in
that, assuming that all fields are associated with energy-momentum defined this way,
all fields are covered under the identity Gµν;µ = 0 and in principle ‘no physical entity
escapes this surveillance’ ([6] p.475).
In the above only the contracted Bianchi identity for the Riemann curvature
tensor has been employed. Further, the Einstein equation Gµν = −κT µν only directly
yields certain linear combinations of the Riemann curvature tensor components. How-
ever, although the Weyl tensor, introduced before equation 3.69, is that part of the
Riemann tensor which is not directly equated with matter T µν in the Einstein equation
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it is not arbitrary. Applying the full Bianchi identity Rρσ[µν;τ ] = 0 of equation 3.70 to
equation 3.69, rearranging the terms and contracting once leads to ([9] p.85):
Cρσµν;ν = R
µ[ρ;σ] +
1
6
gµ[σR;ρ] =: Kρσµ (5.44)
Hence the full Bianchi identity, which contains more information than the contracted
form, can be regarded as a field equation for the Weyl tensor in which the source
Kρσµ is defined as a function of the Ricci tensor. This is analogous to the Maxwell
equation 3.91 for the electromagnetic field, which can be written in a curved spacetime
as Fµν;µ = Jν , with the electromagnetic current Jν as the source. For equation 5.44 the
source Kρσµ depends on Rµν which in turn is intimately related to the matter content
T µν through the Einstein equation, which can be written Rµν = −κ(T µν − 12Tgµν)
where T = gµνT
µν . Hence, by substituting T µν into equation 5.44, the Weyl curvature
at any given location onM4 depends on the matter content elsewhere in spacetime, in a
similar way that the electric and magnetic fields depend on the charges elsewhere. The
Weyl tensor represents the non-flat part of the Riemann tensor in the matter vacuum,
this includes the phenomena of gravity waves (in analogy with electromagnetic waves)
as well as gravitational tidal forces and lensing effects. Further, since gravitational
waves carry energy even in regions of spacetime where Gµν = 0 the association of
T µν := Gµν with ‘energy-momentum’ itself has a degree of ambiguity, while being of
great value for many practical applications.
In this section we have reviewed how a number of equations of motion arise
out of the geometry of the Bianchi identities for the external and internal symmetries,
given the relation of equation 5.20 obtained by comparison with Kaluza-Klein theory.
However the equations of motion are derived we note that in order to empirically test a
theory solutions of the field equations need to be determined and compared with actual
observations in the world. This in turn requires the specification of initial conditions, or
more general boundary conditions, in order to obtain such solutions. With care for the
role of the implicit degrees of freedom of gauge and general coordinate transformations
the ‘initial value problem’ is well posed for both classical electromagnetism and general
relativity respectively. The evolution of the spacetime geometry is in principle fully
obtainable from Einstein’s equation and the equations of motion for the matter fields
together with suitable boundary conditions.
It is generally not possible to begin with a given source term on the right-
hand side of the Einstein field equation Gµν = −κT µν since a coordinate system is
required in order to specify the components of T µν(x), and further the distribution of
matter itself is dynamically intertwined with the spacetime geometry through which it
propagates. One procedure would be to begin with arbitrary metric functions gµν(x)
and catalogue (gµν(x), T
µν(x)) pairs via equations 3.53, 3.73 and the field equation
with −κT µν := Gµν = f(gµν), in an attempt to converge upon a particular physical
system.
In practice exact solutions for the metric gµν(x) have been found for the cases in
which T µν represents the vacuum (T µν = 0), a perfect fluid or the electromagnetic field
(or a combination of the latter two, as described for a pressureless fluid in equation 5.41)
and then only for spaces with a high degree of symmetry with a simple form of matter
content. All solutions in general relativity consist of a metric description for a complete
spacetime geometry, which will be relevant for the study of cosmology, while only a
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limited region of the manifold may be of physical interest in other cases such as the
study of planetary orbits using the Schwarzschild solution, described in the following
section, for example.
In summary, many of the equations of motion derived from a Lagrangian in
section 3.5 have been shown to arise directly as a consequence of the identity Gµν;µ = 0
given a solution for Gµν(x) for example in the form of equation 5.20. This latter rela-
tion itself arose as guided by Kaluza-Klein theory and equation 4.16–4.17 through the
employment of a single ‘Lagrangian function’ on a principle bundle space. As described
in the previous section in the present theory it is conjectured that the Lagrangian ap-
proach might be ultimately side-stepped entirely and that this one remaining pivotal
Lagrangian, in the action of equation 5.18, may also be discarded. In principle it may
always be possible to work backwards from the present theory to obtain apparent La-
grangian functions for the theory, but from the present point of view the Lagrangian
method is ultimately effective due to its conformity with Gµν;µ = 0 through the com-
patibility of the Euler-Lagrange equation with the requirement T µν;µ = 0, as described
in the opening of this section.
In this section the form of the 4-current Jν := +Fµν;µ, in equations 3.91 and
5.40, has been taken to emerge macroscopically and does not necessarily apply for
‘elementary particles’. The origin and role of 4-currents for microscopic fields of the
form jµα = ψγµEαψ in equation 3.97, as well as the Dirac equation 3.99, in the present
theory will be addressed in section 11.1, in particular as exemplified by the Abelian
U(1) case of electromagnetism. In order to consider the properties of microscopic
elementary particles (electrons, photons etc.) it will first be necessary to address
the more fundamental questions concerning the quantisation of the theory and the
concept of an elementary particle itself. In addition to the identity Gµν;µ = 0 the
full form of temporal flow L(vˆ) = 1, projected over the M4 base space, will provide
constraints on possible field interactions which are closely analogous to those provided
by the Lagrangian for the Standard Model of particle physics, as will be described in
chapters 8 and 9.
5.3 Spacetime Manifold and Time Dilation
Here we consider some of the geometric properties on the 4-dimensional spacetime
manifold M4 as arising in the present theory and in relation to general relativity. Here
the 4-dimensional base manifold M4 carries the four coordinate degrees of freedom of
our spacetime experience of physical objects in the universe. The symmetry of the
Lorentz group fits naturally on such a manifold since it acts on a 4-dimensional vector
space which corresponds to the tangent space of M4. Selecting a 4-dimensional base
space in this way is a provisional empirical input. It is empirical for the obvious reason
and provisional since at this point the choice of four dimensions seems theoretically
arbitrary and there remains the question of whether a base space of a different di-
mension could in principle be considered as a background for experience in another
possible world. We shall return to this issue, and the question of the uniqueness of the
theory in general, in section 13.3.
Hence the study of the Lorentz symmetry is motivated by the fact that it
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contains SO(3), the rotational symmetry of the background space within which we
perceive physical objects, together with its respect for temporal causality, as well as
its central importance in established physical theories of the world. In conformity with
the present theory SO+(1, 3) is also the symmetry of a possible form of progression in
time, denoted L(v4) = 1 and presented explicitly in equation 5.1, over a 4-dimensional
vector space.
Here we are considering the proper orthochronous Lorentz group SO+(1, 3),
sometimes denoted L↑+, which is the part of the full Lorentz group that is continuously
connected to the identity element. It is hence a continuous symmetry group acting on
vectors in the 4-dimensional vector space R1,3, denoting the space R4 with Minkowski
metric ηab = diag(+1,−1,−1,−1), as will be reviewed in more detail in section 7.1.
Elements of the Lorentz group l ∈ SO+(1, 3) generate the symmetry transformations
σl : v4 → v′4 such that L(v4) = L(v′4) as an invariant form of temporal flow in four
dimensions. At any x ∈M4 on the spacetime manifold v4(x) ∈ TM4 is a vector in the
local tangent space.
The base spaceM4 itself originates out of the four dimensions of the translation
symmetry of the form L(v4) = 1 which is trivially invariant under x
a → xa + ra for
the four components va4 = dx
a/ds with a = {0, 1, 2, 3}, as described more generally in
equations 2.10–2.13 of section 2.1 and in section 2.2 for the model world. Here the
set of four numbers ra ∈ R4 can be identified with an initial set of four coordinates
xµ ∈ R4, with xµ = δµara.
The Lorentzian structure of the vector space to which v4(x) belongs is trans-
ferred onto the tangent space of the parameter space M4 and hence the latter acquires
the properties of a 4-dimensional pseudo-Riemannian manifold. That is, since the flow
v4(x) necessarily exists on the manifold, with components v
a = dxa/ds, on M4 the
metric ηab derives locally from the form L(v4) = ηabv
avb, and it is described by the
metric gµν in a general coordinate system via a tetrad field e
a
µ(x) as:
gµν = e
a
µe
b
νηab (5.45)
Hence the manifold M4 inherits its pseudo-Riemannian structure from the
Lorentz symmetry of L(v4); with the SO(3) subgroup implying the possibility of a
suitable 3-dimensional background space which appears to us to be of a more funda-
mental a priori existence than the objects we perceive moving through it.
For such a manifold in which there exist global coordinates such that gµν(x) =
diag(+1,−1,−1,−1) for all x ∈ M4, that is the constant Minkowski metric, we have
the 4-dimensional spacetime of special relativity. In this case the local ηab metric has
been drawn out and made global through the existence of large scale coordinates with
respect to which the tetrad field can be simply be expressed as eaµ(x) = δ
a
µ. For such a
Minkowski spacetime manifold the SO(3) subgroup of SO+(1, 3), now acting globally,
provides the symmetry of the 3-dimensional space through which a physical world of
objects might be perceived.
The point of view taken in this paper is that it is the nature of perception
itself that implicitly requires an approximately flat background manifold, at least for
the extended neighbourhood of the observer, and hence essentially inflates the lo-
cal Minkowski metric into the extended spacetime arena and thus draws the Lorentz
structure of the form L(v4) out onto an approximately uniform background spacetime
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within which objects are perceived. The mathematical expression for such a spacetime
structure, to be utilised by perception, arises spontaneously out of the translational
symmetry of the form L(v4).
While the identification of the 4-dimensional spacetime manifold through the
4-dimensional form of temporal flow L(v4) = 1 will result in a flat spacetime geometry,
as described for the model world in subsection 2.2.3, ultimately the base manifold M4
will be obtained through a subset of four translational degrees of freedom breaking
the symmetry of a higher-dimensional form of temporal flow L(vn) = 1 with n > 4,
representing the full form L(vˆ) = 1. A specific expression of for L(vˆ) = 1 will be
introduced in the following chapter, extending beyond the case of L(v10) = 1 described
in section 5.1. This results in general in a non-zero external Riemannian curvature,
complemented by a non-zero internal gauge curvature, as described in sections 2.3 and
5.1. On the M4 manifold the Lorentz form of equation 5.1, now embedded within the
full form L(vˆ) = 1, locally expresses the relation between the components va = dxa/ds
of tangent vectors in an ordered orthonormal basis of the tangent space. Such a local
basis, or frame field, {ea} satisfies g(ea, eb) = ηab, and with v4(x) = va(x)ea(x) the
local relation of equation 5.1 is replaced by the looser constraint on the four components
va(x) projected onto TM4 with:
L(v4) = (v
0)2 − (v1)2 − (v2)2 − (v3)2 = ηabvavb = η(v4,v4) = h2. (5.46)
with h ∈ R. While local coordinates {xa} necessarily exist to express the form L(v4) =
h2 we may also introduce an arbitrary global coordinate system {xµ} over M4 which
naturally gives rise to a coordinate frame basis, denoted {∂µ}, for the tangent space
at any x ∈ M4. The coordinate frame is related to the orthonormal frame with
∂µ = ea e
a
µ(x) as described in equation 3.49 and section 3.3.
In addition to the observation that in general h2 6= 1 in equation 5.46 the
further consequence of the embedding in the larger form L(vˆ) = 1 is the possibility
of finite Riemannian curvature R 6= 0 as alluded to above. This implies a warping
of the geometry such that global coordinates no longer exist such that eaµ(x) = δ
a
µ
in general. The tetrad field eaµ(x) now describes the necessarily non-trivial relation
between global and local coordinates. As described in section 3.4 the unphysical nature
of general coordinates is implied under general covariance, while a tetrad field with
respect to a set of coordinates R4, as depicted in figure 3.6(a), indicates physically
distinguished local orthonormal frames as utilised by the equivalence principle.
In the present theory ‘general covariance’ is significant since in general the
Lorentz symmetry of the form L(v4) = h
2 cannot be expressed globally with respect
to a single coordinate chart on the manifold. Without such a preferred global reference
frame all arbitrary coordinate systems are equally valid for the description of the
equations of physics on the manifold. In the context of this theory the metric gµν(x)
has particular physical significance for the nature of perception and describes the
geometric form through which we literally see the world, motivating its prominent role
as the gravitational field; described as the ‘new ether’ by Einstein as discussed at the
end of section 3.4.
The general global coordinates do not correspond to an underlying Euclidean
or any other geometric structure on the manifold. However, the manifold exists as
a space for the flow v4(x) of L(v4) = h
2 itself and we naturally have a frame field
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{ea(x)} of local orthonormal basis vectors and local coordinates {xa} with respect to
which this flow can be written with the components va = dxa/ds, corresponding to
the tangent vector components vµ = dxµ/ds in a general coordinate system, and hence
we necessarily have a local Lorentzian structure on M4. While in principle the torsion
on such a manifold may be finite the geometry described above is compatible with
the ‘equivalence principle’ which may hence be adopted, together with the implication
of vanishing torsion, as a provisional simplifying assumption which will be discussed
further in section 13.3.
With respect to a set of general coordinates {xµ} on theM4 manifold arbitrary
vector fields u(x), that is cross-sections of the tangent bundle TM4, can be expressed as
uµ(x)∂µ with the numbers u
µ ∈ R4 regarded as the components of a tangent vector on
the 4-dimensional manifold M4. The situation is similar to that depicted in figure 2.4,
except now for a 4-dimensional manifold. For any vector field u(x) onM4 the quantity
g(u,u) = gµν(x)u
µ(x)uν(x) may be determined at any point x ∈ M4 and the vector
u(x) described as ‘timelike’, ‘null’ or ‘spacelike’ according to whether this quantity is
positive, zero or negative respectively. This range of possibilities is also the origin of
the name ‘space-time’ manifold. The ‘time’ in ‘spacetime’ refers to the existence of
timelike vectors and coordinates rather than explicitly to the actual pure temporal flow
s which underlies the particular field v4(x) as constrained by the equation L(vˆ) = 1.
Since the Lorentzian manifold structure arises out of the flow of time the light
cone geometry of the tangent space is time-orientable over the 4-dimensional volume
of the spacetime manifold M4. That is, the time-orientation of the light cones is
necessarily continuous on M4 as determined by the directed line element field v4(x) of
temporal flow itself as an extension of the original 1-dimensional progression in time.
This time-directed vector field is locally SO(3) invariant and provides a local (1 + 3)-
dimensional decomposition of spacetime for all x ∈M4 with temporal and spatial parts
identified in the local reference frames.
Choosing the local coordinate x0 to be aligned with v4(x), with components
va = (dx
0
ds , 0, 0, 0), then x
0 effectively acts as a parameter for the pure values of time,
that is ds = dx0/h for L(v4) = h
2, which is a particular case of the more general local
expression described in equation 5.47 below. Three spacelike local coordinates x1, x2
and x3 can also be constructed orthogonal to each other and to x0 with respect to ηab,
with local spatial frames related via the SO(3) subgroup.
Whereas embedding the perceptual background of an effective 3-dimensional
space and 1-dimensional time within the symmetry structures of the mathematical
form L(v4) = 1 led to their incorporation into the 4-dimensional Minkowski spacetime
of special relativity, that is with zero Riemannian curvature, extracting the same base
manifold out of a higher-dimensional form of temporal flow L(vˆ) = 1 results in a more
flexible and dynamic 4-dimensional spacetime structure as employed in general rela-
tivity. With M4 itself still originating out of a 4-dimensional translational symmetry
of L(vˆ) = 1, even for the generalisation in which the external geometry is expressed in
terms of underlying interacting fields as implied equation 5.32, the Minkowski metric
ηab implicit in the form L(v4) = h
2 is sewn into the local tangent space structure
everywhere on the base manifold. This defines a possible metric structure gµν(x) on
M4 associated in a one-to-one manner with the existence of an SO
+(1, 3) orthonormal
frame bundle OM4 within the canonical GL(4,R) general frame bundle FM4 over the
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base manifold, as described in section 3.3.
With the external geometry related to the internal geometry via equation 5.20,
or more generally with equation 5.31 augmented to equation 5.32, in principle the
metric itself might be obtained by adopting the Levi-Civita linear connection on M4.
The connection is metric compatible, since it derives from the local SO+(1, 3) symmetry
of the form L(v4) = h
2, and assumed to be torsion-free as described above. Hence as
for general relativity the metric itself may be extracted by solving the second order
differential equation Gµν = −κT µν given a form for the energy-momentum tensor T µν
under appropriate boundary conditions, as described towards the end of the previous
section. An example is given in equation 5.49 below.
The tetrad field eaµ(x) with 16 independent components carries two kinds of
information. The 10 degrees of freedom of the symmetric metric field gµν = e
a
µe
b
νηab
correspond to the gravitational field for the torsion-free metric connection in general
relativity, and hence the tetrad field itself can be considered to represent the grav-
itational field. The remaining 6 degrees of freedom correspond to the local choice
of Lorentz frames implicit in eaµ(x). This local symmetry provides a link with the
framework of local gauge theories as well as with the application of the spinor rep-
resentations of the Lorentz group, as also alluded to towards the end of section 3.4,
which are important in particle physics as will be described in chapter 7.
Here we consider the physical significance of a non-flat Riemannian geometry,
described by the metric field gµν(x), in particular on the relative passage of time itself.
We also consider the relation of the original pure temporal flow s with the proper time
τ which may be recorded by physical objects such as clocks in the material flow of the
world.
The underlying pure temporal flow s, subject to the full form L(vˆ) = 1, exists
everywhere on the base manifold M4. The v4 ⊂ vˆ projection onto the tangent space
TM4 to the base manifold is a timelike vector, as is the tangent to any world line on
M4, with components v
a
4 = dx
a/ds restricted under L(vˆ) = 1 such that:
|v4|2 = ηabvavb = h2 implying ds2 = ηab
h2
dxadxb (5.47)
However gravitational time dilation will not be directly observed from the perspective
of the microscopic flow v4. Indeed the underlying pure temporal flow s is not measured
directly by physical instruments. Rather it is through the structure and symmetries of
the form L(vˆ) = 1 that the physical world emerges on M4 through relations such as
equation 5.20, and with more general expressions for the apparent energy-momentum
tensor as implied in equation 5.32. This more general apparent material world may be
described empirically in part by the effective energy-momentum tensor T µνǫ = ρuµuν ,
as introduced in equation 5.35 of the previous section and leading to the geodesic
equation 5.36, where ρ(x) is the matter density and the 4-velocity uµ(x) = dxµ/dτ is
defined as the tangent vector at x ∈M4 to the world line of the physical body, which
may be an element of a pressureless fluid. It is through the motion of physical bodies,
such as the hands of a mechanical clock, that time dilation effects may be observed.
With the proper time τ parametrising the motion of the body for a general coordinate
system {xµ} on M4 we have:
gµνu
µuν = 1 and with dτ2 = gµν dx
µdxν (5.48)
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identifying an interval of proper time dτ . These expressions are invariant under general
coordinate transformations. The normalisation for the components of the metric gµν(x)
will depend on the choice of empirical units adopted, for example seconds and metres
for temporal and spatial dimensions, in recording the motions of the parts of a physical
‘clock’.
The local orthonormal coordinates {xa} constructed empirically for the macro-
scopic proper time interval with dτ2 = ηabdx
adxb will in general not be identical to
those of equation 5.47 arising directly out of the mathematical properties of the pure
form of temporal flow L(vˆ) = 1. However with the physical world unfolding through
the progression of the fundamental time parameter, and with s and τ represented by
the 4-vectors v4 and u in TM4 respectively, both temporal parameters are subject to
time dilation effects in the same way. The proper time τ , in 4-dimensional spacetime,
is implicitly linearly proportional to the pure underlying temporal flow s, which may
be expressed in any number of dimensions. This proportionality is expressed through
the fixed parameter γ in equation 13.3 in section 13.1 where the relationship between
τ and s is further explored.
Hence along a shared world line the fundamental time interval ds is related to
the proper time interval dτ by a constant scaling and the two temporal parameters are
equivalent in this sense – that is, within a fixed normalisation factor physical clocks
do measure the progression of pure time s. As described in the introductory chapter,
and to be expanded in chapter 14, the fundamental underlying mathematical time s
is ultimately identified with ‘experienced’ time, while proper time τ is associated with
measurable empirical phenomena, which include for example ‘physical brain processes’.
Hence these subjective and objective temporal phenomena, which might be exemplified
by an observer located within the same inertial frame as a physical clock, are intimately
connected. We next consider a particular example of time dilation effects.
The physical manifestation of the metric gµν(x) in a general coordinate system
on M4 resides in observable relative temporal and spatial distortion effects at different
locations on the manifold itself. For example the Schwarzschild solution for the metric
of a spatially spherically symmetric geometry around a single massive body of mass
M is given by the line element:
dτ2 =
(
1− 2GNM
r
)
dt2 −
(
1− 2GNM
r
)−1
dr2 − r2dθ2 − r2 sin2 θdφ2 (5.49)
in the 4-dimensional, spatially spherical polar, coordinates {t, r, θ, φ}, where GN is
Newton’s gravitational constant. In addition to the assumption of a spatially spheri-
cally symmetric metric this solution is obtained by imposing the boundary condition
that gµν(x) approaches the flat Minkowski limit as r →∞ spatially. This limit can be
seen explicitly on taking r →∞ in equation 5.49 (this example is closely analogous to
the case of the Coulomb field for a central electric charge).
The coordinate r parametrises, but does not determine, radial distances. This
is consistent with the arbitrary nature of coordinates and all coordinate systems in
general, as described in section 3.4 and figure 3.6. The actual radial distance, for given
parameters {t, θ, φ}, is measured by the integral of intervals dR = (1−2GNM/r)−1/2dr.
Similarly a clock at a fixed coordinate location in space records the proper time τ
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elapsed along its world line through the intervals:
dτ =
(
1− 2GNM
r
)1
2
dt (5.50)
relative to the time τr→∞ = t measured by a clock in the flat spacetime limit at
r→∞, and is a function of radial distance from the central mass, as parametrised by
the coordinate r. While at any location x ∈ M4 it is possible to choose local inertial
coordinates {xa}, for which gµν(x) = diag(1,−1,−1,−1), the absence of such a global
frame for non-zero mass M > 0 leads to a relative time dilation effect recorded by
clocks at differing radial distances from the central massive object.
As described above this dilation effect applies for the fundamental temporal
flow s in exactly the same way as for the proper time τ . Hence with the interval
ds ≡ dτ the same metric gµν(x) represents the relative temporal dilation on M4 for
the fundamental flow of time s. An observer, named ‘twin A’, accompanied by a
clock measuring the physical temporal flow τA carries an equivalent universal time
parameter sA through which the entire universe unfolds through the realisation and
symmetry breaking of the full form of temporal flow L(vˆA) = 1, deriving from sA
as described for equation 2.9. A second observer, ‘twin B’, at a separate spacetime
location carries a second personal temporal parameter sB through which B perceives
the same universe to unfold through the form L(vˆB) = 1 in a mutually consistent way.
This ‘dovetailing’ of the ‘temporalisation’ experienced by twins A and B as manifested
in the same physical world will be described further in section 14.2 in the discussion
of figure 14.7.
The same metric solution gµν(x) for the single consistent universe, expressed
in a particular coordinate system (or equivalently a particular metric expression of a
given geometry in terms of a unique set of coordinates R4, adopting the perspective of
figure 3.6(a)), provides the relation between the intervals dsA and dsB and the equiv-
alent gravitational temporal dilation effect observed between dτA and dτB measured
by the clocks of twin A and twin B respectively. The time dilation effect is deter-
mined by the empirically constructed metric gµν(x) in the coordinate system {xµ}
since it implicitly determines local inertial coordinates {xa} which are related to those
of equation 5.47 by a constant scale factor (again, as will be discussed further near the
opening of section 13.1 and alongside equation 13.3). In turn the local coordinates of
equation 5.47 directly parametrise the fundamental temporal flow s, within a factor of
h2, via the projection of the form L(v4) onto the tangent space of M4.
So far we have implicitly considered only the case of constant h(x) in equa-
tion 5.47. In this case all geometric time dilation effects can be considered as having a
‘source’ in the right-hand side of the Einstein equation 3.75 in terms of the apparent
energy-momentum T µν(x) of ordinary matter. This is the case for the Schwarzschild
solution of equation 5.49 for a central massive body. On the other hand possible vari-
ations in the magnitude of h(x) in equation 5.47 will act as conformal transformations
of the geometry the possible consequences of which will be considered in section 13.1,
initially alongside figure 13.1.
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5.4 Beyond Kaluza-Klein Theory
For Kaluza-Klein theory, originating as a pure higher-dimensional spacetime extension
of general relativity, to be interpreted as a unified theory of gravitation and gauge
fields in a 4-dimensional spacetime the symmetry group of general coordinate trans-
formations in the extended spacetime has to be broken down to 4-dimensional general
covariance together with the local gauge symmetry. This is equivalent to placing re-
strictions on the metric of the extended space which then possesses a set of isometries
described by Killing vector fields which have a one-to-one relationship with the left-
invariant vector fields on the manifold of an apparent gauge group G. In this way a
principle fibre bundle structure emerges on the extended space, exhibiting symmetries
such that the freedom in variation of the metric g¨ij , as expressed in a direct prod-
uct basis in equation 4.5, is effectively reduced to the components gac and ω
α
a. The
construction of an action integral on the bundle space then leads to corresponding
equations of motion such as those of equations 4.16–4.18. A dynamical mechanism for
this process in which an extended 4-dimensional base manifold M4 of general relativ-
ity survives while the extra dimensions lose any sense of external spatial significance,
sometimes called ‘spontaneous compactification’, then remains to be specified, as al-
luded to in section 5.1. That is, the origin of the above restrictions on the metric for
the full space remains to be accounted for.
The Kaluza-Klein models, reviewed in chapter 4, contrast with the idea pre-
sented in this paper since here the ‘extra dimensions’, beyond four, are not required
to satisfy an explicitly geometric, or spacetime, symmetry. In turn for the present
theory there is no need to explain such a ‘compactification’, rather the base manifold
M4 is the only physically extended manifold to consider as it emerges as a background
arena for perception through the translational symmetry of the full form of temporal
flow L(vˆ) = 1. In section 5.1 we presented these ideas as a mathematical possibility
taking as an example the SO+(1, 9) symmetry of L(v10) = 1 projected over M4, but
the significant conceptual question concerning why this situation should be found in
nature also needs to be addressed. We review here the conceptual motivation that led
to this framework in the context of this provisional SO+(1, 9) model world.
Out of the purely algebraic symmetries of L(v10) = 1 the possibility of a local
so+(1, 3)-valued connection 1-form gives geometric meaning to M4 as being not just a
numerical parameter space for translational degress of freedom but rather implicitly
possessing a Riemannian structure with local metric gac(x) as an arena for the percep-
tion of physical objects in time and space. The identification of an extended base space
is possible since there is a ‘spacetime’ symmetry as a subgroup of the full symmetry of
L(vˆ) = 1 which acts on the local tangent space of M4. This innate possibility of such
an interpretation is sufficient for such structures to ‘freeze out’ from the full symmetry
of L(vˆ) = 1 as a kind of ‘gestalt’ through which by necessity the physical world is
created and perceived.
Given this geometrical realisation of the perceptual ‘external’ symmetry on the
base manifold, out of the full symmetry there remain ‘internal’ residual gauge fields
and surplus temporal components which will collectively contribute to the apparent
‘matter’ content of the world through which the properties of physical entities will be
perceived and identified on the base space. The symmetry of L(v10) = 1 is broken in
the identification of the extended M4 parameter space, with a v4 ⊂ v10 component of
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the temporal flow projected onto the tangent space TM4 as depicted in figure 5.1(b).
Since the v4 components are distinguished in this way from the residual internal part
v6 ⊂ v10 the full symmetry of the original SO+(1, 9) action on v10 is lost. The surviving
symmetry, as gauge freedom over M4, is resolved into two pieces with corresponding
connection 1-forms identified for both the external and internal spaces.
The combination of the general flow of time, expressed as L(v10) = 1, with
the implied symmetry properties and canonical mathematical structures existing for
these objects, together with the conceptual need for a perceptual base for observation
in a world, all taken collectively, has resulted in the identification of a background
manifold. The full symmetry of the temporal flow L(v10) = 1 has been ‘sacrificed’ in
the creation of the non-trivial external and internal geometrical entities, but remains as
a ‘ghostly’ presence through which these entities are related. This correlation between
the external and internal curvature tensors R 6= 0 and F 6= 0 (while both can be
zero together) was described originally for the SO(5) model over M3 in section 2.3 and
for the SO+(1, 9) model over M4, in the light of Kaluza-Klein theory, in section 5.1.
This latter structure will also apply to the full symmetry action considered for the real
world from the following chapter.
The use of geometrical pictures, such as those of figure 5.1, as a visual aid to
understanding mathematical structures comes very naturally when the space pictured
represents the way we actually perceive those structures in the world. However, the
underlying properties of a purely mathematical space, such as those demanded here
by the concept of the symmetry of time, need to be worked out within the appropriate
algebraic rules, which are not necessarily visualisable even by analogy with lower-
dimensional structures. Hence while possibly serving as a guide a reliance on such
geometric pictures is ultimately likely to prove misleading. This in particular will be
the case in the following chapter in which the internal dimensions will no longer have
a spatial interpretation (unlike the case for the 6-dimensional space of vectors v6 ∈ R6
with an internal SO(6) rotational symmetry for the SO+(1, 9) model described above).
On the other hand it can be asked what the perceived part of the mathematics
actually looks like, and geometric pictures only really make sense in terms of a literal
interpretation in this context. Perception is our window into the world of mathematical
forms. It is a window which is both opened up and limited through the possibility of
the internal mathematical relations which frame our experiences in a 4-dimensional
spacetime. It is also part of the difficulty in theorising beyond the 4-dimensional world
of general relativity, for which visualisation is a key tool.
In conclusion then, here a spacetime geometric symmetry is only required to
exist on the base manifold, hence in four dimensions for our world. It is also required
to be an approximately global symmetry, such that the base manifold may be identified
as a suitable arena for perception in the world, at least for extended regions on the
scale of everyday observations although not necessarily on the larger scales considered
in cosmology.
In Kaluza-Klein theory, as described in chapter 4, while a unified framework is
provided for gravity and gauge boson fields, equations 4.16–4.18, there is no energy-
momentum tensor for fermion fields – that is the matter fields for the leptons and
quarks of our world are absent. These fields may be added by hand as sections of
fibre bundles over M4, associated to the principle bundle P , transforming as spinors
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under the external SO+(1, 3) symmetry and in representation multiplets of the internal
gauge symmetry group. Coupling between the gauge fields and fermions may then be
introduced through interaction terms, also added by hand for example via ‘minimal
coupling’ involving covariant derivatives, in the Lagrangian constructed for the theory.
A more mathematically self-contained approach is through a supersymmetric
extension of the Kaluza-Klein framework (see for example [15] section VI, [28], [29] and
[30] sections 1 and 2). Fermions may be included for example through generalising the
gauge group G of the principle bundle to a ‘supergroup’ by augmenting the Lie algebra
L(G) into a ‘graded’ Lie algebra. Here the rule for multiplication in the Lie algebra by
commutation of elements, as exemplified in equation 2.22, is extended algebraically to
include anticommutation which can be used to accommodate the properties of fermion
fields. The Einstein-Yang-Mills theory may be extracted as the purely bosonic sector
of such extended supergravity theories.
Of the many formulations of supergravity the most attractive model involves
a single supersymmetry generator, ‘N = 1’, so that each Standard Model particle has
a single superparticle partner forming a supersymmetric doublet, and is constructed
in an 11-dimensional spacetime, that is ‘d = 11’. The pairing of bosons with fermions
through supersymmetry also tends to naturally lead to the attainment of finite calcula-
tions in the corresponding quantum field theory. However, even for the most favourable
version in 11-dimensional spacetime a fully renormalisable version of supergravity has
not been realised ([26] p.880). Further generalisation of supergravity to a superstring
theory, obtaining a finite theory of quantum gravity by modifying QFT at the Planck
scale, addresses some of the technical difficulties.
Through this geometrisation of matter in the spirit of Kaluza-Klein models
based on higher dimensions of spacetime, extended to the supersymmetric theories of
11-dimensional supergravity and 10-dimensional superstrings, the aim is to incorporate
the degrees of freedom of the full set of Standard Model gauge interactions within the
geometry of the 7 or 6 extra spatial dimensions. In some cases the extra dimensions
are considered to be small and topologically compactified while in other models our
own universe may be conceived as a 4-dimensional brane-world embedded as a 4-
dimensional hypersurface within the higher-dimensional spacetime bulk (see [31] for a
simpler case with a 5-dimensional bulk).
Einstein’s theory of gravitation based on a metric tensor in 4-dimensional space-
time hence stimulated a chain of extensions and generalisations that we have briefly
reviewed above and summarise below in table 5.2.
One of the attractions of using a symmetry of extra spatial dimensions, as well
as its intuitive appeal as an extension of 4-dimensional spacetime geometry, is that it
limits the set of possible higher symmetries and mathematical structures to consider.
In this paper instead of considering arbitrary symmetries, general geometric symme-
tries or specifically the symmetry of a spacetime in higher dimensions we consider
general symmetries of pure time alone, as expressed through the relation L(v) = 1 and
described in chapter 2. This also greatly limits the choice of symmetry groups and
their representations. As well as naturally extending to general higher-dimensional
mathematical forms of the progression of time L(v) = 1, at the same time we retain
the significance of the (1 + 3)-dimensional metrical manifold as a form of observation
in the world as having a necessary and a priori nature.
112
Theoretical Framework Physical Scope
General Relativity Gravitation
Kaluza-Klein in 5-dimensions Electromagnetism
Non-Abelian Kaluza-Klein Theory Non-Abelian Gauge Fields
(with non-Levi-Civita Γ on P ) (avoid large Cosmological term)
(with G acting on homogeneous fibres) (keep full L(G)-valued theory)
Supergravity Fermions as well as Bosons
Superstrings Finite Quantum Gravity
Table 5.2: A series of increasingly general frameworks is listed in the first column
with their cumulative extent of application listed in the second column for the non-
parenthetical entries. The means of including fermions and quantum theory within
the present framework will be described in section 8.1 and chapter 11 respectively.
The important point here is that the symmetry of the space part of spacetime,
such as that of the SO(3) subgroup of the Lorentz symmetry SO+(1, 3) central to
general relativity, can be experienced in a different, geometrical, way compared with
other higher symmetries of L(v) = 1. It may be that higher symmetries, such as
SO+(1, 9), could be interpreted in a geometrical way, but this feature is relatively
incidental in comparison with the fundamental requirement that it must describe a
symmetry of time.
However, through investigating possible symmetries of time a significant ex-
ample is identified for the symmetry group SL(2,O) acting on the 10-dimensional
space h2O, constructed in terms of the octonion algebra as described in the following
chapter and in particular section 6.3. With SL(2,O) being the covering group of the
10-dimensional Lorentzian symmetry SO+(1, 9) this structure will naturally correlate
with some of the properties of models based on extra spatial dimensions for which
10-dimensional spacetime is significant. Further, the 16-dimensional Majorana-Weyl
spinor representation of the 10-dimensional Lorentz group, highlighted in table 7.1 of
section 7.3 and here represented by the θ components appearing in the extension to the
space h3O introduced in equation 6.26 of section 6.4 and described near the opening
of section 8.1, is significant in various branches of string theory.
In the present theory by exploring the physical interpretation of the higher-
dimensional forms of L(v) = 1, together with the associated isochronal symmetry
groups, expressed over a base space M4, contact is made with the series of generalisa-
tions mid-way down table 5.2, with the items listed parenthetically, with a framework
very similar to non-Abelian Kaluza-Klein theories. The use of a non-Levi-Civita G-
invariant linear connection Γ such as described for equation 5.13 defined on a principle
fibre bundle P , or on a bundle of homogeneous fibres E, makes a significant area of
contact with the corresponding literature (including [13, 14, 15, 16], [17, 18, 19, 20],
[22, 23, 24], [25]). From this point we then immediately diverge away from the pro-
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gression towards supersymmetry and string theory in table 5.2 and in this context we
shall need to explain how mathematical structures identified in the present theory cor-
respond to the inclusion of fermion states as well as the physical concepts of quantum
and particle phenomena in general.
Here we describe how field interactions arise in the context of the SO+(1, 9)
model. Returning to the bundle space P ≡M4 × SO(6) under the breaking of the full
SO+(1, 9) symmetry of the model world, the local SO+(1, 3) ⊂ SO+(1, 9) symmetry
acting on the tangent space TM4 is associated with the linear connection 1-form Γ(x)
onM4, which is central to the theory of general relativity and is subject to the Bianchi
identity DR = 0, while the so(6)-valued connection 1-form on P is interpreted as the
gauge field Y (x) onM4, central to the gauge theory arising from the internal symmetry,
and is subject to the Bianchi identity DF = 0. The structures of the external and
internal geometry are correlated and the corresponding equations of motion constrained
as described in sections 5.1 and 5.2, with self-interactions arising for the gauge fields
for the non-Abelian internal symmetry.
Further dynamical equations of motion will arise out of the full 10-dimensional
temporal flow in the broken form of DµL(v10) = 0, by a direct generalisation of
equations 2.46 and 2.47 from the SO(5) model. For the SO+(1, 9) model the symmetry
breaking leads to interactions between the gauge field Y (x) and the internal degrees
of freedom deriving from the components of v6 ⊂ v10. That is, in comparison with
equation 2.47, we have:
DµL(v10) = 0 ⇒ v10 · ∂µv10 + v4 ·Aµv4 + v6 · Yµv6 = 0 (5.51)
where Aµ(x) is the external Lorentz connection on M4. Through the interactions
between the internal fields Yµ(x) and v6(x) the apparent matter content of the world
on the base manifold arises, together with its quantum properties, as outlined for
equation 5.32 and alluded to near the opening of this section.
As described in section 5.1 the principle bundle P ≡ M4 × SO(6) is not con-
sidered here to represent a physical space or spacetime, and neither is the associated
bundle with homogeneous fibres. In the absence of a structure of extra spatial di-
mensions in general the full form of purely temporal flow L(vˆ) = 1 is not required to
be associated with a metric geometry. The question then concerns the mathematical
structure of the higher-dimensional forms of L(v) = 1 of relevance for the physical
world. In the following chapter a particular 27-dimensional form L(v27) = 1 together
with its full symmetry group Gˆ = E6 will be introduced.
Given the extra dimensions of the full vector object v27 ∈ h3O the need to
identify a Riemannian curvature parametrised over a locally approximately flat 4-
dimensional base manifold M4 breaks the full E6 symmetry. The geometry on M4
drawn out of the underlying structures and symmetries implied in the form L(v27) = 1
can be described generically by the 4-dimensional relation −κT µν := Gµν = f(Y, vˆ) of
equation 5.32, with Gµν;µ = 0, shaping the perceptual background of our observable
world. The external symmetry, acting on the extended manifold M4 itself, is a priori
essential for perception in the world as geometrically described by the linear connection
and Riemannian curvature which are smoothly dependent upon x ∈ M4. For the
present theory this natural and necessary mechanism of symmetry breaking over the
manifold M4 forms a significant part of the conceptual framework through which the
mathematical structures are realised in the physical world.
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For the full theory based on the action of E6 on h3O the internal coupling in the
final term of equation 5.51 will be replaced by an interaction between internal gauge
fields and fermion fields, where the latter are identified in the internal components
of v27 ∈ h3O under the action of the external symmetry on L(v27) = 1 as will be
explained in section 8.1. Hence a particular form of extra dimensions can be identified
for the present theory which ultimately provides the source for the interacting gauge
Y (x) and fermion ψ(x) fields, each of which transforms in the appropriate way under
the Lorentz symmetry on 4-dimensional spacetime, underlying the matter and particle
effects observed in the real world. A ‘supersymmetry’ is not required in order to
introduce gauge fields alongside fermions fields, together with their mutual interactions,
in the unified theory presented here.
Having identified fermion states the question remains concerning the origin of
more specific structures of the Standard Model of particle physics, as implemented
through Lagrangian terms in the form of equation 3.96 for example and as reviewed
more generally in chapter 7. The origin of a series of Standard Model properties in
the context of the present theory through the breaking of the full form L(vˆ) = 1 will
be presented in chapters 8 and 9. The constraints implied in the full form L(vˆ) = 1
augment the surveillance of the external geometry with Gµν;µ = 0, described at the
end of section 5.2, and the need to postulate any form of Lagrangian approach will
recede further, implying ultimately that it may be avoided entirely. The full collection
of constraints will also be utilised in order to address the origin of quantum phenomena
for the present theory in chapter 11.
In the meantime, before considering the empirical implications for observed
laboratory phenomena, in the following chapter we leave the model worlds behind and
motivate consideration of E6 as the symmetry group acting upon L(v27) = 1 as a
natural higher-dimensional form of temporal flow.
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Chapter 6
E6 Symmetry on h3O
6.1 Early Formulations
In order to determine the physical effects, observable on the base manifold, of more gen-
eral morphisms of the flow of time through a higher-dimensional form we shall need to
consider a suitable larger symmetry group acting on an appropriate higher-dimensional
vector space. The motivation leading to the identity L(v) = 1 of equation 2.9 as the
general mathematical form acting on the n real number components of temporal flow
v in an n-dimensional vector space was described in chapter 2. We are particularly
interested here in finding such an expression with n somewhat larger than four (since
the case of the external Lorentz symmetry of the form L(v4) in equation 5.46 corre-
sponds to n = 4) and with a significant degree of symmetry. The vector space h3O is
the set of 3× 3 Hermitian matrices over the octonions [1] with elements:
X =

p a¯ c
a m b¯
c¯ b n
 ∈ h3O (6.1)
with p,m, n ∈ R (here the component labels are chosen to conform with the notation
in the relevant references, and n here is of course not the dimension of any space),
a, b, c ∈ O and a¯ denotes the octonion conjugate of a reversing the sign of the 7-
dimensional imaginary part (the octonion algebra is described in the following section).
Hence the vector space h3O is 27-dimensional over the real numbers. It is a space with
particularly rich symmetry properties largely owing to the nature of the 8-dimensional
octonion subspaces.
The dimensions of the vector and spinor representations of the rotation group
SO(n) converge in the case of n = 8. That is, as well as the 8-dimensional vector
representation of SO(8) the 16-dimensional spinor representation reduces to two dis-
tinct 8-dimensional spinor spaces, dual to each other. The three 8-dimensional spaces
undergo different SO(8) transformations, however mappings may be defined which in-
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terchange the transformation behaviour between the three spaces, with a two-to-one
map from a spinor to the vector representation. The existence of such maps is due
to a property known as the ‘principle of triality’ [32, 33] and it is unique to spaces of
eight dimensions.
Three such 8-dimensional spaces can be represented by three copies of the octo-
nions, in particular under an appropriate SO(8) symmetry operation on the space h3O
in equation 6.1, as will be described later around equation 6.50. While the actions on
the vector and two spinor representations differ for particular SO(8) transformations,
collectively as three sets of transformation actions they are isomorphic by triality and
it is a matter of convention which octonion space is assigned as the vector or spinor
of either kind. Further, a 14-dimensional subgroup of the rotation group SO(8) (it-
self 28-dimensional) acts on the three octonion spaces in exactly the same way. This
is G2, the automorphism group of the octonion algebra. In fact G2 ⊂ SO(7) as the
automorphisms only act upon the seven imaginary units of the octonions. (In general
an algebra automorphism Φ acts on any two elements a, b of the algebra such that
Φ(a + b) = Φ(a) + Φ(b) and Φ(ab) = Φ(a)Φ(b), with the order of the latter product
being reversed in the case of an algebra anti-automorphism such as the map a→ a¯ of
equation 6.7 described in the following section).
The elements of the vector space h3O belong to a Jordan algebra for which the
algebra product is given by:
X ◦ Y = 1
2
(XY + YX ) (6.2)
with X ,Y ∈ h3O and where XY is the ordinary multiplication of the 3×3 matrices, with
the order of matrix components in products matching the order of the matrices in the
product, since in general the components may not commute. The Jordan product can
also be defined in terms of the triality mappings ([1] p.30). This h3O algebra is known
as the exceptional Jordan algebra since it cannot be expressed in terms of matrices
with associative elements (such as real or complex numbers). The algebra itself is
commutative but non-associative (as is generally the case for all Jordan algebras) with
the exceptional Lie group F4 being the automorphism symmetry of the algebra.
However, there is a larger symmetry group involving another structure which
can be defined on the space h3O which is of particular interest here. This is a cubic
norm, or determinant, det(X ) ≡ (X ,X ,X ) for X ∈ h3O which will be presented
explicitly in section 6.4. A subspace of the vectors v ∈ R27 map onto elements X ∈ h3O
that satisfy the homogeneous cubic polynomial equation det(X ) = 1 which expresses
a form of the principle relation of equation 2.9 denoted L(v27) = 1. This subspace
is locally 26-dimensional and hence may be denoted S26, as a homogeneous space,
following the convention in the opening of section 4.3, although here S26 represents
the full space of temporal flow rather than a purely internal fibre space.
The symmetry of this 27-dimensional form L(v27) = 1 corresponds to a group
of morphisms of the elements of h3O which preserve the unit cubic norm; that is the
set of actions such as Aλ(X ), parametrised by λ ∈ R, with (Aλ(X ), Aλ(X ), Aλ(X )) =
(X ,X ,X ). With the identity transformation labelled by λ = 0 elements of the cor-
responding Lie algebra may be represented by the objects D ≡ ∂Aλ/∂λ|λ=0. More
generally the Lie algebra can be defined directly in terms of the set of operators D
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that annihilate the norm, that is with:
(DX ,X ,X ) + (X ,DX ,X ) + (X ,X ,DX ) = 0 (6.3)
These elements are found to comprise a 78-dimensional Lie algebra of rank 6 (the Car-
tan subalgebra consists of 6 mutually commuting generators); and these properties,
together with the fact that it has a 27-dimensional representation, lead to the iden-
tification of the Lie algebra E6 associated with the exceptional Lie group E6. In fact
it is one of four real non-compact forms of this Lie algebra denoted E6(−26) (since the
Killing form signature is −26 (= 26 − 52). In this paper the same upper case kernel
letter, such as ‘E’, is used to denote either the group or the algebra, depending on the
context, for the exceptional Lie groups, although notation such as L(E6) may be used
to emphasise the Lie algebra. Lower case kernel letters are used to denote a classical
Lie algebra, such as so(n), corresponding to a Lie group, such as SO(n), although again
whether a statement refers to the Lie group, its algebra or both should generally be
clear from the context).
The first construction of the E6 Lie algebra in terms of action on the space h3O
dates from 1950 [34] and combined the 52-dimensional algebra of derivations DR of
the Jordan algebra h3O (that is, the generators of the automorphism group F4) with
the 26-dimensional set DB composed of operations of right action on h3O by traceless
elements of h3O itself. The total set of elements in this (52 + 26) = 78-dimensional
space may be written:
DR,B = DR : {F4 automorphism group of h3O Jordan algebra} +
DB : {maps X ∈ h3O→ X ◦ x, with x ∈ h3O, tr(x) = 0} (6.4)
It can also be shown that the commutator [DBx ,D
B
y ] = D
B
x D
B
y −DBy DBx ∈ DR. (The
DR and DB are analogous to the rotations and boosts, respectively, for the Lorentz
group, as we shall see later in this chapter). All elements of the set DR,B have the
property exhibited by D in equation 6.3 and are therefore associated with an E6 group
action that preserves det(X ) for any X ∈ h3O ([1] pp.44–46).
Alternatively the Lie algebra E6(−26) can be expressed in terms of mappings
induced on h3O by the 14 generators of G2 acting on O, supplementing the actions
of a basis of 64 independent tracefree 3 × 3 octonion matrices. This construction of
a basis for the E6 algebra, dating from the 1960s ([35] pp.162–164), in terms of a
(14 + 64) = 78-dimensional decomposition can be denoted by DG,S and is composed
of two sets:
DG,S = DG : {G2 automorphism group of O algebra} +
DS : {maps X ∈ h3O→ x0X + Xx†0, with x0 ∈ sl0(3,O)} (6.5)
where sl0(3,O) is the 64-dimensional set of traceless 3× 3 matrices over the octonions
and DG is isomorphic to the 14-dimensional Lie algebra G2. All elements of this
combined set satisfy equation 6.3 and hence L(v27) = 1, in the form of det(X ) = 1, is
preserved by the associated E6 group action.
More generally ([1] p.28, [36]) denoting by sl0(n,K) the set of traceless n × n
matrices with entries in the division algebra K = R,C,H or O for n > 1 the commutator
of the set sl0(n,K) is closed only if K is commutative and associative (i.e. for R and C
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only). However, in all cases sl(n,K) may be defined to be the Lie algebra of operators
on Kn generated by the elements of sl0(n,K) under an appropriate matrix commutation
rule (the Lie algebra L(E6) is identified with sl(3,O) in [36] p.950). The Lie group
SL(n,K) of operators on Kn, with an associative multiplication even for K = O, may
be generated by the elements of this sl(n,K) Lie algebra. For the case n = 2 the group
SL(2,K) also has a representation on h2K that preserves the determinant.
However, this approach of first defining the Lie algebra purely in itself is not
followed here. Rather finite group transformations will be constructed first [37, 38, 39,
40, 41]. Here SL(n,K) will be defined principally in terms of a set of group transforma-
tions that preserve a particular norm on a vector space, essentially by generalisation
from SL(2,C) as a determinant preserving action on h2C. The need for such a real-
valued ‘norm’ is here motivated by the form L(v) = 1. In obtaining the full set of
symmetry actions on the form L(v) = 1 it is partly a matter of convention whether this
group of transformations is given a name of the type SL(n,K). A representation of the
corresponding Lie algebra sl(n,K) will be defined and derived subsequently through
the group action on the representation space. In particular the L(E6) ≡ sl(3,O) Lie
algebra will be described in terms of a basis of vector fields on the tangent space to
the hypersurface S26 embedded within the space h3O, which itself can be considered
as a 27-dimensional manifold.
Associativity is required of any group of operations in general and it is the
case for the elements of E6 which will be described explicitly in section 6.4. While in
general multiplication between octonions is non-associative it is possible to use them
in the construction of algebraic elements such that the multiplication defined between
these latter elements is in fact associative. Indeed it will be possible to conceive of
the elements of E6 acting on X ∈ h3O of equation 6.1 in a manifestly associative way
represented as a subgroup of GL(27,R) acting on v27 ∈ R27, with h3O ≡ R27 as vector
spaces, such that L(v27) = det(X ) = 1 is invariant, similarly as for all forms of L(v) = 1
under symmetry operations. Since the construction of the Lie group E6 ≡ SL(3,O)
here relies on the composition properties of the octonions in the following section we
first turn to the octonion algebra itself.
6.2 Octonion Algebra and Geometric Symmetries
Having introduced the division algebras in section 2.1 in relation to possible multi-
dimensional forms of temporal flow for equation 2.9 here we focus on the largest such
algebra. For the remainder of this chapter we follow references [37, 38, 39, 40, 41]
in leading from the properties of octonions through their relation with Lorentz trans-
formations to the construction of the symmetry group E6 and the corresponding Lie
algebra. The main reference for these latter structures in particular is ([38] chapters 3
and 4). The above references are extensively reviewed in this chapter, owing to their
importance for the present work, and they also provide the source for much of the
notation adopted here.
We begin then with a general octonion which, as an element of an eight-
dimensional vector space, has eight real parameters {a1 . . . a8} and can be written:
a = a1 + a2 i + a3 j + a4 k + a5 kl + a6 jl + a7 il + a8 l (6.6)
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The first term could be written as a1e with e ≡ 1 representing the real unit through
which real numbers such as a1 ∈ R are embedded in the octonions as a1e ∈ O. The
seven imaginary units in this basis {i, j, k, kl, jl, il, l}, with i2 = j2 = . . . = il2 =
l2 = −1, are mutually anticommuting, with il j = −j il etc., with their full algebraic
composition described in figure 6.1.
il k jl
j
l
i
kl
Figure 6.1: The multiplication of any two octonion units is given by ± the third
octonion on the same directed line, with a + (or −) sign for composition aligned with
(or against) the arrow on the line, for example kl il = −j.
Hamilton’s quaternions are contained as a subalgebra of the octonions with
imaginary units {i, j, k} composed as i j = k with cyclic permutations as represented
by the arrowed circle in figure 6.1. The six other arrowed lines represent six further
equivalent H subalgebras embedded in O. As can be seen from examples such as k l = kl
the notation for the imaginary units is chosen as a mnemonic for these relations, where
it should be understood that kl is a single imaginary base unit on equal footing with
any of the other six, with klk = l and so on.
While multiplication within any of the seven quaternion subalgebras is asso-
ciative, for example (klk)l = kl(k l) = −1, multiplication between any three imaginary
base units not situated on the same line in figure 6.1 is anti -associative, with for ex-
ample (i j)l = −i(j l) = +kl. Care needs to be taken due to the possible ambiguity
in expressions involving products of octonions due to this lack of general associativity.
However, the algebra does satisfy the weaker condition that products involving only
two distinct octonions a, b ∈ O are associative, for example (aa)b = a(ab), and hence
the octonions form an alternative algebra.
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Octonion conjugation is defined as a real linear map a→ a¯ on O such that for
the real unit a1 → a1 while for the seven imaginary units ah → −ah (h = 2 . . . 8). The
octonion conjugate of a ∈ O in equation 6.6 is therefore:
a¯ = a1 − a2 i − a3 j − a4 k − a5 kl − a6 jl − a7 il − a8 l (6.7)
which applies to any product as ab = b¯a¯ and is hence an algebra anti-automorphism.
For a given octonion a the norm |a| is a real number defined by:
|a|2 = aa¯ =
8∑
h=1
a2h (6.8)
which applies to any product as |ab| = |a||b| since the algebra is alternative. Hence
the norm is compatible with octonion multiplication and it is these properties, which
also imply the existence of a unique inverse:
a−1 =
a¯
|a|2 (6.9)
for any element a 6= 0, which make the octonions a ‘normed division algebra’ ([1] p.9).
By a theorem of Hurwitz from 1898 only four such algebras, of real dimension 1, 2, 4
and 8, exist; these are R,C,H and O which hence form a unique set of algebras, as
listed in section 2.1. With the octonions being the largest normed division algebra and
possessing a rich symmetry structure they naturally find use in the present context
for identifying possible forms L(v) = 1 for temporal flow together with the associated
symmetries. In the simplest case for a, b ∈ O with |a| = 1 and b ≡ v the composition
ab with |ab| = |a||b| provides a set of symmetry transformations leaving the form
L(v) := |b|2 = 1 invariant.
Octonion conjugation can be used to extract the real and imaginary parts
of a ∈ O as Re(a) = 12(a + a¯) and Im(a) = 12(a − a¯) respectively. While for a
complex number z = x + yi ∈ C the imaginary part is usually defined such that
Im(z) = y is itself a real number, as for example in equation 10.96, for the quaternion
and octonion cases the imaginary part is defined as an imaginary number, with for
example Im(a) = a2i+a3j+. . . for equation 6.6, since such an object in general involves
several distinct imaginary units. An inner product for any two octonions a, b ∈ O may
be defined by:
〈a, b〉 = 1
2
(ab¯+ ba¯) = Re(ab¯) =
8∑
h=1
ahbh. (6.10)
For a single octonion |a|2 = 〈a, a〉, while for any two octonions 〈a, b〉 = 〈b, a〉 and
geometric orthogonality can be defined by the algebraic property 〈a, b〉 = 0. From
equation 6.10 it can be seen that any real element of O is orthogonal to any imaginary
element and also any pair of anticommuting octonions (such as {i, j} with ij = −ji etc.)
are orthogonal to each other. In general a unit imaginary s is an element s ∈ Im(O)
with unit norm |s| = 1 which is not necessarily one of the basis units {i, j, k . . .}. The
real unit 1 together with any two orthogonal imaginary units s, s′ define a quaternion
subalgebra with basis {1, s, s′, ss′} ∈ H, which includes any of the seven H subalgebras
as described by the seven lines in figure 6.1. More generally any two non-parallel
imaginary units in O generate a basis for a quaternion algebra.
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For any octonion a with Im(a) 6= 0 the unit imaginary s as the point on the 6-
sphere of unit imaginary octonions in the direction of Im(a) can be identified. Any such
s ∈ S6, together with the real unit 1, generate a complex subalgebra of O with basis
{1, s} ∈ C. In particular any a ∈ O of equation 6.6 may be written as a = |a|esα, with
α ∈ R and the Euler identity esα = cosα+ s sinα applying in the complex subalgebra.
Since any two octonions involve at most two complex subspaces, with bases {1, s} and
{1, s′}, it follows from the previous paragraph that any calculation involving only two
octonions reduces to the case of the quaternion algebra, which being associate hence
accounts for the alternative property of the octonion algebra.
As distinct from the ‘octonion conjugation’ a → a¯, for each q ∈ O with q 6= 0
a conjugation map on a ∈ O is a linear transformation expressed by the following
algebraic composition (which is well defined since O is an alternative algebra):
φq : a → qaq−1
that is φq : a → qaq¯ for |q| = 1 (6.11)
where the second expression follows using equation 6.9 and in fact describes the com-
plete set of possible transformations since the first expression is insensitive to |q|.
Selecting |q| = 1 implies not only q−1 = q¯ but also q = esα2 where s ∈ O is a unit
imaginary and α ∈ R. Since
|φq(a)| = |q||a||q¯| = |a| (6.12)
and 〈a, b〉 = 1
2
(|a+ b|2 − |a|2 − |b|2) (6.13)
(the latter by equations 6.8 and 6.10) the map in equation 6.11 represents an isometry
for the elements of O, since geometric relations are preserved. This isometry, leaving
Re(a) invariant and being continuously connected to the identity transformation, rep-
resents an action of SO(7) upon the seven-dimensional space of imaginary octonions.
For the quaternion subalgebra, with a, q ∈ H in the basis {1, i, j, k}, the map
φq : a→ qaq¯, in H→ H, with q = eiα2 rotates a vector (a1, a2, a3, a4) ∈ R4 by the angle
α radians in the (j-k) plane (with α = 2πn, n ∈ Z, being the identity transformation).
That is, applying equation 6.11 and anticommutation for the imaginary units:
φ
ei
α
2
: a1 + a2i+ a3j + a4k → a1 + a2i+ eiα(a3j + a4k)
and hence
 a3j
a4k
 →
 (a3 cosα− a4 sinα)j
(a3 sinα+ a4 cosα)k
 (6.14)
when considered as an active transformation relative to a set of constant basis elements
{1, i, j, k}, which is the point of view adopted for such transformations here (in contrast
to passive transformations such as exemplified in equations 3.39–3.41 and described
in sections 3.1 and 3.2 for gauge transformations on a principle bundle space). On
employing left and right multiplication by independent quaternions of unit norm on
the full space H, with 4 real dimensions, the two-to-one cover of SO(4) is obtained, as
alluded to in section 2.1.
Transformations in the space Im(H), in the form of equation 6.11, may be
constructed about any unit imaginary element (taken as i in the example of equa-
tion 6.14) as the axis of rotation. In this case for quaternions the map φq is a universal
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two-to-one covering map of S3 into the group of rotations SO(3) (elements q ∈ H with
|q| = 1 describe the 3-sphere, with q and −q mapping to the same rotation). This is
a group homomorphism from the algebraic composition of equation 6.11 for quater-
nions with group structure φr ◦φs = φrs into the geometric transformations SO(3) in
a 3-dimensional space, which is also the automorphism group of the algebra H. This
group may also be generated by composing several actions of the form in equation 6.11
requiring |q| = 1 and q ∈ Im(H), that is from the 2-sphere S2 ⊂ S3 alone. Simi-
lar compositions of actions will actually be required for the octonion case in order to
construct the full symmetry, as described in the following.
In the case of the octonions the map in equation 6.11 for φ
ei
α
2
again fixes the
(1-i)-plane but now rotates all three mutually orthogonal planes, corresponding to the
three quaternion subalgebras containing i identified in figure 6.1, simultaneously by α
radians. Here the full set of maps φq, with q ∈ O and |q| = 1, does not form a group
homomorphism of the 7-sphere S7 into SO(7) since in general there may be no value
of q ∈ O for which the map φq(a) is equivalent to the composition φr(φs(a)), with
r, s ∈ O, due to the non-associativity of the octonions. However it is precisely through
this property of octonion composition that the set of maps φq of equation 6.11 can
generate the full Lie group SO(7) by including ordered, or nested, combinations such
as φr(φs(a)) on a ∈ O as elementary symmetry operations.
In general a representation R on a vector space V is a structure preserving ho-
momorphism from group elements {g1, g2, g3, e} ∈ G with g1g2 = g3 into representation
matrices with R(g1)R(g2) = R(g3) and R(e) = 1, where the unit matrix 1 represents
the identity transformation on V . Since group structure is associative the above ac-
tions φr, φs, owing to the octonion non-associativity, do not technically represent the
Lie group SO(7).
The group structure of these transformations can however be seen when these
actions are instead represented by matrices R(φ) ∈ GL(7,R) acting on the vector space
R
7. Consider the example of φr(φs(a)) = r(s(a)s¯)r¯ with r = i ∈ O and s = l ∈ O.
The map φl : a → lal¯ is a linear transformation of the components of Im(a), that
is {a2, . . . , a8} of equation 6.6, which can be represented on R7 by the action of the
diagonal 7× 7 matrix R(φl) = diag(−1,−1,−1,−1,−1,−1,+1) ∈ GL(7,R). Similarly
the map φi : a → iai¯ is represented by R(φi) = diag(+1,−1,−1,−1,−1,−1,−1).
These combine together as the map R(φi)R(φl) = diag(−1,+1,+1,+1,+1,+1,−1),
by matrix multiplication, which does not correspond to any single conjugation action of
equation 6.11 but precisely represents the combined action a→ i(l(a)l¯)¯i. Hence while
i(l(a)l¯)¯i 6= (i l)a(l¯ i¯), due to the octonion non-associativity, the nested action can be
representated in GL(7,R) with R(φi)R(φl) = R(φi ◦φl), and with matrix compositions
in general, which fully represents the SO(7) Lie group structure. (A similar situation is
found for the spinor representation of SO(7) obtained from the one-sided composition
action a→ r(s(a)), and also for the dual spinor using right actions alone).
The octonion algebra provides a way to express these symmetry transforma-
tions in a compact algebraic form, which uses the non-associativity in order to describe
the full symmetry, and which may be unfolded into a more explicit group representa-
tion in terms of matrices in GL(n,R). In fact by using these octonion properties the
full SO(7) rotation group can be generated with the elements |r| = 1 and r ∈ Im(O),
that is on the 6 sphere S6 ⊂ S7 alone, as described below.
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Firstly, setting α = ±π for a single action the conjugation map φ
er
±pi
2
, with
r an imaginary octonion unit, corresponds to rotating the three planes orthogonal to
the (1-r)-plane by ±180◦, hence reflecting, or ‘flipping’ these three planes. This can
be readily seen since er
±pi
2 = cos π2 + r sin
±π
2 = ±r and hence equation 6.11 is simply
a conjugation map by a unit imaginary element r ∈ S6. For example with r = i the
map φ
ei
pi
2
(j) = iji¯ = −j acts on j, as well as each of the other five imaginary units
{k, kl, jl, il, l}, as a sign flip.
Performing a second reflection based on the same (1-r)-plane naturally cancels
the first and leaves no total effect. However in performing the second flip with respect
to a different plane, namely the (1-(r cos β2 + s sin
β
2 ))-plane with s a unit imaginary
orthogonal to r, while the combined reflections still cancel for most components a
residual rotation by β radians in the (r-s)-plane remains as the net effect on R8. That
is the two reflections applied to any a ∈ O as:
φ
r,s,β
2
(a) = (r cos β
2
+ s sin β
2
)(−r a (−r¯))(r cos β
2
+ s sin β
2
) (6.15)
rotates the components of a in the (r-s)-plane by β radians, corresponding to two
reflections in two mirror lines in this plane, while giving the identity map on the
remaining components. Although two discrete flips are involved in this equation the
total effect on vectors in O is of a rotation in the (r-s)-plane varying continuously
with the parameter β ∈ R, with the identity transformation for β = 0. In the seven-
dimensional space of Im(O) the 21 possible choices of rotation planes from the 21 sets
of imaginary base unit pairs for {r, s} describes the full Lie group SO(7). The 14-
parameter automorphism group of the octonions, that is the exceptional Lie group G2,
is contained as a subgroup of this SO(7) as will be discussed in section 6.4.
The first rotation in equation 6.15 is taken as −π, that is with er−pi2 = −r,
followed by the second rotation by +π. The corresponding minus signs for the −π
rotation in the middle brackets on the right-hand side trivially cancel here but the
minus sign is needed for the one-sided spinor actions a→ (r cos β
2
+ s sin β
2
)(−r(a)) in
order for β = 0 to correspond to the identity transformation in the spinor representa-
tion. This latter expression is also compatible with the identify transformation for the
spinor case corresponding to β = 4πn with n ∈ Z, rather than any multiple of 2π as
for the vector representation of equation 6.15.
6.3 Lorentz Transformations on Spacetime Forms
As well as rotations in spaces with a Euclidean metric, such as the case of SO(7) above,
composition of division algebra elements can also be used to describe transformations in
spaces with a Lorentzian metric, such as on the tangent space of a spacetime manifold.
The content of this section is largely based on reference [37]. We begin here with an
Hermitian 2× 2 octonion matrix X which may be written as:
X =
 t+ z a¯
a t− z
 ∈ h2O (6.16)
124
with a ∈ O in the general form of equation 6.6 and {t, z} ∈ R, and hence X is
10-dimensional over the real numbers. Since the components of X, involving only a
single octonion a, can be taken to lie within a single complex subalgebra of O there
are no problems with commutativity or associativity in unambiguously defining the
determinant of the matrix X in the usual way as:
det(X) = (t+ z)(t− z)− aa¯ = t2 − a21 − a22 . . .− a28 − z2 (6.17)
This expression has the same form as the square of an invariant interval represented by
a Lorentz 10-vector x (or interval of ‘proper time’ τ), with 10-dimensional spacetime
metric η = diag(+1,−1, . . . ,−1), which can be written as:
|x|2 = xTηx = x20 − x21 − x22 . . . − x28 − x29 (6.18)
Closely analogous structures are obtained for all four normed division algebras, K =
R,C,H or O, with h2K representing Lorentz vectors in (k + 2)-dimensional spacetime
where k = dimR(K). For example in the familiar case of 4-dimensional spacetime a
Lorentz 4-vector (t, x, y, z) can be represented by:
X =
 t+ z x− yi
x+ yi t− z
 = tσ0 + xσ1 + yσ2 + zσ3 ∈ h2C (6.19)
This case will be considered in more detail in the section 7.1 where the σ-matrices
are presented in equation 7.14. The above expression can be generalised by replacing
σ2 =
(0 −i
i 0
)
in equation 7.14 with σq =
(0 −q
q 0
)
for q = i, j and k for the quaternion case
or q = i, j, k, kl, jl, il and l for the octonion case of equation 6.16.
A Weyl spinor can be expressed as the 2-component object θ =
(a
b
) ∈ K ⊕ K,
with the Hermitian conjugate θ† = (a¯ b¯), and hence each spinor has 16 real components
for the octonion case. As an element of h2K the square of a spinor:
θθ† =
|a|2 ab¯
ba¯ |b|2
 (6.20)
has det(θθ†) = 0 (6.21)
and hence corresponds to a null-vector in (k + 2)-dimensional spacetime. The ‘time’
component of this null-vector can be expressed in a scalar spinor product t = 12θ
†θ =
1
2(|a|2 + |b|2), while the time component of a general element of X ∈ h2K is given by
t = 12tr(X), as can be seen in the examples of equations 6.16 and 6.19.
Lorentz transformations in (k+2)-dimensional spacetime are defined as actions
Λ which preserve proper time intervals, that is with |Λ(x)| = |x|. The subset of actions
continuously connected to the identity transformation may be composed together to
form the Lorentz group SO+(1, k + 1). Since |x|2 ≡ det(X) the rotations and boosts
of these geometric spacetime symmetries can be associated with algebraic composi-
tions in the relevant division algebra which preserve the determinant, and Hermitian
property, of h2K. To represent a 10-dimensional Lorentz transformation the Hermitian
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requirement can be achieved by a conjugation map on X ∈ h2O with the 2× 2 matrix
M which is well defined if there is no associativity ambiguity:
R : X →MXM † := (MX)M † =M(XM †) (6.22)
This in turn is achieved if the components ofM all belong to a single complex subspace
of O (an alternative possibility is for the columns of Im(M) to be real multiples of each
other [37] p.21). In this case det(M) is well defined and the further requirement that
det(MM †) = 1 is sufficient to ensure that the conjugation map X → MXM † leaves
det(X) invariant. These two-sided transformations on the vector X are required to
be compatible with the one-sided actions on the spinor θ and its Hermitian conju-
gate θ†, meaning that there should also be no associativity problems in relating these
representations as:
M(θθ†)M † = (Mθ)(θ†M †) = (Mθ)(Mθ)† (6.23)
where on the left-hand side an octonionic vector is composed as θθ†, which is not a
general element of h2O due to equation 6.21. This compatibility, which will be needed
in the following section for the 3×3 matrix case, is satisfied, along with equation 6.22,
if the components of each individual M all belong to the same complex subalgebra of
O and also det(M) ∈ R. Together with the requirement that the vector transformation
preserves det(X) this implies that det(M) = ±1. A complete set of such transformation
matrices is listed in table 6.1.
Category 1: Boosts Btz(α), Btx(α) and Btq(α) with:
Mtz(α) =
e+α2 0
0 e−
α
2
, Mtx(α) =
cosh α2 sinh α2
sinh α2 cosh
α
2
, Mtq(α) =
 cosh α2 q sinh α2
−q sinh α2 cosh α2

Category 2: Rotations Rxq(α), Rxz(α) and Rzq(α) with:
Mxq(α) =
e−q α2 0
0 e+q
α
2
, Mxz(α) =
 cos α2 sin α2
− sin α2 cos α2
, Mzq(α) =
 cos α2 −q sin α2
−q sin α2 cos α2

Category 3: Transverse Rotations Rr,s(α) with:
Mr,s2(α) =
r cos α2 + s sin α2 0
0 r cos α2 + s sin
α
2
 nested with Mr,s1 =
−r 0
0 −r

Table 6.1: Three categories of matrices [37, 38] for conjugation action on X ∈ h2O
preserving det(X); with q, r, s ∈ {i, j, k, kl, jl, il, l} there are (1 + 1 + 7) = 9 boosts,
(7 + 1 + 7) = 15 rotations and 21 Rr,s(α) transverse rotations (where the subscript
r, s denotes the ordered pair {r, s} of imaginary units) representing the 45-dimensional
group of Lorentz transformations on a 10-dimensional spacetime.
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In the first two categories det(M) = +1 for each of the 24 actions. The third
category is a simple 2× 2 diagonal matrix form of equation 6.15, with the parameter
β replaced by α. The action of the category 3 matrices is ordered by nesting the
conjugation as:
Rr,s(α)X =Mr,s2 (Mr,s1 (X)M
†
r,s1)M
†
r,s2 (6.24)
with det(Mr,s1) = det(Mr,s2) = −1. Since the latter matrices are always combined in
pairs, and hence are analogous to the action of a single matrix with a determinant of +1,
the full group of transformations is denoted SL(2,O). It is composed of the 45 actions in
table 6.1, each of which describes a one-parameter subgroup with R(α)R(β) = R(α+β)
and each of which represents transformations in a single 2-dimensional plane in 10-
dimensional spacetime.
For each of the 45 transformations with α = 0 and α = 2π it can be seen that
M =
(1 0
0 1
)
and M =
(−1 0
0 −1
)
respectively (this is effectively true for the category 3 case
since these can be expressed by conjugation with a single such matrix M for these
α values). Hence SL(2,O) is the double cover of the 10-dimensional Lorentz group
SO+(1, 9), that is SL(2,O) → SO+(1, 9) is a two-to-one homomorphism with kernel
{M = ±12}, where 12 is the 2 × 2 identity matrix, since both cases for M give the
identity transformation on X due to the two-sided action in equation 6.22.
A number of subgroups may also be identified. The subgroup leaving tr(X)
invariant, composed of the 36 category 2 and 3 transformations, defines SU(2,O) which
is the two-to-one cover of the purely rotational Lorentz subgroup SO(9), leaving the
t-component in equation 6.16 invariant. In turn the 21 category 3 transformations
alone form the Spin(7) subgroup as the double cover of SO(7). The structure of these
subgroups, including the SO(8) obtained by augmenting the SO(7) with an additional
7 Rxq(α) actions from category 2, will also be important for enlarging beyond SL(2,O)
for the 3× 3 matrix case in the following section.
Finally in this section we note that for the quaternion case, obtained by restrict-
ing all transformations in table 6.1 for q, r, s ∈ {i, j, k}, there remain 15 transformations
(5, 7 and 3 for category 1, 2 and 3 respectively) acting on h2H forming SL(2,H) as
the double cover of the Lorentz group SO+(1, 5) on 6-dimensional spacetime. Here,
loosening the restriction det(M) = ±1 for the transformation matrices, each of the
three transverse rotations can be achieved by a single unnested conjugation map such
as:
Ri(α)(X) =MiXM
†
i with Mi(α) =
eiα2 0
0 ei
α
2
 (6.25)
which acts on the quaternion component a ∈ H of X = (p a¯a m) ∈ h2H by fixing the (1-i)-
plane while performing a rotation in the (j-k)-plane of α radians as was described in
equation 6.14. Taking a similar form to equation 6.25 the two actions Rj(α) and Rk(α)
rotate the (k-i)-plane and (i-j)-plane respectively. This is possible for the quaternions
since there is only one imaginary plane orthogonal to each imaginary base unit. This
is unlike the case for the octonions in which the nested transverse rotations are needed
to describe all 21 such single plane rotations (as explained towards the end of the
previous section) and hence account for the complete subgroup SO(7) ⊂ SO+(1, 9).
In addition the restriction det(M) = ±1 is imposed for the octonion case in order to
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meet the compatibility requirement of equation 6.23 as will be needed for extension to
the 3× 3 case as noted after that equation.
For the case of 4-dimensional spacetime the six Lorentz transformations are
represented on h2C by the six category 1 and 2 matrices M in table 6.1 with q taking
a single value such as i. This set of actions with det(M) = +1 forms the group
SL(2,C) as the double cover of the Lorentz group SO+(1, 3), as will be studied in
more detail in section 7.1. In this case there are no imaginary orthogonal planes for
the transformation of equation 6.25 to rotate and the action Ri(α), which may be
considered as a residue from the 2 × 2 matrix cases for H and O, not only preserves
det(X) but also leaves each component of any X ∈ h2C unchanged. In this sense the
action in equation 6.25 may be interpreted as an internal U(1) symmetry, relative to
the external Lorentz symmetry of 4-dimensional spacetime, as will be relevant for the
case of the embedding h2C ⊂ h3O in section 8.2.
6.4 E6 Transformations on a Form of Time
In this paper the emphasis is on symmetries of forms of multi-dimensional temporal flow
L(v) = 1, that is isochronal symmetries as introduced in section 2.1, rather than on
isometries of a higher-dimensional space or spacetime, as described for equations 6.11–
6.13 and in the previous section for example. The SL(2,O) action preserving det(X)
with X ∈ h2O, described in the previous section, can be interpreted in either way,
but there is no reason to restrict multi-dimensional forms of L(v) to have such a
spacetime interpretation, as it does in taking the quadratic form of det(X) for example.
Further, with O being the largest division algebra, there is no clear extension of this
construction based on h2K to a higher-dimensional spacetime symmetry. This leads to
the consideration of the extension of h2O to the 27-dimensional space of 3×3 Hermitian
octonion matrices h3O which has richer symmetry properties while still possessing an
underlying structure appropriate for a form of temporal flow.
An element X ∈ h3O of equation 6.1 may be written as (again closely following
[38] chapters 3 and 4 together with [39, 40, 41] and generally adopting the notation
therein):
X =

p a¯
a m
c
b¯
c¯ b n
 =

X θ
θ† n
 ∈ h3O (6.26)
with p,m, n ∈ R and a, b, c ∈ O, while X and θ have the structure of octonionic
2× 2 vectors (equation 6.16) and 1× 2 spinors respectively, familiar from the previous
section.
Under the Jordan product of equation 6.2 elements X ,Y ∈ h3O form the ex-
ceptional Jordan algebra. However it is the structure of a cubic norm, or determinant,
which may be defined on h3O, without any ambiguity due to the non-associativity of
the octonions, that is of interest here. The cubic norm is a homogeneous polynomial
form in the components of h3O as a mapping X → det(X ) ∈ R into the real numbers,
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and hence has the correct structure for a form of L(v) = 1. This determinant may be
expressed in several equivalent ways including:
det(X ) = det(X)n + 2X · (θθ†) (6.27)
= pmn− p|b|2 −m|c|2 − n|a|2 + 2Re(a¯b¯c¯) (6.28)
where the 10-dimensional Lorentz inner product X · Y = 12(tr(X ◦ Y ) − tr(X)tr(Y )),
with X,Y ∈ h2O, in the first line together with equation 6.26 can be used to derive
the second line in which the cubic composition of components, consistent with the
homogeneous form of equation 2.9, is explicitly seen.
The 2× 2 matrices M of SL(2,O) actions listed in table 6.1 can be embedded
in the upper-left corner of 3 × 3 matrices M to obtain the conjugation action for the
3× 3 case R : X →MXM† with:
MXM† =

M 0
0 1


X θ
θ† n


M 0
0 1

†
=

MXM † Mθ
θ†M † n

(6.29)
This expression contains the vector X → R(X) = MXM †, spinor θ → R(θ) = Mθ
and scalar n → 1n representations of SL(2,O), each transforming in the appropriate
way with the form of the action R determined correspondingly. These transformations
respect the 3 × 3 block structure, as do nested compositions in augmenting the 2 × 2
matrix actions such as equation 6.24 to expressions of the form:
X → R(X ) = Mn(. . . (M1(X )M†1) . . .)M†n (6.30)
which acts, for example, on the spinor as θ → R(θ) = Mn(. . . (M1(θ))). As well as
preserving det(X) with X ∈ h2O the 45 actions of 2 × 2 matrices M from table 6.1
when embedded in the 3 × 3 matrices M for equation 6.29 also preserve det(X ) for
X ∈ h3O since, from equation 6.27:
det(R(X )) = det(R(X))n + 2R(X) · (R(θ)R(θ†))
= det(R(X))n + 2R(X) · R(θθ†)
= det(X)n + 2X · θθ†
= det(X ) (6.31)
where the second equality is a result of ‘compatibility’, and motivates the introduction
of this requirement in equation 6.23, and the third equality follows from the Lorentz
symmetry of the SL(2,O) action. It is also by compatibility that the 45 SL(2,O)
transformations act as one-parameter subgroups on the spinor θ (given the minus
signs for the M1 components for the transverse rotations, originating in equation 6.15,
as for Mr,s1 in table 6.1) as well as on the vector X.
These SL(2,O) actions, called Lorentz transformations when acting on X ∈
h2O representing 10-dimensional spacetime, also identify 45 one-parameter subgroups
acting on X ∈ h3O, with R(α)R(β)X = R(α+ β)X , preserving det(X ) (where R(α)X
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denotes a particular action R(X ), for example from table 6.1, for a particular trans-
formation parameter α). Hence these 45 actions are one-parameter subgroups of
E6 := SL(3,O) which is defined as the group of symmetry transformations under
which the determinant on h3O is invariant. Again we emphasise that the key here is
the structure of a higher-dimensional form of temporal flow which, while necessarily
containing a 4-dimensional form perceived as spacetime, does not itself need to possess
a higher-dimensional spacetime interpretation.
The exceptional Lie group E6 is 78-dimensional, as described in section 6.1 and
hence the 45 actions adopted from SL(2,O) represented on h3O is only part of the
full symmetry picture. However the scope of the SL(2,O) action can be enlarged by
noting that there are three similar and natural ways to embed the vector X, spinor θ
and scalar n representations of SL(2,O) in the 3 × 3 matrix X ∈ h3O. The original
‘type 1’ action described in equation 6.29 for the embedding depicted in equation 6.26
can be written more explicitly in terms of the matrix components:
M(1) =

M11 M12 0
M21 M22 0
0 0 1
 acting on

X11 X12 θ1
X21 X22 θ2
θ¯1 θ¯2 n
 (6.32)
Maintaining the variables p,m, n ∈ R and a, b, c ∈ O in the same component locations
of the 3× 3 matrix X ∈ h3O in equation 6.26 their placement within the 2× 2 vector
X =
(X11 X12
X21 X22
)
and 1×2 spinor θ = (θ1θ2) under SL(2,O) may be reassigned by permuting
the components of the matrices M as follows:
M(a) = TM(b)T † for (a, b) = (2, 1), (3, 2), (1, 3) with T =

0 0 1
1 0 0
0 1 0

(6.33)
With T † = T −1 (= T 2) it can be seen that det(T XT †) = det(X ) and since det(T ) = 1
the action X → T XT † can itself be considered as a transformation of the SL(3,O)
symmetry. The matrices M(2) and M(3) then correspond to ‘type 2’ and ‘type 3’
transformations respectively with:
M(2) =

1 0 0
0 M11 M12
0 M21 M22
 acting on

p θ¯1 θ¯2
θ1 X11 X12
θ2 X21 X22
 (6.34)
and
M(3) =

M22 0 M21
0 1 0
M12 0 M11
 acting on

X22 θ2 X21
θ¯2 m θ¯1
X12 θ1 X11
 (6.35)
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The three M(a) represent three embeddings of the 2 × 2 matrix actions of
table 6.1 into a 3×3 matrix form acting on the same h3O components of equation 6.1.
Each type 1, 2 or 3 action, even for the nested case of equation 6.30 with M→M(a)
for a = 1, 2 or 3, respects the corresponding block structure in equation 6.32, 6.34 or
6.35 respectively. Indeed the type 2 and 3 cases are effectively obtained by a simple
symmetric permutation of the three octonion and three real entries in h3O under the
original type 1 action of equation 6.29, and hence for all three types of transformation
det(X ) is invariant, as was shown for the type 1 case in equation 6.31. (In addition
to the discrete actions of equation 6.33 continuous type transformations may also be
defined as described in [38] section 4.4).
With three possible embeddings of the 45-dimensional SL(2,O) transformations
there are now a total of 3 × 45 = 135 det(X )-preserving one-parameter subgroup
actions for E6 := SL(3,O), which cannot be independent since E6 is known to be a
78-dimensional group. A basis for the E6 actions on h3O may be obtained by requiring
linear independence at the Lie algebra level. However a G = E6 manifold is not well-
defined in terms of the space of 3 × 3 matrices M upon which to identify tangent
vectors with Lie algebra elements. This is in contrast to a case such as G = SO(3)
represented by real 3× 3 matrices R ∈ SO(3) acting on vectors v3 ∈ R3. In this case
the space of matrices R, with RRT = 13 and det(R) = 1 describing topologically the
3-sphere S3 with antipodal points identified, defines the group space G upon which
tangent vector fields may represent the Lie algebra, as was depicted for the general
case in figure 2.5. The Lie algebra may be described in terms of left-invariant vector
fields on the group manifold or in terms of the tangent vectors at the identity e ∈ G
through the isomorphism L(G) ≡ TeG. (An example for the latter case was listed in
the set of Lie algebra elements {Lpq} of equation 2.32 for G = SO(3)).
This situation can be understood by considering how a Lie group manifold, on
the tangent space of which the Lie algebra may be defined, might also be identified
for the Lorentz groups in (k + 2)-dimensional spacetime, with k = dimR(K) and K =
C,H,O, represented by the action of SL(2,K) on h2K matrices. In the first case for
K = C since complex 2 × 2 matrices have (4 × 2) = 8 real parameters and det(M) =
1 ∈ C represents two constraints on the matrices M ∈ SL(2,C) these actions are
described by (8 − 2) = 6 real parameters, which equals the dimension of the Lorentz
group SO+(1, 3). This set of 2× 2 matrices can take the form of the first six matrices
in table 6.1 for q = i as described at the end of section 6.3. Hence these six degrees
of freedom of the matrices SL(2,C) fully describe the corresponding group manifold
G ≡ SL(2,C) (as the double cover of SO+(1, 3)), upon which the Lie algebra of tangent
vector fields may be constructed (having the same Lie algebra structure as so+(1, 3)).
This Lie algebra, in terms of tangent vectors at the identity e ∈ G, will be explicitly
listed as the set of 2× 2 matrices {M˙} in equations 8.7 and 8.8 of section 8.1.
For 2× 2 quaternion matrices under the constraint det(M) = 1 ∈ H there are
(4 × 4) − 4 = 12 free parameters for M ∈ SL(2,H), insufficient alone to describe the
15-dimensional Lorentz group SO+(1, 5). However, including the 3 transverse rotations
via the 2 × 2 matrix actions of equation 6.25 (one for each imaginary unit of H) by
loosening the constraint on the matrix determinant to |det(M)| = 1 ∈ R results in a
total of (4 × 4) − 1 = 15 free parameters. Hence, as for the complex case, a subset
of 2× 2 quaternion matrices can be identified with a group manifold structure as the
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double cover of the Lorentz group, here for a 6-dimensional spacetime, and the tangent
space to this manifold hence used to describe the Lie algebra so+(1, 5).
However for the 45-dimensional Lorentz group in 10-dimensional spacetime the
maximum of (4 × 8) = 32 parameters available in a 2 × 2 octonion matrix are clearly
insufficient to parametrise the full group, and hence the matrices of SL(2,O) in table 6.1
cannot immediately be related to a Lie group manifold as they could for the complex
(SL(2,C) with det(M) = 1) and quaternion (SL(2,H) with |det(M)| = 1) cases. Indeed
this is why nested SL(2,O) actions are required in the octonion case to make up the
extra transformations. Similarly for SL(3,O), with a maximum (9 × 8) = 72 real
parameters available in the 3 × 3 octonion matrices, such objects are insufficient to
represent the full 78-dimensional group manifold for E6.
The nested action X →M2(M1XM†1)M†2, in the form of equation 6.30, for the
case in which the elements of the matricesM1 andM2 belong to the same C ⊂ O sub-
space is an associative composition, that is it is equal to (M2M1)X (M†1M†2). This is
because each matrix element of X involves at most only one further complex subspace,
and hence each multiplicative action on these elements in the linear transformation on
X takes place in an associative quaternion subalgebra. Hence these particular cases of
nested transformations do behave like a group representation. More generally however,
and as for the case of SO(7) generated by composition of the φq maps with q ∈ Im(O)
in equation 6.11 as described in section 6.2, here there does not exist a group homo-
morphism of the full set of E6 transformations into the set of 3×3 octonionic matrices
M(a).
However, associative group matrices could be constructed here by representing
the linear transformations of the E6 symmetry by 27×27 matrices in GL(27,R) acting
on the space R27 ≡ h3O, as was the case for SO(7) represented by matrices in GL(7,R)
acting on R7 ≡ Im(O) in section 6.2. Indeed with such large matrices there is plenty of
freedom in which to express the full symmetry with elements R(g) ∈ GL(27,R) which
naturally form an associate algebra and with R(g1)R(g2) = R(g1g2) composing as a
true representation of E6.
Given the 135 one-parameter subgroup actions on h3O, collectively implied
in equations 6.32, 6.34 and 6.35, it would be straightforward, although laborious, to
construct 135 matrices in GL(27,R) acting upon R27, with the latter containing the 27
parameters of an element of h3O in equation 6.1 drawn out into the real column vector
(p,m, n, a1, . . . , c8)
T . All such actions would preserve the cubic norm of equation 6.28
considered as a map R27 → R. The multiplication of such elements of E6 represented
as matrices in GL(27,R) is clearly associative, as only R-valued matrices are involved.
Together with the identity element given by the unit matrix 127 and an inverse obtained
for any matrix by reversing the transformation with real parameter α → −α, the Lie
group structure is evident. Combinations of the 135 one-parameter subgroup actions
would carve out aG ≡ E6 submanifold (for this non-compact real form of E6) embedded
within the (27 × 27)-dimensional space of GL(27,R).
In principle left-invariant tangent vector fields, generated by right translations
on G and associated with the one-parameter subgroups, could be constructed upon this
E6 group manifold, as depicted generically in figure 2.5 on a group manifold, and linear
dependency used to reduce these to a basis set of 78 vector fields to describe the E6 Lie
algebra. Hence in this representation the Lie algebra may also be identified in terms
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of the transformation matrices themselves, in the form of elements D ≡ ∂Aλ/∂λ|λ=0
as described before equation 6.3, here with A ∈ GL(27,R). Alternatively the left
translations of these symmetry transformations on R27 may be associated with vector
fields in the tangent space TR27 which also represent the Lie algebra generators of the
symmetry. This construction applies generally (see also the discussion in the opening
of section 4.3) – for example in the case of SO(3) acting on R3 the Lie algebra L(SO(3))
may be represented by vector fields in the space TR3 tangent to the 2-sphere S2.
This latter possibility of employing the left or right action of G on the represen-
tation space itself to construct the Lie algebra can be employed for the representation
of E6 of relevance here, that is on the space h3O. Indeed the theoretical motivation
for studying E6 here is precisely owing to its representation on h3O, together with
the subgroup representations on subspaces of h3O obtained under symmetry breaking,
rather than the pure E6 group structure in itself. It is the fact that the space h3O with
unit determinant has the appropriate structure for a form of temporal flow L(v27) = 1
that provides the primary motivation, with E6 identified in turn as the corresponding
symmetry group. This symmetry is expressed in a very compact cubic form as the
determinant preserving actions on h3O, such as described in equation 6.29, and indeed
the origin of the very high degree of symmetry, involving the triality relation for the
largest division algebra O, is evident explicitly in this form. These structures would
be far from manifest in a 27× 27 real matrix representation. The non-associativity of
the octonion algebra is employed in folding the full set of E6 actions into this highly
compact 3× 3 matrix form.
For subgroups it will be possible to ‘straighten-out’ or unfold this action into
familiar group representation form. This will be the case for the broken symmetry
components, involving the external Lorentz group (in the form of the SL(2,C) subgroup
already described above) and internal symmetry groups, as we shall study in chapter 8
in comparison with the Standard Model of particle physics as reviewed in chapter 7.
Since the representations of these subgroups are to be identified in the components of
h3O, which is ultimately motivated as the space underlying L(v27) = 1, the tangent
space Th3O provides an apt arena for describing the E6 Lie algebra.
The homomorphism of the Lie algebra L(E6) ≡ sl(3,O) into the space of vector
fields in Th3O, the tangent space to the 27-dimensional manifold of h3O, is in fact an
isomorphism since the group action of SL(3,O) on h3O is effective. This isomorphism
is used both to identify individual E6 generators and also, as described in the following
section, the Lie algebra structure itself in terms of the commutators of the algebra
elements. Clearly the broken subgroups also act effectively on the components of
h3O and hence, following the discussion toward the end of section 4.3, the gauge
field dynamics for the full internal symmetry group will be obtained. More generally
the breaking of the isochronal symmetry of L(v) = 1 over the base space M4 will
ultimately need to be incorporated into the unification scheme described in section 5.1
with a structure in principle resembling Kaluza-Klein theory based on homogeneous
fibres as reviewed in section 4.3.
With the space h3O considered as a manifold the map R(α)X0, for any point X0
on h3O, is a left action on the manifold with R(0)X0 = X0. This action also describes
a curve as a mapping from α ∈ R into h3O which sends the real number α = 0 to the
point X0. Acting on all values of X ∈ h3O this one-parameter group R(α) is associated
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with the tangent vector field:
R˙ =
∂ (R(α)X )
∂α
∣∣∣
α=0
∈ Th3O (6.36)
where a ‘dot’ over the kernel symbol such as for ‘R˙’ will generally denote a tangent
vector field on the space h3O. The local tangent space on h3O under the one con-
straint det(X ) = 1 is 26-dimensional, however the space of vector fields over the
26-dimensional manifold S26 is infinite. The task is then to identify the E6 Lie algebra
through a one-to-one isomorphic correspondence with a subset of 78 linearly indepen-
dent vector fields in Th3O, of the form of equation 6.36, within this ∞-dimensional
space. The search is narrowed down by adopting a starting point based on the 135
one-parameter subgroup actions on h3O obtained through the three types of SL(2,O)
conjugation described in equations 6.29 and 6.32–6.35.
The first stage, at the level of these one-parameter subgroups, is to find a
convenient new basis for the 21 category 3 transverse rotations Rr,s(α) described in
table 6.1. For each imaginary base unit q in figure 6.1 the three pairs of imaginary units
each describing a quaternion subalgebra with q also form a right-handed 3-dimensional
‘coordinate frame’ with q. That is, for example with q = i, we have jk = +i, kljl = +i
and lil = +i, matching the pairs listed in the top row of table 6.2.
q ∈ Im(O) 1st pair 2nd pair 3rd pair
i j, k kl, jl l, il
j k, i il, kl l, jl
k i, j jl, il l, kl
kl jl, i j, il k, l
jl i, kl il, k j, l
il kl, j k, jl i, l
l il, i jl, j kl, k
Table 6.2: (Adopted directly from [38] p.107, table 4.2). The 3 right-handed quater-
nion subalgebras for each imaginary octonion base unit q ordered as 1st, 2nd and 3rd
(associated with the rotations Rq1, Rq2 and Rq3 respectively) as appropriate for the
new basis for transverse rotations listed in equations 6.37–6.39.
For each choice of q the associated 1st, 2nd and 3rd planes, from the same row of
the table, are mutually orthogonal and rotated independently by Rq1(α), Rq2(α) and
Rq3(α) respectively, where for example Ri1(α) = Rj,k(α) by taking the appropriate
pair, here {r, s} = {j, k} from table 6.2, to construct the corresponding category
3 transverse rotation Rr,s(α) from table 6.1. Adopting the point of view of active
transformations these individual plane rotations are in a clockwise sense about the
q-axis for positive α and counterclockwise for negative α. They are then composed
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together in the following combinations:
Aq(α) = Rq1(α) ◦Rq2(−α) (6.37)
Gq(α) = Rq1(α) ◦Rq2(α) ◦Rq3(−2α) (6.38)
Sq(α) = Rq1(α) ◦Rq2(α) ◦Rq3(α) (6.39)
Since in all cases each of the two or three plane rotations are independent of each
other their order may be interchanged. (The three actions Aq, Gq and Sq may also
be recombined to recover the original single plane rotations, for example Rq1(α) =
Aq(α/2) ◦Gq(α/6) ◦ Sq(α/3)).
The (3 × 7) = 21 actions defined in equations 6.37–6.39 hence provide a new
basis for the Spin(7) transverse rotations applied in table 6.1 on the space h2O. Since
each of these actions is represented by diagonal 2 × 2 matrices they also apply to the
Spin(7) action on the space O itself, as the double cover of SO(7) acting on Im(O).
However the mathematical motivation for introducing the new basis is seen when
applied to the 3 × 3 matrix case, implicitly due to the triality relation between the
three octonion components of h3O. Indeed when embedded in the type 1, 2 and
3 actions of equations 6.32, 6.34 and 6.35 respectively and determining the tangent
vectors of the new transverse rotations in Th3O using equation 6.36 it can be shown
by direct comparison that:
A˙1q = A˙
2
q = A˙
3
q (6.40)
G˙1q = G˙
2
q = G˙
3
q (6.41)
S˙1q + S˙
2
q + S˙
3
q = 0 (6.42)
for each of the seven cases of q ∈ {i, j, k, kl, jl, il, l}. The superscript a on tangent
vectors, as for A˙a here, will always denote the type and since raising such a vector
to a power has no meaning the a is not placed inside brackets (in cases of ambiguity
brackets will be used for the type index ‘(a)’ as for M in equations 6.32–6.35). The
new choice of equations 6.37–6.39 for the category 3 actions on h3O is hence justified
by the manifest clarity of the linear dependencies seen in this basis.
Each of the 14 independent generators {A˙q ≡ A˙aq , G˙q ≡ G˙aq} (for any a = 1, 2, 3)
acts on the three octonion elements a, b, c ∈ O in equation 6.1 in exactly the same way
(while vanishing on the p,m, n ∈ R elements as for all transverse rotations). The 14
corresponding group actions of equations 6.37 and 6.38 preserve the multiplication ta-
ble for O continuously as a function of the parameter α, forming the proper continuous
automorphism group of the octonions (this group is SO(3) for the quaternion case).
Hence, taken together Aq and Gq compose the exceptional group G2, which justifies
the notation ‘Gq’ introduced in equation 6.38.
The notation ‘Aq’ in equation 6.37 is introduced owing to the similarity of
the kernel symbol to ‘λ’ which denotes the Gell-Mann matrices, as listed in table 8.5,
which generate the Lie group SU(3), a basis for the Lie algebra of which can also be
composed of the 8 generators {A˙q, G˙l}, as will be described in section 8.2. In fact the
automorphism group of the octonions may be reduced to the subgroup SU(3) ⊂ G2 by
fixing an imaginary unit such as l ∈ O. The identification of this SU(3) subgroup also
provides a significant motivation for adopting the basis of equations 6.37–6.39 from
the potential physical perspective (see also the discussion following equation 6.58).
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The notation ‘Sq’ in equation 6.39 originates from the symmetric action of
three synchronised rotations of α radians in three different planes. Applied to the
2× 2 vector X ∈ h2O this synchronised action is identical to the original single action
of equation 6.25 (with i generalised to any q ∈ {i, j, k, kl, jl, il, l}) in rotating three
planes of the a ∈ O component of X, although due to the transformation of the spinor
θ =
(c
b¯
)
, as described below, the action of S
(1)
i for example, that is with q = i in
equation 6.39, on h3O in the 3× 3 case is not equivalent to the action of equation 6.25
embedded in equation 6.29 or 6.32.
On the other hand equation 6.25 can be augmented to a single unnested 3× 3
matrix action R(α)X = M(a)S\q XM
(a)†
S\q
with M(a)S\q , for the type a = 1 case, expressed
as:
M(1)S\q (α) =

eq
α
2 0 0
0 eq
α
2 0
0 0 e−qα
 (6.43)
with a corresponding permutation of the diagonal entries for the type 2 and type 3
cases. These actions are denoted by kernel symbol S\ with the ‘\’ as a mnemonic for the
diagonal form of equation 6.43. The action M(1)S\q (α)X M
(1)†
S\q
(α) may be considered
as a ‘phase transformation’ in rotating three orthogonal imaginary planes of the a
component of X in equation 6.26 by the same angle α. These actions are also related
to a demonstration of triality in h3O involving SO(8) transformations on the three
octonion subspaces of h3O (see the discussion below alongside equations 6.49 and 6.50
and in [39] around equation 43).
Each of these three 3×3 matrices, including the type 1 case in equation 6.43 for
a given q, contains entries in a single complex subalgebra, satisfies det(M(a)S\q ) = 1 and
preserves the form det(X ) of equation 6.27 or 6.28, consistent with the requirements for
an SL(3,O) action. However, these actions will not lead to elements of the preferred E6
algebra basis under construction here since they are not of the form of equations 6.32–
6.35 with det(M) = ±1 as required for the ‘compatible’ 2× 2 matrix actions described
in the previous section. Given the form of Mxq in table 6.1 and the type 1, 2 and 3
embeddings of equations 6.32, 6.34 and 6.35 the diagonal matrix of equation 6.43 can
be expressed by the matrix product:
M(1)S\q (α) = M
(1)
Rxq
(−α)×M(2)Rxq(−2α) (6.44)
and hence S˙\
1
q = −R˙1xq − 2R˙2xq (6.45)
The group action S
(1)
q (α) of equation 6.39 on the 10-dimensional subspace
h2O ⊂ h3O, consisting of three independent rotations of imaginary planes of the octo-
nion a, is precisely the same as the S\(1)q (α) action using equation 6.43. On the spinor
components θ =
(c
b¯
) ∈ O2 ⊂ h3O these actions are only equivalent for small trans-
formations to order α and diverge at O(α2) and higher powers. However since all 27
components of h3O transform the same way to O(α) we have S˙
1
q = S˙\
1
q (and similarly
for the type 2 and 3 cases) as vector fields in the space Th3O, and hence these two
objects are interchangeable in expressions of linear dependence.
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Since at the group level S
(a)
q (α) and S\
(a)
q (α) differ at O(α
2) the Lie bracket, to
be described in the following section, of the corresponding generators with the same
Lie algebra element R˙ will also differ with [S˙, R˙] 6= [S˙\, R˙] in general even though
S˙ = S˙\ as elements of a vector space. The Lie bracket in these two cases agrees for the
h2O ⊂ h3O subspace but differs for the spinor components. The transformations on the
components of the spinor θ are expected to be important for the internal symmetries in
comparison with the Standard Model and hence care will need to be taken in choosing
an appropriate Lie algebra basis. The E6 Lie algebra table in [38] uses the actions of
S
(1)
q (α) from equation 6.39 rather than S\
(1)
q (α) based in equation 6.43, which is hence
significant for the Lie algebra structure, and in turn it is the former transformations
which are also used in this paper.
Adding the 7 actions S
(a)
q for a = 1, 2 or 3 to the set of 14 actions {Aq, Gq} ≡ G2
completes a Spin(7) double cover of SO(7) for the type 1, 2 or 3 transverse rotations
respectively. These three SO(7)s are mutually related by equation 6.42. In addition to
equations 6.40–6.42 further linear dependencies amongst the generators expressed on
Th3O are found (the second of which is equivalent to equation 6.45):
R˙1xq + R˙
2
xq + R˙
3
xq = 0 (6.46)
R˙2xq = − 12R˙1xq − 12 S˙1q (6.47)
S˙2q = +
3
2
R˙1xq − 12 S˙1q (6.48)
Appending the set of 7 actions R
(a)
xq to the SO(7) of type a (for a = 1, 2 or
3) completes a set of 28 actions forming the group SO(8). The three SO(8)s formed
this way are actually the same SO(8), that is they are composed of the same subset of
E6 transformations on h3O, due to the triality relation between the h3O components.
The triality symmetry is described explicitly in [38, 39, 40]. The transformations of
the SO(8) subgroup of the type 1 SL(2,O) action in equation 6.32 can be obtained by
a nested composition with 3× 3 matrices of the form:
M =

q 0 0
0 q 0
0 0 1
 (6.49)
with q ∈ O and |q| = 1. The action of such type 1 transformations on an element
X ∈ h3O of equation 6.1 leaves the diagonal elements {p,m, n} invariant while the
three off-diagonal octonion elements transform non-trivially as (see [40] equation 46
and discussion):
a → qaq
b → bq
c → qc
(6.50)
These generate and correspond to the three SO(8) 8-dimensional representations of
vector, dual spinor and spinor exhibited via symmetric, right and left and octonion
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multiplication respectively, with an implicit triality mapping between the above three
octonion actions identified by simply employing the same q for each of the three actions,
as alluded to in the opening paragraphs of section 6.1. Corresponding to the triality
isomorphism the three actions of SO(8) are permuted into each other via the action of
the matrices T in equation 6.33, such that we effectively have the same copy of SO(8)
in common within each of the three types of SL(2,O)a actions on h3O.
This subgroup SO(8) ⊂ E6 is in fact precisely the subgroup of E6 transfor-
mations on X ∈ h3O that leaves invariant the diagonal entries, that is {p,m, n} of
equation 6.1. This unique SO(8) then contains three different SO(7)s, each built in
turn on a unique G2. Only this subset of 14 G2 transformations needs to be described
in the form of nested actions while the remaining SO(8) transformations may be com-
posed of seven unnested actions from S\(a)q (as for example from equation 6.43, and
replacing the nested S
(a)
q actions to obtain Spin(7) from G2) together with seven R
(a)
xq
actions for type a = 1, 2 or 3 [39].
Here in this paper the initial importance of triality lies in the fact that it
explains in part the rich symmetry of E6 on h3O as an expression of L(v) = 1. Indeed
the triality symmetry is responsible for the large degree of redundancy in the set of
(3× 45) = 135 generators for three types of SL(2,O)a transformation described above.
The relations in equations 6.46–6.48 show that given the type 1 actions it is possible
to exclude S˙2q (and hence, from equation 6.42, also S˙
3
q ) as well as R˙
2
xq and R˙
3
xq from a
linearly independent basis for the E6 Lie algebra.
Building on the 28 generators of SO(8) (taking a type 1 basis) with any one
of the three sets of 8 generators {R˙axz, R˙azq}, for type a = 1, 2 or 3, leads to one of
three copies of SO(9). Each of these 28 + (3 × 8) = 52 rotations preserves tr(X ),
with X ∈ h3O, and they collectively define the group F4 := SU(3,O). The trace on
h3O is analogous to the time component of the Lorentz vector represented by h2K
(described after equation 6.21 for equations 6.16 and 6.19), but does not itself have a
simple temporal interpretation here for the 3× 3 case. In the present theory the cubic
norm det(X ) ≡ L(v27) = 1 itself expresses a multi-dimensional form of temporal flow,
having the form of equation 2.9 as introduced in section 2.1.
Extending further to reproduce the type a = 1, 2 and 3 Lorentz transformations
SL(2,O)a by including the 9 boost generators {B˙atz, B˙atx, B˙atq} for each case, and taking
into account the further linear dependence:
B˙1tz + B˙
2
tz + B˙
3
tz = 0 (6.51)
a total of 52 + (3× 9) − 1 = 78 actions are obtained, accounting for a complete basis
of determinant preserving E6 := SL(3,O) transformations of h3O. The entire group
is then described in terms of the actions of complex matrices M on the space h3O,
with the preferred basis for the Lie algebra represented on Th3O reproduced below in
table 6.3.
The generators, as described above, of the subalgebras corresponding to the
various stages of the subgroup chain:
E6 ⊃ SO+(1, 9)45 ⊃ SO(9)36 ⊃ SO(8)28 ⊃ SO(7)21 ⊃ (G2)14 ⊃ SU(3)8 (6.52)
(here, other than for the 78-dimensional E6, the subscripts give the dimension of the
algebra) can be identified within the three type 1 lines of table 6.3. These can be built
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Category 1: Boosts #
B˙1tz B˙
1
tx B˙
1
tq 9
B˙2tz B˙
2
tx B˙
2
tq 9
B˙3tx B˙
3
tq 8
Category 2: Rotations
R˙1xq R˙
1
xz R˙
1
zq 15
R˙2xz R˙
2
zq 8
R˙3xz R˙
3
zq 8
Category 3: Transverse Rotations
A˙q G˙q S˙
1
q 21
Total Generators 78
Table 6.3: The complete basis for the Lie algebra of E6, in terms of tangent vector
fields on Th3O, reproduced from ([38] p.177, table A.1). The actual tangent vector
fields are determined and listed in tables 6.6 and 6.7 in the present paper at the end
of the following section.
up from su(3)8 ≡ {A˙q, G˙l} to so+(1, 9)45 which includes {A˙q, G˙q} together with all of
the type 1 generators in table 6.3.
The rotation subgroup of E6, as the compact real form of F4 := SU(3,O), is
generated by the 52 category 2 and 3 transformations in table 6.3. The generator
composition of a subalgebra chain leading down from E6 ⊃ F4 is presented in ([38]
p.119, table 4.4). However, although both preserving tr(X ) (for any X ∈ h3O) and
being the automorphism group of the exceptional Jordan algebra (equation 6.2), the
group F4 is not of great significance in the present paper.
At the group level in equation 6.52 each ‘SO’ might more strictly be replaced by
the corresponding double cover ‘Spin’ group. As the group SL(3,O) necessarily includes
the one-sided spinor actions θ →Mθ in equation 6.32 (as well as in equations 6.34 and
6.35) the action for M = −12 (obtained for any of the category 2 rotations in table 6.1
with α = 2π) on h3O does not give the identity transformation. However SL(3,O)
is not a double cover, rather it is a real simply connected form of E6 := SL(3,O)
itself ([40] section 2, with the same situation applying for F4 := SU(3,O) acting on
h3O). On the other hand the action of SL(2,O) is a double cover of the rotation group
SO+(1, 9) ≡ SL(2,O)/Z2, and similarly for the further rotation subgroups. With an
awareness of these issues of group manifold topology groups such as SO+(1, 9) and
SO+(1, 3) can be considered to be embedded within the full group E6.
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6.5 Lie Algebra of E6
At the group level the E6 action on h3O is composed of 52 rotations, that is the unitary
3×3 matrix actions withMM† = 13, and 26 boosts, that is the Hermitian actions with
M =M†, as can be deduced from the embedded 2× 2 matrices M listed in table 6.1
for the category 2 and 3 rotations and category 1 boosts respectively. At the Lie alge-
bra level, in a normalised basis for which the Killing metric K is diagonal with entries
in {−1,+1} (or more generally negative or positive entries for a diagonal but unnor-
malised Killing form, explicit values for which will be determined in subsection 8.3.1),
base vectors X for which K(X,X) = −1 (or < 0) are called compact generators, cor-
responding to ‘rotations’ of the Lie group, while those with K(X,X) = +1 (or > 0)
are called non-compact generators, corresponding to ‘boosts’.
With Killing form signature of −26, also denoted (52, 26) for 52 rotations and
26 boosts, the non-compact real form of E6 constructed in the previous section may
be denoted as E6(−26), and describes the generator composition DR,B introduced in
section 6.1 and displayed in equation 6.4. The Killing form employed in equations 4.1
and 4.2 of section 4.1 for Kaluza-Klein theory was chosen with componentsKαβ = −δαβ
corresponding to the choice of a compact gauge group. In the symmetry breaking
of E6(−26) over the base space M4 such compact internal symmetry groups will be
identified.
An alternative description of E6 in terms of 14 G2 actions together with 64
non-G2 transformations, composed from the actions of the 64 tracefree octonion 3× 3
matrices, was also introduced in section 6.1 where DG,S denoted the generator com-
position as displayed in equation 6.5. In the previous section the G2 subgroup was
identified explicitly as the set of 14 {Aq, Gq} transverse rotations. As described shortly
after equation 6.50 the remaining 64 actions may be expressed with unnested compo-
sitions consisting for example of the 57 group actions corresponding to the category
1 and 2 generators of table 6.3 together with seven S\1q actions from equation 6.43 (in
place of S1q ). Hence both the (52+26) and (14+64) decompositions can be clearly seen
in table 6.3 in terms of the respective subsets of generators.
Here all 78 generators are explicitly presented in tables 6.6 and 6.7, for the
category {1, 2} and 3 transformations respectively, as vector fields R˙ ∈ Th3O which,
from equation 6.1, are of the form:
R˙ =

p˙ ˙¯a c˙
a˙ m˙ ˙¯b
˙¯c b˙ n˙
 ∈ Th3O (6.53)
These 78 matrices are themselves Hermitian and hence also belong to the space
h3O. While there is no constraint on the determinant of any R˙ ∈ Th3O the matrices
are tracefree for all of the category 2 rotations and category 3 transverse rotations.
The type 1 transformations act on the {p,m, n; a, b, c} components on h3O in the same
way that the type 2 transformations act on the {m,n, p; b, c, a} components and type 3
transformations act on the {n, p,m; c, a, b} components as can be seen in equations 6.32,
6.34 and 6.35, for example by following the explicit invariant components n, p and m
respectively in these three equations. This same cyclic permutation, consistent with
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the action of T in equation 6.33, is reflected in the tangent vectors in table 6.6 and for
S˙aq in table 6.7.
These tables describe in intimate detail the anatomy of the E6 action as ex-
pressed on the tangent space Th3O. With p = t+ z and m = t− z, embedding equa-
tion 6.16 into h3O, each type 1 tangent vector can be seen to ‘point’ in the appropriate
direction in the relevant Th2O components for the subspace h2O plane transformations
resulting from the action of the matrices in table 6.1, with a similar correspondence
identifiable for the type 2 and 3 cases. For example the non-zero components of the
category 1 boost and category 2 rotation generators for the type 1 actions on the
10-dimensional subspace h2O are simply:
B˙1tz : t˙ = +z, z˙ = +t, B˙
1
tx : t˙ = +x, x˙ = +t, B˙
1
tq : t˙ = −aq, a˙q = −t,
R˙1xq : x˙ = −aq, a˙q = +x, R˙1xz : x˙ = −z, z˙ = +x, R˙1zq : z˙ = +aq, a˙q = −z
(6.54)
where, here and in tables 6.6 and 6.7, x ≡ ax ≡ a1 and similarly aq refers to the real
coefficient in equation 6.6 corresponding to the imaginary unit q, (that is al ≡ a8 etc.).
The category 3 transverse rotations of equations 6.37, 6.38 and 6.39 each act on several
planes in h2O. The transformations of the spinor components of h3O induced by the
3× 3 matrix action are also included in tables 6.6 and 6.7.
In subsection 2.2.2 the Lie algebra of a group G was defined in terms of the set
of left-invariant vector fields on the group manifold G, as also recalled in the paragraphs
leading to equation 6.36 in the previous section. Through any point h ∈ G each such
vector field X generates a one-parameter group of right translations φt(h) = h exp(tA)
where A = Xe ∈ TeG is the vector of the field X at the identity e ∈ G, as depicted
in figure 2.5 . If G acts by right translation on another manifold M this realisation of
G induces vector fields V A ∈ TM such that V Ax (f) := ddtf(x exp(tA))|t=0, at x ∈ M
where f(x) is a real function on M , represents a homomorphism of the Lie algebra
with [V A, V B] = V [A,B]. If the action of G on M is effective there is a one-to-one
isomorphism between the Lie algebra L(G) and the set of such vector fields {V A} in
TM (as is the case for the action of G on a principle fibre bundle P as described in
section 3.1, see equations 3.2 and 3.3).
If G acts on the manifold M by left translations then this relationship is an
anti-homomorphism. This is the case for right-invariant vector fields on G itself, which
are generated by left translations. The structure constants cαβγ for the Lie bracket
of such right-invariant fields {Y Lα } on G are precisely the negative values of the Lie
algebra structure constants defined in terms of the corresponding left-invariant fields
{XRα } (which match the right-invariant fields as elements of the tangent vector space
at the identity e ∈ G, that is each Y Lα (e) = XRα (e)). This anti-homomorphism was also
noted for left translations applied to the space of homogeneous fibres for equation 4.19
in the opening of section 4.3.
In the present case the group manifold for G = E6 is not constructed itself but
rather the group acts transitively on h3O, which is hence a homogeneous space, such
that det(X ) = 1 is preserved for X ∈ h3O. The action of E6 on the underlying space
h3O is also effective and hence the Lie algebra L(E6) may be constructed in terms of
vector fields on the tangent space Th3O. The E6 transformations composed as X →
MXM† are left translations as opposed to right translations, as has been described
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in the previous section, and as will be seen explicitly for subgroups such as SL(2,C)
in section 8.1. The Lie algebra commutator, which determines the structure constants
of the E6 Lie algebra, for any two elements R˙1, R˙2 is defined through the action of the
respective one-parameter subgroups R1(α) and R2(α) at any point X ∈ h3O:
[R˙2, R˙1] =
∂
∂(α2)
[R2(−α) ◦R1(−α) ◦R2(α) ◦R1(α)X ]
∣∣∣
α=0
(6.55)
Here the four ±α signs inside the square brackets are chosen so that this Lie algebra
structure deriving from left translations is isomorphic to the standard definition of
L(G) of equation 2.22 described in subsection 2.2.2. In the general case for a Lie group
G equation 6.55 holds with the opposite signs for α in the square brackets for the right
translation mapping of one-parameter subgroup curves R→ G to the manifold of the
Lie group space itself. These curves passing through the identity point e ∈ G allow
a bracket to be constructed on the vector space TeG isomorphic to the Lie algebra of
the group, leading for example to the basis of equation 2.32 for the case G = SO(3).
In acting upon a representation space with a lower dimension than G, as is
the case here for the group E6 acting in the space h3O, the Lie bracket is constructed
necessarily in terms of vector fields on the representation space. The choice of signs
in equation 6.55 means that the various subalgebras will be defined in the usual way,
equivalent to left-invariant fields on the broken subgroup manifolds. Indeed in principle
the same E6 Lie algebra could be constructed in terms of left-invariant fields on the
submanifold of GL(27,R) identified as an E6 group representation acting on R
27 as
described in the previous section.
Here the term in square brackets on the right-hand side of equation 6.55 rep-
resents a curve that passes through any chosen point X0 ∈ h3O for α = 0. While
the first derivative ∂∂α of this same term vanishes identically at α = 0 the second
derivative
(
1
2
∂2
∂α2
, or equivalently ∂
∂(α2)
)
is non-zero and yields a tangent vector field
as X varies over h3O corresponding to the Lie bracket of the two vector fields R˙1 and
R˙2. For example, by direct calculation taking the type 1, 2 or 3 embeddings of the
appropriate matrix actions from table 6.1, applying equation 6.55 and by comparison
with tables 6.6 and 6.7 the twelve brackets listed in table 6.4 are determined explicitly.
1) [R˙1xi, R˙
1
xz] = R˙
1
zi 5) [R˙
1
xi, B˙
1
tx] = −B˙1ti 9) [R˙1xi, R˙1xl] = −13G˙il + 13 S˙1il
2) [R˙1xi, R˙
1
zi] = −R˙1xz 6) [R˙1xi, R˙2xz] = −12R˙2zi 10) [R˙1xi, R˙1xj] = 12A˙k + 16G˙k + 13 S˙1k
3) [B˙1tz, B˙
1
tx] = R˙
1
xz 7) [R˙
1
zi, B˙
3
ti] = −12B˙2tx 11) [S˙1i , R˙1xj ] = R˙1xk
4) [B˙1tz, B˙
1
ti] = −R˙1zi 8) [R˙2xz, R˙2zl] = R˙2xl 12) [R˙3xz, R˙3zi] = R˙3xi
= −12R˙1xl − 12 S˙1l = −12R˙1xi + 12 S˙1i
Table 6.4: The Lie algebra bracket composition determined for twelve cases by applying
equation 6.55 to the left-hand sides and tracking terms to O(α2) for the sequence of
R(±α)X compositions and matching the right-hand sides with elements in tables 6.6
and 6.7.
All cases in table 6.4 were calculated in full with two exceptions: in ‘case 10)’
the b component only on the right-hand side was determined and for ‘case 11)’ the a
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component only was determined and the action S\
(1)
i (α) was used in place of S
(1)
i (α)
in the calculation since these actions are identical on the h2O ⊂ h3O subspace, as
described in the discussion following equation 6.43. The purpose of these calculations
is to cross-check the notation and conventions used here. This is useful since there
are several sign differences between quantities in this paper and the corresponding
expressions in reference [38] as listed for example in table 6.5. (We also note that the
conventions used in the present paper differ in the sign of ±α for Rzq(α) and Btq(α)
with respect to ([41] table 1)).
Action: Rxq(α), Rxz(α), Rzq(α)
Sign: e±q
α
2 , ± sin α2 , ± q sin α2
Table 6.5: Sign differences between table 6.1 in the present paper and ([38] p.90,
table 3.1).
Of the 78 basis tangent vectors listed here in tables 6.6 and 6.7 one is explicitly
presented in reference [38]. The calculation of this tangent vector, namely for A˙l
in table 6.7 here, differs by an overall ± sign from that presented in ([38] p.112,
equation 4.1), but agrees with the sign convention for the same components quoted on
([38] p.121). There is also a factor of two difference between the expression for [R˙2, R˙1]
displayed here in equation 6.55 and that described in the equations of ([38] p.109).
Whether each of these discrepancies is due to a typographical error or the con-
ventions used in [38] the choice of signs and factors adopted in this paper is necessary
in order that the calculations here in table 6.4 are both self-consistent and agree with
the corresponding twelve entries in the full E6 Lie algebra commutation table available
in [38] for which the full set of (78×78−78)/2 = 3003 independent entries were found
by computer program, and which is used for this paper particularly in chapter 8.
The references [37, 38, 39, 40, 41] are essential here for describing the anatomy
of the E6 action on h3O in a tractable form which may be dissected for the analysis
of symmetry breaking patterns. The few inconsistencies in the notation as described
above may be accounted for and will not affect the conclusions for physics. In this
paper these conventions have been tuned for internal consistency and to be able to
consistently read off entries from the full L(E6) table [38] as the principal point of
reference. This in turn means that the correspondence between the generators of sub-
groups of E6, such as an external Lorentz group or an internal SU(3) gauge symmetry
group, may not neatly match the conventions generally employed in physical theories,
as will be seen in chapter 8, for example in equation 8.9. Hence ultimately a new
basis for L(E6) may be desired as tuned through a foreknowledge of the details of the
physical application in the context of the present theory.
In general applying equation 6.55 for any two basis vectors on Th3O will itself
result in a basis vector field as listed in table 6.3 (or tables 6.6 and 6.7) or a linear
combination of such elements as is the case for the brackets numbered 8), 9), 10) and 12)
in table 6.4 above. While elements such as R˙1zi on the right-hand side of ‘case 1)’ in this
table may be ‘integrated up’ to the group action R
(1)
zi (α) on X ∈ h3O in general it is not
straightforward to associate an element, or linear combination of elements, of the E6 Lie
algebra with a one-parameter action of the Lie group describing curves on h3O. This is
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due to the non-associativity of the octonions and the necessary employment of a nested
structure to describe the transverse rotations. This is hence unlike the case in general
for Lie algebra elements defined on the tangent space of a group manifold such as
G = SO(3) which may be associated with Lie group elements by an ‘exponential map’,
as described alongside figure 2.5 and exemplified in equation 2.49 for SO(5). However,
of interest here will be broken subgroups, such as the Lorentz group for 4-dimensional
spacetime and the SU(3) colour symmetry which may be expressed without the above
difficulties. (Again, alternatively, the full E6 action could in principle be expressed in
terms of G ⊂ GL(27,R) actions on R27 and the consequences of non-associativity and
nested actions sidestepped completely).
In the full Lie algebra table [38] with the basis vectors listed in table 6.3 a total
of six mutually commuting elements, that is with [R˙2, R˙1] = 0 for any pair of these six
elements, can be identified as the set:
{B˙1tz , B˙2tz, R˙1xl, A˙l, G˙l, S˙1l } (6.56)
which hence forms the Cartan subalgebra for the rank-6 Lie algebra E6. There is some
flexibility in this choice, due for example to equation 6.51, with (B˙2tz − B˙3tz) replacing
the second element B˙2tz in ([41] equation 3.8(15)).
In [39, 40] ‘symmetry breaking’ is considered in terms of making a choice of
a preferred h2O ⊂ h3O together with a preferred imaginary unit for the octonion
element in h2O. Here we take a subspace h2C ⊂ h3O, using the isomorphism of the
4-dimensional space h2C to the space of the Lorentz vectors which in turn we have
identified with tangent vectors on M4, the base space for our perception of objects in
the world; as described in the previous chapters. The Lorentz group, SO+(1, 3), is seen
correspondingly as a non-compact subgroup of E6. With SO
+(1, 3) being an external
symmetry on M4, which is also a global symmetry to a very good approximation in
a laboratory setting, this will then provide the mechanism for the breaking of the E6
symmetry down to local gauge symmetries which may be compared with the SU(3)c×
SU(2)L × U(1)Y gauge group and representations in the Standard Model of particle
physics.
The Lorentz subgroup for 4-dimensional spacetime can be taken to be generated
by the subset of Lie algebra elements in L(E6):
{B˙1tz , R˙1xl, B˙1tx, B˙1tl, R˙1xz, R˙1zl} (6.57)
acting on h2 =
 t+ z x− yl
x+ yl t− z
 ∈ h2C ⊂ h3O (6.58)
where here the first two generators for this rank-2 subgroup are taken from the Cartan
subalgebra for E6 in equation 6.56. The octonion unit l of the component a in equa-
tion 6.1 (rather than i as for equation 6.19 and as discussed at the end of section 6.3)
is chosen to represent an external spatial component since then the internal symmetry
is more readily identified using the preferred basis of table 6.3, which in turn derived
from the conventions of equations 6.37-6.39 and table 6.2 in which l only appears in
the 3rd pair column. The use of the unit l, rather than i, in this way also serves as
a reminder that the Lorentz transformations here are embedded within expressions
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based on the octonion algebra. This external Lorentz symmetry will be studied in
detail in section 8.1.
In section 8.2 an internal symmetry will be provisionally defined here as any
operation that fixes the external spacetime components (t, x, y, z) of equation 6.58 for
any Lorentz 4-vector. This will include in particular the subgroup SU(3) ≡ {Aq, Gl},
which from table 6.2 and equations 6.37 and 6.38 leaves the l component invariant,
highlighting the significance of this basis choice for physics. The full E6 Lie algebra
commutation table in [38] can be used to identify further internal symmetry groups,
as we shall explore in chapter 8.
In the following chapter we first review the Standard Model, and in particular
the relationship between the external and internal symmetries found there, before
turning to the group E6 in general in section 7.3 as a candidate for unification of these
symmetries as employed in particle physics. Then in chapter 8 the detailed structure
of the action of E6 on h3O, as reviewed in this chapter, will be applied to deduce the
properties of the external Lorentz symmetry in relation to the complementary internal
symmetry for the present theory.
Through the historical development from the real numbers to the complex
numbers, continuing on through the quaternions to the octonions, composed then in
2 × 2 and further in 3 × 3 matrix form, the construction of E6 as a determinant
preserving action on h3O has been presented as an expression of the symmetry of
temporal flow in the form of L(v27) = 1. It is of course possible that there may be
other, higher-dimensional, forms for L(v) = 1, with yet higher symmetry groups that
will have consequences for the physics of the world. Further generalisation should be,
however, a well defined mathematical problem.
In chapter 9 higher-dimensional forms of temporal flow and the possible role of
the largest exceptional Lie groups E7 and E8 will be considered. For such cases the E6
symmetry will be an intermediary on the way up to, or operate in some way parallel
to, the larger symmetries for the higher-dimensional forms of L(v) = 1. Even in this
case, given that the richness of h3O and its symmetries, as 3 × 3 matrices expressing
the triality relation between three elements of the largest normed division algebra,
the octonions, is much greater than that of Lorentz 4-vectors and the symmetry of
4-dimensional spacetime, we might still hope to uncover elements of empirically es-
tablished physical structure in a study based on this E6 symmetry, assuming that the
overall conceptual framework that we are considering here broadly corresponds to the
real physical world. This, in the very least, would provide a proof of principle for the
conceptual scheme being developed in this paper.
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B˙1tz B˙
1
tx B˙
1
tq
+p 0 + 1
2
c
0 −m − 1
2
b¯
+ 1
2
c¯ − 1
2
b 0


+ax
1
2
(p+m) + 1
2
b¯
1
2
(p+m) +ax +
1
2
c
+ 1
2
b + 1
2
c¯ 0


−aq 12 (p+m)q + 12qb¯
− 1
2
(p+m)q −aq − 12qc
− 1
2
bq + 1
2
c¯q 0

B˙2tz B˙
2
tx B˙
2
tq
0 + 1
2
a¯ − 1
2
c
+ 1
2
a +m 0
− 1
2
c¯ 0 −n


0 + 1
2
c + 1
2
a¯
+ 1
2
c¯ +bx
1
2
(m+n)
+ 1
2
a 1
2
(m+n) +bx


0 − 1
2
cq + 1
2
a¯q
+ 1
2
qc¯ −bq 12 (m+n)q
− 1
2
qa − 1
2
(m+n)q −bq

B˙3tz B˙
3
tx B˙
3
tq
−p − 1
2
a¯ 0
− 1
2
a 0 + 1
2
b¯
0 + 1
2
b +n


+cx +
1
2
b 1
2
(n+p)
+ 1
2
b¯ 0 + 1
2
a
1
2
(n+p) + 1
2
a¯ +cx


−cq − 12qb − 12 (n+p)q
+ 1
2
b¯q 0 − 1
2
aq
1
2
(n+p)q + 1
2
qa¯ −cq

R˙1xq R˙
1
xz R˙
1
zq
0 −aq−axq − 12qc
−aq+axq 0 + 12qb¯
+ 1
2
c¯q − 1
2
bq 0


+ax − 12 (p−m) + 12 b¯
− 1
2
(p−m) −ax − 12c
+ 1
2
b − 1
2
c¯ 0


+aq
1
2
(p−m)q − 1
2
qb¯
− 1
2
(p−m)q −aq − 12qc
+ 1
2
bq + 1
2
c¯q 0

R˙2xq R˙
2
xz R˙
2
zq
0 + 1
2
a¯q − 1
2
cq
− 1
2
qa 0 −bq−bxq
+ 1
2
qc¯ −bq+bxq 0


0 + 1
2
c − 1
2
a¯
+ 1
2
c¯ +bx − 12 (m−n)
− 1
2
a − 1
2
(m−n) −bx


0 + 1
2
cq + 1
2
a¯q
− 1
2
qc¯ +bq
1
2
(m−n)q
− 1
2
qa − 1
2
(m−n)q −bq

R˙3xq R˙
3
xz R˙
3
zq
0 + 1
2
qa¯ −cq+cxq
− 1
2
aq 0 + 1
2
b¯q
−cq−cxq − 12qb 0


−cx − 12 b − 12 (n−p)
− 1
2
b¯ 0 + 1
2
a
− 1
2
(n−p) + 1
2
a¯ +cx


−cq − 12qb − 12 (n−p)q
+ 1
2
b¯q 0 + 1
2
aq
1
2
(n−p)q − 1
2
qa¯ +cq

Table 6.6: Vector fields on Th3O generated by the 26 Category 1 Boosts and 31
Category 2 Rotations from table 6.3 in the form of equation 6.53 (B˙3tz, R˙
2
xq, R˙
3
xq are
non-basis elements).
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A˙i : a˙ = −a4j +a3k +a6kl −a5jl
A˙j : a˙ = +a4i −a2k −a7kl +a5il
A˙k : a˙ = −a3i +a2j +a7jl −a6il
A˙kl : a˙ = +a6i +a7j −a2jl −a3il
A˙jl : a˙ = −a5i −a7k +a2kl +a4il
A˙il : a˙ = +a5j +a6k −a3kl −a4jl
A˙l : a˙ = +a7i −a6j +a3jl −a2il
G˙i : a˙ = −a4j +a3k −a6kl +a5jl −2a8il +2a7l
G˙j : a˙ = +a4i −a2k +a7kl −2a8jl −a5il +2a6l
G˙k : a˙ = −a3i +a2j −2a8kl −a7jl +a6il +2a5l
G˙kl : a˙ = +a6i −a7j +2a8k −a2jl +a3il −2a4l
G˙jl : a˙ = −a5i +2a8j +a7k +a2kl −a4il −2a3l
G˙il : a˙ = +2a8i +a5j −a6k −a3kl +a4jl −2a2l
G˙l : a˙ = +a7i +a6j −2a5k +2a4kl −a3jl −a2il
S˙1q :

a˙ = q
∑
r 6= 1, q
arr
b˙ = +32bq − 32b1q − 12q
∑
r 6= 1, q
brr
c˙ = −32cq + 32c1q − 12q
∑
r 6= 1, q
crr
S˙2q : a˙ = −
3
2
aq +
3
2
a1q −
1
2
q
∑
arr, b˙ = q
∑
brr, c˙ = +
3
2
cq −
3
2
c1q −
1
2
q
∑
crr
S˙3q : a˙ = +
3
2
aq −
3
2
a1q −
1
2
q
∑
arr, b˙ = −
3
2
bq +
3
2
b1q −
1
2
q
∑
brr, c˙ = q
∑
crr
Table 6.7: Vector fields on Th3O generated by the 21 Category 3 Transverse Rotations
from the lower section of table 6.3. In the case of A˙q and G˙q the form of b˙ = f(b)
and c˙ = f(c) is identical to a˙ = f(a). With reference to equation 6.53, in all cases
p˙ = m˙ = n˙ = 0 with { ˙¯a, ˙¯b, ˙¯c} implied from {a˙, b˙, c˙}. (S˙2q and S˙3q are non-basis elements,
with
∑
:=
∑
r 6=1,q here).
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Chapter 7
Review of the Standard Model
7.1 Lorentz Symmetry and Spinors
Having introduced the higher 27-dimensional form for the flow of time with symmetry
group E6 acting on h3O in the previous chapter we shall address the embedding of the
Lorentz symmetry SO+(1, 3), acting on a 4-dimensional spacetime associated with the
components of the subspace h2C ⊂ h3O, within the larger structure in the opening
section of the following chapter. Here we first consider the properties of the group
SO+(1, 3) itself together with its representations.
In general symmetries implicit in the form L(v) = 1 may include rotation
groups, such as SO(3) ⊂ SO+(1, 3), which are significant due to their geometrical
interpretation as employed in the construction of the background manifold for per-
ception. These rotation groups may also be embedded within a wider set of elements
belonging to the Clifford algebra associated with the (pseudo-) Euclidean space to
which the rotations apply. These algebras also have spinor representations, which are
as mathematically natural as the vector representations. For example, as alluded to
in the opening paragraphs of chapter 6 and again explicitly in equation 6.50, the vec-
tor and spinor representations of SO(8) are equally significant for the structure and
symmetry of L(v27) = 1.
Although most of the discussion below applies to Clifford algebras in general
here we focus on the case of the 4-dimensional vector space R1,3, with real Clifford
algebra C(1, 3) represented by 4× 4 γ-matrices satisfying the relations:
γaγb + γbγa = 2ηab 14 (7.1)
with indices {a, b} = 0 . . . 3, Minkowski metric ηab and where 14 denotes the 4 × 4
identity matrix. For any vectors v,w ∈ R1,3 the associated algebra product with
v = vaγ
a and w = wbγ
b as elements of C(1, 3) satisfies vw+wv = 2η(v,w)14, implying
for example the relation v2 = |v|214 for all v ∈ R1,3 which is also sufficient to generate
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the full algebra. A general element u of the Clifford algebra C(1, 3) has the form:
u = u0 + uaγ
a + uabγ
aγb + uabcγ
aγbγc + . . .
∈ C(1, 3) = C0 ⊕ C1 ⊕ C2 ⊕ C3 ⊕ . . .
(7.2)
with u0, ua, uab . . . ∈ R, with index values ordered as a < b < c . . ., and where Ci
denotes the subspace of C(1, 3) formed by the product of i basis elements {γa} in this
representation. Owing to equation 7.1 the Clifford algebra itself has dimension 2n,
with n = 4 here, that is the elements of the C(1, 3) algebra describe a vector space
with 16 linearly independent elements.
The Clifford algebra itself does not form a group since in general an inverse
element may not exist for any given u ∈ C(1, 3). However, the elements belonging
to the subset of C(1, 3) generated by elements v ∈ C1 with η(v, v) = ±1 do have an
inverse and upon composition generate a group denoted Pin(1, 3). Further, given such
elements v ∈ C1 ∩ Pin(1, 3) the map φv from w ∈ C1 into C1:
φv : w → vwv−1 (7.3)
= 2η(v,w)v−1 − wvv−1
=
2η(v,w)v
η(v, v)
− w (7.4)
is a reflection of w through the line containing the origin and v in the (psuedo-)
Euclidean space R1,3. These reflections may be combined to describe a representation
of Pin(1, 3) as orthogonal transformations on the space R1,3 (which is equivalent to
C1(1, 3) as a vector space). The application of Clifford algebra composition to induce
representations of the rotation groups via equation 7.3 is similar to the use of the
conjugation action for elements of a division algebra such as the octonions, described
by equation 6.11 in section 6.2, also to represent rotations.
In fact the Lie group Pin(1, 3) is the two-to-one cover of the full Lorentz group
O(1, 3), which has four disconnected pieces. Restricting the elements of Pin(1, 3) to
those in the even subalgebra Ce(1, 3) := {Ci(1, 3); i even} of equation 7.2 identifies
the subgroup Spin(1, 3), which has a representation on the space R1,3 as the group of
special orthogonal transformations SO(1, 3). In both cases these actions are two-to-one
surjective homomorphisms π with:
π : Pin(1, 3) → O(1, 3) (7.5)
π : Spin(1, 3) → SO(1, 3) (7.6)
Hence the respective Lie algebras are isomorphic, for example spin(1, 3) = so(1, 3). The
part of the group Spin(1, 3) as a manifold connected to the identity is in fact ‘simply
connected’ and is denoted Spin+(1, 3), the two-to-one covering group of SO+(1, 3) –
which in turn is the part of the full Lorentz group (described above equation 6.22 for
the k = 2 case) which preserves both the time and the space orientations, as well as
the metric relations, of Lorentz 4-vectors.
The set of matrices:
σab =
1
4
(γaγb − γbγa) = 1
4
[γa, γb] (7.7)
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with a < b and γaγb ∈ C2(1, 3), is isomorphic to the Lie algebra spin+(1, 3) = so+(1, 3)
under matrix commutation of the six independent σab elements. This algebra generates
group elements R(ωcd) = exp(ωcdσ
cd) with ωcd ∈ R (summing over the set of six index
pairs with c < d, in a similar way to the group actions described in equation 2.49).
These describe SO+(1, 3) vector transformations on the γa matrices themselves:
φR : γ
a → R(ωcd)γaR−1(ωcd) ≡ (A−1)abγb (7.8)
with A ∈ SO+(1, 3), as well as the spinor representation of SO+(1, 3) on 4-component
Dirac spinors ψ ∈ C4:
ψ → ψ′ = eωcdσcdψ = R(ωcd)ψ (7.9)
For a complex Clifford algebra in any dimension n this Dirac representation is
irreducible. However for the real forms of these algebras with even n = p+q the space of
the Dirac representation for the group Spin+(p, q) decomposes into two halves, known
as chiral (left and right) spinors, upon which inequivalent representations act. This
may be shown by defining the matrix Γ5 := γ1γ2 . . . γn ∈ Cn(p, q) which anticommutes
with each γa and hence (by equation 7.7 for the general case) commutes with all
elements of Spin+(p, q), and hence in turn by Schur’s lemma the Dirac representation
is reducible (unless Γ5 is a proportional to the unit 2
n
2 × 2n2 matrix, which is generally
not the case).
In the case of (1, 3) spacetime, with 4 × 4 matrices γa acting on the elements
ψ ∈ C4 of the spinor space, Γ5 is denoted γ5 and the usual convention is to take:
γ5 = iγ0γ1γ2γ3 for which (γ5)2 = +14 (7.10)
Due to the factor of i this object does not belong to the real Clifford algebra. However
as a 4× 4 matrix γ5 does commute with each element of Spin+(1, 3) and can be used
to extract the chiral spinors ψL and ψR via the projection operators PL and PR:
ψL = PLψ with PL =
1
2
(1− γ5) (7.11)
ψR = PRψ with PR =
1
2
(1 + γ5) (7.12)
By Schur’s lemma this decomposition into left and right-handed spinors ψ = ψL+ψR ∈
C
4 is maintained under the 4 × 4 matrix actions of the group Spin+(1, 3). Hence the
Dirac representation is reduced into two Spin+(1, 3) invariant and irreducible pieces
called Weyl spinors. A suitable explicit representation for the γ-matrices is the Weyl
basis with:
γ0 =
 0 +12
+12 0
 , γa =
 0 +σa
−σa 0
 , γ5 =
 −12 0
0 +12
 (7.13)
where each entry is a 2× 2 matrix and the three Pauli matrices σa for a = 1, 2, 3 are
included in the following set:
σ0 =
 1 0
0 1
 , σ1 =
 0 1
1 0
 , σ2 =
 0 −i
i 0
 , σ3 =
 1 0
0 −1

(7.14)
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In the γ-matrix basis of equation 7.13 the Spin+(1, 3) action of equation 7.9 can be
expressed on the Weyl spinors ψL, ψR ∈ C2 simply as:ψ
 =
 ψL
ψR
→
 RL 0
0 RR
 ψL
ψR
 (7.15)
For particle states chirality itself is an observable only for massless fermions,
that is mf = 0, in which case it is equivalent to the particle helicity.
The ‘spin’ group for the Clifford algebra of the real pseudo-Euclidean vector
space R1,3 may also be approached directly via the group SL(2,C), which is closely
related to the representations RL and RR in equation 7.15. The 6-dimensional Lorentz
Lie algebra so+(1, 3) can be expressed in a conventional basis of anti-Hermitian rotation
generators {J1, J2, J3} and Hermitian boost generators {K1,K2,K3} in terms of a 2×2
matrix basis for sl(2,C) in the form:
Ja = − i
2
σa and Ka = −1
2
σa (7.16)
for a = 1, 2, 3. The signs are chosen such that the following algebra commutators hold:
[Ja, Jb] = εabcJc (7.17)
[Ka,Kb] = −εabcJc (7.18)
[Ja,Kb] = εabcKc (7.19)
with ε123 = +1. In other conventions the signs may vary, and factors of i =
√−1 may
appear if J is defined to be Hermitian, as is the case in quantum mechanics in order to
identify real observable quantities for angular momentum. In the standard treatment
a general element of the group SL(2,C) is represented by the 2× 2 matrix:
S = eraJ
a+baKa = e
1
2
(−ira−ba)σa (7.20)
with the rotations parametrised by ra ∈ R, a = 1, 2, 3, and the boosts parametrised
by ba ∈ R, a = 1, 2, 3. For the complex linear combinations Aa = 12(Ja + iKa) and
Ba = 12(J
a − iKa) the Lie bracket reads:
[Aa, Ab] = εabcAc (7.21)
[Ba, Bb] = εabcBc (7.22)
[Aa, Bb] = 0 (7.23)
demonstrating that the complexified Lie algebra of sl(2,C) is isomorphic to su(2)⊕su(2)
(as will be represented in figure 7.2(d) and described in the accompanying text) which
is used to label the representations of the Lorentz group by the half-integer values
(jA, jB). After the trivial (0,0) scalar case the two lowest-dimensional possibilities are
the representations of SL(2,C) denoted RL(S) and RR(S) with:
(jA, jB) = (
1
2
, 0) ⇒ RL(S) = e
1
2
(−ira−ba)σa (7.24)
(Aa = − 1
2
σa, Ba = 0; Ja = − i
2
σa, Ka = − 1
2
σa)
and (jA, jB) = (0,
1
2
) ⇒ RR(S) = e
1
2
(−ira+ba)σa (7.25)
(Aa = 0, Ba = − 1
2
σa; Ja = − i
2
σa, Ka = + 1
2
σa)
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The first of these representations RL(S) can be identified with the original set
of 2× 2 matrices S ∈ SL(2,C), that is {S ∈ C(2) : det(S) = 1}, as parametrised in the
form of equation 7.20. The representation RR(S) in equation 7.25 is a different map
from the same complete set of SL(2,C) elements, considered as an abstract group,
into 2 × 2 matrix transformations on a 2-dimensional complex vector space C2. The
two representation spaces are given different subscript labels L and R to denote that
they belong to different SL(2,C) representations with the left-handed Weyl spinor
transforming as ψL → RL(S)ψL and the right-handed Weyl spinor transforming as
ψR → RR(S)ψR.
Under a discrete parity transformation the sign of a Lorentz boost is reversed
while the sign of a rotation is invariant. The naming convention of ‘left’ and ‘right’
representations originates since RL(S) and RR(S) are related by the sign of the boost
generator contributions in equations 7.24 and 7.25 and are hence interchanged under
a parity transformation. Indeed in general the parity operation switches between the
two Lorentz representations (j1, j2) and (j2, j1).
Since there is no 2 × 2 matrix D such that RL(S) = DRR(S)D−1 for all S ∈
SL(2,C) the representations RL(S) and RR(S) are inequivalent. However the following
relationships between equations 7.24 and 7.25 hold (with σ2 defined in equation 7.14):
R ∗L(S) = σ
2 RR(S) (σ
2)−1 (7.26)
R†
−1
L (S) = RR(S) (7.27)
RL
T (S) = σ2 R−1L (S) (σ
2)−1 (7.28)
showing respectively that the complex conjugate of RL(S) is equivalent to RR(S), the
contragredient of RL(S) is equal to RR(S) and the transpose of RL(S) is equivalent
to its inverse.
The Dirac representation RD(S) of SL(2,C) has the reducible form (
1
2 , 0) ⊕
(0, 12), acting on spinors in the space C
4, and via equation 7.27 it can be written as:
RD(S) =
 RL(S) 0
0 RR(S)
 =
 S 0
0 S†
−1
 (7.29)
which is the same action as described in equation 7.15, there derived from the Clifford
algebra structure, with RL = RL(S) and RR = RR(S). Hence S ∈ SL(2,C) acts on
the left-handed components of the C4 Dirac spinor and S†
−1
acts on the right-handed
components as an inequivalent representation of SL(2,C). Equation 7.29 describes
how the Spin+(1, 3) Dirac representation can be constructed by combining left and
right spinors as the (12 , 0) ⊕ (0, 12 ) representation of SL(2,C). In fact Spin+(1, 3) is
isomorphic to the group SL(2,C) (such isomorphisms for the spin groups only exist
in low dimensions and for a handful of cases), each expressing the two-to-one cover of
SO+(1, 3).
Equations 7.15 and 7.29 and the comparison of the Dirac representation con-
structed as a reducible representation of Spin+(1, 3) via the Clifford algebra or as a
combination of two representations of SL(2,C) expresses the relation between the 4-
component and 2-component spinor formalism. The 2-component Weyl spinors are
more fundamental in the sense that ψL and ψR are treated differently in important
features of the Standard Model, as we shall describe in the following section.
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The two-to-one relationship between SL(2,C) and SO+(1, 3) may be exhibited
by mapping a Lorentz vector v4 ∈ R1,3 into the space of 2 × 2 complex Hermitian
matrices as:
v4 = (v
0, v1, v2, v3) → h2 = v4 ·σ =
 v0 + v3 v1 − v2i
v1 + v2i v0 − v3
 ⊂ h2C (7.30)
where σ denotes the 2 × 2 identity matrix σ0 together with the three Pauli matrices
σa of equation 7.14. This is the same object introduced in equation 6.19 of section 6.3
and also in equation 6.58 of section 6.5, based on the imaginary unit l in the latter
case. We see from this equation, and in comparison with section 6.3, that det(h2) =
(v0)2 − (v1)2 − (v2)2 − (v3)2 = h2, with h ∈ R, which may be expressed as the form
L(v4) = h
2 (as employed in equation 5.46). While the fundamental representation of
SL(2,C) acts on the space C2, the group action for elements S ∈ SL(2,C) on the space
h2C provides another representation given by:
h2 → h′2 = S h2 S† (7.31)
This maps h2 → h′2 onto a new 2×2 complex Hermitian matrix with the same determi-
nant; hence mapping the components va4 → v′a4 according to a Lorentz transformation
of the real 4-vector v4 ∈ R1,3. With S ∈ {12,−12} giving the identity transformation,
h′2 = h2, the group SL(2,C), isomorphic to Spin
+(1, 3) as described above, is the
two-to-one covering spin group for SO+(1, 3); that is SO+(1, 3) = SL(2,C)/Z2.
In fact the components of v4 transform under the 4-dimensional vector (
1
2 ,
1
2)
representation of SL(2,C). The matrix h2, and hence the vector v4, can be considered
to be constructed out of two 2-component left-handed Weyl spinors χ and φ such that:
h2 = χχ
† + φφ† (7.32)
as implied in equations 6.20 and 6.21 of section 6.3, with the elements of the group
SL(2,C) acting on the spinor components in the appropriate way.
This spinor substructure of vectors v4 has some similarity to the situation dis-
cussed in section 5.2 for the relation − 1κGµν = ρuµuν−Sµν , as implied in equation 5.34
via the Einstein equation, which describes the possibility of composing the rank–2 Ein-
stein tensor in terms of a substructure involving the apparent 4-dimensional macro-
scopic vector flow u(x) on the base manifold. The natural algebraic substructure of the
field v4(x) in terms of the spinor decomposition of equation 7.32 may in turn be inti-
mately related to the possible field interactions implied within the higher-dimensional
form of time L(v27) = 1 at the microscopic level, underlying the composition of the
Einstein tensor Gµν = f(Y, vˆ) as expressed in equation 5.32.
Equation 7.31 describes the determinant preserving action h2 → S h2 S† of
the elements S ∈ SL(2,C) upon elements of the vector space of matrices h2 ∈ h2C
that was extended in equations 6.16 and 6.22, by augmenting the complex numbers
to the octonions, to identify an SL(2,O) action on h2O as the covering group of the
10-dimensional Lorentz group, as an intermediary for the E6 action on h3O. For
infinitesimal transformations we write S = exp(a) ≃ 1 + a, where a ∈ sl(2,C) is an
153
infinitesimal element of the Lie algebra of SL(2,C), and we have:
h2 → (1 + a)h2(1 + a†) ≃ h2 + δh2 (7.33)
with δh2 = ah2 + h2a
† (7.34)
where δh2 has the same form as the 64D
S actions on h3O of equation 6.5 in section 6.1,
and may here be considered to represent the Lie algebra sl(2,C) on the tangent space
Th2C. This corresponds to a possible substructure embedding of h2C ⊂ h2O ⊂ h3O
with respective group actions SL(2,C) ⊂ SL(2,O) ⊂ SL(3,O). Before moving to the
action of SL(2,C) on full space h3O in the following chapter (see equation 8.4), we first
here consider the action of SL(2,C) on the space h3C. The 2×2 matrices S ∈ SL(2,C)
can be embedded in 3× 3 matrices acting on X ∈ h3C as:
X →

S 0
0 1


h2 ψL
ψ†L n


S† 0
0 1
 (7.35)
This combines the vector representation of SL(2,C) on h2 ∈ h2C and the spinor
representation on ψL ∈ C2, together with the scalar n ∈ R, in a single symmetry
transformation which preserves det(X ) ∈ R. In section 8.1 the spinor ψL will be
identified with θl ∈ C2 in a complex subspace of θ ∈ O2 under the full E6 action on
h3O, compatible with the embedding of the SL(2,C) action of equation 7.35 within
the SL(2,O) ⊂ E6 action of equation 6.29.
7.2 Internal Symmetry and Electroweak Theory
Together with the external Lorentz symmetry internal gauge symmetries are key to the
properties of particle states observed in the laboratory. In this section we review the
internal symmetries of the Standard Model with a particular emphasis on electroweak
theory and the phenomenon of symmetry breaking (see for example [42]).
The quarks and leptons of one generation of Standard Model fermions trans-
form under an internal symmetry described by the group product SU(3)c × SU(2)L ×
U(1)Y (with the subscripts ‘c’, ‘L’ and ‘Y ’ denoting colour, left-handed and hyper-
charge respectively). The corresponding representation of SU(3)c× SU(2)L×U(1)Y is
composed as a sum of five irreducible pieces each labelled according to their transfor-
mation properties by (n3, n2, n1)L,R with the subscript L or R denoting left or right
chiral Weyl spinors, represented as four-component Dirac spinors, under the external
Lorentz group. The five pieces are of dimension 6, 3, 3, 2 and 1 respectively (without
an extra piece (1, 1, 0)R for a right-handed neutrino νR):
(3, 2, 1
6
)L + (3, 1,
2
3
)R + (3, 1,− 13)R + (1, 2,− 12)L + (1, 1,−1)R
qL =
(uL ( 23 )
dL(− 13 )
)
uR (
2
3 ) dR (−13 ) lL =
(νL (0)
eL(−1)
)
eR (−1)
(7.36)
with the corresponding set of 15 particle states named on the second line alongside
their electromagnetic charges. The components of particle multiplets transforming as
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triplets under SU(3)c, (n3 = 3), couple to the strong interaction and consist of u-type
and d-type quarks, while the SU(3)c singlet components consist of the neutrino ν and
electron e leptonic states.
In the Standard Model electroweak theory weak eigenstates, that is fields trans-
forming according to definite SU(2)L representations, are composed as left-handed
doublets (n2 = 2) and right-handed singlets (n2 = 1), transforming for example in the
case of leptons as lL → l′L = e−iω
αταlL, with ω
α ∈ R and
τα =
1
2
σα (7.37)
for α = 1, 2, 3 (see equation 7.14, with Greek indices used here for the generators of a
gauge group), and eR → e′R = eR. With left and right-handed fermions hence under-
going different interactions with the SU(2)L gauge field this construction describes the
empirical observation of parity violation in weak interactions. When additional gen-
erations of fermions are considered the weak eigenstates generally consist of a linear
combination of physical mass eigenstates leading to the phenomena of mixing between
the generations, as will be described towards the end of this section.
The electromagnetic charge of each particle in a multiplet is given by:
Q = T 3 +
Y
2
(7.38)
where T 3 is the eigenvalue under the third, diagonal, SU(2)L generator and the hy-
percharge Y labels the U(1)Y representations, (n1 = Y/2) in equation 7.36, which are
all one-dimensional for this Abelian group. For the right-handed states T 3 = 0 and
the hypercharge is simply the electric charge of the fermion Q(ψR) =
Y
2 (ψR). All
fields transform as ψ → ψ′ = e−iω Y2 (ψ)ψ, with ω ∈ R, under the hypercharge gauge
symmetry U(1)Y . The hypercharge
Y
2 (ψ) itself is ultimately defined to give the correct
electromagnetic charge Q, via the relation in equation 7.38, which is the same for the
L and R parts of each fermion type with Q(eL) = Q(eR) = −1 for example. The
charge Q determines the coupling to the electromagnetic field corresponding to the
U(1)Q gauge symmetry that survives electroweak symmetry breaking. Equation 7.38
may be considered as a relation either between the eigenvalues or the operators Q, T 3
and Y2 , depending on the context.
The representations of equation 7.36 can be expressed purely in terms of left-
handed fields by applying ‘charge conjugation’ to the right-handed cases, under which
(3, 1, 23)R → (3¯, 1,−23 )L for example. Having all fields expressed in terms of the same
Lorentz representation in this way is useful for unification models, in which individual
pieces of equation 7.36 are combined in a larger representation of a single unifying
gauge group. Since gauge transformations commute with Lorentz transformations,
without interchanging L and R states, such a unifying gauge group then respects
Lorentz invariance in the theory. While the states in equation 7.36 are all considered as
‘particles’ the action of charge conjugation also introduces ‘antiparticle’ states. Hence
both particle and antiparticle states may be combined in unified multiplets, as for the
case of the SU(5) model [43] cited regarding figure 7.3 in the following section.
The dynamics of the Standard Model fields is heavily based on a Lagrangian
formalism. The Standard Model Lagrangian includes kinetic terms for the fermions
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in the form of the final term of equation 3.96, which for the lepton doublet lL, with a
conventional factor of i and covariant derivative Dµ, can be expressed as:
Lkin = il¯LγµDµlL (7.39)
with Dµ = ∂µ + ig W
α
µ (x) τ
α + ig′ Bµ(x) Y2 (lL) (7.40)
where τα is defined in equation 7.37 (and with an additional Dµ = . . . + igsG
β
µ(x)λβ
term, with β = 1 . . . 8 and the λβ matrices listed in table 8.5, for SU(3)c gauge inter-
actions in the case of quarks). Hence the interaction between the gauge fields Wαµ (x),
Bµ(x), with respective couplings g, g
′, and left-handed leptons has the Lagrangian
form:
Lint = −g
2
(
ν¯L e¯L
)
γµ
 W 3µ W 1µ − iW 2µ
W 1µ + iW
2
µ −W 3µ
− g′
g
Bµ 0
0 Bµ
νL
eL
 (7.41)
Lν = −g
2
ν¯Lγ
µ(W 3µ −
g′
g
Bµ)νL (7.42)
where the part Lν describes the gauge coupling to the neutrino alone, as implied in
equation 7.39. Physical gauge boson fields Aµ(x) and Zµ(x) are defined as a linear
combination of Bµ(x) and W
3
µ(x) via the orthogonal transformation:
Aµ = cos θW Bµ + sin θW W
3
µ
Zµ = − sin θW Bµ + cos θW W 3µ
(7.43)
that is with:
Bµ = cos θW Aµ − sin θW Zµ
W 3µ = sin θW Aµ + cos θW Zµ
(7.44)
where θW is the weak mixing angle. Hence from equation 7.42 the coupling of the
neutrino to the physical gauge field Aµ is:
LνA = −g
2
ν¯Lγ
µ(sin θW Aµ − g
′
g
cos θW Aµ)νL (7.45)
which is zero for:
tan θW =
g′
g
(7.46)
This value of the weak mixing angle θW hence describes the electric charge neutrality of
the neutrino with Aµ(x) interpreted as the electromagnetic field, the quanta of which
are photons. More generally the coupling terms for the photon can be extracted from
the relevant part of the covariant derivative Dµ, of the form in equation 7.40, acting
on any field ψ(x) as (with T 3 representing the third component of su(2)L and the
hypercharge Y2 as operators acting on the field ψ):
Dµ ∼ ig W 3µ T 3(ψ) + ig′Bµ Y2 (ψ) retaining only W 3µ , Bµ field parts
= ig sin θW Aµ T
3 + ig′ cos θW Aµ Y2 by equation 7.44, dropping Zµ parts
= ig sin θW Aµ T
3 + ig sin θW Aµ
Y
2
using equation 7.46
= ig sin θW Aµ (T
3 + Y
2
) ≡ ieAµQ (7.47)
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Hence the electromagnetic coupling of any particle state to the photon is always pro-
portional to eQ where the particle charge Q is defined in equation 7.38 and the elec-
tromagnetic coupling e is given by:
e = g sin θW (7.48)
As described after equation 7.38 the different values of Y2 compensate for the different
T 3 values for the L and R states of a given particle such that the respective coupling
of each chiral component to the gauge field Aµ(x) is the same, as can be seen for each
particle type in equation 7.36. Following the same lines of reasoning in equation 7.47
except instead retaining the gauge field Zµ(x) and dropping the Aµ(x) field parts in
the second line leads to:
Dµ ∼ ig cos θW Zµ T 3 − ig′ sin θW Zµ Y2
= ig cos θW Zµ T
3 − ig sin
2 θW
cos θW
Zµ
Y
2
= ig Zµ
((
cos θW +
sin2 θW
cos θW
)
T 3 − sin
2 θW
cos θW
(
T 3 +
Y
2
))
=
ig
cos θW
Zµ
(
T 3 − Q sin2 θW
)
(7.49)
Hence there are two terms for the weak neutral interactions. The second term is
proportional to the electromagnetic charge Q and is hence the same for L and R
particle states. However since the eigenvalues of T 3 are only non-zero for the left-
handed states the first term only couples to the ψL components. The combination of
the two terms in equation 7.49 implies that parity violation is only partial for neutral
weak interactions. On the other hand for the charged weak interactions mediated via
the W±µ (x) gauge fields, introduced in equation 7.57 below and involving only SU(2)L
components, parity violation is maximal. In the Standard Model Lagrangian the left-
handed chiral states ψL are projected out of the Dirac spinor states for the fermions
using the PL operator of equation 7.11, as seen for example in equations 7.77 and 7.78
at the end of this section.
In addition to the spin-12 fermions and spin-1 gauge bosons the Standard Model
also introduces a spin-0 Higgs field, which is massive itself and closely associated with
the origin of mass for theW± and Z0 gauge bosons as well as the fermion states. Indeed
electroweak theory is inextricably linked to the Higgs sector with the breaking of the
electroweak symmetry SU(2)L × U(1)Y to the U(1)Q of electromagnetism mediated
through the action of the gauge group on the Higgs field:
φ =
 φ+
φ0
 = 1√
2
 φ1 + iφ2
φ3 + iφ4
 (7.50)
Transforming as a scalar under the external Lorentz symmetry the Higgs field is also
invariant under the internal SU(3)c symmetry. On the other hand the above complex
doublet of scalar fields φ transforms as a doublet under SU(2)L while also possessing
hypercharge with Y
2
= + 1
2
, which also accounts for the notation φ+ and φ0 in equa-
tion 7.50 by reference to equation 7.38. This collection of properties may be denoted
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(1, 2, 1
2
)0 by comparison with the list of Standard Model fermions in equation 7.36.
The Lagrangian for the Higgs sector is:
LH = (Dµφ)†Dµφ − V (φ) (7.51)
where Dµφ =
(
∂µ + i
g
2
Wαµ σ
α + i
g′
2
Bµ σ
0
)
φ (7.52)
is the gauge covariant derivative which is similar in form to equation 7.40 except with
Y
2
= + 1
2
here, and also σ0 and σα = {σ1, σ2, σ3} have been adopted directly from
equation 7.14 rather than via equation 7.37. The fields Wαµ (x) and Bµ(x) are the
SU(2)L and U(1)Y gauge fields, with couplings g and g
′ respectively, as introduced in
equation 7.40. The breaking of the electroweak symmetry relies on the ‘Mexican hat’
potential term in the Lagrangian of equation 7.51 with:
V (φ) = −µ2φ†φ + λ(φ†φ)2 (7.53)
with real coefficients µ2 > 0 and λ > 0. From equation 7.50 it can be seen that the
potential V (φ) is a function of φ†φ = 1
2
∑4
i=1 φ
2
i only. The vacuum expectation value
for this field 〈φ〉, that is the minimum in the potential, can be taken without loss of
generality (in the ‘unitarity gauge’) to be:
〈φ〉 = 1√
2
 0
v
 with v = µ√
λ
(7.54)
This charge neutral component of the Higgs field φ0 = v√
2
is invariant under the
action of the charge generator Q = T 3+ Y2 =
( 1
2
0
0− 1
2
)
+
( 1
2
0
0 1
2
)
=
(1 0
0 0
)
, from equation 7.38
applied for the Higgs field, which remains unbroken. Hence the gauge symmetry is
broken from SU(2)L ×U(1)Y down to U(1)Q, identified in a linear combination of the
third component of su(2)L and the hypercharge generator u(1)Y , as the symmetry
which leaves the vacuum value 〈φ〉 in equation 7.54 invariant.
Masses arise for the gauge fields corresponding to the broken SU(2)L ×U(1)Y
generators from the kinetic term in the Higgs Lagrangian of equation 7.51. Acting on
the vacuum state the covariant derivative of equation 7.52 can be written as:
Dµφ =
 ∂µ + i2gW 3µ + i2g′Bµ i2g(W 1µ − iW 2µ)
i
2g(W
1
µ + iW
2
µ) ∂µ − i2gW 3µ + i2g′Bµ
 1√
2
0
v
 (7.55)
Hence LH in equation 7.51 contains the expression (for now neglecting fluctu-
ations about the vacuum value v):
(Dµφ)
†Dµφ =
g2
4
(W 1µ + iW
2
µ)(W
1µ − iW 2µ)v
2
2
+
1
4
(
W 3µ Bµ
) g2 −gg′
−gg′ g′2
W 3µ
Bµ
 v2
2
(7.56)
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With physical gauge fields W±µ (x) associated respectively with 2 × 2 matrices
σ± in the complexified SU(2)L Lie algebra defined in turn as:
W±µ =
1√
2
(W 1µ ∓ iW 2µ) (7.57)
σ± =
1
2
(σ1 ± iσ2) (7.58)
the relation:
1√
2
(W+µ σ
+ + W−µ σ
−) =
1
2
(W 1µσ
1 + W 2µσ
2) (7.59)
may be substituted in for theW 1µ ,W
2
µ piece of the covariant derivative in equation 7.52.
In turn the first term in equation 7.56 explicitly takes the form of a mass term for the
W±µ (x) fields in the Lagrangian:
LH = g
2v2
8
(W+µ W
+µ +W−µ W
−µ) + . . .
hence with MW =
1
2
gv (7.60)
being the W± mass.
The second term in equation 7.56 contains a 2 × 2 mass matrix composed of
quadratic terms in the couplings g, g′. Applying the same orthogonal transformation
of equations 7.43 and 7.44 to the fields W 3µ and Bµ with the weak mixing angle θW as
specified in equation 7.46 diagonalises the mass matrix with respect to the fields Zµ
and Aµ such that:
LH = . . . + 1
2
(
Zµ Aµ
)M2Z 0
0 0
Zµ
Aµ
 (7.61)
with MZ =
1
2
√
g2 + g′2 v =
MW
cos θW
(7.62)
Hence the same weak mixing angle θW that accounts for the electromagnetic charge
neutrality of the neutrino ν through the covariant derivative Dµ acting on the lepton
field lL in equation 7.45, deriving from the kinetic term in the Lagrangian for the
lepton field in equations 7.39 and 7.40, also diagonalises the above mass matrix and
leaves the photon field Aµ massless through Dµ acting on the Higgs field φ, deriving
from the kinetic term in the Lagrangian for the Higgs field in equations 7.51 and 7.52.
Considering fluctuations about the vacuum value with v → v +H(x) in equa-
tion 7.54 (as neglected in writing down equation 7.56) in the quantum theory the
real field H(x) is associated with a massive scalar particle known as the Higgs bo-
son. In terms of the parameters of the theory the Higgs mass is determined to be
MH =
√
2µ =
√
2λ v. While the vacuum value is empirically constrained to the order
of the weak scale with, via equation 7.60, v = 2MWg ∼ (
√
2GF )
− 1
2 ∼ 246 GeV, where
GF is the Fermi constant, this does not determine the two parameters of the potential
in equation 7.53. These latter parameters can now be deduced given the discovery of
the Higgs at the LHC and the empirical measurement of MH ≃ 125 GeV [44].
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At tree level the relations in the quantum field theory described in equa-
tions 7.60 and 7.62 lead to the definition of the parameter:
ρ =
M2W
M2Z cos
2 θW
= 1 (7.63)
The fact that this expression holds approximately for the corresponding empirically
measured values can be explained in terms of a further symmetry associated with the
Higgs sector. Expressing the Higgs field components in the form of a bi-doublet, that
is the 2× 2 complex matrix:
Φ =
1√
2
(ǫφ∗, φ) =
1√
2
 φ0∗ φ+
−φ+∗ φ0
 (7.64)
with ǫ =
(
0 1
−1 0
)
, the Higgs potential term of equation 7.53 may be rewritten as:
V (Φ) = −µ2 tr Φ†Φ + λ (tr Φ†Φ)2 (7.65)
This is invariant under the L ∈ SU(2)L action Φ→ LΦ and U(1)Y action Φ→ Φe− i2θσ3
with θ(x) ∈ R as local gauge transformations. While φ and ǫφ∗ transform in the same
way under SU(2)L, they have opposite hypercharge, with
Y
2
(φ) = + 1
2
and Y
2
(ǫφ∗) = − 1
2
,
and hence the generator for U(1)Y transformations here is σ
3 rather than σ0 (see for
example [45] section 3). The Higgs Lagrangian of equation 7.51, which is also invariant
under these gauge transformations, can be written in the form:
LH = tr (DµΦ†DµΦ) − V (Φ) (7.66)
where DµΦ = ∂µΦ + i
g
2
Wαµ σ
αΦ − ig
′
2
BµΦσ
3 (7.67)
is the gauge covariant derivative for the bi-doublet. In the limit g′ → 0 this Lagrangian
also has an additional, global, symmetry denoted SU(2)R with action Φ → ΦR† for
any R ∈ SU(2)R, as can be seen by cyclic permutation of the arguments under the
trace, with tr(RΦ†ΦR†) = tr(R†RΦ†Φ) = tr(Φ†Φ) for example. This symmetry in the
Standard Model is considered to be ‘accidental’ in the sense that it was not explicitly
introduced in constructing the Higgs field to break the electroweak symmetry. It
enlarges the complete global symmetry of the Higgs field to the action of SU(2)L ×
SU(2)R, as Φ → LΦR† (where L here represents a global action of the local SU(2)L
symmetry), which is simply the SO(4) symmetry of the quantity
∑4
i=1 φ
2
i described
below equation 7.53. The vacuum expectation value of equation 7.54 can be written
in the form:
〈Φ〉 = 1
2
 v 0
0 v
 (7.68)
This vacuum value breaks the global SU(2)L × SU(2)R down to a single SU(2) sym-
metry denoted SU(2)L+R, with the action 〈Φ〉 → L〈Φ〉L† for L ∈ SU(2)L+R leaving
equation 7.68 invariant. This is equivalent to the SO(3) ⊂ SO(4) symmetry acting
on the four components φi when taking the values of an arbitrary fixed Euclidean
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4-vector, such as (φ1, φ2, φ3, φ4) = (0, 0, v, 0) in equation 7.68. The global SU(2)L+R
symmetry itself is broken for hypercharge coupling g′ 6= 0, which involves gauging
the U(1)Y ⊂ SU(2)R subgroup via the σ3 action of equation 7.67, which is both the
hypercharge generator itself and also the third component of the SU(2)R action.
For the Standard Model in the limit g′ → 0 the threeWαµ gauge fields transform
as a triplet under the unbroken SU(2)L+R global symmetry, and hence the masses
gained from electroweak symmetry breaking are identical, with MW± = MZ0 (as can
be seen from equations 7.60 and 7.62 for g′ → 0), in this limit. For small g′ the
unbroken U(1)Q symmetry corresponding to the massless photon determines a weak
mixing angle θW with cos
2 θW =
g2
g2+g′2
which also determines the mass ratio of the
heavy gauge bosons at tree level according to equation 7.63. This relation ρ = 1 is
protected from radiative corrections by the approximate SU(2)L+R symmetry, which
is hence named ‘custodial symmetry’ [46, 45].
Masses for all three generations of fermions are included in the Standard Model
Lagrangian by appending gauge invariant terms with Yukawa couplings to the Higgs
field:
LY = −Γiju q¯iL ǫφ∗ ujR − Γijd q¯iL φdjR − Γije l¯iL φ ejR + h.c. (7.69)
(where ‘h.c.’ is the Hermitian conjugate of all the preceding terms). Here the Yukawa
couplings Γu, Γd and Γe are 3× 3 complex matrices in generation space with fermion
flavour indices i, j = {1, 2, 3} and hence, for example, uiR ≡ {uR, cR, tR} denotes the
three generations of u-type right-handed quarks. When the Higgs field acquires the
vacuum value 〈φ〉 as expressed with the gauge choice of equation 7.54 the fermion
states acquire Dirac mass terms via the Yukawa couplings:
LM = −M iju u¯iLujR − M ijd d¯iLdjR − M ije e¯iLejR + h.c.
where M iju,d,e = Γ
ij
u,d,e
v√
2
(7.70)
are the three fermion mass matrices. Physical particle states may be identified by
diagonalising each M ij matrix using independent unitary transformations applied to
each left and right-handed fermion set via 3× 3 unitary matrices Aij , such as for:
uL → u′L = A†uLuL (7.71)
uR → u′R = A†uRuR (7.72)
Hence u′L ≡ {u′L, c′L, t′L} and u′R are mass eigenstate fields with the masses of the three
u-type quarks read off from the diagonal elements of:
M ′u = A
†
uL MuAuR =

mu 0 0
0 mc 0
0 0 mt
 (7.73)
with LM = −mu u¯′Lu′R − mc c¯′Lc′R − mt t¯′Lt′R + h.c. (7.74)
as the Lagrangian Dirac mass terms for the u-type quarks (with u′, c′ and t′ here
denoting the individual first, second and third generation u-type quarks). The u-
quark itself hence has mass mu = Yu
v√
2
with the Yukawa coupling Yu = Γ
′11
u extracted
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from the diagonalised basis. From equation 7.60 the u-quark mass can be related to
the W± gauge boson mass as:
mu =
√
2
g
YuMW
with Yf =
g mf√
2MW
(7.75)
where Yf is the Yukawa coupling for each fermion f to the Higgs field φ, including
the similar cases for the d-type quarks and charged leptons as following also from
equation 7.70. (The neutrino mass may be treated differently and may not involve a
Yukawa coupling, [42] chapter 7). The couplings Yf are typically small sincemf ≪MW
except for the case of the top quark – with the mass mt observed to be approximately
the sum of MW and MZ . All of the Yukawa couplings are added by hand in order to
match the empirically determined fermion masses.
In the physical mass eigenstate basis there is no Yukawa mixing between gen-
erations, as can be seen in equation 7.74 in comparison to equation 7.70 where in
the latter expression the quark states coupling to the weak SU(2)L gauge fields are
generally composed of a linear combination of the physical quark states. The weak
SU(2)L doublets in the quark sector may be written as
(u
d˜
)
L
,
(c
s˜
)
L
and
(t
b˜
)
L
, with the
inter-generation mixing expressed purely in terms of the d-type quark states:
d˜
s˜
b˜
 = VCKM

d′
s′
b′
 (7.76)
Here the weak states d˜, s˜, b˜ are related to the physical states d′, s′, b′ via the 3 ×
3 unitary Cabibbo-Kobayashi-Maskawa mixing matrix VCKM = A
†
uLAdL . With five
relative global phase transformations between the six quarks (u, d, c, s, t, b) only four
of the nine parameters of the unitary matrix VCKM are physical. These four parameters
describe three real mixing angles between the three generations and one complex phase
which gives rise to CP violating phenomena. Together with the six quark masses a
total of ten physical parameters (contributing just over half of the 18 Standard Model
parameters listed in table 15.2) may hence be deduced from the Lagrangian for the
quark sector after the above field redefinitions. (Again, the description of neutrino
mixing in the leptonic sector is a little different, [42] chapter 7).
The weak interaction terms for the quarks with the charged gauge bosons W±
may be described by the Lagrangian:
LqW = − g
2
√
2
u¯i γµ(1− γ5) d˜iW−µ + h.c (7.77)
with the implied sum for i = 1, 2, 3 over the weak states (and where the Hermitian con-
jugate contains the W+µ term). Expressing the d-type quarks as a linear combination
of the mass states the above Lagrangian can be written in terms of the six physical
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quarks as:
LqW = − g
2
√
2
(
u¯ c¯ t¯
)
γµ(1− γ5)VCKM

d′
s′
b′
 W−µ + h.c (7.78)
In these equations the operator PL =
1
2(1 − γ5) of equation 7.11 has been put in
by hand to project out the left-handed components of the Dirac spinors, describing
maximal parity violation for the charged weak current. This CKM mixing originates
from the mismatch between the Yukawa and weak interactions in the Standard Model
Lagrangian, with the corresponding mass and weak quark eigenstates for the u and d-
type quarks related via unitary transformations such as equations 7.71 and 7.72. On the
other hand the neutral currents are flavour-diagonal and such terms are unchanged by
the unitary transformations relating the mass and weak states, that is with A†uLAuL =
13 and so on. Hence there are no flavour changing neutral currents coupled to the Zµ
or Aµ fields, and only the W
± fields mediate mixing between the generations.
7.3 Unification Models and Dynkin Analysis
While the action of E6 on h3O studied in chapter 6 describes a symmetry of time it is
also of course desirable that the mathematical structures arising in the present theory
should bear a close resemblance to the symmetries and structures experimentally iden-
tified in particle physics. This data is summarised in the Standard Model, as reviewed
in the previous two sections, which describes the non-gravitational interactions between
fundamental particles in terms of the gauge symmetry group SU(3)c×SU(2)L×U(1)Y .
Hence in this section we make a preliminary assessment of the suitability of the Lie
group E6, both generally and as constructed in chapter 6, as a unifying symmetry.
It is well known that the three subgroup components of the Standard Model
gauge symmetry are related to the series of normed division algebras, as introduced
here in section 2.1 in the context of forms of temporal flow and discussed further in
section 6.2. Indeed, U(1) is isomorphic to the complex numbers C of unit magnitude
under multiplication, while SU(2) is similarly isomorphic to the quaternions H of unit
magnitude, and SU(3) is the subgroup of G2, the automorphism group of the octonions
O, that leaves invariant a given imaginary octonion element. The aesthetic appeal and
elegance of such observations have led a number of authors to speculate on a direct
connection between the existence of these unique mathematical objects and the nature
of the physical structure of the world (see for example [47, 48, 49, 50]). However, while
identifying a relationship between the mathematical properties of the division algebras
and features of the Standard Model of particle physics much of this work is lacking in
any underlying conceptual motivation for the importance of such mathematical objects
in nature.
Since the octonion algebra features significantly in the present paper, in the
action of the group E6 ≡ SL(3,O) on the space h3O, the references cited above suggest a
reasonable likelihood of identifying some relation between the structures of the present
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theory and those of the Standard Model. Such a correspondence will be described in the
following chapter. In the present theory we have both a clear conceptual understanding
of the source of these algebras through the symmetry of the flow of time and in turn
a well defined constraint on the introduction of these algebraic structures into the
equations of physics through the relation L(v) = 1 and its symmetries.
Also in the present theory, as well as aiming to account for the internal gauge
interactions of the Standard Model through the higher-dimensional structures, gravita-
tion is included on the base manifold M4 with a subspace h2C ⊂ h3O locally identified
with the tangent space TM4 and with the subgroup SL(2,C) ⊂ E6 being the cover-
ing group of the external Lorentz group. As described towards the end of section 3.4
general relativity can be presented in the form of a gauge theory with a local Lorentz
symmetry constructed in terms of the components of both a Lorentz Lie algebra-valued
connection Aabµ(x) and a tetrad field e
a
µ(x). In terms of the covering group it can in
turn be considered to be an SL(2,C) gauge theory with an sl(2,C)-valued connection,
which can accommodate a description of both vector and spinor objects in spacetime.
While the dynamics of such an SL(2,C) ‘gauge theory’ of gravitation [51, 52] are
different to those of a standard Yang-Mills gauge theory, as also described in section 3.4,
an extension for internal gauge symmetries might be more readily achieved with such
a theory of gravity. (Considering gravity as a gauge theory contrasts with the Kaluza-
Klein approach reviewed in chapter 4 for which an internal gauge theory derives from
general relativity with extra spatial dimensions.) Indeed an SL(2,C)×U(1) theory of
gravitation and electromagnetism can be obtained by introducing an additional eiα(x)
phase factor element for the group U(1). This can be achieved by augmenting the
set of symmetry actions S ∈ SL(2,C) with det(S) = 1 to include also the actions
U = eiα(x)12 ∈ U(1). The mapping of equation 7.31, now incorporating also the U(1)
action h2 → Uh2U †, then remains one that preserves the value of det(h2) and leaves
the metric gµν(x) onM4 invariant, as for the original SL(2,C) action. Further, the U(1)
action in fact leaves each of the four components of h2 invariant and hence effectively
acts as an ‘internal symmetry’, as described also at the end of section 6.3. Within
the set of E6 symmetry actions on h3O the action of S\
1
q in equation 6.43, particularly
on a type 1 h2C ⊂ h3O subspace, is most reminiscent of the above U(1) symmetry
action on h2C and this property is suggestive for the choice of the U(1)Q action for
the electromagnetic gauge symmetry in the present theory.
By further augmenting the internal degrees of freedom such unification schemes
which begin with an SL(2,C) theory of gravity can be extended to an SL(2,C) × G
theory where G may be the gauge symmetry group for the internal forces as identified
experimentally in the Standard Model, that is SU(3)c × SU(2)L × U(1)Y . For such
a model there remains the task of introducing states which transform as fermions
under the external SL(2,C) symmetry and under the appropriate representations of
the internal symmetry as summarised in equation 7.36. However such an approach,
with the appropriate interpretation of the gauge groups and their empirically motivated
representations, only serves to describe gravity together with internal field interactions
in a more unified framework.
In the present theory, however, the unification group Gˆ = E6 includes the ex-
ternal spacetime symmetry central to general relativity in the form of the subgroup
SL(2,C) ⊂ E6. It is then through the distinctive role of this subgroup, in the identifi-
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cation of the necessary perceptual background for the world, that the larger symmetry
is broken down to local gauge groups with representations on the broken fragments of
the space h3O. The local gauge groups themselves will be initially identified as the
‘stability’ group leaving the space of vectors v4 ∈ TM4, via equation 7.30 equivalent
to h2 ∈ h2C ⊂ h2O, invariant, generalising from the above case of the eiα(x)12 ∈ U(1)
action on h2C.
Having at hand the real form of E6 acting on h3O, as described in the previous
chapter, a detailed study of this symmetry breaking over TM4 is possible. Initially,
however, in this section the symmetry breaking patterns for E6 and the question of
whether this group is large enough to actually contain both SL(2,C) and SU(3) ×
SU(2) × U(1) will be addressed at the level of the complex Lie algebras, in order to
gain an overview, before returning to the specific real forms of these algebras in the
following chapter.
One of the main motivations for studying the complexified forms of real Lie
algebras in general is the existence of a concise classification scheme. Indeed, every
complex simple Lie algebra belongs to one of just four sets of classical algebra types,
which include the complex forms of the rotation algebras so(p, q), or is otherwise identi-
fied with one of the five exceptional cases, which include L(E6). A further motivation is
that each complex simple Lie algebra has a one-to-one correspondence with a ‘Dynkin
diagram’, with semi-simple Lie algebras likewise corresponding to disconnected Dynkin
diagrams. The analysis of such diagrams gives a good deal of guidance towards the
possible symmetry breaking patterns for a complex Lie algebra and its real forms as
encountered in the context of a theoretical model for physical phenomena.
Firstly, we briefly review the relationship between Lie algebras and their repre-
sentations. In general, each complex simple Lie algebra, as exemplified by the Dynkin
diagrams shown later in this section, and taking its place amongst the systematic clas-
sification of such algebras, may be associated with several real forms, with each real
algebra in turn associated with one of more Lie group, and finally each Lie group pos-
sesses an unlimited number of representations. This situation is depicted in figure 7.1.
Figure 7.1: Any given complex Lie algebra LC, which has a unique Dynkin diagram,
is in general associated with a multiplicity of real algebra forms LR, groups G and
representations R.
While Dynkin analysis at the level of LC is described in this section, in this
paper we generally deal with the structures of LR and G, with notation such as so(p, q)
used for a real Lie algebra and SO(p, q) for the related Lie group, with the distinction
being otherwise understood from the context. As an example of the chain of relations
in figure 7.1 the case for LC = so(10) with links through to the R = 16 representation,
of particular interest here and featuring for example in equation 8.3 in the opening of
the following chapter, is described in table 7.1.
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LC LR G R
O(1,9)
SO(1,9) 1
so(10) SO+(1,9) 10
so(10) րց→ → so(1,9)
ր
ց→ → Spin+(1,9)
ր
ց→ → 16
so(2,8) Spin(1,9) 16
... Pin(1,9)
...
Table 7.1: The complex Lie algebra so(10), called D5 in Cartan’s notation, with cor-
responding real algebra forms LR, groups G and representations R (labelled by their
dimension), as an example of the general case depicted in figure 7.1, with a particular
chain of forms discussed in the text highlighted by the horizontal arrows.
In developing a theoretical model the initial motivation often begins from the
left-hand side of figure 7.1, by identifying a complex Lie algebra which exhibits an
appropriate symmetry breaking pattern to account for the gauge groups of the Stan-
dard Model as described in previous section; and then the task remains to identify the
appropriate representations for particle states such as those of equation 7.36. In this
paper such an approach also serves as a useful guide, as we describe in this section.
However, here our starting point is rather more anchored in the right-hand side of
figure 7.1 since the mathematical form L(v) = 1 strongly motivates the possible rep-
resentations, with the set of real numbers composing the vector v already belonging
to a representation space transforming under the relevant symmetries of L(v) = 1.
As a preliminary observation we note that given our use of the R = 27 repre-
sentation of the particular group G = E6(−26), this uniquely leads back via the real Lie
algebra LR = L(E6(−26)) to the complex Lie algebra LC = L(E6) as we step from right
to left through figure 7.1. The structure of symmetry breaking feeding down from the
complex Lie algebra is largely preserved in terms of semi-simplicity of the algebra and
group and in terms of the reducibility of the algebra and group representations. Hence
we here consider the Dynkin diagrams for the relevant complex Lie algebras and the
significant Lie subalgebras involved.
The ‘rank’ of a Lie algebra is the dimension of the Cartan subalgebra, com-
posed of a maximal subset of mutually commuting generators, which is unique up to
automorphisms of the Lie algebra. For a rank-n Lie algebra there are n ‘simple roots’
in the dual root space which is constructed out of the eigenvalues in the adjoint rep-
resentation of the algebra in the Cartan-Weyl basis. The properties of a rank-n Lie
algebra can be described in terms of geometric relations between these simple roots
in the Euclidean Rn root-space and encoded in the topology relating the n nodes of
the corresponding Dynkin diagram, such as those depicted in figure 7.2 for the rank-6
L(E6), rank-5 so(10), rank-4 su(5) and rank-2 Lorentz Lie algebras. For example, the
Dynkin diagram for the Lorentz algebra consists of two disconnected nodes, mean-
ing that the corresponding two simple roots are at 900 in root space, whereas nodes
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Figure 7.2: The four Dynkin diagrams for the (a) L(E6), (b) so(10), (c) su(5) and
(d) Lorentz or sl(2,C) Lie algebras.
connected by a single line denote an angle of 1200. At the level of the complexified
Lie algebra LC the Lorentz algebra has the semi-simple composition su(2) ⊕ su(2), as
described earlier in equations 7.21–7.23, which in this case is not respected by the
corresponding real form LR = so
+(1, 3) of the Lorentz Lie algebra which is simple.
An explicit basis for the Cartan subalgebra for the real form of L(E6) of importance
in this paper was given in equation 6.56 as represented by vector fields on the space
Th3O.
Regular subalgebras, that is those respecting the Cartan-Weyl decomposition
of the complex Lie algebra, may be readily obtained from the Dynkin diagrams. A
maximal subgroup G′ ⊂ G is one for which there is no intermediate G′′ such that G′ ⊂
G′′ ⊂ G as a series of proper subgroups, with a similar definition for the corresponding
maximal subalgebra. A regular maximal subalgebra can be obtained from a Dynkin
diagram by the prescription of removing one node and including an extra U(1) factor,
which also means that the algebra obtained is not ‘semi-simple’. For example figure 7.3
shows a possible symmetry breaking pattern for the su(5) algebra for the well-known
case [43], as alluded to in the previous section, in which the Standard Model local
gauge group is obtained.
Figure 7.3: Removing a node from the Dynkin diagram for the Lie algebra of the group
SU(5) reveals a breaking to SU(3) × SU(2) × U(1), which motivates the use of SU(5)
in unified theories.
Similarly from figure 7.2 it can be seen that SO(10) contains SU(5) as a
subgroup, by removing either of two appropriate end nodes. Hence the full Stan-
dard Model gauge group can be obtained by first breaking SO(10) to SU(5) and
then breaking SU(5) as described in figure 7.3. Hence the 45-dimensional group
SL(2,O) ≡ Spin+(1, 9) constructed in section 6.3 as the double cover of SO+(1, 9),
which is generated by a real form of the complex Lie algebra so(10), is also potentially
of great interest for internal gauge group unification in particle physics.
In the context of the discussion of section 6.4 following equation 6.42, the
G2 automorphism group of O is reduced to the subgroup SU(3) ⊂ G2 if a complex
subspace, for example with the imaginary unit l ∈ O, is fixed, as also alluded to near
the opening of this section. Similarly the subgroup SU(3) ⊂ G2 ⊂ SO+(1, 9) may be
obtained through the selection of a preferred subspace h2C ⊂ h2O, since this choice also
fixes an imaginary unit of h2O. Here the mechanism for such a selection is provided by
the nature of perception on the base manifoldM4 with the vector space TM4 ≡ h2C and
h2C ⊂ h2O through the identification of an external SO+(1, 3) ⊂ SO+(1, 9) symmetry.
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However breaking the rank-2 Lorentz group out of the rank-5 so(10) clearly does not
leave sufficient symmetry to describe the full rank-4 Standard Model gauge group.
It was also shown in section 6.4 how 3 copies of SL(2,O), described with a
total of (3 × 45) = 135 generator actions, lock tightly together as an independent
basis set of 78 generators, summarised in table 6.3, for the E6 action on X ∈ h3O
preserving det(X ). This space hence describes a highly symmetric form of temporal
flow L(v27) = 1 motivating the study of this exceptional Lie group.
As well as composing a rich symmetry of a multi-dimensional form of L(v) = 1,
additional motivation for the use of E6 indeed comes from the fact that this Lie group is
well known as a good candidate for the unifying symmetry group in models describing
a unification of the non-gravitational fundamental forces of nature. Further, unlike the
two larger exceptional Lie groups, E7 and E8, the group E6 has complex representations
and these are needed to describe the observed multiplets of states in particle physics of
equation 7.36 which are not left-right symmetric. From figure 7.2 it can be seen that
E6 contains SO(10) and hence in turn SU(5) and finally also the Standard Model gauge
symmetry, with the chain of subgroups: E6 ⊃ SO(10) ⊃ SU(5) ⊃ SU(3)×SU(2)×U(1).
The potential of E6 as a unifying group has been known since the early history of the
Standard Model of particle physics even as it was still taking shape in the 1970s (see
for example [53]) and continues today (see also, for example [54] pp.302–308).
In this case the higher rank of E6 over that of SU(5), with 2 additional Dynkin
nodes, suggests that in principle the physical phenomena of the rank-2 Lorentz trans-
formations might be described alongside the rank-4 Standard Model gauge group
within the full the rank-6 symmetry group E6. However it is not possible to break
E6 into the combined Lorentz and Standard Model algebras by the Dynkin analy-
sis prescribed above. While it can be shown that E6 contains subgroups such as
SU(3) × SU(2) × U(1) × SU(3), for example by removing the central node in fig-
ure 7.2(a), a similar decomposition but with a rank-2 SU(3) replaced by the rank-2
Lorentz group is not possible. An alternative prescription for obtaining semi-simple
regular maximal subalgebras via an intermediate ‘extended’ Dynkin diagram does not
help this situation. However, to some extent this Dynkin analysis oriented within the
Cartan-Weyl basis for complex forms of the Lie algebras represents a ball-park picture
and is not tailored to fit the fine details for a real form of E6 represented within the
context of a specific theory.
To study these details not only is the real form of the group action needed but
also an understanding of how the dynamics arises, and the means by which a symmetry
subgroup of L(v27) = 1 might be associated with gauge field interactions, in order to
account for the phenomena observed in the laboratory. In particular the structure of
the symmetry breaking itself, involving the extended spacetime manifoldM4, will need
to be considered more explicitly. In the meantime, the observation that the Lorentz
group and Standard Model gauge groups almost fit together at the level of this static
Dynkin diagram analysis is an encouraging feature.
In principle then, the possibility of identifying features of the full gauge symme-
try group for the strong and electroweak particle interactions for the theory presented
here based on the E6 symmetry of L(v27) = 1 is worth pursuing, as we explore in
the following chapter. It is further noted that the 16 representation in table 7.1, that
is the Majorana-Weyl spinor introduced in section 5.4 and described in the following
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section, as exemplified by the Spin+(1, 9) spinor θ of equations 6.26 and 8.2, possesses
a branching pattern under the SU(3) × SU(2) × U(1) ⊂ SO(10) subgroup into repre-
sentation multiplets corresponding to the 15 particle types of a complete generation of
Standard Model fermions of equation 7.36 (plus a right-handed neutrino). However a
different approach will be followed here, involving both the incorporation of the exter-
nal Lorentz symmetry within Spin+(1, 9) as well as the extension to the E6 symmetry.
Indeed we begin in the opening section of the following chapter by identifying objects
which transform as fermions under the external symmetry.
We also note here the possible significance of the three possible embeddings of
an h2O subspace, as represented by the components X ∈ h2O in equations 6.32, 6.34
and 6.35, within the space h3O, with equivalent symmetry transformation properties,
and in particular three copies of the Spin+(1, 9) spinor θ representation. These three
embeddings are related by the matrix T of equation 6.33, as described in section 6.4,
and in terms the octonion triality isomorphism as discussed alongside equations 6.49
and 6.50, relating to the rich symmetry of this form of L(v27) = 1. This is suggestive
since we shall have to account for three generations of fermion families, related through
the CKM matrix of equation 7.76 in the case of the quarks, which might here be related
through the full set of E6 symmetry transformations. On the other hand only one
embedding of h2C ⊂ h3O will be associated with the local tangent space TM4 in the
symmetry breaking, potentially lifting the degeneracy between the three generations
of fermions in the present theory.
Again, while the connection between some of these algebraic structures and the
Standard Model is well known, here there is an underlying motivation for the origin of
these mathematical forms in a physical theory based on the symmetries of L(v27) = 1
representing a multi-dimensional form of temporal flow.
Considering then the demands from both ends of figure 7.1 at the same time,
with the choice of LC guided by general features of the Standard Model and the space
R identified under a highly symmetric form of L(v) = 1, we naturally converge upon
the group E6 acting on the representation space h3O, such that the matrix determi-
nant is invariant, as being of particular interest. Indeed this motivated the detailed
study in chapter 6 based on references [37, 38, 39, 40, 41]. Further, the identification of
the Lorentz subgroup of E6 acting upon the subspace h2C representing 4-dimensional
spacetime explicitly provides the symmetry breaking mechanism through which the
broken internal subgroups of the larger symmetry may be realised as the local gauge
groups. The symmetry breaking was pictured in figure 5.1 for the provisional model
with an SO+(1, 9) symmetry acting on the form L(v10) = 1. That case for a 10-
dimensional spacetime symmetry, now described by Spin+(1, 9) acting on h2O, consti-
tutes a significant intermediate stage between the full 27-dimensional form of temporal
flow and the external 4-dimensional spacetime structure.
In order to analyse the physical content of this theory it will be necessary
to dissect the anatomy of the explicit real form of E6 constructed in chapter 6 in
the context of symmetry breaking over the extended M4 manifold. In the following
chapter we first study the action of the external Lorentz symmetry on the full set of
h3O components, building on the analysis of equation 7.35 presented at the end of
section 7.1, and then assess how the properties of the internal symmetry, surviving the
symmetry breaking, compare with the Standard Model.
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Chapter 8
E6 Symmetry Breaking
8.1 External Symmetry on h3O
Having at hand a complete mathematical description of the E6 symmetry action from
chapter 6, preserving the determinant on the space h3O as a form of L(v) = 1, the
physical significance of various subgroup actions can be considered locally with re-
spect to the spacetime manifold M4. In particular a distinguished set of symmetry
transformations will act on the components of v27 ∈ h3O lying in the local spacetime
tangent space TM4. These transformations form the subgroup SL(2,C), the double
cover of the Lorentz group, which is identified then as the external symmetry group.
This spacetime symmetry is central to general relativity, while in the flat spacetime
limit these Lorentz transformations form a global symmetry on M4 as for the theory
of special relativity. With the flow of time expanded into the 27-dimensional space of
3 × 3 Hermitian octonion matrices h3O there are 23 extra dimensions beyond those
needed to locate events taking place in our 4-dimensional spacetime world. The ex-
plicit action of the external Lorentz symmetry on all components of the space h3O will
be described this section, based on the real form of E6 as constructed in chapter 6.
The form of h3O matrices transforming under the type 1 SL(2,C) and SL(2,O)
subgroups of E6, with the structure described in equation 6.29, is compatible with the
isomorphism of vector spaces ([1] p.30):
h3O ∼= R⊕ h2O⊕O2 (8.1)
 X
θ

(
θ†
)
n
 → (n, X, θ) (8.2)
27E6 → (1+ 10+ 16)Spin+(1,9) (8.3)
The three parts of this decomposition are respectively the scalar, vector and spinor
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representations of the 10-dimensional spacetime symmetry group SO+(1, 9), for which
the covering group is Spin+(1, 9) ≡ SL(2,O). A spinor representation with both Ma-
jorana and Weyl properties is only possible for d = (2, mod 8) spacetime dimensions,
as is the case for SO+(1, 9). The object θ corresponds to the Majorana-Weyl spinor
representation, denoted 16, which can be described by 16 real numbers owing to the
reality condition for Majorana spinors (in general a Majorana spinor ψ is one which is
equal to its ‘charge conjugate’ ψc, this reality condition is also possible in 4-dimensional
spacetime).
As described in [1] the decomposition of equations 8.1–8.3 gives a representa-
tion of Spin+(1,9) as linear transformations of h3O which do not preserve the Jordan
algebra but do, importantly for the present considerations, preserve the determinant of
h3O, as presented explicitly in equation 6.31 of section 6.4. The relationship between
the complex Lie algebra LC = so(10), its real forms, the group Spin
+(1, 9) and its rep-
resentations was presented explicitly in table 7.1. Similarly as for so(10) in the Dynkin
analysis of section 7.3 we can consider the above decomposition as a mathematically
intermediary stage in studying the Lorentz subgroup, Spin+(1, 3) ≡ SL(2,C), in E6.
While the 27-dimensional irreducible representation of E6 decomposes as a re-
ducible representation of Spin+(1, 9), as shown in equation 8.3, further decomposition
is to be expected under smaller subgroups such as the external Lorentz transforma-
tions of 4-dimensional spacetime considered in this section, and also for the internal
symmetry groups to be identified in the following section.
We can identify the Lorentz 4-vector v4 = (v
0, v1, v2, v3) ≡ h2 in the upper
left-hand 2×2 matrix embedded within the larger 3×3 matrices in h3O, as was the case
for h2C ⊂ h3C in equation 7.35. The relation det(X ) = 1 with X ∈ h3O is preserved
under operations of SL(2,C) representing the Lorentz group upon this space as:
X →

S 0
0 1


h00 h01+ a(6) c
h10+ a(6) h11 b
c b n


S† 0
0 1
 (8.4)
with
h00 = v0 + v3, h01 = v1 − v2l
h10 = v1 + v2l, h11 = v0 − v3
(8.5)
with S ∈ SL(2,C), and with ‘1’ describing the identity transformation in the triv-
ial 1-dimensional representation of this group, acting upon the components of X of
equation 6.26. This action preserves the value of det(h2) = h
2, as it is simply the
transformation of equation 7.31, as well as leaving det(X ) = 1 invariant. In equa-
tion 8.4 a(6) denotes the 6-dimensional imaginary part of a ∈ h3O of equation 6.26,
that is excluding the real a1 = v
1 and imaginary a8l = v
2l components of a ∈ O which
are associated with the external 4-vector v4 ∈ TM4.
The four components of the projected v4(x) ⊂ v27(x), forming a tangent vector
in TM4 locally on the spacetime manifoldM4, transform as the components of a Lorentz
4-vector. These components are embedded within the space h3O via the 2×2 matrices
h2 ∈ h2C. While in section 7.1 {1, i} denoted the base units for the space C, for
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example for σ2 in equation 7.14 as used in equation 7.30 (and also in section 6.3, for
example equation 6.19), here the preferred subspace C ⊂ O basis is taken to be {1, l}
for v4, as indicated in equation 8.5, in conformity with the conventions of sections 6.4
and 6.5, and in particular equation 6.58, and as employed in the following section.
Since the SL(2,C) actions, based on this {1, l} complex subspace are embedded in the
‘type 1’ location of equation 6.32 this group will be denoted SL(2,C)1.
The full set of actions of the real form of E6 on the space h3O was constructed in
section 6.4. With the group action of SL(2,C)1 on h3O in equation 8.4 embedded within
the type 1 group action of SL(2,O)1 on the same space as displayed in equation 6.29
we can write:
SO+(1, 3) ≡ SL(2,C)1 ⊂ SL(2,O)1 ⊂ SL(3,O) ≡ E6 (8.6)
where the first ‘≡’ strictly applies at the Lie algebra level. This shows explicitly how
the action of the Lorentz group may be embedded within the higher symmetry group
E6 acting on the space h3O. The direct physical interpretation of the former symmetry
in the shape of the perceptual background of the spacetime manifold M4 provides a
direct source for the breakdown of the latter symmetry.
The six Lorentz group generators as a subset of the 78 E6 generators were
listed in equation 6.57 of section 6.5. They can be read off from the full E6 Lie
algebra table [38] and seen to satisfy the SO+(1, 3) algebra which is reproduced here
in table 8.1.
[•, • ] R˙zl R˙xz R˙xl B˙tx B˙tl B˙tz
R˙zl 0 −R˙xl R˙xz 0 −B˙tz B˙tl
R˙xz R˙xl 0 −R˙zl B˙tz 0 −B˙tx
R˙xl −R˙xz R˙zl 0 −B˙tl B˙tx 0
B˙tx 0 −B˙tz B˙tl 0 R˙xl −R˙xz
B˙tl B˙tz 0 −B˙tx −R˙xl 0 R˙zl
B˙tz −B˙tl B˙tx 0 R˙xz −R˙zl 0
Table 8.1: (Extracted from the E6 Lie algebra table in [38]). The Lie algebra struc-
ture for the set of Lorentz generators of equation 6.57, with bracket composition
[R˙1zl, R˙
1
xz] = −R˙1xl etc. The type superscripts ‘1’ are omitted in the table entries,
which are all generators of SL(2,C)1. (Each entry is equivalent to that for the cor-
responding 6 × 6 table for the generators {J1,−J2, J3,−K1,K2,−K3} with the Lie
bracket of equations 7.17–7.19, via the correspondence of equation 8.9).
The corresponding 2×2 matrix actions for the category 1 boosts and category 2
rotations can be read off for the case q = l in table 6.1 of section 6.3. Since each of these
actions involves the composition of matrix elements from a single complex subspace,
with base units {1, l}, and with each of a, b, c ∈ O (or p,m, n ∈ R) as elements of h3O
appearing in separate product terms, the symmetry transformations are equivalent to
those based on H subalgebras and are hence associative. Consistent with the discussion
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in the paragraphs following equation 6.35 this means that the symmetry group and
corresponding Lie algebra can be represented in terms of the transformation matrices
themselves. A matrix representation for the Lorentz Lie algebra is therefore provided
by defining M˙ = ∂∂αM
∣∣∣
α=0
for the corresponding six matrix actions in table 6.1 (here
presented in a different order), that is:
M˙zl =
 0 − l2
− l2 0
, M˙xz =
 0 +12
−12 0
, M˙xl =
 − l2 0
0 + l2
, (8.7)
M˙tx =
 0 +12
+12 0
, M˙tl =
 0 + l2
− l2 0
, M˙tz =
 +12 0
0 −12
, (8.8)
where the latter three are the boost generators as can be identified by the time com-
ponent ‘t’ label in the subscript. Expressing the three Pauli matrices as σ1 =
(0 1
1 0
)
,
σ2 =
(
0−l
l 0
)
, σ3 =
(
1 0
0−1
)
, that is equation 7.14 with i replaced by the imaginary unit l,
the six elements of this Lorentz Lie algebra can be written as:
M˙zl
M˙xz
M˙xl
 =

− l2σ1
+ l2σ
2
− l2σ3
 ∼

+J1
−J2
+J3
 ,

M˙tx
M˙tl
M˙tz
 =

+12σ
1
−12σ2
+12σ
3
 ∼

−K1
+K2
−K3
 (8.9)
The associations with the Lorentz rotation {Ja} and boost {Ka} generators of
equation 7.16 are such that with {J2,K1,K3} → {−J2,−K1,−K3} the Lie algebra of
equations 7.17–7.19 matches that of the commutators in table 8.1. Hence in the context
of the SL(2,C)1 action in equation 8.4 these sign conventions, {R˙, B˙} ∼ ±{J,K},
in equation 8.9 should be noted, which at the group level simply corresponds to a
sign flip for a subset of the six real parameters {ra, ba} in equation 7.20, and hence
in turn will relate to the definition of left and right-handed spinors. As described
in the discussion following table 6.5 in section 6.5 here the key orientation for such
conventions is provided by the E6 Lie algebra table of reference [38] from which table 8.1
is extracted. Ultimately a different set of L(E6) sign conventions may be preferred, in
alignment with the physical application.
We next address the action of the external Lorentz symmetry on a general
element X ∈ h3O, including the full set of 16 real components of θ =
(c
b¯
) ∈ O2, that is
the 16-dimensional Majorana-Weyl spinor under SL(2,O)1, composed of the octonion
entries c and b¯, as introduced in equation 6.26 and described after equations 8.1–8.3.
The two-sided SL(2,C)1 action on h2O in equation 8.4 only transforms the real
diagonal entries h00 and h11 together with the h10 = a1 + a8l and h
01 = a1 − a8l
components of a ∈ O. The six components of a(6) ∈ Im(a) remain invariant as may be
deduced from the form of the six SL(2,C)1 generators in table 6.6 or from equation 6.54
for the case q = l. (This is equivalent to the invariance of v6 under SO
+(1, 3) for the
model of figure 5.1). Of the additional 17 components in h3O the real diagonal n entry
is also invariant, as is clear from equation 8.4, while all 16 components of b, c ∈ O
transform non-trivially under the one-sided SL(2,C)1 action.
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The spinor θl =
(c
b¯
)
l
∈ C2 will denote the {1, l} components of c and b¯ in
θ, that is
(c
b¯
) ∈ O2 restricted to the {1, l} complex subspace. By comparison with
equation 7.35 this object transforms as a left-handed Weyl spinor ψL = θl under the
SL(2,C)1 action in equation 8.4. Consistent with the above comments on the sign
conventions for the Lorentz generators here we take this S ∈ SL(2,C)1 action on θl
to define the left-handed spinor representation, guided but not constrained by the
standard definitions of section 7.1.
Due to the anticommuting property, for example in equation 7.1, Clifford alge-
bras are also related to the division algebras ([1] section 2.3), with analogous rotational
properties as alluded to following equation 7.4. Indeed it can be shown, for example,
that C(0, 2) = H for the Clifford algebra associated with the 2-dimensional vector space
R
0,2, while C(1, 3) = H(2), that is the Clifford algebra for 4-dimensional spacetime is
isomorphic to the algebra of 2× 2 quaternionic matrices under multiplication. (How-
ever, since C(p, q) is in all cases an associative algebra there are no such isomorphisms
involving the octonion algebra).
As a representation of C(1, 3) the algebra H(2) acts, by matrix multiplication,
on the spinor space H2 rather than the usual Dirac spinor space C4. We consider first
the quaternionic spinor as a subspace of the octonionic spinor θ =
(c
b¯
)
with base units
{1, l, i, il}:
θH =
 c
b¯

H
=
 c1 + c8l + c2i+ c7il
b1 − b8l − b2i− b7il
 ∈ H2 ⊂ O2 (8.10)
Upon restriction to the subset of 2× 2 matrix actions of SL(2,C)1 ⊂ SL(2,H)1 ⊂ H(2)
(which is isomorphic to the group Spin+(1, 3) as identified within the Clifford algebra
C(1, 3) = H(2)), with base units {1, l}, the spinor space θH decomposes into two parts:
θl =
 c1 + c8l
b1 − b8l
 and θi =
 c7il + c2i
−b7il − b2i
 (8.11)
which transform independently. As was described for equation 6.14 the group ac-
tions are considered as active transformations. Further, under the left action by the
imaginary unit l the components of c transform as:
(c1 + c8l) → l(c1 + c8l) = (−c8 + c1l)
(c7il + c2i) → l(c7il + c2i) = (−c2il + c7i)
(8.12)
and hence the (c7, c2) components of θi transform under left multiplication by l in an
identical manner to the respective components (c1, c8) of θl, which is also trivially true
for multiplication by the real unit 1. This observation applies also to the b¯ components
of θl and θi, while the structure of the 2 × 2 matrix action of SL(2,C)1 applies in
the same way on both of these objects. In fact the transformations of θl and θi in
equation 8.11 are identical both for the generators of SL(2,C)1 and for the finite group
actions, as can be readily seen by explicit calculation. For example applying the
Lorentz symmetry rotation matrix Mzl(α) from table 6.1 to θl and θi results in the
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respective transformations:
Rzl(α) θl =
 cos α2 −l sin α2
−l sin α2 cos α2
 c1 + c8l
b1 − b8l

=
 (cos α2 c1 − sin α2 b8) + (− sin α2 b1 + cos α2 c8)l
(cos α2 b1 + sin
α
2 c8) + (− sin α2 c1 − cos α2 b8)l

Rzl(α) θi =
 cos α2 −l sin α2
−l sin α2 cos α2
 c7il + c2i
−b7il − b2i

=
 (cos α2 c7 − sin α2 b2)il + (sin α2 b7 + cos α2 c2)i
(− cos α2 b7 + sin α2 c2)il + (− sin α2 c7 − cos α2 b2)i

Here it can be seen that the four real coefficients {c1, c8, b1,−b8} of the spinor θl
map onto the components of Rzl(α)θl in precisely the same way that the coefficients
{c7, c2,−b7,−b2} of θi map onto the components of Rzl(α)θi. A similar observation
applies for θl and θi under the remaining five Lorentz symmetry actions. Hence as well
as the original left-handed Weyl spinor θl the components of θi also transform exactly
as a left-handed spinor of SL(2,C)1. This representation of SL(2,C) on the two left-
handed spinors θl and θi of equation 8.11 in H
2 contrasts with the representation
constructed in equations 7.15 and 7.29 on the left and right-handed spinors ψL and
ψR in C
4.
Considering the further two quaternionic subspaces with base units {1, l, j, jl}
and {1, l, k, kl} it can be seen that the original full octonionic spinor θ = (cb¯), with 16
real components, reduces to a total of four left-handed Weyl spinors under the action
of SL(2,C)1, augmenting the set in equation 8.11 to:
θl=
 c1 + c8l
b1 − b8l
, θi=
 c7il + c2i
−b7il − b2i
, θj=
 c6jl + c3j
−b6jl − b3j
, θk=
 c5kl + c4k
−b5kl − b4k

(8.13)
There is an equivalent decomposition for a corresponding set of conjugate spinors in
θ† = (c¯ b) under the right action of S† on h3O as implied in equation 8.4. This
set of four Weyl spinors in equation 8.13 will be important for interpreting further
symmetries, internal to the action of SL(2,C)1 on h3O, in the following section.
In this section we have described how the decomposition of the 27 representa-
tion of E6 under the subgroup Spin
+(1, 9) of equation 8.3 further reduces under the
subgroup SL(2,C)1 as summarised in table 8.2.
This may be compared with the SL(2,C)1 action on the subspace h3C ⊂ h3O
as described in equation 7.35 for which the nine real components of h3C transform as
one 4-vector h2, one Weyl spinor ψL and one scalar n (closely relating to v4, θl and
n respectively in table 8.2). The six extra scalars and three extra spinors in table 8.2
result from the additional 27 − 9 = 18 real components in h3O. In both cases each
Weyl spinor, as for the space C2, has four real parameters.
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Spin+(1, 9) SL(2,C)1 Components
1 scalar (0,0) scalar n
10 vector
 (
1
2
, 1
2
) vector
6× (0, 0) scalars
v4
a(6)
16 spinor 4× (1
2
, 0) spinors θl,i,j,k
Table 8.2: The further decomposition of the (1 + 10 + 16) representation of
Spin+(1, 9) ⊂ E6 of equation 8.3 under the subgroup of external 4-dimensional space-
time symmetry SL(2,C)1 ⊂ Spin+(1, 9) actions of equation 8.4, and the corresponding
components of h3O transformed.
The spinor components of θl,i,j,k represent ‘internal’ dimensions of the space
h3O in the sense that, unlike v4 ∈ TM4, they are not tangent to the external spacetime
M4, but they do transform in a non-trivial manner, as spinors, under the external
SL(2,C)1 symmetry, and in this sense they are not purely internal objects. This
feature for the cubic form of temporal flow L(v27) = 1 is hence distinct from that seen
for a quadratic form with a spacetime symmetry. For example for the 10-dimensional
spacetime form considered in section 5.1 the external SO+(1, 3) symmetry acts on the
external v4 ⊂ v10 components only, as pictured in figure 5.1(b) and applies also for
the corresponding gauge field in equation 5.51, as for the external symmetry of any
higher-dimensional spacetime structure. For the present theory based on temporal
progression, here taking a cubic form, of particular interest in the following section
will be the nature of the internal symmetry transformations on the four SL(2,C)1
spinors from the final line of table 8.2.
8.2 Internal SU(3)c ×U(1)Q Symmetry
Physically the SL(2,C)1 symmetry studied in section 8.1 is considered ‘external’ as it is
the two-to-one cover of the Lorentz group which in the full theory acts on the tangent
space TM4 of the extended 4-dimensional spacetime manifold. This structure is central
to the theory of general relativity and gravitation, as described in sections 3.3, 3.4 and
5.3. On the other hand the ‘internal’ symmetry will consist of further subgroups of E6,
which will be central to the structure of local gauge theories and the Standard Model
of particle physics as reviewed in the previous chapter.
At the end of the previous section the branching of the 16 representation
of Spin+(1, 9) into a set of four Weyl spinors under the external Lorentz subgroup
SL(2,C)1 was described, as listed in table 8.2. Independently it is also known that the
same Spin+(1, 9) Majorana-Weyl 16-dimensional representation branches into a set of
multiplets describing the 15 states of one generation of Standard Model quarks and
leptons, as listed in equation 7.36, together with a right-handed neutrino, all expressed
uniformly in terms of left-handed fields, under the internal subgroup SU(3)c×SU(2)L×
U(1)Y , as noted in section 7.3, but it is not the approach we follow here. In this
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section we consider the internal symmetry derived from the subgroup Stab(TM4) ⊂ E6,
defined below, and its relation to the set of four Weyl spinors derived from the external
symmetry SL(2,C)1 ⊂ Spin+(1, 9).
In contrast to the 6 generators of the external SL(2,C)1 symmetry, of the
remaining (78 − 6) = 72 generators of E6 those which leave all tangent space vectors
v4 ∈ TM4 untouched may literally be considered to constitute an internal symmetry,
surviving the symmetry breaking, and are expected to be significant for the physics
of local gauge theories. While leaving TM4 invariant these internal symmetries will
in general have non-trivial actions on the remaining, ‘extra dimensions’ within v27,
through which we may seek to identify a relation with the phenomena of physical
particle interactions as observed in the laboratory and described by the Standard
Model.
Here then, as a preliminary definition, and in contrast to the external symmetry,
the internal symmetry will be obtained from the set of all E6 actions on h3O which leave
the four components for any v4 = (v
0, v1, v2, v3) in equation 8.5 (that is, h2 ∈ h2C
of equation 8.4) invariant. These components, including v2 ≡ a8 associated with the
imaginary unit l of a ∈ O, can also be expressed in the combination (p,m, a1, a8) with
respect to the parametrisation of equation 6.1. The corresponding symmetry group
is complementary to the actions of SL(2,C)1 and will be denoted Stab(TM4) as the
stability group of all vectors v4 ∈ TM4. By inspection from tables 6.6 and 6.7, for
the 78 elements in the preferred basis for the Lie algebra of E6 defined on the space
Th3O, the group Stab(TM4) is generated by the 31 elements listed in table 8.3. In
particular we shall be looking to identify closed subgroups within Stab(TM4) for which
each generator is independent of SL(2,C)1 in terms of Lie bracket composition.
Category 1 and 2: Boosts and Rotations #
(R˙2xz − B˙2tx), (R˙3xz + B˙3tx) 2
(R˙2zq + B˙
2
tq), (R˙
3
zq − B˙3tq) 14
Category 3: Transverse Rotations
A˙q, G˙l, S˙
1
l 9
(G˙q + 2S˙
1
q ) q = {i, j, k, kl, jl, il} 6
Total 31
Table 8.3: The Lie algebra generators of the 31 dimensional group Stab(TM4). The
subscript q denotes any of the seven imaginary octonion units {i, j, k, kl, jl, il, l} unless
stated otherwise.
The 16 vector fields on Th3O generating the Category 1 and 2 elements of
Stab(TM4) are written out explicitly in equations 8.14 and 8.15 in which the invariant
action on the 4-dimensional subspace h2C ⊂ h3O is clear. (In fact they leave all 10
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components of h2O ⊂ h3O invariant, see also [41] equations 4.12(27) and 4.13(28)).
R˙2xz − B˙2tx =

0 0 −a¯
0 0 −m
−a −m −2bx
, R˙3xz + B˙3tx =

0 0 p
0 0 a
p a¯ 2cx
 (8.14)
R˙2zq + B˙
2
tq =

0 0 a¯q
0 0 mq
−qa −mq −2bq
, R˙3zq − B˙3tq =

0 0 pq
0 0 aq
−pq −qa¯ 2cq
 (8.15)
Of the 15 transverse rotations in table 8.3 the first 9 are basis vectors which
explicitly leave the components of h2 invariant, while for each of the remaining six
(G˙q + 2S˙
1
q ) actions the non-zero a˙8l contributions in table 6.7 cancel.
Although the category 1 and 2 transformations of type 1 as originally com-
posed on the 10-dimensional space h2O each act as a simple rotation or boost in a
2-dimensional plane the effect on the components of the spinor θ is less straightfor-
ward in the full h3O action, as was seen for the case of the external symmetry SL(2,C)
1
in the previous section. This is also seen for the type 2 and 3 internal transformations of
equations 8.14 and 8.15. Hence these actions, together with the 15 internal transverse
rotations, stir up the θ components in non-trivial ways.
Of particular interest is the SU(3) subgroup introduced below equation 6.42 and
discussed shortly after figure 7.3 (as described in [38] pp.115 and 136, following [55]).
This SU(3) is defined in terms of the transverse rotations acting on the octonion space
O alone as the subgroup SU(3) ⊂ G2 of the octonion automorphism group that leaves
one imaginary unit, here l, invariant. The corresponding Lie algebra su(3) is described
by the set of 8 generators {A˙q, G˙l} which, as transformations of E6 on the full space
h3O, act on each of the octonion elements a, b, c ∈ O in the same way leaving invariant
the complex {1, l} subspaces, and as elements of table 8.3 identified within stab(TM4)
may be provisionally associated with the colour su(3)c of the Standard Model. This
algebra is also independent of SL(2,C)1 in terms of the Lie bracket composition, that
is [X,Y ] = 0 for all X ∈ sl(2,C)1 and Y ∈ su(3)c, and hence we have the semi-simple
subgroup:
SL(2,C)1 × SU(3)c ⊂ E6 (8.16)
The Lie algebra composition of the {A˙q, G˙l} ∈ su(3)c elements from the E6 commu-
tation table in [38] is reproduced here in table 8.4. The Lie algebra in table 8.4 is
isomorphic to the su(3) Lie algebra represented by the eight 3× 3 Gell-Mann matrices
listed in table 8.5.
The two algebras in tables 8.4 and 8.5 are identical within the choice of sign
conventions, numerical coefficients and the fact that the Gell-Mann matrices are taken
to be Hermitian. The latter property results in an extra factors of i accompanying the
λα matrices in the algebra isomorphism listed in table 8.6. The factors of i belong to the
same complex algebra C used in the components of the Gell-Mann matrices themselves,
but are independent of the octonion algebra elements on the left-hand side. (That is
the isomorphism is between the basis {A˙q, G˙l} and the anti-Hermitian matrices ∼ iλα
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[•, • ] A˙i A˙j A˙k A˙kl A˙jl A˙il A˙l G˙l
A˙i 0 A˙k −A˙j −A˙jl A˙kl A˙l−G˙l −A˙il 3A˙il
A˙j −A˙k 0 A˙i −A˙il −A˙l−G˙l A˙kl A˙jl 3A˙jl
A˙k A˙j −A˙i 0 −2A˙l −A˙il A˙jl 2A˙kl 0
A˙kl A˙jl A˙il 2A˙l 0 −A˙i −A˙j −2A˙k 0
A˙jl −A˙kl A˙l+G˙l A˙il A˙i 0 −A˙k −A˙j −3A˙j
A˙il −A˙l+G˙l −A˙kl −A˙jl A˙j A˙k 0 A˙i −3A˙i
A˙l A˙il −A˙jl −2A˙kl 2A˙k A˙j −A˙i 0 0
G˙l −3A˙il −3A˙jl 0 0 3A˙j 3A˙i 0 0
Table 8.4: (Extracted from the E6 Lie algebra table in [38]). The Lie algebra structure
for the SU(3)c generators {A˙q, G˙l}, with bracket composition [A˙i, A˙j ] = A˙k etc.
λ1 =

0 1 0
1 0 0
0 0 0
 λ2 =

0 −i 0
i 0 0
0 0 0
 λ3 =

1 0 0
0 −1 0
0 0 0

λ4 =

0 0 1
0 0 0
1 0 0
 λ5 =

0 0 −i
0 0 0
i 0 0

λ6 =

0 0 0
0 0 1
0 1 0
 λ7 =

0 0 0
0 0 −i
0 i 0
 λ8 = 1√3

1 0 0
0 1 0
0 0 −2

with [λα, λβ ] = ifαβγλγ and f123 = 2, f458 = f678 =
√
3,
f147 = −f156 = f246 = f257 = f345 = −f367 = 1
Table 8.5: The set of eight complex Hermitian Gell-Mann matrices of su(3), with
representatives of the completely antisymmetric structure constants fαβγ which are
non-zero.
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rather than directly with the Hermitian Gell-Mann matrices. This is analogous to
the relation between the external SL(2,C)1 generators and the conventional Lorentz
algebra in equation 8.9, where factors of i would also appear if the Ja were defined as
Hermitian rather than anti-Hermitian in equation 7.16).
A˙k ∼ −iλ1 A˙kl ∼ −iλ2 A˙l ∼ iλ3
A˙i ∼ −iλ4 A˙il ∼ iλ5
A˙jl ∼ −iλ6 A˙j ∼ −iλ7 G˙l ∼ −i
√
3λ8
Table 8.6: The isomorphism between the su(3)c ⊂ E6 Lie algebra basis {A˙q, G˙l} and
the eight Gell-Mann matrices λα ([38] p.137, table 4.5).
The 3 × 3 Gell-Mann matrices transform the components of complex vectors
u ∈ C3 corresponding, in the context of an SU(3)c gauge theory, to the interactions be-
tween ‘red’, ‘blue’ and ‘green’ quark states encountered in quantum chromodynamics.
Similarly the {A˙q, G˙l} algebra elements, as transformations on the space h3O mix the
components of the Spin+(1, 9) spinor θ =
(c
b¯
) ∈ O2. For example the tangent vector
field A˙i on the
(c
b¯
)
components of h3O, obtained from table 6.7, are:
A˙i :
 c˙
˙¯b
 =
 c˙1 + c˙8l, +c˙7il + c˙2i, +c˙6jl + c˙3j, +c˙5kl + c˙4k
b˙1 − b˙8l, −b˙7il − b˙2i, −b˙6jl − b˙3j, −b˙5kl − b˙4k

=
 0 + 0l, +0il + 0i, −c5jl−c4j, +c6kl + c3k
0− 0l, −0il − 0i, +b5jl+b4j, −b6kl − b3k
 (8.17)
The components here have been ordered to match those of the four left-handed
Weyl spinors (θl, θi, θj, θk) of equation 8.13. The fact that each real component of
c transforms in the same way as the corresponding component of b is expected since
SU(3)c acts on each of a, b, c ∈ O in precisely the same way. However, it is also noted
that the action A˙i in equation 8.17 respects the 4-way spinor decomposition, with for
example c˙6 and c˙3 of θ˙j taking the respective values of −c5 and −c4 from the spinor θk.
This apparently non-trivial observation applies to all eight SU(3)c generators, which
hence represent a mixing of the four Weyl spinors, as a structure maintained within
the mixing of the eight real components of the octonion elements.
The extraction of the components of a spinor θ into a matrix of real numbers
will be denoted by [θ]. For example, from equation 8.13 the spinor θi can be mapped
to the 2×2 matrix of real numbers [θi] =
( c7 c2
−b7 −b2
)
(with components ordered to match
those of the spinor θl under SL(2,C)
1 transformations, as described for equations 8.11–
8.13). With this notation and the Lorentz spinor definitions in equation 8.13 the above
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equation 8.17 can be expressed as:
A˙i : [θ˙] = ( [θ˙l], [θ˙i], [θ˙j ], [θ˙k] )
= ( 02, 02, −[θk], [θj] ) (8.18)
where 02 represents the 2 × 2 zero matrix. This expression shows explicitly how the
internal SU(3)c generator A˙i mixes the external SL(2,C)
1 spinors θj and θk identified
in the previous section. The tangent vectors of all eight generators {A˙q, G˙l} of SU(3)c
on the spinor space θ ∈ O2 are listed in table 8.7 alongside the actions of the Gell-
Mann matrices, using the correspondence in table 8.6, on the vectors u ∈ C3. On the
left-hand side the elements {A˙q, G˙l} are already expressed as tangent vectors, while on
the right-hand side the tangents are obtained by matrix multiplication of the λα into
u ∈ C3.
([θ˙l], [θ˙i], [θ˙j], [θ˙k]) ( u˙1, u˙3, u˙3 )
A˙i = ( 02, 02, −[θk], [θj]) ∼ λ4 ⇒ ( u3, 0, u1 )
A˙il = ( 02, 02, [lθk], [lθj]) ∼ λ5 ⇒ (−iu3, 0, iu1 )
A˙j = ( 02, [θk], 02, −[θi]) ∼ λ7 ⇒ ( 0, −iu3, iu2 )
A˙jl = ( 02, −[lθk], 02, −[lθi]) ∼ λ6 ⇒ ( 0, u3, u2 )
A˙k = ( 02, −[θj], [θi], 02) ∼ λ1 ⇒ ( u2, u1, 0 )
A˙kl = ( 02, [lθj], [lθi], 02) ∼ λ2 ⇒ (−iu2, iu1, 0 )
A˙l = ( 02, [lθi], −[lθj], 02) ∼ λ3 ⇒ ( u1, −u2, 0 )
G˙l = ( 02, [lθi], [lθj], −2[lθk]) ∼ λ8 ⇒ 1√3( u1, u2, −2u3)
Table 8.7: The tangent vector generators for the SU(3) representations on O2 and C3.
The column vectors of C3 are displayed as a row vectors for convenience in the table.
In table 8.7 a term such as [lθi] denotes multiplying the spinor θi on the left by l
before extracting the coefficients of lθi with the Im(O) units ordered as in equation 8.13.
This notation is used to isolate the mixing effect on the real number coefficients, with
care for the joint effects of the division algebra composition as well as matrix algebra
composition. For the case of u ∈ C3, the two real degrees of freedom for each of the
u1, u2, u3 belong to the same complex space C (with base units {1, i}) but occupy
different components of the 1 × 3 column matrix vector C3. For the case of θ ∈ O2
the four real degrees of freedom for each of the θl, θi, θj, θk belong to a different 2-
dimensional subspace of O (with base units {1, l}, {il, i}, {jl, j}, {kl, k} respectively)
but occupy the same components of the 1× 2 column matrix vector O2.
Hence, as seen in table 8.7, the six transformations A˙q (q 6= l) mix the com-
ponents of the three Weyl spinors θi, θj , θk in a similar manner that the Gell-Mann
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matrices λα (α 6= 3, 8) mix the three C3 components u1, u2, u3, with the correspon-
dence between the objects of each representation space depending on the form of the
isomorphism in table 8.6, which is arbitrary up to the automorphism group of su(3).
In both cases there are two remaining diagonal generators as listed at the bottom of ta-
ble 8.7. (The physics here is determined by the {A˙q, G˙l} transformations as generators
of SU(3)c rather than the particular choice of correspondence with the λα matrices,
as was similarly the case for the external SL(2,C)1 action of the previous section as
described after equation 8.9). In the case of the full set of {A˙q, G˙l} acting on the
components of h3O there is a copy of the same set of mixing transformations within
the components of the Hermitian conjugate spinor θ† = (c¯ b) of equation 6.26 which
also transforms under the internal SU(3)c symmetry (similarly as described for the
SL(2,C)1 spinors below equation 8.13).
In conclusion the internal SU(3)c symmetry action in the left-hand column of
table 8.7 dovetails neatly with the external SL(2,C)1 spinor structure of equation 8.13.
The mixing action of SU(3)c in table 8.7 takes a form summarised as:
θ = ( θl, θi, θj, θk︸ ︷︷ ︸
SU(3)c action
) (8.19)
which implies that as a gauge theory the SU(3)c internal symmetry will mediate in-
teractions between the Weyl spinors θi, θj , θk, transforming under the fundamental
representation, which in turn will hence be identified with the three colour degrees
of freedom of the quark states. On the other hand the invariance of θl, transform-
ing under the trivial representation of SU(3)c, suggests that these components should
be associated with the leptonic sector of the Standard Model (with the subscript l
originating from the {1, l} base units for θl also then serving as a mnemonic for its
leptonic character). Further aspects of the Standard Model might then be expected to
be uncovered by exploring further aspects of the internal symmetry group within E6,
which will occupy the remainder of this chapter.
In particular the Standard Model Abelian gauge group U(1)Q, underlying
Maxwell’s equations and the phenomena of electromagnetism, might also be sought
as an internal symmetry within Stab(TM4). Of the 31 generators for the internal sym-
metry group Stab(TM4) listed in table 8.3 there is a (31 − 8) = 23-dimensional set
which as a vector space is independent of the internal SU(3)c generators. Of these 23
there are 3 sets each of 6 elements:
(R˙2zq + B˙
2
tq), (R˙
3
zq − B˙3tq), (G˙q + 2S˙1q ) (8.20)
with q 6= l, totalling 18 elements each of which fails to commute with some of the in-
ternal SU(3)c generators in the set {A˙q, G˙l}. As a cross-check this observation appears
to hold for any linear combination of elements selected from the 18 in equation 8.20,
by further inspection of the E6 Lie algebra table [38]. Hence none of the 18 elements in
equation 8.20 can belong to a group which may be appended to the subgroup decompo-
sition SL(2,C)1×SU(3)c in equation 8.16 (in fact the first 12 elements in equation 8.20
also fail to commute with SL(2,C)1). This then leaves a set of only (31− 8− 18) = 5
internal generators which in terms of Lie algebra composition, and not only as a vector
space, is independent of su(3)c. These are the elements:
(R˙2xz − B˙2tx), (R˙3xz + B˙3tx), (R˙2zl + B˙2tl), (R˙3zl − B˙3tl), S˙1l (8.21)
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Indeed, each of the nine individual component parts listed within equation 8.21 com-
mute with all eight elements of the internal su(3)c basis set. However the first 4
elements in equation 8.21 each fail to commute with the external SL(2,C)1 generators.
This leaves S˙1l as the only E6 Lie algebra generator of Stab(TM4) which is independent
of both SL(2,C)1 and SU(3)c. Hence of the many possible U(1) ⊂ E6 subgroups the
one generated by S˙1l is identified as the most suitable candidate for the internal U(1)Q
gauge symmetry of electromagnetism.
Moreover the generator S˙1l is also closely associated with the diagonal sym-
metry action S\1l , described by equation 6.43, and leaves the 4-dimensional spacetime
components in h2C invariant as a residual of the SL(2,O) action on h2O as described
at the end of section 6.3. A similar internal U(1) symmetry associated with electro-
magnetism has been considered for the SL(2,C)×U(1) gauge theories as discussed in
the opening paragraphs of section 7.3. While as elements of the vector space Th3O
we have S˙1l = S˙\
1
l , as discussed following equation 6.45, the group actions S
(1)
l (α) and
S\
(1)
l (α) diverge at O(α
2) and in any case, although suggestive, this argument alone
is insufficient in itself to associate the U(1)Q symmetry with S
1
l out of many possible
U(1) ⊂ E6 subgroups. Here the main case for this association is the observation that
the U(1) subgroup S1l uniquely both belongs to Stab(TM4) and at the Lie algebra level
is independent of the SL(2,C)1 × SU(3)c subgroup of equation 8.16.
Hence here the internal U(1) generated by S˙1l is a natural candidate to consider
for the U(1)Q component of the Standard Model gauge symmetry group. From table 6.7
it can be seen that the generator S˙1l impacts on all 8 real components of both c and
b¯ of θ ∈ O2. In fact, and in comparison with equation 8.17, the tangent vector S˙1l on
the spinor components θ =
(c
b¯
)
is given explicitly by:
S˙1l :
 c˙
˙¯b
=
 c˙1 + c˙8l, +c˙7il + c˙2i, +c˙6jl + c˙3j, +c˙5kl + c˙4k
b˙1 − b˙8l, −b˙7il − b˙2i, −b˙6jl − b˙3j, −b˙5kl − b˙4k

=
−32c8 + 32c1l, +12c2il − 12c7i, +12c3jl − 12c6j, +12c4kl − 12c5k
3
2b8 +
3
2b1l, −12b2il + 12b7i, −12b3jl + 12b6j, −12b4kl + 12b5k
(8.22)
with [θ˙] =
(
+
3
2
[lθl], −1
2
[lθi], −1
2
[lθj], −1
2
[lθk]
)
(8.23)
which may be compared with the su(3)c action on θ in equation 8.18 and table 8.7. Here
the two components of c ∈ O within each of the four Weyl spinors are mixed, and sim-
ilarly for the corresponding pair of b¯ ∈ O components, with no mixing of components
between different spinors. This is consistent with the nature of the electromagnetic
interaction which does not transform between different fermion types.
A further observation from equation 8.23 regards the factor of 32 found for the θl
spinor in contrast to the factors of 12 aligned with the three remaining spinors θi, θj, θk.
Hence, with S˙1l provisionally associated with electromagnetism and by comparison with
equation 8.19, the apparent ‘electromagnetic charge’ assigned to the leptonic sector is
three times larger than that assigned to the quark sector. Associating θi, θj , θk with the
three colour states of a d-quark this observation in principle accounts for the ‘fractional
charge’ of magnitude 13 as theoretically ascribed and empirically confirmed for d-quark
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states relative to the electron charge. Based on this observation we introduce the
notation:
S˙––al =
2
3
S˙al (8.24)
(for a = 1, 2, 3) such that the above charge values 32 and
1
2 are normalised to 1 and
1
3 under S˙––
1
l , representing the generator of U(1)Q, for ease of comparison with the
Standard Model convention for which the electron charge is −1. The ‘bar’ through
S˙––1l is a mnemonic symbol for this normalisation of fractional charges relative to the
e− charge. (The corresponding normalisation for components of the group action S––1l ,
which is not needed here, would need to take into account the nested composition of
equation 6.39. This group normalisation would hence be different for the single action
of S\1l of equation 6.43).
Hence the subgroup in equation 8.16 may be augmented to:
SL(2,C)1 × SU(3)c ×U(1)Q ⊂ E6 (8.25)
with the internal group SU(3)c × U(1)Q generated by {A˙q, G˙l, S˙––1l } ∈ stab(TM4). The
action of this larger internal symmetry on the four SL(2,C)1 spinors also augments
equation 8.19 as:
θ = ( θl, θi, θj, θk︸ ︷︷ ︸ )
SU(3)c : 1 3 (8.26)
U(1)Q : +1 − 13 − 13 − 13
With the generator S˙––1l hence associated with electromagnetic charge it is in-
structive to consider this action on the full set of h3O components. From table 6.7
the diagonal components of S˙––1l are trivial, with p˙ = m˙ = n˙ = 0, while action on the
remaining components a, b, c ∈ O, via equation 8.24, may be summarised as:
S˙––1l =

a˙
b˙
c˙
 =

0 l a1,l +
2
3 l a(6)
−1 l b1,l − 13 l b(6)
+1 l c1,l − 13 l c(6)
 (8.27)
where a1,l ≡ (a1 + a8l) and a(6) ≡ (a7il + a2i + a6jl + a3j + a5kl + a4k), with similar
expressions for b and c, following the component order of the spinors in equation 8.13.
The same definition of a(6) is implied in equation 8.4. By comparison with the above
discussion leading to equation 8.26 the expression for S˙––1l in equation 8.27 incorporates
‘charges’ of 0 and 23 for the a˙ components, that is we have:
a = ( a1,l, ail,i, ajl,j, akl,k︸ ︷︷ ︸ )
SU(3)c : 1 3 (8.28)
U(1)Q : 0 +
2
3
+ 2
3
+ 2
3
where the SU(3)c action on a ∈ O is identical to that on the octonion components of
θ =
(c
b¯
)
in equation 8.26. While physical lepton states are invariant under SU(3)c and
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are hence associated with the Weyl spinor θl in equation 8.26, the neutrino states are
also invariant under the U(1)Q of electromagnetism, that is with zero charge, and are
provisionally associated with the a1,l components in equations 8.27 and 8.28; while a set
of u-quarks with 23 fractional charges is similarly associated with the a(6) components.
However, unlike θ =
(
c
b¯
)
the a ∈ h3O component does not correspond to a
set of SL(2,C)1 Weyl spinors, as can be seen from table 8.2. Further, the ‘neutrino’
components a1,l = a1 + a8l = v
1 + v2l have already apparently been accounted for as
part of the external vector v4 ∈ TM4 on the base manifold, as described in equations 8.4
and 8.5. These features clearly require further investigation.
While in the Standard Model the e− lepton charge is −1 and the d-quark
charge is −13 , with positive charges for their antimatter counterparts, the convention
and interpretation of the ±-signs of equations 8.23 and 8.26 will depend upon the
conventions used and the identification of particle and antiparticle states as relating
to the spacetime dynamics of the theory. As for GUT theories in which particle and
antiparticle states may coexist within the same SU(5) multiplet [43], see sections 7.2
and 7.3, the apparently opposite charges in equation 8.23 may relate, for example, to a
combination of ‘antimatter’ electrons and ‘matter’ d-quarks in the components of h3O
(which may in turn ultimately relate to the nature of the asymmetry between matter
and antimatter in the universe).
Within the above caveats, aligned with the charges of 1 and 13 for the electron
and d-quark Weyl spinors of equation 8.26 the respective U(1)Q charges of 0 and
2
3 in
equation 8.28 correlate with charges of
(
0
−1
)
for the
(
ν
e
)
lepton doublet and
(+2/3
−1/3
)
for
the
(u
d
)
quark doublet of the Standard Model. In addition the states associated with
each left-handed doublet of charges interact via the exchange of W± gauge bosons in
the Standard Model. Hence it remains to be understood how interactions within each
of these doublets may be mediated via an SU(2)L symmetry, and how such ν-lepton
and u-quark components of a ∈ O ⊂ h3O gain a Weyl spinor structure under the
external SL(2,C)1 action.
While the empirical charge structure of the Standard Model fermions is in
principle accounted for by a U(1)Q symmetry associated with the generator S˙––
1
l of
equation 8.27, further elaboration of this theory is required in order to further re-
construct the pattern of particle multiplets listed in equation 7.36. Guided by the
Standard Model it will be necessary to understand the origin of weak interactions in
order to address these details. Hence in the following section we investigate the possi-
ble identification of an SU(2)L gauge symmetry within the structure of the broken E6
action on h3O in the present theory.
8.3 Elements of Electroweak Theory
8.3.1 SU(2) Transformations and SU(3)s Symmetry
Within the set of 31 internal basis elements in table 8.3 it is possible to identify a
number of SU(2) subgroups, for example generated by the three elements G˙q + 2S˙
1
q
with q = {i, j, k} or a different triplet of imaginary units (excluding l) belonging to
a common line in figure 6.1 and hence generating a quaternion subalgebra. While
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independent of {A˙q, G˙l} as a vector space none of these su(2) generator sets is inde-
pendent of the su(3)c algebra in terms of the Lie bracket (that is with [X,Y ] = 0 for
all X ∈ su(3)c, Y ∈ su(2)), as discussed after equation 8.20.
It is an open question whether all possible internal symmetry subgroups should
have physical significance. In the above case the generator G˙q + 2S˙
1
q for q = i, j and
k mixes the components of θl with those of θi, θj and θk respectively, hence mixing
between ‘leptons’ and ‘quarks’, and would apparently correspond to ‘new physics’ with
respect to the Standard Model. However this particular SU(2) action does not describe
a ‘fundamental representation’ on the set four Weyl spinors, as was the case for SU(3)c
on the left-hand side of table 8.7 or for U(1)Q in equation 8.23.
In any case here we attempt to identify an SU(2) symmetry which, as for the
case of the S˙––1l generator identified for equation 8.25 for an internal U(1)Q symmetry, is
independent of the internal SU(3)c. The other four internal generators in equation 8.21
form a trivial algebra with zero Lie bracket for all products – although non-zero com-
mutators are obtained if S˙1l is included (with [(R˙
2
xz − B˙2tx), S˙1l ] = 32(R˙2zl + B˙2tl) for
example) but this is still insufficient structure to form an su(2) algebra. It is also
the case that none of these four elements commute with SL(2,C)1 and in fact none
of the 31 − 9 = 22 remaining elements of Stab(TM4) in table 8.3 commute with the
subgroup SL(2,C)1 × SU(3)c of equation 8.16, as implied in the discussion following
equation 8.21. Further, it is to be expected from the Dynkin analysis described in sec-
tion 7.3 that in fact there is no possibility of identifying an SU(2) subgroup of E6 which
is independent of both an external SL(2,C) and an internal SU(3) × U(1) symmetry
group.
However, although the full internal gauge symmetry group of the Standard
Model reads SU(3)c × SU(2)L × U(1)Y there are a number of features of weak inter-
actions associated with SU(2)L, as observed in high energy physics experiments and
written into the Standard Model, which qualitatively differ from the strong and elec-
tromagnetic interactions associated with SU(3)c and U(1)Q respectively. If an internal
SU(2) were to be found at this stage, at the level of symmetry groups and their rep-
resentations, in a similar manner as for the internal SU(3)c × U(1)Q in the previous
section, it seems unlikely that the kind of distinctive properties observed for the weak
interactions could arise purely in the dynamics of the full theory. The differences in
empirical properties between the strong and electromagnetic interactions themselves
originate largely out of the differences between the non-Abelian SU(3) and Abelian
U(1) symmetries at the group and representation level, with many more interactions
possible in the quantum theory for the former case. However while the non-Abelian
group SU(2) is mathematically intermediate in size between SU(3) and U(1) the phys-
ically observed features associated with the gauge group SU(2) are of a quite different
nature, as described in section 7.2 and summarised in the following paragraph.
Firstly the weak interactions violate parity symmetry, prompting the subscript
‘L’ for the left-handed character of this chiral SU(2)L gauge theory. Secondly, the
Standard Model SU(2)L is closely association with a U(1)Y gauge symmetry, with
U(1)Q surviving the electroweak symmetry breaking, which is in turn associated with
the Lorentz scalar Higgs field transforming as an SU(2)L doublet and providing the
mechanism by which three gauge bosons, the W± and Z0, gain a non-zero mass.
Thirdly, the weak interactions mix particle states from the three distinct generations
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of fermions, as described by the CKM matrix.
Here we initially focus upon the simple fact that weak SU(2)L transformations
act on fermion doublets of the form
(
ν
e
)
and
(
u
d
)
, which have been associated with the(
a
θ
)
components of h3O for the present theory. This was described at the end of the
previous section where it was noted that the U(1)Q electromagnetic charges associated
with the S˙––1l action on θ =
(c
b¯
)
and the a component are respectively aligned with the
charges of the (e-lepton, d-quark) and (ν-lepton, u-quarks) particle states.
The type 1 SL(2,C)1 action on the four Weyl spinors of equation 8.13 is com-
plemented by SL(2,C)2 and SL(2,C)3 transformations of type 2 and 3, all involving
quaternion algebra composition with l ∈ O being the only imaginary octonion unit
appearing in the transformation matrices. Two SU(2)s are immediately identifiable
in terms of the rotation subgroups of the type 2 and type 3 Lorentz groups, as de-
noted by SU(2)2, generated by the set {R˙2zl, R˙2xz, R˙2xl}, and SU(2)3, as generated by
{R˙3zl, R˙3xz, R˙3xl}. Neither SU(2)2 ⊂ SL(2,C)2 nor SU(2)3 ⊂ SL(2,C)3 is independent
of SL(2,C)1 within the E6 Lie algebra, with for example [R˙
2
xz, R˙
1
xz] =
1
2
R˙3xz 6= 0, and
neither of them forms a subgroup of Stab(TM4), and hence they do not appear to
form an internal symmetry by the original definition which led to table 8.3. However
owing to the properties described below in exploring further the structure of these
transformations the groups SU(2)2,3 are found to be of some interest in relation to the
structure of electroweak theory.
By reference to equations 6.32, 6.34 and 6.35 of section 6.4, and with the spinor
components θa =
(θ1
θ2
) ∈ O2 represented by (cb¯), (ac¯) and (ba¯) for the type a = 1, 2 and
3 transformations respectively, the three types of M (a) ∈ SL(2,C)a action, with each
set generated by equations 8.7 and 8.8, are of the form:(
M (1)
)(
c
b¯
)
,
(
M (2)
)(
a
c¯
)
,
(
M (3)
)(
b
a¯
)
(8.29)
with an equivalent right composition θ†M † = (Mθ)† associated with each action above,
as seen in the example of the full type 1 embedding of equation 6.29. In all cases
however the group action is by left translation, that is with group representations
R(g1)R(g2) = R(g1g2) as discussed in section 6.2 after equation 6.14, and involves
elements of the non-commutative quaternion algebra.
The type 1 action of SL(2,C)1 decomposes the space θ1 =
(
c
b¯
) ∈ O2 into the
four Weyl spinors of equation 8.13. The transformations SL(2,C)2,3 of type 2 and 3,
with complementary transformation matrices also based on the units {1, l}, similarly
respect the octonion decomposition aligned to the four base unit sets:
{1, l}, {il, i}, {jl, j}, {kl, k} (8.30)
based on the same quarternion subalgebras, now for all three of a, b, c ∈ O. Hence the
subgroups SU(2)2,3 ⊂ E6 describe transformations between the components of equa-
tion 8.26 and those of equation 8.28 respecting the alignment of the four component
pieces, and hence acting independently on the corresponding doublets of leptonic and
quark states as appropriate for weak interactions. With respect to the embedding of
a, b, c ∈ O as components of h3O in equation 6.1, the spinor representation mixing
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actions of SL(2,C)1,2,3 can also be displayed graphically as:
a¯ c
a b¯
c¯ b
✛ ✲
✛ ✲............................
✛ ✲
✻
❄
✻
❄
✻
❄.
...
...
...
...
...
...
...
...
..

with
✛ ✲ SL(2,C)1
✛ ✲ SL(2,C)2
.........✛ ✲ SL(2,C)3
(8.31)
This again shows how the
(
c
b¯
)
spinor components under SL(2,C)1 are replaced
by
(a
c¯
)
and
(b
a¯
)
spinors under SL(2,C)2 and SL(2,C)3 respectively, depending on the
alignment of the θa =
(θ1
θ2
)
components in equations 6.32–6.35. It is the observation that
the SL(2,C)2,3 actions relate the θ1 =
(c
b¯
) ∈ O2 components with the a ∈ O component
in equations 8.29 and 8.31, while respecting the four-way octonion decomposition of
equation 8.30, that suggests that these transformations might be closely related to the
weak interactions.
In section 8.1 the Weyl spinors θi, θj , θk were identified alongside θl in equa-
tion 8.13 originating from the one-sided action of SL(2,C)1 ⊂ SL(2,H)1 ⊂ H(2) on(
c
b¯
)
H
∈ H2. The quark spinors θi, θj , θk are formed out of subspaces of H2 with quar-
ternion base units {il, i}, {jl, j}, {kl, k} ∈ O respectively, with the actions on these
objects by matrices composed of the base units {1, l}, completing the 3 sets of H sub-
algebras of the octonions, involving in particular the quaternionic left multiplication by
l as demonstrated in equation 8.12. Although the full set of H(2) matrix actions are not
involved this asymmetric one-sided action is apparently incomplete in terms of the set
of possible actions of the non-commutative quaternion algebra on these components.
This observation might in principle relate to a possible mechanism for the
origin of chirality in SU(2) interactions in the Standard Model. This situation can be
contrasted with left-right symmetric gauge theories with the internal symmetry group
SU(2)L×SU(2)R×U(1) formulated in terms of fields defined over the quaternion algebra
(see for example [56] and the references therein). A mechanism is then required through
which the symmetry in these parity conserving models is broken to SU(2)L ×U(1) to
match the observed parity violating phenomena of weak interactions.
Here since the set of external Lorentz transformations of SL(2,C)1 act asym-
metrically on the left on θ1 ∈ O2 and on the subspaces of Weyl spinors θi, θj , θk we
may expect to identify a set of actions on these spinor components algebraically com-
posed from the right, which have a complementary effect owing to the non-commuting
property of the H algebra, potentially forming a distinct internal symmetry, at least
with regards to the quark states represented by these three Weyl spinors. Similarly,
in the present context, for actions involving multiplications by elements belonging to
SL(2,H)a ⊂ H(2) some chiral behaviour might be expected to arise in this theory as
the type a = 2, 3 actions complement the symmetry breaking action of the external
Lorentz transformations SL(2,C)1 ⊂ SL(2,H)1. Further, although only one fermion
generation has been considered explicitly, the structure of equation 8.31 is suggestive in
terms of the need to ultimately account for the CKM mixing between three generations
of fermions.
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However while these possibilities provided some of the initial motivation for
studying the actions of the groups SU(2)2,3 the mechanism for the above physical
phenomena will require further developments. The source of parity violation in the
present theory will be described in section 9.2, having explicitly constructed both left
and right-handed Weyl spinors by extending the form of temporal flow beyond the
action of E6 on h3O. As will be described in section 9.3 a further expansion to a
yet higher-dimensional flow of time may be required in order to account for three
generations of fermions and the phenomena of CKM mixing.
Here the main motivation for studying the SU(2)2,3 ⊂ E6 subgroups is the
structure of the action on the doublet components of h3O as described for equa-
tions 8.29–8.31 above in relation to the weak interaction transformations for doublets
of fermions in the Standard Model. In this subsection we hence further explore this
group structure before focusing on a pattern of symmetry breaking that closely paral-
lels the properties of electroweak symmetry breaking in the remainder of this section.
In particular the subgroup SU(3)c × SU(2)2 ×U(1)2 ⊂ E6, provisionally considered as
an ‘internal symmetry’ (where U(1)2 is the type 2 equivalent of U(1)1 = U(1)Q iden-
tified in the previous section), is analogous to the Standard Model gauge symmetry
SU(3)c × SU(2)L ×U(1)Y ; with the impingement of the action SU(2)2 ×U(1)2 on the
external spacetime components of h2C ⊂ h3O breaking this symmetry down to U(1)Q.
This will be described in the following subsection and constitutes a ‘mock electroweak
theory’. We will then ultimately need to address how to combine these structures with
the external SL(2,C)1 symmetry, which within the E6 structure is not independent of
the SU(2)2,3 actions.
In fact with SU(2)a ⊂ SL(2,C)a for a = 1, 2, 3 these structures are found
together with three types of U(1)a action described by S˙––al for a = 1, 2, 3, as introduced
in equation 8.24, within the full E6 action on the space h3O. The SU(3)c action of
table 8.7, corresponding to the set of eight generators {A˙q, G˙l}, not only transforms
a, b, c ∈ O ⊂ h3O in precisely the same way (table 6.7), acting on the components of
a(6) as a triplet and a1,l as a singlet (in the notation of equation 8.27), but is also
independent of both the SL(2,C)1,2,3 and S1,2,3l actions in terms of the E6 algebra Lie
bracket. This means that the SL(2,C)a and Sal actions may effectively be stripped out
and considered independently of the SU(3)c action. This may aid the identification
of an internal SU(2)L × U(1)Y symmetry, and its relation with the external Lorentz
symmetry SL(2,C)1, bearing in mind that the former is expected to be ‘broken’ to the
U(1)Q symmetry associated with S˙––
1
l .
The nine generators of the combined type a = 1, 2 and 3 rotations SU(2)a form
a closed subalgebra of E6, which is eight dimensional due to the linear dependence of
the R˙axl generators as displayed in equation 6.46. This subalgebra is in fact an su(3), a
linearly independent basis for which can be described by the eight rotation generators
([38] p.128):
su(3)s ≡ {R˙1xl, R˙2xl, R˙1xz, R˙2xz, R˙3xz, R˙1zl, R˙2zl, R˙3zl} (8.32)
These generate a group denoted SU(3)s (where ‘s’ denotes the ‘standard’ representation
or embedding of this group in E6 [38]). As implied above within E6 the subgroup SU(3)s
is independent of the colour subgroup SU(3)c, as generated by the eight elements
of table 8.4, with the Lie bracket composition of any element of equation 8.32 with
any element of {A˙q, G˙l} being zero. The generators of SU(3)c are explicitly ‘type
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independent’, in that there are no type labels on any of the eight generators {A˙q, G˙l}
([38] p.128), none of which distinguish between the three types. The subgroup SU(3)s
is also ‘type independent’, in that all three types play an equivalent role, however the
individual generators do carry type labels as for example in equation 8.32.
The group product SU(3)s×SU(3)c ⊂ E6 is a rank-4 subgroup of the complete
rank-6 symmetry group E6. In fact SU(3)s ⊂ SL(3,C)s where SL(3,C)s is the 16-
dimensional rank-4 group generated by the type 1, 2 and 3 rotations of equation 8.32
together with the a linearly independent set of the type 1, 2 and 3 boosts also based on
the {1, l} complex subspace. Taking into account equation 6.51 we have ([38] p.128):
sl(3,C)s ≡ su(3)s ∪ {B˙1tz, B˙2tz, B˙1tx, B˙2tx, B˙3tx, B˙1tl, B˙2tl, B˙3tl} (8.33)
In fact sl(3,C)s is the closed subalgebra formed collectively out of the three types of
Lorentz generators sl(2,C)a for a = 1, 2, 3, with group actions as pictured in equa-
tion 8.31, which also act on the complex subspace h3C ⊂ h3O formed with base units
{1, l} with for example the type 1 action of equation 7.35.
At the level of complex Lie algebras LC we have the semi-simple decomposition
sl(3,C) ≡ su(3) × su(3), and hence the rank-6 subgroup obtained for this real form of
E6:
SL(3,C)s × SU(3)c ⊂ E6 (8.34)
is closely related to an SU(3) × SU(3) × SU(3) ⊂ E6 decomposition, which may be
readily obtained by the analysis described in section 7.3 via the extension of the Dynkin
diagram for the complex E6 Lie algebra of figure 7.2(a). In the present theory it is the
SL(2,C)1 ⊂ SL(3,C)s ⊂ E6 Lorentz symmetry of external spacetime that breaks the
full E6 symmetry.
In fact E6 also contains the following rank-6 subgroup (listed as one of a number
of possible decompositions from a mathematical point of view in [38] p.187) which
augments equation 8.25:
SL(2,C)1 ×U(1)Q ×D(1)B × SU(3)c ⊂ E6 (8.35)
with SL(3,C)s broken to SL(2,C)
1×U(1)Q×D(1)B , and where U(1)Q is generated by
S˙––1l =
2
3 S˙
1
l with S˙
1
l = (−R˙1xl−2R˙2xl), via equations 8.24 and 6.47, and D(1)B is generated
by (B˙1tz +2B˙
2
tz). This latter generator is presented explicitly in equation 13.5 together
with a possible physical interpretation of the D(1)B subgroup in the context of the
present theory as described in section 13.2. Further contained within this symmetry
breaking pattern is the choice of SU(2)1 × U(1)Q ⊂ SU(3)s ⊂ SL(3,C)s with the
identification of U(1)Q = U(1)
1, which, in relation to the three possible type a =
1, 2, 3 embeddings SU(2)a × U(1)a ⊂ SU(3)s will be seen to be closely related to the
phenomena of electroweak symmetry breaking in the Standard Model.
Before describing this connection we note that within the context of the present
theory in principle it may be possible to mutually constrain the values of the gauge field
couplings associated with a range of internal subgroups in terms of the normalisation
of the underlying simple E6 Lie algebra as expressed by the Killing form. The Killing
metric Kαβ = c
ρ
ασcσβρ in terms of the algebra structure constants c
α
βγ was introduced
in the discussion leading to equation 4.1. Using this expression the components Kαβ of
the complete Killing form for the 78 generators of E6 in the preferred basis of table 6.3
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can in principle be determined directly from the rows of the E6 Lie algebra table in [38].
For example for the su(3)c ≡ {A˙i, G˙l} generators of the colour symmetry described in
the previous section we find:
K(A˙i, A˙i) = −48, K(A˙l, A˙l) = −48, K(G˙l, G˙l) = −144
The Killing metric elements for SU(3)c can be compared with those for the SU(2)
2 ×
U(1)2 generators identified in SU(3)s, as adopted in a ‘mock electroweak theory’, and
in principle used to mutually normalise all coupling constants, including αs =
g2s
4π for
the strong interactions, under the unifying simple group E6, for comparison with the
relative couplings adopted for Standard Model gauge group SU(3)c× SU(2)L×U(1)Y .
With a view towards studying such a mock electroweak theory here we analyse the
Killing form for the generators relevant to su(3)s, and calculate from the rows of the
E6 Lie algebra table in [38]:
K(R˙1xl, R˙
1
xl) = −24, K(R˙1xl, S˙1l ) = 0, K(S˙1l , S˙1l ) = −72
K(R˙1zl, R˙
1
zl) = −24, K(R˙2zl, R˙2zl) = −24, K(R˙2xz, R˙2xz) = −24
The negative values are consistent with the nature of the corresponding group actions
as ‘rotations’, as described in the opening of section 6.5. The bilinear property of the
Killing form can be used to deduce further elements as appropriate for a change of
basis within the linearly dependent set of elements R˙axl and S˙
b
l (a, b ∈ {1, 2, 3}) with:
R˙2xl = − 12R˙1xl − 12 S˙1l ⇒ K(R˙2xl, R˙2xl) = −24
S˙2l = +
3
2
R˙1xl − 12 S˙1l ⇒ K(S˙2l , S˙2l ) = −72
via equations 6.47 and 6.48, while:
R˙3xl = − 12R˙1xl + 12 S˙1l ⇒ K(R˙3xl, R˙3xl) = −24
S˙3l = − 32R˙1xl − 12 S˙1l ⇒ K(S˙3l , S˙3l ) = −72
Hence the three sets of basis elements {R˙axl, 1√3 S˙al }, for either a = 1, 2 or 3 have a
suitably normalised Killing form. Further, from the bilinearity of the Killing form it
is also found for example that:
K(R˙2xl, S˙
2
l ) = 0 while K(R˙
2
xl, S˙
1
l ) = +36
indicating that the Killing form is not diagonal in the latter basis.
Alternatively, restricting the computation of Kαβ = c
ρ
ασcσβρ to the SU(3)s
subalgebra all elements of the corresponding 8×8 Killing metric K8 for the subalgebra
basis of equation 8.32 are determined, with for example:
K8(R˙
1
xl, R˙
1
xl) = −3, K8(R˙2xl, R˙2xl) = −3, K8(R˙1xl, R˙2xl) = +
3
2
where the latter element is the only non-zero off-diagonal entry of the symmetric Killing
form. Hence we replace the basis element R˙2xl in equation 8.32 with
1√
3
S˙1l such that
the SU(3)s basis:
su(3)s ≡ {R˙1xl,
1√
3
S˙1l , R˙
1
xz, R˙
2
xz, R˙
3
xz, R˙
1
zl, R˙
2
zl, R˙
3
zl} (8.36)
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has normalised Killing metric K8 = −3 (18), where 18 is the 8 × 8 unit matrix. As
for the generators of SU(3)c in table 8.6 a correspondence may be found between the
SU(3)s generators of equation 8.36 and the representation of su(3) in terms of Gell-
Mann λ matrices, as described here in table 8.8.
R˙1zl ∼ 12 iλ1 R˙1xz ∼ 12 iλ2 R˙1xl ∼ 12 iλ3
R˙2zl ∼ −12 iλ4 R˙2xz ∼ 12 iλ5
R˙3zl ∼ 12 iλ6 R˙3xz ∼ 12 iλ7 1√3 S˙1l ∼
1
2 iλ8
Table 8.8: The isomorphism between the su(3)s ⊂ E6 Lie algebra basis of equation 8.36
and the eight Gell-Mann matrices of table 8.5.
The choices of basis elements {R˙axl, 1√3 S˙al } for type a = 2 or 3 in place of
a = 1 correspond to two further possible correlates of the basis matrices {λ3, λ8} in
the Gell-Mann representation of su(3). These three possibilities correspond to three
closely related ways to embed the subgroup SU(2) × U(1) in SU(3). Here we first
study SU(2)2 ⊂ SU(3)s and the corresponding set of generators {R˙2zl, R˙2xz, R˙2x1}. These
are the type 2 versions of the three actions of equation 8.7 which, as described in
equation 8.9, are respectively associated with the three Pauli matrices σ1 =
(0 1
1 0
)
,
σ2 =
(
0 −l
l 0
)
, σ3 =
(
1 0
0 −1
)
, within factors of ± l2 .
In the Standard Model electroweak theory the su(2)L Lie algebra-valued con-
nection 1-form W (x) = Wα(x)τα, with Wα(x) = Wαµ (x)dx
µ, τα = 12σ
α from equa-
tion 7.37 and α = 1, 2, 3, is parametrised by the three gauge fields Wαµ (x). The
charged gauge boson fields W±µ (x) are associated with complex linear combinations of
the SU(2)L generators σ
± = 12(σ
1 ± iσ2) as was described in equations 7.57 and 7.58.
Guided by this construction based on SU(2)L generators, here in the complex algebra
for SU(2)2 ⊂ E6 we define:
Σ˙(2)± := R˙2zl ± iR˙2xz (8.37)
Here the imaginary unit i ∈ C in the complexification of the E6 Lie algebra commutes
with the elements of Th3O, which are based on an independent octonion algebra O.
This is the standard notion of a complexified Lie algebra LC ≡ LR+iLR, as for example
described for figure 7.1, applied here to LR as the real E6 Lie algebra represented in
the space of vector fields in Th3O.
The generator S˙––1l was associated with the internal symmetry U(1)Q and elec-
tromagnetic charge in the previous section. As a rotation the corresponding group
transformation S––1l takes the form of unitary 3× 3 matrix actions, as described in the
opening of section 6.5. Hence considering iS˙––1l to be an Hermitian generator in the
complexified E6 algebra real eigenvalues may be obtained under the adjoint represen-
tation. In particular, reading off the corresponding entries in the Lie algebra table
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in [38] for the complex element of equation 8.37 it is found that:
[S˙1l , (R˙
2
zl + iR˙
2
xz)] =
3
2
R˙2xz − i32R˙2zl = −i32(R˙2zl + iR˙2xz) (8.38)
hence [iS˙––1l , (R˙
2
zl + iR˙
2
xz)] = +(R˙
2
zl + iR˙
2
xz)
and [iS˙––1l , Σ˙
(2)±] = ±Σ˙(2)± (8.39)
with real charge eigenvalues ±1. Hence the generators Σ˙(2)± of equation 8.37 are
associated with the same magnitude of U(1)Q charge under S˙––
1
l as was found for the
electron in the leptonic components θl ⊂ h3O as described in equations 8.22–8.26.
Since such factors of 32 as seen in equation 8.38 are relatively sparse in the E6 Lie
algebra table [38], with none appearing for example here in table 6.4, this seems to
be a non-trivial correspondence of S˙––1l charges. In the su(3)s basis of equation 8.36
the generators Σ˙(2)± are in fact two of the eigenvectors of elements of the Cartan
subalgebra, which in turn has a basis {R˙1xl, 1√3 S˙1l }, under the adjoint representation
in the complex su(3)s algebra. Indeed we find also:
[iR˙1xl , Σ˙
(2)±] = ± 1
2
Σ˙(2)± (8.40)
More generally for a Lie algebra of rank-n the elements of the Cartan subalgebra
{Hi}, i = 1 . . . n, are mutually commuting and any element, or linear combination
of elements, in {Hi} generates a U(1) symmetry. In any representation of the Lie
algebra the eigenvalues, or ‘weights’, of such a U(1) generator can be considered as
‘charges’. In the present case the U(1)Q generator S˙––
1
l , which also belongs to the E6
Cartan subalgebra as can be seen from equation 6.56, is associated with electromagnetic
charge.
In the Cartan-Weyl basis of a complex Lie algebra the eigenvectors Eα of ele-
ments of the Cartan subalgebra {Hi} in the adjoint representation have real eigenvalues
αi:
[Hi , Eα] = αiEα (8.41)
with [Eα , E−α] = (Kijαj)Hi (8.42)
(where Kij are components of the Killing metric restricted to the Cartan subalge-
bra). The eigenvalues, or ‘weights’, αi of the adjoint representation are also called
‘roots’, the full set of which under {Hi} is central to the classification of complex Lie
algebras, as alluded to in section 7.3 alongside figure 7.2. Since the elements of the
Lie algebra form the vector space span(Hi, Eα) upon which the adjoint representation
acts, the dimension of this representation is equal to the dimension of the Lie algebra
itself. Generally in a given representation r of a Lie algebra on a vector space V with
eigenvectors |v〉 and weights λi, that is with:
H
(r)
i |v〉 = λi|v〉
then: H
(r)
i (E
(r)
α |v〉) = E(r)α H(r)i |v〉 + [H(r)i , E(r)α ]|v〉 = (λi + αi)(E(r)α |v〉) (8.43)
using equation 8.41. That is, the E
(r)
α act as ‘raising’ operators (while the E
(r)
−α act as
‘lowering’ operators) on the eigenstates in the representation.
Hence by comparison of equation 8.39 with equation 8.41 above the complex
linear combinations Σ˙(2)± of equation 8.37 as eigenvectors S˙––1l under the 78-dimensional
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adjoint representation of E6 indeed have charges of ±1 under the same generator
of U(1)Q which acts on the e-lepton and d-quark states identified in the θ
1 =
(c
b¯
)
components of the 27-dimensional representation of the E6 symmetry on the space
h3O. Further, according to equation 8.43, the Σ˙
(2)± actions are expected to transform
states in the h3O representation with a change of ±1 units of the electron charge. Based
on the type 2 subgroup SU(2)2 ⊂ SL(2,C)2 these raising and lowering operations are
associated with the θ2 =
(a
c¯
)
components of h3O as shown explicitly in equations 8.29
and 8.31. In this subsection we have focussed precisely upon this doublet action of
the SU(2)2 symmetry which appears to be closely related to transformations within
the lepton
(ν
e
)
and quark
(u
d
)
doublets as mediated by the W± gauge bosons in the
Standard Model.
In the Cartan-Weyl basis generally the Lie bracket [Eα , E−α] describes an
element of the Cartan subalgebra, as can be seen from equation 8.42. From the E6 Lie
algebra table in [38] we find:
[Σ˙(2)+ , Σ˙(2)−] = [(R˙2zl + iR˙
2
xz), (R˙
2
zl − iR˙2xz)] = −iS˙1l − iR˙1xl (8.44)
which is indeed in the Cartan subalgebra of equation 6.56, for the complexified E6
Lie algebra, and also for the complex su(3)s subalgebra. This is consistent with the
identification of the R˙1xl ‘charges’ for Σ˙
(2)± in equation 8.40. However it the S––1l action
that has been associated with the internal symmetry U(1)Q in the previous section
and in turn the eigenvalues of S˙––1l associated with physical electromagnetic charges. It
is the latter charges of ±1 for the states Σ˙(2)± which will be provisionally associated
with the W±µ (x) charged gauge fields in the mock electroweak theory.
In quantum field theory the creation and annihilation operators associated with
real fields do not describe charged particles, rather conserved charges are associated
with complex fields, or complex linear combinations of real fields, as will be described
in section 10.3. A complex scalar field Y(x) has charge q under a U(1) symmetry if
it transforms as Y → eiqαY, with α ∈ R and eiqα ∈ U(1), with q also labelling the
irreducible representation of U(1). The derivative of this transformation at α = 0 can
be written as ∂Y/∂α = Y˙ = +q(iY). This has the same form as equation 8.23, which
via equation 8.24 implies the U(1)Q action S˙––
1
l on the field components θl(x) reads
[θ˙l] = +1[lθl], with the complex imaginary unit l and charge represented by the real
eigenvalue q = +1.
As for the electron and d-quarks charges identified in the components of h3O
it remains to be seen how the charges for gauge bosons derived from generators such
as Σ˙(2)± relate to the likelihood of physical processes such as observed in high energy
physics experiments for the present theory. This will be discussed in section 11.2
in comparison with standard QFT for which the charges are placed by hand into
Lagrangian terms, leading to calculations of transition amplitudes and cross-sections.
The phenomenon of running coupling, as described in section 11.3, will ultimately
also need to be considered for any comparison between theoretical couplings derived
from a normalised Killing form for a simple Lie algebra and the couplings measured
empirically in the laboratory. As well as accounting for quantisation a full dynamical
theory will also be required, incorporating for example self-interactions for non-Abelian
gauge fields, as explored in relation to Kaluza-Klein theories here in chapters 4 and 5.
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8.3.2 SU(2)2 ×U(1)2 Mixing Angle
The four type 1 actions {R˙1zl, R˙1xz, R˙1xl}, S˙––1l generate the group SU(2)1 × U(1)Q. Here
SU(2)1, generated by {R˙1zl, R˙1xz, R˙1xl}, is the rotation subgroup of the external Lorentz
transformations, as studied in section 8.1, which commutes with the internal symmetry
U(1)Q, underlying Maxwell’s electromagnetic field, generated by S˙––
1
l as identified in sec-
tion 8.2. For the case of the corresponding set of four type 2 actions {R˙2zl, R˙2xz, R˙2xl}, S˙––2l ,
a similar structure can be identified for SU(2)2×U(1)2. In a similar way that S˙––1l com-
mutes with su(2)1, and indeed with the Lorentz group sl(2,C)1, it is also the case that
S˙––2l commutes with su(2)
2 and hence with Σ˙(2)± of equation 8.37:
[S˙––2l , Σ˙
(2)±] = 0 (8.45)
This commutator is consistent with those in equations 8.39 and 8.40 given the linear
dependence obtained from equations 6.48 and 8.24:
S˙––2l = R˙
1
xl − 12 S˙––1l (8.46)
While the generator S˙––1l is associated with electric charge Q the generator R˙
2
xl is asso-
ciated with T 3, the third component of SU(2)2. The linear dependencies in the E6 Lie
algebra of equations 6.47 and 6.48 also imply the relation:
− S˙––1l = R˙2xl + 12 S˙––2l (8.47)
which is closely reminiscent of the relation:
Q = T 3 + 1
2
Y (8.48)
of equation 7.38, within the choice of sign conventions. This suggests associating 12 S˙––
2
l
with 12Y as a candidate for the generator of the hypercharge symmetry U(1)Y ∼ U(1)2
which commutes with SU(2)2, as generated by {R˙2zl, R˙2xz, R˙2xl}, and as provisionally
associated with SU(2)L for a mock electroweak theory in the previous subsection. The
generator S˙––2l may also be expressed as the linear combination of type 1 elements in
equation 8.46, which lies in the Cartan subalgebra of the E6 Lie algebra. Hence the
‘weights’ of S˙––2l may indeed be considered as ‘charges’, which are termed hypercharges
for the corresponding U(1)Y symmetry.
More generally opening up consideration of the three SL(2,C)a actions in the
previous subsection also motivates an examination of the U(1) charge structure asso-
ciated with S˙––al for all three types a = 1, 2, 3. To understand the relationships between
these charges all three generators S˙––al , for a = 1, 2, 3, from table 6.7 with a factor of ×23
from equation 8.24, are explicitly written out in terms of Th3O components in equa-
tion 8.49. Each entry of the form (x, y) represents the factors of l which multiply the
components of h3O algebraically from the left side – where x is the ‘leptonic part’, that
is on the real and l components, while y is the ‘quark part’, that is on the remaining
six imaginary units of each a, b, c ∈ O. The components for S˙––1l in equation 8.49 contain
the same information as equation 8.27 rearranged into the 3 × 3 matrix of Th3O. It
can be seen here that S˙––1l + S˙––
2
l + S˙––
3
l = 0, for each component a, b and c, consistent with
equation 6.42. Also shown are the corresponding components of R˙2xl as obtained from
195
table 6.6, which can be seen to be consistent with equation 8.47.
S˙––1l S˙––
2
l S˙––
3
l
(0,+ 2
3
) (1,− 1
3
)
(0,+ 2
3
) (1,− 1
3
)
(−1,− 1
3
) (−1,− 1
3
)


(−1,− 1
3
) (−1,− 1
3
)
(1,− 1
3
) (0,+ 2
3
)
(1,− 1
3
) (0,+ 2
3
)


(1,− 1
3
) (0,+ 2
3
)
(−1,− 1
3
) (−1,− 1
3
)
(0,+ 2
3
) (1,− 1
3
)

R˙2xl
(+ 1
2
,− 1
2
) (− 1
2
,+ 1
2
)
(− 1
2
,− 1
2
) (−1, 0)
(+ 1
2
,+ 1
2
) (+1, 0)
 all as l

a¯ c
a b¯
c¯ b
 ∈ Th3O
(8.49)
Hence the 1
2
S˙––2l ‘hypercharge values’ of (− 12 ,− 16) on the a¯ and c components
in equation 8.49 match the Standard Model hypercharge values of Y2 (lL) = − 12 and
Y
2 (qL) = +
1
6
for the left-handed doublets of leptons and quarks respectively of equa-
tion 7.36 (up to a sign convention, which again will ultimately depend on the definition
of particle and antiparticle states in spacetime). As can be seen in equation 8.31 and
described in the previous subsection these components (a¯ c) are also linked by the
SU(2)2 ⊂ SL(2,C)2 actions and corresponding Σ˙(2)± operators provisionally associ-
ated with the W±µ (x) charged gauge fields. Although some of these observations are
naturally mutually correlated, the (1, 2,−12 )L and (3, 2, 16)L pieces of equation 7.36 are
hence closely associated respectively with the
(a1,l
θl
)
and
( a(6)
θi,j,k
)
components of h3O in
equations 8.26 and 8.28.
While right-handed fermion states remain to be identified, the hypercharges
of the right-handed fermion singlets in equation 7.36 are also closely correlated with
the S˙––al charges in equation 8.49. This is expected since Q =
Y
2 for these cases and
the electric charge Q is well described by S˙––1l . Also in the top row of S˙––
3
l the values
(1,− 1
3
), (0,+ 2
3
) have the same magnitude as the Y2 values for the right-handed singlets
eR, dR, νR and uR respectively, although these components do not correspond to
the correct electromagnetic charges Q under S˙––1l for those respective fermion states.
However these observations do suggest opening up consideration of the (correlated)
charges for all three S˙––al generators. Indeed as well as S˙––
2
l the generator S˙––
3
l should also
relate to hypercharge as SU(2)3 × U(1)3 also forms a possible mock SU(2)L × U(1)Y
action with the following linear dependence also found within the E6 algebra:
S˙––1l = R˙
3
xl − 12 S˙––3l (8.50)
This equation is the type 3 version of equation 8.47. Further linear relations include
S˙––1l =−2R˙2xl + S˙––3l and S˙––1l = 2R˙3xl + S˙––2l which combine non-commuting type 2 and
3 actions on the right-hand side. Such equations of linear dependence, relating the
generators S˙––al and R˙
b
xl for a, b = {1, 2, 3}, are fixed by the structure of the E6 Lie
algebra and closely resemble equation 7.38 which is constructed to relate the electric
charge Q, third component of weak isospin T 3 and hypercharge Y2 in the Standard
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Model. However a fuller understanding of this structure in the present theory will
require the identification of right-handed fermion states, and in particular such states
with T 3 = 0. The origin of both left and right-handed states, together with their
mutual relation will be considered explicitly in section 9.2, while in the meantime we
further consider the structure of the mock electroweak theory within the E6 framework.
In particular, moving away from the a static analysis of the E6 symmetry
breaking pattern to a more dynamic perspective, we next study the structure of an
SU(2)2 × U(1)2 gauge theory based on the symmetry generators {R˙2zl, R˙2xz, R˙2xl, S˙––2l }.
These act on the doublet components of the type 2 spinor θ2 =
(a
c¯
)
in h3O. Restricted
to the complex subspace C ⊂ O with {1, l} basis units the components θ2l =
(a
c¯
)
l
provi-
sionally represents the lepton doublet
(
ν
e
)
. Since these components do not correspond
to complete SL(2,C)1 Weyl spinors for either the neutrino or the electron part this
SU(2)2 × U(1)2 symmetry is clearly not directly equivalent to the SU(2)L × U(1)Y
symmetry of electroweak theory. However the components of θ2l do transform under
the internal symmetry SU(3)c × U(1)Q appropriately to represent such a lepton dou-
blet, as described in section 8.2, and hence the SU(2)2 × U(1)2 symmetry serves as a
useful intermediate model, considered as a mock electroweak theory. The equations of
motion for the corresponding field θ2l (x) in spacetime M4 will then involve the gauge
covariant derivative (essentially as described in section 3.1):
Dµθ
2
l (x) = ∂µθ
2
l (x) + g˜ W˜
α
µ (x) R˙
(2)α(θ2l ) + g˜
′ B˜µ(x)
1
2
S˙––2l (θ
2
l ) (8.51)
where α = 1, 2, 3 and R˙(2)α ≡ {R˙2zl, R˙2xz, R˙2xl}, and for example R˙2zl(θ2l ) denotes the θ2l
components of R˙2zl. The couplings g˜, g˜
′ and the gauge fields W˜αµ (x), B˜µ(x) associated
with the SU(2)2×U(1)2 gauge symmetry are introduced by analogy with the Standard
Model case in equation 7.40 and hence similar notation is adopted. However it is
important to contrast the corresponding gauge coupling terms implied in equations 7.40
and 8.51 with for example respectively:
DµlL ∼ i g′ Bµ(x) Y
2
(lL) lL and Dµθ
2
l ∼ g˜′ B˜µ(x)
S˙––2l
2
(θ2l ) (8.52)
In the former case, apart from the conventional factor of ‘i’ there are four factors: the
coupling g′, the gauge field Bµ(x), the hypercharge generator Y2 (lL) = −12
(
1 0
0 1
)
and
the lepton doublet lL =
(
ν
e
)
L
. In the latter case there are only three factors: with the
coupling g˜′ and gauge field B˜µ(x) having a similar role as for the first case, while the
third part S˙–
2
l
2 (θ
2
l ) corresponds to the action of the hypercharge generator represented
directly on the θ2l =
(a
c¯
)
l
components of h3O, which is equivalent to the combination
Y
2
(lL) lL for the standard case.
In principle in the second case the coupling g˜′ may be absorbed into the gauge
field B˜µ(x) since we are here dealing with the pure covariant derivatives, as originally
expressed in equation 2.38 of subsection 2.2.3 for the gauge field Aµ(x) without any
coupling constant. Adopting couplings such as g˜′ = 1 is also compatible with the
construction of a direct relationship between the curvature for the external linear
connection and that for the internal gauge connection as described in section 5.1 and
equation 5.20 (with a factor such as χ = 1 in principle determined by the geometric
structure), in comparison with Kaluza-Klein theory. A similar observation applies for
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the coupling g˜ associated with the gauge field W˜αµ (x) in equation 8.51. Ultimately
both g˜ and g˜′ will be absorbed into the relevant gauge fields and effectively set equal
to one.
In turn the ‘charges’ of individual states will depend upon the representation
which is already determined directly by the values of S˙–
2
l
2 (θ
2
l ) in the second expression of
equation 8.52, which are closely analogous to the case for the electromagnetic charges
obtained from S˙––1l (θ
1) in equations 8.23 and 8.24 and further discussed towards the
end of the previous subsection. More generally this will require a suitable mutual
normalisation of the generators R˙(2)α and 12 S˙––
2
l based on the Killing form of the full E6
Lie algebra, as also described in the previous subsection, to relate the charges for the
various subgroups of the internal gauge symmetry. With the gauge groups represented
directly on the space Th3O this structure parallels that employed for Kaluza-Klein
theory based on homogeneous fibres as described in section 4.3.
For now considering g˜ and g˜′ as free parameters in equation 8.51 allows a
closer comparison with the structure of the electroweak theory in the Standard Model
for which the couplings g and g′ are independent. However here neither the SU(2)2
generated by {R˙2zl, R˙2xz, R˙2xl} nor the U(1)2 generated by S˙––2l are internal symmetries
in the sense of table 8.3, that is within Stab(TM4), with each of these four generators
impacting upon the components of the type 1 subspace h2C ⊂ h3O, which represent
components of the external spacetime TM4, as can be seen explicitly from the form
of these four generators in tables 6.6 and 6.7. The breaking of the full E6 symmetry
action on h3O in this identification of the type 1 subspace h2C with the local tangent
space of the external spacetime hence includes the breaking of the SU(2)2×U(1)2 ⊂ E6
subgroup.
The covariant derivative applied to the θ2l components in equation 8.51 can
be applied to the components of h3O more generally and written out explicitly using
tables 6.6 and 6.7. In particular we find that applied to the type 1 embedding of the
2 × 2 matrix of components X ∈ h2O ⊂ h3O and h2 ∈ h2C ⊂ h3O this covariant
derivative reads respectively:
DµX = ∂µX +0 + 0 + 0 + 0 g˜W˜ 1µ(12cl) + g˜W˜ 2µ(12c) + g˜W˜ 3µ(12 a¯l) + g˜′B˜µ 12 S˙––2l (a¯)
g˜W˜ 1µ(− 12 lc¯) + g˜W˜ 2µ (12 c¯) + g˜W˜ 3µ(− 12 la) + g˜′B˜µ 12 S˙––2l (a) g˜W˜ 1µ (bl) + g˜W˜ 2µ(bx) + 0 + 0

(8.53)
Dµh2 = ∂µh2 + 0 g˜2(W˜ 1µ (c1l − c8) + W˜ 2µ(c1 + c8l) + W˜ 3µ (a1l + a8))+ g˜′2 B˜µ(−a1l − a8)
g˜
2
(
W˜ 1µ(−c1l − c8) + W˜ 2µ(c1 − c8l) + W˜ 3µ(−a1l + a8)
)
+ g˜
′
2
B˜µ(a1l − a8) g˜W˜ 1µ(b8) + g˜W˜ 2µ (b1)

(8.54)
where the second equation shows that indeed each of the four gauge fields W˜αµ (x),
B˜µ(x) has non-zero impact on the {1, l} components of X ∈ h2O, that is on the 4-
dimensional vector h2 ∈ h2C of equations 8.4 and 8.5, unlike the case of equations 8.14
and 8.15 for example, and hence are not associated with a purely internal symmetry
in the sense of Stab(TM4). However an orthogonal linear combination of gauge fields
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may be taken with:
B˜µ = cos θM2 A˜µ − sin θM2 Z˜µ
W˜ 3µ = sin θM2 A˜µ + cos θM2 Z˜µ
(8.55)
by analogy with equations 7.43 and 7.44, where θM2 (with subscript M
2 denoting
‘mock mixing angle’ of type 2) plays a similar role to the weak mixing angle θW . The
corresponding contribution from the B˜µ(x) and W˜
3
µ(x) fields to the a¯1,l components in
the top-right element of equation 8.54 is then:
Dµa¯1,l = . . . +
g˜
2
sin θM2A˜µ(a1l+a8)+
g˜′
2
cos θM2A˜µ(−a1l−a8)+
g˜
2
cos θM2Z˜µ(a1l+a8)−
g˜′
2
sin θM2Z˜µ(−a1l−a8)
(8.56)
Hence the gauge field A˜µ(x) represents a purely internal field, with no action
on the external h2 ∈ h2C components, provided:
g˜ sin θM2 = g˜
′ cos θM2
that is: tan θM2 =
g˜′
g˜
(8.57)
This relation is closely analogous to equation 7.46 for electroweak theory in the Stan-
dard Model. However here in the case of equation 8.57 neither a Lagrangian for-
malism, using for example equation 7.41, nor a Higgs field is required to break the
SU(2)2 × U(1)2 symmetry down to a U(1) symmetry associated with the gauge field
A˜µ(x). Considering more generally the A˜µ(x) field part of the covariant derivative Dµ
of equation 8.51, via equation 8.55, on all of the components of X ∈ h3O, with for
example R˙2xl ≡ R˙2xl(X ), we have:
DµX (x) = ∂µX (x) + g˜ sin θM2 A˜µ(x) R˙2xl + g˜′ cos θM2 A˜µ(x)
1
2
S˙––2l
= ∂µX (x) + g˜ sin θM2 A˜µ(x) R˙2xl + g˜ tan θM2 cos θM2 A˜µ(x)
1
2
S˙––2l
= ∂µX (x) + g˜ sin θM2 A˜µ(x) (R˙2xl +
1
2
S˙––2l )
= ∂µX (x) + g˜ sin θM2 A˜µ(x) (−S˙––1l ) (8.58)
where the final line is fixed by the linear dependence of equation 8.47 for the generators
of the E6 Lie algebra. The gauge field A˜µ(x) is hence associated with S˙––
1
l which as an
element of stab(TM4) has been identified as the generator of the internal gauge sym-
metry U(1)Q of electromagnetism in the previous section (see the discussion following
equation 8.21). The zero charge of the ν-lepton, associated with the a1,l components
in equation 8.28, is here taken to be entirely equivalent to the fact that the action S˙––
1
l
does not impinge on the {1, l} components of a ∈ O ⊂ h3O. The apparently ambiguous
nature of these a1,l components, which have been associated both with the neutrino
state and with part of the vector space h2C ≡ TM4 on the external spacetime, will be
resolved in section 9.2.
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The lines of equation 8.58 are closely analogous to those of equation 7.47 from
electroweak theory, with A˜µ(x) ∼ Aµ(x) and −S˙––1l ∼ Q. The apparent electromagnetic
coupling e˜ may be identified directly in equation 8.58 as:
e˜ = g˜ sin θM2 (8.59)
which is also analogous to equation 7.48 in the Standard Model.
We next employ a basis for the E6 algebra with a normalised Killing form with
components proportional to the unit 78 × 78 matrix. In this case it will be possible
to determine the value of the mixing angle θM2 in the breaking of the SU(2)
2 ×U(1)2
symmetry to U(1)Q. For the su(3)s subalgebra such a normalised basis is provided by
equation 8.36 with three possible choices of {R˙axl, 1√3 S˙al }, for type a = 1, 2, 3, for the
first two elements. The covariant derivative of equation 8.51 may be rewritten in the
normalised Killing form basis, with 1√
3
S˙al =
√
3
2 S˙––
a
l (via equation 8.24) and with the
couplings g˜ and g˜′ absorbed into the gauge fields as:
Dµθ
2
l (x) = ∂µθ
2
l (x) + W˜
α
µ (x) R˙
(2)α(θ2l ) + B˜µ(x)
√
3
2
S˙––2l (θ
2
l ) (8.60)
where again α = 1, 2, 3 and R˙(2)α ≡ {R˙2zl, R˙2xz, R˙2xl}. The gauge fields {W˜ 3µ(x), B˜µ(x)}
aligned with the generators {R˙2xl,
√
3
2 S˙––
2
l } may be expressed in a new basis with gauge
fields {Z˜µ(x), A˜µ(x)} aligned with the generators {R˙1xl,
√
3
2 S˙––
1
l }. In this basis the ‘in-
ternal’ gauge field Z˜µ(x) is associated with R˙
1
xl which as a generator of SL(2,C)
1, as
originally listed in equation 6.57, is in fact a purely external action! However here we
are dealing with a mock electroweak theory for which some inappropriate features may
be observed, as was the case for the ambiguity of the a1,l components noted above. In
any case the electromagnetic gauge field A˜µ(x) associated with
√
3
2 S˙––
1
l in the new basis
does represent a purely internal action. Transferring to the new basis we have:
W˜ 3µ R˙
2
xl + B˜µ
√
3
2
S˙––2l ⇒ Z˜µ R˙1xl + A˜µ
√
3
2
S˙––1l
hence: sin θM2 A˜µ R˙
2
xl + cos θM2 A˜µ
√
3
2
S˙––2l = A˜µ
√
3
2
S˙––1l
sin θM2 A˜µ (−
1
2
R˙1xl −
3
4
S˙––1l ) + cos θM2 A˜µ
√
3
2
(R˙1xl −
1
2
S˙––1l ) = A˜µ
√
3
2
S˙––1l (8.61)
where in the second line the orthogonal transformation of equation 8.55 has been
applied to the left-hand side and only the A˜µ field part has been retained on both
sides. Equations 6.47 and 6.48, together with equation 8.24, have been used for the
bottom line. By equating the basis vector R˙1xl and S˙––
1
l parts separately in this final line
above it can be deduced that:
sin θM2 = −
√
3
2
and cos θM2 = −
1
2
(8.62)
and hence:
sin2 θM2 =
3
4
with θM2 = 240
0 (8.63)
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as the mixing angle. Performing a similar analysis for the type 3 case of SU(2)3×U(1)3
breaking to U(1)Q leads to a similar result, except with sin θM3 = +
√
3
2 and θM3 = 120
0.
Setting g˜ = 1 the magnitudes of the coupling constants to substitute into equations 8.51
and the bottom line of equation 8.58 in order to match the normalised expressions of
equations 8.60 and the right-hand side of equation 8.61 are, relative to g˜:
g˜ : g˜′ =
√
3 g˜ : e˜ =
√
3
2
g˜ (8.64)
These values are consistently obtained from equations 8.57 and 8.59 by substituting
in the value of θM2 from equations 8.62 and 8.63, with a similar observation applying
for the type 3 case.
This analysis is useful for comparison with the Standard Model for which the
gauge groups SU(2)L and U(1)Y are not obtained from a single unifying group and
hence the respective gauge couplings g and g′ of equation 7.40 are independent. Indeed
equation 8.60 above may be compared with the form of the covariant derivative of a
left-handed doublet of leptons in the Standard Model, which from equations 7.37 and
7.40 can be written as:
Dµ = ∂µ + igW
α
µ (x)
1
2
σα − ig′Bµ(x)1
2
σ0 (8.65)
In this case the third component of weak isospin T 3 = 12σ
3 and hypercharge Y2 = −12σ0
combine to form the charge operator Q =
(0 0
0 −1
)
via equation 7.38 for the lepton
doublet. In this particular case for equation 7.47 we have the weak mixing combination:
ig W 3µ
1
2
σ3 − ig′Bµ 1
2
σ0 ⇒ ieAµQ
which may be directly compared with:
W˜ 3µ R˙
(2)
xl + B˜µ
√
3
2
S˙––2l ⇒ A˜µ
√
3
2
S˙––1l
from the top line of equation 8.61. In the former case the set of 2 × 2 matrix ac-
tions {1
2
σ1, 1
2
σ2, 1
2
σ3, 1
2
σ0}, as well as forming a basis for elements of the vector space
h2C ⊂ C(2), forms a basis for the Lie algebra SU(2)L × U(1)Y with the normalisa-
tion convention tr(τατβ) = 12δ
αβ , here including τ0 = 12σ
0 with α, β = 0 . . . 3. The
couplings g and g′ are introduced in this basis. For the empirically measured case
the electroweak mixing angle is determined to be sin2 θW ≃ 0.23 at the energy scale
of MZ [44], with corresponding electroweak couplings from equations 7.46 and 7.48
approximately in the proportions:
g : g′ ≃ 0.55 g : e ≃ 0.48 g (8.66)
Given the unit electron charge for the leptonic component θ1l in equation 8.26
the action of the generator S˙––1l is analogous to that of the unit 2× 2 matrix σ0 of equa-
tion 7.14. Similarly the normalisation of the type 1 actions {R˙1zl, R˙1xz, R˙1xl}, as seen in
equations 8.7 and 8.9, parallels the set of 2×2 matrices {τ1, τ2, τ3} = {1
2
σ1, 1
2
σ2, 1
2
σ3}.
Transferring this analysis to the type 2 case, the set of generators {R˙2zl, R˙2xz, R˙2xl, 12 S˙––
2
l }
also parallels the set of matrix actions {1
2
σ1, 1
2
σ2, 1
2
σ3, 1
2
σ0}.
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Since this is the generator normalisation used initially in equation 8.51 it may
naively be expected that the couplings obtained for the SU(2)2 × U(1)2 symmetry
breaking via the constraint of the E6 algebra Killing form in equation 8.64 may be di-
rectly compared with the corresponding values for SU(2)L×U(1)Y electroweak theory
obtained empirically as displayed in equation 8.66. The significant differences in these
values hinges on the differing values for the calculated sin2 θM2 =
3
4 of equation 8.63
and the empirical sin2 θW ≃ 0.23. However, as emphasised earlier in this subsection the
SU(2)2 symmetry does not act on SL(2,C)1 Weyl spinors in the appropriate way to de-
scribe weak interactions, and here we are dealing with a provisional ‘mock electroweak
theory’, which nevertheless exhibits some of the features associated with corresponding
structures of the Standard Model such as the identification of a mixing angle itself.
It is also noted that in the mock theory the calculated value of sin2 θM2 =
3
4
effectively corresponds to a ‘unification scale’ whereas the empirical value of sin2 θW ≃
0.23 is determined at the practical energy scale ofMZ ∼ 102GeV. In standard quantum
field theory the phenomena of ‘running coupling’ for an Abelian compared with a non-
Abelian gauge theory implies that the ratio g′: g increases with the energy scale as
will be described in section 11.3 and depicted in figure 11.10. Hence the need of a
quantisation scheme for the present theory, as alluded to at the end of the previous
subsection and as proposed in chapter 11, with the consequence of running coupling,
may be one factor leading to the large calculated mixing angle for the present theory.
This observation would apply even if the gauge group SU(2)L × U(1)Y were to be
correctly identified in the theory.
In any case in this subsection it has been demonstrated how the relative
couplings of the internal gauge groups may in principle be related through unifica-
tion within the simple Lie group E6. Finally here we consider how a more realistic
electroweak theory might be constructed within this framework. In the above we
have assumed a symmetry breaking pattern of SU(2)2 × U(1)2 → U(1)Q, whereas
these subgroups are actually embedded in a larger symmetry breaking structure with
SU(3)s → U(1)Q. That is, instead of equation 8.60 we might rather begin with the
gauge covariant derivative:
Dµθ
2
l (x) = ∂µθ
2
l (x) + W
α
µ (x) R˙
α(θ2l )
where now α = 1 . . . 8 summing over the full basis of eight SU(3)s generators in equa-
tion 8.36. Here all three embeddings of SU(2)a ×U(1)a ⊂ SU(3)s, for type a = 1, 2, 3,
must come into play with the choice of SU(2)1 ⊂ SL(2,C)1 as the rotation subgroup
of the Lorentz group acting on external spacetime breaking the symmetry.
While this symmetry breaking structure requires further study the fact that the
mock electroweak symmetry SU(2)a×U(1)a may be embedded in SU(3)s in two ways,
of type a = 2 or a = 3, while the symmetry SU(2)1×U(1)1 has only one embedding, of
type a = 1, may be of some significance. Within su(3)s the three U(1)
a generators are
linearly dependent by equation 6.42, while by equation 6.46 only the R˙axl part of the
three SU(2)a generators are linearly dependent. These observations offer a hint that
for an internal SU(2)a combining types a = 2 and 3 the ratio of the effective coupling
g˜ to that for the effective U(1)Q coupling e˜ maybe somewhat larger than that for the
type a = 2 case alone which led the final expression of equation 8.64, once the linear
dependencies of the generators are taken into account, which may result in a closer
correspondence with the Standard Model case in equation 8.66.
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Type 2 gauge fields:
W˜ (2)±µ (x) = W˜
(2)1
µ (x)∓ iW˜ (2)2µ (x) (8.67)
may be associated with the type 2 generators Σ˙(2)± of equation 8.37 in the complex
SU(2)2 subalgebra (by comparison with equations 7.57 and 7.58 for the Standard
Model, although neglecting possible factors of 1√
2
or 12 here). As described above
and as can be seen from table 6.6 the relevant generators R˙2zl and R˙
2
xz mix the a
component of h3O with the c component only. The fact that in the mock theory the
SU(2)2 × U(1)2 symmetry acts on the θ2 = (ac¯) ⊂ h3O components, and not physical
fermion doublets, is one reason not to expect the calculated mixing angle to match
the empirical case. That is, while the type 2 symmetry SU(2)2 × U(1)2 has some of
the properties associated with the electroweak symmetry SU(2)L ×U(1)Y , the SU(2)2
transformations do not relate the a ∈ h3O component to both components of θ1 =
(c
b¯
)
.
On the other hand type 3 gauge fields W˜
(3)±
µ (x) = W˜
(3)1
µ (x) ± iW˜ (3)2µ (x) may
be associated with similar generators in the complex SU(2)3 subalgebra:
Σ˙(3)± = R˙3zl ∓ iR˙3xz (8.68)
The ± signs are chosen such that the generators Σ˙(3)±, as for Σ˙(2)± in equation 8.39,
carry charges of ±1, that is:
[iS˙––1l , Σ˙
(3)±] = ±Σ˙(3)± (8.69)
Adding to the discussion towards the end of the previous subsection, together Σ˙(2)±
and Σ˙(3)± describe four of the six eigenvectors of the Cartan subalgebra in the Cartan-
Weyl basis for the adjoint representation of the complexified su(3)s algebra. The full
set of six eigenvectors are sometimes denoted U±, V ± and T± in the su(3) root space
diagram (as for example in the context of the SU(3) flavour symmetry between u, d
and s-type quarks).
For the case of equation 8.68, as can also be seen from table 6.6, the generators
R˙3zl and R˙
3
xz mix the a component of h3O with the b component only, that is within
the θ3 =
(
b
a¯
) ⊂ h3O components as shown in equation 8.31. Hence it appears that
physical charged gauge boson fieldsW±µ (x) must indeed be related to both type 2 Σ˙(2)±
and type 3 Σ˙(3)± operators to act on fermion doublets. Ultimately the interactions of
the physical W± particle states will need to be appropriately oriented with respect to
physical fermion states. The latter will in turn require a possible SL(2,C)1 Weyl spinor
interpretation of the a ∈ h3O components, which have been provisionally associated
with neutrino and u-quark states according the internal SU(3)c×U(1)Q transformations
of equation 8.28.
The possible means of identifying Weyl spinor states for the ν-lepton and u-
quarks within the a ∈ O ∈ h3O components will be addressed in section 9.1. The
identification of both left and right-handed Weyl spinors together with the Dirac rep-
resentation of the external SL(2,C)1 symmetry will then be described in section 9.2.
Finally the possibility of identifying three generations of fermions and the phenomena
of CKM mixing will be outlined in section 9.3. All of the above features may need to
come together in order to fully identify the physical SU(2)L symmetry together with
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standard phenomena of electroweak theory within the context of the present theory.
In the meantime in the following subsection we study further suggestive features of
the SU(2)2 × U(1)2 mock electroweak theory based within the E6 framework, and in
particular concerning the source of finite mass for the both the gauge bosons and the
fermion states. Then we shall briefly consider further possible SU(2) ⊂ E6 subgroups
as candidate components of an electroweak symmetry, before extending beyond E6 in
the following chapter.
8.3.3 Origin of Mass and Higgs Phenomena
The empirical weakness of the weak interaction relative to electromagnetic phenomena
owes not to the value of the coupling g, in equation 7.40 for example, which is around
twice the value of e, equation 8.66, but to the large values for the masses of theW± and
Z0 gauge bosons. Although in this chapter we are dealing primarily at the level of the
Lie algebra structure, together with the simple dynamic expressions introduced in the
previous subsection, it will be considered here how mass terms for particle states may
originate in the symmetry breaking structure, not only for the massive gauge bosons
but also for leptons and quarks in the full theory. Here W˜± and Z˜0 gauge bosons
will be provisionally associated with the appropriate fields of the SU(2)2×U(1)2 mock
electroweak theory, and hence we first look in more detail at the field Z˜µ(x).
The gauge field Z˜µ(x) appearing in the top line of equation 8.61 was iden-
tified along with A˜µ(x) as aligned to the choice of basis elements {R˙1xl,
√
3
2 S˙––
1
l }. As
described earlier the apparent association of the ‘internal’ field Z˜µ(x) with the ‘exter-
nal’ generator R˙1xl is one of a number of significant caveats associated with the mock
electroweak theory. Through the orthogonal transformation of equation 8.55; that is
with Z˜µ = cos θM2 W˜
3
µ − sin θM2 B˜µ, in analogy with electroweak theory and equa-
tion 7.43, as for the ‘photon’ field A˜µ(x), the field Z˜µ(x) is associated with a linear
combination of the generators R˙2xl and S˙––
2
l . Since in the E6 Lie algebra [S˙––
1
l , R˙
2
xl] = 0
and [S˙––1l , S˙––
2
l ] = 0 any such linear combination of R˙
2
xl and S˙––
2
l has zero electromagnetic
charge. Hence the Z˜0 gauge boson and γ˜ photon, associated with the fields Z˜µ(x)
and A˜µ(x) respectively, are neutral, unlike the case of the charged W˜
± gauge bosons
associated with fields W˜
(2)±
µ (x) of equation 8.67 corresponding to the generators Σ˙(2)±
of equations 8.37 and 8.39. This is also the case when such linear combinations are
extended to include the type 3 form of these generators since also [S˙––1l , R˙
3
xl] = 0 and
[S˙––1l , S˙––
3
l ] = 0.
From the type 2 W˜ 3µ and B˜µ terms in equation 8.53 it can be seen that the
transformations associated with the fields Z˜µ(x) and A˜µ(x) mix the components of
a ∈ O within h2O. This is unlike the more involved transformations associated with the
fields W˜
(2)1
µ (x) and W˜
(2)2
µ (x), as can also can be seen in table 6.6 for the corresponding
generators R˙2zl and R˙
2
xz which mix components of h2O ⊂ h3O with those not in h2O.
Isolating the interaction of the Z˜µ field with the a and θ
1 =
(c
b¯
)
components separately
may allow a determination of the coupling of the Z˜0 to the lepton pairs as well as
quark pairs, which might be directly compared with the electromagnetic coupling of
the photon to the same components as summarised in equations 8.23, 8.26 and 8.28.
This may be more straightforward than for interactions involving the W˜± gauge
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bosons as here not only is the interaction restricted to single components but also one
generation of fermion states may suffice since there are no flavour changing neutral
currents in the Standard Model, as described at the end of section 7.2. Hence a more
detailed study of interactions for the field Z˜µ(x) in comparison with the field A˜µ(x)
may prove enlightening in comparison with the relevant properties of the Standard
Model described in section 7.2 and in particular with respect to the determination of
the relative couplings.
This may involve linear combinations of type 2 and type 3 actions on θ1 =
(c
b¯
)
with generators of the weak neutral field Z˜µ(x) being complementary to the generator
S˙––1l of the electromagnetic field A˜µ(x) with respect to the full SU(3)s ⊂ E6 symme-
try, as considered towards the end of the previous subsection, with the Z˜µ(x) field
associated with a different linear combination of charge neutral SU(3)s generators.
Ultimately however for comparison with weak neutral interactions described in the
Standard Model via equation 7.49 both left-handed and right-handed fermions will
need to be identified, such that T 3 = 0 for right-handed states, and this itself will
require an extension beyond the study of E6 on the space h3O. Such an extension will
also be required to identify the physical SU(2)L×U(1)Y symmetry, independent of the
external SL(2,C)1 generators, and fully account for both W± and Z0 interactions.
In the meantime here we consider broader features of the mock electroweak
theory as described in the previous two subsections, and in particular how masses may
arise for gauge bosons through the impingement of the SU(2)2×U(1)2 ⊂ E6 symmetry
on the 4-dimensional subspace h2C ⊂ h3O associated with the tangent space TM4 of
the external spacetime. Having in mind comparisons with the Standard Model we
return to the convention of equation 8.51 with coupling parameters g˜ and g˜′ in place
of employing generators normalised according to the E6 Killing form.
In equation 8.56 the coupling of the A˜µ(x) and Z˜µ(x) fields to the a¯1,l = a1−a8l
components of h2C ⊂ h3O was extracted. The constraint tan θM2 = g˜′/g˜ was derived
in equation 8.57 in order for the A˜µ(x) contribution to vanish. With this constraint the
impingement of the field Z˜µ(x) on the a¯1,l subcomponent part of h2C from equation 8.56
can be written:
Dµa¯1,l = . . . +
g˜
2
cos θM2Z˜µ(a1l + a8)−
g˜′
2
sin θM2Z˜µ(−a1l − a8)
=
1
2
(g˜ cos θM2 + g˜
′ sin θM2) Z˜µ (a1l + a8)
= (g˜ cos θM2 + g˜ tan θM2 sin θM2) Z˜µ
1
2
(a1l + a8)
=
g˜
cos θM2
Z˜µ
1
2
(a1l + a8) (8.70)
This compares with the impingement of the type 2 fields W˜
(2)±
µ (x) of equation 8.67,
as composed of W˜
(2)1
µ (x) and W˜
(2)2
µ (x), on the same off-diagonal elements of h2C in
equation 8.54, which is proportional to g˜/2. Hence the coupling of the corresponding
gauge fields to the subcomponent a¯1,l of h2C ⊂ h3O is in the following ratio:
Z˜µ : W˜
±
µ : A˜µ
g˜
cos θ
M2
: g˜ : 0
(8.71)
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This suggests, given the Standard Model expression for MW in equation 7.60
and its relation to MZ in equation 7.62, that the interaction with components of h2C
originating here in equation 8.54 is closely related to the masses of the gauge bosons in
the present theory (within the caveats that the impingement on all four components of
h2C may need to be addressed and factors of 2 or
√
2 may appear for some terms in a
more thorough analysis, but here we are merely noting certain general features of the
mock electroweak theory). This structure arises here without the need to introduce a
Lagrangian or a custom-built scalar Higgs field φ.
Mass terms such as for equations 7.60 and 7.62, arising in the Standard Model
Lagrangian, are quadratic in the gauge boson fields due to the quadratic composi-
tion (Dµφ)
†Dµφ constructed for the Lorentz invariant initial Lagrangian LH in equa-
tion 7.51. In the present theory the composition of the gauge fields with the compo-
nents of h3O in expressions such as DµL(v27) = 0 has a different structure, linear in
the gauge fields. Here the concept and nature of particle ‘mass’ is yet to be identified,
and will require an understanding of quantisation and physical particle states as will
be described in chapter 11. However the impingement of the ‘internal’ SU(2)2,3 sym-
metry upon the components of the external spacetime tangent space TM4 is expected
to correlate closely with the phenomenology of the massive W± and Z0, involving the
kinematic properties of these gauge boson states in spacetime, and hence accounting
for the short-range nature of the weak interaction. If gauge boson masses may be
obtained through these interactions this raises the question of how further elements of
the present theory might correspond to the Higgs sector of the Standard Model.
In the present theory the Lorentz SO+(1, 3) symmetry acts on the form L(v4) =
(v1)2 − (v2)2 − (v3)2 − (v4)2 = h2 of equation 5.46 with the components of v4 ∈ h2C
embedded in h3O under the SL(2,C)
1 ⊂ E6 subgroup action. In a suitable choice of
frame a Lorentz 4-vector can be expressed as v4 = (v
0, 0, 0, 0) which in turn can be
written as
h2 =
 v0 0
0 v0
 (8.72)
that is with the three components v1 = v2 = v3 = 0 in equations 8.4 and 8.5. This 4-
vector is invariant under the SU(2)1 ⊂ SL(2,C)1 transformations h2 → Sh2S†, which
preserve the form of equation 8.72, with the type 1 rotations S ∈ SU(2)1 ⊂ SL(2,C)1
generated by {R˙1zl, R˙1xz, R˙1xl}; that is the subset of Lorentz generators in equation 6.57
leaving the t ≡ v0 component in equation 6.58 fixed.
As described in section 7.2 for the Higgs sector an SU(2) custodial symmetry
originates as a subgroup of the SO(4) symmetry of the form of the potential V (φ) =
f(φ21 + φ
2
2 + φ
2
3 + φ
2
4) implicit in equation 7.53. The vacuum value of the Standard
Model Higgs field can be expressed in terms of the bi-doublet Φ of equation 7.64 in
the form of equation 7.68, that is with 〈Φ〉 = 12
(v 0
0 v
)
, which is invariant under the
transformations 〈Φ〉 → L〈Φ〉L† with L ∈ SU(2)L+R, where SU(2)L+R is the custodial
symmetry, highlighting the close similarity to the symmetry of a given Lorentz 4-vector
h2 ∈ h2C such as that in equation 8.72 in the present theory.
Rather than a Higgs complex doublet field φ and Lagrangian LH with ‘acciden-
tal’ global SO(4) symmetry (for g′ → 0), here we have the Lorentz 4-vector v4 with an
external SO+(1, 3) symmetry for the form L(v4) = h
2 which is ‘spontaneously broken’
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by the non-zero particular projected value of v4 ∈ TM4. Here the value v0 6= 0 in
equation 8.72 is simply the magnitude of the Lorentz 4-vector v4, projected out of the
components of v27 ∈ h3O, onto the tangent space TM4; without the need for a ‘Mex-
ican hat potential’ such as equation 7.53 to provide the mechanism for ‘spontaneous
symmetry breaking’ and induce a non-zero ‘vacuum value’ for the field. This choice of
vacuum value for v4 ∈ TM4 is in addition to the E6 symmetry breaking through the
necessary choice of a Lorentz subgroup SL(2,C)1 ⊂ E6 associated with the external
spacetime and as explored in the earlier sections of this chapter.
Here the Lorentz symmetry itself, expressed with h2 = v4 ·σ4 as h2 → Sh2S†
in equation 7.30 and 7.31, is reduced to the choice of S ∈ SU(2)1 ⊂ SL(2,C)1
for a particular 4-vector v4 ∈ TM4, as a close analogy to the custodial symmetry
SU(2)L+R ⊂ SU(2)L× SU(2)R for the Higgs case as described following equation 7.68.
However the present theory may need to be developed beyond the model based on
the SU(2)2 × U(1)2 symmetry towards a more standard SU(2)L × U(1)Y electroweak
theory before a more precise correlate of the ‘custodial symmetry’ might be identified.
In the Standard Model electroweak theory three of the four SU(2)L × U(1)Y
generators are spontaneously broken since they change the vacuum expectation value
of the Higgs field (〈φ〉 in equation 7.54 or 〈Φ〉 in equation 7.68), while maintaining the
minimum of the Higgs potential (V (φ) in equation 7.53 or V (Φ) in equation 7.65). The
three degrees of freedom of the Higgs field associated with the broken generators give
rise to the mass terms for theW± and Z0 gauge bosons in the Lagrangian. Fluctuations
around the vacuum v+H(x) in the fourth degree of freedom are associated with a mass
term for the Higgs scalar particle, which is also proportional to the vacuum value of
v ≃ 246 GeV, as described shortly after equation 7.62. The unbroken U(1)Q generator
Q leaves both 〈φ〉 and V (φ) invariant, with the vacuum carrying zero electric charge,
as described just after equation 7.54.
In the present theory, while the v4 ∈ h2C vacuum value of equation 8.72 is also
invariant under the U(1)Q symmetry, in fact with the S––
1
l action leaving all components
of h2C ⊂ h3O unchanged, the SU(2)2 ×U(1)2 generators associated with the W˜±µ and
Z˜µ fields mix the v4 components in h3O such that |v4| is not invariant, unlike the case
for V (φ) in the standard electroweak theory as described above. While here we are
dealing with a mock theory the possibility of associating three of the four degrees of
freedom for δv4(x) (in particular for the spatial components {v1(x), v2(x), v3(x)}) with
longitudinal components for the gauge bosons and hence masses for the W˜± and Z˜0
particles may assist in the identification of the physical SU(2)L × U(1)Y electroweak
theory within the present framework. In any case here fluctuations in the Lorentz scalar
magnitude |v4| (closely related to variation in the remaining temporal component
v0 + H˜(x)) will be associated with the Higgs field and corresponding massive boson
particle state. That is, H˜(x) ∼ δ|v4(x)| in the present theory is provisionally correlated
with the scalar field H(x) in the Standard Model.
In the full dynamical quantum theory it will of course be necessary to explain
how the phenomenology of the Standard Model Lorentz scalar Higgs field and particle
state, as observed in the laboratory, may be derived in detail from the components of
the fundamental 4-vector field v4, which will be referred to in this context as a ‘vector-
Higgs’. This structure brings to mind other models for which there is no fundamental
Higgs scalar field, with the latter for example composed out of fermion states. Hence
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here we briefly review some of the properties of technicolor models ([57, 58], see also
[46]) for comparison and contrast with the present theory.
For QCD with two flavours QL,R =
(
u
d
)
L,R
in the massless fermion limit the
manifold of vacuum states, that is the 2× 2 matrix of scalars 〈QLQR〉 6= 0, breaks the
global symmetry of the Lagrangian resulting in three Goldstone bosons corresponding
to the three pion states π± and π0. Coupling the quarks to SU(2)L × U(1)Y this
gauge symmetry is broken by the vacuum since the SU(2) only couples to the left-
handed fermions, while a U(1)Q gauge symmetry is preserved. The symmetry breaking
generates masses for the corresponding W± and Z0 gauge bosons which are, however,
too small compared to the empirical values since the pion decay constant fπ is only
around 93 MeV.
Motivated by these observations and difficulties associated with a fundamental
scalar Higgs in the Standard Model, a new strongly interacting sector of fermions
called ‘techniquarks’ is postulated which couple to a new ‘technicolor’ gauge symmetry
SU(N)tc. The techniquarks TL,R =
(U
D
)
L,R
also transform under SU(2)L × U(1)Y but
are singlets under the standard colour symmetry SU(3)c. Scalar combinations of T
and T condense in the vacuum owing to the new strong technicolor interaction. As
for the QCD case above the vacuum state is termed a ‘condensate’ by analogy with
phenomena in condensed matter physics, and in particular the formation of BCS pairs
of electrons in superconductivity.
For such a model the technipion decay constant may be taken to be FΠ ≃
246 GeV to replicate the masses of the W± and Z0 as previously obtained with a
scalar Higgs sector. The Standard Model relation MW /MZ = cos θW of equation 7.62
is also reproduced. The techniquark Lagrangian includes kinetic terms of the form:
Ltc ∼ TL,R γµ(∂µ + igNGtc µ + igWµ + ig′Bµ)TL,R (8.73)
with technicolor gauge field Gtc µ and coupling gN as well as the SU(2)L × U(1)Y
gauge fields and couplings. In the quantum field theory masses for the W± and Z0
gauge bosons are generated by the corrections introduced into the corresponding gauge
boson propagators through the interaction terms in equation 8.73, with massless tech-
nipions effectively appearing as the longitudinal components of massive W± and Z0
bosons. The low energy behaviour can be described by an effective phenomenological
Lagrangian for the vacuum expectation value Ψ(x) = 〈TLTR〉 6= 0 with:
LΨ ∼ F 2Π tr(DµΨ†DµΨ) (8.74)
For the two techniquark model the scalar Ψ(x) is a 2× 2 matrix which plays the role
of the scalar doublet of Higgs fields. The form of equation 8.74 is analogous to the
kinetic term in the Higgs Lagrangian in the form of equation 7.66 for the bi-doublet
field Φ(x).
Masses for ordinary quarks and leptons are introduced by replacing the scalar
Higgs in the Standard Model Yukawa terms of equation 7.69 by techniquark bilinears
resulting in 4-fermion interactions with quartic terms such as the scalar:
L ∼ QL (12TLTR)QR (8.75)
Here QL,R are ordinary quarks which gain mass when the techniquarks form a conden-
sate 〈TLTR〉 6= 0. A suitable variety of quartic interactions and coupling parameters
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are needed to reproduce the empirical values for the standard quarks and leptons.
Higher-order Lagrangian terms such as 6-fermion interactions may also be considered.
As a theory of electroweak symmetry breaking without a fundamental scalar
Higgs the above technicolor model has some resemblance with the present theory. The
structure of the 2×2 scalar condensate 〈TT 〉 as composed out of fermions indeed bares
some resemblence to the spinor decomposition of the vector h2 = χχ
† + φφ† of equa-
tion 7.32. However the latter expression merely represents the algebraic substructure
within the components of h2 without the need of a new technicolor interaction with
gauge group SU(N)tc to condense fermions into a single object. Hence for the present
theory the association of the scalar Higgs with the scalar magnitude |v4| of the ‘vector-
Higgs’ v4 ≡ h2 is analogous to technicolor models with a scalar condensate composed
of a new set of fermions, in that in both cases the need to postulate a fundamental
scalar Higgs field is avoided. The absence of any observation of states belonging to a
technihadron spectrum rules out a number of technicolor models.
Unlike the case of the Standard Model for the present theory the mass for the
W± and Z0 states is expected to arise from terms in DµL(v27) = 0 which are linear in
the gauge fields, as suggested in part by the relative couplings listed in equation 8.71
and described earlier in this subsection. These gauge field interaction terms are in fact
similar in structure to those of the Lagrangian of equation 8.73 and hence the origin
of the gauge boson masses in the present theory also resembles the corresponding
structure of the technicolor model. At a suitably low energy scale the present theory
might also be compatible with an effective Lagrangian term quadratic in the gauge
fields similar to equation 8.74 for the technicolor case.
An origin for the masses of the fermion states in the present theory is also
required, as a correlate of the ‘Yukawa interactions’ introduced in the Standard Model
Lagrangian. As described above for the W± and Z0 gauge bosons, mass terms for
the fermions might also be expected to involve a form of coupling with the external
components v4 ∈ h2C ⊂ h3O, which have been shown to exhibit properties analogous
to those of the Standard Model Higgs field. The expression of the full form of L(v27) =
1 as the determinant of X ∈ h3O matrices, as written out in equation 6.28, includes
the terms p|b|2, m|c|2 and n|a|2. With the projected components on TM4 related under
L(v4) = h
2 in equation 5.46 and adopting the v4 ≡ h2 components of equation 8.72
with v0 = h embedded within h3O as for equations 8.4 and 8.5 the determinant can
be written as:
det(X ) = h2n− h|b|2 − h|c|2 − n|a|2 + 2Re(a¯b¯c¯) = 1 (8.76)
The b, c internal components of h3O hence have a multiplicative ‘coupling’ with the
vacuum value h from the components of v4 in the form h(bb¯+cc¯). These are analogous
to the Yukawa coupling terms between the Higgs field and fermion fields in Standard
Model Lagrangian of equation 7.69. This suggests that the fermion masses may be
proportional to h, in a similar way that they are proportional to the Higgs field vacuum
value v, equation 7.70, in the Standard Model.
Since L(v27) = 1 is invariant under the transformations of E6, and hence
also under the external and internal subgroups, in the dynamics of the theory the
actual mass terms may correspond to gauge invariant expressions as for the case of
the Lagrangian approach. Possible quartic or higher-order terms within a higher-
dimensional form of L(v) = 1 as a source of mass for the standard fermions, considered
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towards the end of section 9.2, are also analogous to the technicolor Lagrangian terms
of the form of equation 8.75, at least with regard to their non-standard quartic nature.
As for the case of the massive gauge bosons, for which quadratic mass terms
do not arise in the basic elements of the present theory as discussed above, ultimately
comparison between this theory and the Standard Model should be made at the level
of empirical phenomena rather than a Lagrangian, which in any case is absent in the
present theory. In addition to the field dynamics the role of mass in the calculations of
quantum field theory and its relation to ‘renormalisation’ and physical particle states
as studied in high energy physics experiments will need to be understood, as will be
discussed in chapter 11.
Although only one generation of fermions has so far been considered in relation
to the components of h3O, in the discussion following equation 8.31 in subsection 8.3.1
it was hinted that for the full theory the existence of three generations of physical
fermion states might ultimately be correlated with the existence of three types of
SL(2,O) ⊂ E6 subgroup action, as introduced in equations 6.32–6.35. From this per-
spective, given the asymmetric structure of the three terms hbb¯, hcc¯ and naa¯ with
respect to h in equation 8.76, and the need for renormalisation in the full theory, it
is possible that the physical mass eigenstates of empirically studied particles will not
be aligned neatly with the type a = 1, 2 and 3 spinor θa components of h3O. Instead
the choice of the external v4 ∈ h2C ⊂ h3O may be skewed relative to the three gen-
erations of physical fermions, which may each then be related to v4 via a continuous
(defined in [38] p.127, as alluded to here after equation 6.35) rather than discrete type
transformation, leading to the spectrum of masses observed for the leptons and quarks.
In the Standard Model the phenomena of CKM mixing in the quark sector
relates to a mismatch between weak interaction and mass eigenstates as was reviewed
in section 7.2. In this section we have established a correlation between the weak
interaction and the subgroups SU(2)2 and SU(2)3 of E6 in the context of the present
theory. If the mass states of three generations of quarks are skewed into the components
of h3O via a continuous type transformations as described above this contrasts with the
charged weak interaction of the W˜± gauge bosons associated with the SU(2)2,3 actions
which constitute a discrete type complement to the external SL(2,C)1 symmetry. This
structure hence provides a possible basis for the mismatch between weak and mass
eigenstates responsible for the CKM mixing between three generations of quarks, with
a similar structure accounting for neutrino oscillations in the leptonic sector.
As described earlier the transformations for the symmetry group SU(3)c ⊂ E6,
generated by {A˙q, G˙l}, act on each of the three a, b, c ∈ O components of h3O in ex-
actly the same way, in manner that is independent of both discrete and continuous type
transformations (as contrasted with the SU(3)s actions after equation 8.32). In the
present context this symmetry of the SU(3)c action on the three octonion components
in h3O, together with its independence from the SL(2,C)
1,2,3 and S1,2,3l transforma-
tions, is likely to be physically relevant for the observation of three generations of
fermions, at least for the quark content and the corresponding phenomena of CKM
mixing between generations with each of the three generations of quarks subject to an
identical coupling to the SU(3)c strong interaction gauge bosons.
However while the existence of three generations of fermions may ultimately
be correlated with the three types of embedding of the θ1,2,3 components in h3O,
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as presumed for the discussion above, a somewhat larger space will be required to
explicitly house all of the degrees of freedom, as we shall explore in the following
chapter. The expansion of the form of temporal flow L(v) = 1 will be accompanied
by a corresponding expansion of the group of symmetry transformations, opening up
the possibility of identifying an internal SU(2)L × U(1)Y symmetry matching all the
properties of the Standard Model.
Finally in this section we consider further possible candidates for the Standard
Model SU(2)L gauge symmetry in terms of generators confined to the E6 Lie algebra
in the present theory. We return to {R˙azl, R˙axz, R˙axl, B˙atx, B˙atl, B˙atz} as the three sets of six
generators for SL(2,C)a for each of a = 1, 2, 3 (the a = 1 set was listed in equation 6.57)
with the Lorentz Lie algebra of table 8.1 satisfied in all three cases, as considered in
subsection 8.3.1. In particular we look more generally to construct explicit SU(2)
subgroups out of the collection of 12 generators of this form with a = 2 or 3. These
form a subset of the 16 generators for the sl(3,C)s subalgebra described in equation 8.33
and presented explicitly within table 6.6, taking q = l, including the elements R˙2,3xl and
B˙3tz which do not belong to the preferred 78-dimensional basis for E6.
As for the case of the six generators of the Lorentz algebra, listed equation 6.57
and table 8.1, in the complexified Lie algebra the SL(2,C)2 subalgebra of type 2 is also
isomorphic to SU(2)× SU(2). The generators of these two SU(2)s may be denoted Aa
and Bb, in correspondence with equations 7.21–7.23 and 8.7–8.9 (within the choice of
sign conventions as noted for the latter equations), with:
{A1, A2, A3} = {1
2
(R˙2zl + iB˙
2
tx),
1
2
(R˙2xz + iB˙
2
tl),
1
2
(R˙2xl + iB˙
2
tz)}
and {B1, B2, B3} = {1
2
(R˙2zl − iB˙2tx),
1
2
(R˙2xz − iB˙2tl),
1
2
(R˙2xl − iB˙2tz)}
such that: [iS˙––
1
l , (A
1 ± iA2)] = ±(A1 ± iA2)
and [iS˙––
1
l , (B
1 ± iB2)] = ±(B1 ± iB2)
with the latter two expressions hence describing charge eigenstates. Such eigenstates
might in principle be correlated with charged gauge bosons W˜± as described in the
previous two subsections. A similar analysis follows for the SL(2,C)3 subalgebra of
type 3. In addition to this by using the full set of 12 generators for both SL(2,C)2 and
SL(2,C)3 two further SU(2)s can be identified in the complexified algebra in this case
with Aa and Bb composed as:
A1 =
1√
2
(R˙2zl + R˙
3
zl + iB˙
2
tx + iB˙
3
tx) B
1 =
1√
2
(R˙2zl + R˙
3
zl − iB˙2tx − iB˙3tx)
A2 =
1√
2
(R˙2xz + R˙
3
xz + iB˙
2
tl + iB˙
3
tl) B
2 =
1√
2
(R˙2xz + R˙
3
xz − iB˙2tl − iB˙3tl)
A3 = (R˙2xl + R˙
3
xl + iB˙
2
tz + iB˙
3
tz) B
3 = (R˙2xl + R˙
3
xl − iB˙2tz − iB˙3tz)
(8.77)
However in this case none of the linear combinations (A1 ± iA2) or (B1 ± iB2) is
a charge eigenstate of iS˙––
1
l under the adjoint representation in the complexified E6
algebra. In any case in order to identify a candidate for the SU(2)L gauge symmetry
of the Standard Model a real SU(2) subalgebra of the real form of E6 is required. Such
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a compact real form of SU(2) can be obtained from a combination of the type 2 and 3
rotation generators with:
{J1, J2, J3} = {
√
2(R˙2zl + R˙
3
zl),
√
2(R˙2xz + R˙
3
xz), 2(R˙
2
xl + R˙
3
xl)}
However again here a complex linear combination of J1 and J2 fails to form a charge
eigenstate under iS˙––
1
l . It can also be noted that the third generator J
3 is in fact equal to
−2R˙1xl, by equation 6.46, which is a generator of the type 1 SU(2)1 rotation subgroup
and hence not even independent of the external Lorentz symmetry SL(2,C)1 in terms
of the vector space of generators. A similar observation applies to A3 and B3 in
equation 8.77, and indeed was also noted for the gauge field Z˜µ(x) associated with R˙
1
xl
for the mock SU(2)2 ×U(1)2 theory before equation 8.61. These observations are not
surprising since the Dynkin analysis for the Lie algebra of E6 in section 7.3 suggests that
it is not possible to append any SU(2) subgroup alongside an SL(2,C)×SU(3)×U(1) ⊂
E6 decomposition, as recalled near the opening of subsection 8.3.1.
However, of the possible SU(2) structures examined within the E6 algebra,
which in some sense are complementary to the type 1 Lorentz subgroup SL(2,C)1, the
subgroups SU(2)2 and SU(2)3 are the most promising in terms of properties resembling
the SU(2)L gauge symmetry of the Standard Model, as has been described in this
section. These observations supplement the identification of the subgroup SL(2,C)1 ×
SU(3)c×U(1)Q ⊂ E6 in equation 8.25 which exhibits properties correlating closely with
features of the Standard Model as described in sections 8.1 and 8.2. These observations
also helped motivate the detailed study of the subgroup SU(2)2×U(1)2 in this section
in an attempt to account for aspects of electroweak theory within the scope of the E6
action on the form of L(v27) = 1 in the present theory.
While a number of features of this mock electroweak theory resemble those of
the Standard Model the lack of a complete match, together with the knowledge that the
full Standard Model external and internal symmetry cannot be accommodated within
E6, now motivates the consideration of a higher-dimensional form of temporal flow,
with a higher degree of symmetry, with the goal of incorporating the physical SU(2)L
gauge symmetry. The aim will be to retain the significant traits of electroweak theory
as identified in this section, within the breaking of the E6 symmetry of L(v27) = 1 over
the external spacetimeM4, in developing a higher-dimensional expression. As a further
feature in reconstructing the full details of the Standard Model it will be necessary to
explain how a set of Weyl spinors might be obtained from the a ∈ O ⊂ h3O components
listed in equation 8.28 for the ν-lepton and u-quark states. This will be the topic of
section 9.1. In section 9.2 an explicit higher-dimensional form of L(v) = 1 will be
presented resulting in the identification of both left and right-handed Weyl spinors.
Finally, bearing in mind the need to incorporate three generations of fermions, the
possibility of a further expansion will be described in section 9.3, with the features
of the Standard Model so far identified in the context of the present theory then
summarised.
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Chapter 9
Further Dimensions
9.1 Expanding h3O and Further Weyl Spinors
In aiming towards the identification of a physical SU(2)L symmetry acting on doublets
of SL(2,C)1 Weyl spinors in the present theory we first recall how the symmetry E6
acting on the space h3O relates to lower-dimensional forms of temporal flow expressed
as L(v) = 1. In particular the E6 symmetry of the cubic form det(X ) = L(v27) = 1,
with X ∈ h3O, may be contrasted with the case of taking the full symmetry of L(v) = 1
to be the group Spin+(1, 9) acting on the space h2O, intermediate in size between h2C
and h3O, such that the quadratic form det(X), with X =
(p a¯
a m
) ∈ h2O, is preserved as
the full form of temporal flow. With Spin+(1, 9) being the double cover of SO+(1, 9)
acting on the form L(v10) = 1 this is essentially the model described in section 5.1 as
depicted in figure 5.1. In this case there is an SL(2,C) ⊂ Spin+(1, 9) subgroup, based
on the choice of an imaginary octonion unit such as q = i for equation 6.19, which acts
as the external symmetry of 4-dimensional spacetime upon the subspace h2C ⊂ h2O
with the two-sided action of equation 6.22 similarly as for the 10-dimensional case. This
breaks the set of 45 generators of SL(2,O) ≡ Spin+(1, 9) acting on the space h2O to an
internal Stab2(TM4) set of symmetry operations which here consist purely of transverse
rotations amongst the remaining six imaginary units of the a ∈ O component of h2O.
This is again sufficient to contain SU(3)c × U(1)Q as an internal symmetry group.
Indeed it can be seen from the Dynkin diagram of figure 7.2(b), by removing the
central node with the most connections, that the Lie algebra so(10) has a breaking
pattern to sl(2,C) × su(3)× u(1).
However in the present theory we are not restricted to the consideration of
extra spatial dimensions, which might lead to the study of such a Spin+(1, 9) symme-
try of 10-dimensional spacetime. Here we are dealing with a higher-dimensional form
of temporal flow, allowing the structure of the above paragraph to be augmented to
the group E6 acting as the symmetry of a cubic form on the 27-dimensional space
h3O. This larger structure incorporates three interlocking Spin
+(1, 9) actions, with
associated representations on three spinor spaces θa ∈ O2, for a = 1, 2 or 3, iden-
tified in the additional components as described in section 6.4. Within this struc-
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ture the components of θ1 =
(c
b¯
)
and a within h3O transform under the internal
SU(3)c × U(1)Q ⊂ Stab(TM4) symmetry as a generation of leptons and quarks, with
the appropriate fractional charges, as summarised in equations 8.26 and 8.28 of sec-
tion 8.2. The three-way embedding of SL(2,O) ⊂ SL(3,O) is analogous to the empirical
observation of three generations of leptons and quarks, although it remains to be seen
whether these features do actually correlate.
Further, in augmenting the 2 × 2 matrices in h2O, upon which the symme-
try of 10-dimensional spacetime may be represented, to the 3 × 3 matrices of h3O,
with the structure of a temporal symmetry, Weyl spinor states are identified in the θ1
components of the additional column of this matrix, as listed in equation 8.13, under
the external SL(2,C)1 symmetry. This is analogous to the motivation of the original
Kaluza-Klein theories [11, 12] in which the 4×4 metric gµν describing the gravitational
field is augmented to the case of a 5-dimensional spacetime such that the four compo-
nents Aµ = gµ5 in the extra column of the 5 × 5 metric describe the electromagnetic
field. (This structure was later generalised to incorporate the non-Abelian case in a
larger spacetime with gauge field components ωαa included in the metric, as described
for equation 4.5 in section 4.1). In the present theory we identify fermion states in
the extra temporal components, rather than gauge bosons in the additional metric
components.
For the case of E6 acting on L(v27) = 1 not only is the above set of four
Weyl spinors under the external SL(2,C)1 symmetry identified in the θ1 components,
as described in section 8.1, but they are also seen to be aligned with the internal
SU(3)c × U(1)Q transformation properties of the electron and a triplet of d-quark
states, as described in section 8.2. In the present theory rather than generalising to a
higher-dimensional spacetime here the augmentation is applied to a multi-dimensional
form of temporal flow, the concept of which is further compared and contrasted with
the Kaluza-Klein approach in chapter 5. These temporal structures are not restricted
to a quadratic, or even cubic, form and in principle may be extended to a homogeneous
polynomial form of arbitrary order.
In the previous section we assessed the possibility of identifying the structure
of electroweak theory in the breaking of the E6 symmetry on the components of h3O.
For example the gauge field components corresponding to W˜± and Z˜0 gauge bosons,
identified in a mock electroweak theory based on the SU(2)2 ×U(1)2 ⊂ E6 symmetry,
impinge on the external h2C ≡ TM4 components as described in equation 8.54, which
led to equation 8.71, providing a possible mechanism for identifying gauge boson mass
terms analogous to the standard Higgs sector. In addition the physical W± states of
the Standard Model act as charge raising and lowering transformations in interactions
with left-handed doublets of leptons and quarks, that is
(
ν
e
)
L
and
(
u
d
)
L
respectively
for the first generation of fermions as listed in equation 7.36, where each component
{ν, e, u, d} is a left-handed Weyl spinor under the external SL(2,C) symmetry.
One aim of the present theory has been to derive the spectrum of particle states
of the Standard Model, and in particular the above doublets of left-handed fermions,
from the components of h3O under the broken E6 action. Towards this end the action
of the W˜±µ (x) fields associated with both the SU(2)
2 and SU(2)3 transformations on the
e-lepton and d-quark states, which have already been associated with the components
of θ1 =
(c
b¯
)
through equation 8.26, should serve as a useful guide. As can be seen
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from equations 8.29 and 8.31 the SU(2)2 and SU(2)3 actions mix the components of
θ1 =
(c
b¯
) ∈ O2 with the a ∈ O component. Further, the subcomponents of a transform
in the same way as those of b and c under the internal SU(3)c symmetry, containing a
colour singlet and a colour triplet, and the corresponding elements of a have the correct
electromagnetic charges of 0 and 23 under the U(1)Q generator S˙––
1
l to described the ν-
lepton and u-quark respectively as can be seen in equations 8.27 and 8.28 and reviewed
above. However, as described in table 8.2 under the external Lorentz transformations
of SL(2,C)1 the ‘leptonic’ components of a transform as part of the vector v4 while
the ‘quark’ components a(6) are scalars; and hence these components appear to be
unsuitable to describe fermion states. In this section we focus on the possible means
of constructing these further required spinors.
To see how such spinors may potentially arise and account for the ν-lepton and
u-quark states the 10 real components of X ∈ h2O, embedded in the type 1 location
of h3O as depicted in equations 6.26, 6.29 and 6.32, may be provisionally composed in
terms of the 16 real components of a new object θ1X =
(
r¯
s
) ∈ O2, with r, s ∈ O and
X = θ1Xθ
1
X
†
(9.1)
Hence the vector X is considered to be the square of the spinor θ1X, in the form as orig-
inally presented in equation 6.20. The compatibility relationship between the vector
and spinor actions for the octonion case in equation 6.23 also applies here since the
2× 2 transformation matrices M ∈ SL(2,O)1 are required to have this property:
M XM † =M(θ1
X
θ1
X
†
)M † = (Mθ1
X
)(Mθ1
X
)† (9.2)
In particular this shows that under the Lorentz transformations viaM = S ∈ SL(2,C)1
the components of θ1
X
=
(r¯
s
)
decompose into a set of four Weyl spinors, as is the case
for θ1 =
(c
b¯
)
under the same transformations as described in equations 8.10–8.13.
This hence shows how in principle further left-handed Weyl spinors may be indeed
be identified within the E6 action on L(v27) = 1 by opening up further dimensions
through the decomposition of equation 9.1.
In terms of the real p,m and octonion a, r, s components equation 9.1 can be
written in more detail as:
X =
 p a¯
a m
 = θ1Xθ1X† =
 r¯
s
( r s¯ ) =
 r¯r r¯s¯
sr ss¯
 (9.3)
that is with p = |r|2,m = |s|2 and a = sr (and as may be compared with equation 6.20).
The fact that there are 16 real components of θ1X given the original 10 real components
of X is compatible with the underlying conceptual motivation of the present theory
for which an n-dimensional form of temporal flow, such as L(v27) = 1, is derived given
the original 1-dimensional progression of time, and represents what is essentially a
further generalisation and extension of this idea to a still higher-dimensional structure.
This structure provides a means to identify a set of Weyl spinors from the external
SL(2,C)1 Lorentz action on X which might in principle be associated with physical
particle states.
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We shall consider how these new spinors identified within the components of
θ1
X
may correlate with the first generation ν-lepton and u-quark states, in a similar
way that the e-lepton and d-quark states were identified within the components of
θ1 according to equation 8.26. These fermion states corresponding to SL(2,C)1 Weyl
spinors will be required to be mutually oriented within the components of θ1X and
θ1 with respect to W˜± gauge bosons which mix the corresponding leptonic or quark
states, raising or lowering the electromagnetic charge of the fermion state by one unit.
This SU(2) mixing of Weyl spinors between the components of θ1X and θ
1 should be
analogous to the SU(3)c mixing of the θi,j,k Weyl spinors within the θ
1 components as
described on the left-hand side of table 8.7.
The close relationship between the 10-dimensional vector X ∈ h2O and 10-
dimensional vectors of the form θθ† ∈ h2O is also exhibited by the 10-dimensional
Lorentz inner product in the final term of equation 6.27 for det(X ) with X ∈ h3O. The
10-dimensional type 1 Lorentz transformations SL(2,O)1 leave both terms of det(X ),
that is both det(X)n and 2X ·(θ1θ1†), invariant. However the subgroups SU(2)2,3 ⊂ E6
mix the components of these two terms, as well as mixing components between X and
θ1, and it is these properties which might be studied in order to describe for example
a u↔ d-quark interaction in terms of θ1
X
↔ θ1 components.
Substituting the θ1
X
=
(r¯
s
)
components r and s in place of p,m and a from
equation 9.3 into the expression for det(X ) in equation 6.28 leads directly to:
det(X ) = |r|2|s|2n− |r|2|b|2 − |s|2|c|2 − n|sr|2 + 2Re(r¯s¯b¯c¯) (9.4)
Since for any r, s in the division algebra O we have |s||r| = |sr| the first and fourth
terms above cancel, leaving a quartic expression in r, s, b, c ∈ O. Hence in principle
equation 9.4 describes a homogeneous form L(v) = 1 with 32 dimensions, namely the
real components of {r, s, b, c} ∈ O, with a symmetry group deriving from the action of
E6 on L(v27) = 1.
However, one significant difference between any elements X ∈ h2O and θ ∈
O
2 with θθ† ∈ h2O is that in the former case det(X) ∈ R may take arbitrary real
values while in the latter case we necessarily have det(θθ†) = 0, as was described in
equation 6.21. This can be seen here from the right-hand side of equation 9.3 for
which det(θ1Xθ
1
X
†
) = |r|2|s|2 − |r|2|s|2 = 0, for any θ1X =
(
r¯
s
)
, and accounts for the
cancellation of the two quintic terms in equation 9.4. It also clearly implies that the
decomposition of X as suggested in equations 9.1 and 9.3 is not possible for the general
case if det(X) 6= 0.
This apparent incompatibility may be remedied by further generalising equa-
tions 9.1 and 9.3 by introducing an additional spinor φ1
X
=
(r¯′
s′
) ∈ O2, with identical
transformation properties as the original θ1
X
in equation 9.2, such that:
X = θ1
X
θ1
X
†
+ φ1
X
φ1
X
†
(9.5)
with M XM † = M(θ1
X
θ1
X
†
)M † + M(φ1
X
φ1
X
†
)M †
= (Mθ1
X
)(Mθ1
X
)† + (Mφ1
X
)(Mφ1
X
)† (9.6)
This introduces a further 16 real parameters in φ1
X
which transform as a further set
of four Weyl spinors under the Lorentz actions with M = S ∈ SL(2,C)1. The value
of det(θ1Xθ
1
X
†
+ φ1Xφ
1
X
†
) ∈ R may now be compatible with the determinant of X in the
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general case. This is analogous to the case of the 4-dimensional Lorentz vector de-
composition in equation 7.32, with the spinor substructure of the vector X potentially
providing a source of microscopic physical structure, as suggested after equation 7.32
for the 4-vector field v4(x). The form of X in equation 6.1 and det(X ) in equation 6.27
when substituting in equation 9.5 become:
X =

|r|2 + |r′|2 r¯s¯+ r¯′s¯′ c
sr + s′r′ |s|2 + |s′|2 b¯
c¯ b n
 ∈ h3O (9.7)
det(X ) = det(θ1Xθ1X† + φ1Xφ1X†)n + 2(θ1Xθ1X† + φ1Xφ1X†) · (θ1θ1†) (9.8)
Here the first part of the expression for det(X ) contains quintic terms, which now
do not cancel in general as they did in equation 9.4, while the second part contains
further quartic terms. This expression hence represents an inhomogeneous polynomial
form, and hence deviates from the form of L(v) = 1 in equation 2.9 of section 2.1
on incorporating a further higher-dimensional dissolving of specific components, such
as those of X above. The potential physical consequences of such a mathematical
possibility in relation to the original homogeneous form of L(v27) = 1 requires further
clarification. While such inhomogeneous expressions may be explored upon examina-
tion they appear indeed inconsistent with the underlying conceptual basis employed
in deriving equation 2.9, as relating to infinitesimal intervals of temporal flow δs. On
the other hand expressions such as equation 9.8 may represent an intermediate step
towards the derivation of a higher-dimensional homogeneous form, such as a purely
quintic expression for L(v) = 1, as will be proposed hypothetically in section 9.3 in
the light also of the physical motivation described below.
The need to generalise from equation 9.1 motivated the introduction of a combi-
nation of spinors, θ1
X
and φ1
X
, in equation 9.5. This latter expressionX = θ1
X
θ1
X
†
+φ1
X
φ1
X
†
,
with θ1
X
and φ1
X
having identical transformation properties under the external and inter-
nal symmetry actions, suggests that for example the first generation u-quark and the
second generation c-quark states might be accommodated in the θ1X and φ
1
X components
respectively.
As described in the previous section the SU(2)2,3 ⊂ SL(2,C)2,3 actions indi-
cated in equation 8.31 transform the octonion components (a)↔ (b, c) in a seemingly
asymmetric way. Hence, with a = sr from equation 9.3, a combination of Σ˙(2)± and
Σ˙(3)±, of equations 8.37 and 8.68, appear to be needed in order to transform any of
the four Weyl spinors located in the components of θ1 =
(c
b¯
)
into the doublet partner
located within the corresponding components of θ1
X
=
(r¯
s
)
.
Together the observations of the above two paragraphs suggest the possibility
of a Cabibbo-like mixing between the first two generations of quarks. Empirically the
gauge action SU(2)L mixes the quark states (u)↔ (d cos θc+ s sin θc), where s denotes
the strange quark and θc is the Cabibbo angle which may be generalised to the full
CKM matrix for three generations, as described towards the end of section 7.2. In
the Standard Model the coupling between the first and third quark generations is very
small. In the present theory quark exchanges via the W˜± bosons associated with the
SU(2)2,3 symmetry may open up a full set of possible states associated for example with
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X = θ1Xθ
1
X
†
+φ1Xφ
1
X
†
+ψ1Xψ
1
X
†
, further augmenting equation 9.5 and lifting the degeneracy
to a complete set of three generations interacting via a CKM-like mixing, although a
similar degeneracy will also need to be identified relating to the θ1 components. In
principle this offers a possible means of accommodating three generations of fermions
into the theory which may not relate directly to the existence of the three types of
SL(2,O) embedded within SL(3,O) as described in equations 6.32–6.35.
The full study of these phenomena, as discussed in the previous subsection,
will require the identification of each of the physical mass states, as observed in the
laboratory, in relation to the components of θ1 =
(
c
b¯
)
and θ1X =
(
r¯
s
)
for example. Around
equation 8.76 it was proposed that fermion masses will relate to the degree of coupling
with the scalar magnitude |v4| = h, and in particular the ‘vacuum value’ of h in the
projection of v4 ∈ TM4, by analogy with Higgs phenomena in the Standard Model.
Since terms containing both the a ∈ O and the v0 = h components of X ∈ h3O do not
appear in det(X ) in equation 8.76 an explicit higher-dimensional form of L(v) = 1,
such as introduced in the following section, may be needed for further study of possible
mass terms. On the other hand composition with the scalar field n(x), such as for the
|a| term in equation 8.76, might also provide a source of fermion mass terms.
With the possible generalisation of equation 9.5 and the above weak interac-
tions in mind it is also necessary to determine the internal SU(3)c ×U(1)Q symmetry
transformations of the θ1X components, with similar transformations implied for φ
1
X .
The SO(8) ⊂ SL(3,O) subgroup can be generated by the composition of 3×3 matrices
M(1) of type 1 in the form of equation 6.49 based on the 2 × 2 matrices M = (q 00 q¯).
Acting via the conjugation X → MXM † on X in equation 9.3 the component a ∈ O
transforms under the vector representation of SO(8) while the θ1
X
components s ∈ O
and r ∈ O transform individually via the spinor and dual spinor representations of
SO(8) as can be seen via equation 9.2.
These three 8-dimensional representations are mutually related through triality
maps described in the opening of section 6.1 and around equation 6.50 – the triality
structure in the present mathematical context is also described in more detail in ([38]
pp.77–80 and 120–126). Further, elements of the G2 ⊂ SO(8) octonion automorphism
subgroup transform the vector, spinor and dual spinor, here represented by the octo-
nions a, s and r respectively, in precisely the same way via symmetric, left and right
multiplication by the same sequence of octonions. This property of termed ‘strong
triality’ in ([38] p.123).
Hence under the colour gauge symmetry SU(3)c ⊂ G2 ⊂ SO(8) each of the
octonion components of θ1
X
=
(r¯
s
)
transform in the same way as the component a, and
hence also in the same way as the octonion components of θ1 =
(
c
b¯
)
. This means that
the four Weyl spinors, obtained from the reduction of θ1X under the external SL(2,C)
1
action, transform as a leptonic singlet and quark triplet under the internal SU(3)c, just
as is the case for θ1 as summarised in equation 8.19. There then remains the question
of how the U(1)Q charges for the θ
1
X Weyl spinors compare to those for the θ
1 Weyl
spinors deduced for equation 8.26.
The electromagnetic U(1)Q generator S˙––
1
l is contained in the group SO(7) ⊂
SO(8) ⊂ SL(2,O)1, but unlike the SU(3)c generators {A˙q, G˙l} it is not contained
within the subgroup G2 ⊂ SO(7). Although S˙\1l = S˙1l the simpler unnested single
group action S\1l of equation 6.43 is not used here since it is not constructed as a
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‘compatible’ action in the sense of equation 6.23 or 9.2. We hence employ S1l as a
member of the preferred basis incorporated into the E6 Lie algebra composition as
discussed following equation 6.43.
The group action of S1l (α) on the components ofX =
(
p a¯
a m
)
and θ1X =
(
r¯
s
)
may be
determined from table 6.2 and equation 6.39 together with table 6.1 and equation 6.24
as the type 1 nested compositions:
X → R1il,i(α) ◦R1jl,j(α) ◦R1kl,k(α)X(
p a¯
a m
)
→
Mil,i2(Mil,i1(Mjl,j2(Mjl,j1(Mkl,k2(Mkl,k1
(
p a¯
a m
)
M †kl,k1)M
†
kl,k2)M
†
jl,j1)M
†
jl,j2)M
†
il,i1)M
†
il,i2
θ1X → R1il,i(α) ◦R1jl,j(α) ◦R1kl,k(α) θ1X(
r¯
s
)
→ Mil,i2(Mil,i1(Mjl,j2(Mjl,j1(Mkl,k2(Mkl,k1
(
r¯
s
)
))))) (9.9)
where the expression for the θ1X transformation is a consequence of equation 9.1 or 9.5
together with the compatibility of the S1l (α) action as defined in equation 6.23 or 9.2.
The following notation for the 6 nested actions, with factors of ±1 accumulated into
the initial negative signs, is introduced to simplify subsequent equations:
N6( ≡ −(il cos α
2
+ i sin
α
2
)
(
il
(
(jl cos
α
2
+ j sin
α
2
)
(
jl
(
(kl cos
α
2
+ k sin
α
2
)
(
kl
)N †6 ≡ −kl
)
(kl cos
α
2
+ k sin
α
2
)
)
jl
)
(jl cos
α
2
+ j sin
α
2
)
)
il
)
(il cos
α
2
+ i sin
α
2
)
From equations 9.9 the three octonion components a, s and r then transform under
S1l (α) in the manner (as may be compared with equation 6.50):
a → N6(a)N †6
s → N6(s)))))
r¯ → N6(r¯)))))
hence r → (((((r)N †6
(9.10)
While here we have symmetric, left and right multiplication on a, s and r
respectively by the same sequence of octonions, as described by ‘N6(’ and ‘)N
†
6 ’, these
three actions are not mutually related by triality since they do not describe the same
transformation on O. Indeed since the action S1l (α) is not part of the G2 ⊂ SO(8)
subgroup it does not exhibit the property of ‘strong triality’, but rather participates
in the SO(8) triality structure collectively when further generators are considered.
Taken at face value equations 9.10 imply that the electric charge identified with
S˙––1l for the r¯, s components here hence differs from that for the a component. This
is an undesirable feature which means that the
( 0
2/3
)
charge structure observed for
the component parts of a under S˙––1l in equations 8.27 and 8.28, as sought for ν-lepton
and u-quark fermion states, has apparently been lost for the set of SL(2,C)1 Weyl
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spinors in θ1
X
=
(r¯
s
)
. In fact, as expected from the compatibility of the S1l group action,
the U(1)Q transformations of the spinor θ
1
X
=
(r¯
s
)
are identical to those of the spinor
θ1 =
(
c
b¯
)
and hence both spinors possess the same S˙––1l charge values of 1 and
1
3 , as
described for equation 8.26, which have been associated with the e-lepton and d-quark
states. Indeed, as implied in the discussion around equation 9.2, the components of θ1X
transform in precisely the same way as those of θ1 under the action of the subgroup
SL(2,C)1 × SU(3)c ×U(1)Q ⊂ SL(2,O)1 owing to the compatibility requirement of all
M ∈ SL(2,O) group transformations.
A possible solution would be to maintain the same S1l (α) action on X while
redefining the transformation properties of θ1
X
under the U(1)Q subgroup. That is, with
X → θ1
X
θ1
X
†
in equation 9.1 or 9.5, on expanding the 10-dimensional space for X to
the 16-dimensional space for θ1
X
there is a degree of redundancy in the transformation
properties of θ1
X
under U(1)Q provided X transforms in the same way. While equa-
tion 9.9 represents the simplest assumption for the action of S1l (α) on the components
of θ1X , based on the notion of compatibility in equation 9.2, in principle there may be
further choices such as:
X → N6(12 X 12 )N †6
= N6(12 θ
1
Xθ
1
X
†
12 )N
†
6
with θ1
X
→ N6(12 θ1X)N †6 (9.11)
rather than θ1X → N6(12 θ1X), although with care needed to take into account the non-
associative properties of octonion composition. On employing equation 9.11 in place
of equation 9.10 the action of the U(1)Q symmetry S
1
l (α) on a, s, r ∈ O would be
expressed uniformly as:
a → N6(a)N †6
s → N6(s)N †6 (9.12)
r → N6(r)N †6
Hence in this case the
( 0
2/3
)
charge structure of a under S˙––1l would also apply
to the r, s ∈ O components of θ1
X
. These U(1)Q charges for θ
1
X
are here contrived
by inserting further nested N
(†)
6 actions for θ
1
X
(†)
in the appropriate places for equa-
tion 9.11. However the introduction of the 16 real component object θ1X =
(r¯
s
)
itself,
obtained from the 10 real component object X in equation 9.1, is contrived and defined
in order to construct a possible set of doublet partners for the θ1 =
(c
b¯
)
components
under the action of W˜± charge raising and lowering operators. With physical states
associated with definite representations under the Lorentz symmetry of 4-dimensional
spacetime M4, such as the above Weyl spinors within θ
1 and θ1
X
, the purpose here is
to demonstrate the mathematical possibility of recovering weak interactions between
fermions, such as those mediated via W˜± gauge bosons, from within the present theory.
A mathematical justification for transformations such as those of equation 9.12 might
ultimately be sought within a natural higher-dimensional homogeneous form L(v) = 1.
Hence θ1X =
(r¯
s
)
provisionally describes a possible mathematical construction
which possesses the appropriate transformation properties under the external symme-
try SL(2,C)1 and internal symmetry SU(3)c×U(1)Q to represent the neutral ν-leptons
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and charge-23 u-quarks. These latter states are related to the charge-1 e-leptons and
charge-13 d-quarks of θ
1 =
(c
b¯
)
via W˜± interactions. The relation between the fermion
states and the unit charge raising and lowering action of the W˜± oriented with respect
to the θ1
X
components serves to mutually motivate and aid the determination of both
the Weyl spinor states and the internal gauge symmetry. From this point of view, with
X ∈ h2O composed in the form of equation 9.5, the W˜± and Z˜0 may derive from a
weak SU(2)×U(1) action which is less directly related to the SU(2)2,3 ×U(1)2,3 ⊂ E6
subgroups than suggested in the previous section.
To conclude the above discussion, while equation 9.5 describes a possible way
to include the required further Weyl spinor states there are several questions which
remain to be resolved – these include the means by which equation 9.8 might be
incorporated into a higher-dimensional homogeneous form of L(v) = 1 with a larger
symmetry group incorporating an appropriate electroweak SU(2)L × U(1)Y subgroup
action and the means by which the electromagnetic charges for the ν-lepton and u-
quark states may be retained from the S˙––1l action on the components of the original
a ∈ O component of h3O. Further, while here we are working at the level of the
basic group and representation structure, a leading question in the full theory will be
to understand the nature of physical particle states in general, and in particular for
the gauge bosons, three generations of fermions and also a Higgs state as empirically
observed.
The above identification of fermions by opening up the 10-dimensional vector
X ∈ h2O according to equation 9.5 can similarly be applied to the 4-dimensional
Lorentz vector h2 ∈ h2C, for the subspace h2C ⊂ h2O, according to the decomposition
of equation 7.32. This latter Weyl spinor substructure of the vector h2 = χχ
† + φφ†
in terms of the spinors χ, φ has some analogy with composite Higgs and technicolor
models in which fermion states are combined in scalar condensates in the vacuum,
hence replacing the fundamental scalar Higgs of the Standard Model, as reviewed in
subsection 8.3.3. Here opening up the h2 ∈ h2C components to form spinors in this
way incorporates the a1,l components of equations 8.27 and 8.28, leaving the set of
SL(2,C)1 Lorentz scalars in a(6) which transform under the internal SU(3)c × U(1)Q
symmetry as a colour triplet of u-quarks. In principle each of the three scalars ail,i, ajl,j
and akl,k of equation 8.28 might be composed in terms of a suitable scalar product of
Weyl spinors of the form χ†χ with the aim of describing the fermion nature of u-quarks
under the external symmetry.
These spinor decompositions involve C or H subalgebras of a ∈ O. Hence,
in comparison with equation 9.11, an extra intermediate factor of the form e−lβelβ
might be inserted for the decomposed vector h2 → χχ† in augmenting the S––1l (α)
action, to ensure the charge neutrality of the candidate neutrino states, avoiding any
complication due to the non-associative nature of the octonions. With the possibility
of a similar insertion for the u-quark states in principle the U(1)Q charges under S––
1
l
of
(
0
2/3
)
, as originally found for the
(a1,l
a(6)
)
components in equation 8.28, might be
maintained under the spinor decomposition of these components which might hence
indeed be associated with
(ν
u
)
fermion states. Again, while such a structure might be
mathematically contrived as a proof of principle, ultimately the aim will be to account
for the external and internal symmetry properties of all Standard Model fermion states
in a natural manner in the components of a higher-dimensional homogeneous form of
221
L(v) = 1.
In keeping the
(ν
u
)
particle type interpretations aligned with the
(a1,l
a(6)
)
com-
ponents in this way, based on the spinor decomposition of h2 ∈ h2C (unlike the case
for the collective decomposition X → θ1
X
θ1
X
† ∈ h2O as originally considered in equa-
tion 9.1), also suggests that exchanges with the corresponding doublet partners
(e
d
)
in the components of θ1 might be mediated by W˜± states closely associated with the
SU(2)2,3 ⊂ E6 actions as described in section 8.3 for the mock electroweak theory.
Based on the {1, l} base units these SU(2)2,3 actions preserve the 4-way decompo-
sition of octonion components as listed in equation 8.30 for the transformations be-
tween the a, b, c ∈ O components of h3O of the kind described in equations 8.29 and
8.31. This is consistent with an electroweak SU(2) gauge symmetry action on indepen-
dent lepton and quark doublets as accommodated respectively within the {1, l} and
({il, i}, {jl, j}, {kl, k}) components of both a and θ1 = (cb¯).
In particular the neutrino state is associated with the a1,l components, which
also form part of the 4-vector h2 ∈ h2C as projected onto the external spacetime TM4.
In the present theory the scalar degree of freedom |h2| =
√
det(h2), or an alternative
scalar combination of the spinor components χ, φ in the implicit substructure of h2
described above, will provide a candidate for the origin of the observed Higgs particle as
described in subsection 8.3.3. This apparent inconsistency with the degrees of freedom
of h2 ∈ h2C seemingly required to play a double role as the correlate of both the
neutrino and the Higgs will be resolved in the following section.
The approach of the present theory is to gently coax the known properties of the
Standard Model out of the symmetry breaking structures of forms of L(v) = 1 over the
base manifold M4, with an awareness of the known empirical features while being con-
scious of not contriving them ultimately for the complete theory. However the possibil-
ity of contriving an augmented structure based on the components of a ∈ h3O under the
E6 action transforming as a ν-lepton and u-quark under SL(2,C)
1×SU(3)c×U(1)Q ⊂
E6, as described in this section, and with the further possibility of incorporating a sec-
ond and third generation through additional spinors such as described for equation 9.5,
is at least consistent with the possibility that a higher-dimensional form of L(v) = 1,
for example with an E8 symmetry as will be considered in section 9.3, might naturally
contain these structures. Similarly the empirical properties of left and right-handed
spinors, as we recap below, will contribute to the motivation for the study of an E7
symmetry of a higher-dimensional form of time in the following section.
In the Standard Model Lagrangian each fermion kinetic term, such as equa-
tion 7.39, or interaction term, such as equation 7.77, contains either left or right-handed
fermion states, while the Yukawa or Dirac mass terms combine opposite chiralities, as
for example in equations 7.69 or 7.74. In all cases the operators PL =
1
2(1 − γ5) or
PR =
1
2(1 + γ
5), of equations 7.11 and 7.12, may be used to project out the respective
left or right-handed chirality states from a 4-component Dirac spinor.
The factors of PL =
1
2(1 − γ5) which appear in all fermion terms involving
the SU(2)L gauge symmetry, such as in equations 7.77 and 7.78, are placed in the
Lagrangian by hand in order to replicate the parity violating phenomena observed
empirically for the weak interaction. This parity violation is maximal for the case
of interactions via W± gauge bosons but non-maximal for Z0 interactions, which is
associated with a linear combination of SU(2)L and U(1)Y generators, equation 7.49, as
222
described in section 7.2. It is this asymmetry in the chiral structure, with different weak
isospin transformations for left- and right-handed fields, implying that no fermion state
transforms under the complex conjugate representation of that of any other fermion,
which necessitates the introduction of Yukawa couplings to the Higgs field, as for
equation 7.69, in order to include fermion mass terms in the Lagrangian.
In the present theory we have described how the components of θ1 =
(c
b¯
)
form
the set of four left-handed Weyl spinors of equation 8.13 under the external Lorentz
symmetry SL(2,C)1. In this section a similar decomposition has also been identified for
the components of X =
(p a¯
a m
)
, for example via the spinor θ1X =
(r¯
s
) ∈ O2 as introduced
in equation 9.1. Hence the projection operator PL =
1
2(1−γ5) has not been introduced
since only left-handed Weyl spinors under SL(2,C)1 have so far been considered. There
then remains the question of how right-handed Weyl spinor counterparts may identified
within this framework, and related to the above left-handed components in a single
4-component Dirac spinor ψ(x) to describe, for example, a physical electron state.
Here we began with the cubic form det(X ) = 1, with X ∈ h3O, as a 27-
dimensional expression of temporal flow L(v27) = 1. Determinant preserving E6 trans-
formations were then considered on this space, with for example X →MXM† for the
3 × 3 matrices of equations 6.29 and 6.32 incorporating any of the 2 × 2 matrices of
category 1 or 2 in table 6.1, for the unnested case. With M representing the matrix
M with each entry replaced by its octonion conjugate, as described in equation 6.7,
transformations of the form:
X →MX M† (9.13)
clearly also leave the value of det(X ) invariant. With E6 a symmetry of the form of
time L(v27) = 1 the two possible representations 27 and 27 are equally valid while
only one of them has been used so far.
Correspondingly the set of six actions with M, for M ∈ SL(2,C)1, provides
an alternative choice for the type 1 Lorentz transformations acting on the vector com-
ponents v4 ∈ h2C ⊂ h3O, with h2 → S h2 S† in place of equation 7.31. In turn these
transformations are represented on θ1 as a set of four right-handed Weyl spinors. The
group SL(2,C), as for the full group E6, has complex representations, and the actions
of S ∈ SL(2,C)1 and S describe distinct sets of transformations of θ1, as explained in
section 7.1. This means that the left and right-handed transformations are not equiva-
lent to each other but are instead mutually related as described in equations 7.26 and
7.27. In the context of the present theory both S ∈ SL(2,C)1 and S act as symmetry
transformations leaving the form L(v27) = 1 invariant, and hence both the left and
right Weyl spinor compositions of θ1 should in principle play a role.
The apparent asymmetry in the choice of the E6 27 or 27 representation to
express L(v27) = 1, with a corresponding choice of left or right-handed representations
of SL(2,C)1 ⊂ E6, the need to clearly identify both left- and right-handed fermions ψL
and ψR, in particular with reference to an SU(2)L gauge symmetry, and the existence
of a homogeneous quartic form as a candidate for a higher-dimensional temporal flow
in the form L(v56) = 1 all point to consideration of the group E7 as a symmetry of
time, as will be described in the following section.
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9.2 E7 Symmetry and the Freudenthal Triple System
The introduction of further dimensions in the previous section and the observation of
the quartic expression of equation 9.4, with the extension to equation 9.8 including
quintic terms also, suggests the possibility of a higher-dimensional expression for the
flow of time generalising beyond the cubic form L(v27) = 1 described in chapter 6. A
higher-dimensional homogeneous polynomial form is desired, in conformity with the
derivation of equation 2.9 in chapter 2. While the determinant preserving symmetry of
the space X ∈ h3O describes the lowest-dimensional non-trivial representation of E6 the
smallest non-trivial representation of the exceptional Lie group E7 is 56-dimensional
and may be constructed in terms the elements x of the Freudenthal triple system
F (h3O) ([59, 60, 61], [1] p.48).
In the above references and related publications these mathematical structures
are applied in two very different contexts – namely the classification of black hole solu-
tions in string theory and the entanglement of qubits in quantum information theory
– with a correspondence between these applications identified through the mathemat-
ical forms they share. Neither application is relevant for the present discussion. While
much of the literature describes a more general algebraic framework or particular cases
involving for example the ‘split octonions’ Os or takes an underlying field of integers Z,
here we are interested in the octonion O case over an underlying field of real numbers
R as we summarise in the following.
In order to describe the Freudenthal triple system F (h3O) it is useful to first
introduce further definitions regarding the exceptional Jordan algebra h3O itself. The
structure group Str(h3O) leaves the cubic norm det(X ) of equations 6.27 and 6.28
invariant up to a real scalar factor, that is:
Str(h3O) = {g ∈ GL(h3O) | det(σg(X )) = λ(g) det(X ), ∀X ∈ h3O} (9.14)
with λ ∈ R depending only on g. The norm preserving subgroup with λ = 1 is
identified as the reduced structure group Str0(h3O) ≡ SL(3,O). This latter symmetry
corresponds to the 27-dimensional representation of E6(−26) as described in detail in
chapter 6.
A trace bilinear map may be defined for any elements X ,Y ∈ h3O of the Jordan
algebra, mapping h3O× h3O→ R with:
(X ,Y) = tr(X ◦ Y) (9.15)
where on the right-hand side the ◦ denotes the Jordan algebra product of equation 6.2.
An adjoint s∗ for any transformation s(X ) with s ∈ E6 may be defined with respect
to the above trace bilinear form such that:
(s(X ),Y) = (X , s∗(Y)) ∀X ,Y ∈ h3O (9.16)
Along with the Jordan product there is a second natural composition for the elements
of h3O which is called the Freudenthal product and may be defined by:
X ∧Y = X ◦Y − 1
2
(
tr(X )Y + tr(Y)X )+ 1
2
(
tr(X )tr(Y)− tr(X ◦Y))13 ∈ h3O (9.17)
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For any X ∈ h3O a quadratic adjoint map h3O→ h3O can be defined in terms of the
Freudenthal product as:
X ♯ = X ∧ X (9.18)
or explicitly: X ♯ = X 2 − tr(X )X + 1
2
[tr(X )2 − tr(X 2)]13 (9.19)
This ‘sharp’ operation satisfies the relations (X ♯)♯ = det(X )X and X ◦X ♯ = det(X )13.
The linearisation of the quadratic adjoint is written as:
X × Y = (X + Y)♯ − X ♯ − Y♯ (9.20)
≡ 2X ∧ Y (9.21)
For the elements of h3O the quadratic adjoint is in fact the classical adjoint, that is
the transposed cofactors of X ∈ h3O which, for the components of X presented in
equation 6.1 or 9.25 below, can be written explicitly as the 3× 3 matrix:
X ♯ =

mn− |b|2 cb− na¯ a¯b¯−mc
b¯c¯− na pn− |c|2 ac− pb¯
ba−mc¯ c¯a¯− pb pm− |a|2
 ∈ h3O (9.22)
The vector space F (h3O) has 56 real components and may be introduced ac-
cording to Freudenthal’s construction with the vector space composition (which may
be compared with the further decomposition of equation 8.1):
F (h3O) ∼= h3O ⊕ h3O ⊕ R ⊕ R (9.23)
Correspondingly elements x ∈ F , with F = F (h3O), are generally written in the form
of a ‘2× 2 matrix’ as:
x =
 α X
Y β
 , with X ,Y ∈ h3O, α, β ∈ R (9.24)
and X =

p a¯ c
a m b¯
c¯ b n
 , Y =

P A¯ C
A M B¯
C¯ B N
 (9.25)
here with the real P,M,N and octonion A,B,C components of Y distinguished from
the lower case counterpart components of X . A non-degenerate bilinear antisymmetric
quadratic form mapping F × F → R may be defined on this space which acts on
x =
(
α X
Y β
)
, y =
(
γ W
Z δ
) ∈ F as:
{x, y} = αδ − βγ + (X ,Z) − (Y,W) (9.26)
Of more significance for the present theory there is also a homogeneous quartic norm
q : F → R defined on the components of x ∈ F as follows:
q(x) = −2[αβ − (X ,Y)]2 − 8[α det(X ) + β det(Y)− (X ♯,Y♯)] (9.27)
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where all the necessary definitions contained within this expression are inherited from
those for the Jordan algebra h3O as described above. The quadratic and quartic forms
of equations 9.26 and 9.27 may be used in turn to define a trilinear mapping of the
space F × F × F → F , which is the triple product by which the ‘Freudenthal triple
system’ gains its name. When written out explicitly in terms of the real and octonion
components of equations 9.24 and 9.25 there are a large number of quartic terms in
q(x). In fact, via equations 9.15 and 9.22, and cross-checking with ([60] equation 9.51),
we have for equation 9.27:
q(x) = −2
[
αβ − pP −mM − nN − 2( 〈a,A〉 + 〈b,B〉+ 〈c, C〉 ) ]2
−8
[
βPMN + αpmn− pPmM − pPnN − nNmM
+ (pm− βN)|A|2 + (PM − αn)|a|2
+ (mn− βP )|B|2 + (MN − αp)|b|2
+ (np− βM)|C|2 + (NP − αm)|c|2
+ 2β Re(A¯B¯C¯) + 2αRe(a¯b¯c¯)
− |a|2|A|2 − |b|2|B|2 − |c|2|C|2
− (cb− na¯)(B¯C¯ −NA) − (CB −NA¯)(b¯c¯− na)
− (ac− pb¯)(C¯A¯− PB) − (AC − PB¯)(c¯a¯− pb)
− (ba−mc¯)(A¯B¯ −MC) − (BA−MC¯)(a¯b¯−mc)
]
(9.28)
where the inner product 〈a,A〉 = 12(aA¯+Aa¯), which has the property 〈a,A〉 = 〈a¯, A¯〉,
was defined in equation 6.10. Equations 9.27 and 9.28 for the quartic form q(x) are the
analogue of equations 6.27 and 6.28 respectively for the cubic form det(X ). Clearly
there are many more terms for the above quartic from in equation 9.28 as an extension
from the cubic form of equation 6.28.
The group Inv(F ) of all invertible transformations σ in F preserving the above
quartic norm with q(σ(x)) = q(x), as well as the bilinear form of equation 9.26 with
{σ(x), σ(y)} = {x, y}, is also denoted Aut(F ) since it in turn forms the automorphism
group of the trilinear product defined for the Freudenthal triple system. This group is
found to be the non-compact real form E7(−25) of the exceptional Lie group E7. Hence,
in particular, under this symmetry group the invariance of the quartic form q(x), as
a homogeneous polynomial, describes a possible 56-dimensional form of temporal flow
which may be denoted L(v56) = 1. The possible physical implications of this form and
the accompanying E7 symmetry will be assessed in the remainder of this section and
summarised in the following one.
The symmetry of the cubic form L(v27) = 1, in the form of det(X ) or det(Y),
is contained within this structure as can be seen from equation 9.27. In fact the
elements X and Y, with 54 real components in total, may be considered to represent
a ‘complexification’ of the space h3O, with both the 27-dimensional representation of
E6 and its complex conjugate contained within the E7 action on q(x). Including the
actions of the subgroup E6 ⊂ E7 on the elements x → s(x) ∈ F the transformations
of full symmetry E7 ≡ Inv(F ) may be categorised in terms of four sets. With s ∈ E6,
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λ ∈ R and C,D ∈ h3O these are [59, 60, 61]:
T (s) :
 α X
Y β
 →
 α s(X )
s∗−1(Y) β
 (9.29)
λ :
 α X
Y β
 →
 λ−1α λ 13X
λ−
1
3Y λβ
 (9.30)
φ(C) :
 α X
Y β
 →
 α+ (Y, C) + (X , C♯) + β det(C) X + βC
Y + X × C + βC♯ β
 (9.31)
ψ(D) :
 α X
Y β
 →
 α X + Y ×D + αD♯
Y + αD β + (X ,D) + (Y,D♯) + α det(D)
 (9.32)
where s∗ is the adjoint of s ∈ E6 as defined in equation 9.16. The set of actions s∗−1
in equation 9.29 is equivalent to the complex conjugate of the representation defined
by the set of actions s ∈ E6 on h3O. Under the subgroup E6(−26) ⊂ E7(−25) the space
F decomposes into the reducible representation ([60] equations 9.45 and 9.46):
56E7 → (27+ 27+ 1+ 1)E6 (9.33)
compatible with the structure of equation 9.23 (and can be compared with the further
reduction under Spin+(1, 9) in equation 8.3). The 78 actions of E6 combined with the
single dilation action λ of equation 9.30 applied to an h3O ⊂ F subspace together form
the 79-dimensional group Str(h3O) as defined in equation 9.14. The 27 independent
actions of φ(C) together with the further 27 for ψ(D) in equations 9.31 and 9.32 further
augment the E6 symmetry to complete the full (78 + 1 + 27 + 27) = 133-dimensional
exceptional Lie group E7. (Building up the symmetry structure this way is analogous
to augmenting the F4 algebra by the D
B maps in equation 6.4 to complete the full
E6 symmetry.) In addition to the continuous actions of equations 9.29–9.32 a discrete
symmetry τ := φ(−13)ψ(13)φ(−13) such that:
τ :
 α X
Y β
 →
 −β −Y
X α
 (9.34)
with τ2(x) = −x, may also be defined. Since ψ(C) = τ φ(−C) τ−1 the set of actions
φ and ψ are conjugate with respect to τ . Between equations 9.29 and 9.34 the further
relationship τ T (s) = T (s∗−1) τ is also found.
At the Lie algebra level the actions s˙ ∈ L(E6) may be divided into the 14
elements of L(G2), denoted D
G, and the action of the 64 tracefree octonion matrices
x0, denoted D
S in equation 6.5. The latter set further divides into the 26 boosts with
Hermitian x0 and 38 rotations with anti-Hermitian x0. Such decompositions were also
discussed in the opening three paragraphs of section 6.5. The subgroup G2 itself may
also be obtained through sequences of nested rotations as described in section 6.4. The
227
dual representation of L(E6) may be obtained by defining the action s˙
′(X ) for each
s˙ ∈ L(E6) such that ([62] equation 4):
(s˙(X ),Y) = −(X , s˙′(Y)) ∀X ,Y ∈ h3O (9.35)
which may be contrasted with equation 9.16 at the group level. For the L(E6) maps
X → x0X + Xx†0 the dual transformations correspond to:
x′0 = x0 for rotations (9.36)
x′0 = −x0 for boosts (9.37)
that is with x′0 = −x†0 in general ([62] equation 5). It also follows that s˙′ = s˙ for the
L(G2) actions derived from transverse rotations. Applied to the subalgebra L(E6) ⊂
L(E7) acting on the elements of the Freudenthal triple system these 78 generators
form the first of the four sets of E7 actions at the Lie algebra level (corresponding
to equations 9.29–9.32 at the group level) which may be listed as the infinitesimal
transformations of x =
(α X
Y β
)
([62] section 2):
T (s˙) :
 0 s˙(X )
s˙′(Y) 0
 (9.38)
λ˙ :
 −λ˙α 13 λ˙X
−13 λ˙Y λ˙β
 (9.39)
φ(C˙) :
 (Y, C˙) βC˙
X × C˙ 0
 (9.40)
ψ(D˙) :
 0 Y × D˙
αD˙ (X , D˙)
 (9.41)
with s˙ ∈ L(E6), λ˙ ∈ R and C˙, D˙ ∈ h3O. Higher-order terms such as C♯ = C ∧ C and
the cubic norm det(C) appear for the finite group actions of equations 9.31 and 9.32.
Having extended beyond the L(E6) subalgebra to the full L(E7) we next focus
on the generators of the 4-dimensional spacetime Lorentz subgroup SL(2,C)1 ⊂ E6 ⊂
E7 of type 1 as studied in section 8.1. As for all E6 transformations for the actions of
the Lorentz subalgebra sl(2,C)1 ⊂ L(E6) the dual transformations s˙′ in equation 9.38
have identical rotation generators to s˙ while the boosts are reversed, by equations 9.36
and 9.37. As was described for equations 7.24 and 7.25 of section 7.1 reversing the sign
of the boosts, there parametrised by ba, is precisely the operation which interchanges
between the L and R representations of SL(2,C).
Hence while the components of θl in θ
1 within X ∈ h3O, defined in equa-
tion 8.11, transform as a left-handed Weyl spinor under SL(2,C)1 the corresponding
components of θL =
(
C1+C8l
B1−B8l
)
within the θ1 component of Y ∈ h3O, extracted from
equation 9.25, transform as a right-handed Weyl spinor under the same SL(2,C)1 ⊂
E6 ⊂ E7 action. (The subscript ‘L’ on θL denotes both the use of the imaginary unit
228
l and the identification of the ‘leptonic’ components of θ1 =
(C
B¯
)
in Y, as will be seen
below. In general the superscript ‘1’ is not appended to components such as θl and
θL since they are unambiguously extracted from ‘type 1’ θ1 components, while a su-
perscript is included for the ‘type 2’ or ‘type 3’ case as for θ2l in equation 8.51 for
example). Considered as an action of 2×2 matrices S ∈ SL(2,C)1 on the 2-component
Weyl spinors θl and θL, extracted from the corresponding θ1 components of X and Y
respectively, and using equation 7.27, the action of equation 9.29 may be summarised
as:  θl
θL
 →
 S 0
0 S†−1
 θl
θL
 (9.42)
This is precisely the Lorentz transformation of a 4-component Dirac spinor ψ as de-
scribed in equations 7.15 and 7.29. Alternatively the above expression could be ob-
tained directly at the group level from equation 9.29 using the definition of the adjoint
s∗ in equation 9.16 applied directly to the SL(2,C)1 ⊂ E6 group transformations.
As explained in section 8.1 the components of θ1 within X ∈ h3O under the
action of SL(2,C)1 actually decompose into a set of four left-handed Weyl spinors
{θl, θi, θj , θk} as listed in equation 8.13. Hence equation 9.29 contains both the origi-
nal representation of SL(2,C)1 on X , which contains the set of four left-handed Weyl
spinors in the θ1 components, simultaneously with an equivalent of the complex conju-
gate representation on Y, which hence contains a corresponding set of four right-handed
Weyl spinors, which may be denoted {θL, θI , θJ , θK} ⊂ Y. Correspondingly a set of
four 4-component Dirac spinors have hence been identified with:
ψ =
 ψL
ψR
 =
 θl
θL
 ,
 θi
θI
 ,
 θj
θJ
 or
 θk
θK
 (9.43)
with ψ =
 ψL
ψR
 →
 S 0
0 S†−1
 ψL
ψR
 (9.44)
under S ∈ SL(2,C)1 ⊂ E6 ⊂ E7 transformations in each case.
The above analysis applied to the θ1 components of X and Y similarly applies
for the left-handed SL(2,C)1 Weyl spinors contained within θ1
X
under the decomposition
of equation 9.1 or 9.5. In this case a corresponding set of four right-handed spinors are
found in the components of θ1
Y
obtained in turn under a decomposition which may be
denoted Y = θ1
Y
θ1
Y
†
for the h2O ⊂ h3O components of Y. A similar observation applies
for the alternative spinor decomposition of Y beginning with the h2C ⊂ h2O subspace
as described towards the latter part of the previous section.
The internal SU(3)c × U(1)Q symmetry, described in section 8.2, is composed
as a subgroup of E6 purely out of the subset of rotations. Hence, by the discussion
around equation 9.36 above, these actions are identical on the components of X and Y
in equation 9.29. Hence in turn the SU(3)c action on the components of X , including
upon the θ1 components as detailed in table 8.7 and summarised together with the
U(1)Q action in equation 8.26, is identical for the corresponding components of Y, and
the corresponding U(1)Q charges for the respective subcomponents of equation 9.25
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are also the same. Hence the ψL and ψR components carry matching SU(3)c ×U(1)Q
transformation properties for the set of four Dirac spinors in equation 9.43 (justifying
the identification of both θl and θL as leptonic components). Similarly the SU(2)2,3 ×
U(1)2,3 ⊂ E6 rotations, for the mock electroweak theory described in section 8.3, also
act on the X and Y components of x ∈ F (h3O) in the same way.
While the total number of dimensions has been increased from 27 to 56 it
remains the case that only a single set of 4 dimensions will describe the external
spacetime. This can be chosen as an h2C ⊂ h3O subset of components v4 ⊂ X ,
under an SL(2,C) ⊂ E6 action, or as an h2C ⊂ h3O subset of components v4 ⊂ Y,
transforming under the complex conjugate representation, but not both. Here we choose
v4 ≡ h2 ∈ h2C as embedded within the Y =
(P A¯
A M
) ∈ h2O components of Y in
equation 9.25 to represent external spacetime, with Lorentz transformations hence
described by:
h2 → h′2 = S†
−1
h2 S
−1 (9.45)
rather than equation 7.31, under the action of S ∈ SL(2,C)1 ⊂ E6. The complex
subspace with base units {1, l} still underlies both the SL(2,C)1 subgroup and the
subspace for the vectors h2 ∈ h2C. These h2 components of Y will also now be taken
to form the ‘vector-Higgs’ correlated with the phenomena of the Standard Model Higgs
sector and Yukawa couplings, as was described for the original case of L(v27) = 1 in
subsection 8.3.3. Here for the case of L(v56) = 1 this now implies that none of the
27 components of X ∈ h3O ⊂ F (h3O) are identified with components of the external
spacetime vectors v4 ∈ TM4.
In particular this means that in addition to the d-quark and charged lepton
components of left-handed Weyl spinors in θ1 ⊂ X , potentially both u-quark and
neutral lepton left-handed Weyl spinors might be identified in the X components of
X as described in the previous section. The a ∈ O component of X has the cor-
rect (0, 23) charge structure to describe (ν-lepton, u-quark) particle states, as seen in
equations 8.27 and 8.28, and is now free to accommodate both states. However while
the corresponding imaginary A(6) components of Y also have an S˙––1l charge of 23 , the
A1,l = (A1 +A8l) part of A ∈ O in Y is occupied by the above components h2 ∈ h2C,
representing the vector-Higgs and external spacetime, as depicted in equation 9.46.
α

X∼ θ1Xθ1X† θ1
θ1
†
n

X
Y∼ θ1Y θ1Y † θ1
θ1
†
N

Y
β

∼


‘νL’
‘uL’
eL
dL

X
v4 ≡ h2
‘uR’
eR
dR

Y

(9.46)
This provisionally provides an explanation for the existence of the left-handed
neutrino νL while the corresponding right-handed state νR is prohibited, at least at
the level of the basic symmetry structures, as a feature of the breakdown of left-
right symmetry through the identification of external spacetime in the breaking of
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the full symmetry of L(v56) = 1. This observation is accompanied by the caveat
concerning the Weyl spinor composition of the components of X ⊂ X and Y ⊂ Y.
With this in mind, and hence with quote marks placed on the νL, uL and uR states,
the relation between the component structure for elements of x ∈ F (h3O), in the form
of equations 9.24 and 9.25, and the first generation of Standard Model fermions is
summarised in equation 9.46.
As described in the previous section, in order to obtain left-handed Weyl spinors
in the components of X =
(p a¯
a m
)
a further decomposition is required, as for example
in equation 9.1 or 9.5; with a similar decomposition of Y =
(
P A¯
A M
)
, as for example
Y = θ1Y θ
1
Y
†
with θ1Y =
(R¯
S
) ∈ O2, also required to obtain the corresponding right-
handed spinors within the components of Y ⊂ Y. With a = sr in equation 9.3 or
a = sr + s′r′ in equation 9.7 for the a ∈ O component of X, and similarly with
A = SR for example for the A ∈ O component of Y , this decomposition is related
to the octonion property of triality for SO(8) transformations, as described near the
opening of section 6.1 and around equation 6.50. In fact, with the E6 ‘rotations’
acting in the same way on the X and Y components by equation 9.36 and following
the discussion before equation 9.9 in the previous section, the triality symmetry implies
that each of a, s, r,A, S,R ∈ O transform in precisely the same way under the action
of any SU(3)c ⊂ SO(8) transformation.
The Lorentz spinor structure under the external SL(2,C)1 symmetry may also
be obtained under an alternative decomposition of X and Y based on the h2C ⊂ h2O
subspaces, as for example in equation 7.32, as also described in the previous section.
This possibility may also be relate to the structure of the technicolor models reviewed
subsection 8.3.3. With the external 4-vector h2 ∈ h2C accommodated within the Y
components and left-handed neutrino νL to be accommodated in the X components
ultimately a different decomposition of the X and Y components may be involved in
consistently accounting for the corresponding empirically observed phenomena. These
phenomena require the correct matching of the internal SU(3)c ×U(1)Q action to the
observed fermion multiplets of equation 7.36. Indeed, as also described in the previous
section, some care is needed in order to maintain the S˙––1l charge structure correlating
with ν-lepton and u-quark states in the spinor decomposition. Ideally a yet higher-
dimensional form of L(v) = 1 may prove the best guide for uncovering this structure
in a mathematically natural manner.
While further components are needed to unfold the full spinor structure, under
the enlargement of the symmetry group from E6 to E7 on the temporal form L(v56) = 1
we next consider the possible identification of an internal SU(2)L action within the E7
symmetry structure. The Dynkin diagram for the rank-7 Lie algebra E7 is compared
with that for the rank-6 Lie algebra E6 in figure 9.1.
Figure 9.1: The Dynkin diagrams for the (a) L(E6), (b) L(E7) and (c) L(E8) Lie
algebras, which may be contrasted with those for the subalgebras listed in figure 7.2.
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Unlike the case for E6, the Lie algebra E7 does contain a rank-6 subgroup cor-
responding to the combined external Lorentz symmetry and internal gauge symmetry
of the Standard Model, that is:
SL(2,C) × SU(3)× SU(2)×U(1) ⊂ E7 (9.47)
The description of the internal symmetry, defined in section 8.2 as the stability
group of the external h2C ≡ TM4 spacetime components and adapted here with respect
to the external components of h2 ⊂ Y, will be augmented beyond the 31 E6 generators
of table 8.3 to a complete set for Stab7(TM4) ⊂ E7. These will include for example the
actions ψ(D˙) of equation 9.41 for which D˙(h2) = 0 as well as any linear combination
of the four sets of E7 generators in equations 9.38–9.41 which sum to zero on the
four projected components of h2 ⊂ Y in equation 9.46. An SU(2) ⊂ Stab7(TM4) ⊂
E7 subgroup, independent of the SL(2,C)
1 × SU(3)c symmetry, acting upon the left-
handed spinors of X and, together with the identification of a further U(1) action,
completing the E7 decomposition of equation 9.47 may be considered as a candidate
for the SU(2)L × U(1)Y gauge symmetry of the Standard Model. Indeed such an
SU(2) ⊂ Stab7(TM4) ⊂ E7, having not been identified within the E6 generators, being
internal to the components h2 ⊂ Y whilst acting freely on X and hence constructed
asymmetrically in terms of φ(C˙) and ψ(D˙), would be expected to have an asymmetric
action on the left and right-handed spinors identified in equation 9.46.
Empirically it is the gauge bosons of an SU(2)L gauge symmetry which mediate
interactions within doublets of quarks
(u
d
)
L
and leptons
(ν
e
)
L
. Hence the identification
of such an internal symmetry within the present theory may be a valuable guide to
the full identification of left-handed u-quark and ν-lepton states in equation 9.46 given
that we have already identified left-handed d-quark and e-lepton states within the θ1
components of X . With a different action on the X and Y components of x = (α XY β) in
principle the identification of such an SU(2)L ⊂ E7 gauge symmetry is free to act on
the left-handed doublets derived for example from the components of
(θ1X
θ1
)
L
identified
within X , without impinging upon the external spacetime components of Y. This
hence provides a free channel for charged weak transitions within the leptonic
(ν
e
)
L
and quark
(
u
d
)
L
doublets which may be extracted from equation 9.46. The analysis of
such an SU(2)L action relating to W
± gauge boson interactions, consistent with the
appropriate SU(3)c×U(1)Q transformations and charges for the left-handed states, may
also clarify the structure of left-handed spinors themselves within the X components.
More generally, guided by standard electroweak theory, the identification of the ν-
lepton and u-quark left-handed spinors in the components ofX will be mutually related
to a determination of the composition of an internal SU(2)L × U(1)Y ⊂ E7 symmetry
action itself.
Towards this end, and in contrast with the opening of section 8.2, an internal
symmetry might be defined as any group G consistent with the subgroup decomposi-
tion SL(2,C)1 × G ⊂ E7 for which the set of SL(2,C)1 spinors transform under the
trivial or fundamental representations of G. That is, while the external SL(2,C)1 sym-
metry partitions the components of L(vˆ) = 1 into irreducible pieces, including the
spinors θl,i,j,k of equation 8.13 and table 8.2 each composed of four real components,
the internal symmetry G respects this partitioning in treating the Weyl spinors as
individual components of a representation of G. This definition excludes for example
232
the SU(2) generated by G˙q +2S˙
1
q for q = i, j and k which, as described in the opening
of subsection 8.3.1, does not transform the spinors θl,i,j,k as a fundamental represen-
tation, but does still include the internal SU(3)c × U(1)Q symmetry as identified in
section 8.2, with the actions on the spinors described in table 8.7 and equation 8.23
as summarised, via equation 8.24, in equation 8.26. The question then regards the
uniqueness of this SU(3)c×U(1)Q action or the existence of further internal symmetry
groups which possess a similarly tidy action on the spinors.
At the same time the action of SU(2)L ⊂ E7 might still be expected to be closely
related to the subgroups SU(2)2,3×U(1)2,3 ⊂ E6 acting on the components of X , since
the latter have desirable properties in relation to electroweak theory as described in
the ‘mock electroweak theory’ of section 8.3. These include the S˙––1l charges for the
W˜± and Z˜0 gauge bosons, for example for Σ˙(2)± in equation 8.39, and the similarity
of the linear dependencies for the corresponding E6 generators, as seen for example in
equation 8.47, to the structure of equation 8.48 for the Standard Model. In attempting
to fit an SU(2)L×U(1)Y symmetry into the E6 analysis the generator S˙––2l was also found
to provide the correct hypercharges for the left-handed fermion states in X as described
following equation 8.49. An SU(2)L ×U(1)Y ⊂ E7 symmetry action will differ for the
X and Y components of x ∈ F (h3O), with for example presumably Q = Y2 required
for the right-handed spinors in Y as singlets of SU(2)L.
A quantitative test of the E7 symmetry breaking structure might be found
in a calculation of the electroweak mixing angle θW , following a similar derivation
that led to sin2 θM2 =
3
4 in equation 8.63 for the mock electroweak theory within the
E6 structure. As described in section 8.2 the relative coupling of the U(1)Q gauge
symmetry to the fermions, in terms of the fractional charges of the quarks, already
matches the observed values. The relative value of the internal SU(3)c coupling to
the spinor components of equation 9.46, in comparison with the electroweak couplings,
with respect to a normalised L(E7) Killing form could also in principle be calculated.
The explicit structure of the E6 symmetry actions on the cubic form of X ∈
h3O, obtained by generalisation of Lorentz transformations on quadratic forms [38,
39, 40, 41], could ideally be further generalised to obtain the structure of the E7
symmetry actions on the quartic form of x ∈ F (h3O). This would involve an additional
133 − 78 = 1 + 27 + 27 = 55 generators from equations 9.39–9.41 now expressed as
tangent vectors to the 56-dimensional space of F (h3O). In principle the application
of equation 6.55 for the full set of E7 actions on x ∈ F (h3O) could in turn be used
to determine the full 133× 133 L(E7) table, building upon the 78× 78 L(E6) table in
[38]. Another approach to such a construction might be based on the identification of
L(E7(−25)) with the Lie algebra of the symplectic group Sp(6,O) as described in [62].
An SU(2)L action might then be sought using the new generators, either solely
or in combination with the original 78 E6 generators, acting on a set of left-handed
Weyl spinors, via a spinor decomposition of X, identified within the components of X
in equation 9.46, as guided by the nature of electroweak interactions for the fermions.
Since the SL(2,C)1 Lorentz symmetry and SU(3)c × U(1)Q internal symmetry have
already been identified in sections 8.1 and 8.2 within the E6 actions of equation 9.38
it may be possible to use this as a starting point to more directly construct an SU(2)L
symmetry with appropriate properties out of the further generators listed in equa-
tions 9.38–9.41. That is in seeking a particular SU(2)L ⊂ E7 action as represented on
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the components of X in equation 9.46 the full 133 × 133 Lie algebra table for E7 may
not be required.
On the other hand the study of the complete algebra, and the subalgebras it
contains, may be necessary to both identify the actions SU(2)L×U(1)Y corresponding
to electroweak theory and to determine the weak mixing angle sin2 θW for the present
theory. Even in this case a ‘quantisation’ of the theory to describe the phenomena
of ‘running coupling’ may be necessary in order to make comparison with the value
of sin2 θW ≃ 0.23 as empirically determined at the energy scale of MZ , as alluded to
shortly after equation 8.66 in subsection 8.3.2. This full picture may also be needed to
include the SU(3)c interactions in this comparison, given the differing behaviour of the
running coupling associated with each of the three components of SU(3)c × SU(2)L ×
U(1)Y in the Standard Model as sketched in figure 11.10.
In constructing an SU(2)L ⊂ E7 action with an appropriate action on the
components of X in equation 9.46, including upon the four θl,i,j,k left-handed Weyl
spinors, as part of an SL(2,C)1 × SU(3)c × SU(2)L ×U(1)Y subgroup decomposition,
as an exemplification of equation 9.47, the SU(2)L action might also be found to act
non-trivially on the Y components of equation 9.46 and in particular impact upon the
external h2 ∈ h2C ≡ TM4 components. This is analogous to the D(1)B ⊂ E6 action
in the decomposition of equation 8.35 which, although independent of SL(2,C)1 in the
Lie algebra, with the generator of equation 13.5, clearly impacts upon the external
spacetime components.
In the present theory it is proposed that some of the differing properties of
the internal gauge interactions associated with SU(2)L compared with SU(3)c×U(1)Q
arise since the latter forms a subgroup of Stab(TM4) ⊂ E6, and even of Stab2(TM4) ⊂
SL(2,O) considered as a subgroup of a 10-dimensional spacetime symmetry as de-
scribed in the opening of section 9.1, while the former is only to be identified as a
subgroup of E7, acting on a quartic form of temporal flow, such that SU(2)L is not a
subgroup of Stab7(TM4). This structure is further proposed to be closely related to the
phenomena of electroweak symmetry breaking in the Standard Model, based on the
study of the mock electroweak theory described for the SU(2)2,3 × U(1)2,3 subgroups
of E6, acting on a cubic form, as described in section 8.3.
These features of a higher-dimensional temporal form L(vˆ) = 1 of cubic or
higher polynomial order are distinct from those of a quadratic spacetime form. For
the model considered in section 5.1 with the quadratic form L(v10) = 1, representing
a 10-dimensional form of time which can also be interpreted as a higher-dimensional
spacetime structure, the external SO+(1, 3) and internal SO(6) components of the
broken full SO+(1, 9) symmetry act independently on the external v4 and internal v6
components of temporal flow v10, respectively, as depicted in figure 5.1(b). On ex-
tension to the cubic form of time L(v27) = 1 the external SO
+(1, 3) symmetry was
found to also act on the extra ‘internal’ dimensions of θ =
(c
b¯
)
, identifying a set of
four Weyl spinors, as described in section 8.1 and contrasted with the 10-dimensional
spacetime case at the end of that section. Here we make the complementary obser-
vation that a component of the internal symmetry G, in the subgroup decomposition
SL(2,C)×G ⊂ Gˆ with Gˆ = E6 or E7, can itself act on the projected external v4 ∈ TM4
spacetime components. This possibility, for a cubic or higher form of temporal flow, is
proposed to underlie the origin of mass for the corresponding gauge bosons.
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With significant physical properties deriving from the combined action of the
external and internal symmetry on both the external and internal temporal components
the present theory deviates significantly from models based on a higher-dimensional
spacetime. In particular these observations mark a departure from the resemblance
with Kaluza-Klein theories, as reviewed in chapter 4 and incorporated into the geo-
metric structures of the present theory in section 5.1, which may assist in the aim of
deriving a relation between the external and internal geometry, in the form of equa-
tion 5.20, in the context of the present theory alone.
Similarly as for the proposed SU(2)L × U(1)Y ⊂ E7 subgroup the SU(2)2,3 ×
U(1)2,3 ⊂ E6 actions are not contained within Stab(TM4) ⊂ E6. However in section 8.3
the impingement of these actions on the h2 ∈ h2C components of X were seen to be
analogous in structure to the Higgs mechanism of electroweak symmetry breaking
and the origin of the masses for the W± and Z0 gauge bosons. The object h2, now
accommodated in the Y components in equation 9.46, together with the properties of
its components, is now considered as the ‘vector-Higgs’, providing the source for the
empirically observed Higgs phenomena.
The corresponding components ‘h2’⊂ X ⊂ X , in the complementary h2C ⊂
h2O ⊂ h3O subspace of x ∈ F (h3O) can be opened up by a spinor decomposition,
as described in the previous section, to account for the νL fermion state. On the
other hand while the vector-Higgs h2 ⊂ Y ⊂ Y could be interpreted to be composed
of spinors, in the form of equation 7.32 and by analogy with technicolor models for
example, the physical expression of these components is directly in terms of a tangent
vector v4 ∈ TM4 in the external 4-dimensional spacetime. Hence in particular a right-
handed neutrino νR cannot be accommodated in the Y components.
The two kinds of interaction for the SU(2)L×U(1)Y gauge fields on the X and
Y components of equation 9.46 contain analogous structures to the Standard Model
Lagrangian terms respectively for the weak interactions of left-handed fermions, such
as equations 7.39 and 7.40, and weak coupling to the Higgs field, such as equations 7.51
and 7.52 – with the same mixing angle θW applying in both cases as described after
equation 7.62. For the present theory the SU(2)L ×U(1)Y symmetry breaks to U(1)Q
as generated by S˙––1l ∈ L(E6) ⊂ L(E7) which acts upon X and Y in the same way. In
the case of the X components the S––1l ≡ U(1)Q action misses the νL components of
equation 9.46 accounting for the charge neutrality of the neutrino, which is described in
the Standard Model in terms of equations 7.39–7.46. In the case of the Y components
the S––1l ≡ U(1)Q action misses the h2 components of equation 9.46 here potentially
accounting for the massless nature of the photon, as suggested for the gauge field
A˜µ(x) for the mock electroweak theory in equation 8.71, and as constructed for the
Standard Model in equation 7.61.
These two different aspects of electroweak theory may hence here be described
together in terms of the broken E7 action on the X and Y components of L(v56) =
q(x) = 1 in equation 9.46. While the SU(2)L × U(1)Y ⊂ E7 action may differ on the
X and Y components, involving the asymmetric actions of equations 9.31 and 9.32, a
unique mixing angle θW and surviving U(1)Q symmetry with the same action on X and
Y should result from the symmetry breaking over the external h2 ⊂ Y components. In
principle a complementary SU(2)R×U(1)′Y ⊂ E7 subgroup might also be identified, by
reversing the contributions from equations 9.31 and 9.32, however such a symmetry,
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acting on right-handed doublets of quarks
(u
d
)
R
, may be heavily suppressed due to a
larger impact on the external h2 ⊂ Y components.
In the quantum theory the propagators for the gauge fields will attain a finite
mass through interaction with the external h2 components. Naturally a ‘quantisation’
scheme and particle concept will be needed in order to assess the properties of the
particle content of the theory (as will be developed in chapter 11), with all physical
particle states transforming under well-defined representations of both the external
and internal symmetry.
In identifying an SU(2)L ×U(1)Y ⊂ E7 symmetry it will be desirable to main-
tain the features of the electroweak theory studied in section 8.3, in particular with a
degree of impingement on the h2 ⊂ Y components accounting for the corresponding
gauge boson masses. This is counter to the provisional assumption in the opening of
section 8.2 that an internal symmetry should belong to the stability group Stab(TM4)
of the external spacetime components h2 ∈ h2C ≡ TM4. Rather here in a decomposi-
tion such as equation 9.47 the emphasis is upon defining internal subgroups through
the structure of their well-defined representations on the external SL(2,C)1 spinors.
The internal SU(3)c ×U(1)Q symmetry may also be motivated in this way, as
a component of the E7 decomposition with well-defined representations on the spinor
components, as seen in equation 8.26 for example. In this case the fact that it also
happens that SU(3)c ×U(1)Q ⊂ Stab7(TM4) is responsible for the fact that the gauge
bosons associated with QCD and QED happen to be massless. It may also be the
case that an internal SU(2)L × U(1)Y ⊂ E7 symmetry might also impinge on any
of the scalars α, β, n and N of equation 9.46, all of which are invariant under the
SU(3)c×U(1)Q action. The possible physical consequences of these scalar components
remains to be seen, whether in terms of masses for the gauge bosons and fermions or
other effects (as will be considered in chapter 13). It also remains to be seen whether
the action of an SU(2)L×U(1)Y ⊂ E7 on the h2 ⊂ Y components may be more closely
analogous to the action of the Standard Model group SU(2)L × U(1)Y on the Higgs
complex doublet φ than was the case for the mock electroweak theory.
In the Standard Model fermion masses are introduced through Yukawa cou-
plings to the Higgs field, as described in the Lagrangian of equation 7.69. In the present
theory there is neither a fundamental scalar Higgs field nor an explicit Lagrangian,
however amongst the long list of quartic terms in the expression for q(x) ≡ L(v56) = 1
in equation 9.28 the top line includes the terms:
q(x) ∼ (αβ − ph−mh− nN) (〈b,B〉 + 〈c, C〉) (9.48)
with the ‘vacuum value’ P = M = v0 = h substituted in using equation 8.72 applied
to the ‘vector-Higgs’ h2 ⊂ Y ⊂ Y ∈ h3O components of x ∈ F (h3O). Terms of this
form contain both left-handed
(c
b¯
) ⊂ X and right-handed (CB¯) ⊂ Y components and in
this sense are reminiscent of the Standard Model Lagrangian mass terms deriving from
equation 7.69. The terms of equation 9.48, in potentially contributing to the fermion
masses in the full theory, supersede the cubic terms such as h(bb¯ + cc¯) obtained from
the form det(X ) ≡ L(v27) = 1 as described for equation 8.76. In both cases the full
set of terms transform under the broken symmetry of L(vˆ) = 1 rather than under the
symmetry of a Lagrangian. The introduction of non-standard mass terms, as extracted
from equation 9.28, is not unprecedented as can be seen by comparison with the quartic
term of equation 8.75 for the technicolor model described in subsection 8.3.3.
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A key part of developing the present theory will be the identification of the
empirically observed properties of the neutrino sector. Of particular interest will be
to identify a description of neutrino oscillations, and contrast that structure with the
CKM mixing in the quark sector. These structures are also expected to relate closely
to the identification of fermion masses. The low value of the left-handed neutrino
mass may correlate in this theory with the lack of a right-handed counterpart in the
components of Y. Again with reference to equations 9.24, 9.25 and 9.46, and based
on the structure of equation 8.28, the neutrino is associated with the a1,l components
of X . As possible contributions to the particle masses, in addition to equation 9.48
above, equation 9.28 contains the quartic terms:
q(x) ∼ PM |a|2 + MN |b|2 + NP |c|2
= h2|a|2 + hN(|b|2 + |c|2) (9.49)
where the second line again follows on substituting the vacuum value P =M = v0 = h.
Hence, as well as relating to the lack of right-handed A1,l neutrino components in Y,
the low mass of the neutrino in comparison with the electron might depend upon the
magnitude of h in comparison with that of the scalar field N(x). In any case the quartic
‘mass terms’ for the neutrino state do differ from those for the charged lepton, and in
a somewhat more complicated manner than suggested by the terms of equation 9.49
alone. Although the u-quarks have both left and right-handed components there are
also differences between such quartic terms for the u and d quark states identified in
equation 9.46; in this case required to account for the smaller empirical mass difference
with mumd ∼ 0.5 [44]. The proximity of the u and d quark masses may in fact be related
to the attainment of a stable vacuum value for L(v4) = h
2, as will be discussed in
section 13.2, and which may also correlate with the low mass for the neutrino.
With the ambiguity over the possiblemathematical ways in which to decompose
the components ofX,Y ∈ h2O into a set of spinors, as described in the previous section,
ultimately an understanding of the nature of the empirically observed particle states
as originating out of the present theory may be required in order to motivate a natural
physical choice for such a decomposition. The full identification of scalar, spinor and
gauge boson particle states will require consideration of a means of ‘quantisation’ for
the present theory, and we pursue that direction in the following two chapters.
The scheme in equation 9.46 accounts for one family of quarks and leptons
with the appropriate transformations under the internal SU(3)c × U(1)Q symmetry
and external SL(2,C)1 symmetry, within the above caveat for the u-quark and ν-
lepton fermion states. In addition the particle states yet to be identified include the
second and third generation of fermions, as related through CKM mixing in the case
of the quark states, and their relation to the massive gauge bosons associated with
electroweak theory in the Standard Model. In the following section we speculate on
the possible nature of a yet higher-dimensional form of temporal flow in principle
capable of accommodating these phenomena.
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9.3 E8 Symmetry and the Standard Model
The extension from E6 acting on L(v27) = 1 to E7 acting on L(v56) = 1 can be
considered as a continuation of the progression to higher-dimensional forms of temporal
flow which began with the SL(2,C) Lorentz symmetry of the quadratic form L(v4) = 1
on 4-dimensional spacetime. This progression, the first stages of which were also
described in the opening of section 9.1, is summarised here in table 9.1.
form dimensions space symmetry # generators
L(v4) = 1 quadratic 4 spacetime v4 ∈ h2C SL(2,C) 6
L(X) = 1 quadratic 10 spacetime X ∈ h2O SL(2,O) 45
L(X ) = 1 cubic 27 temporal X ∈ h3O E6(−26) 78
L(x) = 1 quartic 56 temporal x ∈ F (h3O) E7(−25) 133
Table 9.1: Four-dimensional spacetime, as a form of temporal flow itself, may be
embedded in a progression of higher-dimensional temporal forms.
The highest dimensional form of temporal flow L(v56) = 1 has a symmetry
breaking pattern to E6(−26) ⊂ E7(−25) with the representations of equation 9.33 as
exhibited by the structure of equation 9.29. This is analogous to the further breaking
pattern of E6 to SL(2,O) ≡ Spin+(1, 9), as described by the representations of equa-
tions 8.1–8.3, which is also implied in the structure of left-hand side of equation 9.46.
The SL(2,O) symmetry of 10-dimensional spacetime is an intermediate stage on the
way down to the Lorentz SL(2,C) symmetry which further decomposes the represen-
tation space into a Lorentz 4-vector, Weyl spinors and Lorentz scalars, as described
in table 8.2 and now applied to both X and Y ∈ h3O, with the external Lorentz 4-
vector v4 ∈ TM4 accommodated within the Y components in equation 9.46, where two
further Lorentz scalar components α and β are also identified.
Apart from the three additional scalars, N , α and β in equation 9.46, the
increase in dimension from 27 to 56 does not contain any redundancy in terms of
comparison with the structures of the Standard Model. Most of the additional 29
dimensions are interpreted as an augmentation from 2-component Weyl spinors to
4-component Dirac spinors, together with a separation in the identification of the left-
handed neutrino state and the external spacetime h2C ≡ TM4 components.
At the level of the Dynkin diagrams of figures 9.1(a) and (b) the E7 algebra
marks a minimal extension from E6, but one which together with the 56 representa-
tion as described in the previous section may be sufficient to account for much of the
structure of Standard Model symmetries and particle spectrum with little further aug-
mentation. This additional augmentation is needed to account for the identification of
the u-quark and ν-lepton spinor components which will require a further decomposi-
tion of the X ⊂ X and Y ⊂ Y components, with for example X = θ1Xθ1X†+ φ1Xφ1X†+ . . .
as described in equations 9.1 and 9.5 of section 9.1. The features of these two means
of augmenting the form of temporal flow to a higher dimension, as described in the
two previous sections, will need to be combined in the complete theory. One possible
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means of achieving this will be described in the present section.
In terms of the dimension of the underlying space, as listed for the sequence of
forms L(v) = 1 in table 9.1, we first note that a further expansion from 56 to ∼ 80 real
components would be sufficient incorporate Weyl spinors for the νL, uL and uR states
of equations 9.46. This is deduced by observing that a ∈ O of equation 8.28 has 8 real
components while a set of four Weyl spinors requires a total of 16 real components,
or alternatively by noting that the decomposition of the form X = θ1
X
θ1
X
†
involves an
augmentation from 10 to 16 real components. With a complete generation of Standard
Model fermions then accounted for the second and third generations might also be
directly incorporated under a further augmentation from 80 to ∼ 240 real components.
Given the progression to larger symmetry groups summarised in table 9.1 from
a mathematical point of view it is also natural to consider whether the Lie group
E8, as the largest exceptional Lie group, represented on a quintic homogeneous form
L(v) = 1, may mark one further and final possible step in this sequence. (While we
refer to such a hypothetic ‘quintic’ form, essentially an order greater than quartic is
implied). With the smallest non-trivial representation of E8 being 248-dimensional,
this possibility is particularly worth consideration in light of the observations of the
previous paragraph. In a similar way that extending the symmetry from E6 to E7
led to the incorporation of right-handed as well as left-handed fermion states, ideally
a further extension to E8 would subsume both the E7 symmetry of the structure in
equation 9.46 and explicitly incorporate also the u-quark and ν−lepton spinor states
and a full three generations of fermions all under a higher-dimensional form of L(v) = 1
with an E8 symmetry.
The smallest non-trivial representation of E6 is the 27 which can be expressed
as the symmetry of the cubic form L(v27) = 1, while for E7 the 56 representation, again
the lowest-dimensional non-trivial representation, can be expressed as the symmetry
of the quartic form L(v56) = 1. However the 248 representation for E8 is expressed in
terms of the adjoint representation on the 248-dimensional E8 Lie algebra itself, with
no clear interpretation in terms of a symmetry of a form of temporal flow L(v) = 1.
Indeed the Lie algebra E8 can be essentially introduced in terms of its action on itself,
and constructed in purely algebraic terms which may involve the octonions [1], with
the absence of any geometric motivation or application which might be related to a
form L(v) = 1.
The group E8 can be defined as the symmetry group of a 57-dimensional mani-
fold based on F (h3O)+R, known as the ‘extended Freudenthal triple system’ equipped
with extra geometric structure [61], with E7 ⊂ E8 now identified as a subgroup. These
mathematical objects have some connection with the structures of M-theory [60, 61],
and indeed E8 features heavily in some branches of theoretical physics as for example
in E8×E8 heterotic string theory. There is also some debate in the literature concern-
ing whether or not the structure of the E8 Lie algebra alone is large enough to fully
describe the Standard Model together with gravity (see for example [63]).
For the present theory with an E8 symmetry acting on a hypothetical form
of temporal flow, which may be denoted L(v248) = 1, three generations of fermions
together with a vector-Higgs could be accommodated within the 248 temporal com-
ponents, as outlined above, while the external Lorentz group and internal gauge sym-
metries could all in principle be identified within the E8 group actions. Without the
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need to employ a supersymmetry there are no SUSY states or set of ‘mirror’ particles
of any kind, although it is of course possible that new physics might be predicted with
consequences that might be tested. However in the present theory the primary guiding
principles are driven by conceptual ideas, rather than taking a fundamental motivation
from a notion of mathematical elegance. Hence here it is the possible forms of tempo-
ral flow L(v) = 1, together with their symmetries, which lead the development of the
theory, and this may or may not involve the Lie group E8. The progression towards
higher dimensions in table 9.1 does however strongly hint towards consideration of E8,
hence allowing this one lead from the perspective of mathematical beauty, we consider
the possible marriage of this ‘aesthetically pleasing mathematics’ with the underlying
conceptual form of the present theory.
The fact that the smallest non-trivial representation of the 248-dimensional
E8 Lie algebra is expressed as the adjoint representation does not itself preclude the
possibility that a 248 representation may also be identified in terms of the symmetries
of a quintic form L(v248) = 1. By comparison for example the smallest non-trivial
faithful representation of SO(3) is the adjoint representation on the 3-dimensional so(3)
Lie algebra, but in this case there is also a fundamental 3 representation preserving the
magnitude of vectors v3 ∈ R3 in a 3-dimensional Euclidean space. Indeed the SO(3)
symmetry of the 3-dimensional form L(v3) = 1 of equation 2.14 was the example of
a symmetry of a multi-dimensional form of temporal flow with which we began in
section 2.2. In this case the two representations of SO(3) are closely related since the
bilinear Killing form on the elements of the so(3) Lie algebra has the same structure
as the quadratic scalar product in the space R3 as used in forming the magnitude |v3|.
A quintic form underlying L(v248) = 1, invariant under an E8 symmetry action,
may not be as closely related to the adjoint representation and the L(E8) algebra
structure, unless such a quintic form (or more generally a homogeneous polynomial
form of order greater than four) might be related to the bilinear Killing form on L(E8)
in some way. Further, given the progression from the cubic polynomial form det(X )
of equation 6.28 as an expression of L(v27) = 1 with an E6 symmetry to the terms
of the quartic form q(x) of equation 9.28 underlying the form L(v56) = 1 with an
E7 symmetry, a possible quintic form for L(v248) = 1 with an E8 symmetry may
be a considerably more complicated mathematical object still. Hence it is perhaps
conceivable that such a structure has not been identified through purely algebraic
means, even over fifty years after the corresponding E6 and E7 structures were first
realised. On the other hand if such a mathematical structure does exist, namely a
quintic form L(v248) = 1 with an E8 symmetry, then as for the other forms of table 9.1
it would naturally apply for the present theory, based on multi-dimensional forms of
temporal flow, and further physical consequences would be expected to be uncovered
in this further progression.
In reference [64], as an example of a more geometrical approach, all of the
classical Lie groups are accounted for as isometry groups of bilinear or sesquilinear
forms and the first four exceptional Lie groups, G2, F4, E6 and E7, are described as
isometry groups constructed for cubic or quartic forms, but with E8 essentially absent
from the discussion. More generally little reference has been identified in the literature
in which a 248-dimensional representation of E8 is described in terms of an action on a
quintic, or any other homogeneous polynomial, form. However in [65, 66] a polynomial
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of degree eight which is invariant as a 248-dimensional representation of the compact
real form of E8 is described, and is closely related to an invariant polynomial for
the real form E8(8). For the present theory it is then an open question whether an
octic form with an E8 symmetry might contain the quartic form with E7 symmetry.
Such a natural extension consistent with the form of temporal flow L(v) = 1 may
also be required to have a symmetry described by a non-compact real form of E8 in
order that temporal causality may be respected for physical structures identified on
the base manifold M4, with a local SO
+(1, 3) ⊂ E8 symmetry, as will be discussed in
section 13.3.
Considering the possible real forms of E8 more generally, a suitable candidate
would be E8(−24) since the following maximal subgroups involving the exceptional Lie
groups are well known (see for example [67]):
E7(−25) × SU(1, 1) ⊂ E8(−24)
E6(−26) × SO(1, 1) ⊂ E7(−25)
(9.50)
This suggests the employment of the chain of non-compact real forms E6(−26) →
E7(−25) → E8(−24) as symmetry groups for the corresponding forms of the sequence
L(v27) = 1 → L(v56) = 1 → L(v248) = 1, where the first two stages have been de-
scribed here in chapter 6 and section 9.2 respectively, while the third form remains
hypothetical. As for the structure of the first two stages it seems likely that a con-
struction of the final form in this progression will involve the algebraic structure of the
octonions in a significant way.
At the level of the complex Lie algebras the corresponding Dynkin diagrams for
E6, E7 and E8 are displayed alongside each other in figure 9.1. The Lie group generated
by the rank-8 L(E8) algebra is large enough to contain a rank-8 decomposition of the
form:
SL(2,C) × SU(3) × SU(2) × SU(2) ×U(1)×U(1) ⊂ E8 (9.51)
as can be shown by straightforward analysis of the Dynkin diagrams involved. Hence
while the degrees of freedom of the components of v248, as an extension from v56 ≡
x ∈ F (h3O) of equation 9.46, are sufficient to contain a full three generations of
Standard Model fermions and a vector-Higgs, the E8 symmetry group is comfortably
large enough to describe the external Lorentz symmetry together with the internal
SU(3)c × SU(2)L ×U(1)Y gauge group.
While the higher-dimensional extensions of section 9.1 were contrived, for exam-
ple via equation 9.5 leading to the inhomogeneous expression of equation 9.8, in order
to describe the further necessary spinors and generations for the Standard Model,
ideally these structures will be found to arise naturally within a homogeneous form
L(v248) = 1 under an E8 symmetry broken over an external 4-dimensional spacetime
M4. This natural structure should include a full set of SU(3)c×U(1)Q transformations
and charges aligned with the SL(2,C)1 spinors, completing the structure identified
within the E6 action in equations 8.26 and 8.28, and in particular supplying a mathe-
matical justification for the electromagnetic charges of the ν-lepton and u-quark spinor
states through a U(1)Q action which might be related to the form of equation 9.12 for
example.
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Towards the end of the previous section an SU(2)R × U(1)′Y subgroup was
considered as a possible complementary alternative to SU(2)L × U(1)Y within a de-
composition of E7 in the form of equation 9.47, however the E8 breaking structure of
equation 9.51 can in principle accommodate both subgroups together. In general a
decomposition of E8 in the form of equation 9.51, arising from the symmetry break-
ing through a choice of SL(2,C)1 on the external spacetime TM4, will contain internal
symmetry groups acting on the set of spinors which do not belong to the stability group
Stab8(TM4) ⊂ E8. This may include for example an ‘SU(2)R’, acting asymmetrically
on the X and Y components of the v56 ⊂ v248 subspace in equation 9.46 or other gauge
groups with a significant impingement on the vector-Higgs v4 ≡ h2 ∈ h2C ≡ TM4 com-
ponents and hence associated with very massive gauge bosons, which are hence as yet
unobserved as are the corresponding gauge interactions. An internal SU(2)L×U(1)Y is
anticipated which is also broken through a degree of impingement on the vector-Higgs
components, resulting in the empirically observed massive W± and Z0 gauge bosons
and associated electroweak phenomena, as a progression from the ‘mock electroweak
theory’ described in section 8.3.
Given the projection of v4 ∈ TM4 with an external SL(2,C)1 symmetry and
the set of fermions identified in the residual v248 components transforming under the
internal SU(3)c ×U(1)Q symmetry, the further internal SU(2)L symmetry action will
be sought as acting on doublets of quark
(u
d
)
L
and lepton
(ν
e
)
L
left-handed Weyl spinors,
and not only for the first but also the second and third generation of Standard Model
fermions. Masses for the fermions are anticipated to arise through interaction with
the vector-Higgs as expressed in the quintic terms of L(v248) = 1 as an extension from
the quartic terms such as those of equations 9.48 and 9.49 for the L(v56) = 1 case. A
misalignment between the SU(2)L weak doublet states and the mass eigenstates for the
quark sector is expected to give rise to the phenomena of CKM mixing, as described
for the Standard Model towards the end of section 7.2, with a related consideration
leading to the phenomena of neutrino oscillations in the lepton sector.
It would be possible to attempt to embed the structures of the Standard Model,
as alluded to above, into the components of a quintic form L(v248) = 1 with an E8
symmetry if the latter structure was already known and described in the literature.
This would continue the approach adopted for the E6 symmetry of L(v27) = 1 and
E7 on L(v56) = 1, as based on the corresponding mathematical structures originally
discovered in the 1950s [34] and 1960s [35] respectively, for which the consequences of
symmetry breaking over M4 have been studied here in chapter 8 and section 9.2.
Alternatively the mathematical structure of E8 acting on a quintic form un-
derlying L(v248) = 1, if it exists, might itself be constructed through its application in
the present theory as a form of temporal flow based on a knowledge of the empirical
properties of the Standard Model. That is, continuing the progression of table 9.1
through the Standard Model structure identified in the components of F (h3O) under
the broken E7 symmetry in equation 9.46, and using the need to identify spinor com-
ponents for the ν-lepton and u-quarks, together with three generations of fermions
oriented under an SU(2)L action and relating to CKM mixing, all in a structural cor-
respondence with the Standard Model, might lead to the identification of a suitable
underlying 248-dimensional space. The study of this mathematical structure, incorpo-
rating the subspaces of h3O and F (h3O) under the subgroups E6 and E7 respectively,
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may lead to the identification of an E8 symmetry represented on the form L(v248) = 1,
which might then be rigorously studied as an objective mathematical entity in its own
right. Such an interplay between the development of physical theories and mathemat-
ical structures has a long history of stimulating mutually beneficial progress, as for
the parallel development of gauge theories and the structure fibre bundles reviewed in
chapter 3.
Essentially this is the approach we have set out to follow in section 9.1 in
attempting to open up further components to account for further spinors and further
generations through augmentation such as that in equation 9.5. The aim is then to
combine that form of extension with the augmentation to the action of E7 on F (h3O)
described in section 9.2 in seeking an E8 action on a 248-dimensional space such that
a homogeneous quintic, or higher order, norm L(v248) = 1 is invariant. As well as
aiming to incorporate the essential structure of the Standard Model, in progressing in
this way it is also possible that new features will appear for E8 acting on L(v248) = 1
as the full form of temporal flow.
For the subgroup action of SL(2,O)1 ⊂ E6 ⊂ E7 on the components of F (h3O)
in equation 9.46 the subspace elements X ∈ h2O and Y ∈ h2O transform as 10-
dimensional spacetime vectors, and need to be opened up to identify a spinor substruc-
ture as discussed in section 9.1. However under the corresponding SL(2,O)1 ⊂ E8 sub-
group on the hypothetical form L(v248) = 1 the object θ
1 (denoted θ in equation 8.2)
might be directly identified along with further Majorana-Weyl spinors, including θ1
X
and φ1
X
of equation 9.5, all as naturally occurring representations within the enlarged
structure and without any direct vector representations in the components of v248.
Further, as for the four-way decomposition of θ1 in equation 8.13 the Majorana-Weyl
spinor θ1
X
, for example, will decompose into a set of four left-handed Weyl spinors
{θXl, θXi, θXj, θXk} under the Lorentz subgroup SL(2,C)1 ⊂ SL(2,O)1; with an inter-
nal SU(2)L ⊂ E8 symmetry action sought on doublets of the SL(2,C)1 Weyl spinors
identified within
(θ1X
θ1
)
.
In this case in place of decomposing a vector into spinor representations, as
for equation 9.5, for the SL(2,C)1 ⊂ E8 action the need is rather to construct a 4-
component vector v4 to be locally associated with the external tangent space TM4.
This may be achieved by going the other way and composing together right-handed
spinors for example (such as effectively associated with a subset of the Y components
in equation 9.46), under SL(2,C)1 ⊂ E8 to form the 4-vector:
h2 = θYL(θYL)† + φYL(φYL)† (9.52)
This is essentially equation 7.32, interpreted as composing the right-hand side to form
the left-hand side rather than as a decomposition of the latter. Here the Weyl spinors
are fused together through the projection of the full temporal flow onto the external
spacetimeM4 as an arena for perception in the world, with the local Lorentz symmetry
acting on the 4-vectors h2 ≡ v4 ∈ TM4 which also forms the vector-Higgs in the
present theory. While this structure is analogous to the formation of a scalar Higgs in
technicolor models, as a condensate of a set of proposed techniquarks interacting under
an SU(N)tc gauge symmetry as reviewed in subsection 8.3.3, in the present theory
it is the identification of the geometric form of an external spacetime as an innate
feature of perception, as described in section 2.2, which necessarily draws together
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spinor components into a 4-vector composition. This 4-vector h2 under SL(2,C)
1 ⊂
SL(2,O)1 ⊂ E6 ⊂ E7 can be seen directly in the components of the various forms
of L(v) = 1 for the progression in table 9.1, as shown explicitly for example in the
components of F (h3O) on the right-hand side of equation 9.46, now considered as
intermediate stages on the way to the full form L(v248) = 1.
The fusing of U(1)Q charge neutral Weyl spinors θYL and φYL (perhaps also
with a third spinor ψYL) to form the external spacetime vector h2 ≡ v4 ∈ TM4 in
equation 9.52, through the requirement of perception on the extended manifold M4, is
consistent with absence of physical particle states corresponding to the right-handed
neutrino (for all three generations). On the other hand the complementary θXl, φXl
and ψXl spinors under SL(2,C)
1 ⊂ E8 remain free as a full set of three generations
of left-handed neutrinos. This analysis is similar to that described for equation 9.46
under the E7 symmetry, with h2 ∈ TM4 accommodated in the Y components and the
νL-neutrino derived from the X components, for the first generation only.
Although provisional, this discussion for the hypothetical action of E8 on
L(v248) = 1 describes a possible marriage of a full form of temporal flow, deduced
on the basis of mathematical elegance as a further progression from the sequence in
table 9.1, together with the basic conceptual framework of the present theory, with a
knowledge of the Standard Model structure presiding over the union.
Whether or not E8 will ultimately feature in a significant way for the present
theory remains to be seen. Here the primary focus is upon homogeneous forms of
temporal flow expressed as L(v) = 1, as derived in section 2.1, and if it happens that
E8 does not form a symmetry group of such an object then it seems unlikely that this
largest exceptional group will play an important role in this theory. However such
homogeneous forms are known for Lie groups as large as E7, as we have described
in this paper. We end this chapter with a summary of the Standard Model features,
based on the gauge symmetry SU(3)c × SU(2)L × U(1)Y , which have been identified
up to this stage within the breaking of known symmetries of L(v) = 1 forms through
the extraction of an external Lorentz symmetry. These are described in relation to the
progression of higher-dimensional forms of temporal flow listed in table 9.1.
• L(v4) = 1: External spacetime Lorentz symmetry SL(2,C) acting on v4 ∈ TM4.
The Lorentz transformations on 4-dimensional spacetime are subsequently iden-
tified with the subgroup SL(2,C)1 ⊂ E6 within the larger symmetry, as generated
by the basis elements {B˙1tz, R˙1xl, B˙1tx, B˙1tl, R˙1xz, R˙1zl} for sl(2,C)1 of equation 6.57.
• L(X) = 1: Internal symmetry SU(3)c × U(1)Q actions may be identified in
Stab2(TM4) ⊂ SL(2,O). In the context of the subsequent E6 action this symme-
try is generated by the basis elements {A˙q, G˙l} + S˙––1l acting on the components
X =
( p a¯
a m
) ∈ h2O ⊂ h3O, with the transformations of the a ∈ O components as
described in equation 8.28. (This form is closely related to the L(v10) = 1 model
of figure 5.1).
• L(X ) = 1: The additional θ1 = (cb¯) ∈ O2 ⊂ h3O components (θ in equation 6.26)
transform under the external SL(2,C)1 as 4 left-handed Weyl spinors θl, θi, θj , θk
as subspaces of O2 (equation 8.13). These spinors neatly dovetail with the corre-
sponding internal SU(3)c × U(1)Q ⊂ Stab(TM4) ⊂ E6 actions, as deduced from
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table 8.7 and equation 8.23 and summarised in equation 8.26, hence identifying
a charged lepton singlet and d-quark triplet.
Although the group E6, acting on X ∈ h3O, is not large enough to contain an
additional internal SU(2) symmetry a number of the more esoteric properties
of SU(2)L × U(1)Y electroweak theory are reflected in the action of the type
2 subgroup SU(2)2 × U(1)2 ⊂ E6 generated by {R˙2zl, R˙2xz, R˙2xl} + S˙––2l , and simi-
larly for the corresponding type 3 case, which complement the type 1 external
SL(2,C)1 actions, as described in section 8.3. These properties include the dou-
blet actions of equations 8.29 and 8.31, a ‘mock electroweak’ symmetry breaking
pattern leading to the mixing angle deduced for equation 8.63 and the potential
origin of gauge boson masses for the broken SU(2)2 ×U(1)2 generators deriving
from an impingement on the external spacetime components as described for
equation 8.71. Fermion mass terms are similarly considered to arise through in-
teractions with the projected external v4 ∈ TM4 components under L(v27) = 1
as described for equation 8.76. The vector v4 ∈ TM4 itself is considered to consti-
tute a ‘vector-Higgs’, with the degree of freedom of the magnitude |v4| provides
a candidate for the empirically observed scalar Higgs.
In addition to the SL(2,C)1 spinors identified from the components of θ1 a cor-
responding set of 4 left-handed Weyl spinors may be identified within the com-
ponents of θ1X for example, upon introducing the decomposition X = θ
1
Xθ
1
X
†
of
equation 9.1. These further Weyl spinors can be interpreted as the components
of a neutrino and triplet of u-quarks, although care is needed to maintain the
necessary electromagnetic charges of 0 and 23 as explained around equation 9.12,
and further some of these components coincide with the external v4 ∈ TM4,
which has provisionally been associated with the above vector-Higgs.
• L(x) = 1: Containing now the E6 27 and 27 representations, equation 9.33,
the external Lorentz symmetry SL(2,C)1 ⊂ E7 can be taken to act on the v4 ≡
h2 ⊂ Y ∈ h3O ⊂ F (h3O) components, which continue to both represent external
spacetime and also account for the Higgs sector, as depicted in equation 9.46.
The left-handed electron and d-quark Weyl spinors of the L(X ) = 1 case above
now have right-handed counterparts, combining in 4-component Dirac spinors,
as described in equations 9.43 and 9.44. A left-handed neutrino (along with a
set of uL-quark spinors) might now be identified by expanding the X ∈ h2O ⊂
h3O ⊂ F (h3O) components, while a right-handed counterpart may be excluded
by the external h2 ∈ TM4 components of Y (while a set of uR-quark spinors
remain), as also indicated in equation 9.46.
The internal SU(3)c × U(1)Q ⊂ E7 symmetry acts on the X and Y components
of equation 9.46 in the same way. Further internal symmetries may be sought
which also act on the set of spinors in the shape of trivial or fundamental repre-
sentations. In particular an internal SU(2)L ⊂ E7, with an asymmetric action on
the X and Y components, might now be accommodated within the larger group.
An explicitly left-right asymmetric coupling to fermion doublets for an internal
symmetry SU(2)L ×U(1)Y ⊂ E7 may be possible for this structure, with further
analysis of the E7 algebra required. The U(1)Q action, surviving the mock elec-
troweak symmetry breaking over TM4, is identical on the Y and corresponding
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X components, accounting for the massless nature of the photon in the first case
and the charge neutrality of the left-handed neutrino in the second case.
In augmenting the full symmetry from E6 to E7, and hence embedding the
Lorentz symmetry in the latter, there is a two-way choice regarding the embedding
of the external spacetime h2C ⊂ F (h3O) in either the X or Y components, with the
latter option taken in equation 9.46 as described in the text and alluded to above.
The necessary asymmetry in this choice is then ultimately responsible for the left-right
asymmetry observed for physical phenomena, and in particular leads to the parity
violating properties of the weak interaction.
The Lie group E7 does not have complex representations and is hence unsuit-
able as a unification group for the purely internal symmetry structure of the Standard
Model, as mentioned in section 7.3. However the external Lorentz symmetry does have
complex representations and including the SL(2,C) action within the structure of the
E7 action on F (h3O) in this asymmetric way in turn implies a left-right asymmetry
for the action of the residual internal symmetry. In the present theory this mecha-
nism provides the source of parity violating phenomena (rather than such phenomena
arising from the complementary actions of SU(2)2,3 with respect to SU(2)1 in terms
of non-commutative quaternion subalgebras, as had been briefly considered in subsec-
tion 8.3.1 shortly after equation 8.31 as guided by [56] for example). In addition to the
SU(2)L action the hypercharge symmetry U(1)Y also remains to be specifically iden-
tified, although the latter derives from the S˙––2,3l generators for the mock electroweak
theory as described for equation 8.47 for example.
Further, the three possible embeddings of SL(2,O) acting on h2O and O
2 ac-
cording to equations 6.32–6.35 within the structure of the E6 action on h3O may relate
to the empirical observation of three generations of fermions. The embedding of a
choice of Lorentz symmetry SL(2,C)1 ⊂ E6 acting on the type 1 subset h2C ⊂ h3O
breaks the discrete three-way symmetry between the type 1, 2 and 3 actions described
in equations 6.32–6.35, hence also breaking the continuous type transformation sym-
metry. This in turn will lift the degeneracy of the three generations of fermions and
may be related to the phenomena of CKM mixing between the quark states. However
in order to explicitly accommodate three generations of Standard Model fermions the
extension to E7 symmetry on L(v56) = 1 may need to be further augmented to an E8
action on L(v248) = 1, incorporating a spinor expansion of the original components
in a form such as equation 9.5 with also a third term ψ1Xψ
1
X
†
. The possibility of this
further extension to E8, which is currently hypothetical, has been the main topic of
this section.
The above observations, through to the E7 action on F (h3O), currently mark
the point of closest approach between the present theory and the empirical world
of elementary particle phenomena recorded in high energy physics experiments. A
possible extension to an E8 action of L(v248) = 1 is suggested partly on aesthetic
mathematical grounds and partly through the known structure of the Standard Model
itself considered in the context of the present theory.
Here we have largely only considered a somewhat ‘static’ picture based on
the structures of the forms L(v) = 1 and the corresponding symmetry groups, with
emphasis on the explicit structure of the Lie group E6 acting on the space h3O. For this
case in addition to the terms arising from the expansion of equation 8.76 the constant
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value of L(v27) = 1 will be expressed ‘dynamically’ on an extended spacetime manifold
M4 as the zero covariant derivative DµL(v27) = 0. The terms of the latter expression
resulting from the symmetry breaking contain the internal gauge fields Yµ(x), as was
described for the L(v10) = 1 model in equation 5.51 – which includes an interaction
between the gauge field Yµ and the internal v6 components. The cubic temporal form
L(v27) = 1 does not have an interpretation as a higher-dimensional spacetime form
and in this case, through the terms of DµL(v27) = 0, an internal gauge field can
also impinge upon the external 4-dimensional spacetime components of v4 ∈ TM4.
It is through this impingement that massive gauge bosons are anticipated to arise as
described for the mock electroweak theory in subsection 8.3.3, with the field v4(x)
termed the vector-Higgs through association with Higgs phenomena. In the full theory
the masses for theW± and Z0 gauge bosons of the Standard Model might be identified
in this manner, while the fermion masses may arise through the composition of fermion
components with the vector-Higgs under the full form L(vˆ) = 1.
Within the expansion ofDµL(v27) = 0 there are also terms of the form h(bYµb¯+
cYµc¯), by comparison with equation 8.76, with similar terms deriving from the quartic
norm in the E7 case, describing a coupling between the gauge field Yµ(x) and the
fermion components within h3O. In this way the internal gauge field Yµ(x), taking
values for example in the SU(3)c Lie algebra, will mix the components of the Weyl
spinors, such as those of the set {θi, θj , θk} in equation 8.19, creating the possibility
of field interactions. Ultimately the consequences of the mutual couplings of all fields
in the terms of L(vˆ) = 1 and DµL(vˆ) = 0 will need to be assessed for the full form of
temporal flow.
The initial dynamical equations for this theory derived from the relation be-
tween the geometry of the external spacetime and the curvature of the internal gauge
fields, as deduced in section 5.1 and culminating in equation 5.20, as guided by the
structure of Kaluza-Klein theories. Hence the gauge fields, such as Aµ(x),W
±
µ (x) . . .,
in being closely related to the spacetime geometry Gµν = f(A,W, . . .) in the form of
equation 5.31, seem to take some priority over possible fermion states which may be
identified in turn through the field interactions, as will be described in chapter 11.
That is given for example an initial W±µ (x) field in turn fermion fields ψ(x) within
doublets such as
(ν
e
)
L
or
(u
d
)
L
will be drawn into relation with the external spacetime
geometry Gµν = f(A,W,ψ, . . .) from the components of x ∈ F (h3O) via interactions
with a gauge fields as an example of the generalisation described for equation 5.32 in
section 5.2. In section 13.1 a direct relation between the spacetime geometry and the
magnitude of the vector-Higgs field with Gµν = f(v4) will also be derived, leading to
a further and more direct link with fermions through the terms of L(vˆ) = 1.
An understanding of the empirical consequences of all of the possible field
interactions, and the phenomena of high energy physics in general, will require a full
dynamical and quantum expression of the theory. This will include an understanding
of how macroscopic ‘mass’ as central to general relativity through the field equation
Gµν = −κT µν is related to particle ‘mass’ as observed in the laboratory, and an
exposition of a unified conceptual basis for describing both gravitational and quantum
phenomena more generally. Within this unified framework the concept and the nature
of physical elementary particles themselves might be addressed. A quantised theory
dynamically expressed on the spacetime manifold M4 will also be required in order to
247
deduce the empirical particle spectrum as well as to express kinematic quantities such
as the masses of the particle states, for fermions as well as gauge and the Higgs bosons.
In quantum field theory (QFT) the particle masses feature in ‘propagators’
while charges and coupling constants appear in interaction ‘vertex’ terms. Both of these
objects are intrinsic to calculations of cross-sections via the transition amplitudeMfi,
as will be described in the following chapter. The propagator factors in calculations of
process probabilities contain various kinematic quantities with the dimension of mass.
For example the Feynman propagator for the scalar Higgs field has a particularly simple
form, i/(p2−M2H) where p is the 4-momentum, which may provide a guide for the role
of mass terms for the present theory. Here the effective incorporation of finite mass
into the propagators for massive gauge bosons is expected to be related to that for
technicolor models as described between equations 8.73 and 8.76 in subsection 8.3.3.
Similarly while equations 8.26 and 8.28 describe the correct U(1)Q charge struc-
ture for a generation of leptons and quarks, it will need to be understood how these
‘charges’ enter into cross-section calculations and hence actually account for the elec-
tromagnetic charge structure as observed for particle states in high energy physics
(HEP) experiments. The interpretation of such QFT calculations within the context
of the present theory will need to be addressed before the concepts of charge and mass
can be fully comprehended here. The nature of field interactions and the concept of
particles themselves will also need to be addressed in the course of this study, as we
explore in the following two chapters.
Rather than beginning with fields or particles which are then postulated to have
various properties and forms of interaction, in the present theory we begin essentially
with a composition of, or coupling between, components of the full form L(vˆ) = 1
together with the generators of the symmetry transformations. Here ‘masses’ and
‘charges’ originate in the terms of the expressions for L(vˆ) = 1 and DµL(vˆ) = 0.
Only once these mathematical relations are expressed in terms of dynamical equations
over the manifold M4, with spacetime geometry G
µν(x) = f(Y, vˆ) in the notation of
equation 5.32, might particle states themselves be identified as a phenomenon arising
out of the field interactions. In turn the observable characteristics of such particle
phenomena might be determined.
The particle properties, including masses and mixing parameters, although
arising from the underlying interactions of the fields, are not necessarily expected to
be literally read off directly from the E6 or E7 symmetry breaking level. Indeed some
particle characteristics, such as their behaviour under CPT transformations and the
identification of antiparticles necessarily requires a theory expressed in an extended
spacetime. In dealing with the bare F (h3O) components together with the algebraic
form of the E7 symmetry actions it can only be expected to uncover a shadow of the
full variety of Standard Model phenomena at this level. However it is also desirable
that this shadow should possess identifiable features, such as the correct fractional
charges and a left-right asymmetry, that may plausibly underlie the empirical data.
The dynamic aspects of the theory and a quantisation scheme will need to be devel-
oped in order to make more rigorous comparisons with the full variety of laboratory
phenomena.
In the meantime, a collection of general properties of the Standard Model have
already been identified in the study of the breaking of the E6 symmetry of L(v27) = 1
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in chapter 8 and E7 symmetry of L(v56) = 1 as presented in section 9.2. In particular
the structure of the E7 symmetry on the components of F (h3O) when broken over TM4
makes significant contact with the Standard Model, as also summarised in this section,
and further inroads may be possible by further exploring this structure. However the
aim here is to avoid the possibility of contriving the appearance of Standard Model
properties, but rather to be primarily guided by the development of the theory itself,
albeit very much in the light of known empirical phenomena. A number of features,
including the identification of u-quark and ν-lepton spinors and their SU(2)L interac-
tions with the d-quarks and e-leptons respectively, the ‘Yukawa couplings’ and origin
of mass, the structure of three generations of fermions and the mixing between them,
remain to be better understood.
The progression towards higher-dimensional forms of time listed in table 9.1,
together with the need to fill out the empirical picture, hints at the possibility of
uncovering an E8 symmetry action on a quintic form L(v248) = 1 as the final ‘Russian
doll’ in the sequence of enveloping symmetries of time, as we have described in this
section. However, as well as extensions to higher dimensions a quantised theory and an
understanding of physical particle states, as considered in the following two chapters,
will be needed to identify further details of the Standard Model from within the present
theory for a thorough comparison with and testing against the empirical data. Until
then the extent to which the E7 stage is sufficient or otherwise to account for the
Standard Model will not be completely clear.
In this regard the main question concerns the identification of the structure
of particle-like states within the theory before returning to further assess the corre-
spondence between the present theory and empirical data, and then progress towards
making predictions which may be tested. Before comprehending the particle concept
it will be necessary to understand how in the present theory quantum phenomena arise
together with the mathematical structures of quantum field theory which are intrinsic
to calculations of high energy physics processes. Hence in the following chapter we
begin by reviewing the standard machinery of QFT as applied for HEP experiments.
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Chapter 10
Particle Physics
10.1 High Energy Physics Experiments
The concept of particle phenomena as observed in HEP experiments in the context of
the theory presented in this paper will be examined here and in the following chapter.
In this theory the world appears in our experience necessarily within the geometrical
confines imposed in order for it to actually be perceived through the flow of time, with
the geometrical conditions for the perceived 4-dimensional spacetime world projected
out of a general higher-dimensional progression in time. The arbitrary nature inherent
in a degenerate set of possible geometric solutions manifests itself as quantum and
particle phenomena – such as observed in the detector apparatus of high energy physics
(HEP) experiments, and through which we interact with and experience the world in
general. This perspective, introduced in this section, will be described more thoroughly
in the next chapter.
The phenomena of particles are observed in the laboratory in the limit of near
‘vacuum’ conditions as elementary transitions of the world as recorded in detector
components. Similar phenomena will be manifest more generally in a curved spacetime
associated with an arbitrary distribution of matter, however in the flat spacetime
limit of the near vacuum, approximating the laboratory environment as considered
here, these phenomena may be simpler to categorise. The ‘particles’ observed in HEP
experiments are states of matter that arise in this simplifying limit, rather than the
fundamental ‘building blocks’ of matter itself.
It is the aim of experimental high energy physics – employing huge and techno-
logically complex macroscopic physical structures in the form of ‘particle’ accelerators,
colliders and detectors coupled with sophisticated computer software and data analysis
(see for example [68]) – to detect and analyse the most delicate and minimal transi-
tions of the state of the perceived physical world. In this way the nature and properties
of the elementary particles ascribed to such transitions are empirically determined –
for example, the relative degree of interaction between particular gauge boson and
quark fields in the case of [68]. In the present theory internal symmetries and fermion
states have been identified at the level of the broken E7 symmetry action on the multi-
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dimensional temporal form L(v56) = 1, as described in section 9.2, and will relate to the
components of the corresponding gauge fields and quark or lepton fields respectively,
subject to dynamical constraints in extended spacetime. While significant contact has
been made with structures of the Standard Model, as summarised in equation 9.46
and section 9.3, it will be necessary to identify in detail the mathematical correlate of
HEP phenomena within the present framework in order to establish a closer relation
between the theoretical and experimental environment and hence further assess the
validity of the theory.
It should be kept in mind that the events recorded in a high energy physics
experiments are not actively made to happen by physicists, rather the complete exper-
imental apparatus is designed and built to passively make highly refined observations
of the course of nature. The most elementary and minute transitions of the physi-
cal world, expressed for example in terms of gauge or fermion fields, are isolated and
amplified through such experiments as exemplified in figure 10.1. Such a process, or
‘event’, may involve ‘jets’ of many final state particles as displayed in figure 10.1 or
could be as simple as that sketched in figure 10.2 in the following section.
Figure 10.1: The most delicate changes of the macroscopic state of physical structures
such as HEP detectors are interpreted in terms of ‘particle tracks’ composed out of a
series of such minimal detectable transitions, here exemplified in an event recorded by
the SLD collaboration [69].
All ‘material’ objects, such as particle detectors, are apparently infused with
and seemingly ‘composed of’ field transitions. The environment of a HEP experiment is
such that a particular series, or chain, of macroscopic transitions of the apparatus can
be reconstructed, via amplified signals and computer algorithms, as a particle track. At
the elementary microscopic level the particular components of equation 9.46 involved,
as developed so far up to the action of E7 on L(v56) = 1 for the present theory, will
determine the particle type, for example an electron or d-quark, with properties such
as the observed bending of an electron track in a magnetic field or the manifestation of
quarks in hadronic states determined by the coupling to the gauge field components.
Similarly, the appearance of a set of such particle tracks, as seen in figure 10.1, is
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correlated through the higher-order interactions with other fields, such as that of the
Z0 gauge boson field, hence making connection with mathematical calculations in the
corresponding theoretical framework.
Although the higher-order interactions may be complicated empirically the
unique properties of elementary particles, such as the masses of the electron and muon
for example, are independent of the external material environment (for example with
the particle production and detection apparatus made of copper, silicon or other ele-
ments) as far as we can observe (excepting cases such as an ‘effective mass’ in a solid
state device for example). These properties are measured to be the same in all the va-
riety of experiments that have been set up to induce them, and also as they have been
observed for a range of particle states in natural events such as cosmic ray showers.
This robustness arises presumably since there is a universal ‘vacuum’ limit. Hence,
although ordinary matter is complex, we expect to be able to isolate the robust and
invariant quantities that describe the observed particle properties in the appropriate
limit for theoretical calculations.
The eventual aim will be to calculate the effects seen in particle physics ex-
periments in terms of transitions between the fields to determine the properties of the
observed elementary particles. These include their masses and spins which categorise
the particle transformations under the Poincare´ symmetry of 4-dimensional Minkowski
spacetime, assuming an approximately flat base manifold M4. An ‘electron’, for ex-
ample, will be associated with particular field transformations under both a spinor
representation of the global external Lorentz symmetry over M4 and a particular rep-
resentation of the internal symmetry of the local gauge group, with for example unit
charge relative to other particle states under the U(1)Q action of electromagnetism.
Part of the defining notion of a particle is its local nature. A particle is an entity,
whether in experiment or in theory, which causally connects and relates two spacetime
events or interactions. In HEP experiments the chain of interactions can be traced
from the production of the initial particle beams, through interactions with guiding
magnets and accelerating components, into the interaction region of the collider and
out into a spray of detector hits and signals to be recorded and analysed. Knowledge
of the spacetime location of the directly detected interactions allows the reconstruction
of kinematic quantities, such as the invariant mass or electric charge, of the particles
ascribed to these observations.
The ultimate ambition here will be to describe what the ‘in’ and ‘out’ particle
states in HEP experiments actually are, physically understood and mathematically
expressed, as well as to account for the process taking place in the spacetime volume
of the interaction region. In the spirit of this theory these phenomena, as for all
physical processes in spacetime, will be ‘enveloped’ by the structure of the spacetime
geometry as related to the other fields through Gµν = f(Y, vˆ) of equation 5.32, as
described in section 5.2. It will be necessary to understand the precise general form of
the right-hand side of this expression to address the question of what an elementary
particle, such as an electron, is. For completeness this question will also include the
physical nature of particle states such as quarks which are not observed to propagate
macroscopically as independent objects in spacetime.
In standard field theory an independent flat spacetime background is given
as an arena upon which fields may be arbitrarily added. Gauge invariance of a La-
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grangian function composed of the fields is then postulated as a means to introduce
interactions between fields, as described in sections 3.5 and 7.2. This construction
is transferred to the corresponding quantum field theory (QFT) in which the gauge
transformations mix internal components of the field operators such as φˆ(x). The
field itself may be quantised by applying canonical commutation relations, by analogy
with non-relativistic quantum mechanics, to the infinite degrees of freedom of the field,
and particle creation and annihilation operators a†(p) and a(p) identified, as will be
reviewed later in this chapter.
In contrast, in the present theory all elementary structures arise out of the
interplay of multi-dimensional forms of the flow and symmetry of time expressed in
L(v) = 1. The higher-dimensional mathematical form of temporal flow L(v56) = 1
gives rise to the components of fields locally in interaction when perceived in physical
4-dimensional extended spacetime M4 in a manner consistent with the underlying
fundamental ordered one-dimensional flow of time. With the action of E7 on v56 ∈
F (h3O) broken over M4 and the derivative DµL(v56) = 0 in turn fragmented through
this 4-dimensional projection the physical manifestation of a degeneracy of causally
linked exchanges between fields describing multiple solutions under Gµν(x) will be
identified as the origin of indeterministic interactions. It is these interactions which
give rise to apparent particle phenomena, such as quarks and leptons, as objects of
study in high energy physics experiments.
Hence the aim is then to understand how such discrete particle phenomena arise
out of the fundamental elements of the theory, without needing to impose creation and
annihilation operators, or using similar ad hoc quantisation techniques, to describe
this particle-like behaviour. Rather the mathematical structures of the present theory
are intended to match the physical structure of the world down to the most elementary
level. Here particles should be derived as a phenomenon arising out of the possibility
of multiple field solutions under Gµν(x) on M4.
The principle goal of the following chapter will be to consider how the new
theory describes the phenomena observed in high energy physics experiments, yet
without the conceptual problems – for example regarding the particle interpretation
– of quantum field theory. In particular this essentially means to be able to match
the cross-section calculations for particle interactions in QFT except with both an
underlying motivation for the nature of probabilities in these processes and a clearer
understanding of the particle concept itself.
Quantum field theory, although incomplete, provides a set of pragmatic tools
and strategies which have achieved great empirical success, and hence much of the
mathematical machinery is expected to remain of importance. The preliminary and
general nature of QFT allows for the successful elements to be extracted for comparison
with the present theory. It is the agreement between calculations based on scattering
matrix amplitudes in QFT and cross-sections measured in the laboratory that needs
to be accounted for in the context of the present theory, and hence in the remainder
of this chapter we review some of the standard textbook material on the structure of
such calculations for reference in the following chapter.
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10.2 Cross-section Calculation
In this chapter we consider how quantum field theory (see for example [10, 70, 71]) is
employed in practice to calculate cross-sections for processes observed in high energy
physics experiments, for example in proton machines such as the LHC, but in particular
for the kind of events detected in electron-positron colliders as depicted in figure 10.1.
The cross-section σ(e+e− → X) for a particular process quantitatively represents the
likelihood for the production of the final state X. The description of this final state
in general combines a particular collection of outgoing particles, or of ‘jets’ containing
a spray of particles as for the event in figure 10.1, together with a particular range of
kinematic or geometric characteristics.
The aim here will be to present the cross-section for such processes and then
strip down this expression to identify how the basic structure of QFT is used to cal-
culate the probability of such events. In the following chapter we describe how such
calculations might be reconstructed in the context of the present theory. Given the
cross-section σ(e+e− → X) the predicted event rate R (for N events per t seconds) is
simply:
R ≡ dN
dt
= Lσ (10.1)
which also defines the luminosity value L at which the machine is operating while
producing the events. In practice ‘bunches’ of incoming particles are directed through
the interaction region of the experiment, with bunches of n− electrons facing oncoming
bunches of n+ positrons (where the apparent number n± of particles per bunch can
be closely estimated from the total charge or energy carried by the bunch). With
the effective two-dimensional overlap, normal to the beam direction, of the opposing
bunches given by the area A and the rate of bunch crossings given by the frequency f ,
in the laboratory centre-of-mass frame, the luminosity is simply:
L =
fn+n−
A
(10.2)
If this luminosity L, in units of cm−2s−1, is known in addition to the cross-section σ,
in units of cm2, then the rate of detection of the corresponding events will be R in
equation 10.1 multiplied by the total efficiency ε for the experimental apparatus to
observe such events. In practice L itself is measured using the detection rate εR for a
process for which σ in equation 10.1 is both well-known and sufficiently high to achieve
a small statistical uncertainty for L. In quantum electrodynamics (QED) the cross-
section σ(e+e− → µ+µ−), for the process depicted below in figure 10.2 and described
subsequently, is one of the simplest to calculate and is well known. It was used as a
reference point for e+e− colliders in the 1970s in order to measure the cross-section for
hadronic final state production relative to muon pairs as a function of centre-of-mass
energy.
The approach taken in this chapter is to begin with observable quantities in
HEP experiments, writing down the general expression for the cross-section as below,
and then show how this is related to calculations in QFT through computation of the
S-matrix. This in turn will lead to consideration of the elementary interaction terms
in the Lagrangian and a description of the procedure of calculation aided by Feynman
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diagrams and rules. We begin then with the differential cross-section dσ(e+e− → X)
for a general process at an e+e− collider experiment (see for example [70] p.106):
dσ =
1
4E1E2|v1 − v2| |Mfi|
2 (2π)4 δ4
(∑
f
pf −
∑
i
pi
) ∏
f
d3pf
(2π)3 2Ef
(10.3)
where E1,2 and v1,2 are the energy and 3-velocity of the particles in the two opposing
incoming beams, Ef and pf are the energy and 3-momentum for each final state particle
and pi and pf are the 4-momenta of each initial and final state particle (i = 1, 2 and
f = 1, . . . , Nf ), all in the centre-of-mass frame. A further combinatoric factor may be
needed, for example to account for initial or final state particle spins for an unpolarised
cross-section, as for equation 10.11 below, or a factor of 1/n! for a total cross-section
with n identical particles in the final state.
The only non-kinematic quantity in equation 10.3 is the transition amplitude
Mfi (where here the subscript fi labels the overall process) which contains the dynam-
ics of the transformation between the initial and final particle states. The relativistic
state normalisation of equations 10.17 and 10.18 below will be employed and is consis-
tent with the Lorentz invariance ofMfi as constructed in the following section. Every-
thing to the right of |Mfi|2 in equation 10.3 is the ‘Lorentz invariant phase space’ term
dΦ for the final state. The only factor on the right-hand side of equation 10.3 which is
not Lorentz invariant is the initial state flux factor (4E1E2|v1 − v2|)−1, however this
term is invariant under Lorentz boosts along the beam direction. Indeed dσ, on the
left-hand side of this equation, transforms as a two-dimensional cross-sectional area un-
der Lorentz transformations. When composed with the luminosity L of equation 10.2
in equation 10.1 the event rate R exhibits a simple special relativistic time-dilation
effect under a change of Lorentz frame, as for any physical ‘clock’.
The cross-section σ can be considered as the effective cross-sectional area within
scattering range of each particle in the beam, or as the number of scattering events per
unit time, per unit volume, per unit flux density of the incoming beams. Indeed the
above cross-section formula can be calculated by considering the interaction to take
place over a finite time period T in a finite spatial volume V , which contains purely
free fields in the limits t→ ±∞ relative to the interaction time around t = 0. Factors
of T and V cancel in the final result of equation 10.3. Alternatively, a more detailed
approach may be followed in which the incoming states are modelled as wave packets
localised in space ([70] pp.102–106). In this case the final result for dσ is independent
of the shape of the wave packets.
For either way of deriving this formula the transition amplitude Mfi itself in
equation 10.3 is calculated for the idealised case of ‘in’ and ‘out’ plane wave states of
definite momentum extending throughout spacetime. The resemblance of these states
to the concept of a particle is somewhat limited due to the absence of localisation,
however their use in the determination ofMfi, and in turn the cross-section for particle
interactions, may be followed pragmatically.
The transition amplitude is determined by the matrix element between the
initial e+e− free field state represented by |p1,p2〉in for t→ −∞ and a particular final
state |q1, q2 . . . qNf 〉out for t → +∞, in the respective ‘in’ and ‘out’ Fock space bases
for the incoming and outgoing particles states. While neither of these two bases are
simply related to a further Fock basis for interacting fields, since they both represent
255
the free-field case they are isomorphic to each other. This isomorphism is described by
the unitary operator S, connecting the ‘in’ and ‘out’ bases such that |P 〉in = S|P 〉out
with P denoting any state. Unitarity is required here to conserve probabilities, with
the transition probability being determined by the squared modulus of the amplitude,
that is |Mfi|2, by a basic postulate of quantum theory, as discussed further below.
This situation can be expressed in a single ‘interaction picture’ basis I with
an initial state |i〉I evolving in time from t = −∞, through interactions as described
by the S-matrix, to be measured in the final state |f〉I at t = +∞ with a probability
determined by the matrix element:
Sfi = out〈f |i〉in = out〈f |S|i〉out = in〈f |S|i〉in ≡ I〈f |S|i〉I (10.4)
where we subsequently drop the subscripts I since the interaction picture, described
further in the following section, will be used throughout. The S-matrix can be written:
S = 1+ iT (10.5)
where 1 represents the trivial identity operation and iT , with the conventional i =
√−1
factor, represents the non-trivial interaction part of the S-matrix. It is this latter part
iT = S − 1 which is of most interest and its matrix element between the initial and
final states can be written, with pI =
∑
i pi and pF =
∑
f pf , as:
〈f |iT |i〉 = (2π)4 δ4(pF − pI) iMfi (10.6)
which isolates the transition amplitude Mfi. Expressions for iMfi will later be as-
sociated with Feynman diagrams which in turn may be obtained directly from the
Lagrangian for the field theory. Hence the transition amplitude is identified from the
matrix element in equation 10.6 by factoring out an ever-present total 4-momentum
conserving delta function. Such delta functions arise as a consequence of treating the
external particles as idealised states of definite momentum.
In deriving the expression for the cross-section a factor of |〈f |S|i〉|2 is incor-
porated which hence contributes two factors of (2π)4 δ4(pF − pI); one of which may
be interpreted as the spacetime interaction volume V T and cancels with other factors
of V and T in the final result of equation 10.3. In this expression for the differential
cross-section the surviving delta function is included in the Lorentz invariant phase
space dΦ when composed with the final factor of
∏
f d
3pf/((2π)
3 2Ef ).
This latter object is a statistical factor representing the density of final states
in ‘small’ regions of phase space between pf and pf + d
3pf for each outgoing particle.
These regions are constrained by the delta function for the total 4-momentum when
integrating over the final state degrees of freedom of the differential cross-section. The
factors of 1/Ef arise in the phase space from the relativistic state normalisation of
equation 10.17. The first factor in equation 10.3 arises in a related way and represents
the flux density for the incoming colliding particle beams.
The overall expression is such that the cross-section σ essentially represents
the probability of individual particle on particle interactions and is hence correctly
normalised for equations 10.1 and 10.2. Bearing in mind these latter equations together
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with equation 10.3 the total differential event rate can be written:
dR =
(
f n+n−
A
· 1
4E1E2|v1 − v2|
)
· |Mfi|2 ·
(
(2π)4 δ4(pF − pI)
∏
f
d3pf
(2π)3 2Ef
)
(10.7)
as a composition of three parts. The factor in the first brackets contributes to the
likelihood of events occurring given the properties of the incoming beams from a purely
statistical point of view. In a similar way the Lorentz invariant phase space dΦ in the
final set of large brackets represents the range of possible outgoing state configurations
as a further natural statistical factor. These two factors hence arise out of consideration
of the basic classical laws of probability, essentially with the probability simply being
proportional to the sum of the ‘number of ways’ that something can happen. A further
combinatoric factor is possible, such as a sum over outgoing particle spin states, as
alluded to after equation 10.3. Observations made in the experiment depend also on
the efficiency ε of the detector, as alluded to after equation 10.2. Further, classical
statistical methods are used to analyse the data to complete the measurements of
physical quantities with the results presented along with their statistical and systematic
uncertainties.
The point of this discussion is to highlight the contrast between this list of
classical probabilistic factors and the middle term |Mfi|2 of equation 10.7 with which
they are composed and which has rather different characteristics. Historically this
final factor originated from non-relativistic quantum mechanics for which the transition
probability for a state described by the normalised wavefunction Ψ(x, t) to be measured
in the normalised eigenstate Φi(x, t) is represented by the squared modulus |A|2 of the
amplitude A = 〈Φi(x, t)|Ψ(x, t)〉, that is the overlap integral
A =
∫
Φ∗i (x, t)Ψ(x, t)d
3x (10.8)
This construction of a probability is a postulate of quantum theory, apparently quite
different to the notion of probability as being a measure of the ‘number of ways’ that
something can happen, as encountered in all non-quantum walks of life. This form
of quantum probability was itself originally introduced to represent the likelihood for
locating a particle at the spatial position x by the value of |Ψ(x, t)|2, and dates from
the formative years of quantum theory in the mid 1920s.
As an example the production of muon pairs in the process e+e− → µ+µ−, as
depicted in figure 10.2, will be considered. The cross-section formula of equation 10.3
simplifies for this case of scattering to a two-particle final state. The δ4 function
constrains |pf | in the centre-of-mass frame to the same fixed value for each outgoing
particle and, taking the approximation that all particle masses are sufficiently below
the centre-of-mass energy
√
s and hence can be neglected, the differential cross-section
reduces to:
dσ
dΩ
=
|Mfi|2
64π2 s
(10.9)
where Ω is the solid angle within which the µ− is produced. For the unpolarised process
e+e− → µ+µ− there is a further combinatoric factor corresponding to an average over
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Figure 10.2: A schematic diagram for the transition from an e+e− incoming state to
a µ+µ− outgoing state. In the text the purely QED process is considered.
the initial electron spin states and sum over the final muon spin states, with |Mfi|2
above then replaced by:
1
4
∑
spins
|Mfi|2 = e4 (1 + cos2 θ) (10.10)
This is for the lowest non-trivial order of perturbation in the QFT, for which the
unpolarised differential cross-section is hence given by ([70] pp.8 and 137):
dσ
dΩ
=
α2
4s
(1 + cos2 θ) (10.11)
with fine structure constant α = e2/4π ≃ 1/137, where e is the charge of the electron,
conventionally taken to be negative. In equation 10.11 s is the square of the centre-of-
mass energy and θ is the polar angle of the final state µ−, as depicted in figure 10.2.
In deriving equation 10.11 it is assumed not only that s≫ m2µ− , and hence the lepton
masses are neglected, but also that s is sufficiently below M2Z , so that a contribution
from the weak interaction can also be neglected. In particular this means that the
centre-of-mass energy is assumed to be somewhat lower than that for the experiment
in figure 10.1, which operated on the Z0 resonance. In this case, for a purely QED
process, the lowest-order calculation can be associated with the Feynman diagram of
figure 10.3 featuring an intermediate ‘virtual photon’.
On integrating over the solid angle the total cross-section is found to be:
σ(e+e− → µ+µ−) = 4πα
2
3s
(10.12)
This cross-section, based on the leading order process depicted by the Feynman
diagram in figure 10.3 agrees with observations in HEP experiments to within about
10%. Most of this discrepancy is accounted for by the next order in perturbation
theory ([70] p.8), with excellent agreement between the data and theory for a more
thorough calculation.
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Figure 10.3: Feynman diagram for the process e+e− → µ+µ− to lowest order in QED
perturbation theory. In such diagrams the external lines on the left-hand side repre-
sent incoming particle states, while those on the right-hand side represent outgoing
particles. (The direction of the arrows on the external lines is explained under ‘item
3’ in the discussion of Feynman diagrams in section 10.5, while the causal structure of
the two vertices will also be discussed later, for example alongside figures 10.5(b) and
10.6 in section 10.4.)
The cos2 θ angular dependence in equation 10.11 arises in |Mfi|2 from the
spin-12 property of the initial and final state particles. The actual calculations in-
volving interaction processes in QED are made significantly more complicated by the
presence of Lorentz spinor and vector fields, with the derivation of the right-hand
side of equation 10.10 for example being non-trivial. Since we are here interested in
the probability interpretation of the transition amplitude Mfi in the following sec-
tion we consider in detail a simpler, but closely analogous, model based on interacting
scalar fields in order to extract the essential mathematical structure that is used in the
calculation of such probabilities in a more transparent manner.
10.3 Transition Amplitudes
For the remainder of this chapter we consider a scalar model for an interacting field
theory with three scalar fields, including one real field φˆ(x) and two complex fields
Xˆ (x) and Yˆ(x), that is with a total of five real field components, with the quanta of
the complex fields being interpreted as charged particles. (The analogy with the HEP
process described in the previous section being constructed here may be briefly sum-
marised by comparing the Feynman diagrams in figures 10.3 and 10.4 for the respective
lowest-order calculations). Both real and complex free fields can be expressed in terms
of a corresponding annihilation and creation operator expansion which for the fields
φˆ(x) and Xˆ (x) can be written as:
φˆ(x) =
∫
d3p
(2π)3
1√
2ωp
(
a(p) e−ip·x + a†(p) e+ip·x
)
(10.13)
Xˆ (x) =
∫
d3p
(2π)3
1√
2ωp
(
bX (p) e−ip·x + d
†
X (p) e
+ip·x
)
(10.14)
Xˆ †(x) =
∫
d3p
(2π)3
1√
2ωp
(
dX (p) e−ip·x + b
†
X (p) e
+ip·x
)
(10.15)
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with p0 = ωp = +
√
p2 +m2 in all three expressions. The mass m for each field will be
associated with the corresponding particle states which are identified in the following.
In QFT the Fourier field coefficients such as a(p) and a†(p) in equation 10.13 are taken
to be linear operators acting on the Fock space of particle states. The ‘quantisation’
of the free field is completed by imposing commutation relations on these operators:
[a(p), a†(p′)] = (2π)3 δ3(p− p′)
[a(p), a(p′)] = 0, [a†(p), a†(p′)] = 0
(10.16)
By imposing these relations, largely by analogy with the quantum mechanical simple
harmonic oscillator, the spectrum of states possesses a ladder structure with a†(p)
interpreted as creating a particle of momentum p and a(p) annihilating such a state.
Hence in turn the e±ip·x Fourier modes of equation 10.13 are associated with particle
quanta of mass m the creation or annihilation of which are attributed to the free scalar
field φˆ(x). This structure marks an attempt to achieve direct contact with the concept
of particles by modelling their discrete nature, although the associated Fourier modes
are clearly not localised in space. With the vacuum represented by the state |0〉 in the
Fock space the annihilation operator acts as a(p)|0〉 = 0 while a single particle state
|p〉 is created as:
|p〉 = √2ωp a†(p)|0〉 (10.17)
such that, given the vacuum normalisation 〈0|0〉 = 1, we have:
〈p|q〉 = 2ωp(2π)3δ3(p− q) (10.18)
which is Lorentz invariant, justifying the choice of normalisation factor employed in
equation 10.17.
Analogous relations to equations 10.16 hold for each pair of operators, namely
bX (p), b
†
X (p) and dX (p), d
†
X (p), for the Xˆ (x) field of equations 10.14 and 10.15. These
two pairs of operators, with the corresponding two sets of commutators, are interpreted
as generating two types of particle states, with b†X (p) and bX (p) respectively creating
and annihilating X− particles, and similarly with d†X (p) and dX (p) for X+ antiparti-
cles. (The U(1) charges associated with the particles and antiparticles are actually +1
and −1 respectively, however the charge unit is chosen to be negative. This is by anal-
ogy with the convention adopted for the electron field, with e < 0 as described after
equation 10.11, with negatively charged particles and positively charged antiparticles,
that is positrons).
The field Yˆ(x) and its conjugate Yˆ†(x) can be similarly expanded in terms
of corresponding creation and annihilation operators by direct analogy with equa-
tions 10.14 and 10.15 and Yˆ± particle states similarly described. The normalisation
of these single particle states follows the convention of equation 10.17 and hence we
define the creation operators:
Bˆ†X (p) =
√
2ωp b
†
X (p) with Bˆ
†
X (p)|0〉 = |pX−〉 (10.19)
Dˆ†X (p) =
√
2ωp d
†
X (p) with Dˆ
†
X (p)|0〉 = |pX+〉 (10.20)
Bˆ†Y(p) =
√
2ωp b
†
Y(p) with Bˆ
†
Y(p)|0〉 = |pY−〉 (10.21)
Dˆ†Y(p) =
√
2ωp d
†
Y(p) with Dˆ
†
Y(p)|0〉 = |pY+〉 (10.22)
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with corresponding conjugate annihilation operators. These may be considered as sub-
components of the operator fields Xˆ (x) and Yˆ(x), as for the operator in equation 10.17
with respect to the field φˆ(x). We stress that here in sections 10.2–10.5 we are describ-
ing the standard constructions of a quantum field theory (as described in more much
detail in [10, 70, 71] for example) and in the following chapter we shall need to describe
how the corresponding elements arise in the context of the new theory presented in
this paper.
The Lagrangian for the model under consideration here consists of three free
field parts, each of which is essentially a Klein-Gordon Lagrangian, for the fields φˆ(x),
Xˆ (x) and Yˆ(x), with mass parameters mφ, mX and mY respectively, together with an
interaction part Lint consisting of polynomial functions of the fields:
L = Lφ + LX + LY + Lint
with Lφ = 12∂µφˆ ∂µφˆ − 12m2φ φˆ2
LX = ∂µXˆ † ∂µXˆ − m2X Xˆ †Xˆ
LY = ∂µYˆ† ∂µYˆ − m2Y Yˆ†Yˆ
and Lint = −gφˆXˆ †Xˆ − gφˆYˆ†Yˆ (10.23)
where g is the interaction coupling constant. Since the Lagrangian must be a real
function a complex field appears in each term symmetrically with its conjugate field;
for example LX contains the mass term −m2X Xˆ †Xˆ . It is the invariance of this total
Lagrangian under the global U(1) symmetry with Xˆ → eiαXˆ and Xˆ † → e−iαXˆ † (and
similarly for the complex Yˆ(x) field) that implies a conserved U(1) charge as described
above, consistent with Noether’s theorem as briefly reviewed alongside equation 3.100
in section 3.5.
The simple QFT model described here is not a gauge theory and in equa-
tion 10.23 the interaction terms are added by hand. By contrast in QED or scalar
electrodynamics the coupling of the charged fields to the electromagnetic field Aµ(x)
is induced by the requirement of a local U(1) gauge invariance of the Lagrangian, as
also described in section 3.5 and exemplified in the final term of equation 3.96, al-
though an arbitrary coupling constant can still be employed. In the Standard Model
non-Abelian gauge theories are also incorporated through such expressions as for ex-
ample in equations 7.39 and 7.40 of section 7.2. In all cases such Lagrangian terms
imply interactions since the fields mutually influence one another in equations derived
from the principle of extremal action. Here with the additional interaction terms of
equation 10.23 the Euler-Lagrange equations of motion from equation 3.89, derived
by varying φˆ(x), Xˆ †(x), Xˆ (x), Yˆ†(x) and Yˆ(x) respectively as five independent fields
subject to the constraint δ
∫ Ld4x = 0 (in a flat spacetime) are non-linear in the fields:
( + m2φ)φˆ(x) = − gXˆ †Xˆ − gYˆ†Yˆ (10.24)
( + m2X )Xˆ (x) = −gφˆXˆ and with Xˆ → Xˆ † (10.25)
( + m2Y)Yˆ(x) = −gφˆYˆ and with Yˆ → Yˆ† (10.26)
and impossible to solve exactly. Neglecting the Lint terms in equation 10.23, that is
in the limit for the coupling g → 0, each of equations 10.24–10.26 reduces to the free
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Klein-Gordon equation for which fields of the form in equations 10.13–10.15 provide
exact general solutions.
Equations 10.24–10.26 correspond to the ‘Heisenberg picture’ in which all of
the time dependence is ascribed to the operator fields, while for the ‘Schro¨dinger
picture’ the time dependence would apply purely to the states. In all cases in quantum
theory the time evolution is determined by the Hamiltonian operator H which may
be expressed as the sum of a free field part H0 and in interaction part Hint. In the
‘interaction picture’ the time dependence of all operators is determined by H0 only,
with the corresponding evolution of free operator fields such as φˆ(x) then readily
handled (as for equation 10.13 as a solution of equation 10.24 with g = 0) while Hint
governs the evolution of the states. In the interaction picture the aim is to express
the transition amplitude, and hence the scattering probability, purely in terms of free
fields. (This structure will be significant for making a link with the conceptual picture
of the present theory, as will be discussed in ‘item 3)’ of section 11.2 for example.)
For the model QFT under consideration here the evolution of the states is
closely related to the interaction terms of equation 10.23. Indeed if there are no time
derivatives in the Lagrangian density Lint the interaction Hamiltonian Hint can be
written simply as:
Hint =
∫
d3xHint = −
∫
d3xLint (10.27)
In the interaction picture the initial state |i〉 evolves according to the unitary operator
U into the state |Ψ(t)〉 ≡ U(t,−∞)|i〉 at time t, with the equation of motion:
i
d
dt
|Ψ(t)〉 = Hint(t)|Ψ(t)〉 (10.28)
with the Hamiltonian Hint(t) defining the time evolution. The scattering amplitude is
obtained from the overlap of the state |Ψ(t)〉 evolved to t = +∞ with the given final
state |f〉, that is the matrix element:
Sfi = 〈f |U(+∞,−∞)|i〉 (10.29)
In the interaction picture the ‘initial value problem’ for U(t,−∞) is posed by the initial
condition U(−∞,−∞) = 1 together with the equation of motion obtained directly
from equation 10.28:
i
d
dt
U(t,−∞) = Hint(t)U(t,−∞) (10.30)
As an Hermitian operator the Hamiltonian H acts as the infinitesimal generator
of a one-parameter unitary group. This unitary symmetry is employed in QFT to model
the conservation of probability in scattering processes. A solution to equation 10.30,
which might naively be expected to take the form U(t,−∞) ∼ e−itHint , when taking
into account the time dependence and operator action can be obtained by iteration
(and checked by direct substitution into equation 10.30) and then restructured using
the time-ordered product T of operators. Considering the evolution for any time
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interval from t0 to t it is found that:
U(t, t0) =
1 + (−i)
∫ t
t0
dt1 Hint(t1) + (−i)2
∫ t
t0
dt1
∫ t1
t0
dt2Hint(t1)Hint(t2)
+ (−i)3
∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3Hint(t1)Hint(t2)Hint(t3) + . . . (10.31)
= 1 − i
∫ t
t0
dt1 T [Hint(t1)] − 1
2
∫ t
t0
dt1
∫ t
t0
dt2 T [Hint(t1)Hint(t2)]
+
i
3!
∫ t
t0
dt1
∫ t
t0
dt2
∫ t
t0
dt3 T [Hint(t1)Hint(t2)Hint(t3)] + . . . (10.32)
=
∞∑
n=0
(−i)n
n!
∫ t
t0
dt1
∫ t
t0
dt2 . . .
∫ t
t0
dtn T [Hint(t1)Hint(t2) . . . Hint(tn)] (10.33)
= T [exp(−i
∫ t
t0
dt′ Hint(t′))] (10.34)
The factor of 12 appears on the right-hand side in equation 10.32 since the
extended integral does everything that is needed for the corresponding term in equa-
tion 10.31 twice. This generalises to the factor of 1/n! in equation 10.33 for the corre-
sponding combinatorial over-counting for the higher-order terms. The final expression
above is a useful shorthand notation for equation 10.33. The S-matrix, as introduced
in equation 10.4, is then defined, on taking t0 = −∞ and t = +∞, as the unitary
operator:
S = U(+∞,−∞) = Te−i
∫+∞
−∞ dtHint(t) (10.35)
which appeared in equation 10.29 for the transition amplitude for a particular process.
Hence the S-matrix contains the information needed to calculate the probability of
scattering from one plane wave state to another. In the interaction picture the basis
for the external plane wave states is expressed in terms of the same sets of annihilation
and creation operators which provide the coefficients of the Fourier expansions of the
fields φˆ(x), Xˆ (x) and Yˆ(x), of equations 10.13–10.15 for example, through which in
turn Hint and hence the S-matrix is expressed in equation 10.35, containing all the
information about the interaction.
For the case of Lint = 0 the interaction Hamiltonian is zero and trivially S = 1.
In the general case with Lint 6= 0 equations 10.29 and 10.35 together describe a time-
ordered chain of field operations between the initial and final states. This time ordering
is explicit in equation 10.31 owing to the temporal limits for each integral and the
order of the interaction Hamiltonian operators in the integrand. Essentially the S-
matrix represents everything that can happen at all intermediate times between the
initial and final free states according to the Lint terms. As will be described below,
when the calculation is restructured with a more symmetric set of temporal limits for
each integral in equation 10.32 the time ordering with T ensures causal relations are
maintained through this chain, with Hamiltonian field operators acting in the correct
sequence with intermediate field states first being created before being annihilated.
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Given this iterative solution for U(t, t0) described in equations 10.31–10.34,
for (t, t0) = (+∞,−∞), the assumption of perturbation theory is that the first few
terms provide a good approximation to the exact full expression. This may be possible
if the magnitude of the first few terms in equation 10.29 decreases (or if there are
cancellations between large terms) with increasing order n, as defined in equation 10.33,
which will generally be the case if the coupling constant, such as g in equation 10.23
or α in equation 10.11 for the case of QED, is sufficiently small. Even in this case
many terms will lead to divergent integrals in QFT which will need to be accounted
for by renormalisation. However, even this does not imply that the expression for
U(+∞,−∞), and in turn Sfi, will converge for large n. Nevertheless the first few
terms of perturbation theory do lead to calculations that have a well-defined meaning
in that they generate quantities that can be compared with experiment, as is the case
for muon pair production in the Standard Model as described towards the end of the
previous section.
By analogy with the real process e+e− → µ+µ− here for the scalar field model
we consider the scattering process X+X− → Y+Y−, that is, using equations 10.19–
10.22, between:
the initial state X+X−: |i〉 = Dˆ†X (p2)Bˆ†X (p1)|0〉 at t = −∞
and final state Y+Y−: |f〉 = Dˆ†Y(q2)Bˆ†Y(q1)|0〉 at t = +∞
Hence for the process X+X− → Y+Y− under consideration in the scalar field
model the transition amplitude of equation 10.29, via equation 10.35, can be written:
Sfi = 〈0| BˆY(q1)DˆY(q2) T [exp
(− i∫ +∞
−∞
dtHint(t)
)
] Dˆ†X (p2)Bˆ
†
X (p1)|0〉 (10.36)
where Hint is expressed in terms of a polynomial in the interaction picture operator
fields φˆ(x), Xˆ (x) and Yˆ(x). These are free-fields evolving simply under H0 and can be
expanded in terms of creation and annihilation operators, that is by substituting the
free fields of equations 10.13–10.15 (as well as for Yˆ(x) and Yˆ†(x)) into equations 10.23
and 10.27 in turn, hence linking the initial and final states in equation 10.36. The
general problem then in the interaction picture is to evaluate terms of the form:∫
dt1, dt2 . . . dtnT [Hint(t1)Hint(t2) . . . Hint(tn)] (10.37)
between the external particle Fock states. This calculation can be somewhat simplified
by noting that these terms, together with the initial and final state creation operators
in equation 10.36, are sandwiched between vacuum states which have the property
a(p)|0〉 = 0 and 〈0|a†(p) = 0 for an arbitrary annihilation operator a(p) and its conju-
gate. Hence the goal is to use the commutation relations for such operators, for exam-
ple equation 10.16, to extract the residual non-zero terms from equation 10.36. This
is achieved by decomposing the time-ordered product into a combination of normal-
ordered terms and contractions, which takes a simple form for the product of two field
values:
T (φˆ(x)φˆ(y)) = : φˆ(x)φˆ(y) : +
p–—–q
φˆ(x)φˆ(y) (10.38)
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Here the final term is the contraction which can be defined as the difference between
the time-ordered product and the normal-ordered product of the field values. The
normal-ordered product, denoted by the colon braces : Fˆ :, is defined such that all
annihilation operators are placed to the right of all creation operators in each term,
and hence 〈0| : Fˆ : |0〉 = 0, that is the vacuum expectation value (v.e.v.) for the
normal-ordered product of any collection Fˆ of fields is zero. The contracted product
in equation 10.38 is a scalar multiple of the identity operator 1, as can be shown by
considering the case for x0 > y0 and for x0 < y0. For example:
p–—–q
φˆ(x)φˆ(y) = T (φˆ(x)φˆ(y)) − : φˆ(x)φˆ(y) : which for the x0 > y0 case:
=
∫
d3p
(2π)3
d3q
(2π)3
1√
2ωp
1√
2ωq
{(
a(p)e−ip·x+a†(p)e+ip·x
)(
a(q)e−iq·y+a†(q)e+iq·y
)
− (a(p)a(q)e−ip·xe−iq·y + a†(q)a(p)e−ip·xe+iq·y
+ a†(p)a(q)e+ip·xe−iq·y + a†(p)a†(q)e+ip·xe+iq·y
)}
=
∫
d3p
(2π)3
d3q
(2π)3
1√
2ωp
1√
2ωq
(
a(p)a†(q) e−ip·xe+iq·y − a†(q)a(p) e−ip·xe+iq·y
)
=
∫
d3p
(2π)3
d3q
(2π)3
1√
2ωp
1√
2ωq
[a(p), a†(q)] e−ip·xe+iq·y
=
∫
d3p
(2π)3
d3q
(2π)3
1√
2ωp
1√
2ωq
(2π)3δ3(p− q) e−ip·xe+iq·y
=
∫
d3p
(2π)3
1
2ωp
e−ip·(x−y) (for x0 > y0) (10.39)
which is a scalar quantity, and with e−ip·(x−y) replaced by e+ip·(x−y) in the concluding
line found for the case x0 < y0. Hence taking the v.e.v. of equation 10.38, with the
normalisation 〈0|0〉 = 1, shows that:
〈0|T (φˆ(x)φˆ(y))|0〉 =
p–—–q
φˆ(x)φˆ(y) (10.40)
which is an object also known as the ‘Feynman propagator’ for the field φˆ(x). The
complete contractions for the fields of equations 10.13–10.15 can be written as:
p–—–q
φˆ(x)φˆ(y) = i
∫
d4k
(2π)4
e−ik·(x−y)
k2 −m2φ + iε
(10.41)
p–—–q
Xˆ (x)Xˆ † (y) = i
∫
d4k
(2π)4
e−ik·(x−y)
k2 −m2X + iε
(10.42)
as will be explained in the following section, see for example equation 10.71, where
the role of ε will also be described. While the above functions are identical the latter
case can be interpreted as representing X− particle propagation for x0 > y0 and X+
antiparticle propagation for x0 < y0, since in the latter case the antiparticle creation
operator d†X (p) of equation 10.14 acts first at the earlier time x
0.
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The generalisation of equation 10.38 for higher-order compositions of fields, in
particular for those occurring in equation 10.37, is given by Wick’s theorem. This
expresses the T -product as a sum of terms involving permutations of normal-ordered
products composed with contracted field pairs. Many of these terms vanish when
taking the v.e.v. due to their normal-ordered part, leaving residual terms expressible
as a product of pair-wise contractions, that is Feynman propagators.
However, the terms in the Wick expansion of the T -ordered product in equa-
tion 10.36 do not act on the vacuum directly due to the operators for the initial and
final states and hence it is necessary to consider also the more trivial contractions such
as (by substituting in for example equations 10.14 and 10.19):
p–—–q
Xˆ (x)Bˆ†X (p) = 〈0|Xˆ (x)Bˆ†X (p)|0〉
= 〈0|
∫
d3q
(2π)3
1√
2ωq
(
bX (q) e−iq·x + d
†
X (q) e
+iq·x)√2ωpb†X (p)|0〉
= 〈0|
∫
d3q
(2π)3
√
ωp
ωq
e−iq·x (2π)3δ3(q − p)|0〉
= 〈0| e−ip·x |0〉 = e−ip·x (10.43)
p—–—q
DˆY(q)Yˆ (x) = 〈0|DˆY (q)Yˆ(x)|0〉 = e+iq·x (10.44)
which can be interpreted as the position space representation of the one-particle wave-
functions for the respective initial and final single particle states. These have a simple
form since there is no time dependence for the operators Bˆ†X (p) and DˆY(q) and the
order of products in these two expressions is given explicitly with creation operators
for initial state particles acting first and those for final state particles acting last in
temporal order.
For example, substituting
∫
dtHint(t) = −
∫
d4xLint(x) from equation 10.27,
with the interaction Lagrangian Lint of equation 10.23, into equation 10.36 the lowest-
order non-trivial term in the perturbative expansion, corresponding to n = 2 in equa-
tion 10.33, for Sfi will include a contribution from the expression:
Sfi|n=2 =
−g
2
2
〈0| BˆY (q1)DˆY(q2) T
( ∫
d4x φˆ(x)Xˆ †(x)Xˆ (x)
∫
d4y φˆ(y)Yˆ†(y)Yˆ(y)
)
D†X (p2)B
†
X (p1)|0〉
= −g
2
2
∫
d4x d4y
p—–—q
BˆY(q1)Yˆ†(y)
p—–—q
DˆY(q2)Yˆ (y)
p–—–q
φˆ(x)φˆ(y)
p—–—q
X †(x)D†X (p2)
p–—–q
X (x)B†X (p1)
(10.45)
As an alternative to expressions such as equation 10.45 the operators creating
the initial and final states, such as B†X (p1) and the Hermitian conjugate of Dˆ
†
Y(q2),
can also be expressed in terms of functions of free fields, such as Xˆ (x) or Yˆ(x). In this
case an additional Feynman propagator is introduced for each external particle state
as expressed in the LSZ reduction formula ([70] p.227). In this form each contribution
in the expansion of the scattering amplitude is expressed as the Fourier transform of
the v.e.v. of a T -product of free fields, that is of a Green’s function (or correlation
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function). This full LSZ expression may be needed for example for a consistent treat-
ment of ultraviolet divergences in higher perturbative orders. Here we deal essentially
with the ‘truncated’ Green’s function, describing the internal interactions, in order
to abstract out the general structure needed to calculate the transition amplitude, as
required to make connection with the present theory in the following chapter.
Each non-zero term in the transition amplitude can be represented by a Feyn-
man diagram. In practice QFT calculations of such terms begin with the correspond-
ing Feynman diagrams as constructed from a small set of rules. For example the
lowest-order non-trivial term described in equation 10.45 corresponds to the diagram
in figure 10.4.
Figure 10.4: Feynman diagram for the process X+X− → Y+Y− to lowest order in
perturbation theory in the scalar model; closely analogous to the diagram for the QED
process e+e− → µ+µ− shown in figure 10.3 for which the general comments in the
caption apply also here.
More generally the essence of the transition amplitude calculation can be dis-
tilled out into a collection of Feynman rules and diagrams as will be described in
section 10.5 and table 10.1 for the scalar model. These may be obtained either from
the canonical quantisation route, as described above (taking care to handle fermion
state operator anticommutators correctly in the case of the Standard Model) or the
path integral approach to QFT. Here we are interested in the origin of the Feyn-
man rules, which may be written down from the Lagrangian density for a particular
model, for comparison with the present theory. From this point of view the approach
of canonical quantisation will prove to be more illuminating, in particular through
the intermediate stage of equation 10.31 as will be described in the following chapter.
On the other hand the formalism of the path integral, while pragmatically serving as
a valuable calculational tool for QFT, seems to provide less in the way of relevant
conceptual insight for the present theory.
By substituting the contractions in the form of equations 10.41–10.44 the
leading-order term of the transition amplitude expressed in equation 10.45 can be
written out explicitly as (with the integrals covering all terms to the right of the inte-
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gral signs):
Sfi|n=2 = −g
2
2
∫
d4x d4y e+iq1·y e+iq2·y i
∫
d4k
(2π)4
e−ik·(x−y)
k2 −m2φ + iε
e−ip2·x e−ip1·x
= −g
2
2
i
∫
d4x d4y
d4k
(2π)4
1
k2 −m2φ + iε
ei(k+q1+q2)·y e−i(k+p1+p2)·x
= −g
2
2
i
∫
d4y
d4k
(2π)4
1
k2 −m2φ + iε
ei(k+q1+q2)·y (2π)4 δ4(k + p1 + p2)
= −g
2
2
i
∫
d4y
1
(−p1 − p2)2 −m2φ + iε
ei(q1+q2−p1−p2)·y
= −g
2
2
i
(p1 + p2)2 −m2φ + iε
(2π)4 δ4(q1 + q2 − p1 − p2) (10.46)
where the three integrals over d4x, d4k and d4y have been carried out in the third,
fourth and fifth lines above respectively. The final expression is relatively simple and
explicitly shows how such terms of the matrix element Sfi are functions of the coupling
g, the particle masses and the momentum variables. Indeed since HEP experiments
generally prepare initial particles in momentum states and measure the final particles
also in particular momentum states such calculations are simplified by beginning with
momentum space Feynman rules, as will be described in section 10.5. In this case the
scattering matrix is calculated in terms of momentum space Green’s functions which
are related to the corresponding position space functions, such as equation 10.41, by
a Fourier transform (see also equation 10.72 in the following section).
In explicit calculations the final integral over position space always leads to an
overall 4-momentum conserving delta function, as for the bottom line in equation 10.46.
This is factored out and not included in the definition of the transition amplitudeMfi
as was described for equation 10.6, and hence this delta function is also not included
in the Feynman rules for iMfi. Further, in equation 10.45 only complementary halves
of Lint from equation 10.23 have been employed under each integral. The reverse
choice corresponds to swapping the coordinate labels x and y on the two vertices of
the Feynman diagram in figure 10.4. Hence the complete expression for Sfi|n=2 based
on equations 10.45 and 10.46 will contain a further equivalent contribution with the
dummy variables x and y interchanged. More generally an amplitude iMfi will be
associated with each topologically distinct Feynman diagram, with the permutation of
n! ways of associating the n interactions with n vertices for an nth order diagram can-
celling the 1n! factor in the expansion of equation 10.33. This cancellation is generally
incorporated into the Feynman rules for a quantum field theory, including the case of
the model QFT considered here as will be described in the opening of section 10.5 (see
the discussion of ‘rule 6’ following table 10.1).
With the above observations on mind, and by reference to equations 10.4–
10.6, the transition amplitude for this leading-order term can be extracted from equa-
tion 10.46 (now including also the x↔ y case) for the Feynman diagram of figure 10.4
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(drawn without the explicit x, y labels) as:
Mfi = −g2 1
(p1 + p2)2 −m2φ + iε
(10.47)
and hence |Mfi|2 = g
4
s2
(10.48)
where for the second equation it has been assumed that s = (p1+p2)
2 ≫ m2φ, and also ε
has been set to zero as will be explained in the following section. The differential cross-
section for X+X− → Y+Y− scattering to lowest non-trivial order is then obtained by
substituting this transition amplitude into equation 10.9 for this two-particle final state
to find dσdΩ =
g4
64π2s3 .
The purpose of this section has been to show explicitly how such transition
amplitudes, featuring in the general cross-section and hence event rate formulae of
equations 10.3 and 10.7, are calculated. In the case of muon production the contribu-
tion from the lowest-order transition amplitude in equation 10.10 is rather different to
the analogous case for the scalar model in equation 10.48. In the case of e+e− → µ+µ−
the coupling e =
√
4πα is dimensionless, unlike the case for g in the scalar model, and
(combined with the kinematic normalisation factors for the Dirac spinor and electro-
magnetic fields) this leads to an absence of s in equation 10.10, while for equation 10.48
there is no θ dependence since the model deals with scalar fields only. However, under-
lying these differences the essential elements of quantum field theory going into these
calculations are very similar. In the following section we explore further the basic
ingredients and structure of the transition amplitude in the context of the scalar field
model.
10.4 Propagators and Causality
Central to the calculation of the amplitude in equation 10.36, via Wick’s theorem for
the general T -ordered product of several fields, is the Feynman propagator. This was
introduced for the scalar field φˆ(x) in equations 10.38–10.41 and is generally denoted
by the symbol ∆F (‘delta F’) with a conventional factor of i (or by DF ≡ i∆F as for
[70]) in the expression:
i∆F (x− y) = 〈0|T (φˆ(x)φˆ(y)) |0〉 (10.49)
= 〈0| θ(x0 − y0) φˆ(x)φˆ(y) + θ(y0 − x0) φˆ(y)φˆ(x) |0〉 (10.50)
The θ-function takes the value θ(t) = 1 for t > 0 and θ(t) = 0 for t < 0 (with the
value θ(0) = 1
2
less significant since θ(t) is generally used under a time integral; see
also the discussion of equation 10.64 below) and explicitly expresses the time ordering
of the field product. The Hamiltonian Hint is composed of a product of free fields
in the interaction picture with the scalar field φˆ(x) having the Fourier expansion of
equation 10.13. The field φˆ(x) can be constructed as a sum of positive and negative
frequency parts, φˆ(x) = φˆ+(x) + φˆ−(x), with a(p) and a†(p) operator coefficients
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respectively:
φˆ+(x) =
∫
d3p
(2π)3
1√
2ωp
a(p) e−ip·x (10.51)
φˆ−(x) =
∫
d3p
(2π)3
1√
2ωp
a†(p) e+ip·x (10.52)
The e−ip·x components are termed ‘positive frequency’ since as wavefunctions they
would represent states of positive energy under the quantum mechanical operator H ≡
Eˆ = i~∂/∂t (as implied for the same operator in equation 11.51 of section 11.4 we
generally employ natural units with ~ = 1 and c = 1 in this paper). Similarly the
e+ip·x modes are termed ‘negative frequency’. Hence decomposing φˆ(x) into a sum
of the positive and negative frequency parts, with φˆ+(x)|0〉 = 0 and 〈0|φˆ−(x) = 0,
equation 10.50 for the scalar Feynman propagator can be written:
i∆F (x− y) =
θ(x0 − y0) 〈0| φˆ+(x)φˆ−(y) |0〉 + θ(y0 − x0) 〈0| φˆ+(y)φˆ−(x) |0〉 (10.53)
= θ(x0 − y0) 〈0| [φˆ+(x), φˆ−(y)] |0〉 + θ(y0 − x0) 〈0| [φˆ+(y), φˆ−(x)] |0〉 (10.54)
= θ(x0 − y0) i∆+(x− y) + θ(y0 − x0) i∆+(y − x) (10.55)
In the final line above the function ∆+(x−y) can be defined in terms of the commutator
of the positive and negative frequency parts of the field and then written out explicitly
using equations 10.51 and 10.52:
i∆+(x− y) = [φˆ+(x), φˆ−(y)] (10.56)
=
∫
d3p
(2π)3
1√
2ωp
∫
d3q
(2π)3
1√
2ωq
[a(p), a†(q)] e−ip·x e+iq·y (10.57)
=
∫
d3p
(2π)3
1
2ωp
e−ip·x e+ip·y (10.58)
where the constraint on the energy components, such as p0 = +ωp = +
√
p2 +m2, is
understood in these expressions, and equation 10.16 has been used in the final line –
which agrees with equation 10.39 for the x0 > y0 case as expected. Again here, since
∆+(x − y) is simply a function rather than an operator, the vacuum normalisation
〈0|0〉 = 1 has been used to factor out the vacuum states in equation 10.54 above to
obtain equation 10.55. Integrals of the form
∫
d3p
(2π)3
f(p)
2ωp
are Lorentz invariant provided
f(p) is a general Lorentz invariant function ([70] p.23, equation 2.40), and hence from
equation 10.58 it can be seen that the function ∆+(x−y) is Lorentz invariant. Together
with the function:
i∆−(x− y) = [φˆ−(x), φˆ+(y)] = −[φˆ+(y), φˆ−(x)] = −i∆+(y − x) (10.59)
these can be written in the manifestly Lorentz invariant form:
i∆±(x− y) = ±
∫
d4p
(2π)4
e−ip·(x−y) θ(±p0) 2πδ(p2 −m2) (10.60)
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The objects θ and δ are ‘generalised functions’, or ‘distributions’, which typi-
cally only make full mathematical sense when composed with regular functions in an
integrand. A representation of the θ-function will be given below. In one dimension
the Dirac δ-function can be defined by the property:∫
dx f(x) δ(x − x′) = f(x′) (10.61)
which is essentially to substitute the value x = x′ into any function f(x). The one-
dimensional δ-function can be represented by the following expression, which has the
subsequent properties (while generally in the text denoting four-parameter objects, x
and k each represent a single real variable in equations 10.61–10.63):
δ(x − x′) = 1
2π
∫ +∞
−∞
dk e±ik(x−x
′) (10.62)
with
∫ +∞
−∞
dx δ(x − x′) = 1,
and
∫
dx f(x) δ(g(x)) =
∑
i
f(ai)
|g′(ai)| with g(x) = 0 for x = {a1, a2 . . .}
i.e. δ(g(x)) ≡
∑
i
δ(x − ai)
|g′(ai)|
e.g. δ(x2 − a2) ≡ 1
2a
(
δ(x− a) + δ(x + a) )∣∣
a≥0 (10.63)
The final expression above can be substituted into equation 10.60 and the p0 integral
performed to show that it is equivalent to the expression for ∆+(x−y) in equation 10.58
and to that for ∆−(x− y) via equation 10.59 for the p0 < 0 case.
The expression for ∆+(x−y) in equation 10.60 describes the positive energy and
‘on-mass-shell’ momentum space overlap integral of the plane waves, or wavefunctions,
e−ip·x and (e−ip·y)∗. In quantum theory the probability for a particle originating at
the spacetime location y to be found at the location x is represented precisely by this
amplitude (which via a Fourier transform is analogous to the wavefunction transition
amplitude of equation 10.8). In quantum field theory the form of this amplitude
i∆+(x − y) = 〈0|φ+(x), φ−(y)|0〉, from equations 10.53 and 10.55, indeed suggests
the propagation of a particle created at y and annihilated at x. Since the spacetime
locations x and y are arbitrary x may be either later or earlier than y.
The Feynman propagator can be expressed either in terms of operators acting
on the vacuum state, equations 10.49 and 10.50, or in terms of plane waves as described
in equations 10.55 and 10.58, with the bridge between these forms of ∆F (x−y) provided
by the intermediate equations. In either case a temporal ordering is introduced via the
θ-functions.
For x0 > y0 the Feynman propagator is simply ∆F (x− y) = ∆+(x− y), from
equation 10.55, and hence represents the amplitude for a positive energy particle to
propagate forward in time from y to x. On the other hand the ‘negative energy’ part
in equation 10.60, with p0 < 0 and θ(−p0) = 1, represents a propagation from x to y in
the x0 < y0 part of ∆F (x− y) and in QFT is interpreted as an antiparticle of positive
energy carried forward in time from x to y. As described following equation 10.42 for
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the complex scalar field case and for x0 < y0 the operator Xˆ acts before Xˆ † with d†X
creating an antiparticle; while for the real scalar field φˆ there is no distinction between
particle and antiparticle states. Hence ∆F (x−y) can be consistently interpreted as only
representing propagation forwards in time. Further, from equation 10.55 ∆F (x− y) is
clearly symmetric in x and y, as is the above interpretation.
In actual calculations all spacetime location variables, such as {x, y} for the
propagator ∆F (x− y), will appear under an integral, such as the
∫
d4x d4y in the first
line of equation 10.46, over all spacetime (including regions outside the light cone with
(x − y)2 < 0) hence showing explicitly how all possible time orderings are included
equally. These integrals essentially represent a Fourier transform to momentum space,
allowing for a simplification of the calculations in terms of the momentum space Feyn-
man rules as will be presented in the following section.
Hence the Feynman propagator ∆F (x− y) combines wave-like functions e±ip·x
and particle-like operators a(†)(p) of the field φˆ(x) with structures of causality through
the θ-functions, for example in equation 10.53; – apparently elements required to de-
scribe the dynamics of exchanges between fields in an interacting theory. It is repre-
sented pictorially by an internal line in a Feynman diagram such as figure 10.5(b). Such
Figure 10.5: (a) The function ∆+(x − y) represented as the creation, propagation
and annihilation of a particle state from y to x in spacetime. (b) The internal line
Feynman propagator between two spacetime points, representing equation 10.55. No
time ordering is implied in either diagram.
diagrams do not represent literal particle trajectories but should merely be interpreted
as mnemonic symbols for mathematical terms such as ∆F (x− y) which form the basis
of perturbative calculations for an interacting QFT. Indeed the form of ∆F (x − y)
results from the restructuring of the S-matrix calculation of equation 10.31, which
describes an explicitly causal chain of operator actions, to the form of equation 10.32
with θ-functions implicitly introduced to impose the apparent time ordering required
for mathematical consistency with the first equation.
Hence with the Feynman propagator ∆F (x− y) employed to aid calculation in
this way there need not be any direct physical interpretation of this object. However,
due to the time ordering, the Feynman propagator can be considered to represent
the internal part of both ‘processes’ depicted in figure 10.6 below, in which a specific
time direction is indicated. While the latter diagram in particular represents a purely
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mathematical element of the calculation both of these ‘processes’ are implied in a
single Feynman diagram, such as figure 10.5(b), for which there is no explicit temporal
direction relating the two vertices.
Figure 10.6: The two terms in equation 10.53 for the Feynman propagator ∆F (x− y)
describe respectively the two internal φˆ field ‘processes’ depicted here. In (a) an internal
particle state propagates from y to x while in (b) an internal antiparticle propagates
from x to y, however with no distinction between particle and antiparticle states for a
real scalar field such as φˆ. In (b) φ, Y+ and Y− particle states are created out of the
vacuum at x.
The propagator ∆F (x−y) depends only on the 4-vector difference (x−y). The
functions ∆±(x − y), and hence also ∆F (x − y), are non-zero outside the light cone
region, (x−y)2 < 0, where they decay exponentially. While the ∆±(x−y) are Lorentz
invariant the function θ(x0 − y0) is not Lorentz invariant for spacelike separations
outside the light cone. However the combination of both terms in equation 10.55 is
Lorentz invariant.
The generalised function θ(t) itself can be expressed in the Fourier, or integral,
representation as:
θ(t) = lim
η→0+
i
2π
∫ +∞
−∞
e−ist
s+ iη
ds (10.64)
which as a distribution is differentiable everywhere (unlike the closely related Heaviside
function H(t) defined with H(t) = 1 for t ≥ 0 and H(t) = 0 for t < 0). In fact:
dθ(t)
dt
= lim
η→0+
i
2π
∫ −is e−ist
s+ iη
ds =
1
2π
∫
e−istds = δ(t) (10.65)
from the representation of the δ-function in equation 10.62. The substitution of the
θ-function into equation 10.55 for ∆F (x − y) is aided by first making the change of
integration variable s→ k0 − ω, with finite real constant ω, in equation 10.64 so that:
θ(t) = lim
η→0+
i
2π
∫ +∞
−∞
e−i(k
0−ω)t
k0 − ω + iη dk
0
= lim
η→0+
i
2π
e+iωt
∫ +∞
−∞
e−ik
0t
k0 − ω + iη dk
0
and hence: θ(t) e−iωt = lim
η→0+
i
2π
∫ +∞
−∞
e−ik
0t
k0 − ω + iη dk
0 (10.66)
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This expression for the θ-function, along with equation 10.58 for the function
∆+(x − y), can be substituted into equation 10.55 for the Feynman propagator as
follows:
∆F (x− y) = θ(x0 − y0) ∆+(x− y) + θ(y0 − x0) ∆+(y − x) (10.67)
= θ(x0 − y0) (−i)
∫
d3p
(2π)3
1
2ωp
e+ip·(x−y) e−ip
0·(x0−y0)
+ θ(y0 − x0) (−i)
∫
d3p
(2π)3
1
2ωp
e+ip·(y−x) e−ip
0·(y0−x0)
∣∣∣
p0=+ωp=+
√
p2+m2
Since {x, y} are fixed for each value of ∆F (x− y) the θ-function can be moved inside
the d3p integral and with p0 = +ωp, which is constant for each value of the 3-vector
p, equation 10.66 above may be substituted into the square brackets below:
∆F (x− y) = (−i)
∫
d3p
(2π)3
1
2ωp
e+ip·(x−y)
[
θ(x0 − y0) e−iωp·(x0−y0)
]
+(−i)
∫
d3p
(2π)3
1
2ωp
e+ip·(y−x)
[
θ(y0 − x0) e−iωp·(y0−x0)
]
(10.68)
= (−i)
∫
d3p
(2π)3
1
2ωp
e+ip·(x−y)
[
lim
η→0+
i
2π
∫
e−ik
0(x0−y0)
k0 − ωp + iη dk
0
]
+(−i)
∫
d3p
(2π)3
1
2ωp
e+ip·(y−x)
[
lim
η→0+
i
2π
∫
e−ik
0(y0−x0)
k0 − ωp + iη dk
0
]
(10.69)
Hence the 3-momentum integral has been enlarged to a 4-parameter integral by
including the full unrestricted range of the k0 variable associated with the θ-function
integral. That is while the p0 component of the 4-vector p is constrained to the value
ωp = +
√
p2 +m2, the free k0 integration variable is introduced from equation 10.66.
In relabelling the 3-momentum p by the 3-vector k the above final expression is seen
to take the form of an apparent 4-momentum integral:
∆F (x− y) = lim
η→0+
∫
d4k
(2π)42ωk
[ e−ik·(x−y)
k0 − ωk + iη +
e+ik·(x−y)
k0 − ωk + iη
]
(10.70)
= lim
η→0+
∫
d4k
(2π)4
e−ik·(x−y)
[ 1
2ωk
( 1
k0 − ωk + iη
+
1
−k0 − ωk + iη
) ]
= lim
η→0+
∫
d4k
(2π)4
e−ik·(x−y)
[ ωk − iη
ωk((k0)2 − ω2k + 2iωkη − η2)
]
= lim
ε→0+
∫
d4k
(2π)4
e−ik·(x−y)
k2 −m2 + iε (10.71)
Here the second line is obtained by reversing the sign of all 4 integration variables
in the second term in square brackets in equation 10.70. The third and final lines
follow after some straightforward algebra, with the new limiting parameter ε ≃ +2ωkη
introduced, and with the limit ε→ 0+ for the integral understood even if not explicitly
stated. Through substituting ω2k = k
2 +m2 (see equation 10.67) into the third line,
and with k2 = (k0)2−k2 in the final line, k is treated as a Lorentz 4-vector. This is the
expression for the Feynman propagator scalar function quoted in equation 10.41 (with
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a factor of i from equation 10.49). This function of the spacetime difference (x − y)
may also be written:
∆F (x− y) =
∫
d4k
(2π)4
e−ik·(x−y) ∆˜F (k)
with ∆˜F (k) =
1
k2 −m2 + iε
(10.72)
being the momentum space representation of the Feynman propagator, obtained as
the coefficients in the Fourier decomposition of the position space function.
Unlike the 4-momentum integral expression for ∆±(x − y) in equation 10.60,
for the Feynman propagator in equation 10.71 there is no ‘mass-shell’ condition with
a δ(k2 − m2) function, and with 4 independent ‘momentum’ variables the Feynman
propagator represents ‘states’ which are generally ‘off-shell’. This situation motivates
the term ‘virtual particle’ in referring to the ‘propagating entity’. On the other hand
∆F (x − y) is constructed in equation 10.67 out of elements which are on-shell with
energy ωp = +
√
p2 +m2, with the off-shell interpretation for the full expression arising
through the incorporation of the θ-functions.
Equation 10.71 follows from the structure of ∆+(x−y), which is found through
[a(p), a†(p′)] commutators appearing for example in the expansion of terms in equa-
tion 10.31 between vacuum states to determine a scattering amplitude, together with
the θ-functions, which are deployed when the calculation is reorganised with the time
ordering T of equation 10.32. Hence the notion of ‘virtual particle states’ may be
considered to be a purely mathematical construction arising from this reworking of
the calculation.
In equation 10.64 the θ-function is defined by a contour integration in the
complex plane. This involves a combination of Cauchy’s theorem and the residue
theorem – respectively for integration contours surrounding a region of the integrand
function which is regular or containing singularities, together with Jordan’s lemma
for the vanishing of particular e−ist contour integrals depending on the sign of the
real parameter t in the complex s-plane. The result is that θ(t) can be expressed in
equation 10.64 with the horizontal integration contour C of figure 10.7(a), in which
the pole in the integrand at s = −iη is also shown.
The single pole in the integrand function for θ(t) carries over into two poles
in the complex plane (since there are two θ-functions in equation 10.68 leading to
equation 10.70) for the integrand in equation 10.71 for ∆F (x−y). In this latter equation
(which was derived from equation 10.69) it is understood that the k0 integration should
be carried out first following the straight contour C along the real axis in figure 10.7(b).
Using Cauchy’s theorem this contour integral can be ‘analytically continued’ by a 900
counterclockwise rotation to the imaginary k0 axis without encountering any poles.
Under this ‘Wick rotation’ to Euclidean 4-space (with k0 replaced by k4 = ik0 to form
a Euclidean 4-vector with k) the parameter η (and hence ε in equation 10.71) may be
discarded.
Alternatively equation 10.71 and the real k0 integration in figure 10.7(b) is
equivalent setting ε = 0 and performing the resulting integral:
∆F (x− y) =
∫
CF
d4k
(2π)4
e−ik·(x−y)
k2 −m2 (10.73)
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Figure 10.7: Integration contours (a) in the complex s-plane for θ(t) defined in equa-
tion 10.64 and (b) in the complex k0-plane for the Feynman propagator ∆F (x− y) in
equation 10.71. The single pole in the first case and pair of poles in the second case
are also indicated.
following the contour CF with an implied limit of infinitesimal detours below the
first then above the second pole on the real axis as displayed by the thick line in
figure 10.8. Although these expressions are equivalent equation 10.71 is generally
quoted in preference to equation 10.73 since the iε term in the former case serves to
explicitly indicate the side on which the contour avoids the poles.
Figure 10.8: The six functions ∆±(x− y), ∆(x− y) and ∆F,R,A(x− y) described in the
text can be defined by the integration along six different contours (C±, C and CF,R,A
respectively) in the complex k0-plane for the same integrand function presented in
equation 10.73.
Maintaining the same integrand while adapting the contour CF employed in
equation 10.73 in a total of six different ways leads to the expression of a total of
six different functions, all related to ∆F (x − y), and each then defined here in a
related mathematical form. However, the primary importance is given to the CF
contour and the Feynman propagator in QFT since this object arises prominently in
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the calculation of scattering amplitudes. The three contours CF , CR and CA hug
the real axis in figure 10.8 with the integral determined in the limit of vanishingly
small detours around the poles. However these integrals do include these infinitesimal
detours are not the Cauchy principle values of the integrals which ‘hop over’ the poles
in this limit and would then be identical for ‘CF ’, ‘CR’ and ‘CA’.
The three remaining contours C, C+ and C− can be taken anywhere in the
complex plane, so long as they navigate around the poles with the topology indicated in
figure 10.8. These contour integrals in the complex k0-plane simply have the values of
−2πi times the residues enclosed, with a negative sign relative to the residue theorem
which is based on anticlockwise circulating contours. It is again understood that this
complex k0 integral is performed first in equation 10.73 for the respective contours,
before the remaining real
∫
d3k, in defining the ∆, ∆+ and ∆− functions.
Here the outer contour C, encompassing both poles in figure 10.8, represents
the Lorentz invariant singular function ∆(x − y). This function can be introduced in
the discussion of causality relating to field interactions and defined directly in terms
of the field commutator:
i∆(x− y) = [φˆ(x), φˆ(y)] (10.74)
= [φˆ+(x), φˆ−(y)] + [φˆ−(x), φˆ+(y)]
= i∆+(x− y) + i∆−(x− y) (10.75)
=
∫
d4k
(2π)4
ε(k0) 2π δ(k2 −m2)e−ik·(x−y) (10.76)
using equations 10.59 and 10.60 and with ε(k0) = +1, 0,−1 for k0 > 0, k0 = 0, k0 < 0
respectively. Equation 10.75 is consistent with the residue theorem with the integral
contour C in figure 10.8 enclosing both poles, which are separately enclosed by C+
and C−. With ∆(x − y) = 0 for (x − y)2 < 0, unlike the case for the individual
∆±(x− y) components, this function represents causality in field interactions through
equation 10.74, in the sense that it implies φˆ(x) and φˆ(y) operate independently of each
other outside the light cone. Each of these three functions satisfies the Klein-Gordon
equation:
(x + m
2)∆(±)(x− y) = 0 (10.77)
where the differential operator x acts on the spacetime variables corresponding to
x, and m in the above is understood to be the mass mφ associated with the scalar
field φˆ(x). In the spatial plane x0 − y0 = 0 the function ∆(x − y) also satisfies the
time derivative equation ∂0∆(x− y, 0) = −iδ3(x− y) which, via equation 10.74, and
the conjugate field πˆ(x) = ∂0φˆ(x), is consistent with the equal-time field commutation
relation:
[φˆ(x, t), πˆ(y, t)] = i δ3(x− y) (10.78)
Here we have arrived at this expression by employing the commutation rela-
tion [a(p), a†(q)] = (2π)3δ3(p− q) in order obtain equation 10.76 from equation 10.74
via equation 10.57. However the ‘canonical’ commutation relation of equation 10.78
may be postulated ahead of equation 10.16 as the field quantisation rule, as a gen-
eralisation from the non-relativistic quantum mechanical relation [xˆa, pˆb] = i~δab for
a, b = {1, 2, 3} in the three spatial dimensions.
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In contrast to the three C(±) contours for the three ∆(±) functions in figure 10.8
the three remaining contour integrals essentially follow the real k0 axis, differing only
in their means of bypassing the two poles as described above. Although figure 10.8
provides a neat mathematical way of summarising these six functions it is important
to understand their conceptual meaning and the relationships between them.
In particular the two functions ∆R(x−y) and ∆A(x−y) are the ‘retarded’ and
‘advanced’ parts of the Lorentz invariant singular function ∆(x− y), that is:
∆R(x− y) = θ(x0 − y0)∆(x− y) (= 0 for x0 < y0) (10.79)
∆A(x− y) = − θ(y0 − x0)∆(x− y) (= 0 for x0 > y0) (10.80)
Both of these functions of course vanish outside the light cone since ∆(x−y) does. The
function ∆R(x−y) also vanishes for x0 < y0 into the past while ∆A(x−y) vanishes into
the future. In solutions for a classical theory both retarded and advanced waves can be
identified, with the latter then being eliminated on the grounds of causality. Bearing
in mind the antiparticle interpretation described earlier in this section, the retarded
and advanced functions are of comparable significance in quantum field theory. These
two functions, along with the Feynman propagator ∆F (x − y), are Green’s functions
which satisfy the inhomogeneous Klein-Gordon equation:
(x + m
2)∆F,R,A(x− y) = −δ4(x− y) (10.81)
The conventional factor of i introduced in equation 10.49 is chosen so that such
a factor is absent in the above equation. The choice of detours around the poles for
the contour integration in figure 10.8 reflects different choices of boundary conditions
for solutions to the differential equation 10.81, such as the vanishing of the functions
into the past or the future described in equations 10.79 and 10.80. The relation of the
Feynman propagator to the retarded and advanced Green’s functions can be seen from
figure 10.8 to be:
∆F (x− y) = ∆R(x− y, θ(k0)) + ∆A(x− y, θ(−k0)) (10.82)
That is, with the θ(±k0)-functions understood to be attached to the integrand in the
right-hand side of equation 10.73, the contour integral for the Feynman propagator
∆F follows the advanced contour CA in the negative frequency k
0 < 0 half-plane and
the retarded contour CR for positive frequency k
0 > 0. Alternatively, on attaching the
θ(±k0) to the integrand of equation 10.76 which is then substituted into equations 10.79
and 10.80 and in turn into equation 10.82 the resulting expression is found to be
identical to equation 10.55, with the latter expressing ∆F (x − y) in terms of the
∆±(x− y) functions.
Retarded and advanced propagators are employed in quantum field theory to
study solutions to the equations of motion. For example, with regard to the scalar
model of section 10.3, expressions such as:
φˆ(x) =
∫
d4y∆R(x− y) gXˆ †(y)Xˆ (y) (10.83)
may be considered. The retarded propagator ∆R(x−y) satisfies equation 10.81, which
applied to equation 10.83 yields:
(x +m
2) φˆ(x) = −gXˆ †(x)Xˆ (x) (10.84)
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as an equation of motion for the quantum field φˆ(x) with source term −gXˆ †(x)Xˆ (x).
This is equation 10.24, for the two fields φˆ(x) and Xˆ (x) of the scalar model, which
in the previous section was derived from the Lagrangian of equation 10.23. This
method of obtaining solutions to equations of motion via Green’s functions was origi-
nally employed for classical field theories. For the classical case the right-hand side of
equation 10.84 may act as a source of disturbance generating a wave motion for the
corresponding classical field φ(x) on the left-hand side, while in the quantum case the
right-hand side may act as a source for the production of particles of the quantum field
φˆ(x).
10.5 Feynman Rules and Optical Theorem
The various systematic procedures involved in calculating a given transition amplitude
for a given interacting quantum field theory can be conveniently summarised in a small
set of rules, which are most simply expressed in the momentum space representation,
obtained in turn for the Feynman propagators in their Fourier expansions. The Feyn-
man rules associate mathematical elements of the calculation with graphical elements
in a diagram representing a particular contribution to the transition amplitude. These
rules are written down here for the scalar model with the interaction Lagrangian of
equation 10.23 in table 10.1. These rules resemble those for the simpler interacting field
theory based on a single scalar field φˆ(x) with the interaction Lagrangian Lint = − λ4! φˆ4
([70] p.115), which is often presented as a model QFT.
Representing possible terms in the transition amplitude by the possible topolo-
gies of graphical diagrams greatly assists the bookkeeping involved in the calculation.
While terms in the expansion of S = Te−i
∫
dtHint(t) of equation 10.35 can be pic-
tured this way the internal lines should not be literally interpreted as representing
trajectories of ‘virtual particles’, indeed there is no reference to location at all in the
momentum space Feynman rules. Rather the topology of the diagrams describes the
structure of possible mathematical terms. Here we make some further comments on
these rules 1–6 as listed in table 10.1:
1. Each line, whether internal or external, is associated with a particular field type.
The direction of an arrow on a line can be used to distinguish a particle from an
antiparticle when relevant, as described in ‘item 3’ below. The propagator term
is i∆˜F (k) from equation 10.72, where the factor of i follows from the convention
of equation 10.49.
2. The coupling g is added by hand in equation 10.23 and hence for the interaction
Hamiltonian in equation 10.27. The factor of −i originates from equation 10.34
and in turn from the evolution equation 10.30.
3. The factors in these first three items are multiplied together. The external lines
can be labelled with the on-mass-shell 4-momentum k, with an arrow on the
line following the momentum transfer (into or out of the terminating vertex)
for a particle and in the opposite direction for an antiparticle (with a similar
convention for internal lines), as depicted in figures 10.3 and 10.4.
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1. For each propagator:
φˆ
or
Xˆ , Yˆ
✲ i
k2−m2+iε
2. For each vertex: s✟✟
✟
❍
❍
❍
✯
❨
−ig
3. For each external line:
φˆ
s or
Xˆ , Yˆ
s ✲ 1
4. Impose 4-momentum conservation at each vertex:
∑
a ka = 0
5. Integrate over each unconstrained loop momentum k:
∫
d4k
(2π)4
6. Multiply by the symmetry factor: 1
Table 10.1: The Feynman rules in momentum space for the scalar model, relating
mathematical terms and instructions to the elements of a Feynman diagram, each of
which contributes to a transition amplitude iMfi.
4. The momentum conservation for each vertex arises from the
∫
d4x over spacetime
associated with each of n factors of Lint(x) in the nth order of perturbation, with
the x-dependence in the integrand purely in terms of the form ei(
∑
a ka)·x, with the∑
a ka summing over all lines connected to the vertex. This is seen for example
for n = 2 in equation 10.46, where all the various factors for the Sfi|n=2 term of
equation 10.45 are composed.
5. The loop integrals over
∫
d4k tend to diverge leading to the need for renormal-
isation, as will be discussed below for figure 10.9 and also in section 11.3. The
loop integral includes the full independent range −∞ < k0 < +∞, arising orig-
inally from equations 10.66–10.71 as described in the previous section. In other
quantum field theories there may also be a discrete sum over field indices such
as spin.
6. This factor is simply the exponential expansion coefficient of equations 10.33 and
10.34 multiplied by n! from the number of ways the dummy integration variables
{x, y . . .} can label the n vertices of the Feynman diagram. In other theories
there may also be symmetry factors for permutations of identical particles, as for
example in the φˆ4 theory ([70] p.93).
Bearing in mind equations 10.5 and 10.6 each Feynman diagram corresponds to
a contribution to the S-matrix without the overall factor of (2π)4 δ4(pF−pI), that is the
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transition amplitude iMfi. Since the amplitude appears as |Mfi|2 in the cross-section
calculation of equation 10.3 the overall factor of i is sometimes neglected.
The above rules can be applied to the Feynman diagram of figure 10.4, rep-
resenting the lowest-order term for the process X+X− → Y+Y−. Reading off the
Feynman rules in table 10.1 for this diagram we find directly:
iMfi = −g2 i
(p1 + p2)2 −m2φ + iε
(10.85)
This is the same expression for the transition amplitude as obtained in equation 10.47
by explicit calculation, as it should be. The Feynman rules, as applied above, strip
out the essence of such calculations.
We recall here that the transition probability is obtained from the square of the
absolute value of the transition amplitude, by a basic postulate of quantum theory, as
discussed around equation 10.8. The transition amplitude itself is strictly composed of
all of the terms in the expansion of equation 10.35, of which only the lowest-order non-
trivial term for n = 2 has been accounted for in equation 10.85. It is an assumption
of perturbation theory that the subsequent inclusion of terms of higher order into the
sum gives a rapidly improving approximation to physical quantities such that very few
orders are needed in practice. One aim of the following chapter is to understand how
this procedure works in the context of the theory presented in this paper, but here we
first explore a next-to-leading order term in the standard QFT approach for the scalar
model. One of several contributions to the transition amplitude for n = 4 is described
by the Feynman diagram in figure 10.9.
Figure 10.9: Feynman diagram for the process X+X− → Y+Y− for a possible higher-
order perturbation. At this ‘next-to-leading order’ level an unconstrained internal loop
momentum r appears, depicted here for the Xˆ field.
In this case reading off the instructions from table 10.1 ‘rule 5’ is invoked for the
freedom in the internal loop momentum r which is not constrained by the application
of ‘rule 4’, leading to the amplitude contribution:
iMfi = g4
( i
(p1+p2)2 −m2φ + iε
)2 ∫ d4r
(2π)4
i
r2 −m2X + iε
i
(p1+p2−r)2 −m2X + iε
(10.86)
In QFT such loop momentum integrals are frequently divergent, as is the case here and
for similar terms in the φˆ4 scalar model, giving infinite and hence meaningless answers
if taken at face value. This leads to the need for a program of ‘renormalisation’ in
order to extract useful results out of these calculations.
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In practice the divergent internal loop integrals are first made finite by intro-
ducing a parameter to smooth the integrand or act as a cut-off to the integration
range, a process known as ‘regularisation’. The theory is then renormalised, essen-
tially by calibration against an empirical input, before the regularising parameters are
eliminated. The aim is to achieve finite predictive quantities in this way for compari-
son with further physical measurements, such as the observation of ‘running coupling’
which is a consequence of renormalisation as will be described in section 11.3.
In the natural units we are adopting, with ~ = 1 and c = 1, any physical
quantity can be expressed in units of mass, that is with dimension MD, where the
mass dimension M is reciprocal to that of length and time, that is M1 ≡ L−1 ≡ T−1.
The success of the renormalisation procedure generally depends upon the power of
the mass dimension D for the coupling parameter itself. Since
∫L d4x represents the
‘action’ which is a dimensionless quantity with D = 0, the Lagrangian density L has
dimension D = 4, which is also consistent with equation 10.27 since the Hamiltonian
H has dimension D = 1. If the coupling parameter in the interaction Lagrangian has
D ≥ 0 such a theory is probably renormalisable, whereas theories with D < 0, such as
gravitation for which Newton’s constant GN has D = −2, are non-renormalisable.
Hence the renormalisation procedure works for quantum field theories with
dimensionless coupling constants, such as QED and the Standard Model in general
and also the scalar model with Lint = − λ4! φˆ4. For the scalar model considered here
with Lint = −gφˆXˆ †Xˆ − gφˆYˆ†Yˆ the full Lagrangian of equation 10.23 implies that the
coupling g has dimension D = +1, and hence the theory can be renormalised. Such a
theory with D > 0 may even be ‘super-renormalisable’ and contain no infinities at all
after some order of perturbation.
Since a cross-section σ has the dimension L2 the right-hand side of equation 10.3
must also have the overall dimension D = −2, which is also the dimension of the initial
state flux factor in this equation. For a two-particle final state the Lorentz invariant
phase space dΦ is dimensionless, implying that the amplitude Mfi itself should also
have D = 0 in this case. This is consistent with the dimensionless coupling e of
QED in equation 10.10 and with the coupling g having D = 1 for the scalar model
in equations 10.48, 10.85 and 10.86. More generally the dimension of the transition
amplitudeMfi will depend upon the multiplicity of the final state and the conventions
employed for initial and final state normalisation, consistent with the composition of
factors forming the cross-section having the appropriate net dimension, as is the case
for equation 10.3.
Higher-order corrections, as appearing for the internal propagator for the field
φˆ of figure 10.4 when dressed as in figure 10.9, will also be important for the external
particle states. This applies also for calculations in QED and Standard Model QFT
calculations in general. Although the theory begins by describing free field states it is
not possible in the physical world to decouple the electron field from the electromag-
netic field (or the Xˆ field from the φˆ field in the scalar model) since they are intrinsic
elements of a single interacting system.
Any parameters, such as masses mφ and mX in the model here, ascribed to
a free field will be unphysical and unmeasurable. Instead a finite set of fundamental
physical parameters can be operationally defined as those quantities which are directly
measurable in the laboratory. The self-interaction effects for the observed particle
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states are absorbed into these measured parameters, with the Fock space of initial
and final states (in the interaction picture basis) assumed to represent precisely the
observed masses and charges of physically produced or detected particles in matrix
element 〈f |S|i〉 calculations. These renormalised parameters obey the fundamental
conservation laws of external and internal symmetries in collision processes. The phys-
ical renormalised mass is not the same object as the ‘bare’ mass parameter appearing
in the Lagrangian of the theory.
As well as the obvious necessity to ‘tame the infinities’ for calculations of phys-
ical quantities, the finite results obtained must also respect the basic requirement of
probability conservation, namely that the total probability for something to happen
must always be equal to 1. This fundamental principle translates in quantum theory
into the unitarity of the S-matrix, with the restrictions of this condition having im-
plications for the relationship between physical quantities such as the cross-section σ
and the structure of the transition amplitude Mfi as will be described here.
The unitarity of the S-matrix of equation 10.35, that is the property SS† =
S†S = 1, together with the definition of the operator T = i(1 − S) in equation 10.5,
hence with T † = −i(1− S†), implies that:
TT † = T †T = i(T † − T ) (10.87)
and therefore: 〈f |TT †|i〉 = i〈f |T †|i〉 − i〈f |T |i〉 (10.88)
Inserting a sum over a complete set of intermediate states |m〉 the left-hand
side of this expression can be written as:
〈f |TT †|i〉 =
∑
m
 rm∏
j=l
∫
d3kj
(2π)32Ej
 〈f |T |m〉〈m|T †|i〉 (10.89)
where rm is the number of particles in each state |m〉 and d
3kj
(2π)32Ej
is the invariant phase
space element for the particle state normalisation adopted, as described in section 10.2
and required here for the insertion of the unit operator 1 between T and T †. The two
terms on the right-hand side of equation 10.88 can be written as:
i〈f |T |i〉 = iMfi (2π)4 δ4(pF − pI) (10.90)
i〈f |T †|i〉 = iM∗if (2π)4 δ4(pF − pI) (10.91)
These are obtained directly from equation 10.6, which can also be applied to the right-
hand side of equation 10.89 and hence substituted into equation 10.88 along with
equations 10.90 and 10.91 to find:
∑
m
Mfm (2π)4 δ4(pF − pM )M∗im
[
(2π)4 δ4(pM − pI)
rm∏
j=l
∫
d3kj
(2π)32Ej
]
= (iM∗if − iMfi) (2π)4 δ4(pF − pI) (10.92)
This is a non-linear relationship between transition amplitudes, with a product on the
left and a sum on the right-hand side, resulting from the unitarity of the S-matrix.
Given the second δ-function on the left-hand side the first one δ4(pF − pM ) may be
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replaced by δ4(pF − pI), which hence cancels with the δ-function on the right-hand
side. The term in square brackets is simply the Lorentz invariant phase space dΦ,
as described for equations 10.3 and 10.7, here for the intermediate states, and hence
equation 10.92 can be written simply as:∑
m
(
MfmM∗im
∫
dΦ
)
= i(M∗if −Mfi) (10.93)
Considering a two-particle initial state and setting |f〉 = |i〉, corresponding to
elastic forward scattering at a HEP collider with the final state being identical to the
initial state, and by comparison with equation 10.3, the left-hand side above is then
identical to the total cross-section for the transition from an initial state |i〉 to any state
|m〉, up to an initial state flux factor, which again relates to the state normalisation.
That is, with |f〉 = |i〉 and since |Mim| = |Mmi|, equation 10.93 becomes:∑
m
(
|Mmi|2
∫
dΦ
)
= 2 Im(Mii) (10.94)
≡ 4E1E2|v1 − v2|σtot = 2 Im(Mii) (10.95)
where equation 10.3, with an implied integration over the phase space for each final
state to obtain the total cross-section σtot, has been substituted in for the left-hand
side in the second line. (Here Im(Mii) is of course a real number, as for the standard
definition of the imaginary part of a complex number, in contrast to the definition of
the imaginary part of an octonion as described immediately before equation 6.10). The
flux factor can be expressed in terms of the total centre-of-mass energy ET (=
√
s)
and the momentum of either initial particle in the centre-of-mass frame |pi| (noting
however that this factor is not fully Lorentz invariant, as described after equation 10.3),
such that the total cross-section can finally be written as:
σtot(i→ anything) = Im(Mii)
2ET |pi|
(10.96)
This relationship, along with its derivation, is a form of the ‘optical theorem’
([70] p.231, equation 7.50). It is a consequence of the S-matrix unitarity condition in
scattering experiments, which in turn expresses basic properties of the laws of prob-
ability, and has further implications for observable quantities. Here it shows how
the total cross-section for the production of any final state is directly related to the
imaginary part of the forward scattering amplitude, up to the normalisation factor in
equation 10.96. By equations 10.5 and 10.6 the imaginary part of Mii corresponds to
the non-trivial real part of 〈i|S|i〉, with many intermediate processes contributing. The
significance of this result in the context of the present paper is that it demonstrates a
linear relationship between a cross-section, that is the likelihood of an event occurring,
and an amplitude.
The generalised optical theorem as expressed in equation 10.93 can also be
applied to the case of a single particle initial state. On again setting |f〉 = |i〉 in this
case an expression for the total decay rate Γ can be identified as:
Γ(i→ anything) = Im(Mii)
mi
(10.97)
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where mi is the mass of the initial state particle. For a single particle the tree level
contribution to Mii is just the propagator ∆˜F (k) of equation 10.72. For ε → 0
this function is real except when the particle is on-shell, with the consequence that
Im(1/(k2 −m2 + iε)) ∼ δ(k2 −m2).
This observation can be generalised for higher-order perturbations. In fact the
application of the optical theorem in a quantum field theory can also be demonstrated
in terms of Feynman diagrams, where it can also be proved to all orders of perturbation
theory by applying ‘cutting rules’ ([70] pp.232–236, [72] pp.183–196). An example
obtained by relabelling the Feynman diagram in figure 10.9 to represent an amplitude
for the forward scattering process X+X− → X+X−, with identical incoming and
outgoing particles and momenta, via two φˆ field propagators and a Yˆ field internal
loop is shown here in figure 10.10.
Figure 10.10: A Feynman diagram for the forward scattering process X+X− → X+X−,
with a ‘cut line’ drawn through the intermediate loop propagators of the Yˆ field.
By careful analysis of the singularities that occur when internal propagators go
on-mass-shell under internal loop momenta integrals, twice the imaginary part of the
amplitude can be obtained by summing over the ‘cutting’ possibilities (only one for
the diagram in figure 10.10, shown by the vertical dashed line) and replacing the term
in the Feynman rule for each propagator that may be simultaneously put on-shell by
the cut as:
i
k2 −m2 + iε → 2πi δ(k
2 −m2) (10.98)
(with the sign and factors of 2 and i depending on the conventions adopted) before
performing the
∫
d4r over the loop 4-momentum. Hence the imaginary part of a loop
amplitude is obtained by placing the intermediate states on-shell together, as may have
been expected from the optical theorem itself since the final states for cross-sections
and decay rates, equations 10.96 and 10.97 respectively, consist of on-shell particles.
Each way of placing intermediate states on-shell together, as for figure 10.10, is called
a ‘cut’ after Cutkosky, with the above cutting rules providing a method to compute
the imaginary part of a transition amplitude in general.
The cutting rules for obtaining the imaginary part of the transition amplitude
for a given Feynman diagram can be derived by summing over sets of replacements of
each Feynman propagator ∆F by either ∆F ,∆
∗
F ,∆
+ or ∆− in the Feynman rules. This
calculational tool involves a sum over permutations of selected vertices which determine
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the kind of replacement for each ∆F (see for example [72] p.186). Indeed it can be
seen that replacing ∆F of equation 10.71 with ∆
± from equation 10.60 incorporates
the substitution of equation 10.98 together with the introduction of a factor of θ(±k0).
This latter factor relates to the time ordering of the corresponding vertices and the
resulting interpretation as an apparent particle or antiparticle propagating forwards
in time between the two vertices. While in equation 10.55 or 10.67 the Feynman
propagator was constructed out of two ∆± components, here it is taken apart again
and a single on-shell part retained.
This on-mass-shell condition is expressed by the δ-function in equation 10.60.
On performing the k0 integral this constraint leads to the form of equation 10.58
which in the present context represents the phase space factor for real final state
external particles, on-mass-shell and with positive energy, in cross-section or decay
rate calculations. The remaining propagators ∆F , for example for the two internal φˆ
field lines in figure 10.10 are unchanged, representing their usual (non-physical) aid to
calculation as described in the previous two sections.
For example for the Feynman diagram in figure 10.10, by adapting equa-
tion 10.86 and applying the substitutions from equation 10.98 to the basic Feynman
rules of table 10.1 we obtain:
2 Im
(M(X+X− → X+X−))
= g4
(
i
(p1 + p2)2 −m2φ + iε
)2 ∫
d4r
(2π)4
2πiδ(r2 −m2Y) 2πiδ((k1 − r)2 −m2Y)
(10.99)
The latter integral can be more easily performed under the substitution of the original
4-momenta q1 and q2, as indicated in figure 10.10, in place of the integral over r, by
including a 4-momentum constraint in:∫
d4r
(2π)4
≡
∫
d4q1
(2π)4
∫
d4q2
(2π)4
(2π)4 δ4(q1 + q2 − k1)
This leads to:
2 Im
(M(X+X− → X+X−))
= −g4
(
i
(p1 + p2)2 −m2φ + iε
)2 ∫
d4q1
(2π)4
∫
d4q2
(2π)4
2πδ(q21 −m2Y) 2πδ(q22 −m2Y) (2π)4 δ4(q1 + q2 − k1)
= −g4
(
i
(p1 + p2)2 −m2φ + iε
)2 ∫
d3q1
(2π)3
1
2ωq1
∫
d3q2
(2π)3
1
2ωq2
(2π)4 δ4(q1 + q2 − k1)
(10.100)
by applying equation 10.63 to obtain the bottom line with q01,2 > 0. Here the initial q
0
1,2
part of the
∫ d4q1,2
(2π)4
integrals over δ(q21,2−m2Y) place the momenta q1,2 on-shell resulting
in integrals of the form
∫ d3q1,2
(2π)3
1
2ωq1,2
, that is over the relativistic phase space. Together
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with the overall (2π)4δ4(pF − pI) for 4-momentum conservation implied in the final
delta function this identifies the Lorentz invariant phase space factor dΦ for a two-body
Y+Y− final state in equation 10.100. The remaining factor, before the first ∫ sign, can
be identified with |Mfi|2 for the scattering amplitude Mfi of equation 10.85 for the
process X+X− → Y+Y− at the level of the Feynman diagram depicted in figure 10.4,
and hence (swapping the two sides of equation 10.100):
|M(X+X− → Y+Y−)|2
∫
dΦ = 2 Im
(M(X+X− → X+X−)) (10.101)
This equation verifies the optical theorem relation of equation 10.94 for the
Y+Y− final state contribution to the total cross-section in X+X− collisions for the
Feynman diagram analysis at this level of perturbation theory. A further contribution
for a X+X− final state can be obtained in a very similar manner based on an inter-
mediate X+X− loop, in place of the Y+Y− loop, in figure 10.10. The above argument
applies to arbitrary loop diagrams and this Feynman diagram approach based on the
cutting rules can be used to prove the optical theorem to all orders of perturbation
theory ([70] pp.235–236), with care for combinatoric factors and the consistency of the
conventions used in general.
Our main point here has been to review the relation between a physical cross-
section and an expression linear in a component of an amplitude, namely the imaginary
part of the forward scattering amplitude, both in terms of the total cross-section in
equation 10.96 and at the level of individual processes as implied in equation 10.101.
These expressions relate to the optical theorem and the unitarity constraint which
in turn represents the basic property that the total probability must always equal
one. This structure will provide a means to connect calculations of the likelihood of
scattering processes for the present theory with the techniques of quantum field theory,
as we shall describe in section 11.2. In the meantime, in the following section, we assess
the nature of basic field interactions in the context of the present theory.
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Chapter 11
A Novel Conception of HEP
Processes
11.1 Degeneracy of Spacetime Solutions
In this chapter we consider how the probabilistic nature of quantum phenomena arises
in the context of the present theory, and in particular in the environment of laboratory
experiments. The main goals will be to relate the calculation of cross-sections, for
example, for the present theory with the corresponding formalism of QFT and to
address the related question concerning the nature of particle phenomena generally.
Here the probability for a particular process will be a measure of the degeneracy of
field states describing the mathematical form of a particular 4-dimensional geometry,
that is through the symmetry of possible local reinterpretations of fields such as the
gauge field Yµ(x) or fermion field ψ(x) (denoted without ‘hats’, since these are not
quantum field operators here) under the same Einstein tensor Gµν(x). The spacetime
geometry is locally completely insensitive to reinterpretations of the underlying fields,
that is exchanges between components of the fields δY (x)↔ δψ(x), which leave Gµν(x)
locally unchanged, while the geometric contracted Bianchi identity Gµν;µ = 0 remains
globally valid.
The field interactions proceed by a kind of ‘Chinese whispers’ of field indis-
tinguishability, as a degenerate mathematical possibility underlying the spacetime ge-
ometry. This leads directly to the indeterminate nature characteristic of quantum
phenomena. Probabilities, in the form of cross-sections and decay rates, will then
arise in proportion to the sum of the ‘number of ways’ in which such underlying field
descriptions are possible.
We begin however by considering a particular case for which Gµν(x) is a func-
tion of a single internal gauge field. Based on the breaking of the full symmetry of
L(vˆ) = 1 into external and internal parts over an extended base manifold M4 a rela-
tionship between the external geometry described by Gµν(x) and internal gauge fields
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Yµ(x) over x ∈M4 was developed in chapters 2–5. Structures are identified analogous
to those of Kaluza-Klein theory in leading to equation 4.16-4.17, which is conjectured
to arise out of the geometric constraints of the present theory culminating in equa-
tion 5.20, for which the practical normalisation convention χ = κ2 may be adopted. For
the present theory with an external linear connection Γρµν(x) and an internal gauge
field Aµ(x), deriving from an internal Abelian U(1) gauge symmetry, the relation be-
tween the external Riemannian curvature and internal gauge curvature is expressed
in equation 5.22, via the above connection with classical Kaluza-Klein theory, and as
reproduced here:
−1
κ
Gµν = +FµρF
ρν +
1
4
gµν FρσF
ρσ (11.1)
Under the Bianchi identity Gµν;µ = 0 this relation implies the source-free ho-
mogeneous Maxwell equation 5.30, as explained in section 5.2. Here, within the context
of the present theory the generator of the internal U(1)Q gauge symmetry of electro-
magnetism is identified with the element S˙––1l within the set of E6 Lie algebra actions
as described in section 8.2. The electromagnetic gauge field Aµ(x), associated with
the U(1)Q generator, is in turn identified with the field A˜µ(x) as described in and
following equation 8.58. We next consider the form of the free field Aµ(x) as a solution
of Maxwell’s equation, which can be written in terms of the gauge field itself as:
Aµ(x) = 0 (11.2)
The energy-momentum tensor for the electromagnetic field can be obtained
directly through the definition T µν := − 1κGµν with the geometry Gµν(x) determined
in terms of the electromagnetic field tensor Fµν according to equation 11.1 above.
(A normalisation convention setting κ = 8πGN = −1 might also be adopted in order
to emphasise the equivalence of both sides in this definition T µν := Gµν). Here the
electromagnetic gauge field itself is analysed under the assumption of an approximately
flat spacetime. A real field Aµ(x) can be expressed in terms of Fourier components,
which in terms of trigonometric functions and a single 4-vector k takes the form:
Aµ(x) = Aµc (k) cos k ·x + Aµs (k) sin k ·x (11.3)[
≡ A
µ
c
cos
(
tan−1 A
µ
s
Aµc
) cos(k ·x− tan−1 Aµs
Aµc
) ]
(11.4)
= Aµ(k) e−ik·x + Aµ∗(k) e+ik·x (11.5)
≡ C 12 εµr (k)Ar(k) e−ik·x + C
1
2 εµr (k)A
∗
r (k)e
+ik·x (11.6)
In equation 11.4 the gauge field is expressed in terms of a single cosine function,
that is in the form Aµ(x) = Aµ cos(k ·x + λ), with no sum implied over the index
µ = 0, 1, 2, 3, using the trigonometric identity cosα cosβ ± sinα sin β = cos(α ∓ β).
Equation 11.5 follows from equation 11.3 with Aµ(k) = 12 (A
µ
c (k) + iA
µ
s (k)), and with
Aµ(k) expressed as C
1
2 εµr (k)Ar(k) in the final line.
Hence for each 4-vector k each of the four vector components of Aµ(x) can
be associated with the real coefficients Aµc (k) and A
µ
s (k) or the complex coefficients
Aµ(k) and Aµ∗(k), either pair of which can be considered to be independent in terms
of possible field interactions as described in the following section. With all physical
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phenomena being invariant under spacetime translations, and hence with no preferred
set of coordinates {x}, and hence with Aµs (k) 6= 0 in general, equation 11.4 forms a
relatively cumbersome expression for the free field and will not be employed further.
The constant coefficient C
1
2 is introduced with the square root in equation 11.6
since each factor of Aµ(x) appears quadratically in the expression for Gµν in equa-
tion 11.1. In line with textbook solutions to Maxwell’s equations, and anticipating the
quantum field analysis, four polarisation vectors εµr (k) are introduced, representing a
4-vector object for each of r = 0, 1, 2, 3 (see for example [71] section 5.1). These provide
a constant basis for the 4-vector Aµ(k), analogous to the variable tetrad components
eµa(x) describing four vector fields for a = 0, 1, 2, 3 as a basis for tangent 4-vectors
to the manifold M4, as employed in section 5.3 for example. A standard choice of
basis is such that the polarisation vectors are real and orthogonal, with respect to the
Minkowski metric ηµν = diag(1,−1,−1,−1), that is:
εr(k) · εs(k) = εr µ(k)εµs (k) =
 δrs r = 0−δrs r = 1, 2, 3 (11.7)
More specifically a standard basis in a given reference frame can be taken with:
εµ0 (k) = (1, 0, 0, 0) (11.8)
εµr (k) = (0, εr(k)) r = 1, 2, 3 (11.9)
with k · εr(k) = 0 r = 1, 2 (11.10)
and ε3(k) = k/|k| (11.11)
The r = 0 case is the scalar, or timelike, polarisation vector, while r = 1, 2 represent
transverse polarisation vectors and the case for r = 3 is called the longitudinal polari-
sation vector. (With respect to a 3D scalar product with metric δij = diag(+1,+1,+1)
the 3-vector parts of the transverse polarisation vectors satisfy εr(k) ·εs(k) = +δrs for
r = 1, 2, 3 according to equation 11.7; while equation 11.10 for r = 1, 2 is also valid for
the 4D scalar product with k · εr(k) = kµεµr (k) = 0).
The full set of four polarisation states εµr (k) for r = 0, 1, 2, 3 provides a Lorentz
covariant description for the 4-component vector field Aµ(x) and suggests the possi-
bility of four kinds of photon states corresponding to these four degrees of freedom.
However, in the standard theory, the requirement of gauge invariance, which allows
some field excitations to be transformed to zero, together with the massless condition
k2 = 0 for the free electromagnetic field, result in there being only two physical photon
states corresponding to the transverse polarisation states εµ1 (k) and ε
µ
2 (k).
Maxwell’s equation in the form of equation 11.2 is obtained from equation 5.30
under the Lorenz gauge condition ∂µA
µ = 0, as described for the inhomogeneous case
of equations 3.91 and 3.92 in section 3.5. In turn equation 11.6 forms a solution
of the free field case of equation 11.2 provided that the massless condition k2 = 0
holds. Further the Lorenz gauge condition itself, applied to equation 11.6, requires
that kµε
µ = 0 and hence, from equations 11.8–11.11, the transverse polarisation states
are clearly permitted.
When substituted into equation 11.1 the gauge field Aµ(x) of equation 11.6,
with Ar(k) 6= 0 for either r = 1 or r = 2 only, yields a large number of terms, most
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of which are zero due to the conditions k · ε1,2(k) = 0, for these transverse states, and
k2 = 0 (for example no FρσF
ρσ terms remain) leading to:
T µν := −1
κ
Gµν = +C kµkν
(
2|Ar|2 − A2re−2ik·x − A∗2r e+2ik·x
)
= +2C kµkν
(
|Ar|2 −
(
Re(A2r) cos 2k ·x+ Im(A2r) sin 2k ·x
))
= +2C kµkν |Ar|2
(
1 + cos(2k ·x+ α)
)
(11.12)
The form of the final line, with α ∈ R, follows by a similar argument that led to equa-
tion 11.4, in terms of a single real cosine function. Taking the 4-vector k = (k0, 0, 0, k0),
representing the propagation of the electromagnetic wave in the direction of the x3 co-
ordinate (with transverse polarisation vectors εµ1 (k) = (0, 1, 0, 0) and ε
µ
2 (k) = (0, 0, 1, 0)
for example), the variable part of T µν(x) is sketched alongside that for the gauge field
Aµ(x) in figure 11.1 as projected onto the spatial coordinate x3 on M4.
Figure 11.1: The energy-momentum tensor T µν(x) := − 1κGµν(x) is modulated by a
non-negative cosine function as depicted above, corresponding to an electromagnetic
vector field Aµ(x) in the form of a plane wave.
Although the field function Aµ(x) is presented in the Lorenz gauge, the form
of the Einstein tensor Gµν(x) is gauge invariant. Indeed this was one of the conditions
used to derive the relation between the external and internal geometry, as described
for example in the discussion following equation 5.13 in section 5.1, in leading to equa-
tion 11.1 itself. Hence in turn the energy-momentum tensor T µν(x), of equation 11.12
and figure 11.1, is naturally gauge invariant.
As for the electric Ei and magnetic Bi field components of the gauge invariant
electromagnetic field tensor F in equation 5.23, the geometry of the Einstein tensor
Gµν(x) in equation 11.12 represents an unambiguous physical feature associated with
the electromagnetic wave. Further, as discussed shortly after equation 5.28 the scalar
curvature R associated with any electromagnetic field vanishes, with the Ricci tensor
Rµν hence identified with the Einstein tensor Gµν . Hence equation 11.12 describes a
‘wave of Ricci curvature’, which is complementary to the usual notion of a gravitational
wave, with the latter composed of purely Weyl curvature in the Ricci vacuum as
described after equation 5.44, also in section 5.2.
Indeed under the assumption of an approximately flat spacetime, as employed
for equation 11.14 below, and with Rµν = Gµν given by equation 11.12 it can be seen
from equation 5.44 that Kρσµ = 0, that is the source of Weyl curvature vanishes for
this geometry. As implied in the discussion before equation 3.69 the Weyl curvature
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vanishes for any conformally flat geometry, and hence a metric of the form:
gµν(x) = (1 + β cos 2k ·x)ηµν (11.13)
for a small value of β ∈ R, provides a candidate solution underlying an Einstein
tensor in the form of equation 11.12. Indeed, assuming the Levi-Civita connection of
equation 3.53, via equations 3.73 and 3.74 it can be seen that the scalar curvature R
vanishes for such a metric if k2 = 0, and that the resulting Gµν(x) = 4βkµkν cos 2k·x,
to first order in β, exhibits a corresponding oscillatory behaviour, although more work
is needed to obtain the precise form for a metric underlying the Einstein tensor of
equation 11.12.
The physical spacetime curvature described by Gµν(x) in equation 11.12 is as-
sumed to be very small. As described in section 5.2, alongside equation 5.22, while the
Einstein tensor is theoretically directly related to the internal gauge field, in the form
of equation 11.12 for example, in units appropriate for laboratory measurements the
Einstein equation can be written Gµν = −κT µν , where the normalisation constant κ is
a very small number. Hence while the energy-momentum carried by the electromag-
netic wave may be readily detected the distortion of the spacetime geometry away from
Minkowski flatness is extremely small and utterly unobservable via any direct means.
In turn the plane wave description of equations 11.3–11.6, modelled on the flat space-
time case, can be used to a very good approximation. The divergence of the Einstein
tensor in equation 11.12 can be expressed in terms of the energy-momentum tensor in
this approximately flat spacetime limit with T µν;µ → T µν,µ in Cartesian coordinates, as
described in the opening of section 5.2. Consistent with the Bianchi identity Gµν;µ = 0
this object can be seen to vanish, due to the condition k2 = 0, as would be expected:
T µν,µ = 2C k
µkν |Ar|2
(
−2kµ sin(2k ·x + α)
)
= 0 (11.14)
In the context of the present theory while the polarisation requirement kµε
µ = 0
can again be seen to be a consequence of imposing the Lorenz gauge condition on such
plane wave solutions for the field Aµ(x), the ‘momentum’ requirement k2 = 0 is a
consequence of the necessity for the free field solution to satisfy the geometric Bianchi
identity as for equation 11.14. That is as a plane wave the free field is necessarily ‘mass-
less’ in order to identify a consistent solution for Gµν(x) in the form of equation 11.1,
that hence might occur in nature. Equivalently the requirement k2 = 0 could be consid-
ered to be a consequence of the homogeneous Maxwell equation 11.2, which itself is a
direct consequence of the Bianchi identity Gµν;µ = 0 given equation 11.1, as described
for equation 5.30. Equation 11.14 also of course directly implies energy-momentum
conservation, T µν,µ = 0, for the gauge field described in equation 11.6 as employed in
equation 11.12.
Recalling that in general relativity the components T µν(x) represent the energy-
momentum density, the field Aµ(x) in a spatial volume V carries 4-momentum Pµ
which may be expressed as:
Pµ =
∫
V
d3xT µ0 (11.15)
In the present theory the energy-momentum is always fundamentally determined by the
Einstein tensor Gµν(x) through the Einstein equation T µν := Gµν . As also described
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in the opening paragraphs of section 5.2 this is in contrast to the Lagrangian approach
for which an energy-momentum tensor tµν can be defined giving rise to a conserved
4-momentum, in the form of equation 11.15, as described in equation 3.102 and the
subsequent discussion of section 3.5.
The components Pµ are locally four conserved quantities which transform
amongst each other covariantly as a 4-vector under Lorentz transformations. Set-
ting |Ar|2 = 1, with the real coefficient C 12 taking care of the field normalisation in
equation 11.6, and substituting the top line of equation 11.12 into the above expres-
sion, taking into account the vanishing of the integral of the e±ik·x terms for suitably
defined boundary conditions for the volume V , yields:
Pµ =
∫
V
d3x 2C k0kµ = 2V C k0kµ (11.16)
Hence by setting the coefficient C = 1
2V k0
the 4-vector kµ in the Fourier component
can be identified with the 4-momentum Pµ of the field in the volume V . Such an
object with field values localised to within the volume V might naively be considered
to represent a ‘particle’, although a less simplistic particle concept that emerges in the
present theory will be described in section 11.3.
Hence in turn C
1
2 = 1√
2V k0
is the normalisation required in equation 11.6, given
the transverse polarisation vectors described in equations 11.7–11.11, taking |Ar| = 1
and considering the field in the volume V to possess 4-momentum Pµ ≡ kµ. The
origin of this field normalisation factor C
1
2 here therefore is in the interpretation of
the Einstein tensor as the energy-momentum, and in particular with G00(x) as the
energy density in the local reference frame T 00 := − 1κG00 ∼ Ck0k0 ∝ k
0
V relating
the k0 component of the Fourier expansion of the Aµ(x) gauge field directly to the
physical energy P 0 carried by the field (that is, the classical Hamiltonian H). This
construction is independent of the spatial volume V which, being arbitrary within
the choice of the boundary conditions, should cancel in all calculations of physical
quantities when interactions are considered, as it does for cross-section calculations in
QFT as described in the discussion following equation 10.3.
In the present theory the energy of a real field, such as Aµ(x), is obtained
directly by substitution of the field into the appropriate expression for the right-hand
side of T µν := − 1κGµν . Taking a complex-valued expression for the field Aµ(x) in the
form of the first term on the right-hand side of equation 11.6, for example, leads to
the subsequent expression for the energy-momentum tensor:
Aµ(x) = C
1
2 εµr (k)Ar(k) e
−ik·x (11.17)
⇒ T µν = −C kµkν A2r e−2ik·x (11.18)
which, while consistent with T µν,µ = 0, is a complex tensor and hence does not represent
a real energy-momentum tensor T µν , or a real geometric tensor Gµν . In addition here
Aµ(x) is required in any case to be real in order to represent the real components of a
U(1)Q Lie algebra-valued vector field, that is a classical macroscopic gauge field.
Alternatively, the first term on the right-hand side of equation 11.3, for exam-
ple, is real and does, alone, produce a real energy-momentum tensor:
Aµ(x) = C
1
2 εµr (k)Ac r(k) cos k ·x (11.19)
⇒ T µν = +C kµkν A2c r sin2 k ·x (11.20)
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as a special case of equation 11.12 (with Ar =
1
2Ac r ∈ R).
All three expressions for Aµ(x) in equations 11.3 (or 11.6), 11.17 and 11.19 also
necessarily satisfy Maxwell’s equation Aµ = 0 since this is implicit in the identity
Gµν;µ = 0 when applied to equation 11.1 as was described in equation 5.29 and the
subsequent discussion as reviewed above. In all cases a solution with Aµ dependent
upon the Fourier mode 4-vector k expressed in the Lorenz gauge requires a polarisation
vector with kµε
µ = 0, and with Gµν in the form of equation 11.1 the geometric Bianchi
identity Gµν;µ = 0 implies k2 = 0.
For the standard treatment of a massive vector field with k2 = m2 6= 0, as for
the case of a massive gauge vector boson, the plane wave expansion in the form of any
of equations 11.3–11.6 can again be employed, and the Lorenz gauge condition again
implies kµε
µ = 0 for the polarisation vector. In this case however the remaining gauge
freedom, subject to ∂µA
µ = 0, cannot be used to uncover a cancellation between the
scalar and longitudinal components of polarisation. Hence for massive gauge bosons
there are three possible states, with the longitudinal degree of freedom appended to
the two transverse polarisation states. In this case Maxwell’s equation is replaced by
an expression incorporating a mass term:
(+m2)Aµ = 0 (11.21)
In the context of the present theory on substituting the free field in the form
of equation 11.6 into the expression Gµν = f(A) of equation 11.1 the Bianchi identity
Gµν;µ = 0 in the form of equation 11.14 is no longer satisfied for this new case with
k2 6= 0. This suggests that the direct relationship between the Einstein tensor and a
gauge field of the form of equation 5.20 and 5.31, as employed for equation 11.1, no
longer holds, but rather a more general expression is to be sought, as suggested by
the form of equation 5.32 in section 5.2. In the present context this latter expression
Gµν = f(A, vˆ) implicitly incorporates the consequences of interactions between the
gauge field Aµ(x) and components of the temporal flow under the full form L(vˆ) = 1.
Indeed in subsection 8.3.3 it has been suggested that in the present theory gauge
boson masses arise through an impingement of the corresponding internal symmetry
on the external vector h2 ≡ v4 ∈ TM4 of equation 8.72, which forms the components
of a ‘vector-Higgs’. This argument was constructed in part by analogy with techni-
color models, with longitudinal components for massive gauge bosons obtained when
the propagators are corrected for the field interactions, as described following equa-
tion 8.73. In the context of the present theory while equation 11.1 together with the
identity Gµν;µ = 0 implies equation 11.2, the form of Gµν = f(A, vˆ) under the same
identity is expected to be consistent with equation 11.21.
The Aµ(x) gauge field associated with electromagnetism is in fact massless. In
the present theory in terms of the corresponding U(1)Q ⊂ E6 internal symmetry this
property is attributed to the fact that the U(1)Q generator S˙––
1
l does not impact upon
the external v4 ∈ TM4 components of v27, as presented for example in equation 8.71.
However there are interactions between Aµ(x) and other temporal components which
suggest that the free field expansion and equation 11.1 will not represent the full
picture.
Indeed, in the present theory the gauge field Aµ(x) and the associated internal
U(1)Q symmetry are not considered as basic entities in themselves, rather they are
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introduced since they act on components within the form L(vˆ) = 1. These latter
components include the Dirac spinors ψ of equations 9.43 and 9.46, as identified in the
components of v56 in the extension to the E7 symmetry of the full form L(v56) = 1 in
section 9.2, which unlike the v4 components do transform non-trivially under the U(1)Q
action. In principle these temporal components provide a greater freedom for building
the spacetime geometry, now with an underlying degeneracy of possible δA(x)↔ δψ(x)
field ‘redescriptions’, always consistent with the Bianchi identity Gµν;µ = 0 for the
external spacetime.
Objects transforming as a 4-vector can be constructed out of Dirac spinors in
the form of ψγµψ via the conjugate field ψ = ψ†γ0 as introduced for equation 3.96 in
section 3.5. As for the standard theory the relationship between ψ and ψ is expected
to relate to the dynamics of fermions and antifermions for physical particle states
propagating in spacetime. For the present theory ‘interactions’ between the vector
field Aµ(x) and a fermion field ψ(x) take the form of vector field ‘redescriptions’ as
provisionally sketched in figure 11.2.
Figure 11.2: Field redescriptions: (a) The same function of spacetime is associated
with the field ψ(x)γµψ(x) before time t2 ∈ T and with the field Aµ(x) at later times,
here in the spatial volume V . (b) The field Aµ(x) in the spacetime volume V T is
redescribed as the field ψ(x)γµψ(x) from time t1 ∈ T .
While the field function is relabelled Aµ(x) → ψ(x)γµψ(x) at time x0 = t1 in
figure 11.2(b), the function form itself is independent of the choice of t1, as is the local
geometric structure Gµν = f(A,ψ) in spacetime. Figure 11.2(b) does not represent
the field Aµ(x) ‘turning into’ the field ψ(x)γµψ(x) at time t1, rather this possible
redescription is everywhere implicit in Aµ(x) as a function on M4. For example the
plane wave described by Aµ(x) in figure 11.1 might be redescribed in terms of the field
ψ(x)γµψ(x) at any time t1 with the external form of T
µν := Gµν remaining unchanged
throughout the spacetime volume V T .
This notion of field indistinguishability is closely analogous in spirit to the
‘arithmetic indistinguishability’ of the multi-dimensional form L(v) = 1 from the orig-
inal one-dimensional temporal flow within which the form L(v) = 1 is ever implicit,
as described in section 2.1. That is one-dimensional time s innately contains pos-
sible ‘redescriptions’, such as s2 = (x1)2 + (x2)2 + (x3)2, which may potentially be
interpreted as geometric or spatial structures. Further, when projected onto the base
manifold M4 in the full theory the form L(vˆ) = 1 will provide constraints on possible
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field redescriptions, represented by Aµ(x)↔ ψ(x)γµψ(x) here, as will be described for
equation 11.33 below for example.
Although locally indistinguishable, the possibility of local field redescriptions
such as depicted in figures 11.2(a) and (b) will lead to globally distinguished and ob-
servable phenomena on M4. This includes the possible outcomes of a ‘Schro¨dinger’s
cat’ type experiment, as will be described in section 11.4. This is possible since different
field descriptions point towards a different set of subsequent possible field redescrip-
tions propagating in the broader spacetime environment, always under the constraint
Gµν;µ = 0. The relative probability for a specific observable effect will depend directly
upon the degeneracy of the local underlying possible field descriptions, as we shall
explore in the following section.
In the full theory the spacetime geometry with metric gµν(x) and Einstein
tensor Gµν(x) are continuous and smooth over M4 and have ‘surveillance’ over the
other fields, as described in section 5.2 in the discussion shortly before equation 5.44
for example. As well as shaping the equations of motion for macroscopic fields and
entities this surveillance will also constrain the form of microscopic field interactions
and exchanges. While the original form of T µν := Gµν = f(A) is expected to be
associated with photon states in some way, further redescriptions of a form suggested
by the sketches of figure 11.2 will ultimately introduce matter terms T µν primarily
associated with the spinor ψ field components, to be associated with electron states
for example.
The precise mathematical form of the field redescriptions remains to be fully
understood. However this structure, as pictured in figure 11.2, brings to mind Huy-
gen’s principle for the description of a field at a later time as propagated from earlier
times and the form of the retarded propagator, closely relating to ∆R(x− y) of equa-
tion 10.79 for the scalar case. Here however, rather than fields propagating through
a pre-existing spacetime background, the 4-dimensional spacetime M4 with geometry
Gµν = f(A,ψ) is constructed in terms of the fields. In any case we provisionally
represent the structures of figure 11.2(a) and (b) respectively by the mathematical
relations:
Aµ(x) =
∫
d4y Dµνr (x− y)ψ(y)γνψ(y) (11.22)
Aµ(x) =
∫
d4y Dµνa (x− y)ψ(y)γνψ(y) (11.23)
The role of the functions Dµνr (x−y) and Dµνa (x−y) is hence to provide a more
rigorous account of the field exchanges depicted graphically and somewhat naively
in figure 11.2. Here, by analogy with the case of standard electrodynamics, the ‘re-
description function’ Dµνr (x − y) is analogous to the retarded propagator DµνR (x − y)
for a vector field. Such a redescription may also take place ‘into the past’, that is by
analogy with the advanced propagator DµνA (x − y), equivalent to the field exchange
Aµ(x) → ψ(x)γµψ(x) forward in time, as described in terms of Dµνa (x − y) in equa-
tion 11.23 and depicted in figure 11.2(b).
Hence we provisionally identify the functions Dµνr,a(x − y) in equations 11.22
and 11.23 with the propagators DµνR,A(x − y). The vector retarded propagator for
the massless gauge boson case can be defined in terms of the corresponding scalar
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propagator ∆R(x− y) as:
DµνR (x− y) = limm→0[−g
µν∆R(x− y)] (11.24)
with xD
µν
R (x− y) = gµνδ4(x− y) (11.25)
hence following from equation 10.81, and with a similar construction for the advanced
propagator. In turn equation 11.22 implies:
Aµ = ψγµψ (11.26)
that is Maxwell’s equation Fµν;µ = jν of equation 3.91 for the inhomogeneous case
with source current jµ = ψγµψ.
This relation, deriving from equation 11.22, is incompatible with the classi-
cal expression of equation 11.1, which led to Aµ = 0. This generalisation from
equation 11.2 with the addition of the source term jµ on the right-hand side is anal-
ogous to the extension with a mass term m2 on the left-hand side in equation 11.21,
in both cases arising out of interactions between the gauge field Aµ(x) and compo-
nents of the temporal flow under L(vˆ) = 1. In both cases this involves opening up
a more general relation between the spacetime geometry and the internal fields, and
correspondingly more general properties of matter described by the energy-momentum
tensor T µν := Gµν = f(Y, vˆ), as outlined in the discussion around equation 5.32 in sec-
tion 5.2. For the generalisation to Gµν = f(A,ψ) considered here the evolution of the
both fields, Aµ(x) and ψ(x), will in turn be shaped in conformity with the Bianchi iden-
tity Gµν;µ = 0 (which led to the source-free Maxwell equation for the electromagnetic
field Aµ(x) alone in equation 11.2).
From equations 10.76 and 10.79 the scalar retarded propagator as appearing
in equation 11.24 can be written as:
∆R(x− y) = −iθ(x0 − y0)
∫
d4k
(2π)4
ε(k0) 2π δ(k2 −m2)e−ik·(x−y) (11.27)
This function contains similar features to those required for Dµνr (x − y) in equa-
tion 11.22, including a θ-function for the temporal ordering of the field redescription,
which takes place at time t2 in figure 11.2(a). Further, this propagator is employed
to obtain field solutions in the form of equation 10.83, which also applies for classi-
cal fields as described at the end of section 10.4, and which is closely analogous to
equation 11.22 for the field redescription above.
As used above in deriving equation 11.26 the retarded propagator ∆R(x−y) of
equation 11.27 satisfies equation 10.81. Indeed in QFT the propagators ∆F,R,A(x− y)
may be introduced as inverse functions for the operator (x +m
2) in equation 10.81,
with appropriate boundary conditions, motivated by the search for solutions to differ-
ential equations of motion for the fields, such as equation 10.84. These equations of
motion are themselves derived via the Euler-Lagrange equation 3.89 given an original
postulated Lagrangian as the starting point, which led for example to equation 10.24
(incorporating equation 10.84) for the scalar model. A very similar situation applies
for the QFT employed for the Standard Model in particle physics.
In the standard theory the complete Lagrangian, including the interaction
terms, is subject to the Euler-Lagrange equation collectively. For example the com-
bined Maxwell and Dirac Lagrangian, given by equation 3.96 for the internal U(1)Q
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case, under variation of the gauge field Aµ(x) and its spacetime derivatives ∂νA
µ(x)
leads, in the Lorenz gauge, directly to:
Aµ = ψγµψ =: jµ (11.28)
as implied in equations 3.97 and 3.98. In order to arrive at this expression the variation
of both the FµνF
µν and jµAµ parts implied in equation 3.96 are mutually related by
appearing in the same Lagrangian object under a single Euler-Lagrange equation.
By contrast the form of the redescription propagator Dµνr (x − y) of equa-
tion 11.22 is not motivated on the grounds of finding solutions for equations of motion
such as equation 11.28, but rather in the present theory it is conceptually motivated on
the grounds of a degeneracy of field solutions under the construction of the spacetime
geometry Gµν = f(A,ψ) over M4. In fact here there is no similar direct expression
with an explicit source term for the microscopic case, as there is in the standard theory
with equation 11.28 above. In the present theory simple differential equations such as
equation 11.26 arise as a consequence of the possibility of mutual field redescriptions
at the microscopic level. However, apparent source terms in these expressions might
be identified which are reminiscent of those seen in the field equations of motion for
the Standard Model. A generalisation of the gauge-fermion field interactions described
in equations 11.22–11.26 for non-Abelian gauge symmetries for comparison with the
general case of equations 3.97 and 3.98 in section 3.5 could also be considered.
Here, rather than an interaction Lagrangian or Hamiltonian relating the dif-
ferent fields as for QFT, the form of temporal flow L(vˆ) = 1 places mutual constraints
on field values and provides selection rules for possible ‘transitions’ linking possible
initial, intermediate and final states. Here the field interaction terms appear not in a
single Lagrangian function but rather through a range of constraint equations, which
may be provisionally listed as:
L(vˆ) = 1; DµL(vˆ) = 0; G
µν = f(Y ); Gµν;µ = 0 (11.29)
Of these L(vˆ) = 1, as a scalar invariant, is perhaps most closely related to a standard
Lagrangian, however in being constrained to the fixed scalar value 1 further field
interactions are implied in the terms of DµL(vˆ) = 0. The third of these constraints is
the relation between the external geometry and internal degrees of freedom consisting
purely of gauge fields, that is equation 5.20, and relates closely to Kaluza-Klein theories
as described in section 5.1. Together with Gµν;µ = 0 further geometric structures such
as the Bianchi identity DF = 0 for the internal gauge fields constrain the equations of
motion.
Underlying the more general spacetime geometry Gµν = f(Y, vˆ), it is the pos-
sibility of gauge-fermion field redescriptions such as expressed in equations 11.22 and
11.23 as considered here for the Abelian case, consistent with the selection rules of
equations 11.29, which leads to the identification of the current jµ := ψγµψ in equa-
tion 11.26, which is identical in form to equation 11.28. In addition to the vector field
transitions described above, spinor field redescriptions may also be considered with for
example:
ψ(x) =
∫
d4y Sr(x− y) /A(y)ψ(y) (11.30)
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where /A = γµAµ, by analogy with equation 11.22. As for the vector case in figure 11.2
this field redescription is also possible for the reverse temporal ordering. The spinor
redescription function Sr(x−y) is here closely related to the spinor retarded propagator
which may be expressed as SR(x − y) = (i/∂x + m)∆R(x − y) in terms of the scalar
propagator of equation 11.27, which satisfies the relation (i/∂x−m)SR(x−y) = δ4(x−y)
([70] p.63).
In a similar way that equation 11.22 led to equation 11.26, that is Maxwell’s
equation with a source term, here equation 11.30 leads to the Dirac equation, also
with a source term, assuming that the properties of the spinor redescription function
Sr(x− y) are similar to the propagator SR(x− y). In this case the action of (i/∂x −m)
on both sides of equation 11.30 results in:
(i/∂ −m)ψ = /Aψ (11.31)
This is the Dirac equation that was obtained in section 3.5 via the Dirac Lagrangian
in leading to equation 3.99, here with the convention for the gauge covariant derivative
Dµ = ∂µ + iAµ.
In the context of the present theory the mass m terms in these equations will
also be introduced through field interactions. In the case of equation 11.21 for a mas-
sive gauge field the mass arises from the impact of the gauge symmetry upon the
components external vector-Higgs v4 ∈ TM4, as recalled in the discussion after equa-
tion 11.21, as introduced in the terms of DµL(vˆ) = 0 of equation 11.29. Mass terms
for fermions on the other hand will be incorporated through the constraint of L(vˆ) = 1
itself in equation 11.29, in the form of Yukawa-like couplings between the fermion com-
ponents and the same vector-Higgs, as described for equation 8.76 in subsection 8.3.3
in the case of the form L(v27) = 1 and for equation 9.48 in section 9.2 in the case of the
form L(v56) = 1. Both for gauge bosons and fermions the interaction mass terms will
correct the form of the corresponding Feynman propagators in the quantum theory.
However, in focussing on the gauge-fermion interactions in the following we neglect the
mass terms and hence equation 11.31 reduces to simply (within a conventional factor
of i):
/∂ψ = /Aψ (11.32)
In the present theory field redescriptions occur if permitted by the constraint
equations 11.29, which effectively provide interaction selection rules. For the case
of an electromagnetic gauge field Aµ(x) associated with the internal U(1)Q symmetry
generated by S˙––1l ∈ L(E6), as described for example in equations 8.22–8.24 of section 8.2,
interactions between the gauge and fermion fields can be identified in the expression
DµL(v27) = 0, here taking the conserved quantity L(v27) = 1 as the full form of
temporal flow. This is analogous to the expression for DµL(v10) = 0 in equation 5.51,
as described towards the end of section 5.4, for the SO+(1, 9) model, while here for the
E6 symmetry of the form L(v27) = 1 of equation 6.28 the expression DµL(v27) = 0
includes terms of the form:
DµL(v27) = . . . + pb(∂µb¯ + s˙fAµb¯) + mc¯(∂µc + s˙fAµc) + . . . = 0 (11.33)
= . . . + h θ1
†
Dµθ
1 + . . . = 0 (11.34)
In the first line s˙f carries the S˙––
1
l charges of the corresponding fermion components
and in the second line the values p = m = v0 = h via equation 8.72 and the spinor
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θ1 =
(c
b¯
)
of equation 6.26 have been substituted in. The spinor θ1 decomposes into
the four Weyl spinors θl,i,j,k of equation 8.13 under the external SL(2,C)
1 symmetry,
each of which is augmented to a Dirac spinor ψ of equation 9.43 upon extension to the
E7 symmetry of L(v56) = 1. The Dirac spinor for the ‘electron’ field for example will
consist of the 4-component object:
ψ =

c1 + c8l
b1 − b8l
C1 + C8l
B1 −B8l

(11.35)
in the notation of equation 9.25. Having identified ψ(x) in the components of F (h3O)
its conjugate ψ can also be constructed, and both fields expanded in terms of plane
waves with complex coefficients, as was the case for the electromagnetic wave in equa-
tion 11.6. The nature of particle and antiparticle states will ultimately need to be
addressed in relation to such field expansions, although here we deal directly with the
fields and their mutual exchanges.
Hence in generalising from equation 11.34 for the E7 symmetry case the ex-
pression DµL(v56) = 0 will contain terms incorporating factors of the form ψ
†Dµψ
involving a juxtaposition of gauge and fermion fields, with the latter identified in the
components of F (h3O). In the present theory field exchanges in the form of equa-
tion 11.30, with the ensuing equations of motion such as equation 11.32, are required
to be compatible with the constraints such as DµL(v56) = 0.
The precise means of implementing these constraints remains to be well under-
stood, although the terms identified are analogous to the form of those found in the
Standard Model Lagrangian. Further, the mutual redescriptions of the field functions
are considered to be discrete, as suggested by the provisional picture of figure 11.2,
which is reminiscent of the actions of the creation and annihilation operators in the
expansion of quantum fields which appear through an interaction Lagrangian in ex-
pressions such as equation 10.45 in a quantum field theory.
Here equations of motion such as equation 11.32, derived from the field re-
description of equation 11.30, must be filtered through the selection rules such as
equation 11.34, deriving from equations 11.29, with a corresponding range of charges.
This is one factor leading to differences in the likelihood of a particular process to
occur. Specifically the relative factors of s˙f for different fermion components in equa-
tion 11.33 will relate to the relative number of ways in which such a process may be
channelled via equation 11.30, which takes the same form for all such processes, as
will be described further after figure 11.5 in the following section. Hence the factors
of s˙f , obtained from the components of S˙––
1
l in equations 8.22–8.24, with |s˙f | = 1 and
|s˙f | = 13 provisionally associated with charged leptons and d-type quarks respectively
in section 8.2 provide a factor of three in the relative interaction strength between
these fermion states and the electromagnetic field, that is with an apparent ‘fractional
charge’ of 13 for the d-quark relative to the unit electron charge.
For both equation 11.33 in the present theory and equation 10.23 in the model
quantum field theory an interaction is mediated since changes is one field influence
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another field through their mutual composition in these expressions, with the constraint
of DµL(vˆ) = 0 in the former case and through the Euler-Lagrange equation of motion
derived form the total Lagrangian in the latter case. In the present theory equations
of motion with field interactions are induced through consistency with equations 11.29
rather than directly as Euler-Lagrange equations of motion from a Lagrangian with
interaction terms.
Interactions between gauge and fermion fields arise for the Standard Model
through the Lagrangian approach by requiring the invariance of the total Lagrangian
L under local internal symmetry transformations, such as with the gauge group U(1)Q
in the case of electromagnetism. This implies an equivalence or indistinguishability
between for example a photon and an e+e− pair, with Aµ ↔ ψγµψ, or between an
electron and an electron-photon pair, with ψ ↔ /Aψ; which implies the possibility
of physical interactions between the fields. Similarly in the present theory it is the
property of invariance of the form L(vˆ) = 1 with respect to the internal symmetry,
dynamically expressed over M4 through terms such as those of equation 11.33, that
allows interchanges between gauge and fermion field components corresponding to a
multitude of possible solutions for the geometric form Gµν = f(A,ψ) in 4-dimensional
spacetime.
In the present theory it is the possibility of such multiple solutions with coupling
between the Aµ(x) and ψ(x) fields implied in DµL(vˆ) = 0 terms that leads to the
identification of the current jµ := ψγµψ in equation 11.26. The fields Aµ and ψγµψ
mutually appear in the field redescriptions of equations 11.22 and 11.23 which are also
subject to the selection rules implied in DµL(vˆ) = 0 and incorporated into a world
geometry, with the form of Gµν(x) generalised from equation 11.1 but always with
Gµν;µ = 0 as a further constraining identity.
The further constraint Gµν = f(Y ) listed in equations 11.29, referring to the di-
rect relation between the external and internal geometry as expressed in equation 5.20,
itself will generalise to incorporate gauge-gauge field exchanges for the case of a non-
Abelian internal symmetry. That is, for a gauge field Y µ(x) associated with a non-
Abelian internal gauge symmetry with:
−1
κ
Gµν = FαµρF
ρν
α +
1
4
gµνFαρσF
ρσ
α (11.36)
and Fαµν = ∂µY
α
ν − ∂νY αµ + cαβγY βµAγν (11.37)
with the latter from equation 3.38, there will be possible gauge field redescriptions
consistent with the cubic and quartic terms of Gµν = f(Y ), namely:
∂Y Y Y terms ⇒ Y ↔ Y Y exchanges
Y Y Y Y terms ⇒ Y Y ↔ Y Y exchanges
(11.38)
Mutual gauge field redescriptions channelled through these constraints will augment
the form of equation 11.36, similarly as for equations 11.22 and 11.23 and again un-
der the identity Gµν;µ = 0, allowing for further possible solutions for the extended
spacetime geometry.
In the Standard Model such cubic and quartic gauge field interaction terms for
a non-Abelian gauge field similarly appear through terms quadratic in the curvature
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tensor F , in this case via a Lagrangian in the form of equation 3.94. In a quantum
field theory for describing particle phenomena, such as for the Standard Model, there
are certain constraints placed on the form of the Lagrangian. In general all possi-
ble terms which are allowed by gauge invariance and other symmetries of the theory
should be included, but there should be no terms involving coupling constants with
negative dimension D, in order to construct a renormalisable theory, as described after
equation 10.86 in section 10.5. For QCD (quantum chromodynamics) in addition to
equation 3.94 the Lagrangian term:
L = αs
4π
θ F µνα
∗Fαµν with
∗Fαµν =
1
2
εµνρσF
αρσ (11.39)
is also admitted. Here αs =
g2s
4π is the strong coupling while the index α corresponds
to the Lie algebra values and ∗Fαµν is the dual field strength tensor, as originally
introduced for the electromagnetic field in equation 5.24. The θ-parameter is sometimes
considered as the 19th parameter of the Standard Model along with the 18 others (as
summarised later in table 15.2 of section 15.2). However this Lagrangian term implies
CP violation for strong interactions, contradicting empirical observations, unless the
θ-parameter is unnaturally very small. This is the ‘strong CP problem’ in the Standard
Model, which indicates that the Lagrangian approach may contain too many terms,
leading to effects not seen in nature.
In the present theory gauge field interactions have a different origin. The
expression for Gµν in terms of the gauge field strength Fαµν as implied in equation 11.29
in the form of 11.36 can be rewritten in a form similar to equation 5.27, with a term
quadratic in the dual field strength. However, as noted after equation 5.28, there is
no term of the form in equation 11.39 and hence the strong CP problem is potentially
sidestepped in this Lagrangian-free theory.
Regardless of the nature of the underlying gauge or fermion field content, the
object Gµν(x), describing the spacetime geometry of M4, is a real-valued tensor, while
the identity Gµν;µ = 0 is a real-valued vector. Similarly the constraints L(vˆ) = 1
and DµL(vˆ) = 0 are a real-valued scalar and real-valued vector respectively. The
collection of these objects, as listed in equations 11.29 (with Gµν = f(Y ) interpreted
as a local constraint), is analogous to the collection of terms in a single real-valued
scalar Lagrangian, and in the present theory they will also be interrelated through
the full dynamics. However, as for a real-valued Lagrangian, the components of fields
underlying these objects may be mathematically analysed into complex-valued parts,
such as the Fourier modes for the electromagnetic field in equations 11.5 and 11.6.
More generally, as described in subsection 2.2.3 and equation 2.30, a real-valued
gauge field Y (x) on M4 was originally obtained as the pull-back of the Maurer-Cartan
1-form defined on the manifold of an unbroken symmetry group Gˆ. Subsequently inter-
nal gauge fields deriving from the symmetry breaking over the base manifold were con-
sidered, as appearing in the final term of equation 2.47 for example. Although only the
complete real field Y (x) represents a macroscopic gauge field (as discussed after equa-
tion 11.18), the functional form of the gauge field Y αµ(x) may be analysed into complex
Fourier components. Similarly, the 56 real components of a vector v56 ∈ F (h3O) un-
der L(v56) = 1, including the various fermion subcomponents ψ(x) ⊂ v56(x), when
expressed as functions over M4 may be analysed into complex Fourier modes. Further,
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in principle such complex e±ik·x Fourier mode components of the fields Y (x) and ψ(x),
or a hybrid combination, might be composed at the microscopic level to form real
expressions for objects such as Gµν(x) and DµL(v56(x)) = 0 over M4.
While a crucial observation for the present theory is that the spacetime associ-
ated with any field propagation is not flat, as pictured in figure 11.1 with Gµν = −κT µν
for example, here the geometry is assumed to be sufficiently close to flat in order to
employ such a plane wave expansion in essentially Cartesian coordinates, as described
before equation 11.14. The field redescription functions, featuring in equations 11.22,
11.23 and 11.30 for example, are closely related to the retarded propagator ∆R(x− y)
of equation 11.27. This latter function itself is expressed as an integral over e−ik·(x−y)
Fourier modes, suggesting that in turn the exchanges and interactions between the
components of fields such as Y (x) and ψ(x) might also be most conveniently analysed
in terms of e±ik·x Fourier modes, as is the case for the field expansions in quantum
field theory. That is the association of the functions Dµνr,a(x− y) with the propagators
DµνR,A(x−y) as provisionally suggested after equations 11.22 and 11.23, as for the asso-
ciation of the function Sr(x−y) in equation 11.30 with the propagator SR(x−y), may
involve analysis of the corresponding field structures in terms of complex-valued com-
ponents. These structures in the present theory will be linked with the cross-section
calculations of QFT in the following section.
In all cases the mutual field exchanges are required to be consistent with the
full set of constraints of equations 11.29, with the geometric condition Gµν;µ = 0 in
4-dimensional spacetime implying 4-momentum conservation through the definition of
energy-momentum as T µν := Gµν . The underlying one-dimensional form of temporal
progression is reflected in the structure of a causal sequence of field redescriptions, as
expressed by the θ-function in ∆R(x−y) of equation 11.27, while the δ-function in that
expression relates to the appropriate matching of Fourier modes for the general case,
for which a finite mass m may result from further field interactions. Each possible
field redescription itself, for individual Fourier modes such as e−ik·x, may provisionally
be associated by analogy with QFT with an element of a Feynman diagram, namely a
vertex diagram of the kind listed in ‘rule 2’ of table 10.1, as depicted in the examples
of figure 11.3.
Figure 11.3: Three Feynman vertex diagrams correlated with the possible field ex-
changes (a) A↔ ψψ, (b) ψ ↔ Aψ and (c) Y ↔ Y Y , as associated with equations 11.23,
11.30 (strictly with Sr replaced by Sa here, since the implied time ordering is from left
to right in these diagrams) and the cubic terms of equation 11.38 respectively; with a
4-way gauge field vertex also possible for the quartic terms of the latter equation.
The field redescription of equation 11.30, associated with figure 11.3(b), is
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directly suggested by the form of the terms of DµL(v27) = 0 in equations 11.33 and
11.34 via equation 11.32, although a higher-dimensional full form such as L(v56) = 1
will be needed for more explicit details. More generally the juxtaposition of a gauge
field and quadratic fermion field factor in the terms of DµL(v56) = 0 may lead to
interactions between this combination of fields with various spacetime orientations,
while sharing the same vertex topology, resulting in the exchange of figure 11.3(a) for
example.
Similarly, as well as identifying particular particle states in the components of
F (h3O) the distinction between particles and antiparticles, together with their different
dynamic behaviour, will require a full consideration of the fields under the symmetries
of extended 4-dimensional spacetime. The provisional correlation of the combination
of the fermion field ψ and its conjugate ψ with the combination of a fermion and an-
tifermion pair, as discussed after equation 11.35, will be dependent upon the temporal
orientation of the field components on the extended manifold M4.
The association between terms of the constraints in equation 11.29 and the
form on an interaction Lagrangian, as emphasised by the Feynman vertices of fig-
ure 11.3, raises the question of how calculations for quantities such as cross-sections,
as measured in HEP experiments, might be determined in the present theory and how
such calculations might be related to the Feynman rules more generally. This will form
the topic of the following section.
11.2 Determination of Process Probability
Here we make a provisional connection between the calculation of physical quantities
such as cross-sections, as described in the previous chapter, and the notion of a de-
generacy of field redescriptions underlying the corresponding processes, as introduced
in the previous section. Since such calculations in quantum field theory have achieved
great success in comparison with empirical HEP observations a relation between the
present theory and the mathematical structures and tools of QFT will be desirable.
First we consider as an example a field sequence ψγµψ → ϕγµϕ, where ψ,ϕ ⊂
v56 ∈ F (h3O) denote fermion components, with the interaction taking place in the
spatial volume V over a time period T via an intermediate Aµ(x) field state. This
situation is depicted in figure 11.4 which essentially consists of a juxtaposition of
figures 11.2(a) and (b) where the initial and final fermion types may differ in general.
In this section we consider interactions at the level of such field exchanges. As
alluded to at the end of the previous section the structure of physical particle states in
spacetime, including both particle and antiparticle states, is yet to be identified in this
theory. Further, the inclusion of the second and third generation fermions may require
a further extension of the full form L(vˆ) = 1, as suggested for example in section 9.3.
However a field state such as ψγµψ is provisionally considered to represent fermion
pairs such as e+e− or µ+µ− leptons or dd¯ or tt¯ quarks for example. Hence the field
sequence in figure 11.4 mimics a HEP collision process such as e+e− → µ+µ−. In
the following section the physical nature of the actual incoming and outgoing particle
states observed in HEP phenomena will be considered.
In the analogous QFT calculation the initial and final ‘particle’ states are rep-
Figure 11.4: The transition from an initial ψγµψ field state to a final ϕγµϕ state via an
intermediate description of the field function in terms of a mathematically equivalent
Aµ(x) field state.
resented by complex plane waves, that is Fourier modes of the form e±ik·x, as discussed
for equations 10.43 and 10.44 for example. This is similar to the picture initially con-
sidered here in figure 11.4 with the field functions in spacetime expanded in terms
of Fourier modes such as those of equation 11.6. However, in the present theory the
incoming, interacting and outgoing field states conform everywhere to an expression
of the spacetime geometry described by the real tensor Gµν(x) = f(A,ψ, ϕ).
For the case of d discrete intervals of time ∆ti during which the field exchanges
between t = 0 and t = T in figure 11.4 may occur the total number of ways N in which
the overall transition may proceed is simply:
N =
d∑
i=1
R(t1 ∈ ∆ti : A→ ϕϕ) i−1∑
j=1
R(t2 ∈ ∆tj : ψψ → A)
 (11.40)
with R denoting ‘redescription’ such that R(∆ti : A → ϕϕ) ≡ 1 simply expresses
the fact that the corresponding field exchange Aµ ↔ ϕγµϕ is allowed during the
time interval ∆ti. More generally R(t) will take the value 1 if the corresponding field
exchange is allowed, according to the constraint equations 11.29 as described in the
previous section, and 0 if it is not.
For the process with incoming field state ψγµψ the total field function is already
distributed everywhere in V from time t = 0 in figure 11.4, and as a function in
spacetime it is indistinguishable from that of the outgoing ϕγµϕ field state at t = T .
The field redescription applies everywhere in V simultaneously at any time such as
t2 or t1 since this simply involves a reinterpretation of the same field function, with
nothing physically changing in V T . Hence from the point of view of the spacetime
geometry and Gµν(x) alone it would be possible to link the states ψγµψ and ϕγµϕ
directly, without an intermediate Aµ(x) field description. This is prevented in the
present theory by the absence of selection rule being provided by constraints such as
DµL(vˆ) = 0 which determine whether R(t) = 1 or R(t) = 0 for a particular field
redescription.
This is closely analogous to the Lagrangian approach in QFT as described for
example for the scalar model where the absence of a coupling term of the form Xˆ †Xˆ Yˆ†Yˆ
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in the interaction Lagrangian of equation 10.23, and hence via equation 10.27 inHint(t),
implies that the collision process X+X− → Y+Y− requires an intermediate φ state as
depicted in the Feynman diagram of figure 10.4. Similarly the lack of a direct electron-
muon coupling in the Standard Model Lagrangian leads to consideration of scattering
processes via an intermediate photon, such as depicted in figure 10.3, which will be
seen to be analogous to figure 11.4 for the present theory.
Taking equation 11.40 to the continuum limit, as implied in figure 11.4, a
measure of the total degeneracy D can then be expressed as:
D(T, 0) =
∫ T
0
dt1
∫ t1
0
dt2 R(t1)R(t2) (11.41)
The structure of this equation has some similarity to the second-order term in the
expansion of the time evolution operator U(t, t0) in quantum field theory. In the
interaction picture, with interaction Hamiltonian Hint, the operator U satisfies the
differential equation 10.30, as described in section 10.3, with the iterative solution for
U(t, t0) displayed in equation 10.31.
In equation 10.31 the factors of the Hamiltonian operator Hint in each term
naturally stand in time order, with the earliest to the right and latest to the left, in
virtue of the time integration limits. As explained in section 10.3 this expansion of
the time evolution operator U(t, t0) can be written in the familiar more compact form
of equations 10.34, via equations 10.32 and 10.33, using the T -product of operators
which imposes time ordering over a broadened, and more symmetric, range of time
integrals. In particular the second-order term in equation 10.31 can be replaced by
that in equation 10.32 since:∫ t
t0
dt1
∫ t1
t0
dt2Hint(t1)Hint(t2) ≡ 1
2
∫ t
t0
dt1
∫ t
t0
dt2 T
(
Hint(t1)Hint(t2)
)
(11.42)
It is the similarity between equation 11.41, as a measure of the degeneracy or
number of ways in which to describe the field transition sequence ψγµψ → Aµ → ϕγµϕ,
and the left-hand side of equation 11.42 that provides a further preliminary entry point
for the present theory into the workings of QFT. In a similar way that the field exchange
of figure 11.2(b) has been provisionally associated with the Feynman vertex diagram
of figure 11.3(a), the Aµ(x) internal field stage of figure 11.4 might be associated with
the Feynman propagator corresponding to the internal line of the Feynman diagram in
figure 10.3 for example, via the relation between equations 11.41 and 11.42 described
above.
Equations 10.31 and 10.32 are matched on a term by term basis and hence the
terms of the perturbative expansion of equation 10.34 match those of equation 10.31.
In turn the higher-order terms of equation 10.31 can be associated with higher-order
sequences of field redescriptions, such as depicted in figure 11.6 below. In the Feynman
rules for the mathematical elements associated with a Feynman diagram at order n in
perturbation theory the factor of 1/n! in equation 10.33 cancels against a factor of n!
from the possible vertex permutations, as described shortly after equation 10.46 and
summarised for ‘rule 6’ in the opening of section 10.5. Hence in the Feynman rules for
the second-order term correlated with the right-hand side of equation 11.42 the factor
of 12 does not appear.
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Via the above associations the field exchange sequence described in figure 11.4
is analogous to the Feynman diagram in figure 10.4 for the corresponding scalar model
QFT calculation. While a possible physical interpretation of the Feynman propagator
∆F (x − y) in terms of ‘virtual particles’ is conceptually dubious, as discussed in sec-
tion 10.4 (for example after equation 10.72), this object is a key part of calculations in
QFT and we return to this propagator – which in the scalar field case may be expressed
for the internal field operator φˆ(x) in canonical QFT by the equation:
i∆F (x− y) = 〈0|T (φˆ(x)φˆ(y)) |0〉 (11.43)
as we began with equation 10.49 in section 10.4. This object arose when the transition
amplitude calculation was restructured with the time evolution operator U(∞,−∞) in
the form of equation 10.32 placed between vacuum states, in particular for the second-
order term. This object hence consists of terms implicitly containing time-ordered field
products, such as T (φˆ(x)φˆ(y)) in the right-hand side of equation 11.42.
The time ordering implies that ∆F (x−y) consists of two parts, associated with
θ(x0− y0) and θ(y0−x0), as described in equations 10.50–10.55 and as represented by
the two diagrams in figure 10.6. From the point of view of the concept of field redescrip-
tions in the present theory the first diagram, figure 10.6(a), can be physically motivated
as representing the field redescription causal sequence such as ψγµψ → Aµ → ϕγµϕ as
depicted in figure 11.4 while the second diagram, figure 10.6(b), represents a figment
of the mathematical restructuring of the calculation, leading in turn to the notion of
intermediate ‘virtual particle’ states.
Nevertheless, via the above chain of argument each case of an intermediate
Aµ(x) field state, as depicted in figure 11.4, may be provisionally associated with a
corresponding Feynman propagator DµνF (x− y). That is, intermediate field redescrip-
tions such as that in figure 11.4 may be associated with the ‘virtual particle’ states as
represented by the internal line in figure 10.4, and in Feynman diagrams in general,
considered as a restructuring of a calculation which is here fundamentally based on an
underlying conceptual notion of a degeneracy of field descriptions.
Associating a Feynman propagator with each intermediate causal redescription,
such as that with the field Aµ(x) in figure 11.4 as described above, supplements the set
of interaction vertices associated with the constraints of equations 11.29, as exemplified
in figure 11.3. Hence with propagators identified in addition to the vertices these
objects may be combined to form Feynman diagrams more generally. Beginning from
the idea that the probability of an observable process is a measure of the number of
ways in which it can occur, summing over all possible intermediate field redescriptions
as for example in equation 11.41, the aim is to effectively reproduce a full set of
Feynman rules, for comparison with the Standard Model version of table 10.1, and
further to use this relation in order to make calculations of empirical quantities such
as cross-sections.
Regarding the Feynman vertices the key to understanding how DµL(v27) = 0
terms, for example, are to be used in place of a Lagrangian here may be found in the
coupling strength, which is put in by hand in the Lagrangian case. In equation 11.33
the value of s˙f for the leptonic states is 3 times larger than for the quark states, as
determined in section 8.2 and noted in the previous section. The question then is
how this mathematical factor of 3 corresponds to an empirical factor of 3 in ‘electric
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charge’ with an underlying explanation in terms of the degeneracy for the number of
ways a process can occur. Consider the processes described by the Feynman diagrams
in figures 11.5(a) and (b), either of which may be correlated with, while not literally
representing, the field sequence depicted in figure 11.4 as described above.
Figure 11.5: Feynman diagrams for the electromagnetic processes (a) e+e− → µ+µ−
and (b) e+e− → dd¯, together with a ‘higher-order correction’ via (c) a radiated photon
and (d) a gluon exchange between the final state quarks respectively.
In the calculation of the degeneracy for a process, as initially described for
figure 11.4, the number of possibilities depends upon the total time T available for the
process, as can be seen in equation 11.41. For a quantum field theory, the spacetime
volume factor V T for an interaction cancels in cross-section and decay rate calcula-
tions, as described in section 10.2 following equation 10.3, essentially since the effective
values of V and T in external spacetime are the same for all possible processes. A sim-
ilar cancellation might be expected for calculations based on field degeneracies in the
present theory. On the other hand, unlike the case for the common external dimensions
of the interaction, here for the present theory, the effective ‘charge volume’ C in the
internal space dimension varies from process to process, as indicated by the differing
values of s˙f in equation 11.33, and does not cancel in such calculations. In QFT these
three spaces are closely related, as seen for example in the CPT theorem, while in
the present theory they are mutually related through the structure and symmetries
of the underlying temporal flow in the form L(vˆ) = 1. A more precise expression for
the way in which the relative charges channel the relative likelihood for different field
exchanges, and indeed a fuller understanding of the relation of the present theory to
the Lagrangian approach in general, requires further study, as was also discussed after
equation 11.35.
Given the ‘virtual photon’ mediating both processes in figures 11.5(a) and (b)
further internal degeneracy, as for example in figure 11.6 below, will be essentially the
same for both cases and not effect the relative rates. That is the branching fractions
or relative cross-sections for competing processes will depend on the differences in the
number of ways, and this may be dominated by the factors of |s˙f | = 1 or |s˙f | = 13
associated with the final state vertex in figures 11.5(a) and (b) respectively. Differences
may also arise due to the mass of the final state particles (upon which the final state
phase space depends), relating to further possible field interactions with the compo-
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nents of the vector-Higgs h2 ≡ v4 ∈ TM4, and more generally due to higher-order field
exchange possibilities, such as those represented in figures 11.5(c) and (d); as will be
further discussed in the following section.
In the full theory the possible Feynman diagrams will generalise corresponding
to the range of gauge fields and further interactions identified for a full set of internal
symmetries as studied in chapters 8 and 9, and which show a significant resemblance to
the structures of the Standard Model of particle physics. For example, in figure 11.5(d)
an SU(3)c gauge field exchange is included. There are eight internal SU(3)c generators,
as described in section 8.2 and listed down the left-hand side of table 8.7. Unlike the
U(1)Q action in equation 11.33 these mix the components of θ
1 =
(c
b¯
) ∈ O2 between
different Weyl spinors hence introducing interactions between the corresponding quark
states. The identification of an SU(2)L ⊂ E7 (or within a larger symmetry of time such
as E8), also mediating between the external SL(2,C)
1 Weyl spinors in F (h3O) (or
within a higher-dimensional form of time such as L(v248) = 1) will provide a further
internal gauge symmetry action central to an understanding of electroweak theory
within the present theory.
The measure of degeneracy in equation 11.41 can be generalised to higher-
order sequences of Aµ, ψ, ϕ field exchanges which mirror the general expansion to
higher-order perturbations for QFT in equation 10.31; with the Hamiltonian operator
Hint(t) in the latter case replaced by the ‘redescription parameter’ R(t), as determined
by the constraints of equations 11.29, in the former case. The temporal sequence of
figure 11.6 provides an example of the ways in which the causal sequence of figure 11.4
may be generalised for nested sequences of field indistinguishability to arbitrary high
order.
Figure 11.6: The transition from an initial ψγµψ state to a final ϕγµϕ state via an
intermediate description of the field function in terms of a sequence mathematically
equivalent Aµ(x)→ ψ(x)γµψ(x)→ Aµ(x) field states.
The corresponding degeneracy for the chain of field interpretations in fig-
ure 11.6, as an augmentation of equation 11.41, is expressed as :
D(T, 0) =
∫ T
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
∫ t3
0
dt4 R(t1 : A→ ϕϕ)R(t2 : ψψ → A)
R(t3 : A→ ψψ)R(t4 : ψψ → A) (11.44)
While the sequence of field descriptions pictured in figure 11.4 can be correlated with
the Feynman diagram of figure 10.4, via equations 11.41 and 11.42, the higher-order
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process of figure 11.6 is similarly analogous to the form of figure 10.9, representing the
T -ordered expression for this fourth-order term for the scalar QFT model. A similar
correspondence may be identified between field sequences for the present theory and
Feynman diagrams in QED, as depicted in figure 11.11 in the following section for
example. These figures represent steps in the direction of connecting the structures of
the present theory with Feynman diagrams and rules more generally.
Intuitively the extra sums over the two additional intermediate times, labelled
t3 and t2 in figure 11.6 and equation 11.44, will lead to a relative ‘infinity’ of new ways
in which the overall event may proceed from the initial to the final state. However the
degeneracy measure D for both equations 11.41 and 11.44 is actually finite. On the
other hand the intermediate state composed of ψ and ψ between t3 and t2 involves two
field contributions simultaneously, each of which may be expanded into Fourier modes
independently with a combined product of the form ∼ e−i(p1+p2)·x which, although the
total p1+ p2 is constrained, leads to a further infinity in the degeneracy of the internal
4-momentum. In this case the integral sum over p1 is unlimited, unlike the situation
for the time integrals, and is expected to be reflected in the divergent momentum loop
integrals, as for example in equation 10.86 for the scalar model, in the correspondence
with QFT calculations. For the present theory, as for QFT, such divergences might be
expected to cancel when observable quantities such as branching ratios are appropri-
ately normalised, as will be described in the following section, with such observables
ultimately dominated by the charges involved in the final interaction of the sequence
as discussed above.
In the present theory the world geometry is necessarily described by the real
tensor Gµν(x) which itself in principle may be composed out of the real or complex
components of fields, such as Aµ(x) and ψ(x). Regarding the degeneracy count it-
self it is an open question concerning whether there is a unique or optimal way in
which possible field redescriptions should be counted, consistent with the constraint
equations 11.29. This question concerns both the domain of the field functions, as a
patchwork of regions in spacetime or in momentum space for example, and also the
form of the field functions. Here we are analysing the degeneracy count in terms of
complex Fourier modes on the base manifold M4. In this sense each e
±ik·x component
is not considered as an independent physical field, rather this decomposition provides a
mathematical means of identifying a set of mutually independent field solutions which
may be summed over.
In describing the transitions between fields such as ψ(x), Aµ(x) and ϕ(x) it
is possible that linear combinations of real sine and cosine expansion terms, rather
than complex e±ik·x parts, might be employed to preserve the identity of real, and
hence physical, fields under the spacetime geometry Gµν(x) subject to the constraint
equations 11.29 everywhere. For example considering the real Fourier components
Aµc (k) and A
µ
s (k) of the field in equation 11.3 to be exchanged independently maintains
a real condition for the field Aµ(x) which at every stage may compose an intermediate,
but physical, gauge field coupled to the fermion fields consistent with DµL(vˆ) = 0.
However here we have described field interactions such as Aµ ↔ ψγµψ in terms
of the indistinguishability of complex Fourier modes of the fields, as expanded for exam-
ple in equations 11.5 and 11.6 for the electromagnetic field, in part since this provides
a closer link with the framework of QFT. Indeed, as alluded to towards the end of the
310
previous section, many of the tools involved in QFT, such as the various propagators
and the δ-function of equation 10.62 and the θ-function of equation 10.64, are conve-
niently expressed in terms of complex Fourier modes. Further, complex components
of gauge fields have already been considered with regard to the charged gauge bosons
W˜
(2)±
µ (x) of equation 8.67 in section 8.3, by analogy with the standard electroweak
gauge fields W±µ (x) of equation 7.57 in section 7.2, which relate to the corresponding
physical interactions with Lorentz spinors. Hence here the field redescriptions will be
analysed in terms complex Fourier modes in the determination of a real measure or
count of the degeneracy of field solutions.
As described in the previous section both parts of equation 11.6 are required
to identify a field state carrying real energy-momentum, which in the present theory is
determined by the form of the field under T µν := − 1κGµν . Hence transitions between
fields must necessarily link both of the e±ik·x parts with the external 4-momentum
k, as identified through equation 11.16, matched under an everywhere real T µν :=
− 1κGµν energy-momentum tensor, subject to the identity Gµν;µ = 0, and also with
the internal representations of the field components matching under the constraints of
equation 11.29 in general, with the form L(vˆ) = 1 broken over the base manifold.
With Aµ(k) = 12 (A
µ
c (k) + iA
µ
s (k)) ∈ C a general complex number in equa-
tion 11.5 transitions in the field Aµ(x) can be considered to take place treating Aµ(k)
and Aµ∗(k) as independent degrees of freedom in terms of possible exchanges with
complex Fourier modes of the fermion fields. This implies the possibility of intermedi-
ate complex fields such as Aµ(x) and ψ(x) while hybrid combinations of these gauge
and fermion fields mutually form under real objects such as Gµν(x) and DµL(vˆ) = 0.
Hence the temporal sequence of redescriptions should be considered indepen-
dently for the complex e−ik·x and e+ik·x parts such that, for example, the processes
represented in figures 11.4 and 11.6 may be generalised for this independence, as de-
picted for example in figure 11.7.
Figure 11.7: The transition from an initial ψγµψ state to a final ϕγµϕ state generalised
for an intermediate description of the field function in terms of the complex Fourier
modes e−ik·x and e+ik·x independently in time.
With the need to account for both sets of possible sequences as exemplified
in figure 11.7 the probability P for the overall process ψψ → ϕϕ is proportional to
D+ ×D−, where D+ represents the degeneracy of ways via e+ik·x exchanges and D−
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that for the e−ik·x mode exchanges, each of which has a structure similar to that
in equation 11.41 or 11.44. Alternatively the process probability could be expressed
in terms of the degeneracies Dc and Ds representing the number of field exchanges
relating to the cosine and sine Fourier modes as alluded to above, with for example
Aµc (k) and A
µ
s (k) of equation 11.3 independent, and with P ∝ D+D− ≡ DcDs. In
this case all fields are real-valued and hence can be interpreted as physical entities
at all times, however here we pursue the equivalent calculation based on the complex
decomposition.
Earlier in this section we have described a correlation between the form of a
degeneracy count D(T, 0) and the anatomy of a Feynman diagram, with for example
figure 11.4 compared with figure 11.5(a) or (b), via the structure of the expansion
of the QFT operator U(t, t0) of equations 10.31–10.34. Here the underlying physical
basis of probability calculations is found in the field degeneracies, with the use of T -
ordered products in QFT, via the θ-functions, simply implementing a restructuring
of the calculations. Hence in turn the representation of the Feynman propagator
in figure 10.6 should not be interpreted as two possible physical processes. On the
other hand the fact that the underlying field redescriptions are free to take place
independently for both the e−ik·x and e+ik·x field components, as depicted for example
for the process ψγµψ → ϕγµϕ in figure 11.7, does extend the range of possible field
redescriptions and hence will have physically observable consequences. With both sets
of field redescriptions for the e±ik·x Fourier modes required to link the initial and final
states the process probability takes the form P ∝ D+D−, and we hence now wish to
determine a correlate for this product in QFT.
In figure 11.7 the field states at t = 0 and t = T (and hence also for t→ ±∞)
represent real external particle states, that is on-mass-shell particles. This suggests
that the diagram in figure 11.7 can be ‘unfolded’ to represent an extension of a linear
degeneracy count, having the same basic structure as figure 11.4 or 11.6, but with a
‘fold line’ denoting on-shell states. The corresponding unfolded diagram is depicted
in figure 11.8(a). This field sequence correlates with the structure of the Feynman
diagram of figure 11.8(b), with the fold line mapped to the cut line – for which the
propagators are simultaneously placed on-mass-shell, as originally described for fig-
ure 10.10.
According to the ‘cutting rules’, as also described in section 10.5, the imaginary
part of the transition amplitude associated with a Feynman diagram is obtained by
summing over the cutting possibilities. These involve adapting the Feynman rules for
each possibility by placing the ‘cut’ virtual states on-mass-shell – and hence open to
interpretation as external particle states – via equation 10.98, which essentially replaces
each corresponding Feynman propagator ∆F by one of the ∆
± function components
described in equations 10.55–10.60. From the unfolding of figure 11.7 the initial and
final field states in figure 11.8(a) are equivalent, and hence the cutting rules applied
to the corresponding figure 11.8(b) yields the imaginary part of the forward scattering
amplitude for the e+e− initial state |i〉, namely in fact 2Im(Mii), as contributed by
placing the cut line on the intermediate µ+µ− state for this Feynman diagram.
The important observation of the present theory is that Im(Mii) is a real
number, and hence might be directly compared with event probabilities with contri-
butions of the form P ∝ D+D− based on a count of the ‘number of ways’ in which an
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Figure 11.8: (a) The unfolding of figure 11.7, with a corresponding ‘fold line’ and
reparametrised time intervals. (b) A correlated Feynman diagram for the forward
scattering process e+e− → e+e−, with a ‘cut line’ drawn through the intermediate
loop propagators of the muon field.
observed process might arise. Adding all possible contributions for all possible final
states, exemplified by the process in figure 11.7, then correlates, via the generalisa-
tion of figure 11.8, with the imaginary part of the forward scattering amplitude for
all possible Feynman diagrams for the full perturbative expansion. The resulting real
number Im(Mii) is in turn directly related to the total cross-section σ, equation 10.96,
via the optical theorem as described in section 10.5. Hence we arrive at a provisional
relationship between a degeneracy count and a physical observable.
As described towards the end of section 10.5 the optical theorem can be proven
to all orders of perturbation through the analysis of Feynman diagrams. The cut
pictured in figure 11.8(b) represents one contribution to Im(Mii) for this diagram,
with a second contribution provided by placing the cut instead through the dd¯ fermion
loop. Hence by the above discussion the determination of Im(Mii) via the cutting
rules for this diagram correlates with a sum of a D+D− field sequence for both a µ+µ−
final state and a dd¯ final state. Similarly for equation 10.101 the imaginary part of
the Feynman diagram of figure 10.10 was determined corresponding to opening up a
Y+Y− final state, with a further contribution to Im(Mii) at this order of perturbation
obtained by replacing the loop in figure 10.10 with a X+X− state, as described after
equation 10.101.
The Feynman diagram with the cut of figure 11.8(b), in placing the µ+µ− pair
on-mass-shell and via the optical theorem, contributes to the cross-section σ(e+e− →
µ+µ−). However the structure of Im(Mii), in summing over the cuts, generally incor-
porates a collection of final states from which individual cross-sections for particular
processes need to be untangled, as they are for the sum on the left-hand side of equa-
tion 10.94 for example. Also, as alluded to in the caption comments, the fold-line in
figure 11.8(a) should in principle be constrained to the ‘half-time’ point to accurately
represent the degeneracy count of figure 11.7. Further, we have considered the de-
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generacy count, based on particular sequences of fields leading to a particular final
state, to represent a measure of the probability P ∝ D+D− for a particular process.
However, in order to actually represent a probability this count needs to be determined
relative to the total degeneracy for all possible final states, which will provide the
overall normalisation and which so far we have not taken into account. In looking to
address these points we recap how a particular final state is extracted and an event
probability determined in the context of all possible outcomes in the framework of a
QFT, with the aim of establishing a more precise link with similar calculations for the
present theory.
As described in section 10.3 in QFT the initial state |i〉 evolves through a
period of field interactions into the state |Ψ(∞)〉 = S|i〉 according to the S-matrix
of equation 10.35. This evolution is governed at each moment by the equation of
motion expressed in equation 10.28 in which the interaction Hamiltonian Hint(t) con-
tains all possible field interactions. Hence |Ψ(∞)〉 in turn contains all possible final
states. Since Hint(t) is Hermitian the evolution of the state in equation 10.28 is a
unitary transformation, and hence if the initial state normalisation is chosen with
〈i|i〉 = 1 this is preserved such that 〈Ψ(t)|Ψ(t)〉 = 1 at any time t. On inserting a
sum over a complete orthonormal set of similarly normalised final states |f〉 we have∑
f 〈Ψ(t)|f〉〈f |Ψ(t)〉 = 1, and in particular in the aftermath of the interaction, we have:∑
f
|〈f |Ψ(∞)〉|2 = 1 (11.45)
as a mathematical identity. Hence the objects |〈f |Ψ(∞)〉|2, in the sense of consisting
of a set of positive real numbers that sum to unity, do have the property of represent-
ing probabilities, and in a structure which implicitly contains information about all
possible final states.
A relationship between the degeneracyD(T, 0) of equation 11.41 and the second
order term of U(t, t0) of equation 11.42 was described for a particular field sequence
leading to a particular final state, as pictured in figure 11.4. However, in general a
degeneracy count associated with all terms of the entire S-matrix is desired in order to
express everything that can happen, according to the field redescriptions permitted by
the constraints of equations 11.29 in place of an interaction Hamiltonian, and hence
incorporate all possible outcomes. This suggests a ‘complexification’ of the probability
calculation based on the degeneracy count such that the unitarity constraint, that is
SS† = 1 in QFT, might effectively be employed to normalise the total probability for
any outcome to unity.
The subcomponent degeneracy counts D+ and D−, originally considered to
provide a measure of the probability P ∝ D+D−, are each real numbers. The proba-
bility for any process is a positive real number P ∈ R from 0 to 1, as for any probability,
and as for the square root of this quantity p =
√
P . However in principle it may be
possible to consider a complexification of the underlying calculation, represented by
p→ p˜ ∈ C, such that P = p˜∗p˜. This is considered to be essentially the case in quantum
theory where unitary symmetry is used to model the properties of probabilities, and
in the case of QFT the role of the above complex quantity p˜ is played by the transition
amplitude Mfi.
Specifically, the likelihood of an event in QFT is proportional to the squared
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modulus of the transition amplitude, as extracted from the terms of equation 11.45 via
equation 10.6, and as introduced in equation 10.3. With the cross-section for a HEP
process, for example, linked to the imaginary part of the forward scattering amplitude
via the optical theorem expression of equation 10.96 and this latter object, as the
real number Im(Mii), correlated with a degeneracy count D+D−, as described for
figure 11.8, we have the following chain of associations:
P ∝ D+D− ∼ Im(Mii) ∼ |Mfi|2 (11.46)
Here, in order for calculations in the present theory to converge with the formalism of
QFT, the process probability on the left-hand side is linked with the QFT calculation
on the right-hand side via the mediation of Im(Mii). The provisional connection on
the side of the present theory with D+D− has been described above and the connec-
tion through the optical theorem with |Mfi|2 on the side of QFT was described in
section 10.5.
While the structure of QFT on right-hand side of equation 11.46 exhibits the
basic property of probability conservation, via equation 11.45, the input from the
present theory on the left-hand side provides an explanation of the underlying physical
nature of the probabilities in terms of the relative degeneracy of the field redescriptions
involved – that is the ‘number of ways’ in which the event may happen. Essentially
the progression from left to right in equation 11.46 represents a complexification of
the calculation in order to employ unitarity to gather a normalised expression of the
degeneracy count from which particular final states might be extracted with a combined
probability of unity.
The fact that the degeneracy count for field redescription sequences may be
correlated with Feynman diagrams, as described for figure 11.8, together with the fact
that the optical theorem can be demonstrated order by order in perturbation theory
via the analysis of Feynman diagrams, as described in section 10.5, suggests that the
structure of equation 11.46 might be explored further for low orders of perturbation.
Indeed the assumption of perturbation theory, provided the coupling constant is suf-
ficiently small, is that only the first few terms of the expansion of the S-matrix of
equation 10.35 are required for precise calculations.
In principle here it might be possible to work backwards from QFT Feynman
rules, such as those in table 10.1 based on the Fourier expansions of quantum fields
such as φˆ(x) in the interaction picture, via the construction of the Feynman propagator
∆F (x − y) as implied in the right-hand side of equation 11.42, and use the analogy
between the left-hand side of that expression and equation 11.41 to make a detailed
connection with the present theory. This connection, employing also the optical theo-
rem, should also provide a guide for deducing a more rigorous mathematical expression
for the underlying conceptual picture of the present theory, with the spacetime geom-
etry Gµν(x) constructed in terms of fields such as Aµ(x) and ψ(x) as one of many
possible solutions.
On understanding the parallels between QFT and the present theory and mak-
ing the connection from the right-hand side of equation 11.46 the aim would be to
extract from the constraints of equations 11.29 effective Lagrangian terms within the
framework of the QFT formalism, expressed in the flat spacetime of special relativity.
On importing aspects of the present theory into QFT in this way, with field redescrip-
tions expressed in terms of the algebra of creation and annihilation operators, the
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aim would be to follow through calculations such as cross-sections using the familiar
machinery of QFT.
In this section we have largely considered the alternative route beginning with
the provisional picture described in figures 11.4, 11.6 and 11.7 for the present theory
leading to the simple relation P ∝ D+D− for a process probability, with D+,D− ∈ R.
Through comparing the structure of figures 11.7 and 11.8(b), via figure 11.8(a), and
making the association D+D− ∼ ImMii this calculation might be ‘complexified’ as
guided by the optical theorem of QFT. In particular a unitarity constraint could be
employed to effectively normalise the process probability calculation for all possible
outcomes, as expressed in terms of an amplitude Mfi ∈ C. This complex transition
amplitude may then in turn be determined as described in the previous chapter, and
in particular in terms of the Feynman propagator ∆F (x− y) and Feynman rules, such
as those of table 10.1.
This approach is anchored in left-hand side of equation 11.46, with the aim of
first motivating all development from the perspective of the present theory in itself.
On establishing a link with the framework of QFT various techniques, such as the
employment of unitarity in probability calculations, might be extracted from QFT
and adapted for use in the framework of the present theory. It may also be possible
learn from the relation of QFT to phenomena in condensed matter physics, as we
allude to in the following section. Here the aim is to understand the nature of physical
particle states and determine cross-sections and other observable quantities within the
environment of the present theory, for which the spacetime geometry accompanying
empirical phenomena is not flat. However in a suitable limit the present theory may
approximate to the form of a QFT in flat spacetime.
The plausibility of either approach, from the left or right side of equation 11.46,
rests on the identification of connections between the present theory and QFT which
straddle the parallel development of the theories. Such a correspondence will be sum-
marised in points 1) to 7) below. The ultimate aim here would be to comprehend
and follow through a complete calculation in the present theory, without any arbitrary
reference to standard QFT, and to establish a direct connection with HEP empirical
phenomena. However, using the canonical approach to QFT as a close guide is a rea-
sonable strategy since it has been used widely and successfully in practice to obtain
results for comparison with experiment.
In the present theory there have been two distinct considerations:
(a) The nature of field redescriptions and an understanding of the permitted elemen-
tary exchanges, such as depicted in figure 11.2, according to the various equations
of constraint in the theory. This was the topic of the previous section.
The fields such as Aµ(x) and ψ(x) are not introduced onto a pre-existing 4-
dimensional manifold M4, rather spacetime itself, with the spacetime geometry
Gµν(x) = f(A,ψ), is shaped by the possibilities of the field descriptions. Hence
figure 11.2 should not be interpreted too literally but rather a more dynamical
mathematical expression of field redescriptions is desired. This might take the
form of equations 11.22 or 11.23 (or 11.30 for the spinor case) in terms of retarded
or advanced Green’s functions, provided these expressions are compatible with
constraints deriving from equations 11.29.
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(b) The calculation of the probability of observable processes, for example in HEP
experiments, based on a count of the possible internal field degeneracies under-
lying the process, as depicted for example in figure 11.7. This has been the topic
of the present section.
Again here the sequence of Aµ(x) and ψ(x) fields in figure 11.7, superposed as if
upon a pre-existing spacetime, presents a somewhat naive and mechanical picture
for the degeneracy count. A more conceptually and mathematically rigorous
expression of this count may be required to describe the multiplicity of ways in
which the geometry of spacetime Gµν = f(A,ψ) may be fabricated out of these
fields.
One of the initial aims has been to establish a correspondence between the
basic elements of the present theory and those of calculations in QFT. In QFT the
construction of the transition amplitude Mfi generally breaks down into very simple
elements as described by the Feynman rules, as listed in table 10.1 of section 10.5 for
the scalar model. Hence the goal is to explain how the ‘number of ways’ approach
of figures 11.4, 11.6 and 11.7 leads to the Feynman rules which determine the quan-
tity Mfi, and understand why |Mfi|2 should determine the probability for various
processes as expressed in cross-section or decay rate calculations.
The parallels identified between the present theory and QFT are listed here.
The first six items below loosely correlate with the respective Feynman rules of ta-
ble 10.1 and the subsequent discussion in section 10.5.
1) The number of ways a series of field redescriptions may unfold through a one-
dimensional temporal progression with degeneracy D, with terms such as equa-
tions 11.41 and 11.44, is analogous to the perturbative expansion of the time
evolution operator U(t, t0) of equation 10.31 in QFT. The ‘number of ways’ in-
tegral sum is naturally normalised by the linear uniform flow of time, with ‘one
way’ for each equal discrete temporal interval ∆ti in equation 11.40 taken to the
continuum limit ∆ti → 0 for equation 11.41. This symmetry between equal time
intervals implies a flat prior probability distribution as a basis for a Bayesian
statistical approach. It then needs to be understood how the propagator ∆F of
equation 11.43, taking the form of equation 10.72, arises as an effective momen-
tum space prior probability distribution when the calculation is restructured as
for QFT.
As simply a set of real parameters in the expansion of a field into Fourier modes
the variables k ∈ R4, which may be interpreted as 4-momentum under T µν :=
− 1κGµν , as described in the previous section for Gµν = f(A) in leading from
equation 11.6 to equation 11.16, may also appear in factors relating to process
probabilities as a result of calculations based on underlying field degeneracy. This
is the case for cross-section calculations in QFT with factors of the Feynman
propagator ∆˜F (k) = 1/(k
2−m2+ iε) effectively appearing as a weight factor, as
for example in equation 10.47. Hence in the restructuring of process calculations
for the present theory, via the introduction of T -ordering in equation 10.32 and
the resulting Feynman propagators, such prior probability distributions should
also appear through this connection with QFT.
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2) The redescription expansion is moderated by the need for consistency with the
constraint equations. These include the higher-dimensional form of temporal flow
L(vˆ) = 1 with DµL(vˆ(x)) = 0 and the original form of the external geometry
Gµν(x) = f(Y ) with Gµν;µ = 0 throughout; as listed in equations 11.29 and
all effectively acting as selection rules for field interactions. Collectively these
constraints are analogous to a Lagrangian, including in particular the Lint terms
in QFT as associated with the vertices in Feynman diagrams. For the present
theory the ‘number of ways’ a process may occur is taken to be proportional to
the couplings implicit in the constraints, such as the factors of s˙f in the terms
of DµL(v27) = 0 in equation 11.33, as also discussed after figure 11.5.
In QFT the structures correlating with (a) and (b), listed above for the present
theory, are seemingly inextricably linked. The interaction Lagrangian, which is
closely associated with the selection rules provided by DµL(vˆ) = 0 for example in
(a), appears explicitly in the S-matrix, through equations 10.27 and 10.35, which
is used in the determination of event probabilities for item (b) above. That is
in QFT the mathematical structure of possible field interactions is embedded
in the structure of event probability calculations. Effectively this is achieved
through the mechanism of ‘quantisation’ itself, with the expansion of the fields in
terms of creation and annihilation operators, which essentially converts a classical
composition of fields in an interaction term into a selection rule for contributions
to the S-matrix.
In calculations of the transition amplitudeMfi the commutation relations, such
as equations 10.16, ensure the correct matching and avoid unwanted cross-terms
in compositions of the interaction Lagrangian or Hamiltonian Hint(t) in the terms
of equation 10.31 and its time-ordered form in equations 10.32–10.34. The se-
quences of creation and annihilation operators placed between vacuum states
also ensures causality in QFT calculations in the sense that any intermediate
state must always be created before it is annihilated to yield a non-zero matrix
element Sfi. Sequences of creation and annihilation operators from the interac-
tion Lagrangian embedded in Sfi ultimately determine relative probabilities in
the context of all possible processes.
A similar method of ‘quantisation’ might be employed in the present theory
in order to incorporate the constraints of equations 11.29 as selection rules for
chains of field redescriptions between initial and final states in a degeneracy
count, through the structure of R(t) in equations 11.41 and 11.44 for example.
3) A free field solution for Aµ(x) under Gµν = f(A) in the form of equation 11.1
may be expanded in terms of e±ik·x Fourier modes as described in equation 11.6,
as consistent with Maxwell’s equations under Gµν;µ = 0. Exchanges between
fields such as Aµ ↔ ψγµψ are considered in terms of the complex Fourier modes
of the fields. Similarly for QFT calculations as presented in chapter 10 using
the interaction picture, as discussed after equation 10.26, between the initial
and final plane waves of the form e±ik·x the state evolution is mediated by an
expansion of free fields of the form in equations 10.13–10.15, which are solutions
of the Klein-Gordon equation for the scalar model.
In the canonical quantisation approach to QFT, as described in chapter 10, anni-
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hilation and creation operators, such as a(p) and a†(p), are associated with the
Fourier modes e−ip·x and e+ip·x of the field respectively, as seen in equation 10.51
for φˆ+(x), equation 10.52 for φˆ−(x) and equation 10.13 for the complete free
scalar field φˆ(x). In a QFT calculation the complex plane waves of the form
e±ik·x representing the incoming and outgoing particle states are linked by a
chain of creation and annihilation operators for a variety of fields to determine
the transition amplitude as described for example in equation 10.36. This struc-
ture, employed throughout the calculations in the interaction picture, provides a
close analogy with the present theory.
The quantum field φˆ(x) of equation 10.13 does not represent a solution of the
equations of motion given an interaction, nor does it represent a physical entity
in any context. Rather this expansion φˆ(x) carries the potential for all possible
transitions for the corresponding classical field in terms of Fourier components.
This is the interpretation in the present theory, for which such quantum field
expansions might be employed in the construction of chains of field redescriptions,
expressed in terms of complex Fourier modes and employed in a degeneracy count
for any process.
4) The geometric constraint Gµν;µ = 0 over the external 4-dimensional spacetime,
with energy-momentum T µν := − 1κGµν , implies the conservation of 4-momentum
for all possible field redescriptions (in the flat spacetime limit considered here, as
discussed before equation 11.14). In QFT calculations the time integral
∫
dt over
the interaction Hamiltonian Hint is replaced by a manifestly Lorentz invariant
spacetime integral
∫
d4x over the interaction Lagrangian density Lint via equa-
tion 10.27 which, as seen for example in the lines of equations 10.46, leads to the
constraint of 4-momentum conservation for each interaction vertex as expressed
by the δ4-functions.
Whether spacetime integrals, as a generalisation of purely temporal integrals,
might feature in a generalisation of the field redescription degeneracy count
for solutions underlying a particular geometry Gµν(x) is open to consideration.
However here the field exchanges have been considered to take place purely
through a temporal progression, consistent with the notion of a fundamental
one-dimensional progression in time that underpins the conceptual basis of the
whole theory. In any case, in the present theory 4-momentum conservation is en-
sured through the prevailing relation T µν := − 1κGµν and the identity Gµν;µ = 0
which hold throughout spacetime and in particular for local exchanges of the
underlying fields. For such exchanges applied to the Fourier modes such as
Aµ(x) ∼ e−ik·x and ψ(x)γµψ(x) ∼ e−ip1·xe−ip2·x for example the 4-momentum
conservation in a Aµ ↔ ψγµψ field redescription takes the form of the mutual
condition k = p1 + p2. This is essentially implied in the requirement that locally
the spacetime geometry Gµν(x) itself is unchanged for such an underlying field
redescription.
5) In the present theory an infinity in the degeneracy count occurs when for exam-
ple the intermediate Aµ(x) field state in figure 11.4 is augmented for a further
intermediate redescription in terms of a pair of fields, such as Aµ → ψγµψ → Aµ
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as shown in figure 11.6. Here the degeneracy count of equation 11.44 will be fur-
ther augmented as the field Aµ(x) ∼ e−ik·x is replaced by the field ψ(x)γµψ(x) ∼
e−ip1·xe−ip2·x up to a mutual freedom in the share of the total 4-momentum be-
tween p1 and p2, accounting for an infinite degeneracy of solutions, as described
after equation 11.44.
This is closely analogous to the ambiguity in the 4-momentum carried by an
internal loop in a Feynman diagram, such as that in figure 10.9 leading to the
divergent momentum integral
∫
d4r in equation 10.86, and as frequently encoun-
tered in QFT. In both cases a means of ‘renormalisation’ is required in order to
obtain a finite calculation. By matching such infinities in the present theory with
the analogous quantities in QFT a similar program of renormalisation might be
obtained for the present theory, although with a different interpretation as will
be described in the following section. Indeed, the degeneracy count for any given
process in any case stands in need of a ‘normalisation’ with respect to the count
of the number of ways in which anything can happen.
6) Various combinatoric factors due to permutations of interactions for higher-order
field redescriptions, or symmetries between identical particle states, will need to
be assessed for the present theory and related to the corresponding factors based
on the analysis of Feynman diagrams in QFT. Discrete sums over field degrees
of freedom such as spin in QFT also reflect the number of ways a process may
occur.
7) The need to match both the e−ik·x and e+ik·x complex Fourier modes of the
fields, through independent chains of degeneracies D+ and D−, underlying a
real expression of L(vˆ) = 1 and Gµν = f(Y, vˆ), means that an overall event
probability is of the form P ∝ D+×D− as described for figure 11.7 (rather than
P ∝ D alone from ‘item 1)’ above). For practical calculations it is the relative
ratios of the degeneracies for the range of possible processes that is needed to
obtain actual probabilities with
∑
F PF = 1, for a sum over all possible final
states F arising from an initial state interaction, including the case for which the
final state is identical to the initial state.
The calculation of D+D− is correlated with the determination of Im(Mii) in
QFT, as described for figure 11.8, which via a complexification of the calculation
and the optical theorem is then closely related to the amplitude squared |Mfi|2
in QFT as described for equation 11.46. Expressed this way the unitary symme-
try applying to the complex amplitudesMfi models the conservation of the total
probability, implicitly normalising the degeneracy count for all possible processes.
The fact that renormalisation is required in QFT shows that this application of
unitarity is only partially successful, and does not necessarily automatically nor-
malise the degeneracy count completely. Indeed even for a renormalisable QFT
finite calculations might not be achievable at a very high order of perturbation,
and in general a more watertight method of normalisation might be sought for
the present theory.
For a complete calculation in this theory, putting all of the pieces together, the
actual value of the probability PF for a process yielding the final state F is determined
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by the relative, rather than absolute, number of ways in which it can occur, essentially
as is the case for the probabilities of classical physics. For example degeneracy counts
over the infinite possibilities in the timing of field redescriptions, such as those in
equation 11.41, may be independent of the choice of the external fields, as for example
in figure 11.4 which may describe the leptonic or quark final states for figure 11.5(a)
or (b). More generally the infinities in the count of the number of ways will be in
common for a range of competing processes and will cancel in the calculation of physical
quantities such that the total probability for any outcome will necessarily satisfy the
requirement
∑
F PF = 1. Some care will then be needed in this theory to deal with
infinities that arise in the stages of such calculations. However, since all probabilities
are normalised by the total degeneracy for any process the bound 0 ≤ PF ≤ 1 will
apply trivially. A relative infinity of ways to produce one particular final state F will
result in a probability PF = 1, which may be problematic in terms of comparison
with the corresponding empirical value, but it is not possible for the theory to yield a
nonsensical infinity for the calculated value.
The calculation of probabilities via a complexification may prove an effective
technique to apply for the present theory, once the relation between the underlying real
number measure of degeneracy and the QFT calculation through equation 11.46 has
been fully understood. In this translation of the calculation a ‘unitarity’ condition will
model probability conservation, consistent with kinematic factors appearing through
the propagators, as described for ‘item 1)’ above, provided the ultimate expression for
the probability is a dimensionless quantity.
While the seven points listed above express a close parallel between structures
in the present theory and perturbative calculations in QFT, as well as obtaining the
Feynman rules forMfi the full cross-section expression is needed for comparison with
empirical data. For QFT the structure of the cross-section σ was introduced in equa-
tion 10.3 as a product of three factors, namely the amplitude squared |Mfi|2 together
with the initial state flux factor and the final state Lorentz invariant phase space
dΦ. Various normalisation factors such as the volume V and time interval T of the
interaction cancel in forming this expression.
The probability for a process, whether expressed in terms of a degeneracy
count or not, should be a dimensionless quantity, as is the transition amplitude Mfi
for the two-body final states considered in chapter 10. In general Mfi need not be
a dimensionless quantity provided the cross-section has the dimension of a length
squared, as for example in equation 10.12, and as described in the discussion following
equation 10.86.
The present theory may involve a different breakdown across the three factors
composing the expression for the cross-section, compared with that displayed for ex-
ample in equation 10.7, with the form of the appropriate normalisation for all three
factors, including those for the initial state flux factor and final state phase space,
possibly differing also from the QFT case. For the present theory, as for QFT, it is
ultimately the calculated cross-section that is required to be of the appropriate form
in the context of equation 10.1. The normalisation of factors required for consistency
with the cross-section having the mass dimension D = −2 will be closely correlated
with the normalisation employed to obtain dimensionless probabilities that sum to
unity.
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As described for equation 10.7 in section 10.2 the event rate is proportional to
the initial state luminosity and flux factors and final state phase space, as would be
expected based on a classical notion of probability. In this section we have argued for
the replacement or interpretation of the central term |Mfi|2 in this expression in the
form of a quantity representing an underlying measure of the degeneracy of ways in
which the process may occur, in terms of sequences of field redescriptions, and hence
constituting a further purely statistical factor having essentially the same character as
a classical probability.
Explicitly, in this section we have considered field interactions in terms of pos-
sible field redescriptions, involving the e±ik·x Fourier modes of the fields, as expressed
for example in equations 11.22 and 11.30 of the previous section, causally linked to-
gether to mediate observable processes, conceived as a field sequence such as depicted
in figure 11.4 or 11.6 and combined as for figure 11.7, and as allowed by the form of
constraint equations 11.29 such as DµL(vˆ) = 0 and G
µν
;µ = 0. This however leads
to a picture of the extended spacetime geometry Gµν(x) itself constructed as one so-
lution out of a myriad of possible ways based on local field description degeneracy,
again subject to the constraint equations, not only for HEP processes but everywhere
throughout the 4-dimensional spacetime world.
This implies a conception of HEP phenomena, such as an e+e− → µ+µ− event,
supported by the underlying field exchanges which seamlessly also support the macro-
scopic physical world including the detector apparatus itself. In turn the physics of
quantum mechanics is seamlessly connected to the world of classical physics. In the
section 11.4 we further explore this conceptual picture within which quantum and par-
ticle phenomena are found alongside macroscopic objects and gravitation in a unified
framework.
While the above seven points provide a useful guide into the workings of such
calculations ultimately a stand-alone approach within the present theory may be de-
sired. In this way the aim is to achieve explicit calculations for comparison with HEP
processes such as e+e− collisions for the full theory. To make a detailed comparison
between the present theory and HEP data ultimately the particle concept, and in par-
ticular the nature of the ‘in’ and ‘out’ states at a collider experiment, will need to
be understood within the context of the present theory. This will require an under-
standing of the nature of physical particle states propagating in spacetime in general,
relating to a fully ‘renormalised’ expression of field exchanges, rather than representing
particle states in the form of simple e−ik·x plane waves as for QFT. This direction will
be explored in the following section.
11.3 Renormalisation and Particle States
The relation Gµν = f(A) derives from the internal U(1)Q ⊂ E7 action within the
isochronal symmetry of L(v56) = 1, and is expressed explicitly in equation 11.1 as
determined through the analogy with Kaluza-Klein theory as described in section 5.1.
In deriving directly from the basic structure of the theory, through equation 2.30
applied to the full symmetry group, the internal gauge field component Aµ(x) itself,
which appears in expressions such as DµL(v56) = 0 for the broken full symmetry, can
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be considered as a ‘bare’ or elementary field at the ‘microscopic’ level from the point of
view of QFT. This same field, implicit in equation 11.1 and hence satisfying the relation
Aµ = 0 of equation 11.2, in the Lorenz gauge, is also essentially the classical gauge
potential of Maxwell’s electrodynamics of 1864, associated with directly observable
laboratory effects. In this sense, again from the point of view of QFT, the gauge
field Aµ(x) can be considered as a ‘dressed’ or renormalised field at the ‘macroscopic’
level. The question then arises as to how these two views of the same field Aµ(x) are
consistent.
For a non-Abelian gauge field Y µ(x) the relation Gµν = f(Y ) of equations 11.29,
that is the classical field expression of equation 5.20, contains self-interaction terms as
described in equations 11.36–11.38. Hence, even from the perspective of gauge fields
alone, the macroscopic form for Gµν = f(Y ) will be necessarily shaped and corrected
as a consequence of the multiple solutions for the spacetime geometry, as built upon
a degeneracy of underlying gauge field redescriptions, with the constraint Gµν;µ = 0
holding throughout the base manifold. However, in the full theory the gauge field
Aµ(x), associated with the internal Abelian U(1)Q gauge group, is also not free since
it couples to fermions through the constraints of equations 11.29, as seen in the terms of
equation 11.33 for example. Through field exchanges as considered for equation 11.22
Maxwell’s equation is modified to the form of equation 11.26, with a source term de-
riving from the fermion components. Hence it is necessary to consider the macroscopic
form of the spacetime geometry Gµν(x) = f(A,ψ), and understand how this relates to
the original classical expression for Gµν(x) = f(A) and also to empirical phenomena.
Empirically electromagnetic waves are observed to propagate ‘at the speed of
light’ effectively according to Maxwell’s equation Aµ = 0, with solutions such as that
in equation 11.6 for the transverse polarisation states r = 1 or 2 and with k2 = 0.
Hence the overall form of the function Gµν(x), on the left-hand side of equation 11.12
with Gµν;µ = 0 implied in equation 11.14, appears to be completely transparent to un-
derlying exchanges of indistinguishable fields, with possible intermediate stages similar
to those of figure 11.6 or 11.7, which percolate down through higher orders with the
spacetime geometry Gµν(x) always preserved over the possible field redescriptions.
That is, unlike the general case, the underlying gauge-fermion field redescriptions ap-
pear to make little or no impression on the spacetime geometry associated with an
electromagnetic wave – with Gµν(x) = f(A,ψ) ≃ f(A) which takes the shape of
T µν := − 1κGµν as depicted in figure 11.1 for example.
In QED these higher-order solutions are described in terms of photon self-
energy contributions, as shown for example in the Feynman diagrams of figure 11.9.
Figure 11.9: A series of possible Feynman diagrams which ‘dress’ the original ‘bare’
photon propagator, which itself corresponds to the first diagram alone.
The particles observed in experiments correspond to renormalised states of the
fields. The quanta of the electromagnetic field are massless, even though the higher-
order corrections to the photon propagator in figure 11.9 contain virtual particles such
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as e+e− and dd¯ pairs. In QED the preservation of the bare photon mass mγ = 0, and
hence the equation of motion Aµ(x) = 0, for the renormalised field is explained in
terms of Ward identities (see for example [70]). This observation in QED is analogous
to the transparency of the geometry Gµν = f(A) to higher-order microscopic field
redescriptions in the present theory, maintaining the macroscopic field condition k2 =
m2 = 0, and a correlated mathematical explanation might be sought here.
In the standard theory of QED the behaviour of the field Aµ(x) deviates from
that in classical electrodynamics due to the properties of low energy e+e− pairs. In
HEP experiments an effective internal structure of the photon is manifested in ‘two-
photon collisions’, such as the process γγ → cc¯ induced and observed at e+e− colliders.
In such experiments the photon expresses itself in revealing the internal structure of its
dressed state. Equivalent empirical effects are expected to arise from the principles of
the present theory, with the internal structure of matter composed of endless possible
internal ‘bare’ field redescriptions. Here for example solutions for Gµν = f(A,ψ)
may take the effective macroscopic form of an electromagnetic field alone, such as the
wave solution in equation 11.6, while implicitly containing a myriad of possible field
components and hence carrying the potential for the associated interactions as seen
for example in two-photon collisions.
The mathematical divergences associated with higher-order loop diagrams in
QED are tamed by accepting the non-physical nature of quantities such as ‘mass’ and
‘charge’ in the bare Lagrangian and instead aligning the physical parameters of the
renormalised theory with empirical values of mass and charge, as described briefly
following equation 10.86. The effect of combining an empirically measured generic
coupling parameter g with quantum corrections determined in theory, through the
machinery of renormalisation in QFT, leads to the observable phenomenon of ‘run-
ning coupling’ in which the parameter g is found to depend on the energy scale E as
described by the ‘renormalisation group equation’:
d
d lnE
g(E) = β(g(E)) (11.47)
The function β depends upon the particular theory. In the Standard Model β is posi-
tive for the U(1)Y gauge group and negative for the non-Abelian internal symmetries
resulting in the running coupling shown qualitatively in figure 11.10.
The energy dependence of the coupling g, representing the general case in
equation 11.47, is independent of the bare Lagrangian parameters, and also indepen-
dent of the regularisation method and parameters used to temporarily suppress the
divergences in the process of renormalisation.
As described in section 10.5 generally a quantum field theory is renormalisable,
and finite results may be obtained for comparison with experiment, if the coupling
parameter g is of mass dimensionMD withD ≥ 0. All of the couplings for the Standard
Model, such as g and g′ in equation 7.40, have D = 0 and the corresponding QFT is just
renormalisable. Even here though for the renormalised Standard Model divergences
remain in the sense that the expansion series for equation 10.35 in equation 10.29
does not generally converge at higher orders, although the problem does not become
apparent until terms of approximately order 137 in the case of QED for example ([26]
p.681, this is the point alluded to at the end of ‘item 7)’ in the previous section), far
beyond the first few orders needed for calculations in practice.
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Figure 11.10: The running coupling g′, g and gs =
√
4παs respectively for the U(1)Y ,
SU(2)L and strong SU(3)c gauge interactions in the Standard Model. Extrapolated
from their laboratory values over a number of orders of magnitude in energy scale, via
equation 11.47 with conventional β functions, the three parameters mutually intersect,
although not simultaneously, at around 1014–1016GeV ([70] p.787).
The structure and tools of QFT have a broad scope of applications and do not
necessarily describe the fields or particle states of a ‘fundamental’ theory. An effective
quantum field theory is one which is only valid as a physical theory below a certain
energy threshold and describes particle states appropriate within that energy range.
Such an effective QFT, for example a theory for nucleon-pion scattering, is necessarily
an approximation to nature, with different physics and new particle states observed at
higher energy. The interpretation of particles associated with an effective field theory,
such as nucleon and pion states, as ‘fundamental’ particles is hence unsatisfactory.
Renormalisable QFTs such as the Standard Model are also considered to be low
energy effective field theories. The form of the renormalisation group equation, and
contact with empirical observations, is insensitive to high-energy, short-distance phe-
nomena, which are also unknown. Hence QFT provides a phenomenological framework
for particle physics with fields in the Standard Model Lagrangian transforming under
the SU(3)c × SU(2)L × U(1)Y gauge group describing the types of particles that are
observed in high energy physics experiments. The theory applies over a wide energy
range and provides a unifying framework incorporating weak and strong, in addition
to electromagnetic, interactions. The corresponding quanta of the Standard Model
quantum fields describe the particle states of leptons, quarks, gauge bosons and the
Higgs, all of which from an empirical point of view appear to be elementary. However
this is not a conclusion that can be drawn from the QFT for the Standard Model itself.
A more fundamental theory is needed to ascertain the true elementary struc-
tures of nature. The renormalisation for the QFT of the Standard Model has had great
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pragmatic success in particle physics but, as well as being insensitive to the method by
which divergences are ‘cut-off’, in general has very little to say regarding the structure
of an ultimate high energy theory. Hence the results of the Standard Model renor-
malised QFT are plausibly consistent with an underlying theory for which interaction
probabilities are fundamentally expressed in terms of a degeneracy count of possible
redescriptions of the underlying field function as proposed in this paper. The present
theory aims to describe the actual nature and behaviour of physical entities down to
arbitrarily short distances and up to any energy scale.
Indeed the present theory is intended to be a fundamental, rather than an
effective, theory, in contrast with the Lagrangian approach, as has already been em-
phasised in section 5.2 and as will be discussed further in section 15.2. The present
theory is also completely ‘renormalisable’ in an essentially trivial way since probabil-
ities are constructed simply in terms of the relative ‘number of ways’ field solutions
may be obtained. These involve nested sequences going down through higher orders
of field exchanges, as depicted for example in figure 11.11(a), which itself represents a
higher-order extension from the form of figure 11.6 for a single e−ik·x field component
sequence, here depicted alongside the associated Feynman diagram.
Figure 11.11: (a) A higher-order sequence of field exchanges for the process e+e− →
µ+µ− together with (b) the correlated Feynman diagram with internal loops. This
figure is similar to figure 11.8, except here with differing initial and final states and
without a fold or cut line.
Even considering the degrees of freedom of the field redescription timings ti
the sum of possible ways is infinite, as described following equation 11.44. Further,
the internal 4-momentum freedom for the dd¯ field state, for example, in figure 11.11(a)
translates into the divergent momentum integral for the corresponding dd¯ virtual par-
ticle loop in the Feynman diagram of figure 11.11(b), as described in ‘item 5)’ of
the previous section. For yet higher orders this structure implies a nested product
of infinite sums and integrals which would appear to more and more dominate cal-
culations for more and more ‘dressed’ diagrams. However it is conceivable that such
infinite degeneracy counts largely cancel, resulting in a non-trivial finite calculation of
cross-sections or branching ratios.
For example, by relabelling the final state, figure 11.11(a) can be considered
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to represent a field sequence underlying either an e+e− → µ+µ− or e+e− → dd¯ event,
amongst other possibilities. Since the intermediate redescriptions in figure 11.11(a) are
applicable for both processes e+e− → µ+µ− and e+e− → dd¯ the relative ‘branching
ratio’ to obtain the final state dd¯ is simply:
BR(e+e− → dd¯) = sum of ways for dd¯
sum of ways for {dd¯ or µ+µ−} → ‘
(∞
∞
)
’ (11.48)
For either final state there is an infinite degeneracy of intermediate states owing to
the implied unconstrained 4-momenta for example. These infinities clearly cancel in
calculations such as equation 11.48 since there is a similar, in fact here identical, ‘degree
of divergence’ in each case. Indeed generally in forming measurable branching fractions
cancellation between common factors will provide the main source of normalisation.
Further normalisation factors will be involved in deriving event rates and cross-sections
such as σ(e+e− → µ+µ−), as described towards the end of the previous section.
A similar situation arises in QFT with for example the 4th order Feynman
diagram in figure 10.9 together with the same diagram with the final state relabelled
by X+X−, for the processes X+X− → Y+Y− and X+X− → X+X− respectively, both
of which contain loops with infinite degrees of freedom in terms of the corresponding
momentum integrals. In QFT the methods of renormalisation lead to finite cross-
sections and branching fractions for comparison with the empirical data. In fact in
QFT tree level diagrams, such as figure 10.4, already give a good approximation for
the rates of such processes, provided the coupling constant is sufficiently small. This is
the case for QED in which the cross-section calculation based on the tree-level diagram
in figure 10.3 gives a good approximation for the process e+e− → µ+µ− as described
towards the end of section 10.2.
For the present theory based fundamentally on degeneracy counts the inter-
pretation of equation 11.48 may be contrasted with the case of Newtonian calculus in
which the ratio δy→0δx→0 has a well defined meaning and value since δy and δx tend to
zero in a related manner through a continuous function y = f(x). Here, in a similar
and yet complementary situation, the limit of the ratio
∑
y→∞∑
x→∞ in equation 11.48 gives
a finite and well defined result due to the close relationship between the divergence in
the numerator and that in the denominator.
This a very literal notion of (re)normalisation in calculating probabilities. It is
analogous to everyday cases such as the probability of hitting the ‘20’ on a dartboard.
There are an infinite number of ways in which the point of the dart can land on the
surface of the 20 segment. However this infinity is normalised by the infinite number
of ways of landing in any other region such that the total probability is finite and
approximately 120 (for a suitably random dart thrower). Alternatively the sum over
points may be quantified as a finite integral over surface area, rather like the finite
integral over possible field redescription times ti in equation 11.41 for figure 11.4 as a
measure of the sum of ways to describe the underlying field function.
The above analogy demonstrates the close association of classical and quantum
probabilities in the present theory as will be discussed further in the following section.
The cancellation in equation 11.48 not only applies for the infinite degeneracy of field
redescription times ti but also for the unrestricted internal momentum freedom, im-
plicit in the dd¯ internal state of figure 11.11(a) for example, which is also infinite in
terms of a real-valued
∫
d4k measure.
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In practice calculations of branching fractions and cross-sections may be much
more readily performed by noting the symmetry of the system (analogous for example
to the equal sizes of the twenty segments on a circular dartboard in the metaphor
described above). In the case of QFT unitary symmetry, in calculations based on
complex amplitudes, is applied to model the conservation of probability; and yields
successful results when supplemented by the techniques of renormalisation. However
these calculations, founded on postulated complex-valued entities, miss the physical
meaning of the infinities as a real-valued degeneracy in the number of ways a process
can occur. Hence in the present theory renormalisation based on a real degeneracy
count is expected to be closely related to QFT renormalisation based on complex
objects, such as amplitudes and propagators, with similar conclusions except with
finite results necessarily to all orders in the present theory.
While generating finite results when normalised for specific processes it is plau-
sible that the sums and integrals over the myriad of continuous possibilities, such as
for figure 11.11(a), and for an endless range of higher-order field sequences, may have
residual effects such as the dependency on the energy scale of physically measurable
interaction strengths as described by the running coupling in figure 11.10. Underly-
ing differences in branching ratios such as equation 11.48 will then depend directly
upon differences in the ‘bare’ couplings associated with the field redescriptions such
as Aµ ↔ ψγµψ for example. These include the s˙f real coefficient factors of magnitude
1 or 13 for the U(1)Q coupling in equation 11.33, applied for the outer layer of field
exchanges, that is in the external vertices of the Feynman diagram as for example in
figure 11.5(a) and (b) and as described there in the subsequent text, and will apply
here for the final field redescription at time t = t1 in figure 11.11(a). (In QED there
are Ward identities which both preserve the bare value of the photon mass mγ = 0, as
alluded to earlier in this section with reference to figure 11.9, and also which preserve
the ratios of charges through renormalisation, and again a correspondence might be
sought with the structures of the present theory.)
The field redescriptions underlying the many solution possibilities are profusely
diffused throughout spacetime, from the temporal origin of the universe in the Big
Bang, shaping the initial conditions for the evolution of the cosmos as considered in
the following two chapters, to the quantum effects observed in laboratory experiments
such as that represented in figure 10.1 and described further in the following section.
As well as the photon ‘self-energy’ contributions of figure 11.9 the field redescriptions
‘dress’ the initial and final state particles for an event observed at a collider experi-
ment. These higher-order solutions include the final state processes suggested by the
Feynman diagrams in figures 11.5(c) and (d). Since the dd¯ fields undergo strong SU(3)c
interactions, producing an observed final state π+π− pair for example, objectively it
might be expected that many more spacetime world solutions with a dd¯ compared
with a µ+µ− final state might be identified, in the context of a grand ensemble of all
possible Gµν(x) = f(Y, vˆ) solutions on M4. This consideration would suggest that the
branching ratio of equation 11.48 should effectively be unity, owing to the apparent
relative infinity of ways to produce a dd¯ rather than a µ+µ− final state. As pointed
out in the discussion after ‘item 7)’ in the previous section such a conclusion for the
present theory, although being internally consistent, would appear to be drastically
incompatible with empirical phenomena.
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However laboratory phenomena, as for all observations, subjectively evolve pro-
gressively in time. At the time t1 of the final field redescription in figure 11.11(a) the
likelihood of a field exchange will depend upon the U(1)Q coupling s˙f regardless of
what has happened before or what can happen after. Hence the charge value of 1
or 13 will dominate the cross-section. Subsequent field redescriptions and interactions
for the final state produced, as represented in terms of the Feynman diagrams in fig-
ures 11.5(c) and (d) for example, will not affect the branching fraction calculation
for equation 11.48 other than through their implications for a final state phase space
factor, which in the present theory correlates with the range of spacetime geometries
associated with a particular set of final state particles.
More generally out of the grand ensemble of all possible Gµν = f(Y, vˆ) solu-
tions it might be expected that a typical world would be dominated by strong SU(3)c
interactions and corresponding forms of matter, since a relatively much larger range of
field redescriptions are possible, via the set of eight self-interacting gluons, compared
with other kinds of Standard Model interactions. However we do not apprehend a full
4-dimensional universe all together in its full temporal extent as a given object, rather
we subjectively sample a possible world progressively through time. The correspond-
ing progressive accumulation of probabilities selects a type of possible Gµν = f(Y, vˆ)
solution which is extremely rare in the context of the full ensemble, with a sparser more
open form of matter shaped by a more democratic contribution from the components
of SU(3)c × SU(2)L ×U(1)Y gauge interactions.
That is the Gµν = f(Y, vˆ) solution that we observe is selected with all proba-
bilities oriented with respect to an underlying one-dimensional temporal flow from the
past to the future, moulding the matter content and laws of physics for such a universe,
with the structure of causality built into the world we perceive. As for perception of
the world in space and time itself, this subjective causal aspect of observations is a
further necessary a priori structure through which we experience the world, as will be
discussed further in chapter 14.
While the accumulation of probabilities along a causal path through a choice
of world solutions shapes the macroscopic properties of matter on the large scale, the
probabilities locally determine the relative likelihood to achieve different outcomes
such as for example the event e+e− → dd¯ or e+e− → µ+µ− in a HEP experi-
ment as described above. Once the final state particles, such as π+π− or µ+µ−, are
formed and propagate through spacetime to the extent that the macroscopic shape of
Gµν = f(Y, vˆ) diverges the relative degeneracy count of field redescriptions for differ-
ent processes under the same Gµν(x) geometry no longer applies. That is a branching
ratio such as equation 11.48 is determined by the relative number of world solutions ef-
fectively within a local finite spacetime volume (similarly as represented by V T for the
QFT calculations described in section 10.2) with a common local geometry described
by Gµν(x), regardless of what can happen after the final states form.
In quantum mechanics the causal sequence of probabilities is reflected in the
evolution of the wavefunction Ψ in equation 11.51 below as punctuated by apparent
‘collapses’ of the wavefunction, as will be discussed in the following section. As will
also be described further in the next section the underlying statistical origin of quan-
tum phenomena in the present theory is very similar in nature to that for a classical
statistical system, with outcomes essentially determined by the ‘number of ways’ in
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which something can happen. The causal accumulation of probability, that is the
temporal ordering property as described above for quantum phenomena in the present
theory, naturally also applies for systems of classical physics. In the classical world
the temporal ordering of probabilities underlies the second law of thermodynamics for
example, which will be considered in relation to the very early universe in section 13.2.
The statistical approach underlying quantum phenomena in the present the-
ory, fundamentally based on a real-valued degeneracy of field possibilities, has a micro-
scopic structure analogous to that studied in the classical physics of critical phenomena.
There the forces and behaviour of basic elements of condensed matter systems, such
as magnets or fluids, are sufficiently well known to be modelled and parametrised.
There is also a close relationship between such systems and quantum field theory at
the phenomenological level – in fact a correspondence can be identified between renor-
malisation in QFT and the theory of critical phenomena which leads to a principle of
universality for statistical fluctuations, which is equivalent to the cut-off independence
in QFT ([70] p.268). However, although the empirical tests in HEP have been very
successful, in the case of the QFT for the Standard Model the short-distance physics,
only provisionally represented by field parameters in the bare Lagrangian, is essentially
unknown, as alluded to earlier in this section.
Potentially the present theory extends the analogy between HEP phenomena
and critical phenomena conceptually as well as mathematically, with the microscopic
world being ‘modelled’ on the idea of underlying field redescriptions. This makes a
closer relation to the theory of condensed matter systems than for standard QFT,
with the latter founded pragmatically on calculations based on complex transition
amplitudes.
In principle the present theory reaches down without limit into the microworld
revealing an internal structure in terms of nested multiple field solutions continuing in-
definitely in almost fractal-like manner, analogous to the perturbative expansion of the
QFT time-evolution operator expressed as an infinite series in equation 10.31. On the
other hand the scope of the theory in principle also feeds upwards and seamlessly into
the phenomena of condensed matter physics itself, with magnetic and fluid properties
emerging at the macroscopic level, and into the realm of classical physics and classical
probabilities, as alluded to above and described further in the following section.
Out of the construction of the spacetime geometry over sequences of field de-
generacies, of arbitrary high order, it is suggested that the phenomena of particle states
themselves arise, apparently propagating through field configurations in spacetime in
the fully ‘renormalised’ theory and mutually interacting, accounting for the phenom-
ena observed in HEP experiments. This picture of particle states brings to mind the
excitations of ‘phonons’ in the medium of a solid state device, with here the colourful
variety of Standard Model particle types arising out of the variety of underlying inter-
nal field interactions allowed by the broken form of L(v56) = 1 and DµL(v56) = 0 and
the constraint equations 11.29 on M4 in general.
As for the Standard Model, in the present theory particle masses arise through
the interactions of the corresponding field with a ‘Higgs’ field. Here a vector-Higgs field
is associated with the components of h2 ≡ v4 ⊂ v56 of equation 9.46 projected onto
the local tangent space TM4, with the effective Higgs phenomenology provisionally
identified as described in subsection 8.3.3. As well as the selection of the external TM4
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subspace component of F (h3O) here ‘spontaneous symmetry breaking’ is also realised
in terms of a particular choice of vector field v4(x) which may ‘point’ in an arbitrary
direction at any given location x ∈ M4. This structure may be closely relate to the
statistical methods employed in spontaneous symmetry breaking for critical phenom-
ena, as for example associated with the properties of ferromagnetism. Recalling that
the Higgs mechanism was developed from the early 1960s through analogy with spon-
taneous symmetry breaking phenomena as originally conceived in condensed matter
physics this observation sees the Higgs concept returning to familiar territory.
Low energy effective phenomena might also arise and be related to the Standard
Model, which itself may considered to be an effective field theory as discussed after
figure 11.10. In this case while some components of v56 ∈ F (h3O) such as the Dirac
spinors ψ might correlate directly with elementary fermion states, the vector-Higgs
v4 components may correlate less directly with the empirically observed scalar Higgs
particle. In the Standard Model this latter state is itself treated as a ‘fundamental
particle’ in the effective theory with symmetry breaking modelled by a scalar Higgs field
φ in the contrived potential of equation 7.53 as described in section 7.2. In the present
theory the degree of freedom |v4| is considered as a candidate for a field underlying the
observed Standard Model scalar Higgs particle, which hence does not correspond to a
fundamental scalar field in the components of L(v56) = 1 projected over M4. While
the scalar condensates of technicolor models, described shortly before equation 8.73 in
subsection 8.3.3, are analogous to BCS pairs of electrons bound through interactions
with phonons in solid state devices, a different relation to condensed matter systems
might be sought for the present theory since here technicolor gluons are not required
to bind the scalar Higgs together.
While the microworld is infused with field function redescriptions, such as
Aµ ↔ ψγµψ, in the multiple solutions under Gµν(x) physically transmitted real parti-
cle states, such as electrons and photons, as detected in HEP experiments propagate
over macroscopic distances with measurable and regular properties such as mass m,
charge e, spin s and average lifetime τ . These features, which define the particle
types, are regular and reproducible and hence must to some degree arise as the prop-
erties of self-sufficient discrete entities, in the sense of being generally independent
of the conditions under which they are produced and the environment within which
they are observed. Such real propagating particle states are associated with a distinct
impression in the spacetime geometry, that is the form of Gµν = f(Y, vˆ), itself. In
propagating over macroscopic distances particle states, such as photons and electrons,
are revealed through their observable apparent interactions between each other and
with the elements of macroscopic apparatus.
An electron state in the e− beam of a particle accelerator for example is in con-
stant interaction with the electromagnetic fields produced by the accelerating, bending
and focussing components of the machine, via the elementary field exchanges depicted
in figure 11.12(a). Even for a freely propagating electron interactions with an electro-
magnetic field Aµ(x) are present in terms of internal ‘self-energy’ possibilities, similar
to those for the photon in figure 11.9, as shown here for a free electron state in fig-
ure 11.12(b).
Both situations depicted in figure 11.12 are submerged within a saturation of
multiple solution possibilities for Gµν = f(Y, vˆ) such that the empirically observed
331
Figure 11.12: Exchanges between the electron field, described in terms of the compo-
nents of the fermion field ψ(x), and the electromagnetic gauge field Aµ(x), for (a) an
interaction with experimental equipment via an external photon and (b) a self-energy
contribution for a free electron in terms of an internal photon.
electron state emerges out of this myriad of interactions as an apparently robust and
reproducible discrete entity. Such a particle entity may be guided and to some de-
gree localised, propagating in a 4-dimensional spacetime expression of the underlying
1-dimensional temporal flow with properties shaped out of the full higher-dimensional
form L(vˆ) = 1. The particle states exhibit probabilistic behaviour, of the form mod-
elled by quantum theory, as inherited from the probabilistic nature of the underlying
degenerate set of possible field configurations, as described in the previous section.
For the case of the plane wave electromagnetic field Aµ(x) of equation 11.6 an
explicit form of the spacetime geometry was derived in equation 11.12, with Gµν ∼
κk
µkν
V k0
via the coefficient C extracted from equation 11.16. This geometry for the field
in a spatial volume V was provisionally associated with a ‘photon’ of 4-momentum
Pµ = kµ and k2 = 0. In this naive picture the photon propagates as a kind of
‘microscopic gravity wave’, as suggested by equation 11.12, consisting of purely Ricci
curvature as described after figure 11.1 and suggesting a metric gµν(x) of a form similar
to equation 11.13. The 4-momentum carried by such a ‘particle state’ is naturally
‘quantised’ in the sense that the parameter k ∈ R4 in the e±ik·x Fourier modes appears
in the expression T µν := − 1κGµν = f(A), that is equation 11.12, since Gµν(x) is a
function of the spacetime derivatives of the gauge field Aµ(x).
The actual nature of physical particle structure is expected to be rather more
elaborate than initially suggested by this picture of plane waves in a given volume,
which was initially motivated in part by analogy with QFT as recapped at the end of
the previous section. For the present theory, unlike the external states the intermedi-
ate states of field redescriptions, over which the form of the local spacetime geometry
Gµν(x) is unchanged, may however indeed involve independent complex wave com-
ponents. As described in section 11.2 a hybrid set of e−ik·x and e+ik·x mode field
exchanges in such interactions, as depicted in figure 11.7, correlates with the appar-
ent ‘amplitude squared’ rule for the associated interaction probabilities. On the other
hand it is in the nature of a ‘particle’ to possess properties quite distinct from plane
waves.
Whether or not considered in terms of wave packets or within a volume V a
‘particle’ here is also not considered to be a ‘point-like’ entity, but rather a state of
fields as a function on M4 dynamically prescribed through the conditions of G
µν =
f(Y, vˆ) and L(vˆ) = 1. Higher energy particle transitions may be possible in ever
smaller effective volumes V , correlated with higher 4-momentum k, without limit,
with an apparent ‘size’ or structure never observable for the initial and final state
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‘entities’ in processes such as e+e− → µ+µ−. Indeed such ‘particle interactions’ are
manifestations of field redescriptions which effectively apply throughout a finite volume
V simultaneously, as indicated in and described for figure 11.4 for example, without
reference to any point-like particle structure at all.
The fact that particle phenomena become apparent for interactions on very
short distance scales, relative to macroscopic laboratory equipment, may be due to
there being a greater likelihood for field functions to be indistinguishable for small
spacetime volumes. On the other hand the idealised case of transition amplitudeMfi
calculations in QFT effectively considers plane waves defined in the limit V →∞, with
factors of V cancelling for observable quantities such as cross-sections. In the present
theory the role of an apparent volume V with regards to particle interactions, and the
discrete ‘quantised’ nature of particle states and interactions more generally, requires
further understanding.
The factor of 1A in the event rate formula of equation 10.7, from the expression
for the luminosity in equation 10.2, makes intuitive sense when picturing the incoming
beam components as ‘bunches of particles’. However, here the question is how a greater
intensity of field interactions, apparently corresponding a smaller area A, increases
the production probability for final state particles, with the particle concept itself
deriving from the underlying field interactions. The relation of the macroscopic to
the microscopic world through a program resembling renormalisation will be key to
addressing these questions.
As described in section 5.2, and reviewed in the opening of the following section,
the generalisation from the classical solution Gµν = f(A), closely relating to Kaluza-
Klein theory, will modify the macroscopic form of Gµν(x) in way that incorporates the
charge density σ(x) in the current Jµ = σuµ of equation 5.40, the material density
ρ(x) in − 1κGµν = ρuµuν from equation 5.39 and the structure of matter T µν := − 1κGµν
more generally.
From this point of view elementary particle states, such as the electrons and
muons observed in HEP experiments, can be considered as quantum transitions within
the macroscopic world, which is geometrically described by Gµν = f(Y, vˆ). With grav-
itation encompassing quantum phenomena this describes an environment one layer
outside the traditional approach to QFT for which the particle states are simply given
as the initial and final states of particle interactions. We hence return to the con-
ception of the physical world as described section 10.1 for the experiment depicted
in figure 10.1 for example. In the meantime, in chapter 10, we have dismantled the
QFT cross-section calculation in order to identify a correspondence with the present
theory, as summarised in points ‘1)–7)’ of the previous section; with the ultimate aim
of reassembling such calculations in light of the present theory and fully accounting
for the observed particle phenomena.
Together with the observations of chapters 8 and 9 for the breaking of higher-
dimensional forms of L(vˆ) = 1 we may hope to gain some insight into the reasons for
the observed properties of the various particle types without having to merely write
them in by hand based on empirical findings. The abstract Fock space of QFT is
not required, with creation and annihilation of particles through mutual exchanges
now being firmly grounded in the field state of the macroscopic world. Such a state
may consist in the physical components of experimental apparatus themselves, which
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exhibit essentially classical behaviour, providing a framework to make firm calculations
and predictions for the properties of the apparent particle transitions recorded.
An electron state is then consistent both with the idea that nested multiple
field solutions, generalising from figure 11.12(b), continue indefinitely down on the
microscopic level together with the spacetime geometry satisfying Gµν = f(Y, vˆ) and
Gµν;µ = 0 at the macroscopic level, with a form of ‘renormalisation’ relating the two
levels. In the case of the electromagnetic field the massless ‘renormalised’ field has a
close resemblance to the bare field Aµ(x) of equation 11.6, as described in the opening
of this section. Further, from the perspective of Kaluza-Klein theory, the external
geometry is directly related to the internal gauge fields through Gµν = f(Y ) in the
form of equation 5.20 for example. On the other hand, in the absence of an expression
of the form Gµν = f(ψ), the physical fermion particle states of an ‘electron field’ for
example appear to have a somewhat more distant resemblance to the bare ψ ⊂ v56
subcomponents with which they were originally identified through the action of E7 on
the components of F (h3O) broken over TM4, as summarised in equation 9.46.
That is, rather than being described directly by the ψ(x) ⊂ v56 ∈ F (h3O)
field components projected onto M4 the form of G
µν = f(Y, vˆ) for an e− particle state
observed in HEP experiments will be shaped through interactions with other fields,
such as Aµ(x), resulting in a ‘renormalised’ or ‘dressed’ state. This was suggested
towards the end of section 9.3 where it was also hinted however that fermion particle
states might be identified more directly through interactions of a spinor ψ(x) field
and the vector-Higgs v4(x), initially shaping a geometry more simply of the form
Gµν = f(vˆ), as will be described in section 13.1.
The ψ ↔ v4 field exchanges between the spinor and vector-Higgs fields, consis-
tent with the constraint L(vˆ) = 1 of equations 11.29, are also proposed to give rise to
the generation of ‘mass’ for the fermion states. The corresponding interaction terms,
as described for equation 9.48, are reminiscent of Yukawa couplings of a fermion field
to the Higgs field in equation 7.69 for the Standard Model. However while such a ‘bare
mass’ might be identified at the level of L(vˆ) = 1, the physical mass, and indeed the
concept of mass itself, as an observable quantity is only defined for the macroscopic
dressed state as described in terms of the energy-momentum T µν := Gµν . For a free
electron state in the complete theory the aim will be to identify the corresponding
macroscopic form of Gµν = f(Y, vˆ), and to understand how k2 = m2e arises as a robust
observable quantity for such a state, as deriving from the underlying interactions of
the ‘bare’ fields. Further light will be shed on the nature and origin of mass in the
presentation of cosmology in the context of the present theory, in particular towards
the end of section 13.1 and opening of section 13.2.
As well as carrying energy-momentum density in T µν := Gµν particle phe-
nomena are observed through the transfer of discrete values of 4-momenta k, ever
enveloped within a spacetime geometry and consistent with Gµν;µ = 0, such that the
total initial and total final momenta match in processes such as e+e− → µ+µ−. A
full understanding of the nature of such interactions, as provisionally described in sec-
tions 11.1 and 11.2, is of course intimately related to an understanding of the nature of
the particle concept itself. This may require a full exploration of the relation between
the present theory, quantum field theory and condensed matter physics as alluded to
in this section.
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In general terms to understand what is an electron state or what is a muon
state, as observed in HEP processes such as displayed in figure 10.1 or 10.2, it is neces-
sary to think of the full 4-dimensional spacetime picture in relation to the underlying
field component redescriptions. This will be described further for figure 11.13 in the
following section and connects to the broader question concerning the incorporation of
a theory accounting for the quantum properties of fields and particles alongside general
relativity in a consistent framework, in the form of the theory presented in this paper.
The conception of particle phenomena for the present theory will also be discussed
further alongside figure 15.2 in section 15.2 of the concluding chapter, with particle
states correlated with the emergence of discrete topologies for geometric solutions for
Gµν = f(Y, vˆ) in the near vacuum limit.
11.4 Quantum Phenomena and Gravitation Unified
In the present theory we begin with a 1-dimensional temporal progression and hence
need to build a 4-dimensional spacetimeM4 with geometry G
µν(x) out of the structure
and symmetries of the underlying multi-dimensional form of temporal flow L(vˆ) = 1.
The degeneracy of possible solutions for the ways in which this may be achieved re-
sults in the indeterminacy of empirical observations in our world and other apparent
‘quantum’ phenomena, as studied for example in HEP experiments.
Beginning with the electromagnetic field Aµ(x) in section 11.1 the possibility
of alternative solutions involving the fermion field ψ(x) underlying the spacetime ge-
ometry were expressed in terms of the field redescriptions of equations 11.22 and 11.23.
These equations satisfy equation 11.26 in which the current jµ = ψγµψ may be consid-
ered as a source term. Such ‘microscopic’ field redescriptions via the mutual exchanges
Aµ ↔ jµ are incorporated into the spacetime geometry, generalising from the classical
relation Gµν = f(A) of equation 11.1 as originally derived through association with
Kaluza-Klein theory in section 5.1.
The observable world is awash with the interchanges between the Aµ(x) and
ψ(x) fields, together with higher-order redescriptions through which the fields may in-
teract, saturating the world, as described alongside figure 11.12 in the previous section.
This gives rise to a rather fluid mathematical creation of matter as perceived through
these exchanges and hence the properties and forms of the ‘macroscopic’ material
world are conditioned by them. This describes the general relativistic limit pertaining
to tangible physical objects that take shape on M4 over the collective contribution of
the internal fields, such that the apparent composition of the Einstein tensor may be
written simply as:
Gµν = −κT µν(Y, vˆ) (11.49)
This is equation 5.32 of section 5.2 expressed in a form which emphasises the implicit
field composition of the material world. The effective energy-momentum tensor T µν on
M4 may take different forms in terms of the apparent macroscopic matter distribution
on the manifold, but it must always be fundamentally composed out of the interplay of
the underlying fields, mutually subject to the constraint equations 11.29. For example
the energy-momentum tensor might describe a perfect fluid and the Einstein tensor will
be macroscopically composed as described in equation 5.37, as we shall consider for the
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cosmological scales of the universe, alongside equations 12.2 and 12.3, in the following
chapter. The general form of that equation for the structure of Gµν(x) incorporates
macroscopic ‘pressure’ p(x) terms and defines the scalar field ρ(x) which in general
relativity is identified with the familiar notion of ‘matter density’. For the case of a
pressureless perfect fluid we have:
−1
κ
Gµν =: T µνǫ = ρu
µuν (11.50)
that is equation 5.39, with T µνǫ interpreted as the effective energy-momentum ten-
sor for a pressureless fluid. In the original formulation of general relativity such an
energy-momentum tensor, through the above field equation, would be interpreted as
the ‘source of curvature’ on the manifold. This correspondence with general relativity
was explored in more detail in section 5.2 where it was described how equation 11.50
leads to the geodesic equation of motion for this form of matter, that is equation 5.36,
owing to the Bianchi identity Gµν;µ = 0, without the need to introduce the geodesic
constraint as an additional postulate of the theory.
The extension of the classical field relation of equation 11.1, which implies
the homogeneous Maxwell equation Aµ = 0 of equation 11.2, as shown for equa-
tion 5.30, with the inclusion of the charged matter term ρuµuν on the right-hand side
of equation 5.41 is an example of a break away from the pure Kaluza-Klein relation
of Gµν = f(A). This deviation from a free electromagnetic field alone is here con-
sidered at the level of macroscopic phenomena, which overlays the microscopic field
interactions which led to equations 11.21 and 11.26 in section 11.1 and as described
in the opening of the previous section. Applying Gµν;µ = 0 to the full expression in
equation 5.41 led to the incorporation of a charged current Jµ, with Aµ =: Jµ = σuµ
as defined in equation 5.40, and to the identification of the Lorentz force law of equa-
tion 5.43 as a deviation from the purely gravitational geodesic flow. Here the charged
current Jµ corresponds to that observed in macroscopic classical experiments, typically
for the non-relativistic limit such as performed by Faraday in the 19th century. Hence
in addition to the apparent matter density ρ in equation 11.50 effective macroscopic
phenomena also involve the charge density σ in Jµ = σuµ. Both the macroscopic and
microscopic currents are conserved, with Jµ;µ = 0 as described following equation 5.43
in section 5.2 also applying for jµ = ψγµψ of equation 11.26 (as originally expressed
for equation 3.101 in section 3.5 for the Lagrangian approach).
Within this limiting case of general relativity described above, that is neglect-
ing explicit quantum phenomena, if the approximation of a flat spacetime for which
Gµν(x) ≃ 0 may be assumed then the theory of special relativity will apply to the
laws of physics. Further beyond that limit the motion of bodies for physical systems in
which the relative velocities are small compared with the speed of light may be anal-
ysed using classical Newtonian mechanics. Local energy-momentum conservation in all
physical processes is ensured under the Bianchi identity Gµν;µ = 0, since the energy-
momentum tensor T µν is identified with the spacetime geometry Gµν , regardless of the
magnitude of the spacetime curvature. As described in the opening of section 5.2 this
observation applies in particular in approaching the flat spacetime limit with T µν,µ = 0,
and will also apply for the further limit of the non-relativistic case; with the corre-
sponding energy-momentum conservation also encompassing all underlying quantum
phenomena in all cases.
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Microscopic transitions of internal fields such as Aµ ↔ ψγµψ, and quantum
processes in general, may be recorded in macroscopic devices, generally in the form of
amplified electronic signals. All such macroscopic equipment is also itself composed
over field interactions in the form of equation 11.49 and effectively described by an
appropriate classical energy-momentum tensor T µν , for the solid state devices typically
employed, and at a basic level a tiny ‘detector recoil’ will accompany any production
or detection of particle states as a consequence of 4-momentum conservation. The
equations governing the evolution and interactions of the microscopic world hence
merge into the equations of motion for ‘classical’ objects, such as described by geodesic
trajectories or the Lorentz force law. This framework will then shed some light on a
key question concerning the relation of quantum mechanics to the world of classical
physics.
In the previous section it has been outlined how empirically observed particle
states, such as electrons and muons, might be identified in parallel with a program
of ‘renormalisation’ for the present theory, and merge seamlessly into the state of
the macroscopic environment. In figure 11.13 a typical high energy physics process,
as described in section 10.2 and already depicted in figure 10.2, is contrasted with a
typical experiment involving non-relativistic quantum theory.
Figure 11.13: (a) The process e+e− → µ+µ− as observed in HEP experiments for
which the cross-section can be calculated in QFT. (b) The double-slit experiment in
which a single electron is detected on the screen according to a probability distribution
determined in non-relativistic quantum mechanics.
In figure 11.13(a) a particular event is detected, a final state µ+µ− pair at an
angle θ, presumably mediated by one of many possible intermediate sequences of field
states such as represented in figure 11.7. In figure 11.13(b) an electron is detected
at a particular location A out of a continuum of possibilities including B,C . . .. In
standard quantum theory both of these processes are assumed to take place against a
flat background of space and time, which for figure 11.13(a) is Minkowskian and for
figure 11.13(b) is Newtonian. In the present theory however the base manifold curva-
ture, although smooth, is finite and non-flat essentially everywhere in 4-dimensional
spacetime, with both processes depicted in figure 11.13 representing particular features
of a global Gµν = f(Y, vˆ) 6= 0 solution.
Events of the kind sketched in figure 11.13(a) are readily observed by experi-
ments of the kind depicted in figure 10.1 for example. In this case both the macroscopic
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SLD detector and microscopic e+e− → µ+µ− interaction are uniformly enveloped
within a particular solution for Gµν = f(Y, vˆ). The interaction region of such an ex-
periment for such an event will locally have a spacetime geometry Gµν of a similar
form to that for T µν := Gµν pictured in figure 11.1 and as represented by the wavy
lines in figure 11.13(a). As described in section 11.1 the associated metric solution
gµν(x) will have properties closely relating to the metric of equation 11.13; and the un-
derlying field redescriptions, as represented for example by figure 11.7 in section 11.2,
will necessarily respect this external physical geometric form.
Similarly the system described in figure 11.13(b) will be enveloped within a
particular Gµν = f(Y, vˆ) solution, with a non-flat metric gµν(x) description. For a
sufficiently high intensity source with a stable interference pattern observed on the
screen a wave-like solution for Gµν(x) will permeate the spaces between the elements
of apparatus. The lower intensity case, with a single electron detected on the screen
as indicated in the figure, will correspond to a different 4-dimensional world solu-
tion for Gµν(x). While both wave-like and particle-like solutions are shaped by an
enveloping geometry with Gµν;µ = 0 uniformly throughout space and time, the under-
lying indeterministic character of the field redescriptions become evident as discrete
particle phenomena emerge at low intensity. In all cases the direct identification of
−κT µν := Gµν = f(Y, vˆ) implies that the field equation of general relativity is faith-
fully reproduced, even for the case of a single particle state exhibiting the underlying
quantum behaviour.
While a solution Gµν = f(Y, vˆ) envelopes the full 4-dimensional system de-
picted in figure 11.13(b), including the macroscopic apparatus, the indeterminacy of
the single particle process lies in the perfect symmetry of possible field solutions un-
derlying the smooth function Gµν(x) locally at the source S, which is the same for any
possible outcome. This situation is then very similar to that in figure 11.13(a), with
the source S corresponding to the interaction region, as represented by the rectangular
box, and with the range of outcomes A,B,C . . . corresponding to the angular range
0 < θ < π. The comparison is even more direct if the intermediate double-slit screen
is removed from the apparatus in figure 11.13(b).
In all cases the full 4-dimensional solution Gµν = f(Y, vˆ) encompassing the
entire system is intrinsically shaped through a 1-dimensional causal accumulation of
probabilistic outcomes wherever the geometry Gµν(x) is locally expressible in terms
of a degeneracy of underlying field functions. The inclusion of the double-slit screen
in figure 11.13(b) is accompanied by a more complicated spectrum of single particle
solutions, as might be expected since the full system is more complicated. In this case
the relative probabilities, while depending crucially on the underlying field degeneracy
at S, turns out to be weighted by the interference pattern as shown.
The spacetime curvature itself is far too small to be directly detectable, for
example by geodesic deviation, although the fact that Gµν(x) is non-zero in these
laboratory experiments is crucial in the present theory. As described above the local
spacetime curvature associated with the interaction region in figure 11.13(a) will be
analogous to that for the free electromagnetic wave as derived in equation 11.12 and
pictured in figure 11.1. This curvature will naturally be higher in cases of higher energy
density such as at the interaction region of the LHC, where it remains also far too small
to be observable.
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With T µν := Gµν the spacetime curvature is also indirectly made apparent
through the presence of energy-momentum. For example, since energy-momentum
is everywhere conserved in line with the identity Gµν;µ = 0, a small recoil of the
electron source S in figure 11.13(b) will causally precede the detection of an electron
at A. Indeed, in principle ‘elementary’ particles might be observed with detectors
in a way analogous to ‘Brownian motion’ with macroscopic matter ‘recoiling’ against
the elementary transitions of the fields within which it is immersed, bringing out the
properties of both the particles and material objects themselves.
Considering a thought experiment with a very lightweight source S situated
at a very long distance from the detector screen in figure 11.13(b) in principle an
observation of the momentum recoil of S could precede the detection of the signal at
A (and for apparatus consisting of the source and screen alone the prediction of the
hit location on the screen would be very direct). The total momentum of the system,
including the source, double-slit screen and detection screen, will be conserved. The
same quantum interference pattern would still appear on the screen given a large
number of such events.
With the momentum recoil of the macroscopic source S too small to be measur-
able in practice for the process depicted in figure 11.13(b) the first and only sign of the
event will be through the amplification of an electronic signal at A. Pragmatically the
possible observable outcomes can be represented in terms of an electron wavefunction
Ψ(x) evolving according to Schro¨dinger’s equation until collapsing to zero at B,C . . .
at the moment when the electron is detected at A. In the present theory such a de-
scription in terms of an apparently non-local action of wavefunction collapse represents
our knowledge of the state of the system rather than its underlying physical evolution.
In standard non-relativistic quantum mechanics the basic principle of the con-
servation of energy and momentum is considered to hold together with the constraint
that no signals may be transmitted faster than light. For the case of the experiment
depicted in figure 11.13(b) this leads to the question concerning the location of the
‘conserved energy’ during the intermediate period between the emission of a particle
of a given energy at S and the later detection of a particle of the same energy at
A. The corresponding energy-momentum cannot be carried by the wavefunction for
example, due to the discontinuous nature of the wavefunction collapse.
In the present theory the ‘energy-momentum’ is distributed throughout in
terms of the 4-dimensional geometry T µν := Gµν . Energy-momentum conservation
is everywhere implied in the identity Gµν;µ = 0, with nothing being transmitted faster
than the speed of light – as defined by the light cone structure which arises through the
projection of the full form L(vˆ) = 1 onto the manifold M4 as described in section 5.3.
Since a solution Gµν(x) = f(Y, vˆ) primarily describes the shape of a particular space-
time geometry it may have a highly counter-intuitive distribution when interpreted
through T µν := Gµν as an apparent flow of ‘matter ’ through space. Some forms of ge-
ometry do possess a form with a natural interpretation in terms of energy-momentum,
as expressed for the macroscopic example in equation 11.50 for a pressureless fluid.
However, more generally rather more arbitrary geometries are permitted, provided
Gµν;µ = 0, and some form of continuous geometry Gµν(x) will be associated with the
single particle process depicted in figure 11.13(b).
For the present theory the question concerns the manner in which everywhere
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continuous solutions for a geometry Gµν(x) can be apparently channelled in certain
discrete and localised ways which give the impression of ‘particle’ transitions. That
is, locally the energy-momentum T µν := Gµν can be interpreted as the emission or
detection of a discrete particle, for example at S or A respectively in figure 11.13(b).
The answer presumably lies in the nature of the fixed constraint equations 11.29, such
as DµL(vˆ) = 0, which channel the underlying field redescriptions in a limited number
of ways and in turn determine the properties of the particle transitions which emerge,
as alluded to in the previous section.
All empirical phenomena, whether naturally occurring or constructed in phys-
ical experiments such as that in figure 10.1, will be enveloped under a geometry
Gµν(x) = f(Y, vˆ). Since in the laboratory setting this non-trivial geometry, that
is any deviation from Minkowski spacetime, is completely unobservable the conse-
quences of this perspective may be pursued by considering more extreme cases, such
as the thought experiment described earlier for figure 11.13(b) with a very lightweight
source S far removed from the detector screen, as well as by analysing phenomena
physically realised in practice. Any beam of electromagnetic radiation carries energy
and is hence associated with spacetime curvature as for the case of standard general
relativity and as depicted in figure 11.1 for example. In a further thought experiment
intense beams of light, for example produced by lasers, could in principle be config-
ured such that the tiny geodesic deviation of a suitable test body projected through
the curved spacetime associated with the laser beam and over a large distance might
be observed, without any photons of the beam being detected.
This situation may be contrasted with the empirical observation of the deflec-
tion of light itself in the gravitational field of the sun, as first reported just a few years
after the formulation of general relativity. In these cases, for both the above thought
and practical experiments, there is an ‘interaction’ between light and gravity without
the detection of any photons or the need to appeal to any properties associated with
quantum theory. For the above thought experiment similar observations would hold
for an intense beam of particles such as electrons in place of the lasers, and leads to
the conclusion that the electron field associated with the event of detecting even single
electron in figure 11.13(b) will indeed be accompanied by a small, although utterly
undetectable, spacetime curvature.
As described in section 11.2 the spacetime curvature Gµν(x) is always a real
valued tensor field but may be constructed out of a hybrid of complex components, such
as the e±ik·x Fourier modes, of the underlying fields such as Aµ(x) and ψ(x) as depicted
in figure 11.7 for example. The matching of both the e−ik·x and e+ik·x parts coming
together into a real-valued function for a single field such as ψ(x) may correlate with
detection events, such as at A in figure 11.13(b), through which apparently propagating
particle states, such as electrons, are revealed. More generally the concept and nature
of elementary particles needs to be fully addressed, as was discussed in the previous
section and will be further elaborated in section 15.2.
While the understanding of the nature of particles as observed in the laboratory
requires further work, it is clear in the present theory that there are no ‘graviton’ states
since the gravitational field itself is not quantised in any sense. In fact general relativity
provides a classical description of the geometry of the external perceptual framework
of the world which fully accounts for the phenomena of gravitation. There is no given
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flat 4-dimensional spacetime manifold and hence no ‘force’ of gravity as an apparent
empirical addition on top of such a Minkowski spacetime. In turn there is no place
for gravitons as ‘carriers’ of such a gravitational force and no compelling motivation
to consider any form of quantisation of gravity.
In the present theory ‘quantisation’ is a phenomenon that applies to the fields
underlying spacetime solutions of the form Gµν = −κT µν(Y, vˆ), that is equation 11.49
above. Only the right-hand ‘matter’ side of this expression is effectively quantised,
as a consequence of the degeneracy of field redescriptions, involving interchanges of
gauge and fermion fields for example, which underlie the solution. To attempt to
impose ‘quantisation rules’ on the left-hand ‘geometry’ side of this expression would
be to quantise the same object Gµν ≡ T µν twice in two different ways. The external
geometry Gµν(x) itself implicitly incorporates a choice of T µν(Y, vˆ) and effectively
the identification of this 4-dimensional spacetime geometry is itself the mechanism
of quantisation for all non-gravitational fields. That is, the possibility of multiple
solutions of the form Gµν = f(Y, vˆ) underlying the external geometric framework for
perception of objects in the world is the reason why the fields implicit in the energy-
momentum tensor T µν := Gµν are quantised, with no similar argument applying to
the degrees of freedom of the spacetime geometry itself.
Quantum field theory is however formulated against a flat spacetime back-
ground and we may also consider the corresponding limit for the present theory. For
the respective theories of general relativity and quantum fields the geometry of the
spacetime manifold and that of the internal gauge fields are independent construc-
tions. In the present unifying theory the relation between them is identified through
a larger, all encompassing, symmetry group Gˆ for the full general form of the flow of
time L(vˆ) = 1, linking the external and internal forces of nature, as for example seen in
equations 5.20 and 11.1. Their distinctive, complementary, features arise in the break-
ing of the full symmetry group over the base manifold M4, as depicted in figure 5.1
for the L(v10) = 1 model. Considering the full forms L(v27) = 1 and L(v56) = 1 in
turn the surviving local gauge symmetry and resulting field interactions in this theory
have been compared with corresponding features of the Standard Model in chapters 8
and 9. The properties of these interactions will be drawn out and made apparent
through discrete particle phenomena, which themselves can only be fully explored in
the present theory when the associated minute deviations from a flat geometry are
fully embraced, as described above and in the previous section.
In a curved spacetime there are generally no preferred choices of Lorentz frames
and through the local freedom in l(x) ∈ SO+(1, 3) general relativity can be interpreted
as having some relation to gauge theory, as alluded to towards the end of section 3.4.
However, in the limit of a flat linear connection, with Γ(x) → 0 in a Minkowski
coordinate system, it is also meaningful to define a global external gauge, that is a
global basis for components of a tangent vector field in TM4, with a single choice of
l ∈ SO+(1, 3). While the equations of physics are gauge covariant we expect them to
take a particularly simple form when such a natural global gauge is possible. This
is the case in special relativity and also in Newtonian physics for which a Galilean
reference frame is typically preferred. In the limit of a flat spacetime the freedom
of local symmetry in l(x) ∈ SO+(1, 3) has effectively been broken to the much more
restricted freedom of a global symmetry on M4.
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In fact, in the spirit of the present theory as introduced in section 2.2, the
requirement of perception implies that the local Lorentz symmetry freedom of the
local reference frames as a function of x ∈M4 acts globally over macroscopic scales to
a good approximation and hence is essentially broken down from a local to a merely
global symmetry, and hence with far fewer degrees of freedom. This is the reverse of
the usual case seen in gauge field theories in which a global symmetry is generalised to
become a local symmetry leading to the interactions described in the Standard Model
of particle physics for example.
It is this assumption of what is essentially a hole in the full symmetry Gˆ
of L(vˆ) = 1 carved out by the global SO+(1, 3) symmetry on M4 that allows the
deployment of a global Minkowski coordinate frame on the base manifold that in turn
allows the expansion of each field as a sum over the linearly independent functions
of a Fourier series on the base manifold, as described for the electromagnetic field
for example in equations 11.3–11.6. The question concerning the relation between the
interactions of such fields in the present theory in this limit and calculations performed
in quantum theory has been considered in the previous sections of this chapter and is
further elaborated in the following.
Generally in physics there are numerous examples in which observable quan-
tities parametrised by real numbers are analysed through expressions involving the
algebra of complex numbers. To take a simple example an oscillating quantity such
as the electric current in a wire of the form I = I0 cosωt ∈ R can be expressed as
I = I0Re(e
iωt) ∈ R. The straightforward mathematical properties of objects such as
eiωt ∈ C, under multiplication and differentiation for example, may then be exploited
in calculations before the underlying physically real (in the sense of ‘existing’) part is
extracted in terms of the mathematically real (in the sense of R) part at the end of
the calculation.
In quantum theory complex analysis is used directly from the foundations. Via
either canonical quantisation or the path integral approach as the starting point for
QFT, Feynman rules and the complex transition amplitude Mfi may be constructed
on the way to extracting real-valued cross-sections or decay rates at the end of a calcu-
lation. Similarly the postulates of non-relativistic quantum mechanics are couched in
terms of complex mathematical objects from the beginning – with a complex wavefunc-
tion Ψ(x) or state vector in a Hilbert space completely defining the dynamical state of
a quantum system and empirical predictions obtained in terms of the real eigenvalues
of Hermitian operators.
These structures for quantum theory appear quite distinct from other applica-
tions of complex analysis in physics which, as for the example of the electric current
I = I0Re(e
iωt) above, begin with real-valued quantities. In this sense, by comparison,
quantum theory appears to hang in the air, apparently lacking a more tangible concep-
tual foundation. The present theory aims to supply such an underlying physical basis
for quantum theory in terms of the relative frequency of possible solutions for fabri-
cating the 4-dimensional spacetime M4 itself, with the geometry G
µν(x) = f(Y, vˆ),
as provisionally expressed in terms of the probability P ∝ D+D− of equation 11.46.
Linked to the QFT probability |Mfi|2 via the structure of the real-valued quantity
Im(Mii) and the optical theorem, as discussed for figure 11.8 and summarised in
points ‘1)–7)’ of section 11.2, the aim is to build the theory up from beneath QFT
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through a complexification of the underlying probability computation, which is based
on the degeneracy of solutions, on the way adopting some the mathematical machinery
of QFT itself.
Historically QFT was developed in the late 1920s on the coat-tails of the origi-
nal quantum mechanics by promoting the wavefunction to an operator field (which was
sometimes called ‘second quantisation’, although there is still only one quantisation).
By Fourier analysing the vector potential Aµ(x), as a free-field solution of Maxwell’s
equations, into normal modes and applying a quantum mechanical harmonic oscilla-
tor treatment to each mode independently photons, as quanta of the electromagnetic
field, were the first ‘particle states’ to be studied in a QFT. Since in the present theory
we began by making contact with QFT in the environment of HEP experiments the
connection in the other direction, with quantum mechanics arising as a limit of QFT,
should also be considered. For example, the retarded propagator or Green’s function
of QFT, which enters the present theory as described for equation 11.22, can be taken
to the non-relativistic limit in which it is found to be identical to the transition am-
plitude for single particle transitions in quantum mechanics. (The possibility of such
a connection can be inferred from the relation of the function ∆R(x− y) to ∆+(x− y)
through equations 10.75 and 10.79 and the structure of ∆+(x− y) in equations 10.58
and 10.60 in comparison with equation 10.8 as discussed after equation 10.63).
While the path integral approach has not been found useful for establishing
the link between the present theory and QFT, as alluded to before equation 10.46 in
section 10.3, the relationship between QFT and QM is perhaps most readily seen in
terms of the path integral approach for which the same basic postulates apply in both
cases. The transition amplitude K is treated as a fundamental object and identified
with the sum over ‘all possible paths’ of a phase factor eiA/~, where A is the classical
action associated with the path (see for example [10] chapter 8). The mathematical
properties of this phase factor are exploited in the structure of the theory, with the
transition probability postulated to take the form P = |K|2 such that the basic law
of probability conservation is upheld. Both QFT, with a mathematical formalism
for generating expressions associated with Feynman diagrams through higher-order
functional derivatives, and the single particle theory of QM for the non-relativistic
case, which can be generalised with higher-order Green’s functions to describe multi-
particle systems, may be derived from the path integral approach. The two cases of
spontaneous symmetry breaking, in condensed matter physics and the Higgs sector of
the Standard Model, alluded to in the previous section may also be described in very
similar ways mathematically using the path integral approach, which is otherwise here
seen as a useful formal method of performing calculations rather than relating to the
conceptual basis for the present theory.
In the present theory objects such as the Schro¨dinger wavefunction Ψ(x) in QM
and transition amplitudes, such asMfi for QFT, are also considered as mathematical
constructions for pragmatic use in the relevant calculations of real observable quantities
such as event probabilities. As complex representations none of these mathematical
objects directly represent physical entities such as fields or particle states, although
complex Fourier modes of the fields have been employed in the degeneracy count as
represented for example in figure 11.7.
For the present theory the fundamental objects in spacetime are the real-valued
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fields directly drawn out from the components of L(vˆ) = 1, and its symmetry actions,
over the base manifold M4, as described in the opening of this section. The energy-
momentum possessed by such fields is strictly defined through T µν := Gµν = f(Y, vˆ),
as described throughout this chapter, in terms of the 4-dimensional spacetime geom-
etry description via the Einstein tensor effectively composed of the underlying fields.
Field interactions and transitions follow from the degeneracy of possible solutions.
This definition of energy-momentum in T µν is independent of the field content, apply-
ing to the quantum as well as classical physics case, with 4-momentum conservation
corresponding in all cases to the identity Gµν;µ = 0.
While in the present theory we begin with the form L(vˆ) = 1 and then identify
the spacetime geometry over an extended manifold M4, in QFT the starting point is
a flat spacetime manifold itself. From this point of view in standard quantum theory
the presence of energy-momentum T µν 6= 0 alongside the flat spacetime assumption
Gµν = 0 not only directly contradicts the central field equation of general relativity but
also evades any possibility of a unifying theory of quantum mechanics with gravitation.
That is, since in QFT a flat 4-dimensional spacetime is a given background arena the
conceptual origin of indeterminate quantum phenomena as a degeneracy of solutions
for the underlying spacetime structure itself is entirely missed.
Hence in quantum theory wavefunctions and amplitudes are introduced at the
outset and unitary symmetry imposed in order to model the probabilities of such
phenomena. This approach dates back to matrix mechanics, presented by Heisenberg in
1925, in resorting to a mathematical framework aimed at coherently linking observable
phenomena without an underlying conceptual and physical motivation as the basis.
On the one hand the present theory provides such an underlying basis for quantum
phenomena in terms of a degeneracy of field solutions for the spacetime geometry, and
on the other hand it should also be able to account for the original quantum mechanics
of Heisenberg and Schro¨dinger in the non-relativistic limit.
Although the curvature of the spacetime geometry Gµν = −κT µν 6= 0 is unob-
servably small by many orders of magnitude on the scale of atomic or HEP phenomena
the standard equations of quantum mechanics and QFT, in assuming a flat spacetime
background, do depend on the existence of a smooth continuum of spacetime points
x ∈ M4 with the structure of a global Minkowski metric ηab on the manifold, since
this is required to give meaning to the location of wavefunction or operator field val-
ues in these theories. In the present theory this continuum takes the full metric form
gµν(x) of general relativity, which is determined by the fields themselves, describing a
spacetime which is only approximately flat.
In the mathematical formalism of QFT the points x of an independent flat
spacetime background are mapped into operators x→ φˆ(x) which are defined by their
action on the states of the system. Quantisation rules are imposed on the dynamical
degrees of freedom of the field φˆ(x) itself, as described for equations 10.13 and 10.16 in
section 10.3, while the spacetime location x is simply a parametrisation for the field in
terms of a set of real number coordinates {x}. In non-relativistic quantum mechanics
the operator xˆa, appearing in the discussion below equation 10.78, represents the
spatial location of a particle state, while there is no operator corresponding to time.
However in QFT, which is invariant under the transformations of special relativity,
there are no operators corresponding to either time or space. Since these quantities
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are clearly ‘observables’ quantum theory as it stands is not a universal theory, rather
extended spacetime provides an ‘external’ background arena for QFT, as it does for
classical mechanics in the non-relativistic limit.
General relativity is the theory of external space and time and is itself not a
theory standing in need of quantisation, either on empirical or necessary theoretical
grounds. While some approaches to ‘quantum gravity’ seek to include gravitation and
spacetime geometry within the framework of an extended quantum theory, here in
the present theory the phenomena of quantisation arise beneath the surveillance of
gravitation, with the geometric degrees of freedom associated with general relativity
hence outside the domain of quantum theory. As a consequence, for example, there
are no gravitons for this theory, as discussed earlier in this section.
The concept of time plays a central role both in relativity theory and in quan-
tum mechanics. In general relativity the proper time, with the interval dτ of equa-
tion 5.48 for infinitesimal displacements, can be used to parametrise a series of events
on the manifold, such as those that map out the spacetime trajectory of a physical
object with 4-velocity flow uµ = dxµ/dτ as described in section 5.3. In quantum me-
chanics the temporal evolution of a state is determined by the Hamiltonian operator
H (as introduced before equation 10.27), which also describes the energy of the state,
with the wavefunction Ψ(t) for example in the time-dependent Schro¨dinger equation
satisfying:
i
∂
∂t
Ψ = HΨ (11.51)
(as exemplified in equation 10.28 for the evolution of the state vector in QFT, and
alluded to after equation 10.52 with H ≡ Eˆ in quantum mechanics). One of the main
difficulties with background dependent approaches to quantum gravity that apply the
superposition principle of quantum theory to spacetime geometries, or make quantum
transitions from one to another, is that, owing to the principle of general covariance in
general relativity, there is no well defined way to map points in one spacetime to those
of another. Labelling the points with coordinates does not help since under general
covariance coordinates are of no physical significance, as described in section 3.4. This,
in particular, means that there is no unique way to specify a map from a temporal
derivative on one spacetime manifold to a temporal derivative on another. Hence
the temporal evolution of a quantum state in equation 11.51 cannot be transferred
in any meaningful way between different spacetimes. This absence of a well defined
independent temporal parameter is known as the ‘problem of time’ in quantum gravity.
It is a problem which does not arise within the present theory since here gravity
itself is not quantised and there is no ‘superposition of spacetimes’. As for classical
general relativity, here the emphasis is on complete four-dimensional solutions for the
spacetime geometry satisfying Gµν = f(Y, vˆ), with indeterminacy and the probabilis-
tic nature of quantum phenomena inherent fundamentally in the degeneracy of many
possible field solutions which underlie the world geometry. Hence there is no difficulty
in identifying a universal one-dimensional time parameter (such as the proper time in
the local frame of any given observer) and the ‘problem of time’ does not arise here,
as it does for theories which place the temporal evolution as conceived in a quantum
theory at the forefront. Rather here quantum effects arise underneath gravity, and
can be consistently parametrised in terms of coordinates on the single spacetime back-
ground of perception, with the ready availability of unambiguous temporal derivatives.
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The structure of quantum theory is hence fused within the structure of general rela-
tivity, with 4-dimensional spacetime infused throughout with a 1-dimensional causal
progression in time as employed for example in equation 11.51.
Geometric structures, including the causal structure of spacetime, are described
by degrees of freedom expressed in the metric gµν(x) and tetrad e
µ
a(x) fields, consis-
tent with the Riemann tensor Rρσµν(x), on a single spacetime manifold M4. Indeed,
this manifold is itself constructed out of the more fundamental underlying notion of
progression in temporal flow s as expressed through L(vˆ) = 1. The projection onto
the manifold results in relative time dilation phenomena as described in section 5.3.
In the 4-dimensional continuum each observer carries a clock which provides a time
parameter which may be applied in quantum experiments in the laboratory or for ob-
servations in general within the spacetime arena; with temporal parameters for mutual
observers simply related by relativistic transformations.
The probabilistic nature in terms of what can happen as the outcome of a lab-
oratory experiment involving quantum phenomena motivates the construction of the
quantum state or wavefunction locally parametrised through a 1-dimensional progres-
sion in time according to equation 11.51 for each local observer and the employment
of the associated quantum theoretical tools.
In the present theory we begin with real fields such as Aµ(x) of equations 11.3–
11.6, with a complex decomposition into parts such as e−ik·x which seem to resemble
a complex wavefunction Ψ(x, t). Indeed, similarly as applied to the positive frequency
modes of the quantum field component φˆ+(x) as described after equations 10.51 and
10.52, the Hamiltonian operator H of equation 11.51 can be applied to the complex
component of the classical electromagnetic field in equation 11.17 resulting in:
HAµ(x) = k0Aµ(x) (11.52)
with eigenvalue k0. This is identical to the energy of the normalised electromagnetic
field within the volume V as described following equation 11.16, which was extracted
through the relations −κT µν := Gµν = f(A). Equation 11.52 exemplifies how the
‘operator plus wavefunction’ description can offer a concise way to extract properties
such as the 4-momentum from the field as a useful tool for calculations. Although
the real-valued field Aµ(x) of equation 11.6 precisely describes the actual field, if it
may be reconstructed uniquely as the ‘realification’ of a complex component such as
equation 11.17 (that is, by adding that equation to its complex conjugate) then the
latter in principle carries all the information concerning the real physical field, and also
satisfies the same equation of motion as the real field as described after equation 11.20.
However, in quantum mechanics the wavefunction Ψ(x) represents a single ob-
servable particle, applying to a physical electron state in figure 11.13(b) for example,
and it remains to be seen explicitly how such particle states may be described in terms
of underlying fields and their interactions in the present theory. Hence an understand-
ing of field renormalisation and the nature of observable particles, as discussed in the
previous section, will need to be further developed in order to establish the full con-
nection between the mathematical objects of the present theory and the pragmatic
devices of quantum theory.
While representing a single particle a wavefunction Ψ(x, t) is in general a con-
tinuous function of the spatial coordinates with intrinsically non-local properties in
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terms of the temporal evolution as a measurement is made and therefore exhibits a
non-particle-like structure itself. In a measurement of position the quantum particle is
observed to be in a particular spatial location which is determined by the wavefunction,
to the extent that the squared modulus of this complex function |Ψ(x, t)|2 determines
the probability to detect the particle at that location, as alluded to after equation 10.8,
with the wavefunction immediately ‘collapsing’ to that measured point. While carrying
information concerning various physical quantities, when combined with the appropri-
ate quantum mechanical operator, the wavefunction Ψ(x), unlike the field Aµ(x) does
not itself carry energy or any other physical attribute and hence there is no physical
discontinuity for the experiment of figure 11.13(b) when the electron is observed at
a particular location. Rather, in the interpretation of the present theory, the energy
is contained in components of T µν := Gµν which is continuous everywhere in these
experiments, as described earlier in this section.
From this point of view the quantum mechanical wavefunction reflects our best
knowledge of the range of world solutions our current empirical situation is consistent
with; it evolves in a determined way U through passage of laboratory time, as gov-
erned by equation 11.51 for a given Hamiltonian operator, in such a way as to yield
probabilistic predictions for which particular solution state we shall find ourselves ob-
serving at the time of the next measurement (see for example [26] p.592). Since the
wavefunction is a non-physical entity, the so-called ‘collapse’ or ‘reduction’ R of the
wavefunction merely represents the change in our knowledge when such an observation
is made, and is not itself a constituent property of the physical world.
Hence the apparent conceptual difficulties concerning ‘wavefunction collapse’
are a somewhat artificial feature of quantum mechanics since the change in evolution
law from the unitary U for the wavefunction Ψ, describing a superposition of states,
to reduction R selecting an eigenstate Ψi in the measurement, is just a pragmatic
device for calculation (similarly as for the employment of the transition amplitude
Mfi in QFT ) and does not directly describe the behaviour of a physical entity, such
as represented by the gauge field Aµ(x) for example.
From the perspective of the subjective laboratory view with a sequence of events
seemingly evolving in time upon a given 4-dimensional background manifold some
quantum phenomena appear mysterious, such as the ‘spooky action at a distance’ as
predicted and observed for Einstein-Podolski-Rosen (EPR) experiments. Such exper-
iments demonstrate that quantum phenomena cannot be accounted for by an under-
lying theory which is both local and deterministic, as constructed in terms of ‘hidden
variables’ for example. In the present theory however the phenomena of EPR corre-
lations and quantum entanglement in general are all sown into the fabric of the full
4-dimensional spacetime solutions under the geometry Gµν(x). These observations
are hence in principle naturally accounted for without any non-local interactions or
behaviour and without hidden variables but with indeterminacy fully embraced as a
manifestation of the local degeneracy of possible fields, including the gauge field Aµ(x)
and fermion field ψ(x), necessarily featuring in solutions for Gµν = f(Y, vˆ). Here
the underlying fields such as Aµ(x) are intimately involved in the construction of the
spacetime geometry, rather than introduced separately as classical waves spreading out
over a pre-existing M4 background.
The local causality in the present theory incorporates the restriction that sig-
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nals cannot propagate faster than the speed of light, with special relativity holding
locally as for general relativity. (In principle a form of the ‘equivalence principle’, as
described in section 3.4, might be adopted, but the employment of a ‘torsion-free’ ex-
ternal geometry is a simplifying and provisional assumption both for general relativity
and for the present theory, as discussed in section 5.3 and also section 13.3). Here
‘causality’ means of course that the range of probabilities for possible future states,
and not the actual future state itself, is determined locally by the present state.
Although the local redescriptions of the fields such as depicted in figures 11.4,
11.6 and 11.7 are arbitrary within the constraints of equations 11.29 the overall theory
is ‘deterministic’ in the sense that all possible worlds, all solutions, potentially exist.
On the other hand events in the single solution of our world do necessarily appear
indeterministic – ‘God does play dice’ from the point of view of observations in our
universe.
In the case of Schro¨dinger’s famous thought experiment the outcome can only
be to perceive an alive or a dead cat ([26] p.808), while an entity described by the
quantum state ‘|alive〉 + |dead〉’ cannot be observed. The present framework incor-
porates a theory of perception through which each of the two possible macroscopic
states corresponds to a separate Gµν(x) world, each necessarily observed subject to
Gµν;µ(x) = 0 and constructed out of the flow of time with L(vˆ) = 1, such that we can-
not perceive both large scale states simultaneously since they describe different worlds.
The more practical experiments with an electron being detected at A,B,C . . . in fig-
ure 11.13(b), or the muon detected at an angle θ figure 11.13(a), are associated with
a spectrum of different worlds.
Whatever the relative probability of the two alternative outcomes as deter-
mined by the apparatus of a ‘Schro¨dinger’s cat’ type experiment, it is possible to
consider two sets of worlds each of which consists of a ‘coarse-grained’ ensemble char-
acterised by one of the two possible outcomes. More generally we inhabit one of a much
larger ensemble of possible worlds, each distinguished by the resolution of a vast num-
ber of locally indeterministic processes intrinsic to the 4-dimensional world solutions.
With the range of worlds resulting from the many ways to construct Gµν = f(Y, vˆ)
over a 4-dimensional base manifold each solution, each universe, is as real as ours.
(This statement carries the caveat that each universe should support observers, in the
sense described in chapter 14).
The availability of ‘many solutions’ for Gµν(x) in spacetime responsible for the
indeterminacy in such experiments is reminiscent of the ‘many worlds’ interpretation
of quantum mechanics. However, here the theory has many solutions by nature, this
feature is not an interpretation of the theory. In the many worlds interpretation of
quantum mechanics the wavefunction is taken literally as a real entity with the above
observations of both ‘an alive and a dead cat’ effectively interpreted as a bifurcation
of our world as one of many such divisions in a ‘branching universe’. In the present
theory the other worlds might be thought of existing ‘out there’ in a realm of pos-
sible mathematical solutions, unlike the more intimate picture of the many worlds
interpretation.
Here there is also no essential observer participation in ‘wavefunction collapse’
in the sense of the ‘many minds’ interpretation of quantum mechanics, rather the
wavefunction, as a non-physical entity, is our own pragmatic construction employed to
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predict the likelihood of future events. On the other hand in the present theory the
observer does have an innate role in shaping the overall theory through the subjective
nature of perception on the base manifold, which implies the breaking the full L(vˆ) = 1
symmetry and the ensuing physical structures. This perspective is influenced by the
Kantian philosophy concerning the a priori nature of perception in the form of space,
time and causality, as will be further elaborated in chapter 14 and in particular in the
opening paragraphs of section 14.2.
During the early history of quantum mechanics the meaning of the formalism
in terms of the ‘Copenhagen interpretation’, was a natural, pragmatic and provisional
way of addressing the conceptual difficulties raised. This also marked a relatively
conservative break away from the world of classical mechanics, combining the quantum
with the classical aspects of the world in a way that upheld the classical behaviour of
experimental apparatus and the classical notion that physics exclusively studies the
properties of a single universe, although now, however, one with an intrinsic element
of uncertainty. While the postulates and mathematical structure of quantum theory
has remained essentially intact and unchanged since the 1920s, the debate over the
interpretation of the theory continues into the 21st century.
The main difficulty with the Copenhagen interpretation is the ‘measurement
problem’ concerning the grey area of interface between classical apparatus and the
quantum system under investigation and the nature of the apparent ‘wavefunction
collapse’. This issue is highlighted by the ‘Schro¨dinger’s cat’ thought experiment and
helped motivate the later many worlds interpretation alluded to above. In the present
theory the measurement problem is resolved through the seamless employment of a
classical notion of probability, defined in terms of the number of ways an event can
happen, all the way down from the macroscopic apparatus to the underlying micro-
scopic field redescriptions. This theory hence unifies the notion of probability for the
classical and quantum domains, as applies for example to the experiments depicted in
figure 11.13.
As well as having a common underlying origin the meaning of the probability of
an outcome for a quantum process (involving for example an experiment in figure 11.13
or the fate of Schro¨dinger’s cat) and for a classical process (such as the roll of a dice
or the toss of a coin) is subjectively the same, in terms of for example how we might
make choices dependent upon such outcomes. In both the quantum and classical cases
the outcome probability is calculated based on our knowledge of the set-up of the
system before the experiment is performed. However there is also a significant objective
difference in the nature of quantum and classical chance even in the context of the
present theory. The difference is that in quantum theory the outcome is fundamentally
unknowable in advance, whereas for the classical case the probability merely represents
the practical limitations of our knowledge and our ignorance of the precise details of the
initial conditions. The actual outcome of such classical experiments would in principle
be calculable and fully determined if we could gather sufficient data and muster the
necessary computational power (the improving accuracy of weather forecasting with
improving technology provides an example). On the other hand, although in the
many solutions there are many worlds and essentially everything that can happen does
happen in some universe, quantum phenomena from our perspective in our world are
objectively and inherently indeterministic.
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For a given observed event, for a process such as e+e− → µ+µ− pictured
in figure 11.13(a), the question can be asked whether a particular sequence of field
exchanges actually mediates the process between the initial and final states. In terms
of the field sequence ψγµψ → ϕγµϕ in figure 11.6 for example this corresponds to
the question of whether there are particular values for t4, t3, t2 and t1, whether the
intermediate ψγµψ field state represents a µ+µ−, dd¯ or other fermion pair between
t3 and t2, and the value of the corresponding unconstrained internal 4-momentum
degrees of freedom. In turn there is an endless list of possible field sequences, with
field exchanges separated by intervals of time down to δt→ 0.
These possibilities are not observable, but it is precisely the fact that they sig-
nify distinct descriptions of the overall process that contributes to the total probability
to observe the event which is statistically measurable. In a similar way that one par-
ticular outcome of many possibilities is observed, such as a µ+µ− or τ+τ− final state
at an angle θ to the incoming e− beam in figure 11.13(a), from a philosophical point
of view it is consistent to think of the internal process as following one particular se-
quence, such as via a µ+µ− or dd¯ internal fermion state in figure 11.6 for example, with
particular values for the continuous degrees of freedom described above. (Although
since there is an endless number of infinitely nested possible field redescriptions, as
alluded to in the previous section, the idea of singling out ‘one’ such sequence may be
poorly defined). This is again analogous to the classical case in which the outcome of
the roll of a dice, for example, is the result of one particular dynamical path taken by
the dice out of an infinite range of possibilities – a path which although not predictable
is, however, observable to within practical limits of precision for the classical system.
This interpretation is of course required to also be consistent with all observa-
tions of quantum phenomena. These include interference effects, such as described in
figure 11.13(b), apparently well accounted for in terms of a superposition of wavefunc-
tions, which in turn feature in the course of the calculations involving complex number
algebra, but which don’t individually generally represent a particular ‘way’ in which a
process occurs. It will be necessary to trace a path from the many solutions picture of
degeneracy in the present theory to the QFT Feynman rules for cross-section calcula-
tions based on the amplitudeMfi, through equation 11.46 as described in section 11.2,
and further to the postulates of quantum mechanics and the construction of the wave-
function Ψ(x) for the non-relativistic limit, in order to see how such phenomena (and
their quantum mechanical description) are compatible with the present theory.
The QFT calculation for the event rate at an e+e− collider, for processes such as
depicted in figure 11.13(a), was presented in equation 10.7 and described in section 10.2.
A doubling of the incoming luminosity, for example by doubling the bunch crossing
frequency f in equation 10.2, or a doubling of the available final state phase space,
in the final term of equation 10.7, leads to a direct doubling of the observed event
rate. On the other hand on adding new intermediate processes interference between
the complex amplitudes Mfi may lead to a reduction of the event rate. Indeed, in
practice the phenomenology predicted as a result of adding new hypothetical processes
in such a calculation is sometimes studied in order to explain the observation of a lower
than expected cross-section. However, according to the basic principles of the present
theory the addition of new processes will only add to the ‘number of ways’ through
which to bridge an initial to a final state and always serve to increase cross-sections
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and decay rates.
The question then may be asked how apparent interference phenomena arise
in the present theory with probabilities based on degeneracy counts which always
accumulate in a positive sense. However, it should be noted that there is no one-to-
one correspondence between components of the degeneracy count D and contributions
to the transition amplitude Mfi. Rather these two means of calculating the total
probability are collectively related by a correspondence of the form of equation 11.46,
which in particular implies a mechanism for normalising the degeneracy count through
a complexification of the calculation.
Interference phenomena in quantum theory are more explicitly presented in
the experiment of figure 11.13(b). As alluded to above this system can be analysed
in terms of two wavefunctions, each emanating from one of the two intermediate slits,
and added together to form the pattern of constructive and destructive interference
generating the probability distribution for events observed on the final screen. Again
there is no direct analogue of the ‘superposition of wavefunctions’ in the present theory,
and again there is no one-to-one correspondence between wavefunctions and elements
of a degeneracy count.
In the present theory such a degeneracy count is also not based on the ‘number
of ways’ in which an electron, as a particle state, could pass through the slits, but rather
on the number of underlying field solutions for Gµν = f(Y, vˆ) given the degeneracy of
field redescriptions underlying the common geometry Gµν(x) for the source S. Particle
phenomena themselves arise as an apparent feature of these solutions. In fact, strictly
speaking it is the phenomena of particle emission or detection, for example from the
source S or at the point A on the screen in figure 11.13(b), that emerge in these
solutions, with no continuous trajectory of a particle-like entity ever observed. Only
the particle-like interactions are ever actually directly recorded.
Even for the events of sophisticated experiments such as depicted in figure 10.1
the apparent ‘tracks’ of particles are reconstructed from a series individual detector
hits, in particular in a tracking chamber. ‘Joining the dots’ in this way creates an
illusion of continuous particle trajectories, as was presumed for the incoming and out-
going particle states sketched in figure 10.2 for example. The theory is hence required
to explain how field solutions for Gµν = f(Y, vˆ) incorporate apparent particle emission
and detection phenomena, which in many cases create the impression of intermediate
particle trajectories – as an interpretation in part based on a close analogy with the
properties of classical particles. Since the effective local field interaction volume can
be arbitrarily small the associated elementary particle states have no apparent size,
consistent with a point-like interpretation.
In conclusion, for the present theory particle effects and the probabilistic nature
of quantum phenomena generally arise out of the merging of two necessary features
of the world. On the one hand the world we inhabit must be perceivable, as expressed
mathematically in terms of geometric structures on an extended manifold such as
M4. On the other hand all such mathematical structures derive from a fundamentally
one-dimensional temporal progression which may be expressed in terms of a general
multi-dimensional form L(vˆ) = 1 together with its symmetries. Resolving these two
requirements in a compatible manner leads to the equations of motion and physical
properties of the tangible material world as perceived in spacetime and incorporating
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the phenomena of ‘quantum mechanical’ transitions deriving from the degeneracy of
underlying field solutions.
While the underlying field components of L(vˆ) = 1 on M4 are in principle
subject to the full symmetry degrees of freedom of the multi-dimensional form of time
the geometrical interpretation needed to support the perceptual frame of the world
requires the identification of a Riemannian geometry on the base manifold of the
appropriate mathematical form with a lower symmetry. Here, as for quantum theory
in general, symmetry rather than scale is the key to quantum processes; although
(as discussed shortly after figure 11.12 in the previous section) with a higher degree
of field symmetry more likely to be encountered on a ‘microscopic’ scale quantum
phenomena are most frequently associated with such dimensions. The spirit of the
principles of quantum mechanics is hence preserved in this new theory in unification
with gravitation, with the identification −κT µν := Gµν expressing the field equation
of general relativity.
The similar nature of the interplay between the larger symmetry and the broken
symmetry in the present theory to the situation in quantum mechanics can be exem-
plified by the Zeeman effect. The energy levels of the hydrogen atom are split by the
presence of a uniform magnetic field, as a preferred direction in 3-dimensional space
reducing or breaking the rotational symmetry of the system from SO(3) to SO(2).
Passing a beam of electrons through a magnetic field configured to select a certain
spin state provides a further example. Generally, in all cases of a measurement of a
quantum mechanical system a structure of lower symmetry, such as the configuration
of laboratory equipment, is imposed upon the intrinsically higher symmetry of the
unobserved state.
In the present theory quantum phenomena arise through the unavoidable a pri-
ori imposition of the lower symmetry of 4-dimensional spacetime upon the general flow
of time as a prerequisite for perception and observation in the world itself. Through
our innate faculty to organise and interpret our experiences in the world through a
coherent global geometrical manifold M4 (playing the part of the directional magnetic
field in the analogy with the Zeeman effect) the full E7 symmetry of L(v56) = 1 is bro-
ken down to the local external symmetry SO+(1, 3) together with the internal gauge
group SU(3)c × SU(2)L×U(1)Y (which, as the surviving symmetries, collectively play
the part of SO(2) in the Zeeman analogy). However, while in the Zeeman effect the
magnetic field direction is a particular choice of experimental setup, in perception the
Lorentz frame, within an approximately global SO+(1, 3) symmetry, is a necessary
form for all physical experience of the world and hence applies to all experiments and
observations.
Further, while the SO(2) symmetry of the uni-directional magnetic field im-
posed on a hydrogen atom with SO(3) symmetry results in a discrete splitting of the
atomic energy levels, the surviving SO+(1, 3)× SU(3)c× SU(2)L×U(1)Y external and
gauge symmetry of the 4-dimensional perceptual field imposed over the full flow of
time L(v56) = 1 with an E7 symmetry will be correlated with a discrete set of possible
transitions of the microscopic world which determines the spectrum of elementary par-
ticles. (Strictly speaking the ‘surviving symmetry’ is SO+(1, 3)×SU(3)c×U(1)Q since
the electroweak symmetry SU(2)L ×U(1)Y is itself broken down to U(1)Q through its
action on the external spacetime components of the ‘vector-Higgs’ h2 ≡ v4 ∈ TM4. As
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described in section 9.2 the electroweak symmetry is also yet to be explicitly identified
in terms of E7 generators). In general the resulting phenomena will be exhibited in the
observed properties of particles in HEP experiments as well as in the non-relativistic
limit of quantum mechanics itself, as exemplified in figures 11.13(a) and (b) respec-
tively.
While the physical structures of both gravitational and quantum theory are
ever present in nature it is possible to consider the limiting cases of the present theory
as applicable to the corresponding empirical observations. The limit in which classical
general relativity emerges on the one hand and a complementary limit through which
an apparent quantum field theory emerges on the other hand can be described in
terms of two significant symmetries for our world with the external Lorentz group
H = SO+(1, 3) (in the notation of section 2.3) as a subgroup of Gˆ = E7, with the
latter being the symmetry of the full form of temporal flow L(v56) = 1 as described
in section 9.2. These alternative limits can be characterised by the role of the linear
connection Γ(x) on the spacetime manifold M4, as described in table 11.1.
Symmetry GR limit QFT limit
H = SO+(1, 3) local symmetry on M4 global symmetry on M4
generally Γ(x) 6= 0 can take Γ(x) = 0 exactly
Gˆ = E7 effective macroscopic matter local E7/SO
+(1, 3) symmetry
T µν(x) := Gµν(x) = f(Y, vˆ) ⇒ Y (x) gauge fields
Table 11.1: Limits in which general relativity and quantum field theory arise. The
employment of a local or global freedom for Lorentz frames with l(x) ∈ SO+(1, 3) was
also discussed earlier in this section in relation to gauge theory.
The fact that GR and QFT emerge as almost exclusive complementary limits
is not surprising given the notorious incompatibility of the respective mathematical
theories and difficulties in uniting them under a single framework. However there is
necessarily a trace of overlap even in the limiting cases. In the GR limit quantum
effects are always locally present underneath the effective energy-momentum tensor
which describes the apparent matter distribution, with macroscopic material proper-
ties shaped by the underlying quantum world. Similarly in the QFT limit particle
interactions are clearly associated with regions of matter density and hence a minute
but finite spacetime curvature is involved, which is a critical observation from the
perspective of the present theory.
As well as shedding light on the respective limits, the present theory may also
address conceptual problems for physical systems where both gravitational and quan-
tum effects are significant. For example the difficulties seen in some approaches to
quantum gravity such as the ‘problem of time’, as described earlier in this section, and
the non-renormalisable nature of quantised gravity, as implied in the discussion follow-
ing equation 10.86 in section 10.5, are avoided here since gravity itself is not quantised.
While one aim of the present theory is to explore particle physics phenomena in the
flat spacetime limit with Riemann curvature tensor components Rρσµν(x) → 0, as
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an approximation to laboratory conditions to test the theory, the case for ‘quantum
transitions’ and ‘particle effects’ for Rρσµν(x) 6= 0, and in general for a highly curved
spacetime, is intended to be fully accounted for in this inclusive theory.
The general form of the relation T µν(x) := Gµν(x) = f(Y, vˆ) in table 11.1
will be applicable even in locations of the universe with extreme spacetime curvature,
such as in the vicinity black holes and during the ‘Big Bang’ epoch. For example,
an environment in which both gravitational and quantum effects are expected to be
significant arises for the phenomenon of the emission of Hawking radiation (1974) in
the highly curved spacetime in the proximity of a black hole, and similarly for the
Unruh effect (1976) in which an observer undergoing a uniform high acceleration in
the ‘vacuum’ of a flat spacetime can detect thermal radiation. Quantum and particle
effects should be calculable with the present theory in such environments, and also for
Big Bang cosmology – which will be discussed in the following two chapters.
In QFT the Fock space representation is generally only valid for free fields in
flat spacetime. The Fourier expansion of the field φˆ(x) in equation 10.13 relies on the
Poincare´ symmetry of flat spacetime for the preferred basis of normal modes e±ip·x
and a corresponding preferred vacuum state |0〉. Particle excitations are built upon
this ground state via the operators a†(p) and a(p). In flat Minkowski spacetime only
global inertial frames of reference are used for which the particle content of a state,
implied in the Fourier components, agrees for all observers.
This construction is not possible in curved spacetime for which the reference
frames of global coordinate systems are necessarily non-inertial. For QFT in curved
spacetime there is generally no unique set of normal modes, which results in different
inequivalent expressions of a particular QFT without a unique vacuum state, and
the particle interpretation in turn becomes ambiguous. Hence in general there is no
objective possibility of identifying either a vacuum or specific particle state for QFT in
general relativity. However, interference between normal modes expressed in different
general coordinate systems has the physical consequence that real particles may be
created by gravitational fields.
Indeed physical particle states produced by gravitational fields or, equivalently,
by accelerated observers are in principle detectable and hence do represent real objec-
tive phenomena which in principle should be consistently accounted for in a complete
theory. Similarly the particle states observed in high energy physics experiments are
empirical objective entities. In all cases the detection of particle effects hinges on the
nature of particle or field interactions, without which the particles could not be ob-
served. In the present theory it remains then to fully understand the nature of particle
phenomena, and their apparent physical interactions in general, as emerging out of the
underlying interactions of fields, as represented by a degeneracy of redescriptions, as
we began to address in the previous section and will further consider in section 15.2
in the discussion of figure 15.2.
In the present theory the use of the Fourier transform expansion in equa-
tion 11.6 is merely an effective approximation that arises in the limit of a flat Minkowski
spacetime, and in which the apparent particle effects might most simply be analysed.
Elementary particles are not fundamental entities out of which the world is built, they
are a robust phenomenon that arises in the flat spacetime (and near vacuum) limit,
as alluded to in the opening of section 10.1 and as studied in experiments such as de-
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picted in figure 10.1. The properties of ‘particles’ may be less robust in highly curved
spacetime, and more difficult to calculate than in the fixed limit of flat background
manifold, but there is no fundamental conceptual difficulty.
The field redescription ψγµψ → Aµ → ϕγµϕ of figure 11.4 is presumed to
be locally enveloped in a spacetime geometry Gµν(x) which takes a form resembling
that of T µν := Gµν in figure 11.1. If such an interaction takes place in the prevailing
environment of a highly curved spacetime, for example in the proximity of a black hole,
then to a certain extent all of the fields, ψ(x), ϕ(x) and Aµ(x), will be ‘bent the same
way’ and hence processes such as depicted in figure 11.4 might be largely unaffected.
Similar underlying field redescriptions in combination with immense gravitational tidal
forces might then provide a description of black hole evaporation in the context of the
present theory.
The question can also be asked concerning the nature of phenomena for yet
more extreme spacetime curvature, such as in the region of a black hole ‘singularity’ or
generally corresponding to a yet higher scale of energy. In the context of figure 11.10
the GUT scale, at around 1015GeV, in marking a point of gauge coupling unification
ought to be of significance for the present theory in terms of the phenomena of the
internal forces, while the external gravitational field will be treated in the same manner
as for the low energy phenomena. Further, in the present theory gravity itself is not
‘quantised’, there are no ‘graviton’ particles, and the Planck scale at around 1019GeV
may just be a dimensional quirk with no particular significance. Hence arbitrarily high
energy densities and arbitrarily high spacetime curvature might be considered in the
present theory in a continuous manner without limit.
In summary, from the point of view of the present theory the postulate in quan-
tum theory that an event probability is determined by the square of the absolute value
of an ‘amplitude’, with unitary symmetry imposed to ensure the structure is consistent
with the basic laws of probability, should be considered as a provisional construction
standing in need of an underlying conceptual basis and physical explanation. Such an
explanation would be preferred in place of any theoretical ‘postulate’, and here it lies in
the idea of the natural degeneracy inherent in the number of ways local field solutions
may be found for Gµν = f(Y, vˆ) for processes such as those observed in figure 11.13
and more generally.
This is the key to combining general relativity and quantum phenomena in
a single complete and unified theory. Indeed, given the prohibitive conceptual and
mathematical difficulties encountered in attempting to unify these two pillars of 20th
theoretical physics it seems likely that a significant concept or postulate on at least
one side must yield some ground. Here the definition of probability in terms of am-
plitudes in quantum theory seems a reasonable place for this, with the amplitudes
and wavefunctions of quantum theory then representing calculational tools employed
in an intermediate complexification of a computation. This approach has been exem-
plified by unravelling the QFT event rate calculation of equation 10.7 and making the
case for replacing the contribution from the amplitude Mfi by a quantity based on a
degeneracy count D via the associations of equation 11.46.
This foundation also unifies the notion of probability with the classical con-
cept in the sense of essentially referring to the ‘number of ways’ that a process can
occur given a particular initial state or situation. However, while classical probabili-
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ties concern the number of ways that things can happen in spacetime M4, quantum
probabilities concern the more fundamental question of the number of ways in which
the spacetime manifold M4 itself can be constructed with a world geometry described
by Gµν(x) = f(Y, vˆ). Further, in principle this approach to quantum phenomena
also leads to a clarification of the meaning of ‘renormalisation’ as discussed for equa-
tion 11.48 in the previous section.
For theories which postulate extra spatial dimensions, such as the Kaluza-
Klein theories described in chapter 4, our 4-dimensional spacetime world is contained
within the larger space, for example as a 4-dimensional brane embedded within the
higher-dimensional bulk manifold or with the extra dimensions being ‘compactified’, as
discussed in section 5.4. For the present theory founded on one-dimensional temporal
flow the extended physical world is perceived through the structure and symmetries of
the multi-dimensional form L(vˆ) = 1, with the degeneracy of solutions for constructing
such a 4-dimensional world underlying the phenomena of quantum theory while the
external spacetime geometry itself conforms with the structure of general relativity.
As well as combining general relativity and quantum theory in a consistent
framework within which the two theories are separately preserved in essence, the com-
plete conceptual theory is based on sound intuitive principles, founded upon the ever
pervading multi-dimensional form of temporal flow L(vˆ) = 1 rather than upon seem-
ingly arbitrary, mysterious or purely pragmatic assumptions. The theory should of
course also be able to make predictions and be found to be in full agreement with
all observations. Such a correspondence has been initiated in chapters 8 and 9 with
regards to comparison with the Standard Model of particle physics. Further, on incor-
porating all physical scales, including that of HEP phenomena, in principle the present
theory is expected to be profusely testable.
All the underlying fields in nature, which underlie for example electron and
photon particle states, are in continual interaction through mutual indistinguisha-
bility under the external geometry Gµν(x) – from the interaction region of an HEP
experiment such as that in figure 10.1, to atoms and molecules, through to biologi-
cal organisms, planets, stars and galaxies, with the underlying processes moulding a
smooth and continuous geometry Gµν = f(Y, vˆ) with all the quantum phenomena em-
bedded within and in turn, through T µν := Gµν , shaping the structure and apparent
phenomena of the material world.
As well as the extreme environment of a highly curved spacetime alluded to
above, the complementary question concerning the nature of the ‘vacuum state’ can
also be considered. Even in the apparent vacuum, away from tangible physical matter,
in general a form of Gµν = f(Y, vˆ) must be present throughoutM4 in order to describe
the spacetime geometry. This structure might in principle implicitly include a form
of effective ‘vacuum energy’, incorporated into the spacetime geometry and describing
the effects of a cosmological constant Λ, at least to a good approximation, and hence
in turn accounting for observations of the large scale structure of the universe. Indeed,
more generally, as well as terrestrial laboratory phenomena the present theory has also
been developed with the cosmological scale in mind, and hence in the following two
chapters we review aspects of cosmology in the context of the new theory.
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Chapter 12
Cosmology
12.1 The Large Scale Structure of the Universe
While the previous chapter focussed on the application of the present theory to the
smallest observable scales, regarding in particular the quantum field and particle phe-
nomena studied in high energy physics experiments, here we return to consider general
relativity and gravitation, continuing the thread from sections 5.2 and 5.3 in the light
of the intermediate chapters, as applied up to the largest empirically accessible scale
of the observable universe and beyond. In the context of the large scale structure of
4-dimensional spacetime the right-hand side of equation 5.32 can generally be con-
sidered to describe the effective macroscopic form of apparent matter terms, with
−κT µν := Gµν = f(Y, vˆ) for this equation, that is in the GR limit as summarised in
table 11.1, with the practical normalisation factor of −κ inserted. However an under-
standing of the impact upon the spacetime geometry of the underlying microscopic
fields and their interactions will also be directly relevant both for the universe at the
present epoch as well as in its much earlier history. Indeed since the energy den-
sity in the early universe reaches and surpasses that attainable in high energy physics
experiments, the environment of the immediate aftermath of the Big Bang may itself
provide a possible test arena for theoretical particle physics through any imprint which
the corresponding phenomena may leave in the structure of the cosmos which is still
observable today.
In the following two sections we review some of the main features of standard
textbook cosmology, as deduced from and motivated by empirical observations. In
the following chapter we then collect and describe a series of observations concerning
the present theory which, at a qualitative level at least, correlate with a number of
aspects of modern cosmology. Without making a quantitative argument in terms of
cosmological parameters these aspects include the dark sector of implied matter and
energy in the universe and the origin and nature of the Big Bang and the very early
universe itself.
The rather direct application of the conceptual scheme described in the previous
chapters to the cosmological scale will first be outlined briefly in this section. This
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application is possible since the general picture of the standard cosmological model of
the evolution of the universe according to Einstein’s field equation of general relativity,
given broad underlying assumptions concerning the large scale structure of spacetime,
is naturally compatible with the present framework.
Based on the translation symmetry represented in figure 2.2 we described in
sections 2.1 and 2.2 how the perceptual background of a flat SO(3) symmetric spatial
manifold M3 could be effectively derived through the structure and symmetries of the
flow of time expressed in the form L(v3) = 1 of equation 2.14. On extending this
model to the case of a full Gˆ = SO(5) symmetry of L(v5) = 1 projected over M3, as
described for figure 2.7 in section 2.3, a finite external (and also internal) curvature
was obtained. Subsequently a Gˆ = SO+(1, 9) model for the case of a 4-dimensional
spacetime M4 as pictured in figure 5.1 was described in section 5.1, again introducing
minor distortions from a flat geometry corresponding to the effects of general relativity.
These geometric distortions are presumed to be undetectable in everyday experience –
that is out of the degrees of freedom of the full symmetry group of L(vˆ) = 1 projected
onto the base manifold M4 we require the local SO
+(1, 3) ⊂ Gˆ subgroup to be broken
down to an approximately global symmetry of the 4-dimensional spacetime manifold,
incorporating an approximately Euclidean 3-dimensional space, forming the backdrop
for our perception of physical objects in the world.
This requirement is borne out by our observations of the world around us on
the scale of the solar system for which the non-Euclidean effects of general, as well
as special, relativity are indeed imperceptible. The non-Euclidean effects such as the
deflection of starlight passing close to the sun are well beyond the reach of casual
observation. On the other hand local observations such as the accelerating fall of an
apple from a tree might at first sight be ascribed to a ‘force of gravity’ active within a
flat arena of space and time, rather than to an effect of a curved spacetime arena itself.
The apparent flatness of the local geometry both from the point of view of our everyday
experience of the world and also for most scientific experiments accounts for the fact
that the existence of a non-Euclidean element of 3-dimensional space combined with
1-dimensional time was not recognised, through centuries of scientific developments,
until the early 1900s.
Carrying the same principle of our innate requirement of perception in the
world to the largest scale in which we encompass everything in our observable universe
it seems natural to ask how it could be possible for our existence and experiences to
influence in any way the shape or form of the universe over regions measuring billions of
light-years across. However, a central point of the work presented in this paper is that
here we consider the whole universe to be the physical manifestation that is created
through and within the possibility of our experiencing it and is therefore shaped by
the necessary form of that possibility, as we shall describe further in chapter 14. The
initial naive picture that hence comes to mind is then based upon the assumption
of an approximately Euclidean background extending to the largest observable scale,
neglecting the (generally imperceptible) local variations from flatness, with the flow of
time propagating through a 4-dimensional manifold as depicted in figure 12.1. This
picture represents the largest scale realisation, for our own 4-dimensional universe, of
the general idea introduced in figure 2.3 of section 2.2 for the model 3-dimensional
world.
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Figure 12.1: Propagation of galaxies, clusters of galaxies and large scale physical struc-
tures through the M4 spacetime manifold, with the temporal dimension directed from
left to right and one spatial dimension suppressed.
We further recall that in the full theory the components of the 4-dimensional
vector field v4(x) onM4 are considered to be locally embedded in a higher-dimensional
form of temporal flow L(v27) = 1 via the space of v27 ≡ X ∈ h3O matrices through
equations 8.4 and 8.5 of section 8.1, and in turn within the form L(v56) = 1 via the
elements x ∈ F (h3O) in the form of equation 9.46 as described in section 9.2. From a
purely mathematical point of view the intermediate 4-dimensional case is readily by-
passed in generalising from a 1-dimensional temporal progression to higher-dimensional
forms, here represented by a 27-dimensional and on to a 56-dimensional form of time
with a full Gˆ = E6 and Gˆ = E7 symmetry respectively. However, in order to physically
experience or perceive any structures implicit within the general form of time a lower-
dimensional part, with mathematical properties isomorphic to the geometrical forms
required to define the perception of objects in the world, is projected out, or syphoned
off, from the full general form of temporal flow.
In our world this has been taken to be achieved through extracting v4 ≡ h2 ∈
h2C ⊂ h3O ⊂ F (h3O), with the quartic form L(v56) = 1 for v56 ∈ F (h3O) having an
E7 symmetry, and projecting the vector component v4 ⊂ v56 onto TM4. The form
L(v4) = det(h2) = h
2 has the symmetry group SL(2,C) ⊂ E7 which, as described
in section 7.1, is the double cover of the external Lorentz group acting on Lorentz
4-vectors. While the representations of the complementary internal symmetry upon
the components of L(v27) = 1 and L(v56) = 1 are reminiscent of Standard Model
properties, as described in chapter 8 and section 9.2 respectively, an extension for
example to an E8 symmetry of a form L(v248) = 1, as outlined hypothetically in
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section 9.3, may be needed to fully incorporate the structure of the Standard Model.
In principle this projection, on employing the associated 4-dimensional trans-
lation symmetry of the form L(v56) = 1, opens out the local Lorentz subgroup into
an approximately global symmetry on the M4 manifold, breaking the full local E7
symmetry while at the same time actually generating the spacetime manifold itself.
That is theM4 manifold is created in the act of the symmetry breaking projection from
v56 ∈ F (h3O)→ v4 ∈ TM4 ≡ h2C, with va(x) for a = 0, 1, 2, 3 being the components of
the Lorentz tangent vector field in a local Minkowski coordinate frame on the manifold
as described in section 5.3. In terms of the initial picture, deriving from the trans-
lation symmetry as described for figure 2.2, the metric gµν(x) = diag(1,−1,−1,−1)
may in fact be adopted globally. This continues to be the case to a good approxima-
tion in practice even when planets, stars and galaxies are incorporated as depicted
in figure 12.1. However, while maintaining the approximation of neglecting the local
distortions correlated with matter in these forms, it will not be possible to adopt a
global Minkowski frame when considering the overall cosmological point of view.
That is, while compatible with an approximately flat SO+(1, 3) frame locally,
on the scale of the solar system for example, on larger spacetime scales through to
the vast arena of the universe studied in cosmology there is no longer a necessity for
the geometric form of spacetime to describe a perceptual frame even in approximation.
Further, extrapolating beyond our possible experience or observation of the world the 4-
dimensional geometrical interpretation may itself at some point break down altogether.
This may apply to extreme regions such as black holes at any epoch and the structure
of the very early history of the universe and the Big Bang. The effects of particle
physics studied in an Earth-bound laboratory, and in the previous chapters, are also
likely to play a significant role when extrapolated to the extreme conditions of a highly
non-Euclidean spacetime geometry, as alluded to in the previous section.
In the following section the standard cosmological model and a range of possible
large scale metric solutions will be reviewed, before turning to the very early universe
in section 12.3. This will provide a basis for the perspective of the present theory to
be presented in the following chapter.
12.2 The Standard Model of Cosmology
While the Standard Model for particle physics has been constructed in recent decades
in parallel with the findings of high energy physics experiments, the underlying tools of
quantum field theory were originally developed in the 1920s through to the 1940s. The
framework for cosmological models was originally developed over a similar period fol-
lowing soon after the publication of general relativity in 1915 and through to the 1930s,
although again here the ‘standard model of cosmology’ has only become established in
recent decades in the light of the empirical data revealed with modern observational
technology. In this section we examine the picture of the cosmos and the standard
cosmological model that has emerged out of this work (see for example [5, 73]).
The standard approach incorporates general relativity, as reviewed in sec-
tions 3.3 and 3.4, for which the empirical observation that spacetime curvature is
strongly correlated with the presence of matter is expressed through the field equa-
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tion Gµν = −κT µν . This equation postulates the equality of the Einstein tensor
Gµν = Rµν − 12Rgµν with the energy-momentum tensor T µν , to within a constant of
proportionality. This approach is here summarised in terms of three quotes from [74]:
• ‘We wish to relate the curvature of spacetime to the presence of matter, since
gravity appears in the neighbourhood of matter’ ([74] p.232). The proportionality
constant is determined for weak fields by comparison with Newton’s theory of
gravity and found to be κ = 8πGN , where GN is Newton’s constant, as described
for equation 3.75.
• ‘It will be assumed that the metric in a nearly empty universe is nearly Minkowski’
([74] p.229). Essentially this implies that a flat spacetime arena M4 is presup-
posed before the introduction of matter. Within relatively local portions of the
universe a flat Minkowski spacetime can act as a boundary condition in regions
sufficiently far from matter, as for the example of the Schwarzschild solution in
equation 5.49.
• ‘...the vanishing of the divergence of Gµν as a mathematical identity implies the
vanishing of the divergence of T µν ’ ([74] p.232). That is in light of the contracted
Bianchi identity Gµν;µ = 0 this conclusion follows immediately given that the
Einstein field equation is assumed to hold.
The divergence-free nature of T µν can be interpreted as the conservation of
energy and momentum in the limit of an approximately flat spacetime, as described
in the opening of section 5.2, since for a suitable choice of coordinates with linear
connection Γ → 0 we have T µν,µ = 0. On the other hand, this equation for the
conservation of energy and momentum is often cited as a starting point and then
expressed in a general curved spacetime as T µν;µ = 0, and it is this observation that
then justifies the introduction of T µν on the right-hand side of the field equation itself,
with the Einstein tensor on the left-hand side, since it happens to be also the case
that Gµν;µ = 0 as the contracted Bianchi identity. Consistent with this requirement
an additional divergence-free term may be postulated, associated with a ‘cosmological
constant’ Λ, as may be necessary to account for the empirically observed evolution of
the universe, yielding the full standard field equation as quoted in equation 3.84 and
reproduced here (where we turn here to a convention of generally using lower indices
in such expressions):
Gµν + Λgµν = −κTµν . (12.1)
In 1922 Aleksandr Friedmann made two classes of assumptions in order to
obtain solutions for the spacetime structure of the universe as a whole. The first class
required that the gravitational field should satisfy the equation 12.1, that is the Einstein
field equation including the cosmological constant term (Friedmann considered the case
for both arbitrary Λ as well as Λ = 0), with matter represented as a pressureless fluid
with energy-momentum tensor Tµν = ρuµuν where ρ is the proper density of matter.
In 1927 Georges Lemaˆıtre, working independently of Friedmann, considered the more
general case by including a spatially isotropic pressure term and hence treating matter
as a perfect fluid with an energy-momentum tensor in the form of equation 5.37, that
is:
Tµν = (ρ+ p)uµuν − pgµν (12.2)
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where p is the pressure and here uµ represents the 4-velocity of the flow of galaxies, as
depicted for example in figure 12.1. This energy-momentum is then substituted into
Einstein’s equation 12.1 to give:
Gµν +Λgµν = −κ(ρ+ p)uµuν + κpgµν . (12.3)
We now know that the contribution of radiation pressure to the evolutionary dynamics
of the universe is most significant for around the first 10,000 years of its history, with
the contribution of the matter density becoming comparable around 50,000 years after
the Big Bang and subsequently increasingly dominating over the radiation term. Hence
the idealisation of Friedmann, treating the flow of galaxies as a dust or pressureless
fluid with p = 0, makes a very good approximation for modelling the cosmic evolution,
particularly since the epoch of the ‘decoupling’ of matter from radiation around 372,000
years [44] after the Big Bang, still relatively early in the 13.8 billion year history of
the universe.
The second class of assumptions made by Friedmann in order to obtain a so-
lution concern the nature of preferred coordinate systems and more direct restrictions
on the form of the metric deriving from symmetries imposed on the spacetime. Based
on the picture of galaxies pursuing non-intersecting world lines, for which figure 12.1
represents only a particular special case, 3-dimensional spacelike hypersurfaces, or-
thogonal to and parametrised by a global timelike coordinate t, are assumed to have a
uniform t-dependent 3-dimensional scalar curvature R3(t) independent of the location
on a given 3-dimensional spatial surface. The unambiguous cosmic time t is taken to
be the proper time as measured for any given galaxy. The ‘Copernican view’, that
here on Earth we do not inhabit a central or preferred location of the universe, is sub-
sumed into the ‘cosmological principle’ which asserts that at any given cosmic time t
the universe on large scales is spatially homogeneous and isotropic about any location.
From an observational point of view at the present epoch the assumption of
homogeneity may be justified by the smallness of fluctuations in the distribution of
galactic clusters on scales larger than a few 100 Mpc (megaparsecs, where 1 parsec
is around 3.26 light-years) in an observable universe with distance scales of up to the
order of the Hubble radius:
RH := c/H0 ≃ 3000h−1 Mpc (12.4)
with h ≃ 0.7 and the Hubble constant H0 defined below for equation 12.13. Similarly,
the assumption of isotropy may be justified by the evenness of the cosmic microwave
background (CMB) radiation to within of order 1 part in 105 as observed over the full
coverage of the sky from the Earth.
The mathematical basis for the assumptions of the cosmological principle was
studied thoroughly by H.P. Robertson and independently by A.G. Walker in the 1930s.
The 3-dimensional hypersurfaces for constant t are everywhere orthogonal to a con-
gruence of geodesics given by the integral curves of the vector field ∂/∂t. For each
solution the hypersurface curvature R3(t), while it can vary with time, remains always
either positive (3-sphere), negative (hyperboloid) or zero (for a spatially flat universe).
The Robertson-Walker line element is the most general spacetime metric compatible
with homogeneity and isotropy and can be expressed in terms of intervals of proper
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time τ as:
dτ2 = dt2 − a2(t)
[
dr2
(1− kr2) + r
2(dθ2 + sin2θdφ2)
]
(12.5)
where the parameters a(t) and k will be described below. With the world line of any
given idealised galaxy expressed in terms of constant 3-dimensional spatial spherical
coordinates {r, θ, φ} the full 4-dimensional set {t, r, θ, φ} describes a comoving coordi-
nate system with the cosmic time parameter t equivalent to the proper time τ elapsed
for the galaxy.
As for any metric for 4-dimensional spacetime here the convention is to take the
components of gµν(x) to have the dimension of length squared, that is [gµν ] = [dτ
2] =
L2 (with the dimension of length L equivalent to that of time T since c = 1, while in
the notation of the discussion following equation 10.86 the mass M dimension of gµν is
D = −2). In turn the components of the metric inverse have the dimension [gµν ] = L−2.
(We note that in the present theory the internal Killing metric components, such as gαβ
in equation 4.4 for the case of a Kaluza-Klein metric, are not interpreted as representing
a physical length in a higher-dimensional space in the present theory, however here we
are dealing with purely external metric components in 4-dimensional spacetime). This
convention is consistent with the principle of general covariance in general relativity, as
described in section 3.4, which implies that in general no physical significance can be
attached to a set of coordinates, which consists of numerical parameters of dimension
L0. As implied in the name, only when the manifold is endowed with a ‘metric’
are lengths defined. In fact all parameters on the right-hand side of equation 12.5,
including the scale factor a(t), can be considered to be dimensionless quantities. Since
an implicit factor of g00 = 1 carrying the dimension L
2 accompanies the dt2 term in
equation 12.5, the cosmic time coordinate tmay be interpreted as having the dimension
of T ≡ L. A similar interpretation might be applied to spatial coordinates in certain
cases, in particular for Euclidean coordinates {x, y, z} in the limit of a flat spacetime
with Minkowski metric.
The sign of the dimensionless real number k in equation 12.5 indicates the
sign of the 3-space curvature. For k = 0 the spatial hypersurfaces are flat, although
even in this case the 4-dimensional curvature will generally be finite. For non-zero
values of k the coordinate r may be redefined as r → r/|k| 12 , and the scale factor as
a → a|k| 12 , such that the thus normalised values of k = +1,−1 and 0 represent the
positive, negative and zero spatial curvature solutions respectively.
The simplifying assumptions of the cosmological principle have hence reduced
the 10 parameters of the unknown metric gµν(x) down to a single real parameter a(t)
along with a discrete set of three possible values for k in equation 12.5. Together a(t)
and k characterise the Robertson-Walker line element which itself represents a trial
solution for cosmological models. The specific form of the line element will be deter-
mined by the dynamics provided by equation 12.3, which depends in turn on the choice
of cosmological constant Λ and the ‘equation of state’ relating ρ and p in the energy-
momentum tensor on the right-hand side of Einstein’s field equation. Equation 12.2,
with ρ and p functions of t only, is in fact the most general form of energy-momentum
tensor consistent with the requirements of homogeneity and isotropy as expressed in
the cosmological principle, which is also respected by the Λ term in equation 12.3, with
gµν(x) in the form of equation 12.5. The resulting differential equations in the single
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independent variable t may be solved for a, ρ and p, each of which is a function of t
only owing to the homogeneity assumption.
The Einstein tensor is constructed from the Riemann curvature tensor in terms
of the components of the Ricci tensor as Gµν = Rµν − 12Rgµν , as introduced after
equation 3.71 and via equation 3.74; the Riemann tensor is a function of the linear
connection Γ as expressed in equation 3.73, and the torsion-free Levi-Civita connection
of equation 3.53 is employed as also described in section 3.3. The components of the
metric tensor gµν implied in equation 12.5 are:
g00 = 1, g11 =
−a2
(1− kr2) , g22 = −a
2r2, g33 = −a2r2 sin2 θ (12.6)
These can be substituted into the above chain of relations, via the linear connection,
to determine the components of the Ricci tensor Rµν and scalar curvature R = g
µνRµν
as (see for example [75] p.151):
R00 = 3
a¨
a
(12.7)
R11 = −(aa¨+ 2a˙2 + 2k)/(1 − kr2)
R22 = −(aa¨+ 2a˙2 + 2k)r2
R33 = −(aa¨+ 2a˙2 + 2k)r2 sin2 θ
R = 6
(
a¨
a
+
a˙2
a2
+
k
a2
)
(12.8)
with both gµν = 0 and Rµν = 0 for µ 6= ν, and the notation a˙ = da/dt and a¨ = d2a/dt2
has been employed. Further following the standard procedure and completing the chain
of relations from the metric gµν to the Einstein tensor Gµν the above expressions for
Rµν and R are substituted into the field equation 12.3, which includes the cosmological
term and energy-momentum in the form of a perfect fluid, with components of the
galactic flow 4-velocity uµ = gµν
dxν
dτ = (1, 0, 0, 0) in the comoving coordinates, to find
for the G00 and G11 components respectively:
a˙2
a2
+
k
a2
− 1
3
Λ =
κ
3
ρ (12.9)
2
a¨
a
+
a˙2
a2
+
k
a2
− Λ = −κp (12.10)
Only the above two independent non-trivial equations result since the equations for
the G22 and G33 components are each identical to that for G11 in equation 12.10,
due to the symmetries of the cosmological principle, while the set of six equations for
Gµν with µ 6= ν are identically zero on both sides. In equations 12.9 and 12.10 the
parameters a, ρ and p are functions of the cosmic time t while Λ, κ and k are constants.
Multiplying equation 12.9 by a3, differentiating the full resulting expression
with respect to t and replacing the left-hand side by equation 12.10 multiplied by a˙a2
leads to the relations:
d
dt
(ρa3) = −3pa˙a2 = −p d
dt
a3 (12.11)
that is:
d
da
(ρa3) = −3pa2
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These equations may also be derived directly from the identity T µν;µ = 0 for the
perfect fluid energy-momentum tensor of equation 12.2 given the metric components
of equation 12.6 (see for example [75] pp.152–153, with the same result holding if a
Λ
κ gµν term is included in Tµν since
(
Λ
κ g
µν
)
;µ
= 0). Alternatively the constraint T µν;µ = 0
can be combined with equation 12.9 in order to derive equation 12.10.
This apparent redundancy between the Einstein field equation and the expres-
sion T µν;µ = 0 is expected since, as alluded to above, the form of the field equation
Gµν = −κTµν can itself be motivated by the divergence-free identity which applies to
both sides and contains equivalent information. In fact in defining −κTµν := Gµν ,
which is the interpretation implied in the third bullet point near the opening of this
section, the identity T µν;µ = 0 is simply a copy of the contracted Bianchi identity
Gµν;µ = 0 which is an intrinsic property of the Einstein tensor (see also for example
[6] p.729).
The apparent ‘conservation law’ T µν;µ = 0 can not be directly interpreted as
the ‘conservation of total energy-momentum’ unless the 4-dimensional geometry in-
volved is asymptotically a flat Minkowski spacetime, which is not generally the case
for the Robertson-Walker line element of equation 12.5. In general a suitably flat
spacetime can be identified for local regions of the universe, as suggested in the second
bullet point near the opening of this section, and more specifically leads to energy-
momentum conservation when applied in the laboratory setting, such as for the QFT
limit summarised in table 11.1 towards the end of section 11.4.
As described above in comparison with the contribution from radiation pressure
the universe has been matter dominated since a relatively short time after the Big Bang.
Hence considering the pressure-free case of dust with p = 0 equation 12.11 implies that
ρa3 is constant in time. In this case the matter density at any epoch can be written as
ρ = ρ0
a30
a3
, where a subscript ‘0’ on a quantity such as the density ρ0 or scale factor a0
denotes the present day value at cosmic time t = t0. Generally the boundary condition
a(0) = 0 will be employed, with the cosmic time t = 0 designating the origin of the
universe at the ‘Big Bang’. For such a cosmology the present cosmic time t0 hence
denotes the current ago of the universe.
The physical spatial distance d(t) between any two galaxies at a given cosmic
time t is simply d(t) = a(t)∆Σ where ∆Σ is the comoving ‘coordinate distance’ between
the galaxies (when interpreted with care for the length L dimension as introduced
through the metric as described above, similarly as discussed for the interpretation of
the Schwarzschild solution around equation 5.50). The physical speed of one of the
galaxies relative to the other is v = ddtd(t) which leads directly to the expression:
v =
a˙(t)
a(t)
d(t) = H(t)d(t) (12.12)
where H(t) := a˙(t)a(t) is the Hubble parameter, which generally varies with time. Equa-
tion 12.12 expresses Hubble’s law which states that at any given epoch t the relative
speed between any two galaxies on the corresponding spatial hypersurface is directly
proportional to the distance d(t) between them, with the constant of proportionality
given by the Hubble parameter H(t) at that cosmic time. Hubble’s law is a direct
consequence of the form of the Robertson-Walker line element of equation 12.5 with
variable a(t) and says nothing about the actual dynamics, that is the function a(t) it-
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self, for the universe. At the present epoch the Hubble parameter is called the Hubble
constant (since it is the same everywhere in space) H0 = H(t0) =
a˙0
a0
and is empirically
found to take the value:
H0 = 100h km s
−1Mpc−1 (12.13)
with h = 0.673 ± 0.012 [44], as employed above in equation 12.4.
The functional form of a(t) itself may be determined from equation 12.9, which
is also called the Friedmann equation. While considering the case with p = 0 if the
cosmological constant is also neglected by setting Λ = 0 the Friedmann equation for
any cosmic time t may be written as:
H2 +
k
a2
=
κ
3
ρ (12.14)
The particular value of ρ = ρc =
3H2
κ is called the ‘critical density’ and corresponds
to a solution with k = 0, that is a universe which is spatially flat at any epoch. This
solution is known as the Einstein-de Sitter model and describes an ever-expanding
universe with scale factor a(t) ∝ t 23 , as listed in table 12.1 (in contrast the radiation
dominated case with p 6= 0 and equation of state p = 13ρ results in a dynamics with
a(t) ∝ t 12 for k = 0, as also listed in the table).
FLRW model: Gµν = −Λgµν Matter ρ 6= 0 Radiation p 6= 0 Rµν = λ(t)vµvν
p = ǫρ : ǫ = −1 0 +13 +1
a(t) ∝ e
√
Λ
3
(t−t0)a0 t
2
3 t
1
2 t
1
3
ρ(t) ∝ constant t−2 ∼ a−3 t−2 ∼ a−4 t−2 ∼ a−6
Table 12.1: Four FLRW (Friedmann-Lemaˆıtre-Robertson-Walker) cosmological models
for k=0 with an energy-momentum Tµν = − 1κGµν in the form of equation 12.2, with p
and ρ related via the equation of state p = ǫρ, corresponding to a universe dominated
by a cosmological term (see below), matter, radiation and through Rµν = λ(t)vµvν (for
section 13.1) respectively. The evolution of the scale factor a(t) and effective matter
density ρ(t) are obtained as solutions for equations 12.9 and 12.10.
Equation 12.14 can be rearranged in the form:
k
a2
= H2(ΩM − 1) (12.15)
on introducing the matter density parameter ΩM =
ρ
ρc
= κρ
3H2
. For ΩM > 1 the
spatial curvature is positive, k = +1, and the evolution equation for a(t), that is the
Friedmann equation 12.9 with Λ = 0, shows that the universe will inevitably collapse
back down to the condition a = 0, while for ΩM < 1 the spatial curvature is negative,
k = −1, and the evolution equation for a(t) shows that the universe will expand forever
as for the ΩM = 1 case, with the latter then representing the critical value upon which
the ultimate destiny of the universe depends. While the Einstein-de Sitter universe
with ΩM = 1 describes the unique spatially flat case with ρ = ρc =
3H2
κ for a given
H(t) at any cosmic time t, for the spatially non-flat cases with k = +1 and k = −1
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there is a continuous range of solutions with ρ > ρc and ρ < ρc respectively, for any
given values of ρc and t.
At the present epoch the density parameter for ordinary baryonic matter alone,
which is largely readily visible in the form of galaxies of stars and clouds of dust and
gas, is observed to have a value of ΩB0 = 0.050 ± 0.002 [44] which, being much less
than unity, would imply that we inhabit a universe with spatial curvature k = −1 if
such matter were the sole source of gravitation. The contribution of ‘dark matter’,
which is needed to explain the rotation dynamics of stars within galaxies as well as
the dynamics of individual galaxies within clusters, is found to be larger with density
parameter ΩD0 = 0.265± 0.011 [44], implying a total matter density parameter at the
present epoch of ΩM0 ≃ 0.315. However this total is still inconsistent with independent
observations, namely of the angular anisotropy of the CMB radiation, which suggest
that the universe is very close to being spatially flat with k = 0.
Since ΩM0 falls well short of the total value needed to account for the observed
spatial flatness, and since this quantity is only sensitive to gravitating matter associ-
ated with clustering up to the largest scales probed, a significant contribution from
relativistic particles or a vacuum energy term is implied. With a negligible contribu-
tion from the CMB radiation itself of ΩR0 ≃ 5.5× 10−5 [44] (and with an even smaller
contribution predicted for relic neutrinos from the Big Bang) we continue to assume
p = 0 but allow the cosmological constant Λ to take a finite value in equation 12.9,
which can be divided by H2 = a˙
2
a2
and rearranged in the form:
ΩM + ΩΛ = 1 +
k
a˙2
(12.16)
with ΩM =
κρ
3H2
and ΩΛ :=
Λ
3H2
(12.17)
Analysis of the Hubble diagram for distant supernovae of type SN Ia independently
determines a value of ΩΛ0 = 0.685 ± 0.017 [44]. Hence, as can be seen from equa-
tion 12.16, the empirical observations of ΩM0 + ΩΛ0 ≃ 1.000 and of spatial flatness
consistent with k = 0 from the CMB anisotropy are in excellent agreement.
However while these observations are mutually consistent it appears coinciden-
tal that the contributions from ΩM0 and ΩΛ0 are of the same order of magnitude at
the present epoch. In particular from equation 12.17 and the empirical values of the
density parameters the present overall matter density in the universe is approximately
half that of the vacuum energy, with ρ0 ≃ 12Λ/κ. Since ρ was much larger in the earlier
universe and is ever decreasing into the future, and since the matter density ρ describes
matter which is heavily clumped into clusters of galaxies and the stars within, while
Λ/κ (which may be generically termed ‘dark energy’) is of an apparently very different
nature, both constant in time and uniformly distributed in space, the approximate
coincidence of their present average values, within a factor of two, is notable. It is also
observed that within the ΩM0 contribution itself the dark matter content is around five
times that of the baryonic matter, which is assumed to be a feature largely independent
of cosmic time. An understanding of the origin of the above empirical observations
will require a theoretical understanding of the nature of the dark sector itself.
A solution for the large scale cosmic geometry must also be consistent with
equation 12.10, which can be employed to further analyse the dynamics. Substituting
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a˙2
a2
+ k
a2
from equation 12.9 into this second dynamic equation leads directly to the
relation:
a¨
a
= −κ
(
ρ+ 3p
6
)
+
Λ
3
(12.18)
An era of accelerating expansion of the universe, that is with a¨(t) > 0, provides a
formal definition of cosmic ‘inflation’. From the above equation it can be seen that
this is the case for (ρ + 3p) < 0 for Λ = 0, or for Λ > 0 if ρ and p are relatively
small, or some combination of these factors. The dynamics can be described in terms
of the ‘deceleration parameter’, defined as q := −aa¨
a˙2
. Taking the case p = 0, using
equation 12.17 and dividing equation 12.18 by H2 the deceleration parameter is found
to be related to the density parameters as:
q =
ΩM
2
− ΩΛ (12.19)
At the present epoch, as for the previous several billion years, with the value of ΩM2 <
ΩΛ and q < 0 the expansion of the universe is accelerating, and at an increasing rate.
In contrast during the first few billion years of cosmic evolution the values were such
that ΩM2 > ΩΛ with q > 0 and the rate of expansion of the universe was, temporarily,
slowing down – as sketched in figure 12.2.
Figure 12.2: A qualitative depiction of the evolution of the cosmological scale factor
a(t) as a function of cosmic time t, up to and beyond the present epoch t0.
In the future as the matter density ρ(t) and the value of ΩM decrease with the
expanding universe the cosmological constant Λ will increasingly dominate the large
scale evolution of the cosmos. With p = 0, k = 0, Λ > 0 and taking the limit ρ → 0
equation 12.9 becomes simply a˙2 = 13Λa
2. Hence if such a cosmic epoch begins at
time t = tΛ the scale factor increases as a(t) = exp
(√
1
3Λ (t− tΛ)
)
a(tΛ), which is also
consistent with equation 12.18. For a cosmology entirely determined by a cosmological
constant then tΛ = 0 and, setting a(0) = 1 for this scenario, this describes the de Sitter
model with line element:
dτ2 = dt2 − eAtdΣ2k=0 (12.20)
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where A = 2
√
1
3Λ is a constant and dΣ
2
k=0 represents the 3-dimensional spatial part
of the line element in equation 12.5 for the spatially flat case with a2(t) = eAt. Since
if Λ = 0 ordinary matter on the right-hand side of equation 12.1 does not yield a
solution in the form of equation 12.20 this special case for FLRW cosmology with
an exponential expansion factor was originally considered to represent a matterless
vacuum with Einstein equation Gµν+Λgµν = 0, which is equivalent to the Ricci tensor
being constrained to the form Rµν = Λgµν with constant Λ.
However, since the ‘vacuum’ Einstein equation can be written with the cos-
mological term on the right-hand side as Gµν = −Λgµν ≡ −κTµν(Λ) the exponential
expansion observed for our universe at the present epoch is generally attributed to
‘vacuum energy’ or ‘dark energy’, in contrast to ‘dark matter’ and as alluded to in the
discussion following equation 12.17 above. By direct comparison with equation 12.2
the object Tµν(Λ) may be interpreted as a non-standard form of energy-momentum
for a ‘fluid’ with an energy density ρΛ = Λ/κ and pressure pΛ = −ρΛ = −Λ/κ which
are constant in time as well as space even as the universe evolves. This substitution,
replacing Λ with effective values of ρΛ and pΛ, can also be applied directly in the evolu-
tion equations 12.9 and 12.10, from which the accelerating expansion may be deduced
via equation 12.18 since (ρΛ+3pΛ) < 0 for Λ > 0 (consistent of course with employing
Λ itself directly in equation 12.18). The quantities ρΛ and pΛ remain constant in time
even if an energy-momentum tensor with Tµν 6= 0 for ordinary matter is included in
the field equation 12.1, as is the case in equation 12.3.
The above de Sitter model of equation 12.20 was introduced in 1917 and origi-
nally thought to represent a static solution until it was shown how test particles would
fly apart from each other in such a universe. In the same year a truly static universe
model was proposed by Einstein, also with p = 0 and Λ > 0 as for the de Sitter model
but in this case with a finite matter density ρ tuned to solve equations 12.9 and 12.10
with the constraint a˙ = a¨ = 0. The solution for the Einstein model requires a positive
curvature k = +1 and a constant density ρ = 2κΛ for ordinary matter fixed for all time
as the universe neither expands nor contracts.
From an observational point of view an initial data set of measurements of
significant redshifts for a number of nebulae was observed by V.M. Slipher as early
1917, that is the same year the above models were proposed. In the early 1920s the
brightest nebulae were resolved into stars, including those of the Cepheid type allowing
Edwin Hubble to estimate their distances out to several million light-years. At this
time it was established that the nebulae are in fact further distant galaxies comparable
in size to our own and the visible scale of the cosmos was vastly augmented. That
galaxies are receding away from our own Milky Way with velocities proportional to
their distance from us, consistent with equation 12.12, was first discovered by Hubble
in 1929.
Following the empirical conclusion from the 1920s that the universe is expand-
ing and Eddington’s theoretical observation in 1930 that the static Einstein model is
unstable a policy of dropping the cosmological constant term Λ was generally adopted.
This led in particular to the Einstein-de Sitter model of 1932, with Λ = 0, k = 0, p = 0
and ρ = ρc =
3H2
κ evolving in time, as described above following equation 12.14. As
described alongside equations 12.16 and 12.17 observations in cosmology dating from
the 1990s have resulted in the reintroduction of a Λ > 0 term, which is now incor-
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porated into the standard model of cosmology. (The present domination of this term
over the matter density, composed of both baryonic and dark matter, with ρ0 ≃ 12κΛ
contrasts with above finely balanced Einstein universe for which ρ = 2κΛ). While the
impact of the cosmological constant on the more recent evolution of the universe is
clearly visible in figure 12.2 the much earlier radiation dominated period, while also
forming a key part of the standard model, in spanning a period of less than 50,000
years after the Big Bang is far too brief to feature on the linear scale adopted in this
figure. In the following section we motivate and review some of the theoretical ideas
applied to the yet far earlier universe.
12.3 Inflationary Theory
The redshift z observed for distant galaxies by Hubble, and through to present day
observations now extending out across several billion light-years, is defined by the
relation:
1 + z ≡ λ0
λe
=
a(t0)
a(te)
(12.21)
where te is the cosmic time of the emission of radiation from a distant galaxy with
wavelength λe (which can be deduced from well-known patterns of spectral lines) and t0
is the present cosmic time at which we detect the radiation and measure the wavelength
to be λ0 in our galaxy. With the value of z0 = 0 for the present epoch and adopting the
convention a(t0) = 1 there is a simple relationship between the redshift z at an earlier
epoch and the corresponding scale factor a(te) at that time. Since for our universe a(t)
is an ever increasing function of time, as can be seen in figure 12.2, the value of the
redshift z can be used to label the earlier epochs of our expanding universe. Hubble’s
observations of a positive redshift are explained via equation 12.21 by the simple fact
that a(te) was smaller in the past, while an increasing value of a(t) at any given time
t implies a positive value for the Hubble parameter defined in equation 12.12.
This cosmological redshift does not arise from the Doppler effect, which only
strictly applies in a local or extended flat region of spacetime, but from the passage
of light through a curved 4-dimensional spacetime. As a further example the non-
Euclidean geometry of spacetime also accounts for the gravitational redshift or blueshift
resulting from the propagation of light away from or towards, respectively, a massive
object, which is also an effect of general relativity.
Although the 4-dimensional geometry of our universe is far from (pseudo-)
Euclidean, the observations described in the previous section indicate that the 3-
dimensional spatial hypersurfaces at any given cosmic epoch t appear to be very flat.
While the hypothetical Einstein universe was found by Eddington to be balanced pre-
cariously, as alluded to at the end of the previous section, there is also an apparent
instability concerning the state of the universe we actually observe. If the value of
the total density parameter Ω is not exactly equal to one in a matter or radiation
dominated universe, such as we have described for the first few billion years of our
own cosmos, this value will diverge away from unity as the universe evolves. Taking
equation 12.15, generically replacing ΩM by a density parameter Ω and with H
2 = κρ3Ω ,
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as for the form of equations 12.17 for example, leads directly to the relation:
(
Ω−1 − 1) ρa2 = −3k
κ
(12.22)
from which different conclusions may be reached depending on the equation of state
for the apparent matter density ρ, given that the right-hand side of this expression is
a constant. In particular for an expanding FLRW universe that is matter dominated
or radiation dominated the quantity ρa2 decreases with cosmic time in proportion to
a−1 or a−2 respectively, as can be seen from the columns of table 12.1. Hence it can
be seen from equation 12.22 that a value of Ω 6= 1 will diverge further from unity as
such a universe evolves.
That is any small deviation of the density parameter Ω from the value of
unity at an earlier epoch with a large redshift z will have been greatly amplified by
the present day, such that in going back to the extreme case of the Planck epoch of
t ≃ 10−43 seconds after the Big Bang an apparent fine tuning of the density parameter
to about 1 part in 1060 is required in order to be consistent with the present day
observation of spatial flatness for the universe ([5] p.323). The need for an explanation
of this precise tuning of the initial spatial flatness condition arising out of the Big Bang
is known as the ‘flatness problem’.
That the 4-dimensional geometry can be highly curved even for a spatially
flat cosmology with k = 0 is particularly evident in the early universe. For the matter
dominated case it can be seen by substituting terms from equations 12.9 and 12.10 into
equation 12.8 that the scalar curvature of the spacetime is simply R = κρ (as would
be expected from the paragraph following equation 5.35). Hence as t→ 0, in principle
to an epoch even earlier than the Planck time, with the scale factor a(t) → 0 while
ρ→∞ the scalar curvature R diverges to infinity at what is referred to as the ‘initial
singularity’ at t = 0. It is sometimes noted that the standard cosmological model
hence predicts the paradoxical origins of the universe in such an initial singularity,
studied by S.W. Hawking, G.F.R. Ellis and R. Penrose around 1965–70, a point at
which general relativity, which governs the model itself, breaks down. However any
conclusions drawn from the structure of gravitation at the Planck scale are inevitably
uncertain given the as yet unknown role of quantum phenomena in such an extreme
environment. As described in section 11.4 for the present theory gravitation itself is
not quantised and hence in principle the Planck scale will be of less significance and
not represent a barrier to further extrapolation to arbitrarily early times, as will be
considered in section 13.2.
It is also informative to write the Robertson-Walker line element of equa-
tion 12.5 with the cosmic time coordinate t transformed to a conformal time parameter
η =
∫ t
0
dt′
a(t′) as:
dτ2 = a2(η)
[
dη2 − dΣ2k
]
(12.23)
where dΣ2k represents the spatial part of the line element inside the square brackets of
equation 12.5 with k = +1, 0 or −1. Hence by adopting the conformal time coordinate
η in equation 12.23 the scale factor a(η) can be seen as a special case of a conformal
transformation, which more generally takes the form gµν(x)→ f(x)gµν(x) where f(x)
is an arbitrary real function of spacetime (a very different example of which was con-
sidered in equation 11.13). For the case k = 0 the Robertson-Walker line element is
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hence related to a flat 4-dimensional spacetime via a conformal transformation. It can
also be shown, using a further suitable coordinate transformation, that the geometry
for each of the k = ±1 cases is also conformally flat ([5] p.71). Hence for all FLRW
models the 4-dimensional geometry of the universe, with the metric of equation 12.5, is
conformally flat, which implies the vanishing of the Weyl curvature tensor, introduced
before equation 3.69, that is Cρσµν(x) = 0, even though components of the Ricci cur-
vature Rµν(x) part of the Riemann tensor may attain arbitrarily large values in the
very early universe.
The initial singularity of the Big Bang is a spacelike boundary of spacetime in
our distant past, represented by the horizontal wiggly line in the conformal diagram
of figure 12.3. In such a diagram all null-rays, that is with proper time line element
dτ2 = 0, are drawn at 45◦ and hence the causal properties of the spacetime are made
apparent. The vertical axis of such a diagram is linear in the conformal time η with
the horizontal axis representing comoving coordinate distances ∆Σ, consistent with
equation 12.23. In figure 12.3 epochs on the vertical axis are labelled by the cosmic
time t, although of course not to scale, and intervals of the horizontal axis at any
given epoch can be converted to physical proper distances a(t)∆Σ, as described before
equation 12.12. A ray of light emitted at time t = te and reaching us now at t ≡ t0
will have travelled the comoving coordinate distance
Σp(t0, te) = ∆η =
∫ t0
te
dt′
a(t′)
(12.24)
where δt′/a(t′) is the coordinate distance traversed in a small interval of cosmic time
δt′. Hence any signal emitted beyond this distance at time te will not have been
able to reach us yet and hence in turn Σp(t0, te) is termed the ‘particle horizon’. For
any given te the particle horizon grows with time t = t0 from the perspective of the
observer b in figure 12.3. The particle horizon can also be defined as the proper distance
Rp(t0, te) = a(t0)Σp(t0, te) on the 3-dimensional spatial hypersurface at the time t0,
that is Rp(t0, te) = a(t0)∆η, where ∆η is the conformal time elapsed between t = te
and t = t0.
At the present epoch t0 the largest particle horizon Rp(t0) corresponds to sig-
nals emitted at the time of the Big Bang. Setting te = 0 the integral in equation 12.24
converges provided the equation of state is such that ρ(t) decreases at least as fast as
a−2(t), as it does for a matter or radiation dominated universe as seen in table 12.1.
For various cosmological models the particle horizon, obtained from equation 12.24, is
generally greater than t0 itself since a(t) tends to be smaller for earlier times t < t0.
For a radiation dominated universe the particle horizon has a value of Rp(t0) = 2t0,
while for the matter dominated case the value is Rp(t0) = 3t0. (For the Einstein-de
Sitter model with k = 0 the age of the universe can be expressed as t0 =
2
3H0
and the
particle horizon is twice the Hubble radius, Rp = 3t0 =
2
H0
= 2RH , with the latter
defined in equation 12.4.)
For our own universe the present particle horizon is determined to be Rp(t0) ≃
46 billion light-years, which is greater than 3t0, where t0 ≃ 13.8 billion years is the age
of the universe, owing to increasing impact of the cosmological Λ term at the present
epoch. The proper distance Rp(t0) represents the edge of the observable universe in
terms the present distance to objects on the 3-dimensional spatial hypersurface at
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Figure 12.3: Conformal diagram depicting the past light cone from our present location
b at cosmic time t = t0 extending back to the Big Bang singularity at t = 0. The
recombination era t = trec (≃ t0/37, 000) is also indicated. As a plot of conformal time
η versus comoving coordinate distance Σ the diagram is a 2-dimensional representation
of a 4-dimensional spacetime.
cosmic time t = t0, not of course as we actually might see them via light emitted in
the distant past. While Rp(t0, te) = a(t0)Σp(t0, te) is the present particle horizon for
observing events from time t = te, the proper distance to such an event on the horizon
at the time of signal emission was a(te)Σp(t0, te). For comparing particle horizons at
different epochs comoving coordinate distances ∆Σ, that is intervals of the horizontal
axis in conformal diagrams, will be move convenient, as we describe in the following.
As well as the Big Bang at t = 0 and the present era t = t0 the time of
‘recombination’ t = trec is also labelled in figure 12.3. This is the epoch around 372,000
years after the Big Bang, with a redshift of z ≃ 1090 and as the temperature dropped
below around 4,000K, during which the residual electrons, which had not annihilated
with positrons, combined with protons and other light nuclei to form neutral atoms,
mainly hydrogen and helium (the name ‘recombination’ is somewhat inaccurate as
this process is an initial combination of such objects, unless thought of as a return
to charge neutral states in a different form to that at t = 0). Since there is only
an extremely small interaction between an external electromagnetic field and neutral
atoms this also marks the era of decoupling between radiation and matter alluded
to after equation 12.3. Photons from this decoupling epoch have effectively been
propagating freely since t = trec, relatively early in the 13.8 billion year history of the
universe, until detected in the present as the observed CMB radiation now redshifted
to a temperature below 3K.
From our perspective photons composing the CMB radiation were emitted from
anywhere on the 2-sphere of our past light cone in 4-dimensional spacetime at the time
t = trec. Two points u and v on the continuous surface of a 2-sphere can be arbitrarily
close together, unlike the points u and v in figure 12.3 on the past light cone of this 2-
dimensional representation of spacetime. If the comoving coordinate distance between
u and v at t = trec is greater than twice the particle horizon Σp(trec) then the two
spacetime points have never been in causal contact. Hence from our perspective b,
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with both u and v observed on our particle horizon Σp(t0, trec), there is no reason to
expect a homogeneity of physical quantities such as the CMB temperature as measured
and compared for such regions u and v which have not been in causal contact with each
other. In fact the particle horizon at the recombination era Σp(trec) only subtends of
order 1◦ in the sky from our present perspective b on Earth. The difficulty in contriving
an assumption of homogeneity as an initial condition of the hot Big Bang to account
for the observed uniformity of the CMB temperature to within 1 part in 105 over all
angles of the sky is known as the ‘horizon problem’.
In place of postulating homogeneous initial conditions across causally separated
spatial regions of the very early universe the only means by which the temperatures
at u and v might be related through a process of thermalisation is to arrange for the
possibility of causal contact in their past. This requires a mechanism through which
the Big Bang epoch effectively retreats back further below the recombination era in the
conformal diagram of figure 12.3, as demonstrated in figure 12.4. This in turn can be
achieved by a sufficient rescaling of proper spatial distances with a(tinf−ǫ)≪ a(tinf+ǫ),
where ǫ may be a very short time interval, effectively ‘miniaturising’ 3-dimensional
space during the epoch t < tinf. In this case the horizontal displacements in figure 12.4
labelled by comoving coordinate intervals ∆Σ now represent much shorter physical
proper distances a(t)∆Σ for t < tinf and a given null-ray propagating for a given
cosmic time interval ∆t occupies a somewhat larger portion of the vertical axis which
is linear in conformal time intervals ∆η ∼ ∆ta(t) . Hence the Big Bang epoch at t = 0
is pushed back in the conformal diagram to accommodate this rescaling. Hence in
turn the comoving coordinate distance traversed by null-rays in a fixed cosmic time
interval during this early epoch before t = trec can in principle comfortably encompass
the present particle horizon Σp(t0, trec) at t = t0 for signals emitted at t = trec (see for
example [26] pp.744–747).
Figure 12.4: Conformal diagram depicting a similar cosmic history as figure 12.3 with
the same three values of t = 0, t = trec and t = t0 but with the addition of a further
epoch t = tinf during which the scale factor a(t) is ‘inflated’ by an enormous degree in
a short period of cosmic time.
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Evolving forwards in time from the Big Bang the rapid expansion of the uni-
verse scale factor a(t) at the epoch tinf, which in principle solves the horizon problem,
is termed ‘inflation’, as a particular case of an accelerating expansion described gener-
ically after equation 12.18. The question then still remains regarding the physical
mechanism behind such a radical transformation of the spacetime geometry at that
very early epoch. Guided by the de Sitter model with the line element of equation 12.20
describing an exponential expansion with scale factor a(t) ∝ exp
(√
1
3Λ t
)
one way to
achieve inflation is with a very large, but only temporarily active, cosmological term
of the form Λgµν in Einstein’s field equation 12.1.
On introducing a new scalar field ϕ(x) (which is unrelated to the scalar Higgs
field φ(x) of the Standard Model of particle physics described in section 7.2) a false
vacuum state obtained for a suitable potential V (ϕ) can model the effect of a cosmo-
logical term via an energy-momentum tensor Tµν with a term of the form V (ϕ)gµν
(such as in equation 12.25 below). That is, a potential V (ϕ, T ), as a function of the
field ϕ(x) and temperature T (x), may be contrived such that the high temperature
vacuum state ϕ = 0 becomes a ‘false vacuum’ as the universe achieves a ‘supercooled’
condition below a certain critical temperature Tc in the very early universe. The phase
transition to the new true vacuum state with ϕ 6= 0 for T < Tc may involve either
quantum mechanical tunnelling through an intermediate potential barrier (‘old infla-
tion’) or a gradual roll down a potential slope (‘new inflation’). In either case the
potential function V (ϕ, T ) may be suitably contrived in order that the true vacuum
is not immediately attained and the energy of the false vacuum state dominates the
cosmological evolution equations for a brief period of time. This cosmic time period
of tinf ∼ 10−35—10−32 seconds can be long enough for the scale factor a(t) to increase
by a factor of ∼ 1030 or more, effectively solving the horizon problem by the rapid
inflation of a small homogeneous region of the very early universe (see for example [5]
chapter 11).
While the de Sitter model of equation 12.20 assumes a spatially flat universe
with k = 0, the evolution of the scale factor a(t) resulting from a cosmological term
Λgµν in the field equation can also be determined for the cases of k = ±1 with
spatial curvature. It is found that for k = +1, 0 and −1 the scale factor evolves
as a(t) ∝ cosh
(√
Λ
3 t
)
, exp
(√
Λ
3 t
)
and sinh
(√
Λ
3 t
)
respectively, and hence the
k = ±1 solutions in time converge towards the de Sitter solution with k = 0 and
constant Hubble parameter H(t) =
√
Λ
3 ([5] p.326). This convergence towards a den-
sity parameter Ω of unity can also be seen from equation 12.22 since the equation of
state for a cosmological term implies that ρa2 ∝ a2, as can be seen from table 12.1,
which hence rapidly increases during inflation, driving Ω→ 1. Hence during inflation
solutions for a(t) with finite spatial curvature rapidly approach the purely exponential
expansion solution with k = 0, that is the de Sitter model for a flat universe with
the Λgµν term simulated by the energy of the false vacuum during the inflationary pe-
riod. The brief inflationary era tinf described in the previous paragraph, and depicted
in figure 12.4, is sufficient to suppress any non-zero spatial curvature by a factor of
around 1060 or more, hence in principle solving the flatness problem described after
equation 12.22, in addition to solving the horizon problem.
Inflationary theory was initially proposed by Alan Guth in 1980, precisely
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to address the horizon problem while also accounting for the flatness problem. In
fact the strong bias towards spatial flatness is sometimes considered to have been a
successful prediction of the theory. The hypothetical period of inflation at tinf drives the
total density parameter Ω extremely close to unity in the early universe such that the
subsequent radiation dominated era of thousands of years and matter dominated era
of billions of years have been insufficient to prise the value of Ω away from the value of
one, as described following equation 12.22, to any measurable degree. The more recent
and increasingly dominant effect of the apparently presently active cosmological term
Λgµν is again tending to bind the density parameter yet closer to unity, although this
effect has thus far been too weak to account for the observation of spatial flatness
without the much earlier and much more dramatic inflationary epoch.
However unlike the cosmological term Λgµν which accounts for the present day
relatively pedestrian accelerating expansion of the universe the much earlier period
of rapid inflation is required to terminate, and such a change in conditions is gener-
ally ascribed to a phase transition as introduced above. The original ‘old inflation’
model employed a first order phase transition via quantum tunnelling from the false to
the true vacuum once the temperature had dropped sufficiently to allow penetration
through the potential barrier. However the quantum nature of the transition results
in bubble formation and corresponding large inhomogeneities that are not observed.
This ‘graceful exit problem’ can be solved by ‘new inflation’ which ends via a transition
from the false vacuum at a local maximum in the potential at ϕ = 0, that is through a
second order phase transition, which proceeds more nearly simultaneously throughout
the universe. An almost flat potential around ϕ = 0 can result in a ‘slow roll’ down to
the true vacuum at the potential minimum, still allowing sufficient time for a dramatic
inflationary expansion.
Amongst a range of inflationary models proposed ‘chaotic inflation’ in principle
also solves the graceful exit problem. In this model the potential of the scalar field can
take a much simpler form such as V (ϕ) = m2ϕ2 or V (ϕ) = λϕ4 with a single minimum
at ϕ = 0. Under a large range of possible initial conditions in the primordial chaos in
some regions the value of ϕ(x) may be far from the minimum. Such a value, required to
be essentially uniform over a region of space of order the present day Hubble radius, can
stimulate an inflationary period. A large inflation factor is possible provided that the
constant λ for example is chosen such that the potential function is sufficiently shallow
to allow a sufficiently delayed roll down to the true vacuum value at ϕ = 0. As the
true vacuum is attained and inflation ends our observable universe is contained within
a single bubble, one of many resulting from the initial chaotic conditions. Even if the
scalar field ϕ begins with a value close to the minimum at zero quantum fluctuations
can drive this value further from the minimum resulting in a self-sustaining ‘stochastic
inflation’, or even motivating consideration of an ‘eternal inflation’ model.
For any of the above inflationary models an energy-momentum tensor can be
derived from a standard Lagrangian for a scalar field, namely L = 12∂µϕ∂µϕ − V (ϕ)
including a kinetic as well as the potential term, via Noether’s theorem as described for
equation 3.102 (some care is needed with the interpretation of translation invariance
since here we are clearly not dealing with a globally flat Minkowski spacetime, however
equation 3.102 may be applied for sufficiently small spacetime regions by the strong
equivalence principle described in section 3.4 and then generalised for the result below
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on replacing ηµν by gµν) leading directly to ([5] p.329):
Tµν = ∂µϕ∂νϕ − 12∂ρϕ∂ρϕgµν + V (ϕ)gµν (12.25)
In addition to the cosmological term for a temporarily finite (and uniform at least
over the spatial extent of the observable universe) value V (ϕ) ≡ Λκ , with an effective
equation of state pΛ = −ρΛ (= −V (ϕ)), driving the exponential expansion, there are
also kinetic terms in the derivatives of the scalar field ϕ(x). An equation of motion for
ϕ(x) can be derived as the Euler-Lagrange equation for the stationarity of the action
S =
∫ L√|g|d4x which, since the metric gµν(x) incorporates the scale factor a(t), is
found to include a Hubble drag term of the form Hϕ˙ ([5] p.331).
If after the Planck time the universe is initially radiation dominated then as
the temperature drops below the critical temperature Tc inflation begins to dominate
and the radiation is rapidly redshifted. During the vacuum driven expansion the uni-
verse is essentially devoid of matter and radiation, with the scalar field ϕ completely
dominating towards the end of inflation, however any coupling between ϕ and matter
fields leads to a further drag term in the equation of motion for ϕ. As the minimum of
V (ϕ) is approached the dynamic equations drive rapid oscillations, which are damp-
ened by the drag terms. This in turn fuels a reheating in the post-inflation era as the
vacuum energy is converted into interacting particles, including the familiar states of
the Standard Model. This period of transition to essentially zero vacuum energy, in
which the energy is transferred from the scalar field ϕ to ordinary matter and radiation
via their mutual interactions, may also be the time during which any mechanism that
generates an asymmetry between matter and antimatter, as still manifestly observed
today, may act. The origin of dark matter might also turn out to be associated with
the termination of inflation. This epoch then merges into the beginning of the radi-
ation and then matter dominated FLRW periods of the standard cosmological model
as described in the previous section, with the initial conditions set by the inflationary
expansion.
In de Sitter spacetime, as for that of inflation, the event horizon (which is dis-
tinct from the particle horizon) is of finite size, as for the case of back holes. This
means that the conditions for producing Hawking radiation, as alluded to towards the
end of section 11.4, are also present during inflation. In turn the possibility arises that
quantum fluctuations can become frozen into residual classical deformations in the
latter stages of inflation. In turn these classical fluctuations will modulate the density
of the radiation and matter produced at the end of inflation, seeding the evolution of
large scale structure as eventually manifested in galactic formations. Similar fluctu-
ations during the inflationary epoch are also predicted to generate a background of
gravitational waves which still propagate today and which, although being much more
difficult detect, are in principle observable through the large scale CMB anisotropies
which may provide a signature for the metric distortions of the gravity waves.
A significant degree of fine tuning is required for any model of inflation based
on the properties of a postulated scalar field ϕ(x) in order to achieve a match with
a range of empirical observations, which is somewhat unsatisfactory since inflation-
ary theory was designed to avoid the necessary fine tuning as initially implied by the
horizon problem and flatness problem. There is also no understanding of the origin
of the vast difference between the magnitude of the effective cosmological term associ-
ated with inflation due to V (ϕ), which is of O(10−10) in natural units, and apparent
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cosmological constant Λ of the present epoch, which is of O(10−120) in natural units.
Indeed the unaccounted for magnitude of the latter number itself, the ‘cosmological
constant problem’ is one of the biggest puzzles in physics, as already alluded to briefly
at the end of section 4.1.
A further significant issue regarding the standard model of cosmology, which is
not addressed by inflation, relates to the origin of the very special conditions of the Big
Bang in that the entropy of the early universe must have apparently been extremely
low, despite the high degree of thermalisation achieved for the degrees of freedom of
the electromagnetic field. The degrees of freedom of the gravitational field may be
described by the Weyl tensor ([26] section 28.8), although both the Ricci curvature
and Weyl curvature parts of the Riemann tensor exhibit the effects of gravity. The
Weyl curvature and its distorting tidal effect tend to increase as matter gravitationally
clumps into dense regions, diverging to infinity in the neighbourhood of a black hole.
The entropy associated with a black hole is correspondingly extremely high, attaining
values much higher than that associated with ordinary thermal entropy. On the other
hand, as described following equation 12.23, in the idealisation of the FLRW cosmolog-
ical models the spacetime is conformally flat with zero Weyl curvature. This suggests
that if the universe originates in a state very close to an FLRW model the initially low
entropy may correlate with the very low Weyl curvature, both of which then tend to
increase as matter progressively clumps together as the universe evolves.
More generally the ‘Weyl Curvature Hypothesis’, proposed by Roger Penrose
in 1979 ([26] section 28.8), asserts that Cρσµν(x) = 0, or is at least very close to zero, as
a constraint on the initial singularity. Hence the universe shares at least this property,
of conformal flatness, with the FLRW models in the early stages. (In principle this
constraint might be further augmented by the condition k = 0 as the universe evolves
into a spatially flat model due to a subsequent period of inflation). This hypothesis of
zero Weyl curvature for the initial singularity of the Big Bang is then in stark contrast
to the situation for the terminal singularities of black holes as alluded to above.
This very special condition of the Big Bang represents an enormous constraint
of low entropy on the initial conditions which in turn provides a suitable point of
departure for the second law of thermodynamics. Gravitation, in comparison to all
other fields, hence appears to have had a very special status, aloof from thermalisation
in the Big Bang, with the second law of thermodynamics only later exercised through
the gravitational degrees of freedom. While inflation, as described for figure 12.4,
provides the breathing space for ordinary matter, including the electromagnetic field,
to reach thermal equilibrium in the aftermath of the hot Big Bang, the question remains
to explain why gravitation should apparently be treated in such a radically different
manner to the other forces of nature. The theory presented in this paper may shed
some light on these questions since, as discussed in the previous chapter, here the
gravitational field itself is not quantised and is hence different from all other fields in
this respect.
Further, while for a range of given initial conditions inflationary theory can
solve the horizon problem, which was introduced in figure 12.3, by opening up a suit-
able spacetime volume to allow points such as u and v to exhibit the same temperature
through thermalisation, as described for figure 12.4, the structure of these diagrams
indicates that there may be a more fundamental difficulty with this picture. Namely,
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since any two different points such as x and y on the spacelike surface of the initial
singularity at t = 0, as indicated in figure 12.3 for example, have clearly never been
in causal contact with each other it is difficult to conceive how the Big Bang could be
effectively ‘triggered’ simultaneously across this potentially infinite 3-dimensional hy-
persurface. This observation applies even if initial properties, such as the temperature,
are very different at x and y. It also applies in exactly the same way for figure 12.4
and inflation is of no help in addressing this ‘start-up problem’.
On the other hand if the Big Bang can be considered as a ‘spacelike event’,
encompassing the points of a large region of the initial spatial hypersurface, then there
seems no reason to suppose that the simultaneous ‘cause’ of the Big Bang at points
such as x and y in figure 12.3 might not also ‘cause’ them to have the same properties
such as temperature. Indeed, the notion of a simultaneous start-up along the t = 0
spacelike surface which endows different points with different properties, implying
the application of a range of possible start-up conditions and resulting in an uneven
temperature distribution, seems somewhat more contrived. That is, it seems any two
points like x and y on the initial singularity must be related in order for the universe to
start-up at both, and any solution to this problem may well itself entail a high degree
of homogeneity in the very early universe and solve the horizon problem without the
need for inflation. A source of later fluctuations and inhomogeneity will then still be
needed to account for the origin and formation of the galactic structures seen today.
However, even without the issue of the uncertain role of quantum phenomena
under the extreme gravitational conditions of the very early universe, care is needed
in the extrapolation to the earliest epoch. For most FLRW models as the cosmic time
approaches the moment of the Big Bang t → 0 the scale factor also approaches zero
a(t) → 0, indeed the boundary condition a(0) = 0 is adopted for various dynamic
solutions, as described before equation 12.12. In this limit any finite comoving coor-
dinate distance ∆Σ corresponds to a vanishing physical proper distance a(0)∆Σ = 0.
With the horizontal axes in figures 12.3 and 12.4 representing coordinate distances this
naive analysis implies that the observable universe at present came from a physically
vanishingly small region of the initial singularity. In turn the initial singularity, rep-
resented by the wiggly line in these figures, might perhaps be interpreted as a fully
causally connected entity in the limit t = 0, amending the strict causal structure of
the conformal diagrams in this extreme case.
However, since the spacelike coordinate distances are unlimited in magnitude
even as a(t) → 0 any proper distance in the limit t→ 0 is obtained as the product of
one number in principle approaching infinity with another approaching zero, a situation
which approaches the meaningless. Hence rather than speculating upon ‘how many
angels can dance on the head of a pin’, what is really needed is a more complete
understanding of what happens in the Big Bang, what causes it to happen and even
why there should be a universe at all.
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Chapter 13
A Novel Perspective on
Cosmological Structure
13.1 The Dark Sector
Within the context of the present theory the external geometric structure of the world
is intimately associated with a subjective perceptual requirement, forged out of a
multi-dimensional form of temporal flow expressed as L(vˆ) = 1, rather than being
an apparently arbitrary feature of an objective universe independent of the need for
perception. Indeed the specific identification of 3-dimensional spatial expanses with
an approximately global SO(3) symmetry would seem to be a somewhat redundant
and unnecessary feature of such an inanimate mathematical entity. On the other hand
the extent of spatial flatness for the observable universe, as described in the previous
chapter, goes far beyond that utilised for perception by sentient beings on the planet
Earth.
Further, given the observed Hubble constant of equation 12.13 at the present
epoch, in a period of 100 years the fractional change in the scale factor is ∆a0/a0 ≃
0.7× 10−8. Hence on the scale of a human lifetime the Robertson-Walker line element
of equation 12.5, for the k = 0 case, describes a flat Minkowskian spacetime to within
1 part in 108, with the expanding universe seemingly hanging suspended as a vast
spatial expanse through a given human interval of cosmic time. For the horizontal
time axis representing a duration of 100 years figure 12.1 would then represent an
accurate snapshot of our universe at the present epoch.
However the breakdown of global Lorentz symmetry beyond our 100 year thick
slice of the universe is readily observed in the cosmological redshift. This redshift,
defined in equation 12.21 and as first observed by Hubble and others and now probing
distant galaxies reaching back over billions of years in cosmic time, uncovers the non-
Euclidean geometry of the cosmos as summarised by the evolution of the scale factor
a(t) depicted in figure 12.2.
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The question then is the extent to which the present theory might account
for the observations of such large scale structure in cosmology, and the phenomena
of the dark sector more generally as summarised in section 12.2, as we shall explore
in this section. In section 12.3 it was described how the origin of spatial flatness and
the cosmological principle of homogeneity and isotropy, beyond the pragmatism of
assumptions employed for FLRW models, can in principle be accounted for by the
theory of inflation in the very early universe. In the following section the evolution of
the very early universe and the nature of the Big Bang itself will be considered here
within the context of the projection of spacetime out of the general form of temporal
flow for the present theory. In section 13.3 the extent to which cosmological and
other physical parameters might be explicitly constrained by the theory will also be
considered.
The pure flow of time s, underlying the multi-dimensional form of temporal
flow through L(vˆ) = 1, is directly related to the proper time τ elapsed from the point
of view of any timelike trajectory through spacetime, as described in section 5.3. Time
dilation effects for τ , as implied in the metric gµν(x) such as that for the Schwarzschild
solution of equation 5.49, are directly equivalent to those for s. A similar observation
applies for the Robertson-Walker metric of equations 12.5 and 12.6 and hence for
an idealised galaxy based observer, with constant comoving coordinates {r, θ, φ}, the
fundamental time parameter s in being to proportional to τ is in turn equivalent to
the cosmic time parameter t. Only in this special case under the assumptions of an
FLRW model might s be associated with a preferred universal temporal parameter,
namely the cosmic time t, for observers attached to idealised galaxies in the context
of such a model.
However, the fundamental temporal flow s itself does not represent a unique
universal parameter. In the context of large scale structure a local parameter s, subject
to each observer, depends upon the relative motion of the observer with respect to a
galaxy or the relative finite peculiar velocity of the galaxy itself, in precisely the same
way as the proper time τ in special relativity. Similarly the parameter s will depend
upon the location of the observer with respect to a local source of gravity, such as any
massive body or even a black hole, again exactly as for the proper time τ , in this case
as for general relativity.
The relative time dilations for a community of N observers, each of whom is
associated with a personal flow of pure time sI ≡ τI (for I = 1 . . . N , generalising
from the case of ‘twin A’ and ‘twin B’ described at the end of section 5.3), distributed
anywhere in the universe dovetail together in a mutually consistent manner. The
particular temporal parameter sI for a given observer describes the ‘fundamental’ flow
of time underlying the mathematical structure of the multi-dimensional form L(vˆ) = 1
through which the physical processes of the universe unfold from the perspective of
that observer. In this sense each sI is a universal temporal parameter, as noted in the
discussion of the ‘problem of time’ in section 11.4 following equation 11.51.
Locally the flow of time s ≡ τ parametrises the evolution of fields, such as a
gauge field Y (x) or fermion field ψ(x) and microscopic quantum phenomena generally,
as well as the dynamics of macroscopic entities, such as a dust cloud described by the
energy-momentum tensor Tµν = ρuµuν or classical matter generally. Either quantum
or classical processes may be utilised in the construction of a physical clock which
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may in turn be employed to measure the proper time τ itself and hence observe time
dilation effects. With the microscopic quantum properties of matter underlying, and
in harmony with, the macroscopic geometry of gravitational phenomena there is no
‘problem of time’ in this picture, as described in section 11.4, with gravity itself not
quantised.
In general relativity local coordinates can always be found such that for any
4-dimensional metric, such as that in equation 12.5, the line element can be expressed
through a local Minkowski metric with dτ2 = ηabdx
adxb. In the present theory such a
local structure derives from a 4-dimensional form of temporal flow ds2 = ηabh2 dx
adxb,
that is equation 5.47 which is equivalent to equation 5.46, that is the expression:
L(v4) = h
2 (13.1)
This latter structure is embedded within a higher-dimensional form such as L(v27) = 1
or L(v56) = 1 as described in chapter 8 and section 9.2 respectively. It is the higher-
dimensional form which both sets the normalisation for the temporal flow s and gives
rise to a range of many possible solutions for an extended 4-dimensional spacetime,
with geometry Gµν = f(Y, vˆ) as described for equation 5.32, incorporating quantum
phenomena in the degeneracy of solutions as described in chapter 11.
Hence with the geometry Gµν(x) and the spacetime manifoldM4 itself together
drawn out of the structures implicit in L(vˆ) = 1, with solutions such that Gµν =
f(Y, vˆ) 6= 0 in general, there is no presumption of taking a flat background manifold as
a starting point or expectation of obtaining such a Minkowskian spacetime geometry.
With the external curvature related to the internal curvature as the symmetries of
L(vˆ) = 1 are projected over M4, as conjectured in section 5.1 in comparison with
Kaluza-Klein theory, there is a solution with both zero external and zero internal
curvature, as implied in equation 5.20 for example with Gµν = f(Y ) = 0. Even in
this case the assumption, as applied in section 5.3, that the value of L(v4) = h
2(x)
of equation 13.1, as projected out of L(vˆ) = 1, is constant throughout spacetime is
required to obtain a flat spacetime manifold. The consequences of a variation in the
value of h(x), as alluded to at the end of section 5.3, will be considered shortly and
will contribute, along with the freedom of the gauge fields and quantum transitions,
to a solution for Gµν = f(Y, vˆ) which is non-zero in the general case.
Our a priori predisposition to mentally project a flat background of space and
time onto the world in order to perceive objects in it will be consistent with the above
mathematical structure provided an effective assumption of Gµν(x) = 0 is a sufficiently
good approximation at least for the region of the world we locally inhabit. As discussed
in section 12.1 this means for example that the local observation of a falling apple can
be accounted for in terms of a ‘force of gravity’ superposed upon an apparently flat
arena of space and time, which in practice is both as precise as and much simpler than
a full explanation in terms of spacetime curvature. On the global cosmological scale the
observed accelerating expansion of the universe not only contradicts the assumption
of a flat ‘vacuum’ geometry, but is also counter-intuitive given the terrestrial bias of
associating gravity with a universal force of attraction.
In the present theory the question does not concern what needs to be added to a
flat background manifold to produce the effects of terrestrial gravity or the introduction
of an apparent vacuum energy to account for the accelerating expansion of the universe,
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but rather, in all cases involving gravitation, to ask what is the form of Gµν = f(Y, vˆ)
in general. This observation applies to both everyday material objects such as apples
and trees and also in the apparent absence of tangible matter in the case of the dark
sector for cosmology. This approach in the present theory can be summarised in the
following three points (which may be contrasted respectively with the three points
listed near the opening of section 12.2 for the standard theory):
• Rather than beginning with a flat spacetime Gµν = 0 and then introducing
terms such as Tµν or Λgµν through Einstein’s field equation 12.1 as an apparent
source of curvature, with matter in some sense actively perturbing the otherwise
flat geometry, here the energy-momentum tensor is defined through the Einstein
equation, that is −κTµν := Gµν , with the external geometry itself determined
through the relation Gµν = f(Y, vˆ) out of the underlying flow of time in the form
L(vˆ) = 1 (as for the example of equation 11.12 and figure 11.1).
• Hence there is no flat spacetime background, acting as a boundary condition,
as an apparent consequence of the absence of matter. Originating from our
apparently innate bias to conceive of such a flat spacetime as a given entity, this
assumption in part underlies the apparent mystery of the cosmological constant,
requiring the term Λgµν to be added to the field equation in a seemingly ad hoc
manner to account for the empirical observation.
• On the third point quoted from [74] in section 12.2, a similar interpretation
applies here. The identity T µν;µ = 0 follows trivially from the definition of
Tµν := Gµν given the geometric Bianchi identity G
µν
;µ = 0. Indeed, the reverse
interpretation of the Einstein equation with Gµν := Tµν implying that matter
somehow causes spacetime curvature is more problematic since an independent
justification is then required for the relation T µν;µ = 0 in a general curved space-
time, while the identity Gµν;µ = 0 does not require any such external support.
Regarding the accelerating expansion of the universe the question then boils
down to what in the structure of Gµν = f(Y, vˆ) might account for this observation.
Ultimately a full understanding will be required for the general macroscopic form for
Gµν(x) constructed over a degeneracy of underlying local field exchanges δY ↔ δvˆ,
in principle incorporating some of the machinery of a quantum field theory as de-
scribed in chapters 10 and 11. Both the matter density ρ and radiation pressure p, for
equation 12.2 substituted into equation 12.1 to obtain equation 12.3, represent possi-
ble macroscopic forms of Gµν(x) which, while also entailing classical thermodynamic
phenomena, are dependent upon the statistical range of possible exchanges for the mi-
croscopic fields. Arising out of the degeneracy of possible field solutions the conceptual
origin of quantum and particle phenomena in the present theory differs to that in stan-
dard QFT as described in chapter 11. Correspondingly the notion of a ‘vacuum state’
is also different. Indeed the failure of calculations of the value for the vacuum energy
in QFT to match the empirical value for Λ (typically by 120 orders of magnitude, as
discussed towards the end of the previous section, see also for example [70] pp.790–
791) provides a further argument for the need to reassess the underlying structure of
QFT itself, in particular in relation to the theory of gravitation. The possibility of
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addressing the cosmological constant problem within the context of the present theory
was raised at the end of section 11.4.
While a number of features of the broken E7 action on the components of
F (h3O) projected over M4 explicitly match features of the Standard Model of par-
ticle physics, as described for equation 9.46 and summarised in the bullet points in
section 9.3, in this chapter we shall describe more qualitatively potential connections
between features of the present theory and those of the standard cosmological model
and theories of the very early universe.
As alluded to above a correlation between the external curvature and internal
gauge fields Y (x), expressed generically as Gµν = f(Y ), via the action integral of
equation 5.18, was described in section 5.1 through a comparison with the framework
of Kaluza-Klein theory. Further, towards the end of section 11.3 it was implied that
an external geometry of a form which might ideally be expressed as Gµν = f(ψ),
corresponding for example to the electron field ψ(x) for figure 11.13(a) and (b) in
section 11.4, may arise from the fermion components within the space F (h3O) for
the 56-dimensional vectors under L(v56) = 1 through interactions with the gauge
fields or more directly via an expression of the form Gµν = f(vˆ). Similarly, without
yet having a fully developed quantised theory, the possible physical manifestation of
further components in the space F (h3O) may be considered.
In addition to the Lorentz vector v4 and Lorentz spinor components of an
element of F (h3O), transforming under the external subgroup SL(2,C)
1 ⊂ E6 ⊂ E7,
identified in equation 9.46 there are four Lorentz scalar components α, β, n and N
which may also contribute to shaping the external geometry through Gµν = f(Y, vˆ).
In principle any of these four scalars, or even the scalar magnitude |v4| projected
onto M4, could contribute to the macroscopic geometry. Each of the Lorentz scalars
α, β, n,N and |v4| also transform trivially under the internal SU(3)c × U(1)Q gauge
groups identified in section 8.2 and incorporated into the E7 symmetry in section 9.2.
Hence, while the specific nature of SU(2)L × U(1)Y actions on these, or any other,
components of F (h3O) is not yet known, in lacking both strong and electromagnetic
interactions any of these scalar fields might contribute to the dark sector in cosmology.
For example a constant value for a scalar field such as α, β, n,N or |v4| pro-
jected over spacetime might be associated with the constancy of the scalar Λ for an
effective cosmological constant term Λgµν in the field equation 12.1 deriving from at
least one of these fields. Interactions between α, β, n,N and |v4| implied under the
terms of the constraint L(v56) = 1 may underlie empirically observed gravitational ef-
fects, in particular with the first four of these scalar fields coupled to the vector-Higgs
v4 in this way. Similar interactions under L(v56) = 1 also relate to the fermion masses
as described for equation 9.48, and in particular for the low neutrino mass alongside
equation 9.49.
The identification of these scalars in the components of the full form L(v56) = 1
projected overM4 is analogous to the appearance of a multiplet of scalar fields deriving
from the components of a higher-dimensional metric in some forms of Kaluza-Klein
theory, via a non-Killing metric Φ on the gauge group G as alluded to towards the
end of section 4.3, as the geometry is ‘reduced’ over a 4-dimensional spacetime. In the
present theory there is no higher-dimensional physical metric but, as for the scalars
of Kaluza-Klein theories, here also scalar fields deriving from the breaking of the full
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form of temporal flow L(v56) = 1 may have implications for cosmology.
While ordinary matter, subject to the Standard Model internal gauge symmetry
SU(3)c × SU(2)L × U(1)Y , clumps together with an energy density ρ(x) an essential
requirement for a cosmological term is that, while locally having a much lower energy
density than ordinary matter, it should have a largely even effect over cosmological
scales in the apparent ‘vacuum’ of spacetime. While here not making a quantitative
or specific argument for the Λgµν term in the field equation the presence of a number
a scalar fields in the theory, any of which may impact upon the external geometry,
provides a source for investigation.
If a scalar field deriving from a component such as N in F (h3O) does give rise
to a geometry of the form Gµν = −Λgµν the effective energy density Tµν := − 1κGµν in
the form of a perfect fluid with constant energy density ρΛ =
Λ
κ , and equation of state
pΛ = −ρΛ, might appear as a form of ‘dark energy’ arising as an apparent vacuum
state, as described after equation 12.20 in section 12.2. The dynamical implications of
such a term, as implied in equation 12.20 and summarised for the first FLRW model
listed in table 12.1 in section 12.2, are well known to qualitatively match the empirical
observation of the accelerating expansion of the universe at the present epoch.
Regarding the projection of the components of v56 ∈ F (h3O) onto the base
manifold, and again without here making a rigorous argument, a symmetric rank-2
energy-momentum tensor could be constructed as Tµν =
1
κλvµvν , where λ is a real con-
stant and vµ(x) = gµνv
ν are the components of the Lorentz 4-vector v4 ⊂ v56 ∈ F (h3O)
projected onto TM4 with magnitude |v4| = h. This proposal is also motivated by anal-
ogy with the energy-momentum for dust Tµν = ρuµuν , as contained in equation 12.2
for p = 0, with the 4-velocity u (with |u| = 1) representing the motion of idealised
galaxies in the FLRW models. The field equation for Tµν =
1
κλvµvν can be written as
Gµν +λvµvν = 0, which has a similar appearance to the field equation Gµν +Λgµν = 0
for the de Sitter model. On assuming the timelike flow of v4 to be aligned with the
galactic flow, as is the case for the 4-velocity u, the components of v4 are simply
vµ = huµ, which are numerically the same as v
µ = (h, 0, 0, 0) on employing the metric
of equations 12.5 and 12.6 and the comoving coordinates {t, r, θ, φ}. The substitution
of Tµν =
1
κλvµvν into the field equations 12.9 and 12.10 then leads to the identical
situation as the matter dominated case except here with an apparent matter density
ρ = 1κλh
2. For constant h(x) these equations do not lead to a solution unless λ(t) is
allowed to vary with cosmic time as for the parameter ρ(t), in which case this model
is identical to the matter dominated case as listed in the middle column of table 12.1.
Alternatively, since the full geometry is described by the Riemann tensor (which
for example is also directly correlated with the internal curvature through relations on
a bundle space such as equations 5.2 and 5.13 in the manner of a Kaluza-Klein the-
ory) the Ricci tensor, defined with components Rµν = R
σ
µνσ, might be considered
to be geometrically more fundamental than the Einstein tensor in terms of having a
direct link with the underlying fields such as N(x) or v4(x) deriving from the com-
ponents of F (h3O) in equation 9.46. For the case of a constant scalar N giving rise
to a cosmological constant Λ postulating the relation Rµν = Λgµν implies directly
that Gµν := Rµν − 12Rgµν = −Λgµν , which is identical to the case of the first model
in table 12.1 already considered above. On the other hand postulating the relation
Rµν = λvµvν as a possible vacuum limit does lead to a new scenario. Substituting this
385
expression, with v4 = (h, 0, 0, 0) again aligned with the comoving coordinates, into
the R00 component obtained from the Robertson-Walker line element in equation 12.7
leads immediately to the relation 3 a¨a = λh
2. This expression describes an exponen-
tially expanding universe for constant λ > 0 and provides some of the motivation for
originally considering a λvµvν term in the field equations.
However, a solution is of course required to be consistent with all components
of the field equation. The fundamental role of the Einstein tensor is essentially due to
the contracted Bianchi identity Gµν;µ = 0. The relation Rµν = λvµvν implies in turn
Gµν := Rµν − 12Rgµν = λvµvν − 12λh2gµν which via the definition Tµν := − 1κGµν leads
to an effective energy-momentum tensor in the form of equation 12.2 for this model
with the equation of state pλ = ρλ = −λh22κ . This contrasts with the de Sitter model
with a Λ term for which pΛ = −ρΛ = −Λκ , as reviewed above. However the differing
signs means that for the case of Rµν = λ(t)vµvν a solution for equations 12.9 and 12.10
is only possible if λ is negative (that is pλ = ρλ > 0) and allowed to vary in time, with
the result listed in the final column of table 12.1 in section 12.2. Hence rather than
being able to account for an accelerating expansion this hypothesis describes a more
extreme deceleration than either the matter or radiation dominated models. Only the
first case listed in table 12.1 describes an accelerating expansion, with (ρ+ 3p) < 0 as
discussed following equation 12.18.
The redundancy between equations 12.9, 12.10 and the expression T µν;µ = 0
was highlighted by equation 12.11, and similarly here the identity T µν;µ = 0 itself for
Tµν =
1
κλvµvν or Tµν = − 1κ(λvµvν− 12λh2gµν) prohibits a constant value for λ. However
in principle a full solution for Gµν = f(Y, vˆ) may involve a range of contributions
individually in the form of those in table 12.1 as well as others besides. In this case
there will be a string of terms effectively composing the energy-momentum tensor
which collectively are required to satisfy T µν;µ = 0, a relation which in general may
no longer hold for a particular contribution. This is very similar to the situation as
described for equation 5.41 in section 5.2 for which a synthesis of charged matter and
the electromagnetic field led to the Lorentz force law under the constraint T µν;µ = 0.
Here effectively a synthesis of several terms may arise within Gµν = f(Y, vˆ) on the
cosmological scale.
The 4-vector v4 in a λvµvν term could also be considered to have non-zero
spatial components which might in principle relate to the formation of large scale
structure in the universe and open up possibilities not available for a purely scalar
degree of freedom in a Λgµν term. However this in turn would imply the complication
of loosening the FLRW assumptions of homogeneity and isotropy in the definition of
the metric in equation 12.5. Even within those assumptions the possibilities with finite
spatial curvature k = ±1, as well the purely k = 0 solutions of table 12.1, might be
further considered. More generally, if the general structure of −κTµν := Gµν = f(Y, vˆ)
on the largest scales of the universe can be established it will be a case of refitting the
cosmological data with the parameters of the new model.
However, unlike the need to provisionally postulate explicit terms such as Λgµν
or λvµvν in the Einstein equation, as potentially effectively arising from a Lorentz scalar
such as N or the Lorentz vector v4 in the components of v56 ∈ F (h3O) projected over
M4, there is a much more direct and intrinsic way in which this projection can shape
the 4-dimensional spacetime geometry. We describe this observation, and its possible
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implications for the large scale structure of the universe, for the remainder of this
section.
Earlier in this section, as for the discussion in section 5.3, the gravitational
time dilation effects for s ≡ τ have been considered to result entirely from the metric
gµν(x) as might be obtained through the Einstein equation 12.1, such as the case of
the Schwarzschild solution of equation 5.49, that is essentially for cases with a known
form of energy-momentum tensor. So far a constant magnitude has been assumed
for |v4|2 = L(v4) = h2 in equation 13.1 in the projection of v4 ⊂ v56 onto TM4.
However in principle all fields on M4 may vary, within the necessary constraints such
as L(v56) = 1, similarly as the internal gauge field Y (x) can vary under the constraint
that the action integral of equation 5.18 should remain stationary, that is δI˜ = 0,
for example. Since the components of v4 ∈ TM4 represent the injection of the pure
temporal flow s into the base manifold M4 any variation in |v4| will itself have some
impact on the spacetime geometry. Here we begin by considering this impact upon an
otherwise flat manifold.
Hence we first return to the translation symmetry of the form L(v4) = h
2
under the four degrees of freedom {x0, x1, x2, x3} ∈ R4, as originally depicted for the
3-dimensional case in figure 2.2. Here the constant vector field v4 = (h, 0, 0, 0), in
conformity with a constant value for h and with v0 = dx0/ds = h, is aligned with
the global Lorentz frame as represented in figure 13.1(a). This first figure depicts the
uniform translation symmetry implicit in the form L(v4) as described in equation 2.13,
which contrasts with the case in figure 13.1(b) in which the magnitude h(x) of the 4-
vector v4(x) is free to vary.
Figure 13.1: The vector field v4 subject to L(v4) = h
2(x) for (a) the original translation
symmetry over R4 ≡M4 with constant h(x) and global Lorentz symmetry and (b) with
h(x) variable and only local Lorentz symmetry. In both cases the flow v4 is aligned
to the timelike coordinate x0 while xi with i = 1, 2, 3 represents the three spacelike
coordinates.
For the present theory the local metric gµν(x) is projected from the form
L(v4) = ηabv
avb = h2, framing the local injection of temporal flow into the base
manifold. However with the local coordinate x0 of figure 13.1 representing the funda-
mental flow of time according to the relation δs = δx0/h, the expression L(v4) = h
2,
subject to the constraint L(vˆ) = 1, also sets the scale for temporal flow in the local
frame. That is, the x0 coordinate representation of time will vary with the value of
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h. With δs = δx0/h the pure time s will effectively flow more slowly in regions of
large h, corresponding to the vectors v4 with a larger magnitude in figure 13.1(b), and
more quickly in spacetime regions with a lower value of h. More generally the relation
L(v4) = h
2 can be rearranged in the form ds2 = ηab
h2
dxadxb, that is the final relation
in equation 5.47, with the spacetime metric extracted as:
gµν(x) =
1
h2(x)
ηµν (13.2)
when expressed in the global coordinates on the extended manifold M4 (see also the
discussion of equation 13.3 below). This physical metric gµν , related to flat spacetime
through the conformal transformation ηµν → ηµν/h2(x), describes a non-Euclidean
manifold incorporating time dilation effects. As for general relativity, while general
coordinate systems are arbitrary and unphysical, local inertial frames with gµν(x) =
ηµν and ∂σgµν = 0 do have physical significance. Such an inertial frame may be
identified globally for figure 13.1(a) but only locally for figure 13.1(b). By the strong
equivalence principle the laws of physics according to special relativity apply in a local
inertial reference frame. As described in section 3.4 the weak equivalence principle is
sufficient to incorporate the notion that all gravitational effects can be transformed
away in a sufficiently small spacetime volume, and can be interpreted as implying that
the torsion vanishes.
While the unphysical nature of coordinate systems in general relativity is en-
capsulated under general covariance, as also described in section 3.4, any coordinate
system can be represented by the parameter space grid of figure 3.6(a). In the spe-
cial case of Minkowski spacetime such a coordinate grid can be mapped onto the
4-dimensional manifold such that the metric has constant components gµν(x) = ηµν ,
as is the case for the spacetime underlying the constant vector flow depicted in fig-
ure 13.1(a). In this case a unique family of coordinate charts are identified through the
parameter space of translation symmetry of the form L(v4) = h
2, as described in equa-
tion 2.13, and related to each other via global Lorentz transformations. On the other
hand in projecting the coordinate grid of figure 3.6(a) onto the spacetime underlying
figure 13.1(b) the simplest expression for the metric takes the form of equation 13.2.
For the metric of either figure 13.1(a) or (b) obtained in this way through the
underlying injection of temporal flow s into the spacetime manifold, as for the case of a
metric determined as a solution to Einstein’s equation as considered in section 5.3, the
proper time τ recorded by physical clocks is again tied to the fundamental flow of time
s. This is the case since the laws of physics, including those utilised by the structure
of clocks, unfold through the underlying temporal flow s and hence the proper time
τ ≡ s exhibits the equivalent time dilation effects due to variation in L(v4) = h2, as
was the case for other sources of temporal dilation. The question then concerns the
more specific nature of this relation between τ and s, as originally discussed at the end
of section 5.3 and earlier in this section.
The fundamental temporal flow s is modelled by the real line and hence can
be represented by the values of a pure real number s ∈ R, intervals of which can be
expressed in terms of a set of real parameters of arbitrarily high dimension, as described
for equation 2.4, which is an essential observation for the present paper. On the other
hand the proper time τ represents intervals of 4-dimensional spacetime on the manifold
M4 and is expressed by a real number associated with the dimension of length L (which
388
is equivalent to the dimension of time T since natural units are employed, and in a
sense it would be more appropriate to use T as we are ultimately dealing with multi-
dimensional forms of temporal flow). Hence the constant factor γ relating the pure
1-dimensional temporal flow s to a corresponding empirically observable progression
in proper time τ = γs is one which carries the dimension of length L. Hence in turn
proper time intervals for the spacetime geometry underlying figure 13.1(a) or (b) can
be expressed through:
dτ2 = γ2ds2 =
γ2
h2
ηµνdx
µdxν (13.3)
Here then the metric gµν =
γ2
h2
ηµν explicitly carries the dimension of L
2, as was de-
scribed for the general case in the discussion following equation 12.5 in section 12.2.
Since the underlying temporal flow s is not directly observed, and the scale of the real
line parametrising s is in any case arbitrary, once empirical units, such as metres, are
chosen for τ the coordinate parameters can in turn be chosen such that the metric
takes a convenient form. For example in the case of figure 13.1(a) pseudo-Euclidean
coordinates can be chosen such that gµν(x) = ηµν everywhere.
While the value of the factor γ is of no meaning, its significance lies in rep-
resenting a constant relation τ = γs. In practice setting γ = 1 can be interpreted
as choosing the arbitrary scale of s ∈ R to match the practical parametrisation of
the proper time τ . In this case the basic metric gµν from equation 13.3 is that of
equation 13.2. With h(x) varying the constancy of γ in equation 13.3 implies that in
general it is not possible to find any coordinates such that gµν(x) = ηµν globally for
the scenario in figure 13.1(b), although this relation is always possible locally, as also
suggested by the equivalence principle.
Hence variation in the value of h(x) onM4 directly modifies the effective metric
gµν(x), warping the spacetime geometry that underlies the vector field in figure 13.1(b)
for example. Assuming the geometry to be described in terms of a torsion-free linear
connection the corresponding Levi-Civita connection Γ can be constructed as a function
of the metric of equation 13.2 via equation 3.53 and in turn the components of the full
Riemannian curvature tensor Rρσµν of equation 3.73 computed. In turn the Einstein
tensor, for the conformal geometry gµν = θ(x)ηµν with a real scalar field θ(x) = h
−2(x),
is found explicitly (and cross-checked with a related calculation in [9] pp.42 and 76)
to take the form:
Gµν = −3
2
θ−2∂µθ∂νθ +
3
4
θ−2∂ρθ∂ρθ gµν + θ−1∂µ∂νθ − θ−1θ gµν (13.4)
A similar expression, with a different set of coefficients, is obtained as a function of h
under the substitution θ → h−2, as for any other scalar field related to θ by a simple
power expression. The derivation of this expression for Gµν follows the same chain of
relations that led to the form of G00 and G11, appearing alongside the corresponding
Λgµν terms on the left-hand side of equations 12.9 and 12.10 respectively, given the
metric form of equation 12.6 and via the Ricci tensor Rµν and scalar curvature R.
However here equation 13.4 represents a direct warping of the spacetime geometry due
to the variation in L(v4) = h
2 which implies equation 13.2, without the need to employ
further assumptions regarding the form of an energy-momentum tensor in Einstein’s
equation in order to extract a solution.
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Hence this construction can be contrasted with the usual determination of a
metric gµν in general relativity. There the metric is extracted as a solution to the
set of second order differential equations contained in the Einstein field equation 12.1
under assumptions of symmetry regarding both the matter distribution and the form
of the metric itself. This was the approach taken for the Schwarzschild solution of
equation 5.49 and also for the cosmological models based on the Robertson-Walker
line element of equation 12.5. Here in contrast the form of the metric gµν =
1
h2 ηµν
implies a linear connection Γ and Riemannian curvature R and hence leads to the
Einstein tensor Gµν = f(v4) as a consequence of the variation in L(v4) = h
2(x) under
the constraint L(vˆ) = 1, rather than as an equation to solve for the metric.
In practice the distribution h(x) might be constrained by observations of the
corresponding gravitational effects, in a similar way that the constant k and scale factor
a(t) of the Robertson-Walker line element of equations 12.5 and 12.6 are determined
through empirical observations, found to be consistent with k = 0 and deducing the
structure depicted in figure 12.2 for example. In this sense the procedure to constrain
the actual function h(x) is very similar to the standard approach for general relativity,
that is by matching equation 13.4 with empirical observations. On the other hand in
this case it may also prove possible to calculate both the typical value of h(x), and
the typical range of variation in this magnitude, as constrained for example under the
relation L(vˆ) = 1, within the theory itself.
In addition to the warped spacetime Gµν = f(vˆ) of equation 13.4 geometries
of the form Gµν = f(Y ), relating the external curvature to the internal gauge fields
as described in section 5.1, are also possible. The combined general expression Gµν =
f(Y, vˆ) can be interpreted to incorporate a contribution from the gauge fields Y (x)
which determine the metric via the differential field equations Gµν = f(Y ), while the
geometry Gµν = f(vˆ) concerns the direct impact of L(v4) = h
2(x) on the metric in the
form of equation 13.2. As described in chapter 11 ordinary matter exhibiting quantum
phenomena will arise out of an underlying degeneracy of solutions for Gµν = f(Y, vˆ)
given the field exchanges such as δY ↔ δvˆ allowed according to the selection rules
summarised in equations 11.29.
Since the fermion components ψ(x) in F (h3O) are correlated with the compo-
nents of v4 ≡ h2 in F (h3O) under the constraint L(v56) = 1 as described for equa-
tion 9.48, fermion terms may explicitly appear through field exchanges of the form
δv4 ↔ δψ. That is, these interactions may directly give rise to the effective geometry
Gµν = f(ψ) alluded to earlier in this section and towards the end of section 11.3, and
as applied for the external geometric structure associated with the fermion fields un-
derlying the processes depicted in figures 11.13(a) and (b) for example. In general the
full set of microscopic field redescription possibilities, consistent with the constraint
equations, will need to be taken into account to determine the form of macroscopic
geometry Gµν = f(Y, vˆ) as shaped through a local degeneracy of field solutions as
described in chapter 11.
The gravitational time dilation effect, that is the relative slowing of time in the
vicinity of a massive object, described by the Schwarzschild solution for the metric in
equations 5.49 and 5.50, can be ascribed to the presence of the massive object itself in
general relativity. Accordingly the situation for regions in figure 13.1(b) with relatively
large values of h = |v4|, and hence a relative slowing of the flow of time, might be
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‘reverse engineered’ to identify an apparent presence of ‘matter’ in such a region. That
is, for the geometry Gµν = f(v4) in equation 13.4 it is possible to define an associated
energy-momentum tensor through −κTDµν := Gµν = f(v4). Here TDµν does not then
represent ‘ordinary matter’ which is built upon a degeneracy of gauge and fermion field
solutions for the geometry Gµν(x) over M4, and in particular made ‘visible’ through
the U(1)Q electromagnetic interactions, but rather an underlying warping of spacetime
geometry itself. Hence, while not describing baryonic matter, the implicit energy-
momentum TDµν is a candidate for the ‘dark matter’ of the universe.
With TDµν defined in this way for the Einstein tensor Gµν of equation 13.4
deriving directly from the metric gµν of equation 13.2, this in fact follows the procedure
for obtaining solutions for Einstein’s equation by cataloguing (gµν(x), Tµν(x)) pairs as
outlined towards the end of section 5.2. Here however it is the form of the metric that
is physically motivated and not arbitrary while the resulting energy-momentum tensor
need not necessarily correspond to any known form of matter.
The term ‘dark matter’ implies a kind of ‘phantom source’ of gravitation, which
is only detectable through its manifestation as a structure of spacetime geometry,
and indeed the above definition of TDµν essentially describes a purely gravitational
phenomenon. In general a structure described in the relation −κTµν := Gµν may or
may not be detectable as ‘matter’ and may or may not be detectable as ‘gravity’. For
example ordinary baryonic matter in the form of stars or planets is both visible as
matter Tµν and evident as gravity Gµν . On the other hand baryonic matter in the
form of tables and chairs, while clearly exhibiting a number of properties of matter,
does not give rise to any detectable gravitational effects. Contrary to that situation
‘dark matter’ in the form of Gµν = f(v4) might produce very significant gravitational
phenomena without being associated with any apparent material effects at all. For
example, as alluded to above, the variation in h(x) might be determined through
observations of galactic rotation curves and gravitational lensing effects rather than
an explicit empirical detection of a ‘dark matter’ distribution (as would be possible for
example for a cloud of dust on a galactic scale). A fourth case is conceivable in which
a definite mathematical form of −κTµν := Gµν = f(Y, vˆ) has evaded detection both
as a material and a gravitational entity.
Since the material effects of the local ordinary matter distribution present them-
selves more immediately than the corresponding gravitational phenomena, historically
the sense that universal gravity is a property to be associated with matter was a natu-
ral point of view to adopt. In turn the Einstein equation Gµν = −κTµν , influenced by
the Newtonian gravity which arises in the appropriate limit, was initially interpreted
to imply that in some sense matter ‘causes’ the curvature of spacetime . That interpre-
tation is considered to be a ‘reverse engineering’ from the perspective adopted in this
paper in which the energy-momentum tensor is simply defined through −κTµν := Gµν ,
with the spacetime geometry determined primarily as a solution for Gµν = f(Y, vˆ)
subject to the constraint equations (see also the discussion in the opening paragraphs
of section 5.2).
In terms of the spacetime solution in the particular region of the early universe,
through the mutual gravitation of dark matter and ordinary baryonic matter the effects
of Gµν = f(v4), as a network of creases in the underlying fabric of spacetime, might
have guided the formation of galaxies and galactic clusters. The properties of these
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structures are then visible today through the motions of galaxies within clusters and
the rotation curves of stars within galaxies, all still in mutual gravitational interaction
with the dark matter. This interplay between baryonic and dark matter is depicted
in figure 13.2, where the final stage labelled (e) corresponds to the kind of structures
observed through to the present epoch as also represented in figure 12.1.
Figure 13.2: (c) Fluctuations in the magnitude h(x) of the vector field v4, represented
by the vertical arrows (as for figure 13.1), in the early universe (d) gravitationally
merge along with baryonic matter, represented as points of dust, as the universe evolves
leading to (e) the formation of large scale galactic structures as observed through to the
present epoch. (Earlier epochs will be represented in figure 13.3(a),(b) in the following
section).
In the standard cosmological model it is known that the dark matter cannot
be baryonic due to the abundances of the light elements resulting from nucleosynthesis
in the early universe. Dark matter composed of relic particles from the Big Bang
must also be weakly interacting in order to have evaded direct detection. In the case
of ‘cold dark matter’ (CDM) the relic particles have a low thermal velocity leading
to a hierarchical formation of structure through the merger of smaller initial units
beginning in the early universe. This description is consistent with the picture in
figure 13.2, except that for ‘dark matter’ in the form of variations in |v4| there are
seemingly no associated ‘particle’ phenomena at all.
Since v4(x) is a 4-vector field, as well as fluctuations in |v4|, ascribed to the
temporal component v0 in figures 13.1(b) and 13.2, in principle there may be variations
in the spatial components vi also (as suggested earlier in this section for the case in
the final column of table 12.1 for a spacetime geometry incorporating a λvµvν term
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in the Einstein field equation) which could be pictured as a horizontal component for
the vectors in these figures. Such spatial fluctuations are counter to the assumption
of strict homogeneity and isotropy, as indeed are variations in the magnitude h(x),
but they could potentially be a factor in the observed peculiar motions of galaxies and
clusters of galaxies and might even be associated with a ‘dark flow’ if observations of
such phenomena were to be established.
Further, while fluctuations towards higher values of |v4|, that is a larger value
for L(v4) = h
2, correspond to regions of spacetime with an apparent slowing of the
flow of time τ ≡ s, and hence associated with ‘dark matter’, regions with a smaller
value for L(v4) = h
2 will have a complementary spacetime geometry with a faster
rate of temporal flow and in principle the opposite gravitational effect. Such regions
may hence tend to open up cosmic ‘voids’ between the galactic clusters and play an
important role in the structural evolution process represented in figure 13.2. On the
largest observable scales such a gravitational repulsion might also be a factor in the
composition of the apparent ‘dark energy’.
It is a very familiar idea that a 2-dimensional surface embedded within a 3-
dimensional space will generally have an intrinsic curvature, such as the surface of a
ball for example. Here we are considering the embedding of 4-dimensional spacetime
within the structures of a higher-dimensional form of temporal flow L(vˆ) = 1, and
it is again natural to expect that in general a finite intrinsic curvature for the 4-
dimensional manifold might result. It is hence proposed that such intrinsic curvature
for the spacetime geometry, closely correlated with variation in the component values
of the projected 4-vector v4 ⊂ vˆ onto TM4, constitutes at least a significant factor in
accounting for the observed phenomena of the ‘dark sector’ in cosmology.
In general relativity spacetime curvature might be considered to account for
the origin of mass in general by interpreting Einstein’s field equation essentially as a
definition of energy-momentum −κTµν := Gµν , as we have in this paper and as re-
viewed above. This is in contrast with the Standard Model of particle physics in which
the Higgs field φ(x) and the Higgs mechanism of spontaneous symmetry breaking, as
described in section 7.2, is responsible for the origin of mass through field interactions
for a theory framed in a flat spacetime background.
In the present theory with a continuous variation in the magnitude of the
underlying field v4(x) onM4, implying time dilation effects and shaping the spacetime
geometry, an apparent ‘mass’ might be associated with this field through −κTDµν :=
Gµν = f(v4) as described above, and hence the field v4(x) can be considered as the
source of this apparent mass. In subsection 8.3.3, and in particular in the discussion
around equation 8.76, and similarly around equation 9.48 in section 9.2, the same field
v4(x) has been associated with Higgs phenomena in conveying masses to the fermion
and gauge boson fields via possible δv4 ↔ δψ and δv4 ↔ δY interactions respectively,
compatible with the constraints summarised in equations 11.29.
Combining these observations suggests that the physical mechanism through
which a ψ(x) or Y (x) field interaction with the ‘vector-Higgs’ field v4(x) results in a
‘mass’ for the fermions or gauge bosons respectively is through the effect on the local
geometry due to the projection of the field v4(x) ∈ TM4 out of vˆ(x) under the full
form L(vˆ) = 1. Such a δv4 interaction may locally correspond to a further geometric
effect on top of the continuous v4(x) variation. In the present theory such external
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gravitational effects will be compatible with underlying quantum effects through the
above field redescriptions of the form δv4 ↔ δψ and δv4 ↔ δY , which add to the
list of possible interaction vertices of figure 11.3 in the correspondence with Feynman
rules for a quantum field theory. In the context of QFT the relation between the
‘bare mass’ associated with these field interactions and the measured mass of physical
particle states, as considered near the end of section 11.3, will depend upon this impact
on the external spacetime geometry.
In this theory while both dark matter and Higgs phenomena are directly asso-
ciated with the field v4(x) the dark matter is of course not composed of Higgs particles.
Rather the Higgs interactions via discrete δ|v4| exchanges are closely associated with
visible baryonic matter in the universe, and as observed in high energy physics ex-
periments, while dark matter relates to a continuous variation in the underlying field
v4(x). Even if L(v4) = h
2(x) was constant on large scales, hence with no dark mat-
ter phenomena, ‘strongly coupled’ field interactions with the vector-Higgs field v4 and
Higgs particles would still be observable in the laboratory. This observation is compat-
ible with the apparently ‘weakly interacting’ effects of dark matter as a gravitational
phenomenon that arises through variations in h(x) on the galactic scale. That is, while
the spacetime geometry resulting from the continuous v4(x) variation need not itself
be associated directly with any quantum or particle phenomena, the scalar δ|v4| in-
teractions of the same everywhere pervading field may give rise to the detected Higgs
particle states.
More generally the question remains to understand whether specific quantum
or particle effects might be associated with the dark sector, and how the geometric
phenomena arising from the injection of the temporal flow into the spacetime manifold
relate to the properties of the familiar Standard Model particle states. Together these
phenomena shape the world geometry as described collectively under Gµν = f(Y, vˆ).
The external geometry will involve the conformal transformation of equation 13.2,
which generates Ricci curvature and leads to equation 13.4, together with more gen-
eral solutions over a degeneracy of underlying internal field exchanges, resulting in a
combination and interplay of both Ricci and Weyl curvature in general.
Dark matter is empirically observed to be associated with galactic clusters,
and hence the value of h(x) is expected to be larger in such regions and lower in
inter-galactic space, as sketched in figure 13.2(e). Given that copious photons of light
and other Standard Model particles can be detected on Earth after being transmitted
through such regions, in travelling from distant galaxies, it appears that the properties
of such particles must be physically robust for small variations of h(x) to some degree.
The development of the full physical form and consequences of the expression
Gµν = f(Y, vˆ) will require a greater understanding of the incorporation of quantum
phenomena as introduced in chapter 11. The full implications of the theory, derived
either via direct calculation or simulation, for particle physics as well as cosmology
will depend both on the degree of variation of L(v4) = h
2(x) and the typical value
of h(x) itself at the present epoch. With material properties and the laws of physics
likely to have some dependence on the value of h(x) it may be that the Standard
Model of particle physics requires a certain apparent ‘tuning’ of this parameter in
order to allow the formation of ordinary baryonic matter itself. This raises the question
more generally of the possible uniqueness, or otherwise, of the ‘physical constants’ as
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observed in the world, both for Standard Model of particle physics and in terms of the
cosmological parameters, as we shall discuss in section 13.3.
In the following section we first consider the possibility that both the average
value and the fluctuations in h(x) may have been very different in the very early
universe, leading to a ‘phase transition’ to an average value of h(x) compatible with
the nature and properties of Standard Model interactions in particle physics and which
has remained stable to the present day. In this scenario the phase transition may mark
a point of convergence upon the familiar laws of physics in 4-dimensional spacetime
more generally. These may include the second law of thermodynamics expressed in
terms of the degrees of freedom of familiar interacting particles which are themselves
produced in the phase transition.
In summary, the ‘novel perspective’ in the title of this chapter refers to the
manner in which the intrinsic geometry of the 4-dimensional spacetime backdrop for
cosmology is shaped through the projection of the extended M4 manifold out of the
full multi-dimensional form of progression in time L(vˆ) = 1. While the present theory
based on general forms of time is very simple there are a number of features such
as the projection of the vector-Higgs field v4 onto TM4, generating the conformal
transformation of equation 13.2 parametrised for example by the dilation symmetries
described in the opening of the following section, and a set of elementary scalar fields
α, β, n and N , as described earlier in this section, which potentially correlate with large
scale cosmological phenomena in particular associated with the dark sector. These
features identified within the components of v56 ∈ F (h3O) for the 56-dimensional
form L(v56) = 1 are complementary to the features identified for the Standard Model
of particle physics as summarised in equation 9.46 and in section 9.3. Since the known
phenomena of HEP cannot account for the dark sector in cosmology new features,
such as identified in this section, are indeed required to account for the cosmological
parameters. There then remains the question concerning the degree to which the
mathematical structures described in this section might compare quantitatively with
empirical observations of the large scale physical structure of the universe.
A first step will be to seek a guide through a comparison between the approach
of the present theory and geometric models aimed at accounting for the dark sector of
cosmology in the existing literature. While papers involving conformal gravity (see for
example [76, 77]) may account for elements of the dark sector in geometric terms, such
models appear somewhat different to the approach described in this section. In replac-
ing the Einstein-Hilbert action by a conformally invariant action based on the Weyl
tensor these papers do however implicitly incorporate geometric transformations of the
kind in equation 13.2 and hence may relate to the structures of the present theory. The
present theory both aims to avoid the employment a Lagrangian formalism and does
not propose a ‘modified gravity’ of any kind. In fact here the Einstein equation is iden-
tified as a fundamental feature embedded within the definition of energy-momentum
through the expression −κTµν := Gµν = f(Y, vˆ), which also provides the interpretation
of the Einstein equation in the context of the present theory. While one aim of this
paper has been to avoid ‘postulating’ a Lagrangian of any form, the Einstein-Hilbert
action of equation 3.79 for general relativity, for the vacuum case with L = 0 and
Λ = 0, has been adapted in section 5.1 to facilitate a provisional connection between
the external and internal geometry arising from the symmetries of L(vˆ) = 1 broken
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over the base manifold M4, as described for equations 5.18 and 5.19 and guided by
Kaluza-Klein theory.
Further, rather than devising a scheme tailored to match empirical observa-
tions, here we begin with an underlying conceptual motivation and foundation for the
theory. Once this theory has been sufficiently developed a full cosmological model
might be established leading for example to a calculation for the density parameters
ΩB, ΩD and ΩΛ, as introduced following equation 12.15 in the previous chapter. In
principle the cosmological data itself might then be refit within the context of the
theory in order to test these ideas quantitatively.
13.2 The Very Early Universe
The highest-dimensional form of temporal flow considered in any detail in this paper
is the form L(v56) = 1 with E7 symmetry, as introduced in section 9.2. If any of
the four scalar components {α, β, n,N} of v56 ∈ F (h3O) in equation 9.46 is found
to be associated with an effective cosmological term Λgµν in equation 12.1 then the
magnitude of this component will be correlated with the magnitude of the acceleration
of the cosmic expansion, which may be arbitrarily small. Similarly the magnitude
and variation of the projected v4 ∈ TM4 components may directly correlate with
the properties of dark matter or dark energy, while as a ‘vector-Higgs’ the field v4
also generates mass terms for the fermions and gauge bosons and underlies Higgs
phenomena in general, as also reviewed in the previous section. Interactions between
the scalars {α, β, n,N} and v4 might also generate massive weakly-interacting scalar
states as a possible contribution to the dark sector.
One means of varying |v4| can be described via a simple dilation symmetry as a
subgroup of SO+(1, 9) for the model described in section 5.1 for a 10-dimensional form
L(v10) = 1 projected over M4 as pictured in figure 5.1. This dilation symmetry acts
on the components of v10 such that the magnitudes of the external v4 and internal v6
vectors are traded subject to the constraint L(v10) = |v4|2 + |v6|2 = 1. This variation
in h = |v4| can also be described in terms of a one-parameter subgroup denoted
D(1)X ⊂ SL(2,O) acting as a dilation symmetry on the components of v10 ≡ X ∈ h2O
in equation 6.16 preserving L(v10) = det(X) = 1.
In terms of the largest form of temporal identified another possibility for ‘tun-
ing’ the magnitude of the v4 components under the constraint of the 56-dimensional
form L(v56) = 1 lies in the dilation symmetry, which will be denoted D(1)λ ⊂ E7, as
parametrised by λ ∈ R and introduced in equation 9.30. This symmetry acts upon all
27 components of Y ∈ h3O of the 56-dimensional space F (h3O) in a uniform way, and
not only on the v4 ⊂ Y subset of components in equation 9.46.
As an intermediate case a further dilation of components can be identified
within the E6 symmetry on the h3O subspaces of F (h3O) and will be denoted D(1)B ,
as generated by the linear combination of boosts B˙1tz + 2B˙
2
tz and as introduced in
equation 8.35. From table 6.6 this E6 generator as a vector field in the tangent space
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Th3O has the form:
B˙1tz + 2B˙
2
tz =

+p +a¯ −12c
+a +m −12 b¯
−12 c¯ −12b −2n
 (13.5)
Hence under the action of D(1)B on the components of X ∈ h3O in equation 6.26 the
10 components of X are inflated while the remaining 17 components of θ and n are
deflated, or vice versa. The consistency of this D(1)B action with the preservation of
L(v27) = det(X ) can be seen directly from the form of det(X ) in equation 6.27 together
with the generator coefficients in equation 13.5. For this particular linear combination
of boosts the rank-6 E6 Lie algebra contains a rank-6 subalgebra decomposition, which
in terms of the corresponding Lie groups can be written as:
SL(2,C)1 × SU(3)c ×U(1)Q ×D(1)B ⊂ E6 (13.6)
As mentioned for the same decomposition in equation 8.35 the mathematical structure
of this Lie subalgebra is described in [38] (the first example in Appendix D, p.187).
In the present paper the subgroup SL(2,C)1 has been identified with the external
symmetry of spacetimeM4 in section 8.1, and SU(3)c×U(1)Q as the internal symmetry
subgroup within Stab(TM4) in section 8.2, in each case with a corresponding physical
interpretation. Clearly D(1)B is not a subgroup of Stab(TM4) due to the action on
the v4 ⊂ X components in equation 13.5, however since D(1)B is independent of
SL(2,C)1 × SU(3)c × U(1)Q, as described in equation 13.6, it may also be of physical
significance.
Regardless of the means of varying the 4-vector magnitude |v4| = h, whether
via D(1)X , D(1)B , D(1)λ or otherwise, the geometric impact of relatively high values
of L(v4) = h
2(x) projected out of the full form L(vˆ) = 1 over extended regions of the
cosmos is considered to form a candidate for the effects of dark matter, as described
in the previous section. As well as these small variations in h(x), the implications of a
much larger time-dependent evolution in the scalar value h(t), as averaged over the 3-
dimensional spatial hypersurfaces as a function of cosmic time t, can be considered for
the very early universe, as we describe in this section. For example we shall consider
the progression from a value approaching zero h(t) → 0 for t → 0 towards a stable
average value h(tv) = h0 in a period of time associated with the epoch of the Big
Bang, with h0 = |v4| hence also denoting the present day average value. On adopting
a normalisation factor of γ = 1 (a further natural option would be to set γ = h0)
relating the fundamental temporal flow s with the proper time τ , as described for
equation 13.3, the basic metric deformation can be described by equation 13.2. An
interval of proper time dτ can then be expressed as:
dτ2 = ds2 =
1
h2(t)
[
dt2 − dΣ2] (13.7)
where dΣ represents a Euclidean 3-dimensional spatial element. While this line element
has the form of a conformal transformation dependent upon h(t), similarly as for the
case of equation 12.23 for the FLRW models with conformal time parameter η, we
continue to think of t as the ‘cosmic time’ parameter. Given that the value of h(t)
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is only considered to differ from the present value h0 for t < tv in the very early
universe, and that elementary physical structures will be unfamiliar during that epoch
as the nature of the projection of L(vˆ) = 1 over that region of M4 is correspondingly
also different, the form of any ‘physical clock’ and the measure of time itself will need
further consideration for this earliest era. Hence in the above mathematical expression
we keep track of the coordinate time t in place of defining a new temporal parameter.
The identification of D(1)B ⊂ E6 alongside other subgroups in equation 13.6
is analogous to the proposed subgroup SU(2)L × U(1)Y ⊂ E7, as a candidate for
the gauge symmetry underlying the left-handed weak interactions, as described in
equation 9.47 and the subsequent discussion. In the case of SU(2)L × U(1)Y the
fact that this symmetry is not independent of Stab(TM4) (while it is independent
of SL(2,C)1 × SU(3)c) leads to the phenomena of ‘electroweak symmetry breaking’
through the interaction of the SU(2)L ×U(1)Y gauge fields and the v4 ∈ TM4 vector-
Higgs field, breaking the symmetry down to U(1)Q. For the future development of the
present theory it will be important to gain an understanding of the interplay between
electroweak symmetry breaking (as well as the role of the unification scale described
for figure 11.10) and the breaking of the DB(1) symmetry action (or other dilation
symmetry) in the very early universe.
A ‘gauge field’ associated with the D(1)B dilation symmetry, through interac-
tion with the components of v56, might itself drive an inflationary effect in the very
early universe. The very different physical environment associated with a very dif-
ferent magnitude of v4 ⊂ v56 projection onto TM4 in the very early universe might
also in principle incorporate some of the effects of a cosmological inflation. In either
case, following the inflationary epoch the D(1)B symmetry action would effectively be
broken in a ‘phase transition’ as the value of |v4| is stabilised and the parameters of
the Standard Model of particle physics are established. That is, with field interactions
leading to a mutual stabilisation of both the value of |v4| = h0 and the Standard Model
parameters.
In this theory, with the field v4 also closely associated with Higgs phenomena,
these parameters include the masses of the fermions through couplings implied in the
constraint L(v56) = 1, as recalled towards the end of the previous section. The D(1)B
symmetry, as generated by the E6 Lie algebra element of equation 13.5, applies to
both X and Y ∈ h3O in equation 9.46 and with a uniform action on all components of
Y ⊂ h2O, not just the v4 ∈ h2C subspace. The X and Y components in equation 9.46
carry the u-quark and ν-lepton states while the d-quark and e-lepton states reside in the
θ1X and θ
1
Y components. Hence the stabilisation of the magnitude of v4 ∈ TM4 in the
projection out of L(v56) = 1, as the D(1)B symmetry is broken in the early universe,
will establish the observed masses for the u-quark and ν-lepton states in comparison
with those for the d-quark and e-lepton states. The ‘tuning’ to these values may be
automatic if there is some mechanism underlying the stability for the corresponding
value of L(v4) = h
2 (see also the discussion at the end of section 9.2).
As described in section 9.3 a yet higher-dimensional form of temporal flow may
be required to fully identify the u-quark and ν-lepton states as SL(2,C)1 fermions as
well as to identify the second and third generation of Standard Model fermions. The
structure of such a higher-dimensional symmetry of time, possibly involving an E8
symmetry on a form of temporal flow L(v248) = 1 of greater than quartic order, may
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hence be needed to address the question of the stability of L(v4) = h
2(t).
As well as the fermions the masses for the W± and Z0 gauge bosons from the
SU(2)L ×U(1)Y sector of the theory and the Higgs mass itself will also be established
at the epoch of this phase transition. Fermion pairs such as e+e− might be produced
via the decay of a heavy gauge boson, as associated with the Feynman vertex of
figure 11.3(a), or via other underlying field exchanges of the form δY ↔ δψ generalising
from a geometric solution Gµν = f(Y ) for the spacetime geometry. However the energy
density of the early universe in the form of −κTµν := Gµν = f(v4) might also be
converted into fermion states through underlying δv4 ↔ δψ field exchanges, under
L(vˆ) = 1 as implied in the previous section.
As well as the production of such fermion pairs new interactions, for example
under the full form L(v248) = 1, may be significant in the high energy density en-
vironment of the very early universe. Such a form, involving quintic or higher order
field composition terms, might involve the production of leptons and quarks in the
same interactions, with potentially a mechanism for creating an asymmetry between
matter and antimatter acting during this very early epoch through to the phase tran-
sition. A further possibility might involve gauge bosons, for example from a ‘beyond
the Standard Model’ SU(2) ⊂ E8 subgroup of the full symmetry of time (in principle
identified through an explicit symmetry breaking decomposition in the form of equa-
tion 9.51 acting on the components of L(v248) = 1), which might mediate interactions
between leptons and quarks in an analogous manner to the ‘X and Y ’ gauge bosons
of an SU(5) GUT model. The origin of this imbalance of matter over antimatter re-
mains to be understood, but the underlying asymmetry in the directed flow of time,
the parity asymmetry arising from in the choice of the v4 ∈ TM4 projection out of the
components of F (h3O) in equation 9.46, a mechanism for combined lepton plus quark
production or even CP violation in the quark sector, all in the context of the present
theory, may play a part here.
In the standard theory by the time the temperature of the universe has cooled
to 1012K at around 10−4 seconds after the Big Bang quarks and gluons no longer form a
component of a relatively weakly interacting plasma, along with leptons and photons,
but become confined in hadronic states. A proton to photon ratio of around 10−9
to one is established at this epoch, with a negligible contribution from antiprotons.
Similarly most of the initial electrons and positrons mutually annihilate leaving a
residual e− contribution, balancing the residual p+ states, leading to the much later
recombination era as electrons combine with nuclei forming neutral atoms around
372,000 years after the Big Bang, marking the origin of the CMB radiation as observed
today and as described in section 12.3. An understanding of the origin of the imbalance
between matter and antimatter states in the very early universe, accounting for the
predominance of ‘matter’ states as still observed today, within the context of the
present theory may also aid in the identification of the mathematical structure of the
currently hypothetical E8 action on the form L(v248) = 1, augmenting the input from
the required Standard Model properties as discussed in section 9.3.
For the case of X ∈ h3O with constant L(v27) = det(X ) = 1 and given a very
small initial value of |v4| for a projected v4 ⊂ X a very large value for the scalar n
is permitted, as can be seen from equation 6.27. Similarly, in the context of the form
L(v56) = 1 and equation 9.46, with v4 ∈ TM4 projected from the Y components, a
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very large value of the scalar field N(x) may be achieved if the dilation symmetry
D(1)B , with the generator of equation 13.5, is involved in obtaining a very small
value of |v4|. Further, if this latter value is obtained via the dilation symmetry D(1)λ
of equation 9.30 then a very large value for either the scalar field n(x) or β(x) from
equation 9.46 can result. Hence if a cosmological term Λgµν is derived for equation 12.1
in the early universe, with the scalar Λ closely related to any of the scalars N , n or β
then a temporary but rapid inflationary dynamics might be obtained.
The action of a dilation symmetry D(1)B or D(1)λ, or some combination, may
slide the value of |v4| = h ≃ 0, corresponding to an initial unstable ‘inflationary state’
in the very early universe, towards a preferred solution under Gµν = f(Y, vˆ) with a
stable value for |v4| = h0 via interactions with other fields on M4. In the very early
universe v4(x) ≃ 0, correlated with a very large value for a scalar field such as N(x)
or β(x), might account for inflationary phenomena, with the largest inflation driven
for example by N → ∞ as |v4| → 0 for t → 0. After the magnitude of v4 has grown
in time the same field with small variations around |v4| = h0 might account for dark
matter effects, as described in the previous section, while a residual, now small value
for N(x) or β(x) might account for the dark energy term Λgµν at the present epoch, as
a greatly suppressed remnant of the early inflationary era. A field such as N(x) driving
inflation in the very early universe must be weakly coupled at the present epoch in
order to have evaded detection in the laboratory. On the other hand the stable and
complementary scalar field h0(x) = |v4| is associated with the vector-Higgs field v4,
giving rise to phenomena which are evident in experiments.
At the time of the phase transition t = tv the energy of the vector-Higgs field
v4 is transferred to fermion and gauge particle states under the external geometry
Gµν = f(Y, vˆ) solution. In addition to the stable value of |v4| = h0 the masses of
the fermions will be established under terms of L(vˆ) = 1, as described for the case of
L(v56) = 1 in equations 9.48 and 9.49 at the end of section 9.2. Hence the low value of
the cosmological constant Λ may be correlated with the low value of the neutrino mass,
and the pattern of fermion masses more generally, according to the balance between
the stable scalar values for |v4| = h0, n, N , α and β in equation 9.46, although again
a full form such as L(v248) = 1 may be required for the full picture.
Under the assumptions applied for FLRW models, as described in section 12.2,
while for t > tv a radiation dominated solution for the line element of equation 12.5
initially emerges, for t < tv both the scale factor a(t) of that equation and the conformal
factor h(t) = |v4| of equation 13.7 combine together to form the line element:
dτ2 = ds2 =
1
h2(t)
[
dt2 − a2(t) dΣ2] (13.8)
In general it will be necessary to solve the 4-dimensional geometry Gµν = f(Y, vˆ)
to determine the dynamical form of gµν(x) both for t > tv for the evolution from a
radiation to a matter dominated universe and on to the era of dark energy dominance
and potentially also for an ‘inflationary’ epoch for t < tv, both in principle involving
an evolution of the scale factor a(t) driven by an effective Λgµν term in equation 12.1
induced by a scalar component such as n,N,α or β. As described above such a scalar
field might take a very large value in the early universe as balanced against h(t)→ 0 as
t→ 0 under the constraint L(vˆ) = 1. As was described for equation 13.7 the parameter
t is considered to represent ‘cosmic time’ rather than ‘conformal time’, even for t < tv.
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This convention is further justified here with the scale factor a(t) incorporated into
the more complete expression in equation 13.8.
However, for t < tv in addition to a possible Λgµν term there are new features
that arise in the present theory. The initial low value for |v4| = h(t) in equation 13.8
implies a relatively rapid flow of the fundamental time s through the spacetime man-
ifold as parametrised by the cosmic time t. This property is complementary to the
relative slowing of time in the later universe associated with small fluctuations to rel-
atively high values of |v4| distributed in space, with the resulting gravitational effects
ascribed to apparent regions of ‘dark matter’ as described for figures 13.1 and 13.2.
The complementary case with much lower values of |v4| in the very early universe may
imply an effective expansion of spacetime (which might also apply to a smaller degree
in regions of the later universe correlating with ‘voids’ between galactic clusters, as
discussed after figure 13.2 also in the previous section).
In the case of the very early universe the conformal scaling via the factor
h−2(t) in equation 13.8 as h(t) becomes smaller for t → 0 means that intervals of
the ‘comoving coordinates’ {t, r, θ, φ} represent greater physical spacetime volumes as
t → 0. For this conformal geometry an infinite spacetime volume may be inscribed
within a finite coordinate boundary (as might be represented for example by the ‘Circle
Limit’ woodcuts of M.C. Escher described in [26] pp.33–34).
Allowing an infinite passage of time in the past in this way with τ ≡ s→ −∞ as
t→ 0 may itself not help solve the ‘horizon problem’ since spatial volumes are dilated
by the same factor. That is, the conformal diagram of figure 12.3, representing the
causal structure for the evolution of the universe since the ‘initial singularity’ at t = 0,
is unchanged by variation in h(t) alone. As for the standard approach to solving the
horizon problem it appears necessary to ‘miniaturise’ physical spatial displacements
relative to temporal intervals at the earliest epoch via for example an inflationary
dynamics of the scale factor a(t), as has been applied for figure 12.4. Hence although
in the present theory much more time may be available in the very early universe both
h(t) and the scale factor a(t), which will be mutually correlated in the dynamics, play
significant roles in equation 13.8.
Nevertheless, in the present theory the magnitude of any inflationary effect,
in terms of the increase in the scale factor a(t), and its period of duration may be
somewhat different than in the original theory of inflation. Here the non-uniformity in
the way that the underlying flow of time s is injected into the spacetime manifold as
h(t) = |v4| evolves may have consequences which partially, or even totally, remove the
need for a rapid ‘inflation’. A much smaller value for h(t) in the very early universe
relative to the present day value will also mean that the properties of physical structures
are likely to be very different, compared with those of the Standard Model for example.
These differing structures may also in principle imply uniform characteristics, such as
‘temperature’, across the initial singularity, with little if any time required to attain the
high degree of ‘thermal equilibrium’ as observed today for the CMB radiation across
the full spatial extent of the observable universe.
In assuming the vector field v4(x) to take the particular unstable value in the
very early universe with v4(x) → 0 as t → 0 the dynamics of the cosmic evolution,
described globally through Gµν = f(Y, vˆ), will change with the phase transition at the
time at which the stable value |v4| = h0 emerges at t = tv. This potentially abrupt
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change in the nature of the dynamics may be accompanied by a reduction in symmetry,
in particular regarding the effective breaking of the dilation symmetry, composed of a
combination of the groups D(1)X , D(1)B and D(1)λ described in the opening of this
section for example. In the original inflation theory there is no relation between the
postulated scalar inflaton field ϕ(x) and the Standard Model scalar Higgs field φ(x) of
particle physics. In the present theory ‘inflation’ in the early universe is correlated with
a very small value for v4(x), while Higgs phenomena derive from the present stable
vector field with |v4| = h0, with the two values of the same field v4 related through
the action of the dilation symmetries in the very early universe.
There are however some models in the literature for which inflation in the very
early universe is correlated with the Standard Model Higgs field, and the properties
of conformal transformations, in some way, as for example in [78, 79, 80]. These
references typically incorporate a coupling between the Higgs and gravitational fields
by postulating a new interaction term in a Lagrangian of the form L ∼ ξφ†φR, where
φ is the scalar Higgs field, R is the scalar curvature and ξ is a new coupling parameter.
In the theory presented in this paper however the Higgs sector is more intimately
associated with gravity since variations in the magnitude h(x) = |v4| of the vector-
Higgs field v4(x) directly impact upon the external spacetime geometry via a change
in the metric of the form described by equation 13.2.
The picture of the very early universe in the present theory does also have close
parallels with the original inflationary models described in section 12.3. The scalar
magnitude h = |v4| for the initial projection of v4 ∈ TM4 out of the components
of vˆ in the very early universe is analogous to the initial value of the scalar field ϕ
in inflationary theory. For example in ‘old’ or ‘new’ inflation the initial value ϕ = 0
becomes a ‘false vacuum’ as the potential V (ϕ, T ) is modified with the dropping cosmic
temperature T until subsequently a stable condition with ϕ = ϕ0 6= 0 is achieved. In
the present theory the consequences can be considered for a state with h = |v4| ≃ 0 in
the very early universe followed by a continual range of projections of L(vˆ) = 1 over
M4 until the stable value h = |v4| = h0 6= 0 is achieved, particularly in terms of the
form of the geometric solution Gµν = f(Y, vˆ).
In the present theory interactions between the components of the vector field
v4(x) and for example the fermion field ψ(x) under the L(v56) = 1 terms, together
with gauge fields Y (x) via terms in the expansion of DµL(v56) = 0, may compose a
thermal system incorporating an effective temperature dependent potential V (h, T ).
Such interactions will also generate ‘drag terms’ in the dynamics of the evolution of
h(t) leading to damping effects accompanying a possible period of oscillations about
the potential minimum as energy is transferred to Standard Model particle states
created and ‘reheated’ as the point of stabilisation with h(t) = h0 at time t = tv is
approached. This describes the ‘phase transition’ at the end of an inflationary period,
leaving a residual dark energy contribution, arising for example from a much reduced
and stable value for the scalar field N(x), in addition to the Standard Model particle
spectrum as observed today. A radiation dominated FLRW cosmology emerges at
this time t = tv out of the ‘Big Bang’ with the initial conditions of the standard
cosmological model having been set.
In beginning with L(v4) = h
2 ≃ 0 and converging towards L(v4) = h20 at time
t = tv via interactions under the terms of the full form of L(vˆ) = 1 this picture is closely
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analogous to the second order phase transition of the ‘new inflation’ model described in
section 12.3, involving a ‘slow roll’ down an effective potential slope V (h, T ) on the way
to achieving the stable value. For the present theory the ‘potential energy’ associated
with the original unstable value of h ≃ 0, following the analogy of the ‘false vacuum’
state in the new inflation model, might itself effectively provide a direct source of an
inflationary expansion.
The variation of |v4| = h(x) alone modifies an otherwise flat Minkowski space-
time via the conformal transformation gµν(x) = θ(x)ηµν , with θ(x) = h
−2(x) from
equation 13.2. Via the Levi-Civita connection Γ(x) this results in the Einstein tensor
Gµν(x) explicitly presented in equation 13.4. The shaping of the geometry Gµν = f(θ)
from beneath in this way contrasts with the geometry Gµν = −κTµν(ϕ) deriving from
the energy-momentum source Tµν(ϕ) of equation 12.25, which in turn was derived
from a Lagrangian for the postulated scalar field ϕ(x) in the original inflation theory.
Despite this difference in origin there is a close similarity between the kinetic terms in
the field ϕ(x) in equation 12.25 and the first two terms in the field θ(x) = h−2(x) in
equation 13.4, suggesting the possibility of a similar field dynamics for the two models.
For inflationary theory, in addition to the kinetic term drag terms are also
introduced into the Lagrangian, as described following equation 12.25, and relate to
the physical phenomenon of post-inflation reheating during which the energy of the
false vacuum is converted into interacting particles. A similar effect may arise in the
present theory, with an effective potential V (h, T ) and ‘drag terms’ for the new theory
deriving from interaction terms implicit in the form L(vˆ) = 1 as described above.
The favoured minimum in V (h, T ) (which may be largely independent of the effective
temperature T ) will correspond to the stable value |v4| = h0, without the need to
contrive an appropriate form for the potential V (ϕ, T ) as is the case for inflationary
theory, since all the couplings of the present theory are effectively implied within the
constraint equations 11.29.
An alternative proposal for the present theory features initial conditions with
|v4| ≫ h0 with potentially large fluctuations in the components of the field v4(x),
perhaps accompanied by a large value for the scalar field α(x) from equation 9.30 pro-
viding the source of an inflationary Λgµν term in the very early universe. Amongst the
many possible solutions for Gµν = f(Y, vˆ) in principle arbitrarily extreme spacetime
geometries may occur, but without necessarily being supported throughout the full ex-
panse of the manifoldM4. Such an extreme structure may describe the initial geometry
in the Big Bang, where the conditions may even be somewhat ‘chaotic’ as an extended
spacetime solution is first shaken out of the mathematical possibilities implied in the
form L(vˆ) = 1 and its symmetries, assuming the present universe to have evolved from
such a state. With potentially a large range of possibilities for |v4(x)| ≫ h0 the initial
value for v4(t) for t→ 0 may be required to be fairly uniform over a spatial extent of
order the Hubble radius, as for the initial value of the scalar field |ϕ| > |ϕ0| in models
of ‘chaotic inflation’, as also described in section 12.3.
However, while there may be a range of possible ‘false vacuum’ initial conditions
for the projection of v4 ⊂ vˆ onto TM4 in the present theory, the ‘post-inflationary’
stable value of |v4| = h0, as coordinated with the parameters of the Standard Model of
particle physics, may still be uniquely determined. The possible range of initial values
for |v4| ≫ h0 in principle implies a range of inflationary effects and a corresponding
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range of properties for the later evolution of the universe, some of which may be
compatible with the present day universe as actually observed, and in particular with
both the horizon and flatness problems resolved as for standard inflationary theory.
This raises the question of the uniqueness of the present theory, which will be
discussed more generally in the following section. For the case of h(t) = |v4| → 0 as
t→ 0 the scalar function θ = h−2 diverges. Hence even in this case, if θ is interpreted
as the inflationary field, the present theory may be interpreted in a manner analogous
to chaotic inflation, with θ effectively taking a broad range of large values in the
‘primordial chaos’ of the very early universe. Although these options, in relation
to chaotic inflation, might be considered further, here we explore in more detail the
implications of taking h(t) = |v4| → 0 as t→ 0 as a potentially unique starting point.
Hence this general structure involving a transition from the initial condition
with v4(x)→ 0, as depicted in figure 13.3(a), towards the stable state with |v4| = h0,
with a value which may also be determined uniquely, and as represented in figure 13.3
at stage (c), may be essentially unambiguous. The state immediately emerging from
the phase transition in figure 13.3(c), along with ordinary matter represented by the
sprinkling of points of dust, was also represented in figure 13.2(c), although with the
spatial fluctuations of the field v4(x) neglected in the earlier figure.
Figure 13.3: (a) Beginning with v4(x) ≃ 0 at the temporal origin of 4-dimensional
spacetime, (b) the value of |v4| = h grows, with potentially large fluctuations in both
magnitude and direction, until the phase transition with (c) a stable value attained for
v4(x) with small fluctuations about the components (h0, 0, 0, 0) for v4 in the comoving
cosmological frame {t, r, θ, φ}. (Later epochs are depicted in figure 13.2(d),(e) in the
previous section).
The picture of the phase transition between (b) and (c) in figure 13.3 is anal-
ogous to the that associated with the property of ferromagnetism in a piece of iron.
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The atoms in the iron can be considered as forming a lattice of a very large number
of randomly oriented magnets for temperatures T > Tc above the critical value. This
is similar to the situation in figure 13.3(b), except that the atomic magnets would be
represented by 3-dimensional spatial vectors of a uniform constant magnitude. Upon
cooling to a temperature T < Tc it is energetically favourable for neighbouring mag-
netic vectors to align, with an analogous phenomena applying for the vector field v4(x)
as the stable value |v4| = h0 is attained as depicted in figure 13.3(c), with small fluc-
tuations about the average 4-vector value of v4(x) greatly exaggerated in the diagram.
For the present theory the symmetry breaking in the phase transition, both
in terms of the actions of the dilation symmetry for the magnitude of v4(x) and
fluctuations in the orientation of this 4-vector, further suggests a close relationship
between v4(x) and the Standard Model Higgs field. Indeed the stable vacuum value
v4 = (h0, 0, 0, 0) is precisely the same 4-vector as that in equation 8.72 (where a
pseudo-Euclidean basis {t, x, y, z} for v4 was employed), with v0 = h0, as described
in subsection 8.3.3. The ‘vacuum symmetry’ is broken as the vector-Higgs field v4(x)
takes a magnitude and particular direction in spacetime which, on average, is pre-
sumed to be essentially aligned with the preferred cosmological frame parametrised by
comoving coordinates {t, r, θ, φ}.
That is, the comoving cosmological frame is aligned with the average distribu-
tion of visible matter, which in turn is presumed to have been formed and evolved in
line with the underlying flow v4(x) through the spacetime manifold M4. The degree of
correlation between local fluctuations in the flow v4 and peculiar motions on a galactic
scale at the present epoch is an open question. While the laws of physics are locally
Lorentz invariant actual physical structures clearly are not, and this also applies to
the large scale structure of the universe. For example a directional relative blueshift
and redshift for the detected CMB radiation depends upon the local choice of Lorentz
frame for the observer. In our case these shifts are due to our local motion within our
galaxy, and can be readily corrected for in the CMB maps.
As for the inflationary theories described in section 12.3 quantum fluctuations
and potentially Hawking radiation in the inflationary epoch generate inhomogeneities
in the very early universe which may become frozen as classical fluctuations in energy
density at the end of inflation, ultimately seeding the formation of galactic structures.
In the present theory these quantum effects include interactions between v4(x) and
other fields, such as those for the fermions ψ(x) and gauge bosons Y (x) as well as
scalar fields such as N(x), all subject to the constraint equations 11.29 in forming the
overall external geometric solution Gµν = f(Y, vˆ) in spacetime. Fluctuations in the
value of h(x) = |v4(x)| directly impact upon the spacetime geometry, as described
for equation 13.2, and hence in particular may generate large scale structure when
amplified as the scale factor a(t) rapidly grows.
Fluctuations in the spatial components of v4(x) could also in principle have a
large effect during the evolution of the very early universe as represented by the stage of
figure 13.3(b), particularly for the case of a pre-inflation spatially ‘miniaturised’ world,
with a relatively very small value of a(t), as described for figure 12.4. A calculation of
how such fluctuations might stir up the primordial geometry would involve taking into
account all components of the field v4(x) to determine Gµν = f(Y, vˆ), rather than just
the magnitude |v4| = h = θ− 12 as was the case for equation 13.4. Such a cosmological
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model, with fluctuations in both the magnitude and direction of v4(x) impacting upon
the large scale structure, would differ from the forms derived in equations 12.9 and
12.10, for G00 and G11 respectively, for which homogeneity and isotropy were assumed,
unless a statistical average is taken for the large scale structure conforming to those
assumptions.
As the vector field v4(x) stabilises through the phase transition to the stage
depicted in figure 13.3(c) small residual variations in the components of v4(x) might
still remain, and be found to be finely grained on the scale of the observable universe.
This residual fingerprint of the earlier fluctuations is the network of creases in the
fabric of spacetime as has been described in the previous section for the same epoch as
also depicted in figure 13.2(c). At this point, and throughout the remaining evolution
of the cosmos, this small residual variation in the components of v4(x) might account
for the phenomena of dark matter, and even a dark flow, as also suggested in the pre-
vious section. That is, with sufficient deviation from the assumptions of uniformity of
the cosmological principle these residual variations might seed the early formation of
galaxies and clusters of galaxies through gravitational merging into the courser struc-
tures observed at the present epoch. This cosmic imprint in the underlying spacetime
geometry, arising from fluctuations in the very early universe, is interpreted as a man-
ifestation of ‘cold dark matter’ in particular, as was described in the previous section
for structures observed through to the present epoch as depicted in figure 13.2(e).
As noted above, on top of these geometric effects of a continuous variation in
the field v4(x) in the present theory the same field is responsible for the Higgs sector
in particle physics through interactions or exchanges with other fields. More generally,
throughout the history of the universe quantum transitions, in the form of δv4 ↔ δψ or
δvˆ ↔ δY field exchanges underlying the multiple possible solutions for the spacetime
geometry Gµν = f(Y, vˆ), with the constraints of equations 11.29 applying everywhere
on M4, will shape the evolution of the cosmos, including the epoch of the very early
universe. This shaping includes both the impact of observable fluctuations as described
above as well as the physical implications arising from the statistical average of the
microscopic interactions.
As described in chapter 11 the direct association of the likelihood of an ob-
servable quantum event with the ‘number of ways’ in which the same empirical effect
can be achieved, quantified in terms of the degeneracy of underlying field solutions for
the same external local geometry Gµν = f(Y, vˆ), unifies the quantum process notion
of probability itself with the classical concept. While a time-ordered accumulation of
probabilities in the quantum case is relevant for cross-section calculations, in the case
of classical phenomena it gives rise to the second law of thermodynamics as quantified
by an ever increasing value of entropy for any evolving thermodynamic state. In the
present theory all such thermodynamic phenomena are played out in time and do not
themselves drive an ‘arrow of time’, as will be clear in the following chapter.
As alluded to above the structure of the very early universe may allow suffi-
cient breathing space for the thermalisation of the particle degrees of freedom in the
epoch before the phase transition in figure 13.3, as is the case for the pre-inflation
environment in figure 12.4 as described in section 12.3. However some care is needed
in applying the principles of thermodynamics and statistical mechanics, familiar from
their application in the flat spacetime environment of the laboratory for example, in
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the potentially highly curved and dynamic spacetime of the very early universe. Even
basic notions such as ‘temperature’ or a ‘black body spectrum’ may be hard to define
in such an extreme environment. The approach may be justified to some extent by
applying thermodynamics within small spacetime regions which approximate to local
inertial frames, and adopting the strong equivalence principle, given a sufficient num-
ber of ‘particles’ and ‘particle interactions’, or underlying field exchanges, within such
a region to apply statistical methods. Further, the properties of the ‘particles’ and
fields themselves in the era before the phase transition may be very different to the
familiar Standard Model particles and fields that emerge out of the Big Bang.
It is also noted that the universe, and in particular the structure of the very
early universe, is a single system for empirical study. Hence thermodynamic argu-
ments, which consider an ensemble of systems each of which might form a small com-
ponent within the universe, as for example employed for laboratory experiments, may
not apply for the potentially unique system composing the precursor to and immediate
aftermath of the Big Bang. That is the observable universe today may have evolved
from state in the very early universe which is too small or simple to incorporate a
statistical average, and which might in fact be dominated by the effect of a single
‘fluctuation’.
Further, as was described towards the end of section 12.3, beyond the ‘horizon
problem’ there is apparently a ‘start-up problem’ in the need to choreograph a vast
number of spacelike separated ‘bangs’ along the initial singularity, either in figure 12.3
or 12.4, in order to effectively simultaneously trigger the ‘Big Bang’ itself at cosmic
time t = 0. Analogous to a synchronised display of fireworks there might be range of
‘temperatures’ across the range of ‘bangs’ creating inhomogeneous initial conditions.
However the Big Bang is not such a terrestrial event and there seems no reason why
it should not be in the nature of the start-up to generate essentially homogeneous
thermodynamic conditions over the entire spacelike hypersurface at t = 0, upon which
local fluctuations may be identified in terms field exchanges underlying the multiple
solutions for Gµν = f(Y, vˆ). In particular the different nature of gravity, associated
with the smooth geometry Gµν(x), compared with the quantum phenomena associated
with the internal field interactions, may play an important role in this structure.
In the immediate aftermath of the phase transition of figure 13.3(c) with the
‘vacuum energy’ being converted into Standard Model particles through transitions of
the form δv4 ↔ δψ under L(v56) = 1, with familiar microscopic quantum properties,
many more degrees of freedom may open up. The entropy content of the observable
universe emerging from this epoch will depend on the reheating effects of the drag terms
implicit in L(vˆ) = 1 combined with the kinetic terms implied in equation 13.4, which
were discussed earlier in this section and similarly as described following equation 12.25
for inflationary theory. However, as also noted in section 12.3 the gravitational field
appears to have had a very special role in the Big Bang and very early universe in
being aloof from the thermalisation process.
The strong equivalence principle (as reviewed in section 3.4 and adopted above)
in part demonstrates how the characteristics of gravity fundamentally differ from the
other forces of nature. The properties of local inertial frames are key to the structure
of general relativity, with all physical phenomena other than gravity behaving in such
a frame as if gravity were completely absent, while gravity itself is described by the
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geometry of the extended spacetime. The differences between gravity and other physi-
cal phenomena will be significant for addressing issues for the early universe, including
also the ‘flatness problem’ as well as the ‘horizon problem’ and an understanding of
the role of entropy.
Within the present theory the special status of the external gravitational field
further derives from the fact that it is of a quite different, ‘unquantised’ nature in com-
parison with the internal gauge Y (x) and fermion ψ(x) fields. The external geometry,
described for example in terms of the metric components gµν(x) or linear connection
Γ(x), does not partake in the statistical physics of the internal fields which lies be-
neath continuous geometric solutions of the form Gµν = f(Y, vˆ). In the expression
−κTµν := Gµν the right-hand side describes the smooth external geometry, with all
quantum mechanical properties of matter implicitly underlying the energy-momentum
tensor on the left-hand side. Such quantum phenomena, based on an degeneracy of
field solutions, can generally be described to a good approximation within local iner-
tial frames, as was the case in sections 11.1 and 11.2. While the electromagnetic field,
for example, exhibits thermal properties through the underlying field interactions the
external gravitational field, being aloof from such interactions, has a very different re-
lation with thermodynamic phenomena, and also, being unquantised, does not directly
partake in quantum fluctuations.
The phenomenon of Hawking radiation, as discussed towards the end of sec-
tion 11.4, arises for quantised fields in the classical curved spacetime of a black hole
exterior, with the consequence for example that a black hole with mass O(106) kg will
evaporate in approximately one second. Such phenomena involve the quantum me-
chanical description of the vacuum but the gravitational field itself is not quantised,
and lead to a study of the thermodynamic and entropy properties of black holes. Sim-
ilar properties of the vacuum may arise for the present theory, since gravity is not
quantised here, and also be important in the study of the thermodynamic and entropy
properties of the very early universe, in particular during the inflationary period.
For the case in which the initial geometry is dominated by variation in the
value of |v4| = h(x), with a metric of the form gµν(x) = h−2(x)ηµν in equation 13.2,
the spacetime geometry of equation 13.4 is conformally flat, even for arbitrarily large
variations in the scalar field h(x). For such a geometry the Weyl curvature tensor
vanishes, Cρσµν(x) = 0, consistent with the proposal of the Weyl curvature hypothesis
as motivated and described towards the end of section 12.3. Hence this observation
may account for the ‘cosmological problem’ concerning the extraordinarily special state
of the Big Bang to 1 part in 1010
123
(according to [26] p.777) as required for the
low entropy initial conditions which underlie the subsequent evolution of the cosmos
consistent with second law of thermodynamics.
Through interactions and fluctuations of the form δv4 ↔ δψ, in particular with
the transfer of energy from the vacuum to Standard Model particle states towards the
end of the inflationary period corresponding to figure 13.3(c), a non-conformally flat
geometry will emerge incorporating Weyl curvature, and hence the propagation of grav-
itational waves for example, as well as Ricci curvature. As described in section 12.3
(with reference to [26] section 28.8) the entropy of the gravitational field might be ex-
pressed in terms of the degrees of freedom of the Weyl curvature and hence contribute
to the increase in entropy from this time. As also described in section 12.3, follow-
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ing equation 12.23, all FLRW models are consistent with Cρσµν(x) = 0 but require
something like an initial period of inflation to explain why observations are consistent
with k = 0, that is with spatial flatness. Similarly for the present theory an inflation-
ary evolution for a(t) in equation 13.8 in the very early universe may relate to this
observation.
As described in section 11.3, and depicted in figure 11.10, the three coupling
parameters of the Standard Model gauge group SU(3)c × SU(2)L × U(1)Y approxi-
mately converge at an energy scale of O(1015)GeV. This unification scale will mark
a significant threshold in the early universe, and it will be important to understand
how it relates to the epoch of the phase transition in figure 13.3(c) for the present
theory. The interplay between the dilation symmetry, such as D(1)B , and electroweak
symmetry, together with the nature of their breaking, will also be key, as described
shortly after equation 13.7 with reference to equation 13.6. The electroweak symme-
try SU(2)L × U(1)Y is broken by its action on v4 ∈ TM4, with the stable value for
the magnitude |v4| = h0 arising out of the Big Bang at t = tv. For t < tv, and
in particular for t → 0 with |v4| ≪ h0 via the action of the dilation symmetry, the
properties of the electroweak symmetry and the Higgs sector more generally will be
somewhat different, for example with regards to the pattern of particle masses. To
address the complete symmetry breaking picture it will be required to explicitly iden-
tify the electroweak symmetry SU(2)L×U(1)Y within the full E7, or E8, symmetry of
the full form L(vˆ) = 1, in relation to the dilation symmetries, such as D(1)B , and the
SL(2,C)1 × SU(3)c ×U(1)Q symmetry already identified, completing the development
of these structures described in chapters 8 and 9.
As also alluded to towards the end of section 11.4 for a theory of ‘quantum
gravity’, with the degrees of freedom of the gravitational field quantised, significant
effects are expected at the Planck energy scale EP =
(
c3~
GN
)1
2 ≃ 1.2×1019 GeV. For any
description of the very early universe in the context of such a theory all classical field
concepts in turn fail at epochs earlier than the Planck time tP =
(
GN~
c5
)1
2 ≃ 5× 10−44
seconds. However the energy scale EP is considered to be of no special significance
for the present theory and the time scale tP , representing for example the extremely
early universe, in principle presents no barrier for this theory. Hence the nature of the
universe down through epochs at arbitrary cosmic times t < tP might be studied within
the context of the present theory. This leads essentially to two broad possibilities as
depicted in figures 13.4(a) and (b). In these diagrams t = tv (presumably with tv ≫ tP )
denotes the epoch of the phase transition at which there is a convergence to the average
value L(v4) = |v4|2 = h20, as represented in figure 13.3(c). For either figure 13.4(a) or
(b) the epoch of the ‘Big Bang’ can be identified with the time t = tv or more generally
with the period from t = 0 to t = tv and the state emerging at that latter time.
In the first case for figure 13.4(a) the time t = 0 can be considered to be
the moment at which an extended 4-dimensional spacetime world first emerges out
of the forms of the pure temporal flow s as identified through the geometric relation
Gµν = f(Y, vˆ). This is the point in time at which extended and potentially infinite
3-dimensional spatial hypersurfaces may be identified as an offshoot out of the multi-
dimensional form of temporal flow L(vˆ) = 1 and a spacetime geometry with metric
gµν(x) established, although with a significant deviation from flatness possible both
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Figure 13.4: Two scenarios for the relation between the temporal origin of the universe
and the fundamental flow of time with (a) s → −∞ for t < 0 and (b) s → −∞ for
positive values of t→ 0. The width of each figure for t > 0 represents the spatial scale
factor a(t) as a function cosmic time t, neither of which are drawn to scale.
for the 4-dimensional curvature and for the 3-dimensional hypersurfaces. Considering
a time t > 0 in figure 13.4(a) and retracing the temporal flow backwards the time t = 0
marks the point at which the geometrical interpretation in terms of a 4-dimensional
extended manifold, supported by the mathematical structure and symmetries of the
form L(vˆ) = 1, completely breaks down.
Before t = 0 in figure 13.4(a) the parameter t no longer represents a coordinate
on the manifold M4, while the fundamental flow of time s→ −∞ continuous without
any limit as expressible through a general form L(vˆ) = 1, as always, but without any
projection of v4 ∈ TM4 components onto an extended manifold. Here, as depicted
for example in figure 13.3(a), we have considered the case with v4(x) ≃ 0 in the very
early universe. In the context of figure 13.4(a) beginning with v4(x) = 0 at t = 0 with
|v4(x)| = h(x) generally growing with t > 0 in the very early universe, as depicted in
figure 13.3(b), the time t = 0 could be considered as the epoch at which a fragment
of temporal flow under L(vˆ) = 1 is ‘syphoned off’ into the thereby created spacetime
manifold M4. However it is also conceivable that this point of spacetime creation at
t = 0 can be accompanied by arbitrary values for v4(x) > 0, in principle even with
|v4| ≫ h0.
The width in both figures 13.4(a) and (b) represents the spatial scale factor a(t)
of equation 13.8, under the presumption of a solution with a(t)→ 0 as t→ 0 and some
form of inflationary expansion leading up to t = tv, not drawn to scale. The behaviour
of the ratio a(t)h(t) , and in particular whether this fraction tends towards zero, infinity
or is finite as t → 0, will be significant for understanding the nature of the geometry
of the manifold M4 in this limit, according to the spacetime structure described by
equation 13.8. The geometry in this limit will also be important in relation to the
horizon problem and the ‘start-up problem’ as discussed for figures 12.3 and 12.4 in
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section 12.3. This might be best approached via a redefined cosmic time parameter
such as t¯ with δt¯ = δth(t) and with the line element of equation 13.8 correspondingly
replaced by:
dτ2 = dt¯ 2 − a
2(t)
h2(t)
dΣ2 (13.9)
As has been discussed earlier, care is needed for the meaning of ‘cosmic time’ for
the epoch t < tv, whether parametrised by t or t¯, since physical clocks will be of a
somewhat different nature for the very early universe, and indeed do not exist in any
form for t < 0. In any case a more complete theory is required to avoid the dangers of
speculating on the number of angels that might be accommodated upon the head of a
pin, as noted at the end of section 12.3.
The above comments also apply for the scenario depicted in figure 13.4(b), for
which necessarily v4(x) → 0 at the spacelike edge of the manifold M4 in the past at
t = 0. For this second picture the relation between the flow of the fundamental time
parameter s and the ‘cosmic time’ coordinate t is sketched in figure 13.5.
Figure 13.5: For the scenario depicted in figure 13.4(b) the projection v4(x) ∈ TM4
converges to zero for t→ 0 in the very early universe. While t = 0 marks a coordinate
boundary to the 4-dimensional spacetime M4 the range of the fundamental temporal
flow −∞ < s < +∞ is tucked away and entirely contained within this manifold.
Adopting the approximate components (h, 0, 0, 0) for v4 in the comoving frame the
phase transition t = tv marks the point at which v
0 = |v4(x)| = h(t) = h0 stabilises.
For this scenario if v4(x) ∈ TM4 converges to zero in an appropriate manner
as t → 0 then as s → −∞ the spacelike hypersurface at t = 0, potentially an ‘initial
singularity’ as a(t) → 0, is never attained and all of the fundamental flow of time
−∞ < s < +∞ is absorbed into the extended spacetime M4 of the universe. With
s→ −∞ without limit at the temporal coordinate origin onM4 the structure for t < tv
in figure 13.4(b) and 13.5 might be pictured poetically as the bottomless waterfall
at the end of time. With the familiar structures of the Standard Model of particle
physics emerging in the phase transition, from this epoch and for all times t > tv
the fundamental time flow s is equivalent to both the proper time τ and also the
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cosmic time t for idealised observers in the context of an FLRW cosmological model,
as described near the opening of section 13.1.
For the case of the scenario depicted in figure 13.4(b) the present day universe
is, in a sense, infinitely old in terms of the fundamental time parameter s. However
for the picture in both figure 13.4(a) and (b) the physical and mathematical structures
can be traced back to arbitrarily early times for s → −∞, with the difference being
that for (a) physical structures are no longer defined for t < 0 while for (b) parameter
values t ≤ 0 are outside the domain of the underlying temporal flow s. In both cases
physical structures relating to the Standard Model of particle physics arise out of the
Big Bang at t = tv. This is the point in time at which we can effectively ‘start the
clock’ with s ≡ τ ≡ t, as might be measured through familiar physical processes, now
determined to stretch back through around 13.8 billion years of cosmic evolution. Such
an apparent temporal origin for the laws of physics in our 4-dimensional world may be
necessary for consistency with an environment supporting biological life at the present
epoch. Here we refer in particular to the second law of thermodynamics which implies
the universe is still evolving away from the particularly low entropy state conceivably
corresponding to the nature or uniformity of the gravitational field in the very early
universe, as described above.
For either scenario depicted in figure 13.4 the cosmic evolution itself is a fea-
ture of the full macroscopic 4-dimensional spacetime Gµν = f(Y, vˆ), as shaped by
microscopic field interactions in the form of the local degeneracies of fields underlying
the possible solutions, consistent with the constraint equations 11.29, as described in
chapter 11. As discussed in section 11.4 in combining gravitation with quantum theory
the notion of a 4-dimensional spacetime solution of general relativity takes precedence
over the 1-dimensional propagation of an apparent quantum state, with the latter de-
scribed in terms of a local time coordinate, hence also circumventing the ‘problem
of time’ encountered by some approaches to quantum gravity. As also concluded in
section 11.4 the nature of probability in quantum processes is essentially the same as
that for classical systems, at heart formulated in terms of the ‘number of ways’ that
an empirical effect may be produced.
On the large scale, with many underlying degrees of freedom, the interplay of
both quantum and classical statistical phenomena will contribute to the shaping of the
cosmological solution for Gµν = f(Y, vˆ). This solution will also incorporate macro-
scopic contributions to the geometry in the form of Gµν = f(Y ) of equation 5.20,
by comparison with Kaluza-Klein theory as described in section 5.1, and of the form
Gµν = f(vˆ) of equation 13.4 from variations of |v4| = h(x) = θ− 12 (x) in the projection
of L(vˆ) = 1 onto M4, as described in this chapter. A correspondence with the tech-
niques of ‘renormalisation’ in quantum field theory might in principle be developed
in order to study the relation between the macroscopic external geometry and the
underlying ‘bare’ fields, as has been described in section 11.3.
The question then concerns how the combination of all of the above geometrical
and statistical factors in determining a solution for Gµν = f(Y, vˆ), with Tµν := Gµν
providing the interpretation of equation 12.1, might collectively account for the ob-
served cosmic evolution, compatible in approximation with the assumptions of the
FLRW models and the metric form of equations 12.5 and 12.6, together with the
large scale galactic structures. While observations of the latter structures require an
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apparent ‘dark matter’ component, on the largest scale the solution Gµν = f(Y, vˆ) is
required to account for the apparent effects of ‘dark energy’, for example in the form of
an effective cosmological term Λgµν in the Einstein field equation. As for the earlier in-
flationary epoch, the modern era parameter Λ may not be entirely constant, but with
any variation such that (Λgµν);µ 6= 0 exactly compensated by an apparent effective
energy-momentum tensor with T µνǫ ;µ 6= 0 consistent with Gµν;µ = 0 and equation 12.1.
This possibility was alluded to in the previous section in the discussion regarding ta-
ble 12.1, and with reference to a similar observation for equation 5.41. In the present
theory the total energy-momentum tensor Tµν := Gµν is defined to incorporate any
possible ‘dark energy’ cosmological term, and indeed the full solution Gµν = f(Y, vˆ).
In describing the overall cosmological evolution in the spirit of the FLRW
models the metric of the line element in equation 12.5 or 13.8 underlying the full 4-
dimensional solution Gµν = f(Y, vˆ) will incorporate the expansion of the universe,
including that of the present day, in terms of the scale factor a(t). The perspective
adopted here is not that the universe is expanding now because it was expanding in
the past, analogous to the kinematic propagation of the flight of a cannonball from one
moment to the next along its trajectory, in either case raising the question of how it was
set in motion in the first place. Rather here the very early universe is conceived of as one
particular region of the full four -dimensional spacetime manifold M4, which happens
to exhibit properties such as a(t)→ 0 and h(t)→ 0 as the coordinate parameter t→ 0,
consistent with the overall Gµν = f(Y, vˆ) external geometry solution.
This is analogous to thinking of the Earth as being in orbit around the sun at
the present day not as a kinematic consequence of the fact that it was in orbit one year
ago or a billion years ago but since the 4-dimensional spacetime trajectory, featuring
an approximately elliptical orbit, exists as a geodesic solution for a 4-dimensional
Schwarzschild spacetime. In fact since the Bianchi identity Gµν;µ = 0 implies geodesic
motion, as described for equation 5.36 in section 5.2, the full spacetime geometry of an
entire planetary system can be conceived of as a particular 4-dimensional solution for
Gµν(x). The idealised Schwarzschild solution itself describes an infinite and eternal 4-
dimensional spacetime with Gµν(x) = 0 everywhere, except for the point at the centre
of spherical spatial symmetry, with the metric of equation 5.49. While the components
of this Schwarzschild metric are constant in time but vary as a function of the radial
coordinate r via the factors of (1− 2GNM/r), the geometry of the Robertson-Walker
metric for an FLRW cosmological solution is independent of the spatial coordinates
but varies with the time coordinate through the scale factor a(t). Both cases represent
full 4-dimensional spacetime geometries.
In the present theory both a(t) and h(t) in the line element of equation 13.8
shape the geometry for the very early universe with t < tv, with a correlated evolution
of these parameters associated with a period of inflation. The comparison, earlier
in this section, with the ‘new inflation’ model represents an analogy for the present
theory, however the ‘slow roll’ down from h(t) ≃ 0 for t→ 0 to the stable average value
h(tv) = h0 may or may not end with a series of ‘oscillations’ as the minimum of the
effective potential V (h, T ) is achieved. In any case, given the correlation between a(t)
and h(t), it is conceivable that spatial regions with residual small positive fluctuations
h(x) > h0 may have ‘inflated’ a little longer leaving a value of the scale factor a(x)
also slightly larger than the average value at the end of inflation.
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For the large scale evolution of the observable universe for any time t > tv, with
quantities averaged over each 3-dimensional spatial hypersurface, the value h(t) =
h0 remains constant and stable while a(t) continues to increase, parametrising the
expansion of the universe as sketched in figure 12.2. However on the local scale of
galaxies and galactic clusters it is the correlated distribution in space of a(x) and h(x),
initially established at t ≃ tv, that might be associated with dark matter. That is,
evolving forward to the present day, the effects of dark matter might be attributed
to regions with small fluctuations of h(x) > h0 together with a correlated spatial
profile in a(x), rather than simply the conformal scaling alone of equation 13.2 as
suggested following figure 13.1 in the previous section. In this way, generalising from
equation 13.8 for spacetime variation of h and a, the line element takes the form:
dτ2 =
1
h2(x)
dt2 − a
2(x)
h2(x)
dΣ2 (13.10)
This structure opens up a greater degree of independence between the temporal and
spatial components of the metric, with for example g00(x) relatively low and gii(x)
for i = 1, 2, 3 relatively high in spatial regions where both h(x) > h0 and
a(x)
h(x) are
relatively high, which in this sense is more reminiscent of the Schwarzschild solution
of equation 5.49, and which also may have geometric properties more characteristic of
a distribution of an apparent form of ‘matter’ than variation of h(x) alone.
While, given an initially flat spacetime, the purely conformal action of h(x) only
generates Ricci curvature, the metric of equation 13.10 will generate both Ricci and
Weyl curvature contributions extended throughout the spacetime manifold M4, both
in regions of galactic clusters and the voids between. Having the variation of both h(x)
and a(x) in equation 13.10 increases the potential to match the observations of galactic
motions and rotation curves, together with gravitational lensing effects, as a candidate
for dark matter in interaction with the distribution of ordinary baryonic matter. On
the yet larger scale of cosmological evolution these contributions to the dynamics of
the universe might also be compared with the measured density parameters ΩD and
ΩB, in addition to ΩΛ, as introduced in section 12.2, as part of a global fit to the
cosmological data.
In summary, the large scale structure and cosmological evolution of the universe
are to be identified generally as aspects of a full 4-dimensional solution for the spacetime
geometry Gµν = f(Y, vˆ). There is no presupposition of a flat spacetime manifold. In
projecting an extended 4-dimensional spacetime M4 out of the full multi-dimensional
form L(vˆ) = 1 of the fundamental temporal flow s large scale geometric distortions
might be expected, which in turn may correlate with the observations ascribed to
inflation, dark energy and dark matter, as reviewed in the previous chapter. There
remains, of course, the need for a more complete theory and a much more thorough
analysis, but in the meantime the possible variation of the magnitude of the projected
4-vector v4 ∈ TM4 and the identification of several scalar fields α, β, n and N from
the components of L(v56) = 1 indicates the potential for the application of the present
theory to these cosmological questions.
The above discussion applies for the geometry of the 4-dimensional spacetime
manifold M4 whether in the context of the scenario depicted in figure 13.4(a) or (b).
However, compared with the first scenario of figure 13.4(a) that in figure 13.4(b) is
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more symmetric in time in the sense that both the limit for s → −∞ as well as for
s → +∞ is incorporated within the 4-dimensional spacetime solution Gµν = f(Y, vˆ),
as depicted in figure 13.6.
Figure 13.6: As parametrised by the fundamental temporal flow s the spacetime man-
ifold underlying the physical universe can be of infinite extent without boundary in
time as well as in space for the scenario of figures 13.4(b) and 13.5.
We inhabit a region of this eternal and infinite spacetime located within the
period of several tens of billions of years following the phase transition at t = tv
during which complex physical structures supporting biological life can be found, as
represented in 13.6(e) and corresponding to the epoch of figure 13.2(e). It may be that
both the far future through to s → +∞ as well as the far past with s → −∞ may
become progressively less structurally varied and eventful compared with the present
epoch. For s → +∞ the universe may evolve into a relatively uneventful interplay
between slowly evaporating massive black holes and thermal radiation, as depicted
in figure 13.6(f), while for s → −∞ there may be an equally uneventful asymptotic
progression with |v4| → 0, as depicted in figures 13.3(a) and 13.6(a). In this picture a
physical understanding of the structure of the universe for both s→ +∞ and s→ −∞
may be equally open to study.
On the other hand there then remains the question concerning the reason why
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the universe should exist at all. In the context of the scenario in figure 13.4(a), as for
the standard cosmological models discussed in section 12.2, in tracing the cosmological
history back through the epoch of the very early universe this question can be phrased
in terms of the cause of the Big Bang and the nature of the temporal origin of the
universe itself. However, with everything, including the Big Bang happening in time,
and with all physical structures in the universe for the present theory built entirely
upon the notion of the one-dimensional flow of time s, there will still remain the
question of the foundation of this apparently fundamental temporal entity itself, a
question which applies equally for the scenario in figure 13.4(b). This will form the
topic for the following chapter. In the meantime, in the following section, we consider
the extent to which the properties and laws of physics of the universe, as depicted for
example in figure 13.6, might or might not be unique within the conceptual notions
and mathematical constraints of the present theory.
13.3 Uniqueness
In this section we consider several topics concerning the extent to which the particular
properties as empirically observed for the universe might be either necessarily deter-
mined or down to chance, within the context of the present theory, beginning with the
values of the large scale cosmological parameters. Without a full understanding of their
underlying origin, the fact that the density parameters are observed to take the values
ΩB0 = 0.050±0.002, ΩD0 = 0.265±0.011 and ΩΛ0 = 0.685±0.017 [44], as reviewed in
section 12.2, mutually within an order of magnitude or so of each other at the present
epoch, given the apparent possibility for each to range over many orders of magnitude,
is striking. On the other hand given a universe dominated by either a cosmological
constant Λ or matter density ρ term the Friedmann equation 12.9, particularly for
the k = 0 case with H2 = 13(Λ + κρ), shows that the Hubble parameter is essentially
determined by Λ or ρ respectively, and is clearly not an independent observable.
At the present epoch for our universe, which is consistent with k = 0 and with
the cosmological term beginning to dominate, it is then to be expected that Λ ∼ R−2H
are of the same order of magnitude, where RH is the Hubble radius introduced in
equation 12.4. This observation is a direct consequence of the field equation 12.1 which
leads to the dynamical solution for the metric structure of equation 12.5, including the
case of a Λ dominated universe. If the history of the scale factor a(t) is such that
H−10 approximates the current age of the universe, which is the case for our universe
with the cosmic evolution sketched in figure 12.2, then RH will be of the same order
as the scale of the observable universe hence in turn relating Λ−
1
2 to this scale given
the dominance of the Λ term at the present epoch.
While the constant Λ in equation 12.1, considered as a geometrical effect, has
the length dimension of L−2 the equivalent ‘vacuum energy density’ ρΛ = Λ/κ has
the dimension ML−3 ≡ L−4 and may be directly compared with the mass density ρ
for both ordinary and dark matter. It should be noted though that on substituting
a˙2
a2
+ k
a2
from equation 12.9 into equation 12.10, for the Λ dominated case, it is the
extra factor of −Λ in the second equation which leads to a positive value for a¨ in the
case of positive vacuum energy density ρΛ > 0. This difference can be interpreted as
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a consequence of the effective ‘equation of state’ for dark energy, with pΛ = −ρΛ, as
also implied in equations 12.18 and 12.19.
While the Λ term is beginning to dominate, the present day values of ρΛ and
ρM (with the latter composed of both baryonic and dark matter together) still have
a comparable impact on the large scale cosmological dynamic equations. The value
of ρΛ ≃ 5.8 × 10−27 kgm−3 is apparently uniform in space and time, and hence the
same locally as well as globally, and can be compared with the global value of ρM ≃
2.6 × 10−27 kgm−3, which includes a contribution from ρB ≃ 0.4 × 10−27 kgm−3,
at the present epoch. However the value of ρB changes significantly with the cosmic
epoch while local values for density of ordinary baryonic matter, such as for the planet
Earth with ρBE ≃ 5, 500 kgm−3, are much more stable in time. The magnitude of the
stable terrestrial ratio of ρBE/ρΛ ≃ 1030 then provides a measure of the apparently
very different nature of ordinary matter and dark energy.
Another well known apparently natural ‘large number’ in physics concerns the
order of magnitude of the Standard Model couplings of particle physics in comparison
to the strength of the gravitational interaction. For example the ratio of the classical
electrostatic force between an electron and a proton to the classical gravitational force
between them has a value of O(1039) to one. This empirical observation was also al-
luded to near the opening of section 5.2 in motivating the need to introduce practical
normalisation factors in studying the implications of equation 5.20 in the laboratory
environment. In the present theory, with general relativity and the Standard Model
relating to the external and internal structures of L(v56) = 1 respectively, the relative
strengths of the corresponding interactions in general will be related to the identifi-
cation and interpretation of equation 5.20, which in turn is related to the geometric
structures of Kaluza-Klein theory. The fact that the gravitational field is not ‘quan-
tised’, and hence does not exhibit the running coupling of figure 11.10 for example,
further distinguishes gravity from the Standard model forces in the present theory.
The differing strengths of gravitational and internal gauge forces should also be
connected in some way with the relative magnitudes of the components, such as those
of the vector v4 or spinors ψ, within v56 ∈ F (h3O) of equation 9.46 in the symmetry
breaking projection over M4. With the forms of matter and dark energy also relating
to structures within L(v56) = 1 and its symmetries these relative magnitudes for the
components of v56 may also determine the widely differing local values of ρBE and ρΛ,
with the value of Λ possibly relating to the value of a scalar field such as N(x), n(x)
or β(x) projected out of the components of F (h3O). Hence the symmetry breaking
pattern of E7 on L(v56) = 1 down to an external SL(2,C)
1 acting on v4 ∈ TM4 together
with the internal structures and the details of the projection of the components of
v56(x) over M4 may underlie the empirical observation of both of the above large
numbers.
It is the relative weakness of gravity that allows structures to form on large
scales, from the formation of stable planetary bodies through to clusters of galaxies.
On the other hand the relative strength of the internal forces shapes the smaller scale
structures from terrestrial geology down through biological and chemical systems to the
elements of particle physics. Immersed in the relatively small scale biological structures
our perspective is one of a spacetime which is flat to a very good approximation upon
which an apparent ‘force of gravity’ is observed to determine the motion of material
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objects such as apples and cannonballs, as described in section 12.1 and before the
bullet points in section 13.1.
For all of the reasons of the above paragraph a world in which the elementary
interactions of the Standard Model of particle physics are of a much greater strength
than that of gravitation is ‘anthropically’ favoured. Such a preference may correlate
with a certain value, or range of values, for the magnitude L(v4) = h
2(x) in the pro-
jection of the v4 ⊂ v56 components onto TM4, and in turn underlie the empirical
observation of ρBE ≫ ρΛ locally on Earth and for concentrations of baryonic matter
generally. With the global density ρM of the combination of ordinary and dark mat-
ter (assuming ‘dark matter’ to behave in a similar manner to baryonic matter in this
respect) declining from a potentially divergent value in the initial singularity and seem-
ingly asymptotically approaching zero in the future, the observation that ρM0 ∼ ρΛ
are of the same order at the present epoch, an apparently arbitrary point in cosmic
time, appears to be essentially coincidental.
This determination of ρM0 ∼ ρΛ has some analogy with the observation that
rm ∼ rs at the present epoch, where rm and rs are the apparent sizes of the moon and
the sun respectively as viewed from the Earth. The value of rm has been declining
since the formation of the Earth-moon system as the average distance between these
two bodies increases by O(1 cm) every year due to the nature of the gravitational
interaction between the two bodies. Hence the present situation in which the moon
is apparently just large enough to create a total solar eclipse is largely coincidental.
However there are anthropic arguments, with the distance of the Earth from the sun
being in the ‘habitable zone’ (not too near and too hot while also not too far and too
cold) and similarly for the distance of moon from the Earth resulting in a magnitude of
tides which may have aided the early development of biological life, which make such an
apparent coincidence much more likely. Similarly there may be underlying anthropic
reasons involving the nature of cosmological evolution which make the observation of
ρM0 ∼ ρΛ more probable during a cosmic epoch supporting biological life.
In summary, in the present theory the observation of ρBE ≫ ρΛ is expected
to be correlated with the observation that Standard Model forces are far greater in
strength than the gravitational force. Indeed the cosmological term Λgµν might be
considered effectively as a geometric perturbation within general relativity as the large
scale external spacetime structureM4 is identified through the projection of v4 ∈ TM4
out of L(vˆ) = 1, rather than an internal effect underlying the solution Gµν = f(Y, vˆ).
The relation between Λ and the Hubble radius, described near the opening of this
section, may also hint at a geometric origin for the cosmological term. As well as
the great difference in strength, the rather different nature of gravitational compared
with internal gauge forces is further emphasised in the present theory by the fact that
the degrees of the freedom of the gravitational field, describing the external spacetime
geometry, are not quantised here.
With dark matter associated with the external geometric consequences of a
variation in the magnitude h(x) = |v4|, as described in the previous two sections,
here the dark sector in general is associated with locally ‘weakly interacting’ general
relativistic effects. In the context of a solution for the full 4-dimensional cosmological
geometry ‘density parameters’ such as ΩD and ΩΛ may not have the same meaning
as for the standard theory, since for example the above candidate for ‘dark matter’
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may not evolve in time in the same way as the baryonic matter density and the above
origin for ‘dark energy’ may not imply a constant value for Λ. In any case the present
observation of ΩD0 ∼ ΩΛ0 may be a consequence of a correlated geometric origin for
the associated empirical effects, collectively arising from the warping of the manifold
M4 in the projection out of L(vˆ) = 1, while the proximity of ΩB0 to these values may
in part be due to an element of coincidence as described above in the analogy with the
apparent size of the moon and the sun.
In developing the present theory further gravitational or material effects may
be derived in studying the general structure of Gµν = f(Y, vˆ) beyond those of the
empirically observed baryonic matter and dark sector. It would seem to require a
significant coincidence if all such effects are of a measurable magnitude and hence
observable at the present epoch. If there are physical consequences of the relation
Gµν = f(Y, vˆ) which have not yet been detected, and which may be beyond the reach of
any practical observation, this itself would partly account for the apparent coincidence
of ρM0 ∼ ρΛ. That is, these two latter quantities may form a subset of effects which
collectively comprise a list of mutual contributions to Gµν(x) at present, with a range
of other potential terms having much lower density parameters and hence remaining
undetected. For example if the empirically deduced cosmological term itself had been
just one order of magnitude smaller it would have been far harder to detect. On the
other hand while a contribution to the cosmic evolution of the form Rµν = λ(t)vµvν
(as described in section 13.1 and listed in the final column in table 12.1) has not been
observed such a term, with a sufficiently low value of λ(t), might in principle form part
of the large scale spacetime solution. With a larger range of such contributions it is
more likely for any two of them, such as ρM0 and ρΛ, to take similar values and be
mutually observable.
In chapter 11 the degeneracy of multiple possible local field solutions underlying
the spacetime geometry Gµν = f(Y, vˆ) was described as the origin of indeterministic
quantum phenomena in general. However in terms of constructing a solution there
may also be a degeneracy in terms of the average projected values of the components
of for example v4(x) and ψ(x) out of F (h3O) globally over M4. In this case there
may be only a small certain range of values which lead to physical properties of matter
capable of supporting life as we know it. Even with this degree of anthropic selection to
‘dial in’ certain ratios of the components of v56 ∈ F (h3O), via the dilation symmetries
described in the opening of section 13.2 for example, since only a small number of ‘free’
parameters are involved in the projection of v4 ∈ TM4 under the fixed structures of
L(v56) = 1 the theory would still be highly constrained, and hence in principle still
capable of making predictions which might be tested. In section 13.2 the point of view
was adopted that the interactions under the constraints of the theory are such that a
unique stable value of |v4| = h0 is achieved, resulting in a phase transition in the very
early universe, implying an even greater degree of predictability for the theory.
For the scenario described in figures 13.4(b), 13.5 and 13.6 at the end of the
previous section a unique asymptotic condition with h(t) = |v4| → 0 as t→ 0 has also
been presumed. The ensuing progression from h(t)→ 0 to the stable value h(tv) = h0
was compared with models of ‘new inflation’. It is also possible to consider a range of
starting conditions for h(t) < h0 as t→ 0 and even a broad range of values h(t) > h0
for t → 0, as might be associated with the scenario depicted in figure 13.4(a), and
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evoking a comparison with models of ‘chaotic inflation’. In turn a range of long term
cosmological conditions might emerge out of the subsequent phase transition, even
given the same stable value for h(tv) = h0, and hence in principle with a degree of
anthropic selection implied for our own habitable universe.
This raises the question of the degree of uniqueness regarding other aspects of
the theory. With the general form of the function L(v) determined, as described in
section 2.1, it is a well defined mathematical problem to identify particular forms and
then consider the reasons why certain of these may be significant for the physical world.
Two such significant forms that we have identified are L(v56) with an E7 symmetry
acting on elements of F (h3O) and L(v4) with the Lorentz symmetry acting on the 4-
dimensional tangent space TM4 on the base manifold. With respect to the larger form
symmetry breaking overM4 identifies the smaller form via the chain L(v4)→ L(v10)→
L(v27)→ L(v56), rather like a sequence of Russian dolls, with a corresponding chain of
subgroups SO+(1, 3) ⊂ SL(2,O) ⊂ E6 ⊂ E7 as summarised in table 9.1 in the opening
of section 9.3.
Alternatively a progression of forms L(v4) → L(v9) → L(v27) → L(v56)
aligned with the subgroup chain SO+(1, 3) ⊂ SL(3,C) ⊂ E6 ⊂ E7 might be con-
sidered by expanding the Lorentz symmetry action of SL(2,C) on v9 ≡ X ∈ h3C in
equation 7.35 to an SL(3,C) symmetry of the 9-dimensional form L(v9) = det(X ) = 1.
The sl(3,C) Lie algebra basis of equation 8.33 explicitly demonstrates how this struc-
ture is naturally embedded within the SL(3,O) ≡ E6 action on the 27-dimensional
space h3O at the next stage of the sequence.
At either end of this chain it may be asked why these two particular forms
are selected out of a large array of possibilities – why the projection should be onto
a 4-dimensional spacetime manifold and why the highest-dimensional form L(vˆ) = 1
should be represented by a quartic expression in 56 dimensions with an E7 symmetry.
It could be considered whether further worlds, different to our own and of course not
observable by us, could be created out of other possible mathematical forms of L(v).
That is, whether the forms L(v4) = h
2 and L(v56) = 1 are largely identified as choices
that agree with our world, or whether either or both of these are determined by physical
stability or mathematical symmetry arguments for example.
By extension from the 3-dimensional model world of section 2.2 and figure 2.3
with an SO(3) symmetry one way to construct a 4-dimensional world would be to
embed 3-dimensional spatial hypersurfaces within a 4-dimensional base manifold with
local tangent vectors v′4(x) satisfying the form L(v
′
4) = (v
1)2+(v2)2+(v3)2+(v4)2 = 1
(appending one dimension to the model case of equation 2.14) with an SO(4) symme-
try. However while geometric curvature and even particle trajectories might be defined
in such a world, given the local SO(4) symmetry on M4 there is no consistent defini-
tion and distinction of a ‘temporal’ direction compared with ‘spatial’ displacements.
In principle one of the four dimensions could be arbitrarily declared to represent an
apparent temporal component, however due to the nature of the symmetry between
the four components the causal structure on M4 would not be well defined.
However given that the 4-dimensional manifold arises as a multi-dimensional
manifestation of the ordered 1-dimensional flow of time itself and the necessity for the
temporal causal structure to be retained on the manifold, the form L(v4) = (v
0)2 −
(v1)2 − (v2)2 − (v3)2 = 1 of equation 5.1 is naturally preferred. As described in
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section 5.3 the metric of Lorentz signature implied in this form locally defines a ‘light
cone’ structure on the extended manifold, which hence distinguishes timelike from
spacelike directions on M4. The symmetry preserving this form L(v4) = 1 is the non-
compact Lorentz group SO+(1, 3), which is also the group which preserves the causality
structure on a Minkowski spacetime [81]. The local symmetry of the 3-dimensional
spatial hypersurfaces is identified as the SO(3) subgroup of the Lorentz group. These
observations concerning causality appear decisive in favour of the ‘pseudo-Euclidean’
form L(v4) = 1 over the above ‘Euclidean’ alternative L(v
′
4) = 1.
A more accurate model for chapter 2 would have involved the 3-dimensional
Lorentz group group SO+(1, 2) acting on the form L(v3) = (v
0)2 − (v1)2 − (v2)2 pro-
jected onto the tangent space ofM3, as a subgroup of the full symmetry Gˆ = SO
+(1, 4)
acting on a 5-dimensional Lorentzian form for example. This would be necessary to
identify timelike and spacelike vectors and temporal causality on the base manifold
M3. However dealing with the simplified Euclidean model in chapter 2 was sufficient
to demonstrate the relation between the external and internal symmetry in the present
theory, with the same conceptual ideas applying for the case of the real world with the
4-dimensional Lorentz group on the base space M4 as described in section 5.1, leading
to the connection with Kaluza-Klein theory as also discussed in that section.
As well as the local Lorentz symmetry, which also holds to a good approxi-
mation on for example the scale of the solar system in the case of our world, we may
also consider whether the base manifold Mn is required to have n = four spacetime
dimensions. If we attempt to construct another possible world using similar reasoning
to that presented in this paper then we would expect something similar to general
relativity, that is gravitation, to arise out of the geometrical properties on the base
manifold of the world, independent of its dimension. One important factor may be
that while for a 4-dimensional spacetime base manifold robust, stable planetary or-
bits around a massive object, such as a star, are to be found in the solutions to the
equations of gravitation, this does not arise for other dimensions of base space.
This was shown to be the case for the motion of a body near a massive grav-
itating object, as the source of the Schwarzschild solution for general relativity, in an
n-dimensional spacetime by F.R. Tangherlini in 1963. While for n = 4 the metric
solution takes the form of equation 5.49 the functional form of gµν(x) depends on the
value of n. Although theoretically a circular orbit may be permitted in some cases for
n > 4, the slightest perturbation, for example from the impact of a ‘meteor’ or the
gravitational influence of a third body, would cause the ‘planet’ to wander out of orbit
and into a path forever receding to larger distances or spiralling inwardly until collid-
ing with the central ‘star’. The same conclusion, that a stable orbit is only possible
for m = 3 spatial dimensions, was also found by Paul Ehrenfest in 1917 for Newton’s
theory of gravity in which the gravitational potential is determined as a solution of
the m-dimensional Poisson equation (which was introduced for the m = 3 case above
equation 3.75 in section 3.4).
Clearly the stability of the elliptical orbit of the Earth around the sun is neces-
sary for life on our planet in our world, although this does not imply that the equivalent
stability is absolutely necessary for life in another world with n 6= 4 spacetime dimen-
sions. For example the ‘chemistry’ in such a world would be vastly different from our
own and the relative time scale for the development of life structures to the time scale
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of planetary motions may also be vastly different – potentially allowing a civilisation
to evolve out of the primordial chemical soup stirring on the planet in the time it takes
to glance past a star, even assuming such an encounter with a low entropy source in
the form of stellar ‘nuclear’ energy is necessary.
Having then decided upon the 4-dimensional Lorentz group on the M4 mani-
fold to break the full symmetry there are still issues concerning the degree to which
assumptions made about the form of the linear connection Γ(x) on M4 are necessary.
In the present theory the base manifold M4 derives from the projected form L(v4) and
hence regarding the local geometry there are a range of local coordinate systems at
any point onM4 for any of which the metric has a Minkowski form gµν(x) = δ
a
µδ
b
νηab.
In turn, in deriving from an SO+(1, 3)-valued connection form the linear connection
Γ(x) will be metric compatible, as also discussed in section 5.3.
As for general relativity, in a 4-dimensional spacetime there is enough freedom
in general coordinate transformations to set ∂λgµν(x) = 0 at any given point x ∈
M4. However, as reviewed in section 3.4 (and also following equation 13.2) general
relativity goes further by asserting the ‘equivalence principle’ – according to which the
gravitational field can be transformed away at any given point, that is, a local inertial
frame can be constructed such that not only gµν(x) = δ
a
µδ
b
νηab and ∂λgµν(x) = 0
but also Γ(x) = 0 for any given x ∈ M4. This means for example that there exists
everywhere a local coordinate system in which a geodesic trajectory as described in
equation 3.76 for the 4-vector u, with components uµ = dxµ/dτ , takes the simple form
du/dτ = 0. Since the torsion tensor T , with the components of equation 3.60, must
be zero in all coordinate systems if it is zero in any of them, such a linear connection
Γ(x) is necessarily torsion-free.
In the present theory an extended frame of reference throughout which both
∂λgµν(x) ≃ 0 and Γ(x) ≃ 0 is preferred for the anthropic purpose of framing an
environment for perception. This is certainly consistent with the existence of local
coordinates such that the equivalence principle holds with both ∂λgµν(x) = 0 and
Γ(x) = 0 at any given x ∈ M4, and taking the torsion to be zero may be a very
good approximation. However given the mathematical basis for what we are taking as
the act of perception it seems perhaps artificial to impose the extra restriction on the
connection that it should necessarily be torsion-free or, further, require that the strong
equivalence principle in general should hold. It may be that there is a non-vanishing
contribution to physical phenomena from torsion which has so far been beyond the
reach of observation – for example any contribution to the connection coefficients
Γλµν(x) asymmetric in the {µ, ν} indices would have no effect on the simple geodesic
motion of equation 3.76 – and neglecting it has therefore been of no consequence.
This is also the case in general relativity where setting the torsion equal to zero
acts as a simplifying assumption. Both in general relativity and the present theory
the linear connection Γ is a metric connection with ∇g = 0, but this does not imply
that the torsion should vanish. In the Einstein-Cartan version of general relativity the
more general geometry with finite torsion is considered (with extra dimensions such a
generalisation is also significant for the Kaluza-Klein theories reviewed in section 4.2).
In this case while the spacetime curvature is still related to the energy-momentum of
matter through the Einstein equation the torsion is a function of the spin current of
matter. Unlike curvature the torsion does not propagate in the matter-free vacuum
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and the two theories are identical in such an environment. Further, given that the spin
density is small for ordinary matter in the universe the two theories have been exper-
imentally indistinguishable, and this itself justifies adopting T = 0 as a simplifying
assumption.
In the present theory it is an open question whether the linear connection Γ
is necessarily symmetric and torsion-free, and if so to explain why this is the case.
More generally the question regards whether the spacetime geometry and forms of
matter consistent with Gµν = f(Y, vˆ) contain the structures of torsion and a spin cur-
rent. In the meantime as for general relativity the assumption T = 0 may be adopted
to simplify some of the mathematical expressions, with in particular the Levi-Civita
connection of equation 3.53 hence being employed. This is analogous to adopting
the simplifying conditions which underlie the Robertson-Walker line element of equa-
tion 12.5 in order to study models for the evolution of the universe as a whole, even
though the assumptions of the cosmological principle clearly do not hold exactly. The
degree to which the large scale structure deviates from the conditions of homogeneity
and isotropy may itself not be a uniquely restricted property of the universe.
Even for the T = 0 case, in constructing the external geometry in terms of the
internal fields, as well as the 10 components of the Einstein tensor in the form of Gµν =
f(Y, vˆ) itself the full 20 independent components of the Riemann curvature tensor may
also explicitly depend on those fields with Rρσµν = f(Y, vˆ). This will include the Weyl
tensor components Cρσµν = f(Y, vˆ) and hence the identity Cσµ = C
ρ
σµρ = 0, as
described towards the end of section 3.3, as well as the Bianchi identity Gµν;µ = 0,
will also apply implicitly for the internal fields. The 10 degrees of freedom of Cρσµν(x)
are still considered to represent the ‘vacuum’ in the sense that they complement the
10 degrees of freedom of −κTµν := Gµν = Rµν − 12Rgµν in the decomposition of
equation 3.69 for the full Riemann tensor Rρσµν = f(Y, vˆ).
In classical general relativity while matter is identified with the content of the
energy-momentum tensor Tµν the vacuum geometry with Gµν = 0 and C
ρ
σµν 6= 0
still carries energy, in the form of gravity waves for example, as also discussed after
equation 5.44 in section 5.2. Hence energy can propagate through the ‘vacuum’ of
spacetime even when not expressed in terms of any underlying internal fields. In
contrast it is also possible in the present theory that there may be fields on M4, for
example from some of the components of F (h3O) underlying the form L(v56) = 1, at
least in some regions of spacetime, that may not directly contribute to the spacetime
structure of Gµν = f(Y, vˆ) at all, and hence which do not carry energy-momentum.
While for general relativity the Einstein equation 3.84 can be derived from the
Einstein-Hilbert action of equation 3.79, it can be shown, as demonstrated by Cartan,
Weyl and others, that the most general divergence-free symmetric 2-index tensor con-
structed from the metric and its derivatives up to second order is a linear combination
of Gµν and gµν (see for example [82] appendix II). This consideration itself leads to
Einstein’s equation 3.84 and 12.1, with Λ a free parameter, as essentially the only ad-
missible field equation for a geometric theory of gravity consistent with a divergence-
free energy-momentum tensor on the right-hand side. Regardless of the method of
derivation the significance of the Einstein equation derives largely from the contracted
Bianchi identity Gµν;µ = 0, which then necessarily applies to the energy-momentum
tensor. On the other hand symmetries in the apparent distribution of matter can be
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employed to assist the search for solutions, with for example equation 12.2, with ρ
and p being functions of cosmic time only, being the most general energy-momentum
tensor consistent with the assumptions of the cosmological principle, as described in
section 12.2.
In the present theory energy-momentum is defined through Tµν := Gµν . While
Gµν = f(Y, vˆ) incorporates ordinary matter, a possible Λgµν term, dark matter phe-
nomena and the structure of the very early universe collectively into an apparent Tµν(x)
there may be further geometric or material phenomena, arising out of the internal fields
or their interactions, which have not yet been detected. This possibility was alluded
to earlier in this section in the discussion of the observation of ρM0 ∼ ρΛ, as exempli-
fied by a potential contribution originating from a term of the form Rµν = λ(t)vµvν ,
and now incorporates also the possibility of finite torsion. The potential for new phe-
nomena will be of particular interest if yet higher-dimensional forms of L(vˆ) = 1 are
considered, with a corresponding larger symmetry, which may also be needed to fully
account for known Standard Model particle phenomena.
The Lie group E6 was originally selected as a candidate symmetry for the full
form of L(vˆ) = 1, in the context of the present theory, in part since it is already of
well known interest in relation to the observed gauge groups of elementary particle
theory, as reviewed in section 7.3. However, it was primarily chosen for detailed study
as it acts on a relatively high dimensional vector space, with 27 dimensions compared
with the four on the base manifold M4, and stands out as exhibiting particularly rich
mathematical structures, involving for example the triality symmetry of the octonions
and three interlocking actions of SL(2,O) as described in chapter 6, through which
to channel the temporal flow via the components of v27 under the constraint of the
27-dimensional cubic form L(v27) = 1. Expressed in terms of the octonions, which
themselves form the largest of the normed division algebras, this form of L(vˆ) = 1
provides a unique structure. The existence of elaborate mathematical properties within
the substructures of the E6 symmetry acting on h3Omatrices is perhaps the reason why
E6 stands out as a kind of significant mathematical resonance amongst other possible
symmetries of temporal forms in yet higher dimensions. By comparison for example
higher-dimensional spacetime symmetries SO+(1,m), acting on quadratic Lorentzian
forms with an arbitrarily large number m of spatial dimensions, arguably exhibit a
somewhat less elaborate structure.
In section 9.2 the analysis was extended to the smallest non-trivial represen-
tation of E7 realised as an action on the 56-dimensional space F (h3O) preserving a
certain quartic form L(v56) = 1 and incorporating the octonions in two independent
h3O subspaces. Building upon the properties identified for the symmetry breaking of
the E6 action on h3O described in chapter 8, the structure of the broken E7 action on
F (h3O) when projected over M4 has a number of properties reminiscent of the Stan-
dard Model, as summarised in equation 9.46. However it is still very much an open
question as to which other symmetry groups should perhaps be considered and what
observable effects they may have on our own world. These effects might be manifested
in particle physics phenomena through the prediction of additional states, or the de-
termination of the properties of known states, which might be observed in high energy
physics experiments.
The hypothetical extension to an E8 symmetry on a 248-dimensional form
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L(v248) = 1, as described in section 9.3, would in principle be large enough to incorpo-
rate the full set of known Standard Model states, including all three generations of the
fermions. Given that E8 is the largest exceptional Lie algebra, terminating the chain
of Dynkin diagrams depicted in figure 9.1 of section 9.2, such a form of temporal flow
might uniquely complete the sequence of extensions listed in table 9.1 of section 9.3.
As a continuation of that sequence, and also in particular to contain the non-compact
Lorentz group SO+(1, 3) as the local symmetry of the causal structure on M4 as dis-
cussed earlier in this section, this may involve the non-compact real form E8(−24) as
described for equation 9.50.
The present theory is based on the observation that the one-dimensional pro-
gression in time, via the elementary arithmetic properties of the real line R, can be
expressed in terms of variables in an arbitrary number of dimensions. In principle the
same observation might be applied to each of the n real components underlying an
n-dimensional form of temporal flow L(vn) = 1. For the case of the orthogonal group
O(n) in the limit n→∞ certain properties related to the octonions make various cal-
culations more tractable. In his study of the homotopy groups of the topological group
O(∞) in 1957 Raoul Bott discovered the isomorphism πi+8(O(∞)) ∼= πi(O(∞)). Such
period 8 structures, which are also seen for Clifford algebras and known generally as
‘Bott periodicity’, are all closely related to the 8-dimensional octonions. Similar peri-
odicity structures may become relevant in the exploration of higher-dimensional forms
of L(vˆ) = 1, for which octonion elements explicitly feature, and might even be impor-
tant for calculations relating to the degeneracy of solutions underlying Gµν = f(Y, vˆ),
involving a higher-order nesting of field redescriptions, which underlie quantum and
particle phenomena.
The progression towards higher-dimensional forms of L(vˆ) = 1 described above
may uncover a uniquely determined mathematical structure. Given also that the 4-
dimensional Lorentzian form L(v4) = h2 projected into M4 may necessarily provide
the means of breaking the higher symmetry the laws of physics observed in our universe
might in turn be uniquely determined. Even in this case our universe does not represent
the unique manifestation of such a world, but rather one of a vast number of possible
solutions for the external geometry Gµν = f(Y, vˆ), built upon an underlying degeneracy
of local internal field descriptions as expounded in chapter 11. While events at a HEP
experiment, such as depicted in figure 10.1, exhibit the intrinsic structure of quantum
uncertainty, the spectrum and properties of the particles identified in the laboratory
may be unique. On the other hand in principle there might still be solutions for
multiple universes with a range of large scale cosmological structures depending on the
nature of the overall Gµν = f(Y, vˆ) solution, in particular with regard to the apparent
conditions in the very early universe.
It nevertheless will be required to carve out of the full form L(vˆ) = 1 a universe
like ours, such as depicted in figure 13.6 and described at the end of the previous section,
incorporating all of the observed large scale structure and the phenomena of the Big
Bang. Regardless of the degree of uniqueness of such a world, in being constructed out
of the multi-dimensional forms of temporal flow, it derives in turn from the priority
of one-dimensional temporal flow as the underlying basis of the universe. Hence the
conceptual question remains regarding the origin of this one-dimensional structure
itself, as we consider in the following chapter.
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Chapter 14
The Origin of Time
14.1 Two Loose Ends in the Theoretical Sciences
The aim of theoretical physics at a fundamental level could be described as a program
to uncover the basic scientific principles of the world, the consequences of which en-
compass all empirical phenomena. From the objective point of view the existence of
the universe, and its matter content, began with the Big Bang and evolved according
to equations of motion, as governed by the fundamental principles, for billions of years
as the matter condensed into galaxies, stars and planets, some of which are conducive
for biological life, until eventually conscious observers such as ourselves in turn evolved,
with the ability to contemplate the world and the cosmos around us. Two of the most
pressing kinds of questions raised by this picture concern the nature of (1) the Big
Bang and (2) conscious life:
(1) What can we say about the universe before the Big Bang? How and why does the
Big Bang occur? How is spacetime itself created? Can the ‘initial singularity’
be avoided? What determines the particular initial conditions? How is matter
created and what determines its properties? Why are the laws of physics the
way they are?
(2) Given that a material universe is created and set in motion subject to the physical
laws, how is it possible to mould the conscious experiences of observers, aware of
themselves and the world around them, out of inert, lifeless, material substance
of a seemingly qualitatively entirely different nature?
It seems inevitable that any physical theory must be founded on a ‘loose end’
concerning the basic elements of the theory. This is the case whether these basic entities
consist of particles, fields, strings, spacetime, extra dimensions, or some combination
of these or further concepts, and is generally justified on the grounds that ‘one has to
start somewhere’. A similar argument could be made for the present theory founded
on the concept of time. This paper has presented the mathematical development of
this theory, beginning with the general form of temporal flow L(v) = 1 as deduced
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for equation 2.9, through the construction of a physical world in space and time for
comparison with observations, leading to a discussion of the possible uniqueness of
this structure in the previous section – which addresses some of the points of item (1)
above. However, no matter how far progress might be made with the elucidation of
empirical phenomena the theory is incomplete so long as there remains the question
regarding the origin of temporal flow itself, as represented by the loose end on the
left-hand side of figure 14.1.
Figure 14.1: Beginning with the notion of one-dimensional progression in time, via the
general mathematical form L(v) = 1, both an extended spacetime manifold and the
physical bodies perceived within it are in turn derived. The two loose ends concern
respectively the origin of time itself and the subjective experience of the observer.
With the basic entity having such a simple structure, namely a one-dimensional
ordered flow of time modelled by the real line R, this first loose end is particularly
striking for the present theory. By comparison a theory founded for example upon
the basic entities of a set of fields in spacetime begins with a great deal of structure,
and can to a large extent be considered as a study of the phenomenology of fields in
spacetime. However here since the fundamental temporal flow, represented by the real
line, cannot be readily decomposed into simpler elements it is very natural to raise the
question of its origin, and in turn there is a greater sense of obligation to address the
issue of a foundation for the present theory.
Given a description of the physical world, whether founded on the notion of
time or other basic concepts, containing bodies which can be observed, the second
loose end, as depicted on the right-hand side of figure 14.1, regards the question of
how it is possible for an entity to be aware of an observation. This question concerns
the issue of how ‘we’, as beings conscious of observations and thoughts, are embedded
within the structures of the world. The physical structure of the organic brain is closely
associated with this latter loose end as an apparent vehicle for self-reference capable of
encoding subjective experiences within the physical world. In this section we consider
how such a structure might be modelled or explained in terms of mathematical or
physical elements, before returning to the first loose end of figure 14.1.
The idea that conscious experience can arise out of physical structures on the
spacetime manifold M4 should not be too controversial since it is essentially implied
in most approaches to fundamental physics. If based on a quantum field theory, as
applied in the Standard Model of particle physics for example, all properties of matter
ultimately arise from the properties of the basic fields and their mutual interactions.
Hence the microscopic properties of matter underlie the structure of macroscopic ob-
jects in the world including both inanimate objects such as rocks and pencils as well
as biological structures such as flowers and brains. The self-reflective, self-conscious
activity of the human brain must therefore be supported by the underlying elements
of the theory and the structures which they generate in spacetime. This is essentially
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the case for any physical theory, since it is evident that beings conscious of experience
arise in the same world as described by the theory. Both aspects of this world, that
is the subjective mental phenomena as well as the objective material phenomena, are
then in principle amenable to theoretical analysis.
On the practical side, since the early history of computing, with devices de-
signed or constructed first of mechanical and later electronic components, comparisons
have been drawn between ‘artificial intelligence’ and the workings of the naturally oc-
curring physical structure of the brain. Indeed, the design of a computer as envisaged
by Alan Turing in the 1930s and 1940s was based on modelling the action of the human
mind with the ambition to ‘build a brain’ out of electronic components. This came
with the significant advance in the design whereby programs as well as data could
be stored in symbolic form, allowing both to be modified and manipulated by the
‘universal machine’. On the more philosophical side Turing demonstrated that there
are questions involving the performance of a universal machine which are intrinsically
‘non-computable’ for the device. Turing also came to the conclusion that the actions
of a human brain are ‘computable’; with such thought processes then being amplified
through the actions of the human body.
The notion of computability for physical devices has a close parallel in the field
of pure mathematics, regarding in particular the demonstration by Kurt Go¨del a few
years earlier that propositions can be constructed in an arithmetical calculus which
are intrinsically unprovable within the calculus. It is this latter analysis we consider
here in order to then describe a model for a self-referencing subjective state.
Proposition VI of Go¨del’s 1931 paper, On Formally Undecidable Propositions of
Principia Mathematica and Related Systems I [83] can be paraphrased: ‘All consistent
axiomatic formulations of number theory include undecidable propositions’; that is,
there are true statements of number theory which its methods of proof are too weak
to demonstrate. The argument can be applied to any calculus (that is a formal system
consisting of a set of axioms and rules of inference) powerful enough to express the
basic arithmetic (with addition and multiplication) of the natural numbers (0, 1, 2, . . .).
Hence any such formal system is ‘incomplete’. The essential idea employed by Go¨del
was to find a way to use mathematical reasoning to explore mathematical reasoning
itself (see for example [84, 85]).
Following a chain of deductions which begins with a construction known as
‘Go¨del numbering’ a formula called G (after Go¨del) is derived which is the mirror im-
age within the arithmetical calculus of the meta-mathematical statement that: ‘The
formula G is not demonstrable’. Go¨del was able to show that if in fact G is demon-
strable then its formal contradictory ∼G (i.e. ‘not G’) would also be demonstrable,
leading to an obvious inconsistency. He proved that if the formal system is consistent
then G is formally undecidable; that is, neither G nor ∼G can be deduced from the
axioms and rules of the calculus.
It can however be seen by meta-mathematical reasoning that G is in fact a
true proposition of the calculus. Hence G is a true arithmetical formula and in fact
expresses a certain property of all natural numbers. Hence an arithmetical truth has
been discovered which can not be deduced formally from the axioms and rules of
inference of the calculus. Any calculus incorporating arithmetic is incomplete in this
way (in the original historical context this signalled the demise of David Hilbert’s
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challenge to prove the contrary). Although we are free to simply add G as an extra
axiom for the formal system, in this case a different true undecidable arithmetical
formula G′ could be constructed from the augmented calculus. Again, adding G′ as
an axiom we would still be able to construct a true undecidable G′′, and so on; that
is, for any augmented set of axioms and rules it will always be possible to construct
further undecidable propositions – the calculus is ‘essentially incomplete’.
The essential points of Go¨del’s theorem for our purposes are summarised here:
• The symbols, axioms, rules, theorems and general expressions of a calculus or
formal system capable of expressing arithmetic can be mapped onto a subset of
the integers by Go¨del numbering.
• Meta-mathematical statements about expressions of the calculus are associated
with a mirror image within the arithmetic itself.
• Assuming that the calculus is consistent, formulas such as G can be constructed
which can be shown to be true while being formally undecidable – it is not
possible to prove either G or ∼G within the calculus.
• Augmenting the calculus with new axioms such as G leads to a new calculus
for which new undecidable formulas such as G′ can be found; completeness of
arithmetic can not be achieved, it is ‘essentially incomplete’.
• The consistency of the calculus can not be proved from within the system, but
it can be demonstrated by meta-mathematical reasoning outside the system.
We next ask how the above considerations may be of relevance in the theoretical
sciences and in particular in relation to the theory investigated in this paper. The
general mathematical form L(v) = 1 was derived in equations 2.1–2.9 on considering
the notion of progression in time to have a structure isomorphic to the algebra of
the real numbers R, including the basic arithmetic operations of + and ×. Since the
natural numbers N are embedded as a subset of the real numbers the mathematical
calculus concerned with L(v) = 1 is certainly sufficient to express the usual rules of
arithmetic for the non-negative integers. Further, in developing this physical theory
certain mathematical structures arising from the forms and symmetries of L(v) = 1
have been taken to be isomorphic to the structures that we perceive in the physical
world.
It is a world in which we find both natural and manufactured machines and
devices which are in some cases capable of expressing statements about mathematics,
and in particular about the kind of mathematical calculus that underlies the world.
Since the physical world can be expressed in mathematical terms capable of describing
the behaviour of objects and devices in the world exhibiting for example structures
(such as the human brain) powerful enough to perform arithmetic operations and
support states of self-reference, then it seems that ‘formally undecidable propositions’
must inevitably arise in the application of these mathematical structures. We may
then consider the possibility that the manifestation of such mathematical phenomena
in the world is in the form of our own conscious experience of being in an ‘undecided
state’, with the above list of five points correlated with the corresponding list below:
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• There is a necessary isomorphism between the physical structure of everything
in the material world, including brains, and mathematical structures expressible
in the calculus underlying the expression L(v) = 1.
• The human brain is capable of making meta-mathematical statements about
structures deriving from the mathematics of L(v) = 1, which therefore necessarily
have a mirror image in structures deriving from the L(v) = 1 calculus itself.
• We experience questions we can ask of ourselves in making a choice, such as
“Shall I pick up the pen or the pencil in front of me?” as being undecidable (that
is, we cannot predict our own future actions).
• In making a choice, for example in picking up the pencil, we find ourselves in a
new state for which a further horizon of similarly undecidable questions perpet-
ually arise.
• Our experiences are organised and synthesised into a self-consistent and coherent
awareness of the world.
This is indeed, of course, very far from being a definitive analysis of the phe-
nomenon of our conscious experience in the world. The intention here is rather merely
to consider the close analogy with the elements that go into the construction of Go¨del’s
theorems. That there may be a more significant relation between these two cases is
suggested by their close structural similarity, the fact that they are both grounded
in mathematical considerations involving self-reference and the fact that potentially
highly complicated mathematical expressions arise in both cases. We observe further
that in considering a choice it is precisely our ‘undecided’ state that we are aware of.
For this preliminary discussion of this phenomenon in the context of the present
theory we proceed with the following simple experiment. For clarity of exposition the
discussion is presented in terms of my experiences in the world, where my and I refer
to any individual, such as the person currently reading this text. I can place, for
example, a pen and a pencil on the table in front of me and allow myself to deliberate
for several seconds over the question “shall I pick up the pen or the pencil?”, while
filtering out other thoughts as far as possible. In performing such an experiment the
experience is one of initially having an awareness of being in an ‘undecided’ state, in
which I may ‘change my mind’ several times almost as if compelled along on a wave
of reasoning guided by practical or aesthetic judgements concerning, for example, the
utility of the pencil or the colour of the pen, and then, quite suddenly, as if I have
to let go, I find myself in the ‘decided’ state of having chosen the pencil and hold it
in my hand (in fact, the more casually or lazily I make the choice the more it feels
determined by the rational course of the world, including subconscious processes, with
my conscious deliberation being a kind of internally reflecting resistance to that flow).
That we can readily do this kind of ‘thought experiment’ and attempt to observe what
happens when the choice is made serves to emphasise just how central the phenomenon
of conscious decision making is in the world. A general physical theory of the world
should then ideally have something to say about this phenomenon or be able to offer
a good reason why it does not.
Here we comment on the fundamental difference between questions we can ask
of the kind “will the apple fall off the tree?” and of the kind “shall I pick up the
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apple?”. The former question about the external world, not involving self-reference, is
‘undecided’ to the extent that we lack the relevant knowledge about the physical state
of the objects concerned – we simply await the resolution of the question as carried
externally in the inertia of the world (and with a similar interpretation applying for
the outcome of indeterministic quantum processes, as depicted in figure 11.13(b) for
example). For the latter question regarding whether or not to pick up the apple,
in attempting to predict our own future action based on our internal thoughts we
are conscious of falling over ourselves in search of the answer until we experience the
resolution.
To proceed further we consider a self-referential mathematical system R which
is assumed to be correlated with a physical brain state. For such a given formal system
R in principle a large number n of undecidable propositions Gi, with i = 1 . . . n, might
be formulated; as represented in figure 14.2(a). If any one of these is taken to be
absorbed into the mathematical structure as a new axiom then a new formal system
R′ with a new horizon of internally undecidable propositions G′i arises, as depicted in
figures 14.2(b) and (c).
Figure 14.2: Expansion of a formal system R as the ‘undecidable’ proposition Gi is
incorporated as a new axiom.
From the subjective point of view the system R represents a self-reflective con-
scious state of mind, which is in constant interaction with the subconscious mind and
the world beyond, which are also represented by mathematical structures and provide
a reservoir of information and data in the environment E which might enter conscious
thought as represented by figure 14.2(b), effectively corresponding to a realisation of
the truth of Gi. The subjective correlate of a single step R → R′ is considered to
be the experience of making a choice. The overall mathematical structure with the
progression R → R′ → R′′ drawn out through the interaction between the conscious
state R and the broader environment E is outlined in figure 14.3.
The essential feature of figures 14.2 and 14.3 is that any change in the system
R, due to the interaction between R and the mathematical forms of E, results in a
progression. The all-encompassing mathematical environment E in figure 14.3 can be
thought of as a static sculpture of mathematical objects. Within this structure the
self-referential systems with . . . R ⊂ R′ ⊂ R′′ . . . carve out a one-dimensional ordered
progression. A given self-referential state R′ within this sequence absorbs the state
R accompanied by one of its undecidable propositions Gi, now included as an axiom
within R′, with respect to which R represents the ‘past’. Similarly R′ is itself in turn
contained within R′′ with the latter state incorporating a resolution of an undecided
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Figure 14.3: In terms of mathematical objects the formal system R corresponds to a
subset of a larger environment E which provides the source of information and data
for the progression depicted in figure 14.2.
proposition of the state R′, that is one of the G′i, and hence representing the ‘future’.
Along with this terminology, with for example the self-reflective state R′ corresponding
to the ‘present’ experience, incorporating R in the past and drawn towards R′′ in the
future, the structure represented in figures 14.2 and 14.3 is postulated as a model for
subjective temporalisation.
To follow the above analogy with Go¨del’s theorem closely then would be to
say that our experienced state of being undecided finds resolution by absorption into a
new state in which a particular choice, or corresponding new ‘axiom’, is included. The
possibilities to incorporate further new axioms in the attempt to resolve a perpetual
state of undecidability leads to an ordered progression (incorporating . . . G, G′, G′′ . . .
into . . . R, R′, R′′ . . . respectively) which is therefore structurally identical to, and
proposed as the origin of, our experience of temporality.
It is important to emphasise here that it is the mutual association of the R
states in this ordered series that has itself a temporal structure. It is not a question of
being situated at R′ for example and asking how it is possible to move on to R′′, since
for something to move presupposes an already existing flow of time with respect to
which the motion takes place. Rather it is the unambiguously ascending logical order
of this series itself which, having a structure that can be mapped onto and modelled
by the one-dimensional ordered real line R, reveals the form of time itself. We have
‘time’ already in its pure and simplest essence as an ordered progression in this abstract
series.
From the objective point of view a state R corresponds to a limited physical
system in the world, correlated in particular with features of a physical brain. Via
physical processes new data can be introduced through the interaction between, effec-
tively, the conscious brain and the subconscious brain, as well as with the rest of the
physical world, as will be described further below and in the following section. Future
actions are not fully determined by or contained within the self-reflective state R itself.
The physical process of the subconscious intervening in the conscious deliberation, as
modelled by the progression from R to R + Gi and attainment of the new state R
′
depicted in figure 14.2, correlates with the subjective experience of ‘letting go’ after a
period of ‘falling over oneself’ in debating whether to pick up the pen or the pencil.
From an internal subjective point of view the conscious mind is ignorant of the choice
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until it is made and the individual finds himself holding the pencil rather than the pen
for example, contributing to his sense of temporalisation. The passage of time and
conscious experience more generally may feel somewhat mysterious since we do not
generally perceive the objective structures and interactions represented in figure 14.3,
only their internal subjective correlate.
Evidently our thoughts are not really as clear cut or ‘binary’ as suggested in
the example above when confronted with a simple choice such as “Shall I pick up the
pen or the pencil in front of me?”. It is not that we are really considering an isolated
possible future state corresponding to each alternative Gi in figure 14.2(a). Rather,
there is an enormous ensemble of possible future states which may be divided into two
sets, each with a vast range of members:
A) {I shall pick up the pen + X}
B) {I shall pick up the pencil + Y }
(14.1)
where X and Y each refer to possible features of a state of mind in addition to whether
or not I hold the pen or pencil respectively. The idea here is not so much that individual
undecidable propositions G uniquely correspond to simple thoughts or actions such as
‘I pick up the pen’. Rather it is to be considered that there is a vat of an enormously
large number of correlated G-like statements Gi (with i = 1 . . . n and n an extremely
large number) relevant to a particular brain state. A subset of the Gi will incorporate
the statement ‘I pick up the pen’ amongst other actions, others will incorporate the
statement ‘I pick up the pencil’ amongst other actions, while still further subsets of
the Gi will represent the cases ‘I pick up both’ or ‘I do not pick up anything’. Each of
these ghostly undecidable propositions Gi points towards a possible extension of my
self-reflective state. Such extended systems draw us in and as we progress from one
state to another, augmented, state our sense of temporality is created.
In the course of this dynamical stream of temporalisation I shall find myself
coming into a state of picking up the pen or pencil, depending on the choice of the
possible Gi. This set of potential Gi is itself of course very dynamic, as represented
for example by the set G′i in figure 14.2(c), and evolves in turn with the incorporation
of new axioms, or choices, and new information into my system, corresponding to the
ever evolving set of my possible future actions.
That the nature of subjective awareness may be correlated with the mathe-
matical notion of the undecidable in self-referencing systems opens the door to a more
thorough investigation. However, technically, in the context of the physical world, it
may be that ‘computability’, rather than the closely related notion of ‘decidability’, is a
more directly relevant concept to employ, since we know that the laws of physics in our
world are such that ‘computing machines’ (both artificial and organic) are supported.
That is, we are directly dealing with the states of such ‘devices’ in the physical world
rather than with abstract mathematical symbols in a formal system, although there is
a close structural parallel between the two cases. The discussion has been framed in
terms of ‘decidability’ partly due to the similarity of the language used to express the
experience of making a choice; that is, in making a choice we are primarily conscious
of being in an undecided state. On the other hand given this coincidence of language
terms some caution is needed in order to avoid being misled into taking the connection
too literally.
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It is indeed very much open to question how far to take the analogy between the
structures pertaining to Go¨del’s theorem and the subjective process of decision making,
although there is some degree of correspondence as indicated by the two sets of bullet
points listed earlier in this section. With contradictory ‘undecided’ propositions from
sets A and B being simultaneously entertained in equation 14.1, corresponding for
example to Gi and Gj with i 6= j, this structure does seem to have some important
differences also with the above mathematical correlate, since for Go¨del’s theorem the
‘undecidable’ describes the relation between Gi and ∼ Gi, with the proposition Gi
representing an unprovable but true statement. Although this implies that to some
degree Go¨del’s construction should be taken metaphorically here, the employment of
a mathematical framework with self-referential structures is still very relevant.
As well as the subjective interpretation the structure in figure 14.3 must also
correlate with a physical manifestation. From this objective perspective the laws of
physics must support a kind of inertia in the substructure of the physical brain, corre-
sponding to the subconscious mind, that carries the subject into just one of the array
of ‘true’ states either in set A or in set B of equation 14.1; that is into a new structure
of self-reference such that the other options (in particular those in set B or set A re-
spectively) become manifestly false propositions. The wiring of the subconscious mind
in this sense will govern to a large degree the patterns of behaviour of an individual.
Naturally, we are taking this to be a phenomenon that our thoughts are thor-
oughly and continuously saturated with, rather than a discrete set of deliberations
such as “hmmm, shall I pick up the pen or pencil?”. That is, many of our ‘choices’
in this sense are simply the train of thoughts at the forefront of our mind that con-
tinually bubble up even when we are not trying to think. Most of these thoughts are
not directly accompanied by an external bodily action such as picking up an object
or not. For example each process of ‘changing my mind’, as described for the thought
experiment shortly after the second set of bullet points above, is also a choice, even
when not accompanied by a decisive external action.
An analogy between our thought processes and the mathematical structures
underlying Go¨del’s theorem has been elucidated by other authors. In the preface
to reference [85] (p.7) Hofstadter refers to elementary expositions involving a self-
referencing loop leading to undecidable propositions, such as G considered above, as
containing:
. . . only the most bare-bones strange loop, and it resides in a system
whose complexity is pathetic, relative to that of an organic brain. Moreover,
a formal system is static; it doesn’t change or grow over time. A formal
system does not live in a society of other formal systems, mirroring them
inside itself, and being mirrored in turn inside its “friends”. . . . there is no
counterpart to time, no counterpart to development, let alone to birth and
death.
For Hofstadter, it is the self-referential and mirroring properties of the brain,
giving rise to abstract structures similar to the ‘strange loops’ encountered in demon-
strating Go¨del’s theorem, that is central to the emergence of an animated conscious ‘I’
from the inanimate particles of matter of the brain. As suggested by Hofstadter, for
the present theory also, a mathematical structure somewhat more complicated than
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that required to demonstrate Go¨del’s theorem might be needed to account for these
phenomena.
In this paper, we consider that the possibility for such systems to change and
grow is not only something that objectively takes place in time; but moreover it is
the ordered nature implicit in such a series of potentially related states that describes
temporalisation itself. It is the possible existence of this ordered progression of sys-
tems which, through its simple structural isomorphism to an ordered one-dimensional
mathematical series (that can be mapped onto the real line R), itself corresponds to
our immediate experience of time. The resolution of undecidable propositions from one
system to another corresponds to the progression of choices we find ourselves making,
with varying degrees of awareness. From the subjective point of view these choices are
not deterministic, in the usual sense of the word, since they are not something that
happens in time; rather they are the generators of temporality itself.
The progression depicted in figure 14.3 only has one direction. This underlies
our experience of an apparent ‘arrow of time’ which corresponds simply to the one-way
nature of this process (always with the possibility of losing knowledge of the world as
our memory becomes frayed at the edges, it being supported by an imperfect physical
device and following behind in the wake of our new experiences). The phrase ‘arrow
of time’ is somewhat misleading since it implies the possibility of time having the
opposite sense, that is flowing in the ‘other’ direction, effectively as if an empirical time
parameter t could be seen to be reversed with t→ −t. However this is not the case as
the progression in figure 14.3 possesses only a single direction, which may be associated
with +t ∈ R. The sequence of self-reflective states R, subjectively experienced as the
flow of time, creates the inertia of the external world carrying physical objects. These
objects include, for example, the components of a clock which can be used to measure
the ‘time’ t. The fact that we can imagine, or even construct, a physical clock to
‘run backwards’, or for example watch scenes of a movie played backwards, creates the
illusion of an alternative possible sense for time. However, we can only detect that
a physical clock is running backwards since it operates relative to the fundamental
underlying ordered progression of time.
The purely mathematical structure of figure 14.3, encapsulating the experience
of a 1-dimensional temporal progression, can itself be encoded within the physical
structures of a 4-dimensional spacetime world as depicted in figure 14.4. Here the
structures in M4 can be considered to represent a static 4-dimensional physical sculp-
ture, as a manifestation of the static mathematical sculpture described for figure 14.3,
within which a chain of states, having a one-to-one isomorphic correspondence with a
self-reflective experience of a one-dimensional temporal flow, is embedded.
This origin of our experience of 1-dimensional time is analogous to the ori-
gin of our perception of 3-dimensional space. In general an abstract mathemati-
cal structure might be interpreted in several possible ways, whether geometrical or
not. The arena for spatial perception arises out of a possible interpretation of the
mathematical structure and symmetries of the multi-dimensional form L(v) = 1,
and in particular the properties of the components vi, with i = 1, 2, 3, of the form
L(v4) = (v
0)2 − (v1)2 − (v2)2 − (v3)2 with an SO(3) ⊂ SO+(1, 3) symmetry, in terms
of extended geometrical forms, as was described more generally in chapter 2. This
incorporates the perception of physical objects in an extended 3-dimensional space, as
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Figure 14.4: A representation of the progression of the self-reflecting state of figure 14.3
as translated into an extended physical environment M4.
represented for example on the hypersurface planes in figure 2.3. The structures of that
figure, interpreted as a 4-dimensional spacetime, can be superposed on the manifold
M4 of figure 14.4, within which more complicated mathematical structures also arise
out of the full mathematical form L(vˆ) = 1 when projected onto the 4-dimensional
base manifold. These further mathematical objects, described for example in terms
of fields on M4, incorporate series of self-referring elements which have a structural
isomorphism with an experience of a directed 1-dimensional flow in time.
For the world sketched in figure 14.4 the mathematical structures in spacetime
hence have both the necessary mathematical properties to give rise to perception of
objects in space, that is in a 3-dimensional geometrical volume (represented by 2-
dimensional planes in figure 2.3), as well as the experience of events in time, in a
direction geometrically ‘orthogonal’ to the 3-dimensional spatial hypersurfaces on the
manifold M4, which possesses the local SO
+(1, 3) symmetry of the form L(v4) = h
2
of equation 5.46. Hence both spatial and temporal forms of perception are encoded
in the mathematical structures of the world. That is, we consider not only that the
structures obtained from Gˆ/SO+(1, 3) symmetry breaking for L(vˆ) = 1 projected over
M4 can be equivalent to the geometrical shapes we experience in space, but that they
also incorporate self-referential mathematical structures which may be isomorphic to
the self-reflecting progression that we experience subjectively as the flow of time.
In turn this one-dimensional temporalisation itself provides the source of dy-
namical laws through the breaking of the multi-dimensional form of temporal flow
L(vˆ) = 1 over the 4-dimensional spacetime, generating the physical laws on M4 with
which physical structures in general, and those depicted in figure 14.4 in particular,
must be compatible. Hence the progression R→ R′ → R′′ identified within the mathe-
matical environment E in figure 14.3 must be consistent with the seemingly inevitable
progression R → R′ → R′′ of states in the physical spacetime environment M4 in
figure 14.4 described as an apparent consequence of the laws of physics.
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The inertia of the physical world conforming to these laws of nature carries
with it both the subconscious and conscious components of the brain and with them a
‘decision’ already shaped in the former is swept into a new self-reflecting state of the
latter, for which an ‘undecided state of mind’ is now experienced as being resolved.
More generally, information and data in the broader environment of M4 in figure 14.4,
as labelled by E in figure 14.3, which implicitly includes both the subconscious element
and anything else distinguished from the self-reflecting R state considered, can in
principle contribute to the progression.
An analogy can be made between the self-reflective system R in the extended
environment M4 and a thermodynamic system B embedded within the same larger
environment on the manifold M4. While interactions between R and the further struc-
tures inM4 lead inevitably to the progression of the self-reflective state R→ R′ → R′′,
for example in terms an increase in subjective ‘information’, the interaction between B
and the broader environment leads inexorably to an increase in the total entropy S. In
fact both the incorporation of a Go¨del statement Gi into R, as depicted in figure 14.2,
as well as the case of increasing entropy might be considered as analogies for the phe-
nomenon of temporalisation. The first example may also carry some elements above a
mere metaphor, while for the second example an increase in entropy will accompany
the physical process underlying the subjective experience of time.
For a sufficiently complex system such as a human brain the complete immer-
sion of the self-reflective state within the wider environment might effectively generate
a continuous temporalisation. Indeed, while for figures 14.2–14.4 a series of discrete
steps has been described, subjectively we generally experience a continuous flow of
time without any gaps or jumps. For example, while watching a ball roll along a table,
essentially obeying Newton’s first law of motion, we observe a smooth progression rel-
ative to our internal sense of temporality. It is this continuous subjective experience of
the flow of time, as modelled by the one-dimensional real line R, that forms the basic
entity of the present theory.
Indeed, although subjective experience in general exhibits a correlation with
objective phenomena it is not explicitly described by the latter phenomena. For ex-
ample, the sensation of ‘green’ is associated with radiation from an interval of the
electromagnetic spectrum with a wavelength of around 500 nm in physical interaction
with the cells of the human eye and the resulting neural activity in the brain. However
the subjective experience of ‘green’ is not explicitly contained in the description at any
level of detail of these objective physical processes. Similarly here, the subjective ex-
perience of a continuous flow in time is associated with the physical structures implied
in figure 14.4. However it is not necessarily the case that a continuous sequence needs
to be identified in a physical system based on the progression R → R′ → R′′ in order
for it to underlie a subjective experience of time which can be accurately modelled by
the continuous real line R.
The irreversibility of conscious choices, the origin of the ‘arrow of time’, is
echoed in the irreversibility of many physical systems which are all governed by equa-
tions derived from the general mathematical form of progression in time. For example
the second law of thermodynamics itself arising as a statistical consequence of a pro-
gression of states, as alluded to in section 13.2. An essential difference is that while
entropy increase is solely something which happens in time, the physical progression
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R → R′ → R′′ of figure 14.4 is directly correlated with a subjective experience of
time which drives the temporal flow itself. In addition to systems of classical physics,
quantum phenomena are also subject to the underlying ordered flow of time which
is infused into the base manifold M4. Calculations of probabilities and cross-sections
for quantum processes depend on the accumulation of the possible field degeneracies
conforming to a causal sequence in time, building upon time-ordered expressions as
described for equations 11.41 and 11.44 and more generally in sections 11.2 and 11.3.
In addition to the fundamental temporal progression itself there are a large
number of apparently one-dimensional quantities which may be constructed out of
the physical structures on M4. As well as the example of entropy S these include
the temperature T of a body or even the ‘time’ t recorded by a mechanical clock.
However each of these quantities correlates solely with the objective collective actions
of molecular motions in spacetime and each defines a measurable property of the four-
dimensional world. Even the time t recorded by the clock is not a 1-dimensional
geometric entity, but rather signifies a certain coincidence between the hands of the
clock and the numerals on its dial in 3-dimensional space.
In fact no purely 1-dimensional phenomenon can be objectively inscribed within
a 4-dimensional spacetime without reference to the extended M4 manifold or physi-
cal processes within it. While the self-reflective physical structure in figure 14.4 is
similarly diffused in spacetime, objectively in terms of the firing of brain neurons for
example, the subjective experience of time is of a different character. Unlike a physical
quantity such as S, the mental process of experiencing time is a purely 1-dimensional
phenomenon and in this subjective sense it is not located within spacetime. The
progression R → R′ → R′′ is subjectively fused in mind into a purely 1-dimensional
experience of a qualitatively different nature to, and hence distinguished from, the
4-dimensional spacetime arena.
This one-dimensional structure is the origin of time in the world, in the form
of subjective temporalisation, and provides the foundation which underlies the general
mathematical form of temporal flow L(v) = 1 and the physical laws in spacetime
itself. It is through attempting to address the second loose end on the right-hand side
of figure 14.1 that a source has been identified for the first loose end on the left-hand
side.
14.2 A Universal Foundation
For a description of the universe in terms of a purely objective theory a 4-dimensional
background arena for events in spacetime, as for the case of general relativity, might
be postulated as a fundamental entity or perhaps derived from a higher-dimensional
spacetime. This is consistent with the observation that all physical events in the world
have both a spatial and a temporal location in the universe. For the present theory
it is noted, however, that while we observe such events in spacetime our subjective
experience in the world is more fundamentally temporal than spatial. While many
experiences are accompanied by a sense of both time and space, all appear to exhibit
a temporal aspect while some, such as the experience of listening to a piece of music
or of simply thinking itself, lack any accompanying sense of an extended spatial arena.
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This observation, along with the simplification of founding a theory on one dimension
rather than four, provided a source of motivation for the present theory.
The sensation of time that accompanies all subjective experiences may be mod-
elled mathematically by a continuous interval of the real line R, which is precisely the
same one-dimensional structure of temporal flow considered objectively as a presence
which underlies the structure of the entire universe. That is, innate within the expres-
sion for this temporal flow in the multi-dimensional form L(v) = 1 of equation 2.9,
along with its symmetries, the form of the physical universe throughout an expanse of
both time and space is supported. As discussed towards the end of the previous sec-
tion, both temporal causality and a spatial geometry, deriving from the form L(v) = 1,
are infused throughout the manifold M4.
At the mathematical level the unfolding of this structure is analogous to some
degree to the properties of the Mandelbrot set, in that a highly complex pattern is
identified through a very simple mathematical expression. A further analogy we con-
sider here is the simple differential equation ∂
2y
∂x2 + y = 0 with the possible solution
y = sinx. This sine wave is typically represented as a graph in the 2D plane incorpo-
rating for example a horizontal axis for values of −π ≤ x ≤ +π. However innate in the
expression ∂
2y
∂x2
+y = 0 the actual mathematical solution is of course present throughout
the infinite real line for −∞ < x < +∞, even though we typically only picture a small
portion of this solution. Similarly while the extended ‘spatial’ arena corresponding
to the translation symmetry of L(v) = 1 is pictured for a finite region in figure 2.2
this purely mathematical structure is of infinite extent in all n dimensions. This ob-
servation still applies when the construction of the spacetime arena is generalised for
the geometry Gµν = f(Y, vˆ), as one of many possible solutions involving differential
equations in, and a degeneracy of, the underlying fields. As for the sine wave above,
this purely mathematical solution has no limit for the coordinate parameters on the
base manifold (including in fact the particular solution for Gµν(x) of equation 11.12
which is itself described by a simple sine wave function as represented over an interval
of x3 in figure 11.1), while as for the Mandelbrot set the structure which emerges in
general may be highly complex.
These mathematical patterns and structures onM4 arise through the projection
of the full form L(vˆ) = 1 onto the base manifold and the associated symmetry breaking.
Through an innate subjective interpretation of certain entities on M4 there arises
for us a vivid impression of material phenomena which appear to be detached and
hovering outside us in an apparently spatial expanse. This entire perceived world
is however mathematically enfolded within the one-dimensional subjective temporal
progression through which everything in the world is observed. (This description is very
much influenced by the notion of the a priori necessity for both temporal and spatial
forms of experience, and their mutual relation, as elucidated by Immanuel Kant).
The observation that spatial structures through the form L(v) = 1 can be implicitly
enfolded within the experienced one-dimensional flow of time that accompanies all of
our perceptions in the world completes the initial motivation for the present theory
described in the opening paragraph of this section.
The form L(v) = 1 itself is derived from within the notion of a ‘moment
of time’, divided into infinitesimal intervals, as described in section 2.1. From the
mathematical point of view the solution Gµν = f(Y, vˆ) over the manifold M4 is a
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structure implicit within the full form L(vˆ) = 1 and its symmetries, describing the
geometry of an infinite expanse of 4-dimensional spacetime (as for example implied for
figure 13.6) which does not ‘take time’ to unfold across the cosmos, rather it underlies
all cosmic structure, similarly as the solution y = sinx is implicit within the expression
∂2y
∂x2 + y = 0 across the full extent of the x-axis. This mathematical structure logically
precedes the laws of physics and the properties of physical objects perceived in the
world. As a manifestation of the underlying mathematical structures these physical
properties include causal relations in general, incorporating for example the dynamic
evolution of the fields, on M4. The causal and spatial relations between physical
events unfolding in the world, which do ‘take time’, create the sense of a world outside
accommodating all of the apparent material phenomena. All physical structures are
subject to the laws of physics, which derive from the underlying mathematical forms,
which apply for example to the phenomena depicted in figures 14.3 and 14.4 which in
turn have both an objective and a subjective interpretation.
The logical precedence of the elements of the theory described above is un-
packed in the following sequence:
(1) The objective starting point of the theory is one-dimensional progression in time
with a mathematical structure isomorphic to an interval of the real line R.
(2) From the basic arithmetic properties of R a general multi-dimensional flow in
time subject to the constraint L(v) = 1 can be derived.
(3) The identification of extended geometrical structures from the form and symme-
tries of L(v) = 1 provides a basis for the necessary arena for perception, that is
a subjective experience of a spatial expanse.
(4) In breaking the symmetry of the full form L(vˆ) = 1 over theM4 base manifold the
properties of material phenomena are sculptured and made visible in conformity
with the resulting laws of physics.
(5) The material objects in the world include the complex structures of physical
devices, such as brains, capable of performing mathematical operations and en-
coding a progression of states of self-reference governed by the physical laws.
(6) The sequence of self-referential states, linked through a contiguous resolution of
their associated ‘undecidable propositions’, correlate with subjective thoughts
and experiences, ever accompanied by the sense of an ordered flow in time.
(7) The subjective temporalisation may be modelled by an interval of the real line R
having a one-dimensional mathematical structure identical to that in item (1).
The first four points listed above form the main thrust of this paper from the
opening chapters through to and including chapter 13, while the remainder of the
above chain has been the topic of the present chapter. In this paper the self-reflective
structures depicted in figure 14.4 and discussed in the previous section are proposed
as the means through which subjective experiences arise, although this may be a vast
simplification, or even largely a metaphor, for the actual mechanism. In any case, the
existence of a sequence such as that described in the latter four points above, beginning
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with an empirically observed physical world and leading to self-reflective conscious
experience in the world, is incontrovertible to the extent that it is evident that the
presence of conscious beings is amongst the known phenomena of the physical world.
This observation applies for any physical theory, as discussed shortly after figure 14.1,
although the details of the theoretical mechanism that underlies the subjective thought
process remains open to investigation.
For any physical theory built upon essentially any postulated entities, such as
fields or particles and a background of spacetime, the universe can be described in
mathematical terms as a ‘static’ 4-dimensional object, for example in the form of a
spacetime diagram for the entire cosmos, which includes within it the full history of
each human brain and all other material entities. However this is clearly not the way
we see the universe, rather the 4-dimensional spacetime structure of the brain must
prescribe our subjective perception of the universe as dynamically evolving through a
progression in time. Hence for any such physical theory the above segment of argument
in points (5) and (6) can still be applied, however there then remains dangling the
prominent loose end that there is no apparent justification for the origin and properties
of the initially postulated physical entities themselves, other than that they may be
contrived pragmatically, for example in terms of a Lagrangian function in spacetime,
to match the empirical data from observations and experiments.
On the other hand the key observation for the present theory is that the final
link, item (7) in the above chain, representing the fact that temporalisation is contained
as an ever present feature of subjective experience in the world, reconnects the chain
to the initial link of item (1) at the top. Hence not only is a mechanism for the origin
of time conceivable, providing a foundation for the left-hand loose end of figure 14.1,
but this temporalisation itself arises through self-reflecting structures, identified in the
physical world itself, which account for our subjective experiences in general and the
right-hand loose end of figure 14.1. The chain then naturally closes into the cycle
depicted in figure 14.5.
It is a feature of the present theory that the two loose ends of figure 14.1 can
be mutually tied up in this way. From a mathematical point of view each of the six
stages in figure 14.5 is contained within the previous stage, supplying a foundation for
all of the structures of the theory. This system can then be considered to establish a
‘universal foundation’ for the present theory. The entire system is self-supporting in the
sense that whenever we ask “where does X come from?”, where X can be time, space,
matter, conscious beings, or anything at all, the question can be answered in terms of
something else within the system. Without the need for any external foundation or
assumptions and entire structure in figure 14.5 hence detaches itself and floats free.
This figure does not, of course, express an impossible cyclic chain of cause and
effect relating the six stages in a temporal sense. Indeed time itself is contained as
one link within this cycle hence incorporating also the notion of temporal causality
within this structure, and in particular for the physical laws in node (4). Rather
each connection between neighbouring stages has the logical nature of a structural
isomorphism, more precisely in the sense that the properties of node (i + 1, mod 6)
are contained within the structure of node (i), with the net effect of expressing a
self-contained and consistent mathematical and physical system. While providing a
chain of concepts for the benefit of deliberation the six nodes of figure 14.5 can be
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Figure 14.5: A self-contained ‘time cycle’ leading from the notion of progression in time,
through the general mathematical form L(v) = 1 and perception of physical structures
in spacetime, to self-reflective entities incorporating experience of a progression in time
and hence completing the cycle.
considered to collapse down to a single entity. This entity contains an entire universe
created through the temporalisation represented by the structure in figure 14.3 which
itself is entirely enveloped within the same physical world.
In the opening of this section it was noted that while empirically everything
happens in spacetime from the subjective point of view time is a more fundamen-
tal mode of experience than space. This observation provides part of the original
motivation for basing the present investigations on a general form of temporal flow
L(v) = 1, together with its symmetries, rather than upon a 4-dimensional, or even
higher-dimensional, spacetime structure. The further observation here that it is in the
nature of time itself to provide the link connecting the two loose ends in the theoretical
sciences described in the previous section and in figure 14.1 adds further circumstantial
support for this approach.
While the means of supporting spatial perception arises from a very direct inter-
pretation of the geometric forms implicit in the mathematical properties of L(v) = 1,
as described in chapter 2 and corresponding to nodes (2) → (3) of figure 14.5, the
means of generating temporal experience arises from the far more complex mathe-
matical structures represented in figure 14.3, as described in the previous section and
corresponding to nodes (5)→ (6) of figure 14.5. The figure as a whole can be seen as an
interplay between 1-dimensional and multi-dimensional forms of time. The underlying
mechanism for obtaining an extended 4-dimensional world out of 1-dimensional tempo-
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ral flow, summarised in the upper half of figure 14.5, differs from the far more complex
structures required to identify a purely 1-dimensional entity out of the 4-dimensional
physical world, as summarised in the lower half of the figure. (As discussed at the
end of the previous section a simple physical clock, for example, does not possess
any intrinsically 1-dimensional geometric structure). It is the very different nature of
the mechanism for obtaining multi-dimensional forms and extended spacetime from
1-dimensional time on the one hand and for identifying temporal flow itself out of the
higher-dimensional and spacetime structures on the other hand, as required for sub-
jective perception and experience, that opens up the non-trivial system of figure 14.5.
The contrast between the objective features of temporal progression, identified
as the simplest element of figure 14.5, and the subjective experience of progression in
time arising out of the most complex structures in this system, while both aspects of
time, in nodes (1) and node (6) respectively, share the identical structure of an interval
of the real line, underlies the enigmatic quality of the concept of time itself. References
to the seemingly more philosophical nature of time in the physics literature are rare but
not entirely absent. Near the beginning of the introduction to his Space–Time–Matter
Hermann Weyl writes ([82] p.1):
Since the human mind first wakened from slumber, and was allowed to
give itself free rein, it has never ceased to feel the profoundly mysterious
nature of time-consciousness, of the progression of the world in time, –
of Becoming. It is one of those ultimate metaphysical problems which
philosophy has striven to elucidate and unravel at every stage of its history.
While the upper half of figure 14.5, that is the chain of nodes (1)–(4), represents
the development of the theory within the traditional scope of physics, the entire scheme,
including the lower half of the figure, is fully incorporated within the sphere of scientific
study more generally. Indeed experiments are performed, dating for example from
those conducted by the neurologist Benjamin Libet in the early 1980s, concerned with
the relation between the physical brain and conscious actions, that is essentially nodes
(5) and (6) respectively in figure 14.5. In such experiments physical cerebral activity is
found to precede a conscious awareness of intention typically by around 300 milliseconds
or more.
For the present theory a conscious intention, or choice, is associated with the
origin of temporalisation, as described for figures 14.2 and 14.3. This leads to the
multi-dimensional form of temporal flow L(vˆ) = 1 through which derives the mathe-
matical structure underlying the entire physical universe on M4, incorporating its full
eternal temporal extent both into the past and into the future. This physical universe
includes in particular the brain state 300 milliseconds before the conscious choice was
experienced, and indeed at any other time, as embedded within M4 as represented
in figure 14.4. Hence the overall scheme presented here is fully consistent with the
experimental findings of Libet and others. More generally the full cycle of figure 14.5,
including all of the nodes and links, is fully amenable to theoretical and scientific
investigation.
As a preliminary discussion the remarks made here on the origin of our tem-
poral experience and the phenomenon of consciousness, together with their mutual
association, are necessarily somewhat speculative. However, it is meaningful to for-
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mulate such questions, the worldview presented in this paper provides a new arena
through which the construction of figure 14.5 seems inevitable, and this provides a
firm mathematical basis for a possible scientific enquiry into the nature of subjective
phenomena compatible with the basic structure of the present theory.
Most fields of scientific study are rooted in node (4) of figure 14.5, in that
the natural starting point for any scientific investigation is observation of the physical
world around us. For the physical sciences the general aim is to deduce the basis of the
underlying structure of the world, extrapolating inwards as for example in the direction
of nodes (3) → (2) for the present theory, while on the other hand the biological
sciences, for example, also study the world at face value and extrapolate outwards,
which might include the properties of nodes (5)→ (6) in figure 14.5. However, unlike
the case for other scientific theories in general, in the present theory it is natural to
extrapolate one step further, both inwards and outwards, to establish the final link in
node (1) and hence complete the circuit. Here the overall structure of figure 14.5 then
has the shape of providing an answer to the general question “why is there something
rather than nothing?”, rather than merely displacing it.
From the mathematical perspective while an exposition of the structures in
figure 14.5 could begin with any given node the simple mathematical structure of time,
as a 1-dimensional progression modelled by the real line R, provides a convenient entry
point into the study of the whole system. In particular the unique properties of a real
interval provide an unambiguous structure upon which to develop the theory, as will
be emphasised later in this section. If the properties of the real line R are considered to
define the axioms, which in general underlie all the expressions which may be derived
in a formal system, then the self-contained structure of figure 14.5 might be thought
of as a mathematical system which ‘contains its own axioms’.
From this point of view as a single entity of self-creation the time cycle in
figure 14.5 can be considered firstly as a purely mathematical structure which can be
described in terms of the six nodes displayed with each one mathematically identical
to, or contained within, the previous node of the chain. This picture can then be
‘coloured in’ with both the objective material features of a physical world and the
subjective experienced aspects of self-reflective thoughts and perceptions.
The subjective experiences, as much as the objective material phenomena ob-
served, are an irreducible component of this system. Indeed it is the experience of
time, as well as of space, that generates necessary links in the time cycle of figure 14.5.
Such a world cannot exist unless it is experienced. The two loose ends, left exposed
in many conceptual worldviews, relating to the origin of conscious experience and the
origin of the material world are interwoven into one coherent system. Here the em-
phasis does not weigh heavily upon a pre-existing material content of any kind, but
rather takes an overall more balanced view within which ‘matter’ is identified with a
form of experience shaped in ‘mind’.
The apparent distinction between mind and body arises in part since the spa-
tially distributed matter we experience appears to exist out there, however here the
concepts of ‘mind’ and ‘matter’ are intimately intertwined within one system. We
have no need to postulate two wholly different kinds of substance and ponder how
they interact, such as through the pineal gland in the brain in the worldview of Rene´
Descartes. Rather mind and matter are different aspects of the same self-contained
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system: the conscious mind being bound with the structures of mental activity and
temporality embedded in the physical world, while spatially extended matter itself is
carved out of the multi-dimensional algebraic properties of time. Hence both sides
of the philosophical dichotomy between mind and matter are accounted for and the
points of view of both the idealist and the materialist democratically amalgamated
into this structure. We are not spirits haunting Earthly bodies, and neither are we
machines in search of a soul.
While forming components of one overarching framework both the objective
structure of the physical world and the subjective forms of experience in the world can
be described in terms of theoretical elements, and each is sufficiently distinctive and
well defined to seemingly take on a ‘life of its own’. From the point of view of the
present theory the materialist is grounded in node (4) of figure 14.5 and can construct
a relatively short, physically motivated, argument to account, via node (5), for the
realm of the idealist in node (6). On the other hand the idealist, based upon the
subjective experiences of node (6), is required to make a more lengthy detour, via the
conceptual and mathematical structures of nodes (1), (2) and (3), in order to arrive
at the materialist’s realm in node (4). This asymmetry in the apparent directness
of mutual explanatory power perhaps in part accounts for the predominance of the
materialist, ‘a spade is a spade’, philosophy that has underpinned most progress in the
history of science, in addition to its practical utility.
Outside the present chapter of this paper, as for the vast majority of work in
theoretical physics in general, the focus has been with the study of a mathematical
description or model of the physical material world, here through equations such as
L(vˆ) = 1 and Gµν = f(Y, vˆ). However mental phenomena, such as our awareness of
the physical world and decision making actions, are also very much a feature of the
universe and in principle equally amenable to theoretical analysis, as discussed above.
To recap, in the present theory the mathematical structure described in fig-
ure 14.3 models our conscious self-reflective state and ever present feeling of not know-
ing for sure quite what we shall do in the next moment. This perpetual uncertainty
as to our own thoughts or actions resolves momentarily in a choice ‘Gi’ opening up
a new horizon of uncertainty, as represented in the progression of figure 14.2. The
self-reflective state is inexorably drawn through the series . . . R → R′ → R′′ . . . of fig-
ure 14.3 correlating with an internal experience of a sequence of thoughts, aspects of
which have a complex mathematical representation, but in all cases associated with a
subjective experience of a simple one-dimensional temporal flow.
Within this structure the term freewill, as used without hesitation in everyday
language, is identified as this ‘experience of choice’ as one feature of the overall system
of figure 14.5. Everything that happens objectively in the physical world follows in
the wake of this subjective temporalisation phenomenon. The historical philosophical
debate concerning ‘freewill versus determinism’ becomes more strictly a question of
‘freewill versus the laws of physics’ in the context of modern day science. The laws
of physics include ‘indeterministic’ quantum phenomena as a feature of the objective
world which in the present theory are not correlated with the subjective act of making
a conscious choice. Indeed the intrinsically random transitions of quantum effects are
of a wholly different nature to rational decision making or freewill. On the other hand
quantum properties are a major component of the laws of physics, and it is this full
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package of physical laws which determine all physical structures. These include the
physical state of the brain which evolves in time according to the laws of physics,
exhibiting properties which do correlate with the interaction between the conscious
and subconscious mind as implied in figure 14.4 and hence providing the vehicle to
carry self-reflective experiences.
The traditional philosophical difficulty in reconciling freewill and the laws of
physics derives from the observation that an apparently independent objective world
evolving according to a set of deterministic laws (together with random quantum phe-
nomena) seems to leave no room for the notion of freewill. However, here in the present
theory, since the physical world is brought into being through a subjective temporalisa-
tion sufficient breathing space opens up for the concept of freewill – not as a secondary
phenomenon on top of a given physical world, but as an irreducible feature in dynamic
interplay with it, as summarised in the time cycle of figure 14.5. An element of the
philosophical confusion concerning these issues arises as there is considerable ambigu-
ity in the meaning of the term ‘freewill’ in itself. The present theory provides a context
within which the notion of freewill might be more precisely defined. Within the system
of figure 14.5 the means by which the world is experienced in mind is as important as
the empirical forms of matter, with freewill being a property of the former while the
laws of physics are a property of the latter.
It seems of course counter-intuitive to suggest that the great expanse and
‘weight’ of the entire physical universe might be created through and carried in a
single waking moment of thought. However, as described near the opening of this
section, the mathematical structures underlying a solution for Gµν = f(Y, vˆ) innate
in the form of temporal flow L(vˆ) = 1 are perfectly ‘weightless’ and infinitely deli-
cate, effortlessly supporting an entire cosmic history throughout the full expanse of
the physical manifestation of the universe. If the laws of physics in this spacetime are
compatible with the local evolution of a physical brain as depicted in figure 14.4 which
encodes the self-reflective sequence of figure 14.3 which in turn represents a subjective
experience of a one-dimensional temporal progression isomorphic to the ordered real
line in node (1) of figure 14.5 then the circuit closes and the experiencing being locates
himself at a particular place in a particular world (in this chapter in this context pro-
nouns such as ‘himself’ or ‘his’ refer to a non-gender-specific being in any world). This
spacetime location will be within the habitable epoch of the cosmological evolution as
depicted in figure 13.6(e), and most likely upon a planet orbiting within the habitable
zone of a suitable solar system as considered in section 13.3, for the case of our own
universe. The poets have more readily conceived of such a world, as for example in
the often quoted opening lines from William Blake’s Auguries of Innocence of 1803:
To see a world in a grain of sand
And a heaven in a wild flower,
Hold infinity in the palm of your hand
And eternity in an hour.
Here, not limited by poetic licence, we require only a moment rather than an
hour through which the entire universe may be perceived. The contention of the present
theory sees the world and the heavens, together with an infinite expanse of space and
an eternal temporal duration all held within a moment of time. The completion of this
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picture is depicted in figure 14.5 with the experience of time itself contained within
the structures of the physical universe.
While the entire physical universe is created through the experience of a single
temporal moment, the moment itself is not unique. The circuit of figure 14.5 can be
closed by any one of a large number of possible local structures representing the pro-
gression of figure 14.3, each embedded within the physical world and each associated
with a moment of experienced time. Indeed if the physical world is capable of sup-
porting such a structure at all then in principle there may be many examples. This
generalisation is depicted in figure 14.6.
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Figure 14.6: Rather than the single experience of time represented by node (6) in fig-
ure 14.5 in general a large number of physical structures onM4 may generate moments
of temporalisation, each represented by one of the small boxes labelled by A or B here
and each of which completes the circuit of a time cycle for the same physical world of
node (4).
In particular the set of temporal moments labelled by the series A1 . . . Ai in
figure 14.6 might form a contiguous structure in the sense of the embedding of the
progression of figure 14.4 within the physical world on M4. The corresponding tem-
poral experience correlated with this structure is the sensation of a ‘sliding now’ for a
particular individual. Similarly while the ‘spark’ that creates the universe from within
can be any moment Ai associated with such an individual, it could also belong to
any other being, such as the temporal experience represented by B in figure 14.6. In
general the experiences of a community of beings A,B,C . . . may be inscribed within
the same manifestation of a physical world, as depicted in figure 14.7.
447
Figure 14.7: A depiction of the trajectories of several self-reflecting ‘beings’ A,B and
C experiencing life in the M4 spacetime manifold.
Any structure of temporalisation, such as those represented by each ‘X’ in
figure 14.7 can take the place of node (6) in figure 14.5 and complete the circuit which
also incorporates the physical world itself which a community of beings such as A,B
and C cohabit. Each of these individuals observes a time-ordered progression of states
of material entities, from stars and planets to tables and chairs and other individuals,
distributed in a 4-dimensional spacetime as originally envisaged in figure 2.3. While a
given observer A experiences the subjective freewill of his own self-reflective state, and
an internal temporalisation as represented in figure 14.3, from his perspective both the
subconscious as well as the conscious elements of the brains of the other beings B and
C are unambiguously seen to partake seamlessly in the physical flow of events in the
world. That is, the behaviour of the other, progressing in parallel and as represented
for example in figure 14.4, conforms to the basic laws of physics exactly as any other
physical entity such as the tables and chairs carried along in the inertia of the world.
With a perfectly reciprocal account given from the internal subjective point of view of
B or C the mutually consistent perspectives of all individuals dovetail together within
the common physical world.
In conformity with this symmetry between A,B and C in terms of a perspec-
tive on freewill and the laws of physics each observer carries a personal experienced
fundamental time parameter s. This temporal flow s is equivalent to the proper time τ
recorded by a physical clock in the frame of the individual, as related by the constant
factor γ described for equation 13.3. The progression in time s ≡ τ for any given
individual is related to that associated with each of the other observers through the
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dilation effects of both special and general relativity in spacetime, as described for the
‘twins’ A and B towards the end of section 5.3 and generalised near the opening of
section 13.1, again in a completely reciprocal manner.
For any individual the seemingly vast potential arena for the flow of time in the
universe at large contrasts sharply with the observation that we experience time at an
apparently brief moment. The concept of ‘now’ can be identified subjectively with the
‘present moment’, which consists of a small duration rather than a point in time. This
leads us to pose the question – given such a vast expanse of time – “why is it now !?”;
as opposed to, say, some time last week. This question is particularly challenging for
theories of the world which posit an initial extensive and objective spacetime arena
upon which the laws of physics are mathematically constructed from an independent
perspective outside spacetime, such that the physical laws governing all phenomena
have perfect symmetry with respect to translation of location in either space or time.
Within such a framework ‘now’ is generally conceived objectively as a point in time,
as a mathematical point of the real line. While we have a wide choice over where to
make an observation the fact that we necessarily observe the world as it is now, at this
particular point in time, appears to explicitly break the time translation symmetry.
The problem disappears when we consider the meaning of ‘now’ within the
theory presented in this paper. Our self-referencing awareness involves the physical
structure of a small region of the world which is sufficiently complex to support ‘unde-
cided states’, but further complex structure carried in the physical world, in particular
that of the subconscious brain, holds the resolution to such states and draws conscious
awareness into the wider world in the process of temporalisation. Beyond the brain
we find also the human body, the habitable environment and the entire physical world
unfolding through the physical realisation of temporality creating a situation in which
the conscious being exists. Since every situation is an experience and every experience
is an experience now the logical meaning of the word ‘now’ in this system is entirely
redundant (although, of course, it has a practical purpose in everyday language). The
fact that it is now, rather than some time last week, is simply that I am this experience,
whereas the situation for a particular individual at a particular time last week is that
experience. The apparent problem is then largely an issue of the assumptions made in
the use of language regarding the identity of an individual (the ‘I am’) as something
more attached to a bodily form than to an experience.
The fact that it feels like ‘now’ comes from the fact that the world exists ‘all
at once’ – that we can conceive of a past and future progression within which we place
ourselves in the present, now. However, past and future are not periods of a pre-existing
external and independent world-time; rather the past and future refer to locations
within the universe with respect to the perceiving being whom experiences the situation
– it is a description of the experience which partitions a self-reflecting conscious state
into a concrete past and an uncertain future as a necessary structural form of a thinking
being. (This aspect of the worldview being described here is philosophically close to the
standpoint of existentialism, and is influenced in part by the philosophy of Jean-Paul
Sartre).
I have to experience the world now in a similar way that I also find myself
here at a particular spatial location in the world. While the ‘body’ of the whole
world is created through the structure of our being, here is where my eyes, and other
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sense organs of the human body, locate me spatially relative to other physical objects
in the world. To necessarily exist here and now is simply the statement of having
to be the centre of reference for an experience in a world. This central vantage-
point is essentially the location of the physical manifestation of the associated thought
processes, as represented in figure 14.4, within the extended spacetime manifold M4.
From the perspective of any individual such as A the universe created through
any given experienced moment, such as A3 in figure 14.6, not only mutually supports
the contiguous moments of the ‘sliding now’ and into the span of the current day, but
also the moments of yesterday, and the past in general, and those of tomorrow, and the
future in general. As well as the spacetime separation between moments experienced
by A and B each individual is also separated from himself in time, corresponding to the
moments marked ‘X’ on the trajectory of A in figure 14.7 for example. The identical
universes generated from A’s experienced moments on Monday, Tuesday, Wednesday
and so on resonate together into a single life history. Any moment of temporalisation
not only brings the corresponding present self into being but also the physical structure
for all the past and future ‘selves’ in the life history of the same individual. This system
is hence comfortably compatible with the experimental findings of Libet and others
as noted in the discussion following figure 14.5. The mutual relations between any of
. . . A1, A2 . . . Ai . . . from a single life history dovetail together, as with the moments of
any other beings, such as B and C, in the same physical world.
The exhaustive spacetime coverage of the universe created through each tem-
poralised moment Ai together with the inertia of the derived material processes in the
world maintains the physical manifestation of any individual during non-waking hours
or through different shades of consciousness. In this way historically separated waking
moments are seamlessly stitched together over periods of years alongside those of other
beings immersed in the same world.
The existence of different shades of consciousness, such as the experience of
dreams, suggests that a rigid geometric framework in space may not be essential for
some forms of perception, although dream sequences are closely associated with waking
experiences. The question regards whether spatial perception is required in some form
in order to complete the circuit of the time cycle in figure 14.5. As discussed in
section 12.1 and section 13.1 (before the bullet points) our a piori imposition of an
extended 3-dimensional frame for our perceptions in the world does not perfectly match
the non-Euclidean geometry of the world – which we however effectively interpret as
being flat while certain phenomena are ascribed to an apparent force of gravity. We
very rarely perceive solely events within a local inertial reference frame, such as within
an orbiting spacecraft, however such an idealised limiting geometry is not required in
order for us to be able to interpret and organise our perceptions of the world in a
manner compatible with the presumption of a flat Euclidean frame of reference.
In addition to providing a spatial orientation for vivid conscious experiences
of the world, with material objects obeying physical laws of motion within the per-
ceptual framework, the general laws of physics themselves, which shape all material
properties, arise from the projection of the full form of temporal flow L(vˆ) = 1 onto
the base manifold M4 . Complex mathematical and physical structures which arise in
this breaking of L(vˆ) = 1 and its full symmetry over M4 accommodate the mechanism
for self-reflective conscious experience itself, as described for figures 14.3 and 14.4. The
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physical laws deriving from the symmetry breaking hence not only maintain objective
material objects in the world but also images of the same objects which can be main-
tained in our subjective thoughts even while the object is not being directly perceived
(as for example in a dream or in a waking moment in which we simply look away from
the physical object while still thinking about it).
Hence the laws of physics derived from the symmetry breaking of L(vˆ) = 1 over
the base manifold M4 give rise to both the structure of conscious self-reflective states
and the material phenomena, perceived against the M4 background, which constitute
objects of consciousness. This then describes the primary requirement of the symmetry
breaking of L(vˆ) = 1 in order to complete the time cycle in figure 14.5, that is to open
up structures that may be presented as objects of conscious experience together with
the self-reflective elements capable of contemplating such objects. In our world these
structures are obtained through the projection of L(vˆ) = 1 over a locally approximately
flat 4-dimensional spacetime M4 which incorporates a 3-dimensional spatial arena for
the perception of objects.
In principle we can enquire what it might be like to be immersed in a highly
curved spacetime environment of a different world. Without the support of an effec-
tively Euclidean spatial orientation it would be harder to organise our incoming sensory
data and difficult to predict the physical consequences of our own actions and to en-
gage in such a world generally. The likelihood of errors of judgement in this respect
is much lower in the local environment of an apparently flat spacetime combined with
the very regular patterns of motion deriving from Newtonian gravity, as we encounter
in our own world.
It seems very natural to us that space ought to have Euclidean properties, as
witnessed by the historical perseverance of the geometrical laws of Euclid formulated
in ancient Greece, which until the early 20th century were assumed to describe the
real world. While applying to an excellent approximation in the local environment of
the Earth and solar system, the assumption of a flat spacetime geometry breaks down
for large scale cosmological structures. In general any manifold with two or more
dimensions can exhibit arbitrarily large curvature at any point, as is the case for our
4-dimensional universe for which the curvature diverges in the proximity of the initial
singularity or a black hole. However the curvature of any 1-dimensional manifold
is trivially zero and the geometry necessarily ‘Euclidean’. Hence an interval of the
1-dimensional real line R, as a unique and robust structure, and as a parametrisation
of the subjective experience of temporal flow, provides an unambiguous starting point
from which the present theory has been developed in this paper.
This discussion raises the questions considered in section 13.3 regarding whether
or not the symmetry of L(vˆ) = 1 is uniquely required to be broken over a 4-dimensional
spacetimeM4 and whether structures identified in the symmetry breaking are required
to be compatible with the notion of perception as conceived in our world. Whether a
complete time cycle of the kind in figure 14.5 incorporating self-reflecting beings with-
out an a priori spatial perception of any form could exist, or even whether there are
conscious organisms within our own world that completely lack any spatial awareness,
may be difficult questions to address. Such self-reflecting creatures may still necessar-
ily require an M4 base space to break the full L(vˆ) = 1 form in order to physically
exist (as do all non-sentient biological life forms in our world), yet without employing
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a subjective spatial interpretation of the 3-dimensional structures on M4. In a similar
way we require the extra dimensions of the form L(vˆ) = 1 in order to physically exist
ourselves, yet without our being directly aware of them.
Here we recall that the term ‘perception’ is being employed not just in the
narrow sense of that which we are visually aware of in the moment. It refers more
generally to an organising faculty for all the data about the world that enters and
our thoughts through all of our senses. This data is accumulated both directly, for
example through the experience of vision or touch, as well as indirectly, for example
via intermediate objects, tools of experimentation or the accounts of other people.
This data concerns aspects of the world in spacetime ranging from our immediate
locality, down to the minute microscopic scales explored in HEP experiments, out
to regions very remote from us and through to the limit of observations relating to
the structure and evolution of the cosmos. Perception is a form of knowledge that
encompasses everything we can understand about the world in space and time, in
principle anything associated with nodes (3), (4) and (5) in figure 14.5.
Moulded by this form of perception physical structures as we experience them
exhibit the effortless complexity inherent in the breaking of L(vˆ) = 1 over the infinite
expanse of M4 as depicted for example in figure 13.6. As alluded to in the opening
of this section such a structure is analogous to the endless delicacy of the Mandelbrot
set, which arises from the iteration of a simple mathematical expression in the complex
plane. In both cases an inexhaustible variety of fine detail can be observed wherever
we choose to ‘zoom in’ and examine for example biological forms in the physical world
or the spiralling patterns of the Mandelbrot set. At the shortest physical distances
probed the properties of elementary particles emerge over an underlying fractal-like
structure of field solutions, as described in section 11.3, while at the other end of the
scale, throughout the expanse of the observable universe, we perceive the manifestation
of the laws of physics in the swirling patterns of galaxies and galactic clusters. The
observations of cosmology, on this largest scale, are contained within the physical world
of node (4) in figure 14.5, which in turn provides a context for understanding the ‘cause’
of the Big Bang and the origin of the universe more generally within the ‘system of
the world’ presented in this paper.
14.3 A Context for Cosmology
The big picture for the present theory, as represented by the time cycle of figure 14.5
which sees the conscious observer in a dynamic interplay with the entire physical
universe as an irreducible, integral component of the world, offers a very different
perspective to the ‘Copernican view’, which sees humanity playing a far less significant
role in the cosmos. The fact that the physical manifestation of humanity represents
a tiny contribution to the total matter content of the Earth, which itself is in orbit
around a far more massive sun, which in turn is one of countless stars distributed
through the galactic structures of the universe all serves to cement the Copernican
worldview concerning our apparent insignificance in the grand scheme of things. This
is a misconception of the nature of the cosmos from the point of view of the present
theory. On the other hand here there are potentially a vast number of subjective
452
experiences which may complete the circuit for any physical universe, as described for
figure 14.6, and each objective physical universe is one of a potentially vast number
solutions of the form Gµν = f(Y, vˆ) capable of supporting self-reflective temporalising
beings.
In any case the ‘cosmological principle’, as described in section 12.2, is valid
for our universe in being sufficiently consistent with empirical observations to provide
a valuable aid in finding solutions for the spacetime geometry on the largest scales
observable. Such an entire solution for a physical universe, represented in a space-
time of unlimited 4-dimensional extent as depicted in figure 13.6 and with a geometry
expressed as Gµν = f(Y, vˆ) in the present theory, is created as a mathematical possi-
bility within the system of figure 14.5. The nature of this geometric solution is very
much in the spirit of general relativity for which a spacetime geometry such as the
Schwarzschild solution of equation 5.49, although typically employed to determine a
planetary orbit about a star, represents an infinite 4-dimensional spacetime.
Here the possibility of the overall mathematical solution represented in fig-
ure 14.5 is the reason why the universe exists. Our local perspective of observing the
flow of cause and effect in the everyday physical world leads by analogy to the pre-
sumption that the universe itself must have been created either by an event in time
or by an event coinciding with the beginning of time. For any creation event in time
the question then ever remains regarding the cause of that event while for a creation
event at t = 0 the nature of an event without an apparent cause is certainly no less
problematic from a conceptual point of view. In either case there are an array of fur-
ther conceptual difficulties regarding the origin our own universe, such as the ‘start-up
problem’, as described towards the end of section 12.3.
In the present theory the creation of the universe is not something that ‘hap-
pens’ in the Big Bang, or temporally before it, rather the very early universe and the
Big Bang correspond to a certain region of the spacetime geometry at a particular
epoch of the full 4-dimensional solution. This early epoch is beyond the horizon of
our direct experience but its existence depends upon the self-reflective temporalising
experience that arises in the history of the universe, as does everything in the cosmos.
All the physical structure and conditions of the universe, including that for all future
as well as past epochs and throughout the vast spatial expanse both within and beyond
our observational reach at any epoch, are brought into being through the nature of a
temporalising entity, which in turn is supported within the physical world, as depicted
here in figure 14.8.
All experience in general is played out through a moment in time, including
our perception of the physical world, with the structure of the universe being math-
ematically described by a solution for Gµν = f(Y, vˆ) as conforming to the full form
of temporal flow L(vˆ) = 1. Hence here the structure of the entire universe is derived
mathematically through a moment of time, typically conceived as a duration of or-
der one second as represented by a small one-dimensional interval ∆s, as the window
through which it is perceived for example by the observer in the centre of figure 14.8.
This contrasts with the standard cosmological models for which the entire observable
universe evolves physically from a vanishingly small 3-dimensional spacelike hypersur-
face of size a(t)∆Σ→ 0 for t→ 0, as described for figures 12.3 and 12.4 in section 12.3,
corresponding to the point at the base of figure 14.8.
453
Figure 14.8: The physical universe contains its own means of creation as perceived
through the window of an interval of pure time ∆s subjectively experienced by the
observer within the world. This picture is in contrast to standard cosmology for which
the observable universe evolves from a vanishingly small spatial extent a(t)∆Σ at t = 0.
Here the scenario described for figure 13.4(b) has been depicted.
454
For the standard approach all of the field content, particle properties and
physical laws in general need to be added onto the spacetime in order to determine the
evolution of the universe from the initial spacelike state, which is presumed to exhibit
suitable initial conditions. However for the present theory all of the fields and physical
laws derive from the structure and symmetries of L(vˆ) = 1 through the necessary
projection onto M4 in framing our perception of the world, including the Standard
Model particle properties as identified in chapters 8 and 9. Here the apparent ‘initial
conditions’ for t → 0 represent a particular region of the full spacetime solution as
required in order that the overall solution contains a habitable epoch such that the
circuit in figure 14.5 closes, and hence in principle the initial conditions might appear
improbable from the standard perspective.
Indeed, as described in the previous two sections, developing the theory from
an interval of one-dimensional temporal flow ∆s brings with it the possibility of con-
structing a universal foundation as represented in figure 14.5, while beginning with
a spacelike hypersurface ∆Σ at t = 0 leaves questions open concerning not only the
source of physical laws and the nature of the initial conditions but also the origin of
spacetime itself. Further the existence of the temporal moment is evident, in fact we
are perhaps more intimately familiar with our experience of it than of anything else in
the world, while the hypothetical initial spacelike state of the universe is an extremely
remote entity. Hence overall, the notion of the present theory that everything is ‘per-
ceived through a moment of time’ is perhaps not less reasonable than the standard
picture for which everything ‘evolves from a point of space’.
The system constructed in figure 14.5, for which figure 14.8 represents a par-
ticular manifestation such as our own world, can be considered as being centred fun-
damentally upon addressing the question of how it is possible to have subjective expe-
riences of a world. As described in the previous section such experiences always take
place here and now in the world, with everything else we can say about the universe,
whether at some distance in space or extrapolated through time into the future or
the past, necessarily consistent with the fact that we experience the world here in the
present moment. The environment we experience in the present incorporates, amongst
other things, observations based on a geometrical spacetime manifold; in particular we
are able to perceive a world since it is cast against an approximately flat spatial back-
ground. However, there is no reason to expect the mathematical preservation of such an
approximately flat pseudo-Euclidean spacetime indefinitely into the past as we extrap-
olate beyond the horizon of our direct physical experience of the world. The geometry
of the very early universe for example, being beyond our immediate perception, with
a potentially extreme spacetime curvature, is not required to be compatible with our
a priori imposition of a flat framework of space and time within which to organise our
impressions of the world and plot our actions within it.
Hence neither an approximation to spatial flatness nor any other constraint on
the 3 or 4-dimensional geometry is required for the early universe regions of figures 13.4
or 14.8, in particular in approaching t → 0. In fact at earlier times there remains no
requirement for the identification of a 3-dimensional spatial or 4-dimensional spacetime
manifold structure of any kind, as is the case for the scenario depicted in figure 13.4(a).
However while the identification of the manifoldM4 itself, together with the projection
v4 ∈ TM4, may break down at an epoch before the Big Bang the general form of
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temporal flow L(vˆ) = 1 remains ever valid for any value of the fundamental temporal
parameter, even for s→ −∞ as described for figure 13.4(a) in section 13.2.
From this point of view while the universe can be considered to be infinitely
old, in terms of the value s→ −∞, the cosmic time t = 0 can be considered to be the
point in time at which a 4-dimensional spacetime manifold M4 unfolds from the form
L(vˆ) = 1, as depicted in figure 13.4(a). The familiar laws of physics in 4-dimensional
spacetime, including the second law of thermodynamics expressed in terms of the
degrees of freedom of Standard Model particle states and the gravitational field, may
first be collectively applied as they emerge from the Big Bang at t = tv; for either the
scenario of figure 13.4(a) or (b) as also described in section 13.2. While we do not
directly interact with the very early universe we are intimately connected with it not
only through observations in cosmology but also through the need for the conditions
of both stellar and biological evolution to arise and be consistent with the support of
self-reflective beings at the present epoch.
In order to achieve this in addition to the microscopic field and particle interac-
tions underlying the macroscopic gravitational structure Gµν = f(Y, vˆ), as empirically
observed in the high energy physics laboratory and the cosmos respectively, at an
intermediate scale the laws of physics implicit in this solution must necessarily be
compatible with the development of the structures of molecular biology, such as DNA,
which underpin the evolution of life. The complex biological structures implicit in fig-
ure 14.4, correlated with the subjective experience of temporalisation, must themselves
arise in the material dynamics of the universe in a manner consistent with the laws
of physics in 4-dimensional spacetime. That is, the physical universe we observe must
support not only the formation and history of the solar system but also the evolution of
biological life on Earth and the birth and development of specific self-reflective beings
as manifested in human form and as represented in the centre of figure 14.8 for our
world.
It could be asked: if the whole universe is brought into being through an
experience of it here and now, why does it appear that biological evolution, leading up
to the human race was necessary? Why not have readily formed humans along with the
Earth and our local environment suddenly appearing, along with the identification of
theM4 manifold itself dating from the ‘cosmic time’ t = 0 just a few centuries or even a
few minutes ago? However, the full extent of our spacetime world, including everything
causally related to us from the past, must conform to the form of our perception in
spacetime through the breaking of L(vˆ) = 1 over M4 and the consequential laws of
physics as implicit in the solution Gµν = f(Y, vˆ). The flow of the world in our past
and into the future must obey these laws and also be consistent with our biological
form as observers in the present.
Such an overall solution might be much more likely achieved through a very
simple initial state followed by a prolonged cosmic and biological evolution as shaped
by the laws of physics, rather than the apparently more direct route via a highly
improbable ‘initial state’, in the form for example of a ‘snapshot’ of the universe taken
a few minutes ago, which may in any case be prohibited through contradiction with
the necessary laws of physics. This would still be the case even if the ‘snapshot’ only
met the minimal requirement of preserving the complex form of the local environment,
in which case the large scale cosmos would also most probably look very different to
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our universe. At the other extreme the universe, as an extended spacetime manifold,
may not have a temporal origin at all in the sense that arbitrarily early times with
fundamental time parameter s → −∞ might be contained within M4. This is the
seemingly more natural scenario depicted in figure 13.4(b) for which the ‘initial state’
corresponds to the asymptotic conditions as s→ −∞ and t→ 0, as also described for
figure 13.5.
On the other hand the conditions in the universe observable today, even ne-
glecting the consequences of the cosmic expansion, could not have prevailed indefinitely
into the past. The laws of physics, in particular the second law of thermodynamics,
demonstrate that it is not possible to sustain an everlasting immortal species on the
Earth, and itself implies a necessarily finite lapse of time into the past to an apparent
origin for our physical universe, which is also consistent with the observed expansion of
the universe. Hence human life forms must have been moulded out of the state of the
physical world at an apparent temporal origin of the 4-dimensional universe, that is the
time at which the familiar laws of physics were established, culminating in a physical
evolutionary process which in our case involves the processes of genetic mutations and
natural selection. This apparent temporal origin must itself have an explanation in
terms of the overall theory, and is here associated with the phase transition at the end
of the Big Bang, that is at t = tv in the scenario of figure 13.4(a) or (b) and as also
indicated in figure 14.8.
That ‘there was evolution’ is a statement from our perspective within the uni-
verse, which itself can be considered from an outside perspective as an ‘atemporal’
static 4-dimensional entity, about the world as a whole and the structure it must have
for us to exist here and now in 4-dimensional spacetime. To ‘visualise’ the whole
universe it is convenient to return to the three-dimensional spacetime analogy and
combine the content of figures 14.4, 14.7 and 14.8. Through the circuit of figures 14.5
and 14.6 life draws itself into being out of the ‘mathematical vacuum’. While the laws
of nature on our spacetime manifold are carved out of the general form of progression
in time, the actual physical forms we encounter in the universe, whether in our present
or uncovered from our past, are moulded to conform with the possibility of our own
bodily existence and conscious experience within it.
Many features of the world that we observe, such as our existence within a
community of beings (the experiences of whom mutually dovetail together as described
for figure 14.7) rather than finding ourselves in isolation, are the way they are since
the world in which we find ourselves situated must accommodate a physical sequence
of events, including for example an evolutionary and social history, leading up to the
form of each individual experience.
All matter of the universe is brought into existence through our experience
and perception of it as being mathematically, and hence physically, connected to the
necessity that the experience itself exists. Hence all of our body organs, blood vessels
and so on, as well as the human brain, necessarily come into being through the mech-
anisms and processes that give rise to life, in terms of its physical parts, along with
the entire biological world, through the logical and rational requirement that we must
be physically sustained within the world which we experience. The seemingly great
improbability of life in terms of the complexity of biological structures such as sensory
organs and the nervous system is essentially irrelevant. If such a biological system is
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physically possible at all and represents a self-reflective temporalising structure within
the mathematical system of figure 14.5 then it will draw itself into being and exist as
the realisation of an underlying mathematical necessity.
The constraints on the form of such a mathematical solution will be all the more
stringent if there are essentially no free parameters in the breaking of the full form of
temporal flow L(vˆ) = 1 over a base manifoldMn (for an n-dimensional world solution).
However, as for any mathematical problem, whether or not a solution actually exists
does not depend upon the apparent difficulty of the problem. Whether or not a degree
of tuning is possible for the symmetry breaking parameters (and whether or not n = 4),
as considered in section 13.3, and regardless of the extent to which the apparent ‘initial
conditions’ of the universe might be constrained, life will find a way if any solution for
the structure in figure 14.5 exists, no matter how difficult or how remote the possibility
of such a solution might seem to us.
Conscious life draws itself into being, through a self-supporting system, within
the constraints of the mathematical form of the physical world it engages with. This is
not necessarily a straightforward feat to achieve, in the sense of the non-trivial math-
ematical and physical structures required. Indeed, the fact that our ability to physi-
cally experience the world relies on the support of a human body which is enormously
complex on the scale of the fundamental laws of physics (gravitational and quantum
particle) is itself evidence of the difficulties of embedding the physical manifestation of
a conscious life within a physical world constructed within the constraints imposed by
the underlying mathematical progression in time experienced by the conscious beings
themselves.
As a solution to the cycle of figure 14.5 the physical world of node (4) can
be described in the mathematical terms of the full 4-dimensional spacetime structure
Gµν = f(Y, vˆ) as moulded in conformity with the simple state of a moment of time
in node (1). Alternatively the structure of the universe can be described effectively in
the physical terms of a dynamic evolution from an apparently initial state at t = 0,
as discussed for figure 14.8. Expressed in this latter way the physical development of
the organic form of conscious beings out of a comparatively far simpler physical state
at the apparent temporal origin of the world, according to precisely determined laws
of physics, not surprisingly requires a relatively long period of biological evolution on
a planet such as the Earth in a stable orbit around a star such as the sun. Hence
the fact that we find ourselves in a universe at a spacetime location such that the sun
is 149 million kilometres away in space and the Big Bang is 13.8 billion years away
from us in our temporal past, as depicted in figure 14.8, have similar explanations:
both are required of our physical environment in order that we, conscious beings, can
consistently exist here and now. The observed vastness of the cosmos that surrounds us
beyond the solar system is in some sense a byproduct arising from the non-triviality of
realising a solution for the overall structure in figure 14.5, albeit a byproduct which is
entirely ‘weightless’ from a mathematical point view as described towards the opening
of section 14.2.
Analogous observations would apply to worlds other than our own, drawn into
existence as a solution for the general form of figure 14.5, insomuch as it would seem
surprising for a ‘simple’ solution to exist. The question concerning the uniqueness
of our world, as considered in section 13.3, requires consideration of other worlds
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that could be created by and through other self-reflective beings. Since the 1950s
philosophers in this world have sometimes enquired “what is it like to be a bat?”,
which is very difficult to answer since, amongst other things, bats and humans have
different forms of sense perception. This kind of question becomes yet much harder if
we attempt to enquire “what is it like to experience a different possible world to our
own?” Here we refer to a different world with different laws of physics and perhaps
even a base manifold with an intrinsically highly non-Euclidean geometry or a different
dimensionality to ours.
All the varieties of other possible worlds with different laws of physics still
have significant features in common, assuming they fall within the general framework
described in this paper, involving a multi-dimensional form of temporal flow. The
full form L(vˆ) = 1 may in a strict sense represent the greatest possible dissolving of
the temporal flow via an infinite dimensional channelling through vˆ ∈ R∞, as alluded
to towards the end of section 13.3, and hence be unique for all worlds. Symmetries
such as E6 acting on the form L(v27) = 1 with v27 ≡ X ∈ h3O or E7 acting on the
form L(v56) = 1 with v56 ≡ x ∈ F (h3O) may also represent significant mathematical
resonances which dominate the actual physics observed in any universe. The physical
laws themselves are then effectively determined in breaking the full symmetry, for
example through the identification of a subgroup acting on the subspace of vectors vn ⊂
vˆ projected onto the tangent space of an n-dimensional base manifoldMn. This smaller
space, together with the symmetry group for L(vn), is broken out of the larger space
and symmetry group of L(vˆ) = 1 in the formation of a global background manifold
which acts as a geometrical reference frame for events perceived in the world. This
background provides the relief against which apparent material objects are brought to
the attention of the self-reflective beings through the laws of physics resulting from the
breaking of the full symmetry group Gˆ.
Whether there is only one such kind of world, of which our own would then
be a particular manifestation, or several, which might even be catalogued, is likely to
be difficult to determine (perhaps even much more so than categorising all possible
biological life forms given the laws of physics within our own universe, whether on
the Earth or elsewhere). Certainly for any world to be possible in this framework is
equivalent to the statement that it must actually exist, and in this case our variety of
universe would not be entirely unique. However, we would not be able to communicate
with other worlds, or the creatures living within them, and there is no question of
interference with the internal consistency of our own world.
While the existence of other worlds with different laws of physics is an open
question, there will be, according to this theory, many possible solutions for a geom-
etry Gµν = f(Y, vˆ) on a 4-dimensional spacetime manifold M4, apart from our own
world, which share the same laws of physics and will also internally support conscious
life under circumstances similar to those in which we find ourselves on Earth. The
notion of ‘many worlds’ as an interpretation of quantum mechanics is distinct from,
although implicit within, the overall framework presented in this paper, where here
we are referring to the ‘many solutions’ embedded within the theory, as discussed in
section 11.4. Different solutions for Gµν = f(Y, vˆ) involve δY ↔ δvˆ field exchanges in
principle anywhere on the spacetime manifold M4, even back to the Big Bang epoch
for cosmic time 0 < t < tv, and when considered from a dynamic point of view our
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universe in some sense might be considered to have ‘branched’ from another possible
solution at each quantum event.
Such quantum transitions, which are indeterministic from the perspective of a
single universe, taking place in the very early universe might serve to seed the eventual
formation of stars, galaxies and large scale structure generally, as alluded to in sec-
tions 12.3 and 13.2. That is, in part due to the causal temporal accumulation of such
probabilistic events, the impact of a quantum fluctuation for t < tv on the overall struc-
ture of the universe might generally be far more dramatic than a similar ‘branching’
resulting from a ‘Schro¨dinger’s cat’ type experiment performed at the present epoch.
While many solutions for Gµν = f(Y, vˆ) might be considered to be mutually related
by such ‘branching’ events, in the present theory each solution is primarily interpreted
as an independent full 4-dimensional spacetime solution in its own right.
Much of modern science adopts an essentially materialist worldview in line
with our Newtonian heritage. From this objective point of view with the universe seen
as a fundamentally material phenomenon, created in the Big Bang as an inanimate
physical entity with the various seemingly arbitrary parameters of cosmology and par-
ticle physics, it appears extremely fortunate for us that such a world can both support
biological life and lead to the development of our own society, culminating in our own
personal human form, through a series of chance events. In particular life itself, as we
know it, would be impossible given a small change in any of a range of the empirically
measured physical parameters.
As usually presented this means that, for example, the laws of physics are
required to be such that the chemical elements necessary for life on Earth could be
manufactured in the hot Big Bang – which successfully accounts for the relative abun-
dances of the light nuclei, D, 3He, 4He and 7Li, cooked up from a hot soup of protons
and neutrons in the first few minutes – together with the much later generation of the
heavier elements through stellar nucleosynthesis. The latter stage is possible thanks
to a seemingly fortuitous energy level of the carbon nucleus that allows the three-body
reaction 3 4He → 12C to proceed at a reasonable rate. In 1953, in a famous case
of anthropic principle reasoning, the necessity of this carbon resonance was predicted
by Fred Hoyle, to account for our own presence in the world as a carbon-based life
form dependent on the heavy elements. Given this motivation the resonance was then
experimentally observed shortly afterwards.
However, for the present theory the universe, through the structure of fig-
ure 14.5, is born out the intimate interplay between conscious beings and the physical
world. The complexity of the resulting physical structures within such a solution cre-
ates the illusion of the fortuity of our own existence. Due to the non-trivial nature of
solutions achieving a completion of the time cycle in figure 14.5 any possible physical
world is likely to appear highly complex, as discussed above. Hence beings in any such
world are likely to require a number of parameters to describe empirical findings in
their world, as for the Standard Model of particle physics in our world for example.
Hence in turn, with the physical support for known biological life forms apparently
collapsing under a hypothetical change in the empirical parameters, beings in such a
world might consider themselves lucky. Given the familiarity of our own world as a
starting point we can readily conceive of many ways in which a physical world could
not support life, through small perturbations to the properties of our own universe,
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but it is much harder to conceive of very different worlds with very different solutions
for supporting the structures of conscious life.
Hence here there is a major contrast between the present theory and various
forms of the anthropic principle, which are generally subject to criticism due to their
lack of predictive power. For example based on the anthropic principle a theory may
postulate the existence of a very large ensemble of different universes with different
initial conditions, physical constants or laws of nature – then the fact that our universe
is necessarily a member of the ensemble in which the structures for life can form
necessarily greatly restricts the possible structure of the physical laws and conditions
that we can observe. However the potentially vast range of physical properties for
the worlds of the whole ensemble, most of which are presumably not observed by any
being, is in no way limited by this principle.
Here the present theory is ‘anthropic’ to a more extreme extent in the sense
that the only worlds that exist at all are those that can be brought into being through
a conscious, temporalising observer, and in this case we may hope to discover the
opposite conclusion that the laws of physics are necessarily determined, or at least
highly constrained, by this requirement (although naturally there will always be the
more trivial anthropic matter of the local selection of a habitable environment, such
as the Earth, within such a world). That is, rather than postulating a large ensemble
of typically inanimate physical universes with a range of parameters, one of which
happens to provide a suitable environment for ourselves, we draw our own world into
existence, sculpting the physical contents of the world out of the possibilities inherent
in perceiving a world through the forms of L(v) = 1 as a solution for figure 14.5.
The number of parameters needed to describe the projection of v4 ∈ TM4 out
of the components of X ∈ h3O or x ∈ F (h3O), involving for example the dilation
symmetries described in the opening of section 13.2, is much less than the number of
parameters needed to describe the empirical data as observed in particle physics and
cosmology. Hence the present theory in principle will be highly predictive even if there
are some possibilities for the variation of certain parameters within the mathematical
constraints of the theory, that is with an anthropic degree of tuning for the parameters
involved in the projection of v4 ∈ TM4 out of L(vˆ) = 1. However, in chapter 13 we have
generally presumed that interactions between the fields as determined by the constraint
equations 11.29 result in a fixed and stable value around |v4| = h0 emerging from the
phase transition at t = tv in the very early universe, as described for figure 13.3(c).
The potential uniqueness of the laws of physics and particle properties arising at this
time suggests the present theory should be profusely testable.
Here the perspective is to consider the ‘early’ universe to be an object of study
as a limiting extrapolation from our present experience in the world rather than as
an objective self-sufficient physical state that happens to be the causal origin leading
up to the present conditions in our world, as has been described for figure 14.8. With
a solution for the time cycle structure of figure 14.5 taking priority and founding the
theory, not only is nothing needed as a temporal antecedent of the Big Bang to cause
the universe to exist, but the particular conditions of the Big Bang and early universe
are shaped by the overall consistency of the solution within the structural constraints
implied in figure 14.5. These constraints on the apparent ‘initial conditions’ of the early
universe are ultimately manifested in the physical and biological processes required to
461
support self-reflective life forms at the present epoch, as described above.
Here we take, possibly rather indirect, measurements of cosmological structure
including that for the earliest epochs of the universe, as for laboratory experiments in
particle physics, as being extensions of our world experience – quantitatively differing
from the nature of everyday experience in the world more generally, but in all cases
subject to the same laws of physics and all within the same system. From the basic
experiences of thinking, listening to music, walking down the street and watching
an apple fall from a tree to performing experiments and studying the structures of
biology, chemistry and physics on all scales, there is a continuity from the notion of
experience through to, and incorporating, the practice of experimental and empirical
observations. In the present theory both the notions of scientific observations and
subjective experiences more generally are drawn together and unified as particular
manifestations of experience in time.
If the present theory were to be founded on a purely objective notion of one-
dimensional temporal flow, as modelled by the real line R, the sequence for figure 14.5
could still be constructed linking the nodes (1), (2) . . . (6) but without the final link
between nodes (6) and (1). For such a theory the subjectively experienced time of
node (6) would hence be derived from a long chain of non-trivial steps (1), (2) . . . (6)
beneath which the fundamental objective temporal entity of node (1) would be very
much hidden from our immediate view of the physical world, and would not be an entity
we might directly perceive. However, this unnatural duplication of the concept of time
in nodes (1) and (6) is avoided through the actual perspective of the present theory
which has been developed beginning with the notion of subjective experienced time.
Indeed temporal flow is not something that we ‘see’ in the world, as is the case even for
the elementary forms of space, rather it is an innate characteristic of our engagement
in the world. That is temporal flow is not a property of the world which we need to
set out to discover, as for the ‘hidden’ structures of material phenomena or particle
interactions of node (4) for example. Rather we do directly perceive the underlying
temporal flow of node (1) since it is identified with our immediate experience of time
in node (6), hence in turn completing cycle of figure 14.5.
The overall system of figure 14.5 is perhaps best understood by thinking through
the cycle of six nodes and links in turn, beginning from any point, but the structure can
be contracted down in a number of ways including a more minimal scheme describing
an interplay between experience and the empirical, or essentially between subjective
temporal flow and the objective laws of physics as associated with nodes (1) and (4)
respectively. Ultimately the full set of six nodes coincide as six facets of the internal
structure of the possibility of conscious experience, conceived as a unified whole, essen-
tially adopting the philosophical outlook of existentialism as alluded to in the previous
section. As discussed in the previous section, from this point of view the possibility
of an experience is a more fundamental concept than the individuals who believe they
have them, and with the laws of physics, which shape both the physical individual
and his environment, also determined through the constraints on the possible forms
an experience can take within the system of figure 14.5.
From the philosophical perspective of materialism, which is grounded largely
in node (4) of figure 14.5, the ‘problem of consciousness’ arises since the concept of
subjective experiences seems to be of a qualitatively different nature to anything stud-
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ied in the realm of the physical world. While from this point of view consciousness
appears mysterious and beyond the reach of the physical sciences, it nevertheless re-
mains the case that conscious experience is a very real phenomenon of the world, and
indeed it is the feature of the world with which we are most intimately familiar. Hence
an inclusive scientific theory should either have something to say regarding the nature
of consciousness or provide a good explanation as to why it should not, as suggested
shortly before figure 14.2. On this basis the speculative structure of figures 14.2–14.4
has been studied here in section 14.1. One possible justification for not addressing this
question regards the complexity of the human brain, being beyond the current scope
of an exhaustive scientific understanding.
On the other hand the nature of subjective experience can be very simple, as
exemplified by the ‘thought experiment’ involving picking up a pen or pencil as also
described in section 14.1. This suggests that the broad objective physical correlate of
such experiences might also be described in terms far simpler than those required to
give an account of the detailed structure of the brain. Together with the practical ex-
periments of Libet and others discussed in section 14.2 it is clear that the phenomena
of conscious thought are in any case open to study. Indeed research into consciousness
is a scientific field of study in its own right, although one which is not traditionally
closely linked with physics. It’s relevance for the present theory lies in the close rela-
tionship between the nature of consciousness and the structures proposed to complete
the cycle of figure 14.5. In return the perspective of the present theory, in which con-
sciousness is closely associated with temporalisation and related to the physical world
through figure 14.5, might in principle be of value for the corresponding area of study
in neurology, for which a firmly materialist standpoint is commonly adopted.
It is suggested here that consciousness is not something that can be fully ex-
plained as a phenomenon arising solely within a pre-existing physical world, as would
be required from a purely materialist perspective. Subjective experiences cannot be
directly described in terms of objective matter, but rather correlate with certain math-
ematical structures which underlie the physical world within the context of the system
depicted in figure 14.5. On the other hand the content of the physical world is not
fully contained within the horizon of our conscious observations, as might be the case
for the pure idealist. We can conceive of an infinite expanse of the physical world in
space and time beyond the horizon of our direct experience as supported by the full
mathematical solution for Gµν = f(Y, vˆ) implied in the structure of figure 14.5, which
itself provides the context for all the structures of cosmology. Conscious experience is
an irreducible feature of the world and the means by which a mathematically possible
universe is realised through the intimate interplay between the subjective and objective
aspects of figure 14.5.
Much of the apparent mystery of ‘consciousness’ owes to the fact that noth-
ing exists without its support and hence it is impossible to step back and isolate the
phenomenon ‘in itself’. Everything that exists or happens does so within the context
of consciousness, even our awareness of a discussion of consciousness itself, with the
phenomena of the physical world ultimately inseparable from the experiences of tem-
poralising beings. A theory which, on the contrary, attempts to construct a notion of
consciousness entirely within the limits of a given independent physical world, implying
that such a world can ‘exist’ even in the absence of such sentient beings, is necessarily
463
dealing with an incomplete system. Rather, while also supporting the physical corre-
late of conscious mental phenomena, the physical world is itself engulfed within the
sphere of conscious experience, as implied in the relations depicted in figure 14.5.
For the above materialist worldview in addition to the difficulty in constructing
an explanation of consciousness upon a given physical world, as alluded to also for the
right-hand end of figure 14.1 and discussed more generally in section 14.1, on the other
hand there remains the second major loose end regarding a foundation for the physical
theory itself.
An appeal to ‘beautiful mathematics’ is often made either explicitly or implic-
itly as a significant motivating force in theoretical physics, promoting a sense that
nature ‘ought’ to make use of aesthetically pleasing mathematical structures. While
some successes may be cited, notably for example regarding the Dirac equation for
a fermion field (quoted here in equations 3.99 and 11.31 with a gauge field interac-
tion included), the achievements of this approach, in terms of discovering empirical
phenomena that match a beautiful mathematical theory (applied in particle physics
or cosmology), have been particularly limited in recent decades. This approach also
has serious philosophical difficulties, regarding not least the highly subjective notion
of ‘beautiful mathematics’ itself and the means through which physical entities in the
world should relate to the mathematical components of the theory.
Alternatively an objective physical theory might be founded upon a concep-
tual idea regarding the nature of an inanimate physical world, which will subsequently
be formulated and developed in mathematical terms in order to derive testable conse-
quences for the theory. Examples of this approach include the description of gravitation
in terms of a curvature of 4-dimensional spacetime in general relativity, or the prop-
erties of discrete particle-like entities interacting in a flat spacetime. However it is
difficult to conceive of any physical concept which does not itself stand in apparent
need of a further underlying explanation. Progress may be proposed, for example
with gravitation and the geometry of our world in 4-dimensions arising out of a more
fundamental higher-dimensional spacetime or with particle phenomena deriving from
a field theory, but at some point the basic physical entities, together with perhaps
a Lagrangian formalism or a quantisation procedure, is essentially ‘postulated’ as an
apparently necessary starting point.
The foundations of such a theory can be justified provisionally on the grounds
that ‘one has to start somewhere’, as alluded to in the opening of section 14.1, provided
the theory satisfies a criterion of empirical success. Based upon that success we learn
what a more fundamental theory should effectively look like in a certain environment
or under certain limiting conditions, such as those for general relativity or quantum
field theory as described for table 11.1 in section 11.4. Whether an objective physical
theory is founded chiefly upon mathematical, conceptual or empirical grounds (and in
practice in some combination) the foundational loose end is generally accompanied by
questions concerning the nature of the origin of the universe in the Big Bang, which is
needed in order ‘to get the ball rolling’ in the first place, as summarised in point (1)
in the opening of section 14.1.
The approach of the present theory, with respect to the two loose ends of
figure 14.1, is to fully embrace the subjective element of our engagement in the world.
With all experience in the world having a temporal aspect the theory is founded purely
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on the notion of a one-dimensional flow of ‘time’ as a necessary component of both
the subjective and objective world. Since time is a feature of the world, which we
experience directly without any intermediate interpretation, this offers an extremely
conservative starting point for a theory. To be aware of anything at all is to experience
an irreducible moment in time, as a basic aspect of thought and experience generally.
With all thinking having a necessarily temporal dimension we have essentially retreated
to the minimal observation that, with a twist on the famous words of Descartes, ‘I think
therefore I temporalise’. This provides the mathematical basis for a full physical theory
which supports the entire structure of the universe as perceived in an experience itself.
In its simplicity this starting point is largely devoid of any arbitrary aspects, unlike
the case for most theories which are motivated on mathematical or conceptual grounds
which are purely objective.
Through the dual subjective and objective nature of time, both modelled on the
same mathematical real line, this theory can ultimately also supply its own foundation,
tying up the two loose ends of figure 14.1 in the shape of figure 14.5. Although here the
theory is motivated from the direction of a conceptual argument, based upon temporal
flow, rather than from the direction of ‘beautiful mathematics’, the mathematical
structure represented in figure 14.5 has itself a degree of elegance in its simplicity
and self-contained nature. However instead of beginning with mathematical beauty
together with the presumption of its necessary application to the physical world, here
the realisation of the mathematically elegant structure described in figure 14.5 contains
its own inevitability, in that it incorporates both self-reflective intelligent entities and
its own foundation.
Further, this structure provides a context within which an entire universe, as
depicted for example in figures 13.6 and 14.8 and supported by a spacetime manifold
M4 of infinite extent, forms part of the overall solution, hence incorporating all features
of the physical world, from the microscopic to cosmological scales, including the Big
Bang and events in the arbitrarily distant past. Although the subjective aspects are
necessary to conceive of the whole system and help motivate the initial foundation of
the theory in terms of the flow of time, the structures contained within nodes (1)–(4)
of figure 14.5 can be essentially treated as an objective physical theory, as has been the
case for the large majority of the work presented in this paper, which may be measured
against observation in the empirical world as for any other theory.
While the simplicity and elegance of the mathematical structure of nodes
(1)–(4) might itself be considered, in order to fully justify the present theory not only
on conceptual grounds but also from the perspective of the mathematical elegance of
figure 14.5 as a whole a more rigorous mathematical account of the lower half of the
chain through nodes (4)→ (5)→ (6)→ (1) might be desirable. However, all elements
of the cycle are open to such an exploration, and in section 14.1 we described a possible
approach to uncovering a mathematical correlate of self-reflective subjective thoughts
and decision making.
There we also noted a close analogy between the mathematical structures re-
lating to Go¨del’s notion of decidability and the properties of physical devices relating
to Turing’s notion of computability. Following Turing and the ambition to develop
artificial intelligence it is conceivable to attempt to build a machine exhibiting the
properties self-reflective conscious experiences and creative thought. The design of
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such a machine might include a complicated arrangement of malleable and adaptable
electronic, and even biological, components capable of internal development, as well
as an array of sensory input devices and means of interacting with the environment.
Given the design on paper, for the machine to actually ‘exist’ it would then need to be
built, requiring the physical assembly of the necessary technological components. Only
when manufactured in this way could we declare, in the words of Dr. Frankenstein,
that “it’s alive!”.
If the machine could think and have experiences in a similar way that we do,
it might also ask itself how the physical universe and its place in the world came into
being, and might also be drawn to a conclusion in the form of the system described
in figure 14.5. For the case of this artificial intelligence the full physical environment
must include not only our biological evolution but also the particular human inventors
and technicians with the ability to design and construct the machine.
On the other hand if we consider directly the purely mathematical construction
of self-reflecting elements relating to Go¨del’s theorem or a similar theoretical struc-
ture, rather than taking the computing route of Turing, the conclusion is somewhat
different. In this case we might design a particular mathematical system capable of
describing self-reflective states and which also contains its own foundation as sketched
in figure 14.5. This mathematical structure, as for any logically possible mathematical
construction, is in principle a free creation for our mind to think about abstractly
and objectively from an independent point of view. While we can discover such a
logically coherent structure in this case any ambition to build such an entity would
be meaningless (unless it could be mapped onto the design of a practical machine as
described above). However, since the kind of structure depicted in figure 14.5 has the
characteristic that it contains thoughts and experiences of internal elements all within
the same structure together with its own foundation it is in the nature of this mathe-
matical system to spontaneously realise its own existence, detached from any external
support. The contention here then is that our own experiences in our own universe
are a particular manifestation of precisely such a self-illuminating world.
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Chapter 15
Towards a Complete Theory
15.1 Summary and Future Directions
The underlying unifying principle for the theory is simply the observation that ev-
erything takes place through progression in time. Based upon this principle in this
paper we have explored the extent to which the empirical phenomena of the physical
world might be accounted for. In the previous chapter we have described how physical
structures in the world might themselves inscribe subjective experience of progression
in time and hence act as the source of temporalisation itself. Regarding the general
structure of the theory, we first summarise here the main novel ideas presented as the
foundation for the physical world as described in detail in the preceding chapters.
The mathematical possibility of a multi-dimensional flow in time is expressed
through the general mathematical form of progression in time L(v) = 1 as derived
for equation 2.9. The creation of an extended spacetime manifold out of the flow of
time is possible through an innate subjective interpretation of a subset of the algebraic
structures incorporated within L(v) = 1 in terms of a geometrical representation.
This spatialisation of the world is considered a subjective phenomenon insofar as it
is through it that experience of a physical world by sentient beings is possible. The
description of the geometry of the resulting extended external spacetime is identified
with that for general relativity, as applying for all physical scales.
Since the extended frame for perception is constructed out of a substructure
of the full form of temporal flow described by L(vˆ) = 1 a natural mechanism for
breaking the higher, unifying, symmetry of time arises. Non-gravitational fields and
interactions are induced on the spacetime manifold through the residual components
of the full form and symmetry of L(vˆ) = 1. The possibility of a degeneracy of solutions
for the external spacetime geometry underlies the phenomena of quantum theory and
particle physics. The breaking of explicit full symmetry groups for candidate forms
for L(vˆ) = 1 over the 4-dimensional spacetime base space is found to yield structures
closely correlating with features of the Standard Model of particle physics.
A significant novel feature of this theory is that the spacetime manifold is not
postulated as a starting point, rather it is grounded as a possible structure within the
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multi-dimensional flow of time, arising out of the translation symmetry inherent in
the form L(vˆ) = 1. In other background-free theories one main difficulty is to explain
the origin of such an extended spacetime structure. Hence most theories employ a
pre-existing 4-dimensional manifold, or a higher-dimensional spacetime arena in which
to embed the former, and then introduce fields or other mathematical entities upon
the manifold. Since here we extended the symmetry group of L(v4) = 1 to act on a
higher-dimensional form of time, absorbing the 4-dimensional one, these ideas could
also be considered as a theory with extra dimensions. However, here they are not extra
dimensions of a spacetime, although algebraic forms or symmetries which also have
such a geometrical interpretation (including the temporal form L(v10) = 1 with the
symmetry SO+(1, 9) considered in figure 5.1 for the model of section 5.1) may happen
to arise in the mathematics. On the other hand this theory can also be conceived as
a rather more economical approach with fewer dimensions, in that the world emerges
from a one-dimensional progression of time.
The physical theory presented in this paper, based on the notion of a fundamen-
tal underlying progression in time taking the general form L(v) = 1, has progressed
along four main fronts, as depicted in figure 15.1. In this concluding chapter these the-
oretical developments are summarised along with a discussion of how they are mutually
related and might be combined together in progressing towards a complete theory.
L(v) = 1 ✲✛
✻
❄
(2)
E7 Action on F (h3O)
L(v56) = 1, DµL(v56) = 0
(Standard Model)
(1)
Isochronal Symmetry
Gµν = f(Y ), G
µν
;µ = 0, on M4
(Kaluza-Klein Theory)
(3)
Many Solutions
δY ↔ δv56 Redescriptions
(Quantum Field Theory)
(4)
Large Scale Structure
Gµν = f(v56) and Generalised
(Standard Cosmology)
Figure 15.1: Developed from the original underlying notion of the primary role of
temporal flow these four areas of progress (1), (2), (3) and (4) have been described in
detail in this paper in chapters 2–5, 6–9, 10–11 and 12–13 respectively. (In each case
the main guide from established physical theory is appended parenthetically).
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The four fronts of the theory described in figure 15.1 contain aspects of the in-
terplay between the various forms of the flow of time considered, from one-dimensional
temporal causality itself up to the largest form L(v56) = 1, the full symmetry of
which is broken over the base manifold M4. Individually these four fronts exhibit the
following principal features:
(1) Motivated by the notion of perception over a 4-dimensional base manifoldM4 four
extended external dimensions are initially identified through translation symme-
tries of the full form L(vˆ) = 1. Subgroups of ‘rotational’ symmetries of L(vˆ) = 1
imply the identification of gauge fields on M4 relating to both the external and
internal geometry and the unifying framework of a principle fibre bundle for gen-
eral relativity and classical gauge theory can be constructed. With the external
and internal geometry correlated as the full symmetry of L(vˆ) = 1 is broken in
the projection over M4 this structure, with the four external dimensions iden-
tified as above rather than with the ‘extra’ dimensions being ‘compactified’, is
reminiscent of non-Abelian Kaluza-Klein theories.
(2) Motivated by its mathematically rich structure out of the infinite possible forms
of L(v) = 1, a 56-dimensional form of temporal progression L(v56) = 1 with
a high degree of symmetry is identified through the action of the group E7 in
preserving a quartic form defined on the space F (h3O), containing the determi-
nant preserving action of E6 on the space h3O. When broken over the external
M4 base manifold the residual internal gauge group contains features of the
symmetry SU(3)c× SU(2)L×U(1)Y acting upon components of F (h3O), includ-
ing subspaces identified as spinors under the local external Lorentz symmetry
SL(2,C) with charges under an internal U(1)Q symmetry, which are reminiscent
of the Standard Model of particle physics.
(3) Conforming with the underlying one-dimensional causal flow of time the degen-
eracy of field solutions for the world geometry Gµν(x), consistent with the broken
form of temporal flow expressed dynamically on the base manifold via expres-
sions such asDµL(v56) = 0, selection rules for exchanges between gauge Y (x) and
spinor ψ(x) fields may be obtained. This leads to interaction phenomena with a
mathematical structure reminiscent of calculations employing the time evolution
operator U(t, t0) in a quantum field theory based upon a given Lagrangian.
(4) In constructing the base manifold M4 out of the full form L(v56) = 1 and its
symmetries variation in the magnitude of the projected subspace vectors v4(x) ∈
TM4, with |v4|2 = L(v4) = h2(x), itself generates a non-flat external geometry.
The general solution for the 4-dimensional geometry Gµν = f(Y, vˆ) might also
incorporate a cosmological term in principle deriving from the scalar components
of F (h3O). Collectively the resulting large scale structure of the cosmos may
correlate with the observed phenomena of the dark sector and properties of the
very early universe, that is in a manner reminiscent of the standard cosmological
model and inflationary theory.
Hence the theory represents new directions of research in fundamental physics
branching into several areas. At the same time the main part of this work sits comfort-
ably within the existing infrastructure of theoretical and experimental physics. The
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mathematical framework has been adopted entirely from that used in much of con-
temporary theoretical physics, with the novel input more in the nature of the overall
conceptual picture.
The essential theoretical ingredients to account for the Standard Model of par-
ticle physics and large scale cosmological structure, while sidestepping the Lagrangian
formalism and also providing a conceptual basis for the ‘quantisation’ of the fields, are
in principle all found in the structures of the present theory. All four of the above fronts
are directly related to consideration of the basic idea expressed in the general form of
temporal flow L(v) = 1, and are mutually related to each other. The immediate future
direction and main aim for further study on each front is first summarised here:
(1) Use the mutual relationship between the external and internal curvature in orig-
inating from symmetries of the same full form L(vˆ) = 1 projected over M4,
described in terms of the differential geometry of the structure of a fibre bundle,
to derive the relation Gµν = f(Y ) in the form of equation 5.20 without any
explicit application of an action integral such as equation 5.18 as adapted from
Kaluza-Klein theory.
(2) Determine a higher-dimensional form of temporal flow and corresponding sym-
metry to build upon the features of the Standard Model identified in the action
of E7 on L(v56) = 1 when broken over M4 as summarised in equation 9.46. For
example a presently hypothetical E8 action on a full form L(v248) = 1 might be
sought, the structure of which will be guided by fields and interactions of the
Standard Model Lagrangian yet to be accounted for.
(3) Use a statistical approach to HEP phenomena with probabilities based upon field
degeneracy, building upon the relationship with quantum field theory described
for equation 11.46 and possibly employing the analogy between the properties
of condensed matter systems and QFT, to develop the theory through to the
calculation of cross-sections and the identification and conceptual understanding
of particle states without imposing quantisation rules.
(4) Build upon the geometry Gµν(x) of equation 13.4, deriving from a variation of the
magnitude L(v4) = h
2(x), to a full general form Gµν = f(Y, vˆ) incorporating also
scalar fields and applied for the large scale structure of the universe, in order to
make a more quantitative comparison between the present theory and empirical
observations in cosmology; with one aim being to deduce which scenario, such as
that in figure 13.4(a) or (b), applies for the very early universe.
The main prediction of the theory at present is a mathematical one concerning
the existence of an E8 symmetry acting upon a quintic or higher order form L(v248) = 1
as alluded to in front (2) above. This structure, as an extension from the E7 action
on L(v56) = 1, when broken over M4 should incorporate further Standard Model
properties such as three generations of fermions, as motivated in detail in section 9.3.
More generally the overall aim is to fuse the above four areas together in a full unified
theory, and assess the consequences and possible predictions of the theory that can
be further compared with and tested against empirical data from HEP experiments,
cosmology and other observations. We begin here by observing the following relations
between the four theoretical branches summarised in figure 15.1.
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(1+3) The key motivation for front (1) is the identification of a smooth external ge-
ometry Gµν(x) on M4 as an arena for perception in the world. Since there is
no similar requirement regarding the need for a ‘smooth’ internal geometry of
gauge fields it would be more natural to begin with the structure of fronts (1+3)
combined, as implied in the relation Gµν = f(Y, vˆ) as a possible solution for
the world geometry on M4. A finely fragmented and fractal-like structure of
field exchanges δY ↔ δvˆ underlies the smooth external spacetime arena, with
Gµν;µ = 0 maintained as a geometric identity. In this way the degeneracy of
many possible solutions brings the phenomena of general relativity and quantum
theory together at the same time in the process of identifying the base manifold
itself, rather than beginning with a ‘classical theory’ of the form Gµν = f(Y )
which is then ‘quantised’.
The relation between the initial theoretical ‘bare’ fields and empirically observed
‘dressed’ fields was also described in the opening of section 11.3. Indeed, a ge-
ometrical relation of the form Gµν = f(Y ) might still be identifiable for macro-
scopic fields, such as the empirically observed electromagnetic field. Out of the
complete framework the standard theories alluded to parenthetically for fronts
(1) and (3) in figure 15.1 may be shown to emerge in the appropriate limits:
namely Kaluza-Klein theory in a curved spacetime as an example of the macro-
scopic field limit of general relativity and QFT in the limit of a flat spacetime
for microscopic fields, as described for table 11.1 in section 11.4.
(2+4) In the present theory the phenomena of electroweak symmetry breaking and in
particular the masses of particle states observed in the laboratory arise out of
interactions between the components of the vector-Higgs field v4(x) and other
fields such as the fermions ψ(x) identified in the components of F (h3O) through
the terms of the quartic form L(v56) = 1. On the other hand cosmological struc-
ture depends on variation in the magnitude |v4| = h(x) as v4 ∈ TM4 is projected
out of the full form L(v56) = 1 over M4, which itself provides a geometric ex-
planation of the origin of mass in terms of an effective energy-momentum tensor
defined in −κTµν := Gµν = f(v56) 6= 0. Hence these two notions of mass are
intimately related via the field v4(x).
The dilation symmetries, acting on the components of F (h3O) as discussed in the
opening of section 13.2, change the value of |v4| and may be significant in relation
to the mechanism of electroweak symmetry breaking in the very early universe.
The physics of the very early universe may also guide the identification of a
higher-dimensional form of time, such as the hypothetical L(v248) = 1 with E8
symmetry. In particular the mechanism for generating a matter-antimatter asym-
metry might be determined by interaction terms implicit in the form L(v248) = 1
or involve a further internal gauge field deriving from the E8 action, as also dis-
cussed in section 13.2. Hence the structure of the full form L(vˆ) = 1 is closely
linked with an understanding of significant questions in cosmology.
(1+2) In equation 6.3 of chapter 6 the generators of the symmetry of a 27-dimensional
form of L(v27) = 1 were introduced as operators that annihilate the cubic norm
det(X ) with v27 ≡ X ∈ h3O. A complete basis for this 78-dimensional Lie
algebra of E6, as represented by vectors of the tangent space R˙ ∈ Th3O, is listed
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in tables 6.6 and 6.7 at the end of section 6.5. Such a ‘static’ generator can be
pulled back to a Lie algebra valued 1-form Yµ(x) on M4, as initially described
in subsection 2.2.3, and appears in ‘dynamic’ expressions on the base manifold.
Kaluza-Klein models based on fibres identified with homogeneous spaces were
reviewed in section 4.3, and might provide additional insight in comparison with
the closely related theories constructed on principle fibre bundles described in
sections 4.1 and 4.2.
With regards to the model described for figure 5.1 in section 5.1, with the full
symmetry group SO+(1, 9) acting on the form L(v10) = 1 over M4, the structure
of the Lie algebra for SO+(1, 9) can itself be expressed in terms of vector fields
on the space of 10-dimensional vectors v10 ≡ X ∈ h2O with det(X) = 1, based
on the opening of section 6.3. With h2O ⊂ h3O embedded as a subspace a close
connection is made with the above case for E6 acting upon the homogeneous
space composed of vectors v27 ≡ X ∈ h3O of unit determinant. The E7 action
on F (h3O), broken over the 4-dimensional base space M4, represents a higher-
dimensional extension of this structure, while the full form of L(vˆ) = 1 that
provides the actual setting for a description of the real world is open to further
investigation. Hence branch (1) relates to branch (2) of figure 15.1 essentially in
the choice of L(vˆ) = 1 and the corresponding full symmetry group over the base
manifold M4.
(2+3) Taking the example of the E7 case, the generators of the internal symmetry action
R˙ ∈ TF (h3O) give rise to the gauge fields Yµ(x) on the base space while the com-
ponents of v56 ∈ F (h3O) are also intimately related to the base manifold through
the translation symmetry over x ∈ M4 as originally described for figure 2.2.
Hence since F (h3O) forms the representation space of E7 the gauge fields Yµ(x)
naturally couple with components of v56(x), including the spinor fields ψ(x).
The dynamics of the interaction between the components of v56 ∈ F (h3O) and
the gauge fields, under the constant form L(v56) = 1, is subject to the constraint
DµL(v56) = 0, expressed through the covariant derivative Dµ ∼ ∂µ + Yµ (as for
the E6 example in equation 11.33). In this way interaction terms similar in form
to those introduced for Lint in the Lagrangian approach for the Standard Model
are identified. Arising from symmetry breaking over the base manifold M4 the
possible δY ↔ δψ exchanges of field components are also constrained by the set
of degenerate solutions under the same local external geometry Gµν = f(Y, vˆ).
All observed fermion states interact with at least one gauge boson via terms of
DµL(v56) = 0, as applied for the electron self-energy interaction in figure 11.12(b)
for example. Hence the external geometric structures relating to the ψ(x) com-
ponents will be shaped by the bare gauge fields such as Aµ(x) with which they
interact. With the bare gauge fields subject to Gµν = f(Y ) from the isochronal
Kaluza-Klein relation the physical fermion particle states will emerge through
modifications to the geometry Gµν(x) due to δY ↔ δψ interactions. In turn
the question of the form of Gµν = f(ψ) for electron, muon and further particle
states might be considered. This form of solution should also extrapolate to the
non-relativistic limit, such as for the implied electron state linking S and A in
figure 11.13(b) for example.
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(3+4) Given also the non-trivial geometry Gµν = f(v56) from L(v4) = h
2(x) variation
the implications of further field interactions of the form δv4 ↔ δψ under the
constraint L(v56) = 1 will also contribute to the form of Gµν = f(ψ). These
interactions with the vector-Higgs field v4(x) are expected to relate to the origin
of fermion masses, with the details giving rise to the mass difference between the
electron and d-quark states for example. In order to investigate the mass dif-
ferences between the three generations of fermions, such as between the electron
and muon, a higher-dimensional form such as L(v248) = 1 may be required. The
equality of the empirically observed electric charge across the generations may
relate to the role of ‘Ward identities’ in the QFT limit.
With the relation Gµν = f(v56) generalised for multiple solution field exchanges
under the form Gµν = f(Y,v56) essentially all matter Tµν := Gµν is expected to
be associated with quantum phenomena, with the variety material forms observed
in the universe shaped according to the probabilistic nature of the underlying field
composition. The relative probabilities of local solutions for Gµν = f(Y,v56) are
determined through a ‘number of ways’ statistical count of the underlying field
redescriptions, essentially as for the determination of probabilities for classical
systems. This leads to a unified approach to quantum and classical thermody-
namic properties, which in particular will be significant for studying the evolution
from t = 0 to the phase transition at t = tv, as the stable value L(v4) = h
2
0 is
attained in the very early universe, as described for figure 13.3. This may also
mark an epoch of fermion production via δv4 ↔ δψ exchanges as the properties
of the Standard Model of particle physics emerge in the phase transition.
(4+1) While we have considered beginning with the classical geometric relations Gµν =
f(v56) or Gµν = f(Y ) more generally these two means of obtaining finite external
curvature will be combined in a general solution for Gµν = f(Y, vˆ). In the full
theory field interactions of the form δY ↔ δv4, resulting from the action of
the corresponding gauge symmetry on the external components v4 ∈ TM4, will
relate closely to the identification of gauge boson masses and the phenomena of
electroweak symmetry breaking generally.
In principle the theory might rather begin with the full general form of Gµν =
f(Y, vˆ), fully incorporating quantum phenomena and completing the program
described for fronts (1+3) combined above, as will be required to fully account
for both the large scale structure in cosmology and the phenomena observed in
the HEP laboratory. While the pure ‘bare’ forms of the relations Gµν = f(v56) or
Gµν = f(Y ) may not be found in nature, due to the possibility of underlying field
interactions, each of these relations may play a role in an appropriate classical
field limit.
Hence the aim from the developments in figure 15.1 is to generalise from (1)
the geometric structure of gravitational and gauge fields deriving from the isochronal
symmetry of L(v56) = 1 to incorporate interactions with the field components of (2)
v56 itself subject to the dynamic relation DµL(v56) = 0 derived from the action of the
full symmetry of E7 on F (h3O) broken over M4, taking into account the impact of (4)
variation in the projected value of |v4| = h(x), to arrive at a general form of solution
for Gµν = f(Y, vˆ) over (3) a degeneracy of ‘quantum’ field redescriptions underlying
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an external geometry with Gµν;µ = 0 everywhere, which itself provides one of the
constraint equations 11.29.
Collectively progress on fronts (1), (3) and (4) of figure 15.1 can be considered
together under the ambition of accounting for the empirical properties of a quantum
field theory without applying standard quantisation rules for the present theory. These
three fronts all relate to the identification of a smooth geometry Gµν(x) constructed
in terms of fields extended on the spacetime manifold M4, the identification of which,
as the background for perception in the world, itself motivates this construction. This
area of research, guided by the analogy between QFT and condensed matter systems,
might proceed based on a provisional assumption for the full symmetry of the full form
L(vˆ) = 1 such as the E6 case.
In fact for this purpose a yet simpler, but non-trivial, model could be considered
based on Gˆ = SL(3,C) as the full symmetry of time acting upon elements vˆ = v9 ∈ h3C
such that L(v9) = det(v9) = 1 is invariant. This structure incorporates a subgroup ac-
tion SL(2,C) ⊂ SL(3,C) on the subcomponents of v4 ≡ h2 ∈ h2C, identified with the
external tangent space TM4, as described for equation 7.35 at the end of section 7.1.
The structure of the resulting symmetry breaking to SL(2,C) × U(1) ⊂ SL(3,C) over
the base manifold M4 may be sufficient to study a model accommodating both gen-
eral relativity together with a form of quantum electrodynamics deriving from the
internal U(1) symmetry. On generalising from the complex space C to the octonions
O the symmetry action SL(3,C) is itself contained as a subgroup of SL(3,O) ≡ E6
as explicitly demonstrated by the generator composition of equations 8.32 and 8.33
in subsection 8.3.1. In this way the form L(v9) = 1 naturally takes its place in the
progression L(v4)→ L(v9)→ L(v27)→ L(v56) discussed in section 13.3.
Independently of combining the above three fronts, that is (1), (3) and (4),
further progress may be made on the structure of front (2) itself which, although the
subspace of vectors v4 ∈ h2C is associated with the external spacetime, considers
the symmetry structure of L(vˆ) = 1 without explicitly projecting the components
into fields over M4. This further study concerns, for example, the explicit identifica-
tion of an internal SU(2)L × U(1)Y ⊂ E7 subgroup together with a determination of
sin2 θW and the study of electroweak properties within the theory based on the form
L(v56) = 1. However the larger ambition for front (2) will be the identification of
the full general form of temporal flow, involving for example an E8 symmetry of the
currently hypothetical form L(v248) = 1. The progression of table table 9.1 and the
known structure of equation 9.50 together with the general discussion of section 9.3
strongly hints towards the real form E8(−24) as a candidate to be sought for such a full
symmetry.
A more thorough understanding of quantum phenomena in spacetime and a
determination of the full form of L(vˆ) = 1 are hence the two main branches to be
pursued en route to the formation of a complete theory incorporating all four fronts
of figure 15.1, with the aim to account both for cosmological observations and the
properties of the Standard Model of particle physics through the structure of L(vˆ) = 1,
and without introducing a Lagrangian or any other arbitrary postulates for any point
of the theory.
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15.2 Reconstructing HEP Phenomena
For contrast with the present theory the general recipe for constructing a standard
field theory is summarised in the following three stages. This involves in particular
employing a Lagrangian, such as equation 3.96 or as described in section 7.2 for the
Standard Model, to introduce interactions into the theory in order to describe the
phenomena observed in HEP experiments.
(a) Together with the Lorentz group for the external spacetime symmetry, a gauge
group is selected, generally motivated on empirical grounds, to describe the in-
ternal symmetry of the model. The field content of the theory, in terms of the
field transformation properties as a choice of the representations of the symmetry
groups, is also determined in order to comply with the findings of experiments.
(b) A scalar Lagrangian as a function of the fields is written down, invariant under
the symmetries of the theory, with various caveats on the general form of the
terms – for example to ensure the renormalisability of the quantum version of
the theory. The Lagrangian function is used in conjunction with the principle of
extremal action to determine the equations of motion for the fields.
(c) The classical theory can be quantised for example by introducing field operators
φˆ(x), commutation relations and a Fock space of particle states such as |p〉 as
reviewed in the opening of section 10.3. The framework of QFT is built upon a
flat spacetime background as a given entity.
From the point of view taken here the introduction of a scalar Lagrangian
function in item (b) above is conceptually a particularly poorly motivated aspect of
the standard theory. The roots of the Lagrangian approach originate historically in
the study of classical mechanics for non-relativistic material bodies, reproducing New-
ton’s Laws of Motion in a more general framework. Later, further pragmatic progress
and empirical success was achieved in generalising this framework to incorporate field
theories and also to derive relativistic field equations in the Minkowski spacetime of
special relativity. The Lagrangian approach is also employed for the quantised fields of
QFT in a flat spacetime on the one hand, and in general relativity, with the geometric
R
√
|g| Lagrangian term based on the Ricci scalar R for example in equation 3.79, in
a curved spacetime on the other hand.
However there is no underlying conceptual justification for the invention of
such a scalar field, the integral of which over a set of spacetime coordinates should
be stationary under field variations, either for a classical or quantum theory. In the
QFT for the Standard Model it is the empirical observation of the effects of local
gauge groups through their representations on apparent particle multiplets that guides
the construction the Lagrangian, taylored to generate the desired equations of motion.
That the Lagrangian framework should remain valid for a unified theory of quantum
phenomena and gravitation is a further assumption built upon an uncertain foundation.
By contrast with the Lagrangian approach, in the present theory a fundamental
scalar function which is not only stationary but constrained to a particular scalar value
is readily identified, that is L(v56) = 1. Although general empirical features, such as
the required rank of a unification group as described in section 7.3, serve as a useful
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guide for the study of E6 and E7 as a symmetry of time, here empirical details of the
Standard Model are uncovered in the structure of the external and internal broken
symmetry action on the components of the spaces h3O and F (h3O), as described in
chapters 8 and 9. Further, the equations of motion for the fields on M4 can be derived
purely as a consequence of the constraints of the theory, which are summarised in
equations 11.29. For example Maxwell’s equation 11.26 and the Dirac equation 11.31
result from the degeneracy of field solutions subject to the constraints, as described in
section 11.1. Hence in contrast to the recipe for a standard field theory listed above
in (a)–(c), the necessary ingredients arise naturally in the present framework as listed
below:
(A) All the main symmetries considered must form a group or subgroup of a symme-
try of time, that is of the equation L(v) = 1. The Lorentz group is motivated by
its pseudo-Euclidean structure as required for external perception, while the in-
ternal gauge groups are identified in the breaking of the higher, richer, symmetry
such as E7 over the base manifold M4. The representations are already essen-
tially determined since the Lorentz and E7 groups are selected by their actions
upon the vector spaces h2C and F (h3O) respectively, with the broken internal
gauge groups acting upon multiplets of SL(2,C)1 ⊂ E7 Weyl spinors.
(B) Equations of motion are constrained by the fundamental requirement L(v56) = 1
which further implies DµL(v56) = 0, as listed in equations 11.29. Further con-
straints on the equations of motion for the fields are governed by the relation
Gµν = f(Y, vˆ), consistent with the Bianchi identities for the external and internal
symmetries. This structure over M4 naturally arises as required to frame a world
of physical perception, in a geometrical space and time, out of the general form
of temporal flow. Field ‘interactions’ are implied at the outset in the form of
the above expressions over the base manifold, in terms of gauge Y (x) and spinor
ψ(x) fields for example, leading to expressions such as equation 11.33.
(C) In the present theory the phenomena of quantisation correspond to the degener-
acy of the multiple solutions implied in the expression Gµν = f(Y, vˆ), consistent
with L(v56) = 1, as has been summarised in the previous section. That is, the
fields are intrinsically involved in creating the non-trivial geometry Gµν(x) of the
base manifold itself. It then remains to be described how the particle phenomena
seen in HEP experiments, in particular the nature of the initial and final particle
states, arise out of these field exchanges in spacetime.
The non-gravitational fields onM4 derive from the symmetries and components
of the ‘extra dimensions’ of temporal flow, in a manner analogous to the employment
of the additional degrees of freedom in theories based on extra spacetime dimensions
such as Kaluza-Klein theories. Here the equations of motion are simply equations
for the variation of the mathematical structures which arise as projected onto the 4-
dimensional base manifold and parametrised by the underlying 1-dimensional temporal
flow. They are not equations of motion for some other body or entity introduced
independently of time itself.
The field and particle content of the theory will be determined by the choice
of the full and external forms of temporal flow, here taken to be L(v56) = 1 and
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L(v4) = h
2 on M4 with their respective symmetries of E7 and SL(2,C)
1 (with the
latter originally identified as a subgroup of E6 as described for equation 8.6). The
mathematical and conceptual limitations on the choice of these significant forms and
the component normalisation such as h2, and hence the observed field and particle
properties induced through the symmetry breaking, were considered in the section 13.3.
There questions were raised concerning the uniqueness of the present theory and the
extent to which it is constrained given, for example, the possibility of further higher-
dimensional forms of temporal flow.
Here, with E7 taken to describe the symmetry of the full 56-dimensional form
of temporal flow, for the complete theory the full set of broken L(v56) = 1 and
DµL(v56) = 0 terms may be written out. All empirical effects must then be con-
sistent with these equations together with the local geometrical forms Gµν = f(Y )
and Gµν = f(v56), the latter of which augments the set in equation 11.29, as com-
bined globally under the solution Gµν = f(Y, vˆ) together with the identity G
µν
;µ = 0
framing the spacetime manifold. Hence the set of possible field couplings, as expressed
through causal sequences of degenerate field redescriptions, must conform to this set
of equations. These equations, essentially acting as selection rules, are listed in the
left-hand column of table 15.1 alongside examples of possible terms and the associated
field interactions or empirical effects in the remaining columns.
Equations Terms Field Interactions and Phenomena
L(v56) = 1 ∼ vvψψ Yukawa-type couplings for fermion masses
involving vector-Higgs v4 components
DµL(v56) = 0 ∼ vvψY ψ gauge-fermion interactions for internal forces
also gauge-v4 coupling for Z
0,W± masses
Gµν = f(v56) equation 13.4 significant for geometry of dark sector
and evolution of the very early universe
Gµν = f(Y ) ∼ FF with F = dY + 12 [Y, Y ], equation 3.37, have
gauge field cubic and quartic self-coupling
Gµν;µ = 0 T
µν
;µ(Y, vˆ) = 0 conservation of energy-momentum and
constraint on field equations of motion
Table 15.1: The set of constraints in the first column determine the field interactions
and associated field equations of motion, in place of an imposed Lagrangian.
The interactions described in the right-hand column bare a close resemblance
to those placed by hand in the Standard Model Lagrangian, however the corresponding
field terms in table 15.1 arise naturally in the present theory. Collectively the con-
straints in table 15.1 expressed over the spacetime manifold M4 replace the need to
introduce a scalar Lagrangian function. With respect to local internal symmetry trans-
formations all of the equations in table 15.1 are gauge invariant while they transform
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covariantly under external Lorentz transformations as scalar, vector or tensor repre-
sentations. This latter feature, as well as the fact that there are several equations,
distinguishes this theory from the scalar Lagrangian approach, and indeed the present
theory will need to be fully worked out independently of the standard framework.
Given a sufficient understanding of how field degeneracy in the present theory
relates to quantum phenomena it may be possible to deduce effective Lagrangian terms
from the constraints of the equations listed in table 15.1 and import these structures
into the framework of a QFT employing a Lagrangian approach. This substitution
of fields and interactions derived from the present theory into the standard procedure
summarised in items (a), (b) and (c) above might be provisionally followed all the way
through to standard QFT calculations such as cross-sections. However, the alternative
approach, with the emphasis on a complete understanding of the present theory, would
be much preferred in the long term, with the formalism of a QFT Lagrangian later
identified in a suitable limit of the complete theory.
For the present theory the meaning of quantisation itself is to be found in
the degeneracy of field solutions, without following a standard QFT approach such
as attaching creation a†(p) and annihilation a(q) operators to the field components
and applying canonical commutation rules. However in the process of calculation
the field couplings arising from the equations in table 15.1 may be associated with
vertex diagrams, as was described for a few cases in figure 11.3, as one part of the
correspondence with Feynman rules described more completely in section 11.2. That is,
while the present theory is constructed on a firm conceptual foundation, the empirical
successes of QFT suggests that a complexification of a calculation and the employment
of the mathematical tools of QFT, such as amplitudes and unitary evolution, might
also be applied pragmatically here. Hence the optimal approach may be to straddle
both perspectives – pursuing the development of the present theory while incorporating
calculational tools from QFT.
Between the macroscopic structure of the external geometry Gµν = f(Y, vˆ)
and the internal microscopic field interaction exchanges, consistent with the equation
DµL(v56) = 0 for example, nested layers of multiple solutions will shape the physical
manifestation of the theory in a way reminiscent of ‘renormalisation’ techniques in
QFT. While the particle concept and HEP calculations may be motivated from within
the present theory mathematical tools extracted and adapted from QFT will play an
important role in the development of the complete theory and the establishment of a
detailed comparison with empirical measurements.
Since the physical couplings and masses measured for HEP phenomena corre-
spond to renormalised states it isn’t expected that the full features of the Standard
Model should be seen directly in the bare broken terms of E7 on F (h3O) for example.
In QFT the bare Standard Model Lagrangian, with the Higgs field added in a relatively
unnatural way, does mimic the processes of HEP to some extent. For the present the-
ory, intended as an underlying fundamental theory, the fact that a number of features
placed by hand into the Standard Model Lagrangian have already been reproduced, as
summarised in section 9.3, suggests that further specific details of empirical phenom-
ena might be uncovered for the complete theory. These empirical details include in
particular the 18 free parameters of the Standard Model as summarised in table 15.2.
SM Parameters # Origin in present theory
Fermion Masses 9 ψ ↔ v4 coupling in L(vˆ) = 1 terms
equations 8.76 and 9.48
Gauge Couplings 3 ψ ↔ Y coupling in DµL(vˆ) = 0 terms
equations 11.33 and 11.34
Higgs Potential 2 v4 ∈ TM4 projected from full vˆ
equation 8.72, with |v4| = h0 stable
Quark Mixing CKM 4 mass and gauge couplings for 3 generations
may require ‘E8 on L(v248) = 1’
Table 15.2: The 18 parameters of the Standard Model and their correspondence in the
present theory. All essentially originate as couplings implied in L(vˆ) = 1 as exemplified
in the above equation references, including further parameters for the neutrino sector.
The QCD θ-parameter, introduced in equation 11.39 and which is consistent
with zero empirically, is not included in the table since the corresponding field interac-
tion terms do not arise in the present theory, as described in section 11.1. On the other
hand the new structures presented in this paper may imply new kinds of interaction
terms which do have empirical consequences. As well as identifying new processes the
present theory may be tested through its ability to reproduce the details of known
phenomena through the interactions listed in table 15.1.
As noted in that table, these include observations of the large scale structure in
cosmology, which may relate to variation in the magnitude |v4| under Gµν = f(v56).
In addition to accounting for the Standard Model particle properties the complete
theory would aim to provide a match for the cosmological data, including the density
parameters ΩB, ΩD and ΩΛ introduced in section 12.2, and the structure of the cosmic
evolution generally. In particular the Lorentz scalar components α, β, n and N of
F (h3O) in equation 9.46, which also transform trivially under the SU(3)c×U(1)Q ⊂ E7
gauge group while effectively acquiring mass through interactions with the vector-Higgs
v4 under the terms of L(v56) = 1, may contribute to the dark sector in cosmology, as
discussed in section 13.1.
Other known phenomena are not explicitly expressed in table 15.1. An example
is provided by the CKM quark mixing parameters alluded to in table 15.2, which can be
expressed explicitly in the Standard Model Lagrangian as described for equation 7.78.
In the Standard Model the phenomena of CKM mixing arise for the three generations
of quarks due to the mismatch between the Yukawa and gauge couplings, as described
towards the end of section 7.2. While fermion masses and gauge couplings arise in
the present theory as indicated in the upper half of table 15.2, the further necessary
ingredient of three generations required for CKM mixing may require a further exten-
sion to for example an E8 symmetry acting upon the hypothetical form L(v248) = 1
as discussed in section 9.3.
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Further parameters for three generations of neutrino masses and corresponding
mixing phenomena are also needed as a known extension to the Standard Model, and
are presumed to have a similar origin as described above for the quark sector in the
present theory. As also suggested in section 9.3 the SU(2)L internal symmetry may
play an essential role in distinguishing three generations of fermion states. It will also
be required to identify neutrino and u-type quark states that transform as SL(2,C)1
Weyl spinors and hence form SU(2)L doublet partners with charged lepton and d-type
quark Weyl spinors respectively, which may also involve the identification of a full E8
symmetry action on L(v248) = 1.
The phenomena of electroweak symmetry breaking arise since the SU(2)L ×
U(1)Y symmetry action itself also impinges on the components of the external vector-
Higgs field v4 ∈ TM4. These interactions of the SU(2)L ×U(1)Y gauge fields account
for the massive nature of the Z0 andW± gauge bosons as described in subsection 8.3.3.
That is the masses of all particles, fermions and gauge bosons, are here postulated to
originate through field interactions with the components of v4(x) ∈ TM4 rather than
with a fundamental scalar Higgs field. The large mass of the Z0 and W± bosons,
of the same order as that of the empirically observed Higgs boson, will need to be
understood in the context of the present theory. Indeed, the Higgs particle state itself
will also need to be identified within this theory, echoing the empirical search for the
Higgs which concluded successfully in 2012 at the Large Hadron Collider.
In the Standard Model the masses for the Z0, W± and Higgs boson can be
expressed in terms of gauge coupling and Higgs parameters of the left-hand side ta-
ble 15.2 as described in section 7.2. The scalar Higgs field φ exhibits self-coupling,
with terms such as φ†φ and (φ†φ)2 in the Lagrangian potential of equation 7.53, as
contrived to break the symmetry of the vacuum. Within the new approach the scalar
Higgs is provisionally identified with the magnitude h(x) of the vector-Higgs v4(x) as
projected onto TM4 such that the relation L(v4) = |v4|2 = h2 is directly identified
within the full form L(vˆ) = 1. Cubic and quartic field couplings, within the terms of
L(v27) = 1 and L(v56) = 1 respectively, involving the components of v4 (coupled with
combinations of the four scalar fields from the α, β, n and N components of F (h3O)
for example, as can be seen in equation 9.28), generate an effective potential V (h, T ),
which may be dependent upon an apparent temperature T , as described in section 13.2.
For the new approach yet further possible interactions will arise for higher-order field
exchanges or a higher-dimensional full form of time. An initial unstable value of h(t)
has been considered for the extreme spacetime environment of the very early universe
as discussed in section 13.2 in relation to inflationary theory, with the stable value
h(t) = h0 achieved at cosmic time t = tv marking a phase transition.
In chapters 6–9 of this paper the emphasis has been on the identification of
known Standard Model properties from within the structure of the present theory, as
summarised in the four bullet points and further discussion in section 9.3. The further
ambition is to develop the theory to the point of making new empirical predictions
that might be tested in existing and future laboratory experiments in particle physics
as well as through observations in cosmology. Such theoretical predictions could be
worked out concurrently with the running of the LHC in time to anticipate new effects
that may appear in the data analysis. The predictions might also influence the design
specifications for the future International Linear Collider.
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For the present theory in addition to breaking the full symmetry of L(vˆ) = 1
through the choice of the projected vector v4 ∈ TM4, with the stable value of |v4| = h0,
symmetry breaking is also exhibited through the choice of particular components for
the vector-Higgs v4 in the local tangent space on the 4-dimensional manifold. This
choice, represented in figure 13.3(c) with exaggerated fluctuations about the mean
value, is analogous to the choice of component contributions for the Standard Model
scalar Higgs vacuum value in equation 7.54. However, due to the difference in un-
derlying structure, differences between the Standard Model Higgs phenomena and
predictions of the present theory might be observable in the laboratory environment.
In considering the hypothetical structure of an E8 action on a form L(v248) = 1
the possibility of identifying the external spacetime vector h2 ≡ v4 ∈ TM4 by fus-
ing together a set of two or three right-handed spinors {θYL, φYL, ψYL} ∈ C2 under
SL(2,C)1 ⊂ E8 was described alongside equation 9.52 in section 9.3. In turn there are
a number of ways of identifying scalars from the components of the above three spinors,
including the scalar magnitude |v4| = h. This in principle opens up the possibility of
identifying additional Higgs-like states, beyond the earlier possible scalar states that
might be associated with the α, β, n and N components of F (h3O) for the E7 case. In
addition to a direct search for such scalar states at the LHC an e+e− collider tuned to
operate as a ‘Higgs factory’ might be sensitive to some of the observable consequences.
Since the employment of the three spinors in this way corresponds to the empirical
absence of a set of three generations of right-handed neutrinos, these structures may
also impact upon the neutrino sector in a manner beyond the Standard Model.
Considered in general terms the extension to an E8 symmetry itself also suggests
the possibility of new gauge bosons beyond the Standard Model deriving from the
extra SU(2) × U(1) that is appended to the familiar Standard Model symmetry in
the rank-8 decomposition of equation 9.51 in section 9.3. However, the first objective
is a mathematical one in identifying the predicted E8 action on a quintic or higher
order form L(v248) = 1 itself, as highlighted in the previous section, and to assess the
further extent to which known Standard Model properties might be recovered before
considering additional empirical consequences in great detail. In the meantime the
general manner in which particle states might be described from a conceptual point of
view can be further elaborated as we now consider.
Under the assumption of a global flat spacetime in the laboratory the Lorentz
symmetry may be augmented to the 10-parameter Poincare´ group and particle states
classified by their mass m and spin s (or helicity h for m = 0) according to the values of
(m2) and (m2)s(s+1) (for m 6= 0) they take respectively for the two Casimir operators
PµP
µ and WµW
µ, where W µ is the Pauli-Lubanski vector. This applies to all particle
states, including hadrons composed of quarks and the Higgs scalar which is presumed
to be composed out of the collection of non-scalar field components of the vector-Higgs
field v4 in the present theory, as recalled above (with an analogous construction for
technicolor models reviewed in subsection 8.3.3).
The four Weyl spinors of equation 8.13 identified in the components of θ1 in
section 8.1 relate to projected components of the larger Dirac spinors, which in turn
can be identified within the components of F (h3O) in equation 9.46 under the action of
SL(2,C)1 ⊂ E7. The fermions of the Standard Model are Dirac spinors, with differing
properties for the projected left and right-handed Weyl spinor parts as reviewed in
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chapter 7. These different properties arise here through the necessarily asymmetric
embedding of the vector-Higgs v4 ∈ TM4 with respect to the X ,Y ∈ h3O subspaces of
F (h3O) and the resulting asymmetric action of an internal SU(2)L ⊂ E7 symmetry on
these components in equation 9.46.
As described in section 8.2 alongside the U(1)Q symmetry of electromagnetism
the broken E6 symmetry on the space h3O also includes SU(3)c as a pure internal
symmetry, to be associated with massless gauge bosons, the gluons of QCD, in the
Standard Model. In subsection 8.3.2 it was described how this U(1)Q symmetry sur-
vives the breaking of an SU(2)2×U(1)2 ⊂ E6 symmetry in a ‘mock electroweak theory’,
as a provisional guide towards the identification of an SU(2)L×U(1)Y symmetry within
E7 or E8 acting on the full temporal form L(vˆ) = 1 in the complete theory.
Combining the above external properties under the Poincare´ symmetry with
full set of internal quantum numbers according to the transformation properties un-
der SU(3)c × SU(2)L ×U(1)Y will lead to a classification of particle states for a more
thorough comparison with the Standard Model framework. That the enormous wealth
of experimental data in high energy physics all points to a concise and simple table of
a relatively small number of elementary particles, the fermions and bosons, as sum-
marised in the Standard Model of particle physics with the 18 parameters of table 15.2
above, further motivates the aim to determine such particle properties in the present
theory by taking a mathematical limit or approximation that mirrors the physical
conditions to be found in such laboratory experiments.
In order to make contact with terrestrial laboratory experiments in HEP it
will be necessary to proceed from the ideas presented in this paper through practical
calculations for processes such as those in figures 10.1 and 11.13 and beyond to more
general, and even novel, applications. In the particular case of figure 10.1 out of the
general solutions Gµν = f(Y, vˆ) over M4 the emergence of the initial e
+ and e− states,
an intermediate Z0 boson and the final state particles will need to be described. Out
of the annihilation of the particle and antiparticle in the centre-of-mass system in
figure 11.13(a) a large number of field transmutations are possible, whether through
a photon or a Z0 boson state, allowing a large number of possible δψ ↔ δY field
exchanges and further states to be produced. These include the leptonic final state
depicted in figure 11.13(a) as well as the hadronic jets seen in figure 10.1, resulting
from quark pair production, together with all the particle states within the jets. These
and further particle phenomena need to be accounted for within the structure and
constraints of the present theory, as has been described in chapter 11.
One way of approaching the nature of particle states might be to consider
the simple decay process Z0 → e+e− via δY ↔ δψ field exchanges resulting in the
propagation of two independent fermions. This would also require an understanding
of the Z0 gauge boson mass in terms of δY ↔ δv4 interactions, incorporated into
a solution Gµν = f(Y ) for a massive gauge field with k
2 = m2 6= 0, possessing a
third polarisation state εµ3 , and which satisfies equation 11.21. Similarly a Higgs decay
process such as H → e+e− could be studied directly in terms of δv4 ↔ δψ field
exchanges, closely relating to the mechanism for fermion production during the phase
transition at t = tv in the very early universe described in section 13.2.
On the other hand a purely QED process might be considered with the electro-
magnetic field Aµ(x) interacting with fermions. Since the photon is massless a possible
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approach would be to take a superposition, or sum, of electromagnetic fields, each in
the form of equation 11.6, mimicking the situation of a two-photon collision and hence
able to produce fermion pairs, as alluded to near the opening of section 11.3. The
nature of a single intermediate photon state, effectively with k2 6= 0, in the centre-of-
mass frame of an e+e− collider might also be considered. The production of fermions
would be required to proceed through field redescriptions of the form Aµ ↔ ψγµψ, as
initially discussed for figure 11.2, consistent with the constraint equations 11.29 under
a geometric solution for Gµν = f(Y, vˆ).
A consistent normalisation of the fields will be required in field exchanges of
the form Aµ ↔ ψγµψ, under the local geometry Gµν = f(Y, vˆ) with Gµν;µ = 0, linking
external and intermediate field states. This will relate the C
1
2 coefficient and polarisa-
tion vectors εµr (k) for the electromagnetic field, as introduced in equation 11.6, to the
spinor coefficients for a Dirac field ψ(x). In the standard theory there are four inde-
pendent solutions to the free Dirac equation labelled by the 4-component coefficients
u1,2(p) and v1,2(p), with for example ψ(x) = u1(p)e−ip·x which may be normalised by
kinematic factors of energy and mass (see for example [70] sections 3.3 and 5.2). Sim-
ilarly in the present theory the coefficients of the electron field ψ(x) for example will
contain energy p0 and mass m factors which will need to match those for the normali-
sation coefficients of the electromagnetic field Aµ in Fourier mode expansion exchanges
between the fields under Gµν = f(A,ψ). In all cases such ‘kinematic factors’ arise from
‘numerical parameters’ such as p ∈ R4 in the Fourier modes e±ip·x themselves. As well
as being mutually compatible these normalisation factors will ultimately translate into
the appropriate dimensions for cross-section calculations, as described towards the end
of section 11.2
In the environment of HEP experiments it is generally assumed that the space-
time is flat and a Minkowski coordinate system employed such that the external Lorentz
connection has components Aabµ(x) = 0, corresponding to a linear connection Γ(x) = 0
by equation 3.51. Transforming under the global Lorentz symmetry the components of
the 4-component Dirac spinors ψ(x) are normalised as alluded to above. The Lorentz
connection Aabµ(x) acts on a Dirac spinor ψ(x) through the associated spinor connec-
tion as a representation of the Lorentz symmetry. This structure can also be applied
to the more general case of a curved spacetime, employing a spinor bundle over M4 to
express the dynamics of the Lorentz connection, with Aabµ(x) 6= 0 in general, on the
base manifold in relation to spinor fields. As described towards the end of the previous
section, a starting point might be to develop a minimal model based on the full sym-
metry Gˆ = SL(3,C) acting on v9 ∈ h3C leaving the form L(v9) = 1 invariant. For this
model fermion states derive from the Weyl spinor ψL in equation 7.35 in interaction
with an internal U(1)-valued gauge field, in principle describing a model for QED.
As well as classifying particle states such as gauge bosons and fermions in a
representation space according to their transformation properties under the external
and internal symmetry groups and their possible interactions, the structure of tangible
physical particles in spacetime as detected in experiments can also be investigated.
Physical particles evidently transfer energy and momentum, which can be described
by the tensor Tµν(x) and is presumed to be conserved in 4-dimensional spacetime. In
the present theory energy-momentum is defined by the relation Tµν := Gµν (within
a practical normalisation factor of −κ), and hence the transfer of a finite amount of
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energy must necessarily be associated with Gµν 6= 0 and hence a non-flat spacetime,
while the identity Gµν;µ = 0 also ensures energy-momentum conservation throughout.
In turn this tangible spacetime form of a particle is expressed in terms of the underly-
ing fields as a solution for Gµν = f(Y, vˆ). This smooth external geometry represents a
macroscopic ‘dressed’ or ‘renormalised’ object constructed out of the underlying micro-
scopic ‘bare’ field exchanges. Representing the electron beam in a HEP accelerator for
example, observable properties associated with the energy-momentum for the electron
field are carried by the tensor:
Tµν := Gµν = f(Y, vˆ) (15.1)
This is equation 5.32 of section 5.2, where a particular vector space representing
the full temporal flow vˆ may be substituted in. The expression Gµν = f(Y,v56) implies
an underlying innumerably nested sequence of indistinguishable field descriptions under
Gµν(x). This geometry is entirely constructed out of field components derived from
L(v56) = 1 and the corresponding E7 symmetry actions. However, in this theory, it
seems quite possible that some components of the fundamental form L(v56) = 1 and
the gauge fields may exist onM4 without contributing to the geometry field Gµν . With
Tµν := Gµν this would imply that not all fields in spacetime have energy-momentum
in the sense of Tµν 6= 0. This possibility was discussed in section 13.3 and compared
to the case of gravity waves which, while associated with a geometry with Gµν = 0,
carry energy via a finite Weyl curvature as described after equation 5.44 in section 5.2.
Here we consider the measurable phenomena of HEP particle types and properties to
be determined by the mutual constraints of equations 11.29 applied to the underlying
fields and conveyed via energy-momentum in the form of the generalised expression of
equation 15.1, as originally employed for the special case of the free electromagnetic
field leading to figure 11.1 in section 11.1.
While a significant correlation between the structures of the present theory
and calculations in QFT has been identified as described in sections 11.1 and 11.2,
a key question remains regarding the precise conceptual form and mathematical ex-
pression of the nature of field quantisation. One major aspect concerns whether the
projected field components themselves are effectively fragmented into discrete elements
distributed over spacetime and related via δY (x) and δvˆ(x) differences, as has typi-
cally been conceived as the theory has developed, with the components of the external
gravitational field composing the only smooth and continuous functions on M4. An
alternative view might see all fields smooth and continuous on M4, with discrete ex-
changes only in the local contributions to Gµν(x) in equation 15.1 consistent with
equations 11.29, considered as ‘excitations’ of the fields and giving rise to observa-
tions of apparent quantum phenomena. A full understanding of this description of
such quantum phenomena in the context of the present theory is one of the two main
branches to be pursued as summarised at the end of the previous section.
With all physical entities described by equation 15.1, subject to constraints
such as L(vˆ) = 1, this includes solutions that incorporate the phenomena of apparent
particle effects, as discussed in section 11.3. These solutions must describe the discrete
emission and detection of the same conserved 4-momentum p with p2 = m2 and con-
served charges, arising from the internal field constraints, giving the rather mechanical
impression of an intermediate ‘classical particle’ or projectile of some form. As dis-
cussed in section 11.4 the ‘particle tracks’ that we construct by joining up detector
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hits, as depicted in figure 10.1 for example, reinforces this illusion of an independent
particle-like entity pursuing a continuous trajectory.
One way to approach the nature of the actual physical structure underlying
such particle-like phenomena is to begin by considering a general state of macroscopic
matter described by Gµν = f(Y, vˆ), as represented by the ‘bulky’ geometry of fig-
ure 15.2(a), which might represent for example the matter content Tµν := Gµν of
ordinary ‘table and chairs’. Subsequently a progression down to a more minimal field
content underlying a solution of Gµν = f(Y, vˆ) can be considered, down to a stage that
does not simply gradually fade away towards Gµν(x) = 0, but rather solutions for geo-
metric structure emerge that take on the shape of a discrete set of topologies due to the
discrete constraints on the underlying fields. In this case a somewhat ‘tubular’ struc-
ture might arise as the vacuum limit is approached, as represented in figure 15.2(b).
These near vacuum conditions correspond for example to the environment created in
HEP experiments as described near the opening of section 10.1.
Figure 15.2: Representations of 4-dimensional solutions for Gµν = f(Y, vˆ) for (a)
the general case of ordinary extended matter (b) the discrete structure emerging as
permitted by the underlying field constraints as the vacuum state is approached.
The pattern of inner lines in figure 15.2(b) are analogous to the contours on
a map representing the altitude of a continuous physical terrain, with the geometry
Gµν(x) being perfectly smooth and continuous, as also for figure 15.2(a) and all other
cases. Hence this geometry might more accurately be represented by a continuous
shading. Considered as a full 4-dimensional spacetime solution the contour tubes in
the near vacuum region in figure 15.2(b) connect and are continuous with macroscopic
entities such as HEP accelerators and detectors, as represented by the outer structure
in the same figure. The inner structure in figure 15.2(b), with time directed from left
to right, might represent for example the overall particle interaction process e+e− →
µ+µ−, via an intermediate γ or Z0 state, which is typically pictured in terms of particle
trajectories in 3-dimensional space as depicted in figure 11.13(a) and described in
section 11.4.
While shaped by the discrete enveloping topology the spacetime geometry for
such a process will also be modulated by a wave-like structure of a form similar to
equation 11.12 and figure 11.1, corresponding to a particular 4-momentum transfer.
As also described in section 11.1 the spacetime metric gµν(x) itself associated with
this modulation is presumed to take a form similar to equation 11.13. In the overall
solution of equation 15.1 for such a process the left-hand side ‘Tµν := Gµν ’ of the
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equation describes both the kinematic properties of the interaction via the energy-
momentum tensor Tµν(x) and the smooth external geometry Gµν(x) as for general
relativity. Through the right-hand side ‘f(Y, vˆ)’ of the same equation all quantum
properties are sown into this structure in the form of an underlying set of discrete field
redescriptions of the form δY ↔ δvˆ, subject to the constraints such as L(vˆ) = 1, which
determine in turn the possible set of discrete particle types and interactions that can
be observed in HEP experiments.
That is, whileGµν(x) is perfectly smooth and continuous there is both a discrete
set of apparent particle types and a discrete set of possible topologies, corresponding for
example to n-particle final states, that may be obtained for the near-vacuum solutions.
This structure hence provides a coherent conception of the nature and properties of
particle states observed in the laboratory. For example a continuous range of conserved
momenta is available for the apparent emission and detection of a fermion state within
the discrete constraint p2 = m2, corresponding to an apparent particle mass m which
arises from the underlying interactions between the particular fermion field ψ(x) and
the vector-Higgs field v4(x).
The metric gµν(x) for the external geometry depicted in figure 15.2(b) repre-
sents a particular solution for Gµν = f(Y, vˆ) on the macroscopic scale of HEP exper-
iments, similarly as the Schwarzschild metric of equation 5.49 represents a particular
macroscopic solution on a much larger scale. Unlike the large scale case, for which the
precise trajectory of planetary orbits and the deflection of light passing near the sun
is observable, it is clearly not possible in practice to send ‘test particles’ through the
laboratory environment of figure 15.2(b) in order to map out the spacetime curvature
(although such a project can be readily conceived in terms of a thought experiment,
as for that involving geodesic deviation due to the geometry of intense beams of light
as described in section 11.4).
However, crucially for the present theory, this non-trivial external geometry
with metric gµν(x) is a physical characteristic of a possible solution for Gµν = f(Y, vˆ)
and the test of this proposal, which will require all elements of the full theory, will rest
on the ability to identify HEP processes which are actually observed and to predict
new phenomena. This will involve both the determination of the internal quantum
numbers of the apparent particle types, as implied in the underlying field structure
f(Y, vˆ) for such a process, and in particular the apparent kinematic constraints on the
4-momentum p transferred, where with p2 = m2 and Tµν := Gµν the invariant mass m
provides a direct characterisation of the external geometry itself.
Within the field constraints more generally a range of topologies which are
rather more complicated than that depicted in figure 15.2(b) will arise. For example
the process recorded in figure 10.1 is identified as an e+e− → Z0 → bb¯ event in the
analysis of [68]. Such a process typically involves ‘particle tracks’, as shown in the
event picture, each of which apparently emanates from one a sequence of vertices,
each of which in turn is associated with the Z0 boson itself or a B or D hadron in a
subsequent decay chain. With generally five such decay vertices for each such event
mutually separated by typically a few millimetres, within the volume of the detector for
which the closest devices are a few centimetres from the interaction point, the topology
of the apparent particle-like structure described by the solution Gµν = f(Y, vˆ) will be
relatively intricate for these processes.
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Yet other forms of solutions for Gµν = f(Y, vˆ) may appear less ‘particle-like’
as for the case of an e− state apparently simultaneously ‘passing through both slits’
in the experiment depicted in figure 11.13(b). The overall geometry Gµν(x) for the
set-up of figure 11.13(b) for the case of a high intensity electron beam, with the full
interference pattern clearly observed on the final screen, will be of a macroscopic form
as described for figure 15.2(a) above. As the intensity is turned down, corresponding to
a transition towards a near vacuum solution as exemplified in figure 15.2(b), an overall
geometry will emerge incorporating the transfer of an apparent single e− particle from
the source S to the detector hit A in figure 11.13(b) in continuity with the structure of
the apparatus of the double-slit experiment. The geometry of such a solution serves to
emphasise the fact that a ‘particle’ should not be considered as a kind of localised entity
in the form of an ‘energy-knot’ propagating in 3-dimensional space (see for example
[82] pp.202–204), but rather as an apparent phenomenon associated with a particular
kind of smooth extended 4-dimensional solution for Gµν = f(Y, vˆ) constructed over
the underlying field possibilities. Similar 4-dimensional spacetime solutions will also
incorporate the phenomena of quantum entanglement and EPR experiments as dis-
cussed in section 11.4. In many cases however a solution for Gµν = f(Y, vˆ) will take a
form consistent with the notion of a localised propagating particle-like entity.
Although in the present theory there are also no fundamental ‘string-like’ ob-
jects, there may be some relation to string theory (for which there are also no funda-
mental particle entities) in that diagrams with a similar topology to that of the inner
structure in figure 15.2(b) also appear in relation to string theory calculations. Here
however rather than describing the trajectory and interactions of a set of closed strings
the tubular contours in figure 15.2(b) purely represent the structure of an extended
4-dimensional geometry. In string theory such a diagram correlates with the ‘tree level’
process as represented by the Feynman diagram of figure 10.3 for example, while for
the present theory figure 15.2(b) represents the full physical process with arbitrarily
nested field exchanges implied under the solution Gµν = f(Y, vˆ). However, although
the inner structure of figure 15.2(b) in relating to a process such as e+e− → µ+µ−
has a very different physical and conceptual meaning to analogous diagrams featur-
ing in string theory, some of the mathematical properties of topological structures in
4-dimensional spacetime might be jointly applicable.
Rather than the phenomena of a discrete spectrum of particles being deter-
mined by the vibrations and tension of hypothetical strings, here such phenomena are
generated by the possibility of actual underlying field redescriptions subject to the
constraints of equations 11.29. As considered above a practical starting point may be
to identify QED processes involving electron-photon interactions, such as with Bhabha
or Compton scattering events, in this unified framework alongside general relativity.
This study might begin with a model based on the full symmetry SL(3,C) for the form
L(v9) = 1 before generalising to the octonion case with a full SL(3,O) ≡ E6 symmetry
acting on the form L(v27) = 1. The action of the internal U(1)Q ⊂ E6 symmetry
generated by S˙––1l on the spinor components of Th3O, as seen for example in equa-
tions 11.33 and 11.34 in the terms of the field constraint equation DµL(v27) = 0, gives
rise to the phenomena of electrodynamics. The precise manner in which the factors of
|s˙f | = 1 or |s˙f | = 13 in this expression translate into the corresponding factor of three
in charge ratio for physical renormalised particle states, as discussed for figure 11.5
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in section 11.2 in the context of cross-section calculations, will need to be determined
alongside the full understanding of the structure of quantum phenomena and particle
states themselves.
The above QED phenomena will generalise for the complete internal symmetry
identified in the breaking of the E6 symmetry over the extended externalM4 manifold,
and then further with the full symmetry of time identified as E7 or even E8 on the full
form of temporal flow L(vˆ) = 1. The insight gained from the U(1)Q case might then
be extended for the remaining internal generators to identify further features of the
Standard Model and beyond as they arise naturally out of the complete theory. It is
likely that the full package will be required with all the features of figure 15.1 combined
together, and the full set of possible fields and field interactions incorporated, in order
to determine specific quantities such as the electron mass and the full set of Standard
Model parameters as summarised in table 15.2, including the neutrino sector, generally.
In conclusion, the field and particle content of the present theory, in terms of
figure 15.1, includes the external gravitational and internal gauge fields which arise
from the symmetries of L(vˆ) = 1 and are mutually related as described for ‘front (1)’,
together with the fermion and ‘vector-Higgs’ fields identified from the F (h3O) com-
ponents studied for ‘front (2)’. Consistent with the gauge invariance of the constraint
equations the non-gravitational fields mutually interact to form combinations under
possible solutions Gµν = f(Y, vˆ) for the world geometry on M4 as described for
‘front (3)’, taking into account the intrinsic warping of the spacetime geometry due to
variation in |v4(x)| and the role of the scalar field components as studied for ‘front (4)’.
In order to develop this theory further and establish full contact with the results of
HEP experiments, as well as with empirical observations in cosmology and physical
phenomena more generally, the four fronts of figure 15.1 will need to be further devel-
oped and combined as provisionally outlined in the previous section.
15.3 Concluding Remarks
While emphasising the possibilities for progressing outwards from the structure of
figure 15.1 the present theory is based upon the multi-dimensional form of temporal
flow L(vˆ) = 1, at the centre of the figure, which in turn derives from the simple
structure of one-dimensional progression in time as described in section 2.1. With both
the familiar four dimensions of the extended spacetime manifold M4 and the ‘extra
dimensions’, which are associated with the properties of physical objects in spacetime,
deriving from a single temporal dimension the question concerning the origin of time
itself is inevitable. A naive further reduction down to ‘zero dimensions’ together with a
contrived argument to generate one dimension is not considered here to be of any great
value. On the other hand the observation that the arithmetic properties of multiple
dimensions are implicit within the arithmetic structure of the real line R, as described
in section 2.1, provides a natural and major motivation for the present theory. A
second founding motivation for the entire theory is the apparent necessity for any and
every subjective experience, including our observations of the physical world, to take
place in time. This conception of the theory itself implies a subjective nature for the
origin of time and leads to the conclusions described in chapter 14, and in particular
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to the ‘universal foundation’ for the theory depicted in figure 14.5.
This overall structure can be considered as a system rather than just a theory
(in the usual sense of the word) – it is intended not merely to represent the world by
a model, but rather it aims to describe the way the world actually is, and how it is
possible for it to be. This is in a similar spirit that a biologist, for example, might
describe the system of a living organism – although finding such a metaphor for the
whole system is particularly problematic due to its unique and all-embracing nature.
It is a system founded upon general experience of living in the world as well
as upon knowledge gained from the high energy physics laboratory together with cos-
mology and from scientific observations in general. Indeed all such experiments and
observations are just a refined and specialised form of our experience in the world.
While the primary aim has been to demonstrate a unified theory that can account
for a wealth of scientific data, and thereby also provide a means of verification of the
ideas, it has also been considered desirable to incorporate the nature of experience
itself in the world. This leads to a unification not only of experimental findings but
also of science as a whole with our experiences of the world in general. Hence although
much of the presentation has involved scientific knowledge, from particle physics to
cosmology, the overall conceptual scheme arrived at is that of a world which one can
feel oneself to be immersed or engaged within while walking down the street.
While the physical laws and structures of the 4-dimensional world are carved
out of the general flow of time, as filtered by the spacetime form of perception, the
actual physical objects we encounter, such as complex organic life forms, are moulded
to conform with the possibility of our actual existence in the world. The apparent
stability of the perceived physical forms – from inter-galactic structures to the insect
world on Earth – gives the illusion of a robust universe, independent of conscious
life, constructed upon an independently existing material substratum, a notion upon
which the early development of science also built its foundations. It is an illusion
which continues to yield enormous practical advances in navigating our way around
the physical world.
Both time and space are direct forms of subjective experience of mathematical
structures in the world, through which the physical world itself is created and sustained
as incorporated in node (4) of figure 14.5. Although a more rigorous mathematical
description of all aspects of this structure is to be sought this does not imply that
the system of the world is itself fundamentally a ‘mathematical object’. Rather, as is
the case in general, mathematics provides a precise and concise means of describing
and elaborating both physical and abstract structures. It is conceivable though that
there may be essential properties of complex entities in the physical world such as
the structure of the human brain which cannot be transcribed into a mathematical
language which is both precise and concise enough for an exhaustive and practical
description. Such a physical entity is of course ‘still there’ even if it cannot be succinctly
expressed in mathematical terms, in which case a mathematical approximation to
nature might still be employed for practical purposes.
For the present theory mathematics offers a precise, quantitative language for
the scientific study of the conceptual, organic interplay between the physical world and
conscious observer as represented in figure 14.5. However, while there is considerable
scope for further mathematical development of the theory the time cycle structure
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can be conceptually and logically coherent even if it may be humanly difficult to com-
prehend or develop a precise mathematical description of certain elements, such as
for nodes (5) and (6) of figure 14.5, or if such an element does not directly correlate
with a mathematical expression in a sense that we might recognise from familiar text-
book maths. These elements of the theory may be correspondingly harder to both
investigate in full detail as well as model in mathematical terms. Regardless of these
practical difficulties the fact remains ultimately that we do ‘see’ the world through a
one-dimensional progression in time (in a similar sense that we see some objects as
‘green’ as described towards the end of section 14.1). This continuous temporal pro-
gression is inseparably fused together with all subjective experience as a fundamental
characteristic of all experiences.
Taking the 1-dimensional flow of time in node (1) of figure 14.5 to be modelled
accurately by an interval of the mathematical real line R can itself be considered as
a provisional assumption. This can be justified since experience of a moment of time
has the very simple structure of a continuous one-dimensional progression which may
be uniquely and unambiguously represented by the properties of the real line. This
assumption may be further justified by empirical tests of the consequences of the theory
derived, via nodes (2) and (3), for node (4) of figure 14.5.
Again, further stepping around the cycle in this figure, the employment of
tractable mathematical language may fall short of providing an accurate and unam-
biguous account of the full nature of the self-reflective structures R which are central
to nodes (5) and (6) of figure 14.5. The use of the mathematical structures relating to
Go¨del’s theorem and undecidable propositions G in section 14.1 marked a provisional
attempt to model such a structure, although in a manner that seems far too simplistic.
However, further mathematical development of this aspect of the theory is both
desirable and possible, with the aim of identifying a more precise description of the
progression of self-reflective physical states, as crudely represented in figure 14.4, in
mathematical terms. This may involve a degree of approximation based on a statis-
tical approach to the phenomena of systems composed of many parts, by analogy for
example with the thermodynamic properties of entropy. Even if such a mathemati-
cal structure remains somewhat elusive the conceptual ideas regarding the notion of
subjective temporalisation might in principle be tested to some extent against empir-
ical findings in the field of neuroscience. Some of the ideas presented might also be
of relevance in the field of artificial intelligence (as initially discussed at the end of
section 14.3) featuring for example the design of a device as a 4-dimensional entity
in spacetime incorporating a structure of internal temporalisation – that is a machine
not just programmed to do things in time but also capable of internally representing
a potentially subjective temporal structure itself.
In contrast to these more speculative elements of the theory the full mathe-
matical expression of the upper half of figure 14.5, beginning with the objective flow
of time modelled by an interval of the one-dimensional real line R and leading via
the multi-dimensional form of temporal flow L(vˆ) = 1 and its symmetries to the ex-
tended spacetime arena of the physical world as constructed through one of a myriad
of solutions for the expression Gµν = f(Y, vˆ), is in principle highly testable and has
also been by far the main focus of the present theory. Amidst the resulting quantum
phenomena the full theory can be applied to the observations of HEP experiments as
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modelled by the techniques of QFT and expressed in the form of the Standard Model
of particle physics, and here arising from the E7 symmetry of a 56-dimensional form of
time. The external theory of general relativity, describing gravitational phenomena, is
here unified with the internal theories of gauge fields and particle physics through the
projection of the form L(v56) = 1 and breaking of its symmetry in the identification
the spacetime manifold M4 as an arena for perception in the world.
Through these ideas the present theory also incorporates the subjective way
in which we experience an apparently classical world of Newtonian material objects.
Although having its origins in the fundamental notion of progression in time and per-
ception in space the theory has developed with large scale cosmology and the Standard
Model of laboratory particle phenomena in mind, resting heavily upon knowledge ac-
cumulated by the experimental and theoretical communities over recent decades to
draw out the system of the world presented in this paper. The theory is expected to
be profusely testable in terms of determining the extent to which the known form of
the physical world can be ascertained from the basic conceptual ideas of the theory
in addition to making new predictions for as yet unobserved phenomena which might
be discovered. Indeed the properties already deduced from the theory, in matching a
number of features of the Standard Model mark a first success for the theory. This
success is summarised in section 9.3 where further progress is proposed in seeking an
E8 symmetry of an appropriate form L(v248) = 1 as a mathematical prediction of the
theory.
The other principle area for study in the next stage of developing the theory
is towards a more detailed understanding of the application of statistical methods and
renormalisation techniques for the present theory in relation to QFT. The phenomena
of ‘running coupling’ will be of relevance here and the extrapolation of the three gauge
couplings from the laboratory energy scale may encounter ‘new physics’ in terms of
new interactions or states identified in the theory on the way up to the GUT scale.
Consistency with the unification of the gauge couplings hence will also provide a test
of this theory. The Planck scale seems to be of no great significance for the present
theory since gravity is not quantised.
Returning again to figure 15.1, with the theory developed from the notion of
a multi-dimensional form of time L(v) = 1, front (1) has shown how a Kaluza-Klein
related unification between gravitational and internal gauge fields can arise naturally
out of an underlying isochronal symmetry, rather than an isometry, for a world per-
ceived over a 4-dimensional spacetime manifold. The results presented for front (2)
already establish a substantial connection with empirical data in the form of several
basic features of the Standard Model. Within the same framework, generalised for
multiple solutions, front (3) has described how the calculational tools of quantum field
theory might be incorporated, again originating out of the basic principles of this new
theory. In addition to accounting for small scale laboratory phenomena, culminating in
the particle concept described for figure 15.2(b), the large scale structure of cosmology
is also addressed in front (4), including the remote reaches of the very early universe,
leading to the conception of the cosmos summarised in figure 14.8. While well defined
areas of further development have been identified the progress made and properties
uncovered in all directions, together with the simplicity inherent in the founding notion
of the flow of time, add to the overall plausibility of the theory.
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