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KA¨HLER-EINSTEIN METRICS: FROM CONES TO CUSPS
by
Henri Guenancia
Abstract. — In this note, we prove that on a compact Ka¨hler manifold X carrying a
smooth divisor D such that KX +D is ample, the Ka¨hler-Einstein cusp metric is the limit
(in a strong sense) of the Ka¨hler-Einstein conic metrics when the cone angle goes to 0.
We further investigate the boundary behavior of those and prove that the rescaled metrics
converge to a cylindrical metric on C∗ × Cn−1.
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Introduction
Let X be a compact Ka¨hler manifold of dimension n, and D a smooth hypersurface
such that KX + D is ample. A well-known result of Kobayashi [Kob84] and Tian-
Yau [TY87] asserts the existence of a unique Ka¨hler metric ω0 on X r D with cusp
singularities along D and such that Ricω0 = −ω0. Recall that ω0 is said to have
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cusp singularities (or Poincare´ singularities) along D if, whenever D is locally given by
(z1 = 0), ω0 is quasi-isometric to the cusp metric:
ωcusp =
idz1 ∧ dz¯1
|z1|2 log
2 |z1|2
+
n∑
k=1
idzk ∧ dz¯k
Moreover, as ampleness is an open condition, there exists β0 > 0 such that for all 0 < β <
β0, the class KX + (1− β)D is ample. Therefore, results of [CGP13, GP13, JMR11]
provide us with a unique Ka¨hler metric ωβ on XrD having cone singularities with cone
angle 2piβ along D and such that Ricωβ = −ωβ. Here again, recall that ωβ is said to
have cone singularities with cone angle 2piβ along D if, whenever D is locally given by
(z1 = 0), ωβ is quasi-isometric to the cone metric:
ωcone =
idz1 ∧ dz¯1
|z1|2(1−β)
+
n∑
k=1
idzk ∧ dz¯k
So we have a family of metrics (ωβ)06β<β0 on X r D that can actually be viewed as
currents on X satisfying the twisted Ka¨hler-Einstein equation:
Ricωβ = −ωβ + (1− β)[D]
A natural question to ask is whether ω0 is the limit, in some suitable sense, of the
metrics ωβ when β goes to 0. This seems to be a folkore question/result in complex
geometry, yet we were not able to find a reference giving a proof of this result.
In this note, we show that the answer to the above question is positive, and that the
convergence holds both in a weak but global sense and in a strong but local sense:
Theorem A. — Let X be a compact Ka¨hler manifold carrying a smooth divisor D such
that KX +D is ample.
Then the Ka¨hler-Einstein metrics ωβ with cone angle 2piβ along D converge to the
Ka¨hler-Einstein cusp metric ω0, both in the weak topology of currents and in the C
∞
loc(Xr
D) topology.
In particular, the metric spaces (X rD,ωβ) converge in pointed Gromov-Hausdorff
topology to (X rD,ω0).
The strategy of the proof consists of adapting the stability arguments of [BG14] to
this setting where the cohomology classes do not evolve in a monotonic manner. Once
the weak convergence is obtained, it is sufficient to establish a priori estimates for the
potentials of ωβ in order to get the smooth convergence on the compact subsets of XrD.
Our main tool will actually be the maximum principle.
Let us note that the exact same proof would actually extend to the case where D is
merely a simple normal crossing divisor, yet we chose to stick with the smooth case for
the sake of clarity.
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It turns out that Theorem 1 above does not say much about what happens near
the divisor. Typically, it is hard to see why a singularity in 1/|s|2(1−β) becomes
1/|s|2 log2 |s|2 when β → 0. To get a better insight of this, one should look at the local
case of the punctured disk in C: there, the metric ωβ,D∗ =
β2idz∧dz¯
|z|2(1−β)(1−|z|2β)2
has conic
singularities at 0 with cone angle 2piβ and it has constant negative curvature. Then,
when β goes to 0, ωβ,D∗ converges pointwise to the Poincare´ metric ωP,D∗ =
idz∧dz¯
|z|2 log2 |z|2
.
In Section 3, we extend this observation to the global case by constructing in each
Ka¨hler cohomology class a metric with conic singularities that is uniformly (in β) equiv-
alent to the (higher dimensional) local model ωβ,D∗ near the divisor D. We will also
show the the holomorphic bisectional curvature of this model is bounded and that this
bound does not depend on β as long as β is sufficiently close to 0 (more precisely, we
need β 6 1/2, cf Theorem 3.2).
Then, in Section 4, we prove optimal L∞ and Laplacian estimates that rely on a
slightly subtle application of the maximum principle as well as on the curvature bound
previously established. They show that the conic Ka¨hler-Einstein metric is uniformly
equivalent to the model metric:
Theorem B. — There exists a constant C > 0 independent of β such that on any
coordinate chart U where D is given by (z1 = 0), the conic Ka¨hler-Einstein metric ωβ
satisfies:
C−1 ωβ,mod 6 ωβ 6 C ωβ,mod
where
ωβ,mod :=
β2idz1 ∧ dz¯1
|z1|2(1−β)(1− |z1|2β)2
+
n∑
k=2
idzk ∧ dz¯k
The proof of Theorem B is independent of Theorem A; one cannot recover from
it the global weak convergence of ωβ to ω0, but we could use it to prove the smooth
convergence on the compact subsets of X rD from the weak convergence.
In [BBGZ09, Definition 5.5], the authors introduce the notion of convergence in
energy (or with respect to the strong topology), for closed positive (1, 1)-currents with
finite energy. It is well-known that the Monge-Ampe`re operator is discontinuous with
respect to the weak topology, and this topology is particularly useful to circumvent that
issue. More precisely, the strong topology is the coarsest topology that makes the energy
functional continuous. An important observation is that the notion of convergence in
energy is defined at the level of the potentials so it only extends to currents living in
the same cohomology class, which is precisely not the case of the currents ωβ. However,
Theorem B guarantees that the potentials ϕβ of ωβ are ω-psh for β small enough, where
ω ∈ c1(KX+D) is a reference Ka¨hler metric, cf §5. So we can make sense of convergence
in energy for ωβ (or equivalently ϕβ), and better we can prove that it actually happens:
4 HENRI GUENANCIA
Corollary. — The currents ωβ converge in energy toward ω0.
This result is relatively easily deduced from Theorems A and B; it is another instance
of the strong global convergence of the currents ωβ to ω0.
In the last part of this paper, we focus on the (rough) asymptotic behavior of ωβ near
D, when β tends to 0. More precisely, we fix a point p ∈ D, and we look at the small
neighborhood (included in a coordinate chart) Uβ := (0 < |z1|
2 < e−1/β) ∩ (|zi|
2 < 1).
Up to constants, Uβ corresponds to the (punctured) ball Bp(ωβ, 1) of radius 1 centered
at p for the metric ωβ (or better, its completion). The proper renormalization factor
for this metric is β−2 in this context, and it leads to the convergence (up to taking
subsequences) toward a Ricci-flat cylindrical metric, i.e. a metric on C∗ × Cn−1 which
pulls-back to a constant metric under the universal cover, cf §6.1. The precise result is
the following:
Theorem C. — Let (βn)n∈N be a sequence of positive numbers converging to 0. Then
up to extracting a subsequence, there exists a cylindrical metric ωcyl on C
∗ ×Cn−1 such
that the metric spaces (Uβn , β
−2
n ωβn) converge in pointed Gromov-Hausdorff topology to
(C∗ ×Cn−1, ωcyl) when n tends to +∞.
We obtain this result by showing a stronger statement about smooth convergence on
compact sets in C∗×Cn−1 under a suitable embedding. The limit of our method, which
is based on a priori estimates, is that it only provides relative compactness (and not a
limit). So far, we do not know whether the full family (β−2ωβ) converges when β → 0,
as different subsequences could converge to different cylindrical metrics (although two
cylindrical metrics have same Riemannian universal cover, they are in general not
holomorphically isometric, cf §6.1). We suspect that this interesting question is difficult.
Acknowledgements. I am grateful to Vincent Guedj who suggested this problem to
me. Also, I would like to thank Song Sun for very insightful discussions about this paper.
1. Weak convergence
1.1. A first observation. — First, we have to ensure that the family of (closed pos-
itive) currents (ωβ)0<β<β0 is relatively compact for the weak topology. Before proving
it, let us set up the notations.
As KX +D is ample, there exists a Ka¨hler metric ω ∈ c1(KX +D). We pick a section
s of OX(D) cutting out this hypersurface, then we fix a smooth hermitian metric |· | on
OX(D) and we let θ be its curvature form.
Remark 1.1. — As no assumption is made on D, one cannot assume that |· | can be
chosen in such a way that θ is semipositive. Indeed, let C be a genus g > 2 curve,
X := C×C and let ∆ be the diagonal ofX. By adjunction, (KX+∆·∆) = (K∆) = 2g−2
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while (KX ·∆) = (p
∗
1KC + p
∗
2KC ·∆) = 2(2g − 2) so that (∆
2) = 2 − 2g < 0 hence ∆ is
not nef (so in particular its cohomology class does not contain any smooth non-negative
form). However, an application of Nakai-Moishezon ampleness criterion for surfaces
shows that KX +∆ is ample, so that (X,∆) provides the example we were looking for.
Back to our general setting, we first observe that up to choosing a smaller β0, one
can always assume that ω − βθ is a Ka¨hler metric. Next, we introduce h a (twisted)
Ricci potential of ω, i.e. a smooth function satisfying Ricω = −ω + θ + ddch. We also
introduce, for β ∈ [0, β0), the normalized potential ϕβ of ωβ, ie
ωβ = ω − βθ + dd
cϕβ
and supϕβ = 0. This normalization makes (ϕβ) into a precompact family for free; the
counterpart is that we lose control on the normalization constant in the Monge-Ampe`re
equation satisfied by ϕβ , which reads
(1.1) (ω − βθ + ddcϕβ)
n =
eϕβ+h+Cβωn
|s|2(1−β)
for some Cβ ∈ R. Actually, it is easy to get an upper bound on Cβ:
Lemma 1.2. — There exists C > 0 independent of β such that Cβ 6 C.
Proof. — Let Vβ :=
∫
X(ω−βθ)
n = c1(KX +(1−β)D)
n. Integrating equation (1.1) and
applying Jensen’s inequality, we get
Vβ
V0
= eCβ
∫
X
eϕβ+h
|s|2(1−β)
ωn/V0
> eCβ · exp
(∫
X
(
ϕβ + h− (1− β) log |s|
2
)
ωn/V0
)
and therefore, there exists C independent of β such that Cβ 6 C +
∫
X(−ϕβ)ω
n/V0.
Now, ϕβ is Aω-psh for A big enough independent of β, and maxϕβ = 0, so by basic
compactness properties of quasi-psh function, the L1 norm of ϕβ is under control, which
enables us to conclude the proof of the lemma.
1.2. The variational argument. — We know that the family of potentials (ϕβ) is
precompact, so we can extract weak limits when β → 0, and we want to see that all
possible limits are the same, equal to ϕ0. To prove it, we will use variational arguments
inspired by [BG14]. Let us recall the setup. If ϕ ∈ PSH(X,ω − βθ) we set
Gβ(ϕ) = Eβ(ϕ) + Lβ(ϕ)
where
Eβ(ϕ) =
1
(n+ 1)Vβ
n∑
k=0
∫
X
ϕ (ω − βθ)k ∧ (ω − βθ + ddcϕ)n−k
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is the pluricomplex energy attached to the Ka¨hler metric ω − βθ (and whose derivative
is the Monge-Ampe`re operator with respect to this metric) and
Lβ(ϕ) = − log
∫
X
eϕ ·
eh+Cβωn
|s|2(1−β)
Then we know from [BG14, Theorem 3.2] that ϕβ is the unique (normalized) maximizer
of Gβ, for every β ∈ [0, β0). The following lemma expresses the (semi-) continuity
properties needed to conclude that ϕβ → ϕ0.
Lemma 1.3. — If ψβ ∈ PSH(X,ω − βθ) is a family converging to ψ ∈ PSH(X,ω) in
L1 topology, then
lim
β→0
Gβ(ψβ) 6 G0(ψ)
Moreover, any ϕ ∈ ∩06β<β0PSH(X,ω − βθ) ∩ {G0 > −∞} satisfies:
lim
β→0
Gβ(ϕ) = G0(ϕ)
Proof. — Let us begin with the first statement. By Fatou’s lemma, we get limLβ(ψβ) 6
L0(ψ). Moreover, [BG14, Lemma 3.6] gives us precisely the corresponding inequality
for the energy: lim Eβ(ψβ) 6 E0(ψ). Therefore, an application of the standard inequality
lim(f + g) 6 lim f + lim g proves our claim.
Let us get to the second part. Of course, there is no restriction in assuming that ϕ is
sup-normalized as the G functionals are translation invariant. Now, thanks to Lemma
1.2, we have the following inequality
eϕ+h+Cβ
|s|2(1−β)
6
Ceϕ+h+C0
|s|2
for some constant C. As L0(ϕ) > −∞, Lebesgue’s domination theorem shows that
Lβ(ϕ) → L0(ϕ). The energy term can be dealt with in the following way: we choose
C > 0 such that ω − βθ 6 (1 +C)ω. Then, we have, for each k ∈ [0, n]:
(ω − βθ + ddcϕ)k ∧ (ω − βθ)n−k 6 (1 + C)n−k (Cω + (ω + ddcϕ))k ∧ ωn−k
6 (1 + C)n−k
k∑
j=0
Ck−jCjk(ω + dd
cϕ)j ∧ ωn−j
and therefore, as ϕ 6 0, we obtain for all k ∈ [0, n]:
0 6 (−ϕ)(ω − βθ + ddcϕ)k ∧ (ω − βθ)n−k 6 C
n∑
j=0
(−ϕ)(ω + ddcϕ)j ∧ ωn−j
for some C > 0 independent of β. Now, as G0(ϕ) is finite, then so is E0(ϕ), and therefore
Lebesgue’s domination theorem guarantees that Eβ(ϕ) converges to E0(ϕ).
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We are now able to prove the first part of the Main Theorem, i.e. the weak convergence
of ωβ to ω0. As we observed at the beginning of this section, it is sufficient to see that
every cluster value of ϕβ equals ϕ0. So let us consider ψ such a cluster value. We need
to see that ψ maximizes G0 on PSH(X,ω). By the first part of Lemma 1.3, we find:
(1.2) G0(ψ) > lim
β→0
Gβ(ϕβ) > lim
β→0
Gβ(ϕ0)
the second inequality being derived from the maximizing property of ϕβ .
The crucial observation now (that would fail in the singular setting for instance) is
that the (normalized) maximizer ϕ0 of G0 is not only ω-psh but also (1 − δ)ω-psh for
some sufficiently small δ. Indeed, we know that ω0 is a current which is a Ka¨hler metric
outside D and has cusp singularities along D, hence it is a Ka¨hler current, i.e. there
exists δ > 0 such that ω + ddcϕ0 > δω. In particular, up to choosing a smaller β0, the
potential ϕ0 belongs to the intersection ∩06β<β0PSH(X,ω − βθ) ∩ {G0 > −∞}. So we
can apply the second part of Lemma 1.3 to ϕ0, and get
lim
β→0
Gβ(ϕ0) = G0(ϕ0)
Combined with (1.2), we find
G0(ψ) > G0(ϕ0)
therefore ψ maximizes G0, so it equals ϕ0 modulo up to an additive constant. As these
two functions are identically normalized, they are equal, and our result is proved.
Remark 1.4. — We could have used an alternative simpler (yet less general) argument
to show the convergence of (ϕβ) to some weak KE metric, based on idea of Tsuji [Tsu10]
expanded further by Song-Tian [ST12] in particular in §4.3. Indeed, an application of
the maximum principle (or comparison principle) shows that ϕβ +β log |s|
2 is increasing
when β decreases to 0, and also bounded above. Therefore (supβ↓0 ϕβ)
∗ provides a
candidate for a weak KE metric (we wouldn’t know if it were ϕ0 because of the lack of
information near D).
2. Smooth convergence on X rD
From now on, we know that ϕβ converges to ϕ0 for the L
1 topology. So all we are
left to prove is that the family (ϕβ) is precompact for the C
∞
loc(X rD) topology. Using
Ascoli theorem, this amounts to establishing C kloc(XrD) estimates for all k, but thanks
to Evans-Krylov theory and Schauder interior estimates (the so-called bootstrapping for
elliptic PDE’s) it is enough to have local L∞ and Laplacian estimates on X rD.
2.1. The L∞loc estimate. —
Lemma 2.1. — There exists C > 0 independent of β such that
ϕβ > − log log
2 |s|2 − C
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Remember that supϕβ = 0, so that the inequality above yields the expected L
∞
loc esti-
mate.
Proof. — Let us start with the Monge-Ampe`re equation (1.1) satisfied by ϕβ :
(ω − βθ + ddcϕβ)
n =
eϕβ+h+Cβωn
|s|2(1−β)
We will rewrite the equation in terms of the cusp/Poincare´ metric ωP := ω− log log
2 |s|2.
Setting ψβ := ϕβ + log log
2 |s|2 and Fβ = h + Cβ + β log |s|
2 + log
(
ωn
|s|2 log2 |s|2ωn
P
)
, the
equation above becomes:
(2.1) (ωP − βθ + dd
cψβ)
n = eψβ+FβωnP
Now, the function ψβ is smooth on XrD, bounded from below and goes to +∞ near
D. Therefore it achieves its minimum on X r D. At this point, the Hessian of ψβ is
non-negative. Therefore, we have
inf
XrD
ψβ > − sup
XrD
Fβ + inf
XrD
log
(
(ωP − βθ)
n
ωnP
)
By Lemma 1.2, supFβ is controlled independently of β, as is the infimum of the second
term as long as β is small enough. Therefore ψβ > −C on X rD for some uniform C,
from which we deduce the expected inequality.
2.2. The Laplacian estimate. —
Proposition 2.2. — There exist constants A,C > 0 independent of β such that
ωβ 6
C(− log |s|2)A
|s|2
ω
Proof. — In order to prove this estimate, we will use Siu-Yau’s inequality, cf [CGP13,
Lemma 2.2] for example:
Lemma 2.3. — Let ω, ω′ be two Ka¨hler forms on a complex manifold X, and let f be
defined by ω′n = efωn. We assume that the holomorphic bisectional curvature of ω is
bounded below by some constant B > 0. Then we have:
∆′ log trω(ω
′) >
∆f
trω(ω′)
−B trω′(ω)
where ∆ (resp. ∆′) is the Laplace operator attached to ω (resp. ω′).
We are going to apply this lemma to ω := ωP , and ω
′ := ωβ = ωP − βθ + dd
cψβ.
As ωP has bounded geometry, its holomorphic bisectional curvature is bounded by some
constant B > 0 on X rD, hence we get from equation (2.1) the following inequality:
∆ωβ log trωP (ωβ) >
∆ωP (ψβ + Fβ)
trωP (ωβ)
−B trωβ (ωP )
FROM CONES TO CUSPS 9
The laplacian of Fβ is bounded on X rD, and this bound is uniform in β. Indeed,
ddcFβ = dd
ch − βθ + ddc log
(
ωn
|s|2 log2 |s|2ωn
P
)
. As ωP > C
−1ω for some C > 0, the first
two terms are easily dominated (in absolute value) by a multiple of ωP . Now, the term
with the logarithm is smooth in the quasi-coordinates (cf e.g. [Kob84]), so in particular
its hessian is dominated by a multiple of ωP . As a consequence, |∆ωPFβ| 6 C.
Moreover, ωP − βθ + dd
cψβ > 0, so ∆ωPψβ > βtrωP θ − n > −C for some uniform
C. Combining this two estimates with the basic inequality trωP (ωβ)· trωβ (ωP ) > n, we
obtain:
∆ωβ log trωP (ωβ) > −C trωβ (ωP )
for some uniform C. Furthermore, ∆ωβψβ = n+ βtrωβθ − trωβωP , which leads to:
(2.2) ∆ωβ (log trωP (ωβ)− (C + 1)ψβ) > trωβ (ωP )− (C + 1)βtrωβθ − n(C + 1)
At that point, we need to control the term trωβθ; this would be easy if we could show
that ωβ dominates some fixed Ka¨hler form (independent of β), but it turns out that this
fact does not seem obvious to prove (essentially because there is no uniform bound on
||ϕβ ||∞). Instead, we can take advantage of the robustness of the method and dominate
θ by some multiple of ωP so that (up to choosing a smaller β0), we have (C+1)βtrωβθ 6
1
2trωβωP whenever β < β0. Plugging this inequality into (2.2), we get a new constant C
′
satisfying:
(2.3) ∆ωβ (log trωP (ωβ)− (C + 1)ψβ) >
1
2
trωβ(ωP )−C
′
We are now in position to apply the maximum principle. Indeed, as ωβ has cone
singularities, then trωP (ωβ) is (qualitatively) bounded from above, whereas −ψβ =
−ϕβ − log log
2 |s|2 goes to −∞ near D (remember that the potential ϕβ of the cone
metric is bounded). Therefore the smooth function H := log trωP (ωβ) − (C + 1)ψβ
attains its maximum on X r D, at a point say x0 (depending on β). At that point,
inequality (2.3) combined with the maximum principle yield trωβ (ωP )(x0) 6 2C
′. As a
result, we have:
log trωP (ωβ) = H + (C + 1)ψβ
6 log trωP (ωβ)(x0) + (C + 1)(ψβ − ψβ(x0))
To control the term involving the logarithm, we use the following inequality
trωP (ωβ) 6 (trωβ(ωP ))
n−1eψβ+Fβ
which gives, when applied at x0:
log trωP (ωβ)(x0) 6 2(n − 1) log(2C
′) + ψβ(x0) + supFβ
where we know that supFβ can be controlled uniformly in β (cf Lemma 1.2). Combining
the two previous inequalities, we obtain
log trωP (ωβ) 6 2(n − 1) log(2C
′)− Cψβ(x0) + supFβ + (C + 1)ψβ
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Remembering that ψβ is uniformly bounded from below thanks to Lemma 2.1, we end
up with positive constants A,C such that
trωP (ωβ) 6 C(− log |s|
2)A
from which Proposition 2.2 follows.
3. The curvature bound
In this section, we introduce a particular conic metric which will turn out to behave
exactly like the Ka¨hler-Einstein metric (i.e. in a uniform way with respect to the cone
angle going to zero). The key property that we will use to establish this fact is the
uniform boundedness of its curvature, cf Theorem 3.2.
3.1. The reference metric. — Let X be a compact Ka¨hler manifold, ω a background
Ka¨hler form, D a smooth divisor cut out by an holomorphic section s of the associated
line bundle, and let finally h = |· | be a smooth hermitian metric on OX(D) normalized
such that |s|2 < e−1. For any β ∈ (0, 1), we introduce the following reference metric:
ωβ := ω − dd
c log
[
1− |s|2β
β
]2
So far, ωβ is just a closed (1, 1) current, but direct computations show the following:
Lemma 3.1. — Up to rescaling h, ωβ is a Ka¨hler form on X r D having conic sin-
gularities along D with cone angle 2piβ and such that ωβ >
1
2ω. More precisely, we
have
ωβ = ω +
β2
|s|2(1−β)(1− |s|2β)2
〈D′s,D′s〉 −
β|s|2β
1− |s|2β
Θ
where D′ is the (1, 0) part of the Chern connection of (OX(D), h) and Θ is its Chern
curvature.
Proof. — The formula is derived from the identity ddcχ◦ϕ = χ′(ϕ)ddcϕ+χ′′(ϕ)dϕ∧dcϕ
applied to ϕ = |s|2 and χ(t) = − log(1 − tβ). To see ωβ defines a (uniform) Ka¨hler
form outside D we have to check that β|s|2β/(1 − |s|2β) can be made arbitrarily small
(uniformly with β) by rescaling h, which does not affect the curvature form Θ. And
this is a consequence of the fact that the function fβ : t 7→
βtβ
1−tβ
is increasing on (0, 1),
and that fβ(t) → (− log t)
−1 when β → 0. As (− log t)−1 converges to 0 when t→ 0, it
guarantees that for any δ > 0, one can choose tδ ∈ (0, 1) such that fβ(t) 6 δ on (0, tδ)
for all β ∈ (0, 1). Then, we take δ = (2 supX trωΘ)
−1 and we scale h such that |s|2 6 δ;
by the discussion above, we will have −β|s|2β(1−|s|2β)−1Θ > −12ω, hence ωβ >
1
2ω.
A simple but fundamental remark lies in the fact the function (1− |s|2β)/β converges
in L1 topology to − log |s|2 on X when β → 0. In particular, ωβ converges weakly to
the Poincare´ type metric ω0 on X r D given by ω0 := ω − dd
c log log2 |s|2. Moreover,
it can be checked easily (using Arzela`-Ascoli theorem combined with (i) in Lemma 3.3
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below) that this convergence actually happens in C∞loc(X rD).
The main result of this section is the following:
Theorem 3.2. — There exists a constant C > 0 depending only on X such that for all
β ∈ (0, 12 ], the holomorphic bisectional curvature of ωβ is bounded by C.
The rest of this section is devoted to the proof of this statement. We should point out
that the proof gets simplified a lot when one assumes that β = 1 − 1/m for an integer
m (that will eventually go to +∞), as in that case one can pull back the metric to an
orbifold cover where it has uniformly bounded geometry (with respect to m). However,
in the general conic case, one cannot use such an argument anymore.
Let us begin by setting up some notations, and operate a few simplifications for the
computations to follow. We fix a point p ∈ X rD, and it is a very standard fact that
we can find some local holomorphic coordinates around p say (z1, . . . , zn) such that the
metric h = e−ϕ on L satisfies ϕ(p) = 0 and dϕ(p) = 0. We can also ass ume that these
coordinates trivialize L, and that s = z1 there. We denote by (gij¯) the Riemannian
metric induced by ωβ in these coordinates, and we are interested in its curvature tensor
Rij¯kl¯ = −
∂2gij¯
∂zk∂z¯l
+
∑
α,β
gαβ¯
∂giα¯
∂zk
∂gβj¯
∂z¯l
So we consider two tangent vectors u =
∑
ui
∂
∂zi
and v =
∑
vk
∂
∂zk
whose norm computed
with respect to ωβ is equal to 1: |u|
2
ωβ
= |v|2ωβ = 1. Our ultimate goal is to prove a bound∣∣Rij¯kl¯uiu¯jvkv¯l∣∣ 6 C
3.2. A precise expression of the metric. — We will now express our metric (gij¯)
in the coordinates introduced above. We know that
〈D′s,D′s〉 = e−ϕ
[
(dz1 + z1
∂ϕ
∂zk
dzk) ∧ (dz¯1 + z¯1
∂ϕ
∂z¯l
dz¯l)
]
Therefore, there exist smooth functions a, bk, ckl¯ (2 6 k, l 6 n) vanishing at p up to order
2 (i.e. they vanish at p, and so do their differential) such that
〈D′s,D′s〉 = (1+a)dz1 ∧dz¯1+
∑
k>1
(z1bk dzk ∧dz¯1+z1bk dz1∧dz¯k)+ |z1|
2
∑
k,l>1
ckl¯dzk ∧dz¯l
Before going any further, let us introduce some convenient notations. First, in all the
following, we set t := |s|2, and we define the following two functions:
A(t) := β2tβ−1(1− tβ)−2 and B(t) := βtβ(1− tβ)−1
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With these expressions at hand, we can get an concise expression of the coefficients of
our metric (here, k, l vary between 2 and n)
g11¯ = (1 + a)A(t)−B(t)Θ11¯ + g˜11¯
gk1¯ = z1bkA(t)−B(t)Θk1¯ + g˜k1¯(3.1)
gkl¯ = |z1|
2ckl¯A(t)−B(t)Θkl¯ + g˜kl¯
where g˜ is the Riemannian metric associated to the background Ka¨hler form ω, and Θij¯
are the components of the form Θ in the considered coordinates. Given the expression
of g above, one can deduce the following estimates for the inverse metric of g, valid at p:
g11¯ = A(t)−1(1 +O(A(t)−1))
gk1¯ = O(A(t)−1)(3.2)
gkl¯ = O(1)
Indeed, (gij¯(p)) = A(t)E11¯ +O(1) and A(t) tends to +∞ when t→ 0 (in a non uniform
way with respect to β though). If d(t) is the determinant of (gij¯)i,j>2 (it also depends
on p of course), then we have det g = A(t)d(t) + O(1), hence by Cramer’s formula,
g11¯ = d(t)(A(t)d(t)+O(1))−1 . As d(t) is uniformly bounded away from 0, we obtain the
expected result. The second estimate is a consequence of the fact that the (k, 1)-minor
of (gij¯) is a O(1), combined with the estimate on the determinant above. The last
estimate is obtained in the same way.
In order to estimate the curvature tensor of g, we will certainly need to study the
functions A,B and their derivatives. So we have collected a few computations about
these functions:
Lemma 3.3. — We have the following:
(i) Given any t 6 1/4, we have:
β
1− tβ
6 1
(ii) For any t ∈ (0,+∞), we have:
1− tβ
β
6 − log t
(iii) When t→ 0, we have:
A(t) = O(tβ−1), A′(t) = O(tβ−2), A′′(t) = O(tβ−3)
and
B(t) = O(1), B′(t) = O(tβ−1), B′′(t) = O(tβ−2)
(iv) For k = 1 . . . n, we have:
gk1¯ = O(t1−β(− log t)2)
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All the O above are uniform in β.
Proof. — For (i), the function t 7→ 1−tβ−β is decreasing, and vanishes at tβ = (1−β)
1/β .
Moreover, β 7→ tβ is a decreasing function too, and its value at β = 1/2 is 1/4, hence
the result. As for (ii), we consider the function f : t 7→ −β log t + tβ − 1. It is smooth
outside 0 where it is +∞. Moreover, its derivative is β/t(tβ − 1) so that the minimum
of our function is attained at t = 1, where the function vanishes.
For (iii), the fact that B(t) = O(1) follows from (i). The other estimates for the
derivatives of B are a consequence of those for A as B′(t) = A(t). The estimate for A(t)
follows from (i). Moreover,
A′(t) = β2tβ−2(1− tβ)−3
[
(β − 1) + (β + 1)tβ
]
=
(
β3(1− tβ)−3(1 + tβ)− β2(1− tβ)−2
)
tβ−2
and the expected result is a consequence of (i). Finally,
A′′(t) = β2tβ−3(1− tβ)−4
[
(β − 1)(β − 2) + 4(β2 − 1)tβ + (β2 + 3β + 2)t2β
]
= β2tβ−3(1− tβ)−4
[
β2(1 + 4t+ t2β) + (1− tβ)2 + 3β(1− tβ)(1 + tβ)
]
=
(
β4(1− tβ)−4(1 + 4t+ t2β) + β2(1− tβ)−2 + 3β3(1− tβ)−3(1 + tβ)
)
tβ−3
and we conclude by (i) once again.
Finally, (iv) is a formal consequence of (3.2) and (ii).
3.3. Curvature estimates. — In the following, the indexes i, j, k, l will implicitly
be assumed to be different from 1. Also, as d(χ ◦ ϕ) = χ′(ϕ)dϕ and ddc(χ ◦ ϕ) =
χ′′(ϕ)dϕ ∧ dcϕ+ χ′(ϕ)ddcϕ, we have at p:
d(A(t))(p) = A′(t)z¯1dz1(3.3)
ddcA(t)(p) = (tA′′(t) +A′(t))dz1 ∧ dz¯1 − tA
′(t)Θ
and similarly for B.
Let us now start by estimating the first derivatives of g. By (3.1) and (3.3), we have:
dg11¯(p) = (A
′(t)z¯1 −B
′(t)z¯1Θ11¯) dz1 +O(1)
Therefore,
(3.4)
∂g11¯
∂z1
(p) = O(tβ−3/2) and
∂g11¯
∂zj
(p) = O(1)
Similarly, it follows from (3.1) that
(3.5)
∂g1j¯
∂z1
(p) = O(tβ−1/2) and
∂g1j¯
∂zk
(p) = O(1)
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and
(3.6)
∂gjk¯
∂z1
(p) = O(tβ−1/2) and
∂gjk¯
∂zl
(p) = O(1)
As for the second derivatives, we have
ddcg11¯(p) =
[
(tA′′(t) +A′(t)) + (tB′′(t) +B′(t))Θ11¯
]
dz1 ∧ dz¯1
−tA′(t)Θ−B′(t)(z¯1dz1 ∧O(1) +O(1) ∧ z1dz¯1) +O(1)
so that
(3.7)
∂2g11¯
∂z1∂z¯1
(p) = (tA′′(t) +A′(t)) +O(tβ−1)
as well as
(3.8)
∂2g11¯
∂zj∂z¯1
(p) = O(tβ−1) and
∂2g11¯
∂zj∂z¯k
(p) = O(tβ−1)
Similarly, we get
(3.9)
∂2g1j¯
∂z1∂z¯1
(p) = O(tβ−1) ,
∂2g1j¯
∂z1∂z¯k
(p) = O(tβ−1/2) and
∂2g1j¯
∂zk∂z¯l
(p) = O(tβ−1/2)
and finally
(3.10)
∂2gij¯
∂z1∂z¯1
(p) = O(tβ−1) ,
∂2gij¯
∂z1∂z¯k
(p) = O(tβ−1/2) and
∂2gij¯
∂zk∂z¯l
(p) = O(1)
We are now ready to estimate the bisectional curvature of g. So we take two tangent
vectors u =
∑
ui
∂
∂zi
and v =
∑
vk
∂
∂zk
satisfying |u|2ωβ = |v|
2
ωβ
= 1. In particular, there
exists a uniform constant C > 0 such that
(3.11) |u1|
2
6 CA(t)−1 and |uj |
2
6 C
and likewise for v. We ultimately want to bound the sum
∑
i,j,k,lRij¯kl¯uiu¯jvkv¯l; we are
going to proceed term by term splitting the cases according to the number of times
where 1 appears in (i, j, k, l).
• Case 1: {i, j, k, l} = {1}.
This is the most singular term. We split R11¯11¯ into to terms:
R11¯11¯ =
(
−
∂2g1j¯
∂z1∂z¯1
+ g11¯
∣∣∣∣∂g11¯∂z1
∣∣∣∣
2
)
+
∑
(α,β)6=(1,1)
gαβ¯
∂g1α¯
∂z1
∂gβ1¯
∂z¯1
Let us deal first with the second term. By (3.2) and (3.4)-(3.5), this term is either a
O(A(t)−1t2β−2) if 1 ∈ {α, β} or a O(t2β−1) else. Whenever we multiply it by |u1|
2|v1|
2,
it becomes either a O((A(t)−3t2β−2) or a O(A(t)−2t2β−1) thanks to (3.11). As A(t)−1 =
O(t1−β(− log t)2), our term is dominated by t1−β(− log t)6 or t(− log t)4, so in particular
it is uniformly bounded.
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The first summand is subtler to deal with, as the estimate (3.4) is not precise enough to
conclude. So we write:
∂g11¯
∂z1
(p) = A′(t)z¯1 +O(t
β−1/2)
so that
g11¯
∣∣∣∣∂g11¯∂z1
∣∣∣∣
2
= A(t)−1
(
(1 +O(A(t)−1)
) (
tA′(t)2 +O(t2β−2)
)
= tA(t)−1A(t)2 +O(A(t)−1t2β−2) +O(A(t)−2tA′(t)2)
= tA(t)−1A(t)2 +O(tβ−1(− log t)2) +O(t−1(− log t)4)
= tA(t)−1A(t)2 +O(t−1(− log t)4)
Remembering from (3.7) that:
∂2g11¯
∂z1∂z¯1
(p) = tA′′(t) +A′(t) +O(tβ−1)
we end up with
−
∂2g1j¯
∂z1∂z¯1
+ g11¯
∣∣∣∣∂g11¯∂z1
∣∣∣∣
2
= −(tA′′(t) +A′(t)) + tA(t)−1A′(t)2 +O(t−1(− log t)4)
The dominant term looks like it will give rise to unbounded curvature, but actually
some cancellations come up (as they should, in view of the fact that the Poincare´ metric
on the punctured disk has constant curvature). More precisely, an easy though tedious
computation based on the expressions of A,A′, A′′ given in the proof of Lemma 3.3 shows
that
−(tA′′(t) +A′(t)) + tA(t)−1A′(t)2 = −2A(t)2
Therefore,
|u1|
2|v1|
2
(
−
∂2g1j¯
∂z1∂z¯1
+ g11¯
∣∣∣∣∂g11¯∂z1
∣∣∣∣
2
)
= O(1) +O(t1−2β(− log t)4)
hence |R11¯11¯||u1|
2|v1|
2 6 C for some uniform C as long as β varies in (0, β0] with β0 <
1/2.
However, if β varies in [β0, 1/2], we use the majoration A(t)
−1 6 C0t
1−β0 where C0 only
depends on β0, which is finer than A(t)
−1 = O(t1−β(− log t)2), and all the expected
bounds follow easily. This observation can be applied in the following cases two, so we
will not repeat it each time as we will implicitly assume that β varies in (0, β0] for some
fixed β0 < 1/2.
• Case 2: three indexes are equal to 1.
By the symmetries of the curvature tensor, it is enough to consider R11¯1k¯.
First we have from (3.8):
∂2g11¯
∂z1∂z¯k
(p) = O(tβ−1)
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Now remember from (3.4)-(3.5) that
∂g11¯
∂z1
(p) = O(tβ−3/2) and
∂g11¯
∂zk
(p) = O(1)
and
∂g1α¯
∂z1
(p) = O(tβ−1/2) and
∂gβ1¯
∂z¯k
(p) = O(1)
so that
gαβ¯
∂g1α¯
∂z1
∂gβ1¯
∂z¯k
=


O(tβ−1/2) if α, β 6= 1
O(A(t)−1tβ−3/2) if α = 1, β 6= 1
O(1) if α 6= 1, β = 1
O(A(t)−1tβ−3/2) if α = β = 1
So in any case, this quantity is a O(A(t)−1tβ−3/2). Therefore
R11¯1k¯ |u1|
2v1v¯k = O(A(t)
−3/2tβ−1) +O(A(t)−5/2tβ−3/2)
= O(t1/2−β/2(− log t)3) +O(t1−3β/2(− log t)5)
= O(1)
• Case 3: two indexes are equal to 1.
Again, using the symmetries, one can reduce to estimating the following two quantities:
R11¯kl¯ and R1k¯1l¯.
Let us start with the first one. We know from (3.4), (3.5) that
∂g11¯
∂zk
(p) = O(1) and
∂g1α¯
∂zk
(p) = O(1)
For the second derivatives, the estimate ∂
2g11¯
∂zk∂z¯l
(p) = O(tβ−1) from (3.8) is not sufficient
as A(t)tβ−1 is not uniformly bounded above. So we have to be more precise, and extract
from (3.1) the refined information:
∂2g11¯
∂zk∂z¯l
(p) =
∂2a
∂zk∂z¯l
(p)·A(t) +O(1) = O(A(t))
hence
R11¯kl¯ |u1|
2vkv¯l = O(1)
thanks to (3.11).
The second case is slightly more involved. By (3.9), we get
∂2g1k¯
∂z1∂z¯l
(p) = O(tβ−1/2)
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and also
gαβ¯
∂g1α¯
∂z1
∂gβk¯
∂z¯l
=


O(tβ−1/2) if α, β 6= 1
O(A(t)−1tβ−3/2) if α = 1, β 6= 1
O(A(t)−1tβ−1/2) if α 6= 1, β = 1
O(A(t)−1tβ−3/2) if α = β = 1
which is in any case dominated by O(A(t)−1tβ−3/2). As a result,
R1k¯1l¯ u1u¯kv1v¯l = O(A(t)
−1tβ−1/2) +O(A(t)−2tβ−3/2)
= O(t1/2(− log t)2) +O(t1/2−β(− log t)4)
= O(1)
as β ∈ (0, β0] with β0 < 1/2.
• Case 4: one index is equal to 1.
We only have to consider R1j¯kl¯. To start with, (3.9) provides us with:
∂2g1j¯
∂zk∂z¯l
(p) =
O(tβ−1/2) which is not precise enough as A(t)−1/2tβ−1/2 is not uniformly bounded. So
we go back to the precise expression (3.1) to get:
∂2g1j¯
∂zk∂z¯l
(p) = z¯1A(t)
∂2b¯j
∂zk∂z¯l
(p) +O(1)
= O(t1/2A(t))
Moreover, we have:
(3.12) gαβ¯
∂g1α¯
∂zk
∂gβj¯
∂z¯l
= O(1)
independently of whether α or β is equal to 1, thanks to (3.4)-(3.6). Therefore,
R1j¯kl¯ u1u¯jvkv¯l = O(t
1/2A(t)1/2) +O(1)
= O(tβ/2) +O(1)
= O(1)
• Case 5: no index is equal to 1.
In that case, it follows from (3.10) that
∂2gij¯
∂zk∂z¯l
(p) = O(1)
which we combine with the second estimates of (3.5)-(3.6) to obtain
Rij¯kl¯ uiu¯jvkv¯l = O(1)
This concludes the proof of Theorem 3.2.
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4. Proof of Theorem B
Let us start by recalling the setting of the first sections, with slightly different
notations. X is still a compact Ka¨hler manifold and D is a smooth divisor such that
KX + D is ample. Therefore, for β > 0 small enough, there exists a unique metric
ωϕβ ∈ c1(KX + (1 − β)D) such that Ricωϕβ = −ωϕβ + (1 − β)[D]. We fix a reference
Ka¨hler form ω ∈ c1(KX+D), and denote by θ a smooth representative of c1(D), that we
choose to be the curvature of our fixed smooth hermitian metric on OX(D). We want
to compare ωϕβ to the reference conic metric ωβ = ω − dd
c log
[
1−|s|2β
β
]2
constructed in
§3. We proceed in two steps; first we compare the potentials (zero order estimate) and
then the metrics themselves (Laplacian estimate).
The first thing to do is consider the suitably normalized potential of ωϕβ . For coho-
mological reasons, there exists ϕ˜β such that ωϕβ = ω − βθ + dd
cϕ˜β . Now, given the
Ka¨hler-Einstein equation satisfied by ωϕβ , there exists a volume form dV (independent
of β) and a constant Cβ such that ω
n
ϕβ
= e
ϕ˜β+Cβ dV
|s|2(1−β)
. We then normalize ϕ˜β so that
Cβ = 0. As a result, ωϕβ is solution of the following equation
(ω − βθ + ddcϕ˜β)
n =
eϕ˜βdV
|s|2(1−β)
If we introduce the potential ψβ := − log
[
1−|s|2β
β
]2
of ωβ, then we can reformulate the
equation above in terms of the potential ϕβ := ϕ˜β − ψβ:
(4.1) (ωβ − βθ + dd
cϕβ)
n = eϕβ+Fβωnβ
where
Fβ = ψβ + log
(
dV
|s|2(1−β)ωnβ
)
From Lemma 3.1, we see that |s|2(1−β)ωnβ =
β2
(1−|s|2β)2
eO(1)dV , which implies that Fβ =
O(1). This observation enables us to prove the following:
Proposition 4.1. — There exists C > 0 such that for all β > 0 small enough, we have
supXrD |ϕβ | 6 C.
Proof. — We know that ϕβ is qualitatively bounded, and in order to make it quantita-
tive, we would like to use the maximum principle. Unfortunately, XrD is not compact,
and ωβ is not complete either, so we a little more work is needed. We introduce for
each ε > 0 the function χβ,ε := ϕβ + ε log |s|
2. By construction, it is bounded above at
attains its maximum on X rD, at a point say xε. Using that dd
cϕβ = dd
cχβ,ε + εθ, we
obtain that ddcϕβ(xε) 6 εθ(xε). As a consequence, (ωβ−βθ+dd
cϕβ)
n(xε) 6 (ωβ− (β+
ε)θ)n(xε) 6 2
nωnβ(xε) for ε, β small enough. Therefore, (e
ϕβ+Fβωnβ)(xε) 6 2
nωnβ(xε), or
also ϕβ(xε) 6 −Fβ(xε) + n log 2, and thus ϕβ(xε) 6 − inf Fβ + n log 2. Take now an
FROM CONES TO CUSPS 19
arbitrary x ∈ X r D; using the definition of xε and the fact that |s|
2 < 1, we end up
with:
ϕβ(x) = χβ,ε(x)− ε(log |s|
2)(x)
6 ϕβ(xε) + ε(log |s|
2)(xε)− ε(log |s|
2)(x)
6 − inf Fβ + n log 2− ε(log |s|
2)(x)
Making ε go to zero (x is fixed), we finally obtain supϕβ 6 C for some uniform constant
C.
For the minimum, we can reproduce the same argument with χ˜β,ε := ϕβ − ε log |s|
2, and
obtain that inf ϕβ > − supFβ + n log 2 > −C which proves the proposition.
With this estimate at hand, one can take advantage of the boundedness of the curva-
ture of ωβ to get the Laplacian estimate, which is the content of Theorem B:
Proposition 4.2. — There exists C > 0 such that for all β small enough, we have
C−1ωβ 6 ωϕβ 6 Cωβ
One may probably emphasize again that we already know the existence of such a constant
for each β, and the new feature is that one can choose C to be independent of β.
Proof. — The key inequality that we are going to rely on is Chern-Lu’s formula applied
to the identity function id : (XrD,ωϕβ)→ (XrD,ωβ). By definition, Ricωϕβ = −ωϕβ ,
and we know from Proposition 3.2 that there exists a universal constant B > 0 such that
Bisecωβ 6 B, so Chern-Lu formula yields:
∆ωϕβ (log trωϕβωβ) > −1− 2Btrωϕβωβ
Now, ωϕβ = ωβ − βθ + dd
cϕβ and there exists M > 0 such that θ 6 Mωβ. Take
β 6 1/2M ; then −ddcϕβ >
1
2ωβ − ωϕβ , and therefore −∆ωϕβϕβ >
1
2trωϕβωβ − n. As a
result, if we set A := 4(B + 1), we get:
∆ωϕβ (log trωϕβωβ −Aϕβ) > 2trωϕβωβ − C
where C = 1+4n(B+1). We setH := log trωϕβωβ−Aϕβ; we want to apply the maximum
principle to this function, but as for the zero order estimate, we need to be cautious.
So for each ε > 0, we introduce Hε := H + ε log |s|
2; by the previous inequality, this
function satisfies ∆ωϕβHε > 2trωϕβωβ −C − ε trωϕβ θ, and if one assumes that ε < 1/M ,
then ε trωϕβ θ 6 trωϕβωβ hence
∆ωϕβHε > trωϕβωβ − C
As Hε tends to −∞ near D and since H is (qualitatively) bounded on X rD, we can
pick a point xε such that Hε attains its maximum at xε. From the maximum principle,
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we get that trωϕβωβ(xε) 6 C. Therefore, if x ∈ X rD, one has:
log trωϕβωβ(x) = H(x)−Aϕβ(x)
= Hε(x) +Aϕβ(x)− ε(log |s|
2)(x)
6 Hε(xε) +Aϕβ(x)− ε(log |s|
2)(x)
6 log trωϕβωβ(xε)−Aϕβ(xε) +Aϕβ(x) + ε(log |s|
2)(xε)− ε(log |s|
2)(x)
6 C − ε(log |s|2)(x)
as sup |ϕβ | is under control by Proposition 4.1 and log |s|
2 6 0. Making ε go to zero, we
obtain the desired result.
5. Convergence in energy
We refer to [BBGZ09, BBE+11] for any further details/applications regarding the
notions involved in this section.
Let X be a compact Ka¨hler manifold, ω a Ka¨hler metric, V =
∫
X ω
n its volume.
Given a bounded ω-psh function ψ, the energy of ψ is is defined using Bedford-Taylor
product:
E(ψ) =
1
(n+ 1)V
n∑
k=0
∫
X
ψ (ω + ddcψ)k ∧ ωn−k
When ϕ is an arbitrary ω-psh function, one defines
E(ϕ) := inf{E(ψ) |ψ ∈ PSH(X,ω) ∩ L∞(X), ψ > ϕ}
and the space of finite energy function is E1(X,ω) := {ϕ ∈ PSH(X,ω), E(ϕ) > −∞}.
As the Monge-Ampe`re operator is not continuous with respect to the usual L1 topology,
it is convenient to introduce the following stronger topology, cf [BBE+11, Definition
2.1]:
Definition 5.1. — The strong topology on E1(X,ω) is defined as the coarsest refine-
ment of the weak topology such that E becomes continuous.
With this terminology, we will say that a sequence or family (ϕj) of functions in
E1(X,ω) converges in energy to ϕ ∈ E1(X,ω) if the convergence happens in the strong
topology.
Let us go back to the main setting of this paper where D is a smooth divisor such
that KX+D is ample. Then one can choose ω a Ka¨hler form in c1(KX+D), θ a smooth
representative of c1(D), and we denote by ωβ (β ∈ (0, β0)say) the negatively curved
conic Ka¨hler-Einstein metric; it converges to the cuspidal Ka¨hler-Einstein metric ω0.
The metric ωβ lives in the same cohomology class as ω − βθ, and it converges weakly
to ω0, so one can find a family of normalized potentials ϕβ for ωβ (β ∈ [0, β0) still)
such that ϕβ converges to ϕ0 in the L
1 topology. We would like to improve the weak
convergence of these potentials into a strong convergence.
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One of the main issues is that ωβ and ω0 do not live in the same cohomology class,
so it is a priori not clear whether ϕβ is ω-psh. Actually, we do not know how to prove it
without using Theorem B, from which it is though an obvious consequence. Indeed, we
know that there exists a uniform constant C > 0 such that ωβ dominates C times the
model conic metric, which itself dominates 12ω. Therefore, ω+dd
cϕβ = ωβ+βθ >
1
2ω+βθ
which is Ka¨hler for β small enough.
Therefore ϕβ ∈ PSH(X,ω); as ϕβ happens to be bounded it follows immediately that
ϕβ ∈ E
1(X,ω). So it would make sense to study whether the weak converges is strong.
This is the content of the following theorem:
Theorem 5.2. — The potentials ϕβ converge in energy toward ϕ0.
Proof. — We first claim that there exists a uniform constant C > 0 such that
(5.1) |ϕβ − ϕ0| 6 C − ϕ0
Indeed, we proved that ϕβ = ψβ + O(1), where ψβ = −2 log(1 − |s|
2β)/β satisfies
0 > ψβ > −2 log(− log |s|
2) by Lemma 3.3. To be completely rigorous, one should add
that the ϕβ here is a normalized version of the potential used in the previous section.
But as these potentials are converging to an ω-psh function, their suprema admit a
uniform bound, so we can ignore this detail.
Now, remember that we want to show that E(ϕβ) → E(ϕ0); we will deal with each
of the summands of the terms in the energy functional separately. For each integer
k ∈ [0, n], we have
(ω + ddcϕβ)
k = (ωβ + βθ)
k
= ωkβ +
k∑
j=1
βjθj ∧ ωk−jβ
As θ is smooth, there exists C > 0 such that −Cωj 6 θj 6 Cωj, hence 0 6 θj + Cωj 6
2Cωj , and multiplying by ωk−jβ we get θ
j ∧ ωk−jβ 6 2Cω
j ∧ ωk−jβ . Moreover, from
Theorem B, ωβ dominates uniformly a small multiple of ω, so up to increasing C, we get
(ω + ddcϕβ)
k 6 Cωkβ. Thanks to Theorem B again, we know that ωβ 6 Cω0, so that in
the end (ω + ddcϕβ)
k 6 Cωk0 . Combining this with (5.1), we obtain a constant C > 0
such that for all k ∈ [0, n], we have the domination:
|ϕβ − ϕ0| (ω + dd
cϕβ)
k ∧ ωn−k 6 C(1− ϕ0)ω
n
0
As ϕ0 ∈ L
1(ω0) and ϕβ → ϕ0 smoothly on X r D, Lebesgue dominated convergence
theorem shows that∫
X
ϕβ (ω + dd
cϕβ)
k ∧ ωn−k −→
β→0
∫
X
ϕ0 ω
k
0 ∧ ω
n−k
which shows that E(ϕβ)→ E(ϕ0) when β goes to 0.
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6. Convergence of the rescaled metrics
In this whole paragraph, we will slightly change notation and denote by ωβ the Ka¨hler-
Einstein cone metric previously denoted ωϕ.
6.1. Cylindrical metrics. — In the next section, we will see that a suitable rescaling
of ωβ gives rise at the limit to a very particular type of metrics on C
∗ × Cn−1 that we
are going to call cylindrical.
Definition 6.1. — Let pi : Cn → C∗ × Cn−1 be the universal cover of C∗ × Cn−1
given by pi(z1, . . . , zn) = (e
z1 , z2, . . . , zn). A Ka¨hler metric ω on C
∗ × Cn−1 is called
cylindrical if pi∗ω is isometric to ωeucl by a complex linear transformation, i.e. there
exists g ∈ GL(n,C) such that pi∗ω = g∗ωeucl.
These metrics are quasi-isometric to the standard cylindrical metric idz1∧dz¯1
|z1|2
+∑
k>2 idzk ∧ dz¯k hence complete. Also, because pi is a local biholomorphism, any two
such metrics are locally (holomorphically) isometric, but it is not obvious whether they
are globally holomorphically isometric or not. We are going to investigate this question
in this section. For the time being, let us try to give an explicit description of cylindrical
metrics. Basically, they are just push-forward by pi of a Ka¨hler metric on Cn with
constant coefficients. Of course the push-forward will in general produce a current, but
here pi−1(z1, . . . , zn) = (log z1, z2, . . . , zn) defined locally induces a globally defined form
pi∗dz1 = (pi
−1)∗dz1 =
dz1
z1
. Therefore, if ω :=
∑
j,k ajk¯ idzj ∧dz¯k is a metric with constant
coefficients, then the push-forward pi∗ω is given by
pi∗ω = a11¯
idz1 ∧ dz¯1
|z1|2
+
n∑
j=2
(
a1j¯ i
dz1
z1
∧ dz¯j + aj1¯ idzj ∧
dz¯1
z¯1
)
+
∑
j,k>2
ajk¯ idzj ∧ dz¯k
This is the general form of a cylindrical metric, as long as (ajk¯)j,k is an hermitian
definite positive matrix.
Let us now identify when two cylindrical metric are holomorphically isometric. We
consider two such metrics ω, ω′ i.e. ω = g∗ωeucl and ω
′ = g′∗ωeucl for g, g
′ ∈ GL(n,C)
and we assume that there exists f : C∗ ×Cn−1 → C∗ ×Cn−1 a biholomorphic map such
that f∗ω′ = ω. We are going to show that f is necessarily of the form
f(z1,w) = (z
±1
1 , Aw)
for some matrix A ∈ GL(n − 1,C) and where w = (z2, . . . , zn). It will show that the
only cylindrical metrics holomorphically isometric to
a11¯
idz1 ∧ dz¯1
|z1|2
+
n∑
k=2
(
a1k¯ i
dz1
z1
∧ dz¯k + ak1¯ idzk ∧
dz¯1
z¯1
)
+
∑
j,k>2
ajk¯ idzj ∧ dz¯k
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are the ones obtained from it by the transformation z1 7→ 1/z1 and a complex linear
transformation of the (n− 1) variables z2, . . . , zn. As z1 7→ 1/z1 leaves
dz1∧dz¯1
|z1|2
invariant
and turns dz1z1 ∧ dz¯j into its opposite, it acts the same way as some complex linear
transformation on z2, . . . , zn. We can go a little bit further: let us set M = (aij¯)26i,j6n,
and X = t(a12¯, . . . , a1n¯). There exists P ∈ GL(n − 1,C) such that P
∗MP = Id, and
replacing P by UP for U ∈ U(n − 1,C) preserves this property. We can choose U
such that UPX = (||PX||, 0, . . . , 0), so that the holomorphic transformation f(z1,w) =
(z1, UPw) maps the above metric to
a
idz1 ∧ dz¯1
|z1|2
+
(
b i
dz1
z1
∧ dz¯2 + b idz2 ∧
dz¯1
z¯1
)
+
∑
k>2
idzk ∧ dz¯k
where a, b are positive numbers such that a > b2. Moreover, any two such metrics are
holomorphically isometric if and only if they have same coefficients a and b (b being
required to be positive). In particular a cylindrical metric is determined by its trace
and determinant.
Let us now prove the claim above. By the lifting theorem for maps, the map f ◦ pi
can be lifted to a holomophic map f¯ : Cn → Cn sending 0 to 0:
C
n f¯ //
pi

C
n
pi

C
∗ × Cn−1
f
// C
∗ × Cn−1
Moreover, f¯∗g′∗ωeucl = f¯
∗pi∗ω′ = pi∗f∗ω′ = g∗ωeucl so that (g
′ ◦ f¯ ◦ g−1)∗ωeucl = ωeucl.
As a consequence, g′ ◦ f¯ ◦ g−1 ∈ U(n,C) which implies that f¯ ∈ GL(n,C).
So f¯ = (f¯1, . . . , f¯n) is a linear isomorphism of C
n that descends to f . Therefore,
if x, y ∈ Cn satisfy pi(x) = pi(y), we must have pi(f¯(x)) = pi(f¯(y)). So we have both
f¯1(z1 + 2ipi,w) = f¯1(z1,w) + 2ikpi for some k ∈ Z and f¯j(z1 + 2ikpi,w) = f¯j(z1,w) for
any j > 2. This shows that
f¯ =


k 0 · · · 0
0
... A
0


for some invertible matrix A ∈ GL(n − 1,C) which in turn proves that f(z1,w) =
(zk1 , Aw). As f was supposed to be one-to-one, we must have k ∈ {1,−1}, which proves
the claim.
6.2. Convergence to a cylindrical metric. — We are going to consider a small
neighborhood of D and rescale the metric ωβ there to study its asymptotic behavior
near D. Typically, let us work in a coordinate chart (z1, . . . , zn) where D = (z1 = 0). If
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D := {(zi);∀i, |zi| 6 1}, it is not hard to see that the completion of (D
n
r(z1 = 0), ωβ,mod)
where
ωβ,mod :=
β2idz1 ∧ dz¯1
|z1|2(1−β)(1− |z1|2β)2
+
n∑
k=2
idzk ∧ dz¯k
is given by (Dn, dβ) where dβ satisfies
dβ(0, z) ≃
1
2
log
(
1 + |z1|
β
1− |z1|β
)
+
n∑
k=2
|zk|
where ≃ means ”is equivalent up to universal constants to”. This can be seen using the
equivalence of the norms
∑
|zk| and
√∑
|zk|2 and the fact that a primitive of
βr
r1−β(1−r2β)
is given by 12 log
(
1+rβ
1−rβ
)
.
Therefore B(0, r, ωβ,mod) is ”equivalent” to the polydisk{
(z1, . . . , zn); |z1|
β <
1− e−2r
1 + e−2r
& ∀k > 2, |zk| < r
}
These observations enable us to realize that if p ∈ D, the ball of a given radius (say 1)
centered at p for the (completion of) ωβ is essentially given by the neighborhood of D
defined as {z ∈ X; |s(z)|2β < e−1}. Therefore, we set:
Vβ :=
{
z ∈ X rD; |s(z)|2β < e−1
}
.
and we are going to study the convergence of (Vβ , r
−1
β ωβ) for some suitable sequence
rβ → 0. For that kind of sets (non compact ones), an appropriate notion of convergence
is the pointed Gromov-Hausdorff convergence. So we may localize the situation: given
a trivializing open set U for X meeting D, we set: Uβ := Vβ ∩ U . This is a subset of
C
∗ ×Cn−1, that we will endow with the rescaled metric β−2ωβ. The main result of this
section is that the family (β−2ωβ)0<β6β0 is relatively compact and that all its cluster
values are cylindrical metrics:
Theorem 6.2. — Let (βn)n∈N be a sequence of positive numbers converging to 0. Then
up to extracting a subsequence, there exists a cylindrical metric ωcyl on C
∗ ×Cn−1 such
that the metric spaces (Uβn , β
−2
n ωβn) converge in pointed Gromov-Hausdorff topology to
(C∗ ×Cn−1, ωcyl) when n tends to +∞.
Let us give a few remarks about this result:
− By this convergence mode, we mean that for any p ∈ C∗×Cn−1 and any r > 0, there
exists a sequence of points pn ∈ Uβn such that the closed balls B¯pn(r, β
−2
n ωβn) ⊂ Uβn
converge in Gromov-Hausdorff topology to B¯p(r, ωcyl) ⊂ C
∗ × Cn−1.
− We are actually going to prove a much more precise result, as the convergence will
be showed to happen in the C∞loc topology on C
∗ × Cn−1, cf proof below for the precise
meaning of this statement.
− We do not know whether the family of metrics β−2ωβ converges when β tends to
zero. Indeed, there could be different cluster values because of the non uniqueness of
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cylindrical metrics, so it does not follow from the result above. Actually, we believe that
this is a difficult question.
Proof. — The proof works in three main steps: first we understand the rescaling of the
model metric, then we work with the family of Ka¨hler-Einstein metrics to prove the local
convergence, and finally we show that all limits are cylindrical. In the fourth step, which
is very standard, we make explicit how to deduce the Gromov-Hausdorff convergence
from the more precise smooth convergence.
Let us first introduce the notation D(a, b) := {(zi) ∈ C
∗ × Cn−1; |z1| < a and |zk| <
b for k > 2}. In all the following, we are working on Uβ = D(e
− 1
2β , 1).
Step 1. The model case
• We first endow Uβ with β
−2ωβ,mod where:
ωβ,mod :=
β2idz1 ∧ dz¯1
|z1|2(1−β)(1− |z1|2β)2
+
n∑
k=2
idzk ∧ dz¯k
Consider the rescaling:
Ψβ : D(e
1
2β , β−1) −→ Uβ = D(e
− 1
2β , 1)
(w1, w2, . . . , wn) 7→ (e
− 1
βw1, βw2, . . . , βwn)
It is a diffeomorphism, and we have
Ψ∗β(β
−2ωβ,mod) =
e−2|w1|
2β
(1− e−2|w1|2β)2
·
idw1 ∧ dw¯1
|w1|2
+
n∑
k=2
idwk ∧ dw¯k
As |w1|
2β converges to 1 on C∗, given any compactK ⊂ C∗×Cn−1, thenK ⊂ D(e
1
2β , β−1)
for β small enough (depending on K), and Ψ∗β(β
−2ωβ,mod) converges to the cylindrical
metric
e−2
(1− e−2)2
·
idw1 ∧ dw¯1
|w1|2
+
n∑
k=2
idwk ∧ dw¯k
in C∞(K).
• In terms of potentials, here is what is happening: ωβ,mod = dd
cϕβ,mod where
ϕβ,mod(z) = − log
(
1− |z1|
2β
β
)2
+
n∑
k=2
|zk|
2
Therefore,
(6.1) Ψ∗β(β
−2ϕβ,mod)(w) = −β
−2 log
(
1− e−2|w1|
2β
)2
+ β−2 log β2 +
n∑
k=2
|wk|
2
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Now, the expansion |w1|
2β =
∑+∞
i=0
(log |w1|2)
i
i! β
i yields the following Taylor expansion
(for β → 0):
Ψ∗β(β
−2ϕβ,mod)(w) = β
−2 log β2 − log(1− e−2)2β−2 + a log |w1|
2β−1 +
a(1− a)
2
log2 |w1|
2
+
n∑
k=2
|wk|
2 +O(β)
where a = e2/(1 − e−2). Moreover, this series converges uniformly on compact subsets
of C∗ × Cn−1. This expansion is consistent with the convergence of Ψ∗β(β
−2ωβ,mod)
obtained above as β−2 log β2 − log(1 − e−2)2β−2 + a log |w1|
2β−1 is polyharmonic on
C
∗ × Cn−1 whereas ddc log2 |w1|
2 = 2dw1 ∧ dw¯1/|w1|
2.
Step 2. Local smooth convergence
Let us now consider ω¯β := Ψ
∗
β(β
−2ωβ); by Theorem B, there exists C > 0 independent
of β such that:
C−1Ψ∗β(β
−2ωβ,mod) 6 ω¯β 6 CΨ
∗
β(β
−2ωβ,mod)
and therefore, given any compact set K ⊂ C∗ × Cn−1, there exists a constant CK such
that the comparison
(6.2) C−1K ωeucl 6 ω¯β 6 CK ωeucl
is valid on K (for β small enough).
Although Uβ is not simply connected, ωβ,mod admits a potential on this set, hence so
does ωβ. Therefore, ω¯β admits potentials on D(e
1
2β , β−1).
We want to show that up to a renormalization, ”the” potential of ω¯β and all its
derivatives are uniformly bounded on K. It turns out that operating a sup-normalization
to our globally defined potential ϕβ is not good enough to ensure this and that we have
to subtract to ϕβ a carefully chosen pluriharmonic function. Let us get into the details.
Thanks to (6.2), the currents ω¯β are uniformly bounded in mass on K, so by weak
compactness of positive currents, they admit potentials ϕ¯β uniformly bounded in L
1
loc
norm, hence also in Lploc norm for any given p > 1. Now, because of (6.2) again, we
know that ∆ϕ¯β is uniformly bounded on K, and therefore, so is
(6.3) ||ϕ¯β ||L∞(K) 6 C
for some uniform constant C thanks to standard local properties for solutions of elliptic
equations, cf [GT77, Theorem 8.17].
We will now extract all the information we can out of the Ka¨hler-Einstein equation
Ric ω¯β = −β
2ω¯β
satisfied by ω¯β = dd
cϕ¯β on D(e
1
2β , β−1). If we denote by dV the euclidian volume
form dV := ωneucl/n!, we deduce from the previous equation that the function Hβ :=
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log
(
(ddcϕ¯β)
ne−β
2ϕβ/dV
)
is polyharmonic. In terms of ϕ¯β , the Ka¨hler-Einstein equation
satisfied by ω¯β becomes the following Monge-Ampe`re equation:
(6.4) (ddcϕ¯β)
n = eβ
2ϕ¯β+HβdV
Estimate (6.2) shows that β2ϕβ +Hβ = O(1), hence Hβ = O(1) thanks to (6.3). By the
standard properties of (pluri)harmonic function, we deduce:
(6.5) ||Hβ||C k(K) 6 Ck
for some constants Ck depending only on k,K (and not β).
The next step is the C 2,α estimate. The operator defined by
Fβ(ϕ) = log
(
(ddcϕ)n
dV
)
− β2ϕ
is uniformly elliptic, concave as a function of ddcϕ, so it is governed by Evans-Krylov
theory. In particular, the C 2,α norm of ϕ on K is controlled by ||ϕ||L∞(K ′), ||∆ϕ||L∞(K ′)
and ||Fβ(ϕ)||C0,1(K ′) given any compact set K
′ containing K in its interior. As Fβ(ϕ¯β) =
Hβ satisfies the estimate (6.5) above and the solution ϕ¯β satisfies (6.2)-(6.3), we infer
the existence of α ∈ (0, 1) and C > 0 such that
||ϕ¯β ||C 2,α(K) 6 C
From there, we deduce that the linear operator ∆ω¯β − β
2 has coefficients whose C α
norm is uniformly bounded on K. As this operator is the linearization of Fβ and as
Fβ(ϕ¯β) = Hβ has uniformly bounded derivatives on K, Schauder estimates guarantee
that every derivative of ϕ¯β is bounded on K (as K is arbitrary here). By Arzela`-Ascoli
theorem the family (ϕ¯β)0<β6β0 is relatively compact for the C
∞(K) topology.
Step 3. Identification of the limit as cylindrical
Let ω¯0 be a cluster value of the family (ω¯β), realized as the limit of a sequence ω¯βn
where βn > 0 tends to 0. Here, the convergence happens in C
∞
loc(C
∗ × Cn−1). By
the estimate (6.2) combined with the fact that Ric ω¯β = −β
2ω¯β, the metric ω¯0 would
be a Ricci-flat metric quasi-isometric to ωcyl; pulling it back to C
n by the universal
cover pi : (z1, . . . , zn) 7→ (e
z1 , z2, . . . , zn), pi
∗ω¯0 would be a Ricci-flat metric isometric to
the euclidian metric. Therefore one would have (pi∗ω¯0)
n = eHωneucl for some bounded
pluriharmonic function H on Cn. So H should be a constant function and by Liouville
Theorem, there exists an element g ∈ GL(n,C) such that pi∗ω¯0 = g
∗ωeucl. Therefore ω¯0
is a cylindrical metric.
Step 4. From smooth to Gromov-Hausdorff convergence
To lighten notation, let us drop the index n is this paragraph. We proved that ω¯β
converges to a cylindrical metric ω¯0 locally smoothly. So given any p ∈ C
∗ × Cn−1 and
any r > 0, we have Bp(2r, ω¯0) ⊂ D(e
1
2β , β−1) for β small enough. So if we set pβ = Ψβ(p),
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the ball Bpβ(r, β
−2ωβ) is isometric to Bp(r, ω¯β) and the smooth convergence of ω¯β to ω¯0
gives both:
· Bp(r, ω¯β) ⊂ Bp(2r, ω¯0) for β small enough;
· Bp(r, ω¯β) converges to Bp(r, ω¯0) in the Gromov-Hausdorff topology.
The second point can be see from the fact that the norm of the gradient of the identity
map (D(e
1
2β , β−1), ω¯β) → (D(e
1
2β , β−1), ω¯0) and its inverse both tend uniformly to 1 on
any given compact set. So this provides the expected ε-isometry.
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