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PROXIMAL PLANAR C˘ECH NERVES.
AN APPROACH TO APPROXIMATING THE SHAPES OF
IRREGULAR, FINITE, BOUNDED PLANAR REGIONS
J.F. PETERS
Dedicated to E. C˘ech and Som Naimpally
Abstract. This article introduces proximal C˘ech nerves and C˘ech complexes,
restricted to finite, bounded regions K of the Euclidean plane. A C˘ech nerve is
a collection of intersecting balls. A C˘ech complex is a collection of nerves that
cover K. C˘ech nerves are proximal, provided the nerves are close to each other,
either spatially or descriptively. A C˘ech nerve has an advantage over the usual
Alexandroff nerve, since we need only identify the center and fixed radius of
each ball in a C˘ech nerve instead of identifying the three vertices of intersecting
filled triangles (2-simplexes) in an Alexandroff nerve. As a result, C˘ech nerves
more easily cover K and facilitate approximation of the shapes of irregular
finite, bounded planar regions. A main result of this article is extension of the
Edelsbrunner-Harer Nerve Theorem for descriptive and non-descriptive C˘ech
nerves and C˘ech complexes, covering K.
1. Introduction
K
Br(p)
Br(q)
Br(s)
Figure 1. Balls
C˘ech complexes were introduced by E. C˘ech [36,
§A.5] during a 1936-1939 Brno seminar. In keeping
with more recent work, a C˘ech complex of a finite
set of points K ∈ R2 is a collection of intersecting
convex sets that are closed geometric balls, each
with radius r [16, §III.2], [27, §2.2.2]. Let X = R2
be the Euclidean plane, K ∈ 2X , a finite, bounded
plane region, and let NrvA denote a nerve, defined
by NrvA = {E ⊆K ∶ ⋂E ≠ ∅}. A closed ball Br(x)
with center x ∈X and with radius r > 0 is defined
by
Br(x) = {y ∈X ∶ ∥x − y∥ ≤ r} .
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A C˘ech nerve on K ∈ 2X (denoted by C˘ech(r)) is a collection of intersecting balls,
i.e.,
C˘ech(r) = Nrv{Br(x) ∶ x ∈K} = {Br(x) ⊆K ∶ ⋂Br(x) ≠ ∅} .
Notation 1. In addition to the usual C˘ech(r) nerve, several other forms of C˘ech
nerves are introduced here. Let C˘echr(A) be a C˘ech nerve on A ⊂K, defined by
C˘echr(A) = Nrv {Br(x) ∶ x ∈ A} .
Let 2C˘echr(A) be a collection of C˘ech nerves, A ∈ 2K in the collection of subsets in
K and let cxA be a C˘ech complex that covers K for A ∈ 2K , i.e.,
cxA = 2C˘echr(A),A ∈ 2K ∶
K ⊆ cxA (covering of K by a C˘ech complex cxA).
In the sequel, a descriptive C˘ech nerve (denoted by C˘echr,Φ(K)) on K is also in-
troduced. 
Example 1. Let K ∈ 2X be a finite bounded subset of the Euclidean plane. Let
C˘ech(r) be a C˘ech nerve, which is a collection of three intersecting closed geometric
balls of points in a plane region K (Br(p),Br(q),Br(s), each with radius r and
centers p, q, s (not shown)), represented by shaded disks in Fig. 1, where
p, q, s ⊂K,
C˘ech(r) = Nrv{Br(x) ∶ x ∈ p, q, s}
=
⎧⎪⎪⎨⎪⎪⎩
Br(x) ⊆K ∶ ⋂
x∈{p,q,s}
Br(x) ≠ ∅
⎫⎪⎪⎬⎪⎪⎭
. 
A C˘ech nerve on A ⊆K is denoted by C˘echr(A). A C˘ech complex is a collection of
nerves the cover A ⊆K (denoted by cxA).
Remark 1. An important assumption made here is that the covering condition1 is
satisfied, i.e., each finite, bounded subset K in the Euclidean plane is covered by a
collection of nerves, i.e.,
K ⊆ ⋃
A⊆K
C˘echr(A),
K ⊆ cxA ∶ A ∈ 2K .
For more about this, see [21]. 
The study of nerves in complexes was introduced by P. Alexandroff [4], [5, §33,
p. 39], elaborated by J. Leray [24],[25], K. Borsuk [8] and a number of others such
as R. Ghrist [20, §2.9, p. 31], A. Hatcher [23, §3.3, p. 257], A. Bjo¨rner [7, §4],
M. Adamaszek et al. [1], E.C. de Verdie`re et al. [13], H. Edelsbrunner and J.L.
Harer [16], and more recently by M. Adamaszek, H. Adams, F. Frick, C. Peterson
and C. Previte-Johnson [2]. In this paper, an extension of the Edelsbrunner-Harer
Nerve Theorem is given.
Theorem 1. Nerve Theorem [16, §III.2, p. 59].
Let F be a finite collection of closed, convex sets in Euclidean space. Then the
nerve of F and the union of the sets in F have the same homotopy type.
1Many thanks to the reviewer for pointing this out.
PROXIMAL PLANAR C˘ECH NERVES 3
Nonempty sets with the same homotopy type are homotopy equivalent [16, §III.2,
p. 58].
Let Φ(p) be a feature vector that describes p point in a topological space K. A
descriptive closed Ball with center p and with radius r (denoted Br,Φ(p)) is defined
by
Br,Φ(p) = {q ∈K ∶ ∥Φ(p) −Φ(q)∥ ≤ r} .
From this we obtain a descriptive nerve C˘echr,Φ(K) on K defined by
C˘echr,Φ(K) = Nrv{Br,Φ(p) ∶ p ∈K} = {Br,Φ(p) ∶ ⋂Br,Φ(p) ≠ ∅} .
A descriptive C˘ech complex is a collection of descriptive nerves on K (denoted by
cxΦK). K is covered by cxΦK, provided K ⊆ ⋃ C˘echr,Φ(K). A main result in this
paper is the following consequence of Theorem 1.
Theorem 2. Let K be finite, bounded region of the Euclidean plane covered by a
descriptive C˘ech complex cxΦK. Then the descriptive nerve C˘echr,Φ(K) of K and
the union of the descriptive nerves in cxΦK are homotopy equivalent.
2. Preliminaries
This section briefly introduces two basic types of proximities, namely, tradi-
tional spatial proximity and the more recent descriptive proximity in the study of
computational proximity [31].
2.1. Strongly Near Cech Complexes. A pair of nonempty sets in a proximity
space are spatially near (close to each other), provided the sets have one or more
points in common or each set contains one or more points that are sufficiently close
to each other. Let X be a nonempty set, A,B,C ⊂ X . E. C˘ech [36] introduced
axioms for the simplest form of proximity δ, which satisfies
(P1): ∅ /δ A,∀A ⊂X .
(P2): A δ B⇔ BδA.
(P3): A ∩ B ≠ ∅⇒ AδB.
(P4): A δ (B ∪C)⇔ A δ B or A δ C. ∎
The C˘ech proximity becomes a Lodato proximity [26], provided δ satisfies the
C˘ech proximity axioms and
(P5): A δ B and {b} δ C for each b ∈ B ⇒ A δ C. ∎
The pair (X,δ) is called a Lodato proximity space. We can associate a topology
with the space (X,δ) by considering as closed sets those sets that coincide with
their own closure. For simplicity, a singleton set {x} is denoted by x ∈ X . Given
A ⊂X , the interior of A is defined by intA = {x ∈X ∶ x δ A}.
Nonempty sets A,B in a topological space X equipped with the relation
⩕
δ , are
strongly near [strongly contacted ] (denoted A
⩕
δ B), provided the sets have at least
one point in common. The strong contact relation
⩕
δ was introduced in [30] and
axiomatized in [34], [22, §6 Appendix].
Let X be a topological space, A,B,C ⊂ X and x ∈ X . The relation ⩕δ on the
family of subsets 2X is a strong proximity, provided it satisfies the following axioms.
(snN0): ∅
/δ
⩔ A,∀A ⊂X , and X ⩕δ A,∀A ⊂X .
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(snN1): A
⩕
δ B⇔ B
⩕
δ A.
(snN2): A
⩕
δ B implies A ∩ B ≠ ∅.
(snN3): If {Bi}i∈I is an arbitrary family of subsets of X and A ⩕δ Bi∗ for
some i∗ ∈ I such that int(Bi∗) ≠ ∅, then A ⩕δ (⋃i∈I Bi)
(snN4): intA ∩ intB ≠ ∅⇒ A ⩕δ B. ∎
When we write A
⩕
δ B, we read A is strongly near B (A strongly contacts B). The
notation A
⩕/δ B reads A is not strongly near B (A does not strongly contact B). A
point p ∈ A ⊂X is a boundary point of A (denoted by bdyA), provided any closed
ball Br(p) intersects both A and its complement. For each strong proximity (strong
contact), we assume the following relations:
(snN5): x ∈ intA⇒ x ⩕δ A.
(snN6): x ∈ bdyA and A ∩B ≠ ∅⇒ x ⩕δ A and A ⩕δ B.
(snN7): {x} ⩕δ{y} ⇔ x = y. ∎
The pair (X,⩕δ) is called a strong proximity space. For strong proximity of
the nonempty intersection of interiors, we have that A
⩕
δ B ⇔ intA ∩ intB ≠ ∅ or
either A or B is equal to X , provided A and B are not singletons; if A = {x},
then x ∈ int(B), and if B too is a singleton, then x = y. It turns out that if
A ⊂ X is an open set, then each point that belongs to A is strongly near A. The
bottom line is that strongly near sets always share points, which is another way of
saying that sets with strong contact have nonempty intersection. Let δ denote a
traditional proximity relation [28]. By definition, a C˘ech nerve C˘echr(A) is strongly
near another C˘ech nerve C˘echr(B), provided Br(p) ⩕δ Br(q) for some closed ball
Br(p) ∈ C˘echr(A) and some closed ball Br(q) ∈ C˘echr(B).
Proposition 1. Let C˘echr(A), C˘echr(B) be C˘ech nerves in a strong proximity
space (X,⩕δ). C˘echr(A) ⩕δ C˘echr(B), if and only if Br(p) ∩ Br(q) ≠ ∅ for some
Br(p) ∈ C˘echr(A),Br(q) ∈ C˘echr(B).
Proof.
Br(p) ∩Br(q) ≠ ∅ for some Br(p) ∈ C˘echr(A),Br(q) ∈ C˘echr(B). If x ∈ bdyBr(p),
then, from Axiom (snN6), Br(p) ⩕δ Br(q)⇒(from Axiom (snN2)) Br(p)∩Br(q) ≠
∅⇔ C˘echr(A) ⩕δ C˘echr(B).
Otherwise, intBr(p) ∩ intBr(q) ≠ ∅ implies Br(p) ⩕δ Br(q) ⇒(from Axiom
(snN2)) Br(p)∩Br(q) ≠ ∅⇔(from Axiom (snN4)) C˘echr(A) ⩕δ C˘echr(B). 
Corollary 1. Let C˘echr(A), C˘echr(B) be C˘ech nerves in a strong proximity space
(X,⩕δ). If a closed ball Br(p) ∈ C˘echr(A) ∩ C˘echr(A) ≠ ∅, then C˘echr(A) ⩕δ C˘echr(B).
Proof. Immediate from Prop. 1. 
Example 2. Several C˘ech nerves in a strong proximity space (X,⩕δ) are represented
in Fig. 2. Observe that the interior of closed ball Br(pA) ∈ C˘echr(A) overlaps the
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interior of the closed ball Br(pB) ∈ C˘echr(B). In other words, C˘echr(A), C˘echr(B)
overlap. Hence, from Cor. 1, we have C˘echr(A) ⩕δ C˘echr(B). ∎
C˘echr(B)
Br(pB)
C˘echr(A)
Br(pA)
C˘echr(E)
Br(pE)
Figure 2. Three C˘ech complexes: C˘echr(A),C˘echr(B),C˘echr(E)
2.2. Descriptively Proximities on Collections of Cech Nerves. Descriptive
proximities result from the introduction of the descriptive intersection of pairs of
nonempty sets.
(Φ): Φ(A) = {Φ(x) ∈ Rn ∶ x ∈ A}, set of feature vectors.
(∩
Φ
): A ∩
Φ
B = {x ∈ A ∪B ∶ Φ(x) ∈ Φ(A)& ∈ Φ(x) ∈ Φ(B)}. ∎
Remark 2. Depending on the context, the real-valued feature vector restriction
Φ(A) = {Φ(x) ∈ Rn ∶ x ∈ A} can be relaxed, allowing for other forms of feature vec-
tors (see, for example, [11, §5]). ∎
The descriptive Lodato proximity [29, §4.15.2] that satisfies the following axioms.
(dP0): ∅ /δΦ A,∀A ⊂X .
(dP1): A δΦ B⇔ B δΦ A.
(dP2): A ∩
Φ
B ≠ ∅⇒ A δΦ B.
(dP3): A δΦ (B ∪C)⇔ A δΦ B or A δΦ C.
(dP4): A δΦ B and {b} δΦ C for each b ∈ B ⇒ A δΦ C. ∎
Lemma 1. Let (X,δΦ) be a descriptive proximity space, A,B ⊂X. Then A δΦ B⇒
A ∩
Φ
B ≠ ∅.
Proof. A δΦ B ⇔ there is at least one x ∈ A,y ∈ B such that Φ(x) = Φ(y) (by
definition of A δΦ B). Hence, A ∩
Φ
B ≠ ∅. 
Let 2X denote a collection of subsets of X , 22
X
, a collection of subcollections of
2X .
Proposition 2. Let (X,δΦ) be a descriptive proximity space, C˘echr(A), C˘echr(B) ∈
22
X
. Then C˘echr(A) δΦ C˘echr(B)⇒ C˘echr(A) ∩
Φ
C˘echr(B) ≠ ∅.
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Proof. C˘echr(A) δΦ C˘echr(B)⇒ Br(pA) δΦ Br(pB) for some closed ball Br(pA) ∈
C˘echr(A) and some closed ball Br(pA) ∈ C˘echr(A). Hence, from Lemma 1, the
result follows. 
Also, from Lemma 1, we have the following result.
Proposition 3. Let (X,δΦ) be a descriptive proximity space, C˘echr(A), C˘echr(B) ∈
22
X
. Then
1o C˘echr(A) δΦ C˘echr(B)⇔ Nrv{Br(p) ∶ p ∈ A} δΦ Nrv{Br(q) ∶ q ∈ B}.
2o ⋂
x∈A∪B
Br(x) ≠ ∅.
Proof.
1o: By definition, C˘echr(A) = Nrv{Br(x) ∶ x ∈ A}. Similarly, C˘echr(B) = Nrv{Br(x) ∶ x ∈ B}.
Hence, Nrv{Br(p) ∶ p ∈ A} δΦ Nrv{Br(q) ∶ q ∈ B}.
2o: From 1o and Lemma 1, the result follows. 
Example 3. Let C˘echr(A), C˘echr(B), C˘echr(E) be members of the descriptive
Lodato proximity space (22X , δΦ). Let Φ(Br(x)) equal the surface colour of a closed
ball Br(x). By definition, a collection of subsets A is descriptively near another
collection of subsets B, provided A δΦ B for some A ∈ A and some B ∈ B. As a
result, C˘echr(A) δΦ C˘echr(E), since Φ(Br(pA)) = Φ(Br(pE)) in Fig. 2.
Also observe that C˘echr(A) δΦ C˘echr(B), since Φ(Br(pA)) = Φ(Br(pB)) in
Fig. 2. Hence, from Lemma 1, C˘echr(A) ∩
Φ
C˘echr(B). ∎
Next, consider a proximal form of a Sza´z relator [35]. A proximal relator R is a
set of proximity relations on a nonempty set X [33]. The pair (X,R) is a proximal
relator space. The connection between
⩕
δ and δ is summarized in Prop. 2.
Lemma 2. Let (X,{δ, δΦ,⩕δ}) be a proximal relator space, A,B ⊂X. Then
1o A
⩕
δ B ⇒ A δ B.
2o A
⩕
δ B ⇒ A δΦ B.
Proof.
1o: From Axiom (snN2), A
⩕
δ B implies A ∩ B ≠ ∅, which implies A δ B (from
Lodato Axiom (P2)).
2o: From 1o, there are x ∈ A,y ∈ B common to A and B. Hence, Φ(x) = Φ(y), which
implies A ∩
Φ
B ≠ ∅. Then, from the descriptive Lodato Axiom (dP2), A ∩
Φ
B ≠
∅⇒ A δΦ B. This gives the desired result. 
Theorem 3. Let (X,{δ, δΦ,⩕δ}) be a proximal relator space, C˘echr(A), C˘echr(B) ∈
22
X
. Then
1o C˘echr(A) ⩕δ C˘echr(B) implies C˘echr(A) δΦ C˘echr(B).
2o A closed ball Br(x) ∈ C˘echr(A)∩C˘echr(B) implies if Br(x) ∈ C˘echr(A) ∩
Φ
C˘echr(B).
3o A closed ball Br(x) ∈ C˘echr(A) ∩ C˘echr(B) implies C˘echr(A) δΦ C˘echr(B).
Proof.
1o: Immediate from part 2o Lemma 2.
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2o: From Prop. 1, Br(x) ∈ C˘echr(A) ∩
Φ
C˘echr(B), if and only if C˘echr(A) ⩕δ C˘echr(B).
Consequently, there are members of Br(x) common to C˘echr(A), C˘echr(B), which
have the same description. Hence, Φ(Br(x)) ∈ C˘echr(A) ∩
Φ
C˘echr(B).
3o: Immediate from 2o and Lemma 2. 
2.3. Strong Descriptive Proximities on Collections of Cech Nerves. The
descriptive strong proximity
⩕
δ
Φ
is the descriptive counterpart of
⩕
δ .
Definition 1. Let X be a topological space, A,B,C ⊂ X and x ∈ X. The relation
⩕
δ
Φ
on the family of subsets 2X is a descriptive strong Lodato proximity, provided
it satisfies the following axioms.
(dsnN0): ∅
/δ
⩔
Φ
A,∀A ⊂X, and X ⩕δ
Φ
A,∀A ⊂X
(dsnN1): A
⩕
δ
Φ
B⇔ B
⩕
δ
Φ
A
(dsnN2): A
⩕
δ
Φ
B ⇒ A ∩
Φ
B ≠ ∅
(dsnN3): If {Bi}i∈I is an arbitrary family of subsets of X and A ⩕δΦ Bi∗ for
some i∗ ∈ I such that int(Bi∗) ≠ ∅, then A ⩕δΦ (⋃i∈I Bi)
(dsnN4): intA ∩
Φ
intB ≠ ∅⇒ A ⩕δ
Φ
B ∎
When we write A
⩕
δ
Φ
B, we read A is descriptively strongly near B. The notation
A
/δ
⩔
Φ
B reads A is not descriptively strongly near B. For each descriptive strong
proximity, we assume the following relations:
(dsnN5): Φ(x) ∈ Φ(int(A))⇒ x ⩕δ
Φ
A.
(dsnN6): If Φ(x) ∈ Φ(int(A) & Φ(x) ∈ Φ(int(B)⇒ A ⩕δ
Φ
B.
(dsnN7): {x} ⩕δ
Φ
{y}⇔ Φ(x) = Φ(y). ∎
So, for example, if we take the strong proximity related to non-empty intersection
of interiors, we have that A
⩕
δ
Φ
B⇔ intA ∩
Φ
intB ≠ ∅ or either A or B is equal to
X , provided A and B are not singletons; if A = {x}, then Φ(x) ∈ Φ(int(B)), and if
B is also a singleton, then Φ(x) = Φ(y).
Lemma 3. Let intBr(p) ∈ C˘echr(A), intBr(q) ∈ C˘echr(B) be closed balls in C˘ech
nerves in a relator space (X,{δΦ, ⩕δΦ}). Then
1o intBr(p) δΦ intBr(q) implies C˘echr(A) δΦ C˘echr(B).
2o C˘echr(A) δΦ C˘echr(B) implies C˘echr(A) ⩕δΦ C˘echr(B).
Proof.
1o: The result follows from Axiom (dsnN6), since intBr(p), intBr(p) have at least
one member in common with the same description.
2o: From Axiom (dsnN4), C˘echr(A) ⩕δΦ C˘echr(B). 
Theorem 4. C˘ech nerves containing strongly near closed ball interiors are strongly
descriptively near in a relator space (X,{⩕δ, δΦ, ⩕δΦ}).
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Proof. Let intBr(p) ⩕δΦ intBr(q) for intBr(p) ∈ C˘echr(A), intBr(q) ∈ C˘echr(B).
From Axiom (dsnN2), intBr(p) ∩ intBr(q). Consequently, C˘echr(A) ⩕δ C˘echr(B).
Hence, from Lemma 2, C˘echr(A) δΦ C˘echr(B). Hence, from Lemma 3, the result
follows. 
The interior of a C˘ech nerve (denoted by intC˘echr(X)) is defined by
intC˘echr(X) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x ∈X ∶ x ⩕δ ⋃
Br(p)∈C˘echr(X)
intBr(p)
⎫⎪⎪⎪⎬⎪⎪⎪⎭
.
Theorem 5. Let C˘echr(A), C˘echr(B) be C˘ech nerves in a proximal relator space
(X,{⩕δ, δΦ, ⩕δΦ}). If intC˘echr(A) ∩
Φ
intC˘echr(B), then C˘echr(A) ⩕δΦ C˘echr(B).
Proof. Immediate from Theorem 4. 
3. Main Results
Homotopy types [16, §III.2], [32, §5.3] lead to significant results in the theory
of shapes and nerve in complexes covering a shape. The flexibility provided by
descriptive C˘ech nerves makes it possible to cover the interior as well as the contour
of shapes, since the neighbourhoods of sets of simplexes of such nerve complexes can
easily fill irregular shape interiors that change and deform over time. The shapes
of descriptive neighbourhoods in C˘ech nerves tend to be non-uniform with features
such as diameter, perimeter length, convexity and boundedness. Such shape-filling
nerves have a persistence utility that stays in existence, provided the amount of
contour overlap is below some threshold and the strong descriptive proximity of
complexes covering a particular shape, is very high.
This proposed approach to shape theory ushers in a very practical form of persis-
tence homology [16, §VII], [17] useful in applications such as the study of shape in
proteins and protein complexes [3, 6], plant root structure [18], speech patterns [9],
and digital image compression and segmentation [10, 15], neuroscience [12], or-
thodontia [19], gene expression [14] and especially in the study of time-varying
shapes [27]. In a persistence homology on time varying systems, the equivalence
and types of the shapes of descriptive nerves is important, since we need to know
when one shape-filling nerve complex has a persistence that is similar to that of
another nerve complex.
Let f, g ∶ X Ð→ Y be two continuous maps. A homotopy between f and g is a
continuous map H ∶ X × [0,1] Ð→ Y so that H(x,0) = f(x) and H(x,1) = g(x).
The sets X and Y are homotopy equivalent, provided there are continuous maps
f ∶ X Ð→ Y and g ∶ Y Ð→ X such that g ○ f ≃ idX and f ○ g ≃ idY . This yields an
equivalence relation X ≃ Y . In addition, X and Y have the same homotopy type,
provided X and Y are homotopy equivalent.
Lemma 4. Let C˘echr(K) be a C˘ech nerve on K endowed with the strong proximity
⩕
δ . Then ⋂
p∈K
Br(p) ≠ ∅.
Proof. Closed balls Br(p),Br(q) ∈ C˘ech(r) overlap, i.e., Br(p) ⩕δ Br(q)⇒ Br(p)∩
Br(q) ≠ ∅ (from Axiom (snN2)). Hence, the result follows. 
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Theorem 6. Let (C˘ech(r),{δ, δΦ,⩕δ}) be a proximal relator space, closed balls
Br(p),Br(q) ∈ C˘ech(r). Then
1o Br(p) ⩕δ Br(q)⇒ Br(p) δ Br(q).
2o Br(p) ⩕δ Br(q)⇒ Br(p) δΦ Br(q).
Proof.
1o: From Lemma 4, C˘ech(r) is a C˘ech nerve. Br(p) ⩕δ Br(q) for every pair of closed
balls Br(p),Br(q) in the nerve C˘ech(r). From Lemma 4, ⋂
Br(p)∈NrvK
Br(p) ≠ ∅.
Consequently, from Axiom (snN2), Br(p) δ Br(q) for all closed balls Br(p),Br(q) ∈
C˘ech(r).
2o: Closed balls Br(p),Br(q) ∈ C˘ech(r) overlap. Hence, Br(p) ∩
Φ
Br(q) ≠ ∅. Then,
from Lemma 2, Br(p) ∩
Φ
Br(q) ≠ ∅ ⇒ Br(p) δΦ Br(q). This gives the desired
result for each pair of closed balls in the C˘ech nerve. 
Lemma 5. Let cxK be a collection of closed balls, which are convex sets covering
a finite bounded region K in the Euclidean plane. Then the nerve C˘echr(K) and
the union of the closed balls in cxK have the same homotopy type.
Proof. From Theorem 1, the union of the closed balls Br(p ∈ K) ∈ cxK and nerve
C˘echr(K) have the same homotopy type. 
Remark 3. From Lemma 5, the nerve C˘echr(p), p ∈K and ⋃
p∈K
C˘echr(p) = cxK are
homotopy equivalent. Consequently, the descriptive nerve C˘echr,Φ(p ∈ K) ∈ cxΦK
and ⋃
p∈K
C˘echr,Φ(p) = cxΦK are also homotopy equivalent. This proves Theorem 2.
∎
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