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Abstract. Schro¨dinger developed an operator method for solving quantum
mechanics. While this technique is overshadowed by his more familiar differential
equation approach, it has found wide application as an illustration of supersymmetric
quantum mechanics. One reason for the reticence in its usage for conventional quantum
instruction is that the approach for simple problems like the particle-in-a-box is much
more complicated than the differential equation approach, making it appear to be less
useful for pedagogy. We argue that the approach is still quite attractive because
it employs only algebraic methods, and thereby has a much lower level of math
background needed to use it. We show how Schro¨dinger’s operator method can be
streamlined for these particle-in-a-box problems greatly reducing the complexity of
the solution and making it much more accessible. As an application, we illustrate how
this approach can be used to prove an important result, the existence of bound states
for one- and two-dimensional attractive potentials, using only algebraic methods. The
approach developed here can be employed in undergraduate classes and possibly even
high school classes because it employs only algebra and requires essentially no calculus.
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1. Introduction
Most potentials that describe quantum systems are limited in their extent and are
attractive over some region of space. In spite of our ability to solve these problems either
analytically or numerically, we still do not fully understand simple general principles,
such as how many bound states does a given potential have? For example, in one- and
two-dimensions, it is well known that any (piecewise continuous) attractive potential
[V (x) ≤ 0] supports at least one bound state. But potentials like the simple harmonic
oscillator, or the Coulomb problem support an infinite number of bound states. Is there
a methodology that allows us to determine how many bound states a potential can
support? This is a hard problem, and some progress has been made [1] by employing
variational methods in concert with the node theorem. In this work, we focus on the
simpler problem of proving the well-known result that attractive potentials in one-
and two-dimensions always have at least one bound state. We employ the Schro¨dinger
operator method and thereby achieve this goal without using any calculus. We believe
this makes this important problem more accessible to teach and illustrates that in spite
of common beliefs that calculus is necessary for quantum mechanics, it is not.
Fifteen years after Schro¨dinger wrote his famous paper that introduced the
Schro¨dinger equation, he introduced an alternative method for performing quantum-
mechanical calculations called the factorization method and based on the algebraic
manipulation of operators [2, 3], which was reviewed and extended in the 1950s [4].
While this methodology has not been employed much in quantum mechanics texts,
it first appeared in Harris and Loeb’s book [5]. This was followed by an extended
treatment in Green [6], O’Hanian [7], Bohm [8] and Binney and Skinner [9]. It has also
appeared in more recent books [10, 11, 12, 13]. The approach has also been adopted for
supersymmetric quantum mechanics [14, 15, 16]. In all of these treatments, it is assumed
that the student is equally agile in both algebra and calculus. Our emphasis here, is
to show that these methods can be implemented without employing calculus. Indeed,
much of the quantum-mechanical curriculum can be developed in this fashion—one of
us is working on a book to do just that [17].
Schro¨dinger, and all of the above texts, solve only the particle in an infinite square-
well potential. Recent work has described how one can apply this method to solve
the problem in a finite square-well potential [18] or with delta-function potentials [19].
Note, however, that these latter papers do not develop the theory along the lines of
Schro¨dinger’s infinite chain of auxiliary Hamiltonians, but rather solves these problems
with one (or two) factorizations. This is because the original Schro¨dinger method
cannot be extended to either particles in finite square-well boxes or to particles in delta
function potentials. We illustrate below how a simple generalization of the Schro¨dinger
methodology allows us to construct all of the bound-state solutions from just one (or
two) factorization(s) of the Hamiltonian! This greatly simplifies the implementation of
the method and makes it accessible to even high school students. This methodology is
similar to the differential equation-based approaches and can be easily adopted with
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students as a means of introducing quantum mechanics to them. While this new
approach is hinted at in both references above [18, 19], it is not fully developed there.
The existence of at least one bound state for attractive one-dimensional and two-
dimensional systems has been known for a long time. We examined 70 quantum
textbooks and found that only six texts discussed this problem with enough detail that
one can actually derive the result, instead of merely stating it. Landau and Lifshitz [20]
provide a masterful argument about the existence of bound states in one and two
dimensions, but it is a rather technical discussion. Park [21] appears to be the first
of the modern texts to include a problem that employs Gaussian wavefunctions within a
variational argument to show the existence of at least one bound state in one dimension.
This problem also appears in Gasiorowicz’s book [22], Shankar’s book [23], and Commins
book [24]. Zelevinsky [25] provides a rather detailed account about particle in finite
square wells, but does not detail the proofs in one and two dimensions. Finally,
Robinett’s book [26] is the only text we found that presents the simple variational
argument we employ here for the one-dimensional problem. This argument is similar in
spirit to the Gaussian wavefunction argument, but uses the fact that one can explicitly
show a bound state for a particle in a box and then employ a variational argument for
all other attractive potentials that can have any attractive finite square well potential
drawn within them. We illustrate below how this simple argument can be employed for
both one and two-dimensional systems.
In the remainder of the article, we apply this simplified methodology to one-
dimensional boxes (particle in an infinite box and particle on a circle) in Sec. II,
including a discussion of how this approach confronts some of the subtle and oft neglected
issues one has with these solutions. Section III derives how to solve the particle in a
finite one-dimensional box. Section IV develops the m = 0 solutions for the particle on a
circle and then generalizes those solutions to all nonzero integer m. In Sec.V, we discuss
the particle in a three-dimensional box. Finally, we present the variational argument for
the existence of bound states in Sec. VI and we conclude in Sec. VII. Five appendices
provide technical details that would have interrupted the flow of the main arguments.
2. Particle particle in a one-dimensional box and on a circle
We start by showing how to employ the Schro¨dinger operator approach in a simpler
fashion to solve the particle in a box. Here, the potential vanishes for −L/2 ≤ x ≤ L/2
and is infinite elsewhere. We find the Hamiltonian H inside the box is simply
Hˆ = pˆ
2
2M
, (1)
where pˆ is the momentum operator and M is the mass of the particle (we use “hats”
to denote operators throughout). The momentum and position operators satisfy the
canonical commutation relation [xˆ, pˆ] = ih¯. The standard operator approach from
Schro¨dinger is to note that we factorize the Hamiltonian into a product of raising and
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lowering operators plus a constant:
Hˆ = Aˆ†Aˆ+ E0, (2)
where we choose the factorization with the largest E0 if there is any ambiguity. Then,
Schro¨dinger has an automated procedure to create a series of auxiliary Hamiltonians
from which one finds the higher-energy eigenstates. We proceed somewhat differently.
We also factorize the Hamiltonian in the same fashion as Schro¨dinger does for the ground
state. For the particle in a box, one finds
Aˆk =
1√
2M
[pˆ− ih¯k tan(kxˆ)] , (3)
where we employ a label k for the lowering operator. Now the operator is well defined
as long as k runs from 0 up to pi/L, at which point the lowering operator will diverge
at the points where x = ±L/2. Evaluating the operator Aˆ†kAˆk, we find
Aˆ†kAˆk =
1
2M
{pˆ2 − ih¯k[pˆ, tan(kxˆ)] + h¯2k2 tan2(kxˆ)}. (4)
Computing the commutator is usually done by choosing to work in the coordinate
representation, where the momentum operator is proportional to a derivative with
respect to x. It can also be evaluated algebraically (without resorting to any
representation, or using calculus), which is shown in Appendix A; the motivation for this
work is a wonderful early paper by Dirac [27], which develops the algebra for the radial
momentum operator similar to how we do in Appendix B. Plugging in the result from
Eq. (A.9) [pˆ, tan(kxˆ)] = −ih¯k sec2(kxˆ), and recognizing that tan2(kxˆ) + 1 = sec2(kxˆ),
yields
Aˆ†kAˆk =
pˆ2
2M
− h¯
2k2
2M
. (5)
This implies that the energy term E0 satisfies E0 = h¯
2k2/2M in order to produce
the original Hamiltonian in Eq. (2). Since we need to pick the largest k value before
divergence of the operator (to yield the largest E0 value, according to the requirements
of the factorization method), we pick k = pi/L. This tells us the ground state, which
satisfies
Aˆk=pi/L|ψgs〉 = 0, (6)
has energy E0. This follows because the lowest-energy state of the Hamiltonian, written
as in Eq. (2), has energy E0, because the operator Aˆ
†
kAˆk is a positive semi-definite
operator, which has a minimal expectation value of 0, when Eq. (6) is satisfied.
Our next step is to find the wavefunction. Once again, a standard treatment would
multiply Eq. (6) by 〈x| and represent the momentum operator as a derivative to find a
first-order differential equation for the ground state wavefunction, which is easily solved.
Here, we proceed without calculus, and use the fact that the state 〈x| can be written as
the translation of the state 〈x=0| via
〈x| = 〈x=0|eixpˆh¯ , (7)
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with x a number in the exponent. We use the Hadamard identity (see Appendix A for
a derivation without calculus) to first show that[
ei
xpˆ
h¯ , xˆ
]
= xei
xpˆ
h¯ (8)
and then
〈x|xˆ = 〈x=0|eixpˆh¯ xˆ = 〈x=0|(xˆ+ x)eixpˆh¯ = 〈x=0|eixpˆh¯ x = 〈x|x, (9)
which follows because 〈x=0|xˆ = 0. This sequence of equalities verifies that
〈x=0| exp(ixpˆ/h¯) = 〈x| because when we operate on this state with xˆ from the right, we
obtain the number x multiplying the original state; i.e., it is an eigenvalue-eigenvector
relation.
The wavefunction then is found from the following steps: first, we use the
translation operator to determine the state 〈x|
ψgs(x) = 〈x|ψgs〉 = 〈x=0|ei
xpˆ
h¯ |ψgs〉; (10)
second, we expand the exponential in its power series (which also can be derived without
calculus, by using the binomial theorem and the property that exey = ex+y, but takes
us too far afield to show the details here)
ψgs(x) = 〈x=0|
∞∑
n=0
1
n!
(
ix
h¯
)n
(pˆ)n|ψgs〉; (11)
and third, we move the numbers out of the matrix element
ψgs(x) =
∞∑
n=0
1
n!
(
ix
h¯
)n
〈x=0|(pˆ)n|ψgs〉. (12)
For the fourth step, we need to evaluate the matrix elements. The even powers are easy,
because |ψgs〉 is an eigenstate under pˆ2 with eigenvalue h¯2pi2/L2. Odd powers can use
this eigenvalue relation to remove all operators except for one power of pˆ. We determine
the action of pˆ on |ψgs〉 from Eq. (6), which yields
pˆ|ψgs〉 = ih¯k tan(kxˆ)|ψgs〉. (13)
Since we evaluate this state against the 〈x=0| bra, we find that it vanishes due to
〈x=0| tan(kxˆ) = 〈x=0| tan(k × 0) = 0. So we find the wavefunction becomes
ψgs(x) =
∞∑
n=0
(−1)n 1
(2n)!
(
pix
L
)2n
〈x=0|ψgs〉 = cos
(
pix
L
)
〈x=0|ψgs〉. (14)
The matrix element 〈x=0|ψgs〉 is a number, which provides the normalization constant
for the wavefunction. This number can only be determined with calculus, but it’s precise
value is not needed for any of the discussions given in this work, and is often not needed
for calculations (since it cancels when evaluating expectation values).
We have completed the standard derivation of the ground state for the particle
in a box using no calculus. This step is identical to the methodology of Schro¨dinger.
Going forward to find the other eigenstates takes us away from the original Schro¨dinger
methodology. Our alternative approach is simple—we adjust k to other values that are
consistent with the conditions of the problem being solved—keeping in mind that we
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must choose the largest constant E0 in the factorization of the Hamiltonian if there is
any ambiguity. So, we increase k from the ground-state solution found with k = pi/L
until the raising and lowering operators diverge again at the boundary, namely when
k = 3pi/L. We continue in this fashion and find that the correct k values are
k =
(2n+ 1)pi
L
, (15)
with the associated wavefunctions
ψ2n+1(x) = cos
(
(2n+ 1)pix
L
)
〈x=0|ψ2n+1〉, (16)
and energies
E2n+1 =
h¯2(2n+ 1)2pi2
2ML2
. (17)
We can immediately verify that these are the even wavefunction solutions for the particle
in a box, where we now use the integer 2n + 1 to label the different solutions. One
might be concerned about whether there are any problems associated with the fact
that the raising and lowering operators diverge at internal points inside the box, but it
turns out that these divergences occur precisely where the wavefunction vanishes, which
requires us to evaluate these (raising/lowering) operators acting on the wavefunctions
with a proper limiting procedure; doing so produces a finite value since the node of
the wavefunction cancels the divergence of the operator. This procedure makes the
calculation of the wavefunctions in the modified Schro¨dinger operator method follow
a similar approach to the standard differential equation approach, where the physical
solutions to the differential equation are chosen, by selecting only those that also solve
the appropriate boundary condition at the edge of the box.
But these are not all of the solutions of the particle in a box. They are just the
even solutions. To find the odd solutions, we need to find another factorization of Hˆ.
Fortunately, this is easy to achieve. The lowering operator needed for the odd solutions
is
Bˆk =
1√
2m
[pˆ+ ih¯k cotan(kxˆ)] . (18)
A quick calculation using Eq. (A.10) and the trigonometric identity cotan2(kxˆ) + 1 =
cosec2(kxˆ) yields
Bˆ†kBˆk =
pˆ2
2M
− h¯
2k2
2M
, (19)
which tells us that Hˆ = Bˆ†kBˆk + h¯2k2/2M . What is our rule for choosing k? One
immediately sees that the operator diverges at x = 0. It will also diverge at the edges of
the box when k = 2npi/L. This is the condition to maximize the constant term for each
interval of k where the operator next diverges. Obviously, the eigenstate |φ2n〉 satisfies
Bˆ2npi/L|φ2n〉 = 0 and has the corresponding energy E2n = h¯2(2n)2pi2/2ML2.
The wavefunction cannot be derived in the same fashion as we did for the
even functions above because cotan(0) = ∞, making a power-series expansion about
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x = 0 problematic. Instead, we show that there is a simple relationship between the
wavefunction we want to find |φ2n〉 and an auxiliary wavefunction |ψ2n〉, which satisfies
Aˆ2n|ψ2n〉 = 0. Note that |ψ2n〉 does not satisfy the proper boundary condition, but we
have already derived that
ψ2n(x) = 〈x|ψ2n〉 = cos
(
2npix
L
)
〈x=0|ψ2n〉, (20)
since the derivation did not use the boundary condition. Next, we show that
|φ2n〉 = tan(kxˆ)|ψ2n〉. (21)
This follows by establishing two facts. First, we verify that Bˆk tan(kxˆ)|ψk〉 = 0 via a
direct computation:
Bˆk tan(kxˆ)|ψk〉 = 1√
2M
[pˆ+ ih¯k cotan(kxˆ)] tan(kxˆ)|ψk〉
=
1√
2M
[[pˆ, tan(kxˆ)] + tan(kxˆ)pˆ+ ih¯k] |ψk〉
=
1√
2M
[
−ih¯k sec2(kxˆ) + tan(kkˆ)ih¯k tan(kxˆ) + ih¯k
]
|ψk〉
=
1√
2M
ih¯k
[−1 + sin2(kxˆ) + cos2(kxˆ)
cos2(kxˆ)
]
|ψk〉 = 0. (22)
Hence, tan(kxˆ)|ψk〉 satisfies the defining relation for |φk〉, given by Bˆk|φk〉 = 0. This
means the two functions differ by at most a multiplicative constant. So, second, we
choose the constant to provide a normalized wavefunction. Hence, we have
φ2n(x) = tan
(
2npix
L
)
cos
(
2npix
L
)
〈0|ψ2n〉 = sin
(
2npix
L
)
〈0|ψ2n〉, (23)
which completes the derivation of the odd wavefunctions.
This derivation for the particle-in-a-box problem is much simpler than the
Schro¨dinger derivation, which requires an infinite chain of operator relationships and
appears in many textbooks (see, for example, [6] or [7]).
It turns out that one can use this same methodology to solve for the wavefunctions
of a particle restricted to move on a circle of circumference L. Here, instead of having
the operator diverge at the endpoints, we require the operator to be periodic, so that
Aˆk(xˆ + L) = Aˆk(xˆ) (and similarly for Bˆk). Note that we do not assume that the
wavefunction must be continuous and hence periodic, as is often done. Indeed, contrary
to the statements in many textbooks, there is no fundamental principle that requires the
wavefunction to be continuous. The proper requirements are that the probability density
be continuous and that the probability current be continuous. Both can be satisfied
for this problem with either periodic boundary conditions for the wave function or with
antiperiodic boundary conditions. This is seen automatically with the operator method,
because the condition for periodicity of the operator is that tan(kxˆ+kL) = tan(kxˆ) and
similarly for the cotan. Both are satisfied by k = npi/L (periodic boundary conditions) or
k = (n+ 1/2)pi/L (antiperiodic boundary conditions). We immediately see the periodic
or antiperiodic boundary conditions arising from the forms for the wavefunctions as
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being proportional to cos(kx) for Aˆk and sin(kx) for Bˆk. Of course, the resolution of this
issue is that only periodic solutions are consistent with orbital angular momentum [6, 28].
Note that the energy takes the same form as before, with Ek = h¯
2k2/2M , but with these
different allowed choices for k (including now k = 0 for the even solutions). We will
describe more completely why continuity of the raising and lowering operators is required
to conserve the probability current when we discuss the case with piecewise continuous
potentials below.
We find it interesting that the operator method requires us to confront this issue
about the properties of the wavefunction and provides a nice introduction to these
subtleties that are often glossed over in textbooks. One could also discuss other subtle
issues, such as the facts that the momentum operator pˆ is Hermitian but not self-adjoint
for the particle-in-a-box problem and the position operator xˆ is Hermitian but not self-
adjoint for the particle-on-a-circle problem. We will not discuss these issues in detail,
nor will we discuss related issues about uncertainty relations and how they are modified
for operators that are not self-adjoint. But one could motivate these discussions in
a classroom setting if desired to discuss such issues. In most cases these Hermitian
versus self-adjoint discussions are rather advanced and technical and best left for more
advanced courses [29].
3. Particle in a finite square-well one-dimensional box
We move on to describing the particle in a finite box. The potential now goes to zero
far from the origin, so we have that the Hamiltonian satisfies Hˆ = pˆ2/2m+ Vˆ (xˆ) with
Vˆ (xˆ) =
{
0 for |x| ≥ L
2
−V0 for |x| < L2 .
(24)
Here, the wavefunction is nonzero almost everywhere, so the consistency condition on
the raising and lowering operators is different. The solution has already been briefly
described [18]. We note here that one cannot proceed in the original Schro¨dinger fashion
because nothing changes inside the box, so the energy levels would come out the same as
those for the particle in an infinite box. These are not the correct energy levels. Instead,
we proceed as we discussed above: (i) we first create a factorization of the Hamiltonian
that depends on a parameter; (ii) we adjust the parameter to solve the consistency
condition; and (iii) we use all operators, factorizations and energies to determine the
eigenfunctions and eigenvalues of the problem.
Inside the box, the presence of a nonzero potential makes some small changes to
the problem: We still use the same Aˆk and Bˆk operators for the even and odd solutions,
respectively, but the energy is shifted by V0 to yield the two equations
Hˆ = Aˆ†kAˆk + Ek (25)
and
Hˆ = Bˆ†kBˆk + Ek (26)
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with Ek = h¯
2k2/2M − V0 in both cases. The bound states also satisfy Ek ≤ 0, which
we also assume holds, since we will solve only for the bound states here. Hence, inside
the box, we have Aˆk = [pˆ− ih¯k tan(kxˆ)]/
√
2M and Bˆk = [pˆ+ ih¯k cotan(kxˆ)]/
√
2M .
Outside the box, we need to find a new factorization for the Hamiltonian. It turns
out that this factorization is rather simple—it satisfies Cˆ±κ = [pˆ±ih¯κ]/
√
2M . For either
choice of the sign, we find
Cˆ†±κC±κ =
pˆ2
2M
+
h¯2κ2
2M
, (27)
because κ is a number and so it commutes with pˆ. Here, we have Ek = −h¯2κ2/2M
holds, with the same Ek value found inside the box.
Before finishing the problem, we need to determine what the wavefunction is outside
the box with this new factorization. As before, the state that has energy Ek satisfies
Cˆ±κ|ψk〉 = 0. Hence, outside the box, we find
pˆ|ψk〉 = ∓ih¯κ|ψk〉. (28)
To find the wavefunction, we take the overlap with 〈x| = 〈x=0| exp(−ixpˆ)/h¯). Because
the eigenstate |ψk〉 satisfies an eigenvector-like relation outside the box under the
operator pˆ, we immediately find that
ψk(x) = 〈x|ψk〉 ∝ e∓κx. (29)
In order for the wavefunction to be normalizable, we must choose the plus sign for
the operator when x < −L/2 and the minus sign when x > L/2; this then produces
exponentially decaying functions for large |x|.
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Figure 1. Graphical solution for the even and odd wavefunctions of the particle in
a finite one-dimensional box. The blue lines are tan(φ), the red lines are −cotan(φ),
and the black line is
√
φ20 − φ2/φ0. The dashed lines indicate multiples of pi/2. The
parameter φ0 = 10 for this plot.
Finally, we require that the raising and lowering operators be continuous at
x = −L/2 and at x = L/2; we will see below that this continuity condition
Proving the existence of bound states . . . 10
guarantees the standard condition imposed via the Schro¨dinger equation approach,
namely continuity of the logarithmic derivative of the wavefunction at the boundary.
It may seem odd that one would require such a continuity condition for an operator
that factorizes the Hamiltonian (which is discontinuous), but it is needed because it
determines the wavefunction. We will see this condition always produces the proper
results for quantum systems. It is related to the requirements of continuity of the
probability density and the probability current, as follows: First, the probability density
in one dimension is |〈x|ψ〉|2. For this to be continuous at a point x0 where the
potential is discontinuous requires limx→x+0 |〈x|ψ〉|2 = limx→x−0 |〈x|ψ〉|2. This is satisfied
if limx→x+0 〈x|ψ〉 = exp(iα) limx→x−0 〈x|ψ〉, with exp(iα) a complex phase. Continuity
of the probability current requires 〈ψ|x〉 〈x|pˆ|ψ〉 to be continuous as we approach
x = x0 from above or below. If we write Aˆ = [pˆ − ih¯kW (xˆ)]/
√
2m, with W (xˆ)
being the “superpotential,” then we see that continuity of the current occurs only if
limx→x−0 W (x) = limx→x+0 W (x), which is identical to saying that the lowering operator
Aˆ is continuous at x0. This is because the fact that |ψ〉 is annihilated by Aˆ means
pˆ|ψ〉 ∝ W (xˆ)|ψ〉. Of course, when we evaluate the wavefunctions below, we immediately
see that they do satisfy the appropriate continuity conditions for both the probability
and the probability current.
This continuity condition is the same at each point and produces
tan
(
kL
2
)
=
κ
k
(30)
for the even solutions and
− cotan
(
kL
2
)
=
κ
k
(31)
for the odd solutions. These equations are solved in the standard fashion. We first
define an angle φ via
kL
2
= φ =
√
2M(V0 + Ek)
h¯
L
2
(32)
and a parameter φ0 by
φ0 =
√
2MV0
h¯
L
2
. (33)
Then, the two transcendental equations become
tanφ =
√√√√φ20
φ2
− 1 (34)
and
− cotanφ =
√√√√φ20
φ2
− 1. (35)
Notice that the right hand side of both equations is the same. In Fig. 1, we plot the
left and right hand sides of both equations. Points where they intersect correspond to
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solutions of the respective equations. In Fig. 2, we show the energy levels as a function
of the dimensionless parameter that represents the potential, φ0. The key element for
this work is that regardless of the size of φ0, there is always at least one solution to the
first transcendental equation in Eq. (34) because the tangent runs from 0 to∞ as φ runs
from 0 to pi/2, implying it must intersect the value on the right hand side somewhere.
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Figure 2. Energy eigenvalues for the particle in a one-dimensional finite square-well
potential as a function of the potential well depth. A new bound state appears every
time the parameter φ0 increases past a half integer multiple of pi. Blue curves are the
even solutions and red ones the odd, just like in Fig. 1.
Summarizing, the Hamiltonian for the particle in a finite box can be written in one
of two factorizations. Even solutions have
Aˆk =

1√
2M
(pˆ+ ih¯κ) for x < −L
2
1√
2M
[pˆ− ih¯k tan(kxˆ)] for |x| ≤ L
2
1√
2M
(pˆ− ih¯κ) for x > L
2
.
(36)
For every φ∗ which solves Eq. (34), the wavefunction becomes
ψek(x) =

eκx〈x=0|φk〉 for x < −L2
cos(kx)〈x=0|φk〉 for |x| < L2
e−κx〈x=0|φk〉 for x > L2
(37)
with k = 2φ∗/L. The number 〈x=0|φk〉 is the normalization constant (which we have
not determined) and the energy of the state is h¯2k2/2m− V0. Odd solutions have
Bˆk =

1√
2M
(pˆ+ ih¯κ) for x < −L
2
1√
2M
[pˆ+ ih¯k cotan(kxˆ)] for |x| ≤ L
2
1√
2M
(pˆ− ih¯κ) for x > L
2
.
(38)
For each φ∗ which solves Eq. (35), the wavefunction becomes
ψok(x) =

−eκx〈x=0|φk〉 for x < −L2
sin(kx)〈x=0|φk〉 for |x| < L2
e−κx〈x=0|φk〉 for x > L2
(39)
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with k = 2φ∗/L. One can easily verify that the wavefunction and its derivative (or more
naturally, the logarithmic derivative) is continuous at the point where the potential is
discontinuous.
4. Particle in a finite square-well two-dimensional circular box
Having finished the one-dimensional case, we now move on to the two-dimensional
case. Interestingly, the particle-in-a-finite-square-well problem is not separable for a
rectangular box, but it is for a circular box, which is what we consider now. The
potential is
V (rˆ, θˆ) =
{ −V0 for r ≤ R
0 for r > R.
(40)
Using the form for the kinetic energy in two-dimensions given in Eq. (B.22), the
Hamiltonian is
Hˆ = pˆ
2
r
2M
+
Lˆ2z
2Mrˆ2
− h¯
2
8Mrˆ2
− V0 θ(R− rˆ), (41)
where the theta function is the Heaviside unit step function and we use a capital M for
the mass, so as not to confuse with the z-component of angular momentum below.
We will organize our states under the eigenvalue of the z-component of angular
momentum, whose eigenvalue is h¯m, with m an integer. (This is a standard procedure
in quantum mechanics, so we do not include the details here.) Our first step is to work
on the solution for m = 0, which has vanishing z-component of angular momentum. We
claim that the operator
Aˆk =
1√
2M
[
pˆr − ih¯kJ1(krˆ)
J0(krˆ)
+ i
h¯
2rˆ
]
(42)
is the lowering operator for the case where the eigenvalue under Lˆz is zero. To check,
we need to evaluate the following:
Aˆ†kAˆk =
1
2M
pˆ2r − ih¯k
[
pˆr,
J1(krˆ)
J0(krˆ)
]
+ ih¯
[
pˆr,
1
2rˆ
]
+
[
h¯k
J1(krˆ)
J0(krˆ)
− h¯
2rˆ
]2 .(43)
Here the Jm functions are Bessel functions of the first kind, discussed in Appendix C.
The evaluation of the commutator needs to be done in steps. We use the product rule
to find [
pˆr,
J1(krˆ)
J0(krˆ)
]
= J1(krˆ)
[
pˆr,
1
J0(krˆ)
]
+ [pˆr, J1(krˆ)]
1
J0(krˆ)
, (44)
where the second commutator is evaluated with Eq. (C.3). The first commutator is
evaluated as we have evaluated similar ones before using a “multiply by one” trick:
0 =
[
pˆr,
J0(krˆ)
J0(krˆ)
]
= J0(krˆ)
[
pˆr,
1
J0(krˆ)
]
+ [pˆr, J0(krˆ)]
1
J0(krˆ)
0 = J0(krˆ)
[
pˆr,
1
J0(krˆ)
]
+ ih¯kJ1(krˆ)
1
J0(krˆ)
, (45)
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so that [
pˆr,
1
J0(krˆ)
]
= −ih¯k J1(krˆ)
[J0(krˆ)]2
. (46)
We now have everything needed to simplify the result in Eq. (43):
Aˆ†kAˆk =
1
2M
{
pˆ2r − h¯2k2
[J1(krˆ)]
2
[J0(krˆ)]2
+ h¯2k2
J2(krˆ)− J0(krˆ)
2J0(krˆ)
− h¯
2
2rˆ2
+
[
h¯k
J1(krˆ)
J0(krˆ)
− h¯
2rˆ
]2
=
1
2M
{
pˆ2r + h¯
2k2
1
krˆ
J1(krˆ)− J0(krˆ)
J0(krˆ)
− h¯
2
4rˆ2
− h¯
2k
rˆ
J1(krˆ)
J0(krˆ)
}
=
pˆ2r
2M
− h¯
2
8Mrˆ2
− h¯
2k2
2M
, (47)
where in the second equality, we employed the identity in Eq. (C.4) with m = 1 to
replace J2 with J1 and J0, and in the last line, we simplified the result. If we define
Ek = h¯
2k2/2M − V0, then we have Hˆ = Aˆ†kAˆk +Ek for rˆ ≤ R, in the case where the Lˆz
eigenvalue is zero.
The derivation of the result for rˆ > R is similar, but we need to use the modified
Bessel functions of the second kind, Km, which exponentially decay for large argument.
Their properties are stated at the end of Appendix C. We define κ via Ek = −h¯2κ2/2M
(recall the energy is less than zero because it is a bound state). Then the lowering
operator in this region becomes
Cˆκ =
1√
2M
[
pˆr − ih¯κK1(κrˆ)
K0(κrˆ)
+ i
h¯
2rˆ
]
, (48)
where we replaced k by κ and J by K. Calculating the operator Cˆ†κCˆκ proceeds just as
we did before and yields (with the identities in Appendix C)
Cˆ†κCˆκ =
pˆ2r
2M
+
h¯2
8Mrˆ2
+
h¯2κ2
2M
. (49)
This implies that Hˆ = Cˆ†κCˆκ + Ek for rˆ > R.
As before, we require the lowering operator to be continuous at rˆ = R, which yields
−ih¯kJ1(kR)
J0(kR)
+ i
h¯
2R
= −ih¯κK1(κR)
K0(κR)
+ i
h¯
2R
, (50)
and simplifies to
J1(kR)
J0(kR)
=
κ
k
K1(κR)
K0(κR)
. (51)
The two sides of this equation are plotted in Fig. 3, so that the solution corresponds
to the points where the curves cross. We use kR = φ and
√
2MV0R/h¯ = φ0, similar
to how we treated the one-dimensional case (note as well that κR =
√
φ20 − φ2). This
equation always has at least one solution. We illustrate this explicitly for the case
where V0 is small. In this case, both φ and φ0 are also small. We use the asymptotic
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Figure 3. Graphical solution to the transcendental equation from Eq. (51) for the
solutions to the particle in a finite square-well potential in two dimensions. The blue
curves are the left hand side J1(φ)/J0(φ), while the black curve is the right hand side√
φ20 − φ2K1(
√
φ20 − φ2)/[φK0(
√
φ20 − φ2)]. Points of intersection are the solutions of
the equation. The dashed lines are the zeros of the Bessel function J0(φ), where the
left hand side diverges.
behavior of the Bessel functions for small argument to learn that J0(φ) ≈ 1, J1(φ) ≈ φ/2,
K0
(√
φ20 − φ2
)
≈ − ln
(√
φ20 − φ2
)
, and K1
(√
φ20 − φ2
)
≈ 1/
√
φ20 − φ2). Using these
results, we find the transcendental equation becomes
φ
2
≈ −
√
φ20 − φ2
φ
1√
φ20 − φ2 ln
(√
φ20 − φ2
) , (52)
or, after simplifying
ln
(√
φ20 − φ2
)
≈ − 2
φ2
. (53)
Re-expressing in terms of the energy, we find
E ≈ − h¯
2
2MR2
e
− h¯2
MR2V0 , (54)
which is an exponentially small result for small V0.
So, we have shown that if we find a k and κ that solve Eq. (51), then the state that
satisfies both [
pˆr − ih¯kJ1(krˆ)
J0(krˆ)
+ i
h¯
2rˆ
]
|φk,κ〉 = 0, (55)
for r ≤ R, and[
pˆr − ih¯κK1(κrˆ)
K0(κrˆ)
+ i
h¯
2rˆ
]
|φk,κ〉 = 0 (56)
for r > R is the eigenstate, with an energy given by E = −V0 + h¯2k2/2M = −h¯2κ2/2M .
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Figure 4. Energy eigenvalues for the particle in a two-dimensional circular finite
square-well potential as a function of the potential well depth. A new bound state
appears every time the parameter φ0 increases past a zero of the Bessel function where
J1(φ0) = 0; the first three zeros are approximately at 3.832, 7.016, and 10.173. Initially,
the bound state energy remains quite close to zero, and only emerges to larger values
where one can see the curves “take off” in the figure. Blue curves plot the energies as
a function of φ0.
In Fig. 4, we plot the corresponding (negative of the) energy levels as a function
of φ0 for the two-dimensional case. One can see that the initial shape of the curve for
small φ0 is quite flat, due to the exponentially small bound-state energy in this regime.
Once the bound-state energy becomes sizable, the curves look quite similar to those of
the one-dimensional case.
We still need to derive the wavefunction. This requires us to take the overlap of
|φk,κ〉 with 〈r,m=0|. Because the radial momentum operator is Hermitian, but not
self-adjoint, one needs to proceed carefully to determine the translation operator for
the radial coordinate. In Appendix D, we show how to do this, resulting in Eq. (D.9).
Hence, we have
φk,κ(r, θ) = 〈r=0, θ=0|e ih¯ r(pˆr+i h¯2rˆ )e ih¯ θLˆz |φk,κ〉. (57)
But, because this state has m = 0, we immediately find that exp[iθLˆz/h¯]|φk,κ〉 = |φk,κ〉.
Let us next assume that we have r ≤ R. Then we have
φk,κ(r, θ) =
∞∑
n=0
1
n!
(
ir
h¯
)n
〈r=0, θ=0|
(
pˆr + i
h¯
2rˆ
)n
|φk,κ〉. (58)
One can immediately verify that all odd powers of n will vanish, because they are
proportional to a linear combination of Jm(krˆ) terms in the numerator which all have
m 6= 0; when evaluated against 〈r=0| they all vanish. The even powers are not zero
because their expansion includes terms with J0(krˆ) which gives one when evaluated
against the 〈r=0| state. We need to determine the coefficient of the J0 term for arbitrary
Proving the existence of bound states . . . 16
n to determine the wavefunction. This is done by a construction similar to Pascal’s
triangle.
To begin, we evaluate the powers in turn as follows: for n = 1, we use Eq. (55) to
obtain (
pˆr + i
h¯
2rˆ
)
|φk,κ〉 = ih¯kJ1(krˆ)
J0(krˆ)
|φk,κ〉. (59)
As we mentioned above, when we evaluate this with the bra at the origin, it vanishes, as
will all odd powers. Next is n = 2, here, to evaluate the second power, we must evaluate
pˆr + ih¯/2rˆ against the state above. This is done by first evaluating the commutator pˆr
with the fraction of Bessel functions and then we have the operator acting against the
φk,κ state. This yields(
pˆr + i
h¯
2rˆ
)2
|φk,κ〉 = ih¯k
(
pˆr + i
h¯
2rˆ
)
J1(krˆ)
J0(krˆ)
|φk,κ〉 (60)
= ih¯k
{[
pˆr,
J1(krˆ)
J0(krˆ)
]
+ ih¯k
J21 (krˆ)
J20 (krˆ)
}
|φk,κ〉
= (ih¯k)2
{
1
2
J2(krˆ)− J0(krˆ)
J0(krˆ)
− J
2
1 (krˆ)
J20 (krˆ)
+
J21 (krˆ)
J20 (krˆ)
}
|φk,κ〉
and we see that the only term that survives is the term involving the commutator of pˆr
with the numerator. This result holds for all n. As we take more and more commutators,
we simply continue to use the rule derived in Eq. (C.3) to evaluate them. This continues
for all terms except the J0 terms, since they are actually a constant when divided by J0
and yield zero when we evaluate their commutator. When n is odd, the numerator is a
linear combination of odd index Bessel functions starting with n and ending with one
and when it is even, it is a linear combination of even powers starting with n and ending
with zero. When we evaluate against the bra at the origin, all terms vanish except for
the coefficient of the J0 term. We construct a Pascal-like triangle below
Coefficient
of J0(krˆ)
m 8 7 6 5 4 3 2 1 0
n = 1 1
n = 2 1
2
−1
2
n = 3 1
4
−3
4
n = 4 1
8
−4
8
3
8
n = 5 1
16
− 5
16
10
16
n = 6 1
32
− 6
32
15
32
−10
32
n = 7 1
64
− 7
64
21
64
−35
64
n = 8 1
128
− 8
128
28
128
− 56
128
35
128
(61)
For example, we worked out the case of n = 2 which equals [J2(krˆ) − J0(krˆ)]/2J0(krˆ)
and the triangle has a 1/2 in the second entry (m = 2) and a -1/2 in the zeroth entry
(m = 0). The rules for constructing the “triangle” are as follows: The leftmost element
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of the row is equal to one-half the leftmost element in the row above it. Every other
element in the row (except possibly the last one) is constructed by finding the two
parents in the row above, subtracting the left parent from the right and dividing the
result by two. If the new row is an odd row, we construct the rightmost entry by a
different rule—it is equal to twice the right parent minus the left parent, with the result
divided by two. If the new row is an even row, the rightmost entry is minus one half
the rightmost entry of the row above (left parent). For example, the n = 6 row has its
second entry given by (−5/16− 1/16)/2 = −6/32 and so on. While the n = 7 row has
its rightmost entry given by [2 × (−10/32) − 15/32]/2 = −35/64. Note that the table
satisfies the property that the sum of the absolute values of the entries in each row is
equal to one.
We can actually find an explicit formula for the elements in each row according to
this construction. For an odd row with n = 2i+ 1, the nonzero m = 2j + 1 entry is(
1
2
)2i (2i+ 1)!
(i+ j + 1)!(i− j)!(−1)
i−j (62)
and for n = 2i, the nonzero m = 2j entry is(
1
2
)2i−1 (2i)!
(i+ j)!(i− j)!(−1)
i−j (63)
for j 6= 0 and the j = 0 entry is(
1
2
)2i (2i)!
i!i!
(−1)i. (64)
We can verify these results by induction, but do not go through those steps here. The
coefficient of the n = 2i term in Eq. (58) becomes
1
(2i)!
(
ir
h¯
)2i (ih¯k
2
)2i
(2i)!
i!i!
(−1)i =
(
kr
2
)2i
1
i!i!
(−1)i, (65)
which is precisely what is needed to generate the J0(kr) Bessel function, so ψk,κ(r) ∝
J0(kr) for r < R.
We need to go through a similar procedure for r > R to generate the rest of the
m = 0 wavefunction. The difference is that we evaluate the terms in the series starting
from the 〈r=R| state. The result ends up being a Taylor series for the modified Bessel
function about the point r = R. Unfortunately, there is no simple way to derive this
without invoking some calculus (although for purists, it can be done by using properties
of the Bessel functions, but this approach becomes quite tortuous). When we use the k
and κ values that satisfy the transcendental equation, we verify that the wavefunction
(determined from the factorization method) and its slope [or equivalently, the matrix
element 〈r, θ|pˆr|φk,κ〉] are both continuous at r = R. This then agrees with the standard
Schro¨dinger equation approach.
We next sketch how to solve the problem when the z-component of angular
momentum is nonzero (we denote it by h¯m). As shown in Appendix B, the general
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case has a Hamiltonian given by
Hˆm =

pˆ2r
2M
+
h¯2(m2− 1
4
)
2Mrˆ2
− V0 for rˆ ≤ R
pˆ2r
2M
+
h¯2(m2− 1
4
)
2Mrˆ2
for rˆ > R.
(66)
We construct the solutions for nonzero m by following the standard Schro¨dinger
prescription. First, we define a lowering operator via
Aˆm =
1√
2M
pˆr + ih¯
(
m− 1
2
)
rˆ
 . (67)
Then, we find the following two identities:
Aˆ†mAˆm =
pˆ2r
2M
+ i
h¯
(
m− 1
2
)
2M
[
pˆr,
1
rˆ
]
+
h¯2
(
m− 1
2
)2
2Mrˆ2
=
pˆ2r
2M
− h¯
2
(
m− 1
2
)
2Mrˆ2
+
h¯2
(
m− 1
2
)2
2Mrˆ2
=
pˆ2r
2M
+
h¯2
[
(m− 1)2 − 1
4
]
2Mrˆ2
(68)
and
AˆmAˆ
†
m =
pˆ2r
2M
− ih¯
(
m− 1
2
)
2M
[
pˆr,
1
rˆ
]
+
h¯2
(
m− 1
2
)2
2Mrˆ2
=
pˆ2r
2M
+
h¯2
[
m2 − 1
4
]
2Mrˆ2
. (69)
Using these identities, we have that Hˆ0 = Aˆ†1Aˆ1−V0 θ(R− rˆ) and Aˆ†mAˆm = Aˆm−1Aˆ†m−1.
We claim that if we take an eigenfunction |φk,κ〉 which satisfies Eqs. (55) and (56)
[but we do not require it to solve the transcendental equation in Eq. (51)], then
AˆmAˆm−1 · · · Aˆ2Aˆ1|φk,κ〉 is an eigenstate. We show this result directly. First, we write
Hˆm = AˆmAˆ†m − V0 θ(R− rˆ) and recognize that the potential, being one of two different
constant values, commutes with all Aˆm operators (except possibly at one point, and for
now we are working on verifying the wavefunction everywhere except at r = R). Then
we first verify that the state |ψm,k,κ〉 = AˆmAˆm−1 · · · Aˆ2Aˆ1|φk,κ〉 satisfies
[Hˆm − V (rˆ)]|ψm,k,κ〉 = (AˆmAˆ†m)AˆmAˆm−1 · · · Aˆ2Aˆ1|φk,κ〉
= Aˆm(ˆA
†
mAˆm)Aˆm−1 · · · Aˆ2Aˆ1|φk,κ〉
= Aˆm(Aˆm−1Aˆ
†
m−1)Aˆm−1 · · · Aˆ2Aˆ1|φk,κ〉
= AˆmAˆm−1Aˆm−1 · · · Aˆ2Aˆ1(Aˆ†1Aˆ1)|φk,κ〉
= AˆmAˆm−1Aˆm−1 · · · Aˆ2Aˆ1[Hˆ0 − V (rˆ)]|φk,κ〉, (70)
where we used the identities in Eqs. (68) and (69) to move the daggered operator as far
as we could to the right. Next, we add the term with V (rˆ) back in, noting it commutes
with the Aˆm operators and find that
Hˆm|ψm,k,κ〉 =
(
h¯2k2
2M
− V0θ(R− rˆ)
)
|ψm,k,κ〉 = − h¯
2κ2
2M
|ψm,k,κ〉
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= Em,k,κ|ψm,k,κ〉. (71)
Hence, the state |ψm,k,κ〉 is an energy eigenstate of the Hamiltonian Hˆm. This procedure
of moving the daggered operator through the undaggered chain is called an intertwining
relation.
We still need to find a transcendental equation to determine k. We do this by
requiring that the wavefunction and the matrix element of pˆr are both continuous at
r = R. Continuity of the matrix element of pˆr is required for probability current
conservation; as we saw above, we can choose the overall phase to be zero, and hence the
wavefunction will also be continuous. While the procedure is completely straightforward
for arbitrary m, we will illustrate how to do it only for the easiest cases given by m = 1
and 2. The general case follows by induction.
The case m = 1 says
ψm=1,k,κ(r, θ) = 〈r, θ|Aˆ1{|φk,κ〉 ⊗ |m=1〉}, (72)
where |m=1〉 is the eigenstate of Lˆz with eigenvalue h¯. Substituting in for the operators
and states, we immediately find that for r ≤ R we have
ψm=1,k,κ(r, θ) = 〈r| 1√
2M
(
pˆr + i
h¯
2rˆ
)
|φk,κ〉eiθ〈θ=0|m=1〉. (73)
Then Eq. (57) yields
ψm=1,k,κ(r, θ) = 〈r|i h¯k√
2M
J1(krˆ)
J0(krˆ)
|φk,κ〉eiθ〈θ=0|m=1〉. (74)
Using the fact that 〈r|φk,κ〉 ∝ J0(kr), we immediately find that ψm=1,k,κ(r, θ) ∝
J1(kr) exp(iθ).
The case for m = 2 also proceeds similarly. Note that
Aˆ2Aˆ1|φk,κ〉 = i 1√
2M
(
pˆr + i
3h¯
2rˆ
)
h¯k√
2M
J1(krˆ)
J0(krˆ)
|φk,κ〉. (75)
Commuting the Aˆ2 operator to the right to act on the state |φk,κ〉 gives us
Aˆ2Aˆ1|φk,κ〉 = − h¯
2k2
2M
(
J2(krˆ)− J0(krˆ)
2J0(krˆ)
+
1
krˆ
J1(krˆ)
J0(krˆ)
)
|φk,κ〉. (76)
Next, we use the identity in Eq. (C.4) to replace J1(krˆ)/(krˆ) by J0 and J2. This results
in
Aˆ2Aˆ1|φk,κ〉 = − h¯
2k2
2M
J2(krˆ)
J0(krˆ)
|φk,κ〉. (77)
Hence, we have
ψm=2,k,κ(r, θ) ∝ J2(kr)e2iθ (78)
for r ≤ R.
The general proof for arbitrary m follows straightforwardly by induction and is not
given in detail here.
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We also need to work out the results for r > R. One can follow the strategy outlined
above with the J functions and find it also works for the K functions (there are a few
sign changes, but the end results are the same), and hence we have
ψm,k,κ(r, θ) ∝
{
Jm(kr)e
imθ for r ≤ R
Km(kr)e
imθ for r > R
(79)
Continuity of the wavefunction at r = R tells us that Jm(kR) = Km(κR). Evaluating
〈r|pˆr|ψ〉 and ensuring it is continuous at r = R requires
〈r|[pˆr, Jm(krˆ)] 1
J0(krˆ)
− ih¯ Jm(krˆ)
2rˆJ0(krˆ)
|φ〉 =
〈r|[pˆr, Km(κrˆ)] 1
K0(κrˆ)
− ih¯ Km(κrˆ)
2rˆK0(κrˆ)
|φ〉. (80)
This tells us we must also have kJm+1(kR) = κKm+1(κR). Dividing the two equations
yields the final result, which determines k and κ
Jm+1(kR)
Jm(kR)
=
κ
k
Km+1(κR)
Km(κR)
. (81)
The equation agrees with the previous transcendental equation we derived for m = 0 in
Eq. (51).
Using this last transcendental equation, we now check to see under what
circumstances the system supports a bound state for nonzerom. We rewrite the equation
in terms of φ and φ0 as
Jm+1(φ)
Jm(φ)
=
√
φ20 − φ2
φ
Km+1
(√
φ20 − φ2
)
Km
(√
φ2o − φ2
) . (82)
We use the facts that Jm(x) ≈ (x/2)m/m! for small x and Km(x) ≈ (m − 1)!(2/x)m/2
for small x with m ≥ 1 to analyze the behavior for small V0. This tells us the solution
exists if
φ
2(m+ 1)
=
√
φ20 − φ2
φ
2m√
φ20 − φ2
(83)
which says φ2 = 4m(m + 1). But φ is small and m ≥ 1, so there is no solution for
small arguments. Hence, V0 must be large enough for a solution to exist. We do not
investigate the question of how big analytically.
5. Particle in a finite square-well three-dimensional spherical box
We now move onto the final problem that we tackle with the operator formalism,
namely finding the bound states for a particle in a finite three-dimensional box. The
original solution to this problem was worked out by Peierls in 1929, but used a different
methodology [30]. We use the operator method here and find it is quite similar to the
particle in a one-dimensional box and the higher m solutions we worked with in the
two-dimensional case.
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We begin with the Hamiltonian. While one can derive the kinetic energy without
calculus similar to what we did in two-dimensions, the techniques are closely related, so
we do not reproduce them here. We simply state the results that the Hamiltonian for a
particle in a finite square-well three-dimensional box is
Hˆ =

pˆ2r
2M
+
~ˆL·~ˆL
2Mrˆ2
− V0 for rˆ ≤ R
pˆ2r
2M
+
~ˆL·~ˆL
2Mrˆ2
for rˆ > R,
(84)
where ~ˆL = ~ˆr × ~ˆp is the angular momentum operator. If we evaluate the Hamiltonian
on states of definite total angular momentum, then the eigenvalue of the square of the
angular momentum operator is h¯2 l(l + 1), so the Hamiltonian becomes
Hˆl =

pˆ2r
2M
+ h¯
2 l(l+1)
2Mrˆ2
− V0 for rˆ ≤ R
pˆ2r
2M
+ h¯
2 l(l+1)
2Mrˆ2
for rˆ > R.
(85)
We first solve the case with l = 0. Note that the Hamiltonian (as a function of
the radial coordinate only) is simply that of a particle in a one-dimensional finite box,
with one exception—the radius is never less than zero. So there is a hard wall boundary
at r = 0, where the wavefunction must vanish. If we look back at the derivation for
the particle in a box, the odd solutions automatically vanish at r = 0, so those are
the solutions here. We quickly recap how the solutions work. The operators are the
same, but the wavefunctions are different, because the radial coordinate, the radial
momentum, and the translation operator for the radial coordinate, are different from
the one-dimensional coordinate, momentum and translation operators.
The l = 0 lowering operator for r ≤ R is then
Bˆ =
1√
2M
[pˆr + ih¯k cotan(krˆ)], (86)
which satisfies
Hˆl=0 = Bˆ†Bˆ + h¯
2k2
2M
− V0. (87)
Similarly, the lowering operator for r > R is
Cˆ =
1√
2M
(pˆr − ih¯κ), (88)
which satisfies
Hˆl=0 = Cˆ
†Cˆ +
h¯2κ2
2M
. (89)
We require the operators to be continuous at rˆ = R, which yields
k cotan(kR) = κ. (90)
Using φ = kR and φ0 =
√
2MV0R/h¯, the transcendental equation becomes
−cotanφ =
√
φ20 − φ2
φ
, (91)
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which has a solution only when φ0 ≥ pi/2, or V0 ≥ h¯2pi2/(8MR2). Hence, the three-
dimensional particle in a finite box requires a minimal attractive potential before it
supports a bound state.
We calculate the wavefunction in a similar fashion to what was done before.
There is no angular dependence, and for the radial dependence, we need to use the
correct translation operator (which can be derived similar to what we did for the two-
dimensional case). Hence,
〈r| = 〈r=0|e ih¯ r(pˆr+i h¯rˆ ) (92)
and
φl=0(r) = 〈r|φl=0〉 = 〈r=0|e ih¯ r(pˆr+i h¯rˆ )|φl=0〉
=
∞∑
n=0
1
n!
(
ir
h¯
)n
〈r=0|
(
pˆr + i
h¯
rˆ
)n
|φl=0〉. (93)
We begin with r ≤ R to evaluate the wavefunction. We determine how pˆr acts on the
state |φl=0〉 by using the fact that Bˆ|φl=0〉 = 0 to yield
pˆr|φl=0〉 = −ih¯k cotan(krˆ)|φl=0〉. (94)
Similar to the one-dimensional case, we can show that all odd powers vanish and all
even powers give
〈r=0|
(
pˆr + i
h¯
rˆ
)2n
|φl=0〉 = 1
2n+ 1
(h¯k)2n〈r=0|φl=0〉. (95)
The details are technical and are shown in Appendix E. Substituting into Eq. (93), we
find for r ≤ R
φl=0(r) =
∞∑
n=0
(−1)n 1
(2n+ 1)!
(kr)2n〈r=0|φl=0〉 = sin(kr)
kr
〈r=0|φl=0〉. (96)
Next, we move on to r > R. Here, the wavefunction satisfies pˆr|φl=0〉 = ih¯κ|φl=0〉. In
this case, we need to modify Eq. (93) to perform the expansion about r = R:
φl=0(r) = 〈r|φl=0〉 = 〈r=R|e ih¯ (r−R)(pˆr+i h¯rˆ )|φl=0〉
=
∞∑
n=0
1
n!
(
i(r −R)
h¯
)n
〈r=R|
(
pˆr + i
h¯
rˆ
)n
|φl=0〉. (97)
The result for the nth power of (pˆr + ih¯/rˆ) acting on the state is(
pˆr + i
h¯
rˆ
)n
|φl=0〉 = (ih¯κ)n
n∑
m=0
n!
(n−m)!
1
(κrˆ)m
|φl=0〉, (98)
for r > R. The derivation is also rather technical and is given in Appendix E. Using
this result, we conclude that
φl=0(r) = φl=0(R)
∞∑
n=0
1
n!
[−κ(r −R)]n
n∑
m=0
n!
(n−m)!
1
(κR)m
= φl=0(R))
∞∑
n=0
n∑
m=0
[−κ(r −R)]n−m
(n−m)!
[−κ(r −R)]m
(κR)m
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= φl=0(R)
∞∑
m=0
∞∑
n=m
[−κ(r −R)]n−m
(n−m)!
[−κ(r −R)]m
(κR)m
= φl=0(R)
∞∑
m=0
∞∑
n=0
[−κ(r −R)]n
n!
[−κ(r −R)]m
(κR)m
= φl=0(R)e
−κ(r−R)
∞∑
m=0
(−1)m
(
r −R
R
)m
, (99)
where we simplified and regrouped terms in the second line, switched the order of the
summation in the third line, let n → n + m in the fourth line, and summed the series
over n in the fifth line. If we assume R < r < 2R, then we can sum the remaining series
to find
φl=0(r) = φl=0(R)e
−κ(r−R) 1
1 + r−R
R
= φl=0(R)e
−κ(r−R)κR
κr
∝ e
−κr
κr
. (100)
Since the summed series is an analytic function, we can “analytically continue” this
result and verify that it holds for all r > R.
Hence, we have established that
φl=0(r) =

α sin(kr)
kr
for r ≤ R
β e
−κr
κr
for r > R.
(101)
The ratio of α/β is determined by the solution of the transcendental equation, which
relates k and κ. The overall constant is then determined by normalization, a step we
omit here.
The results for higher l all have equal or higher energies than the l = 0 state because
the contribution from the centrifugal barrier is positive semi-definite. Hence, we need
not work out their solutions, even though they follow in a similar fashion to how we
found the nonzero m eigenvalues and eigenfunctions for the two-dimensional case. The
key point is that we have found a potential in three-dimensions that does not have a
bound state unless the attractive potential has a large enough magnitude.
6. Variational proof of the existence of at least one bound state in one and
two dimensions
Most of the pedagogical literature on using the variational approach to prove that
attractive potentials in one and two dimensions always have at least one bound state
work from a variational approach with a specific trial wavefunction [31, 32, 33, 34, 35, 36].
Usually this wavefunction has a simple peak with an adjustable width (although it can
be more complicated for the two-dimensional case). This approach is also employed in
textbooks, as described in the introduction.
The variational principle that we employ is straightforward and requires no calculus
to derive. We assume that the orthonormal eigenstates are written as |n〉 with
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H|n〉 = En|n〉, with En ordered such that E0 ≤ Ei ≤ E2 · · ·. Then, we examine a
normalized state |ψ〉 = ∑∞n=0 cn|n〉 with ∑∞n=0 |cn|2 = 1. We compute directly that
〈ψ|H|ψ〉 =
∞∑
n=0
|cn|2En ≥
∞∑
n=0
|cn|2E0 = E0. (102)
So, we learn that the expectation value of the Hamiltonian on any trial wavefunction
produces an energy greater than or equal to the ground-state energy. Turned around,
the ground-state energy is less than the expectation values of the Hamiltonian for any
normalized trial wavefunction |ψ〉.
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Figure 5. Schematic picture of the set-up for the variational proof. The arbitrary
attractive potential is depicted in red. It needs only to be nonpositive, to go to zero
as |x| → ∞ and to be piecewise continuous. The finite square-well box is depicted in
blue. We choose an x0, L, and V0, so that the square-well potential “fits inside” the
target potential, in the sense that Vbox(x) ≥ V (x) pointwise. The square well vanishes
outside the box.
Next, we use the existence of a ground state for the particle-in-a-box problems to
then prove that the ground state exists for arbitrary potentials which can have a box
potential fit inside of them, as illustrated schematically in Fig. 5. To be more precise,
mathematically, we will prove potentials V which satisfy the following criteria, all have
at least one bound state. The criterion in one dimension is that
V (x) ≤ Vbox(x;V0, L, x0) ≤ 0, (103)
where Vbox(x;V0, L, x0) is the square-well potential of width L, depth V0 and centered at
the point x = x0. Note that the description above is using the potential expressed as a
function of the coordinate, not as an operator, so that the inequality is well-defined. In
addition, we have the freedom to adjust the depth, width, and center in order to have it
fit inside the target potential. We allow the target potential to be piecewise continuous,
to have divergences, etc., as long as it satisfies the criterion above. Similarly, for the
two-dimensional potential, we require
V (x, y) ≤ Vbox(x, y;V0, R, x0, y0) ≤ 0. (104)
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Here, Vbox(x, y;V0, R, x0, y0) is a circular “square-well” potential of depth V0, radius
R, and centered at (x0, y0). Note in particular that this requirement implies that the
arbitrary potential is always attractive. It is well known that this requirement is not
needed for a bound state, and a weaker criterion that the integral of the potential over
all space is less than zero is all that is needed [34]. But that proof requires working with
adjustable variational wavefunctions and is beyond the methodology we present here,
which is algebraic and uses no calculus. So we work with the stricter requirement here.
Note that because the potential goes to zero as we approach infinity, a bound state
requires E < 0. This is because when E < 0, the eigenstate will exponentially decay
in the forbidden regions, as we have seen in the explicit solutions we worked out for
the particle in finite square-well potentials. Our strategy is to prove that the ground
state energy must be less than zero for systems with arbitrary attractive potentials that
satisfy the required criteria. This then implies that those systems have at least one
bound state.
The proof now follows very simply. For one dimension, we find a square-well
potential that fits into the potential we want to show has a bound state according to
Eq. (103). Then, we compute the expectation value of the Hamiltonian for the arbitrary
potential with the ground-state wavefunction of the box, which we denote as |φbox〉. We
find (using Hˆ = Tˆ + V (xˆ))
〈φbox|Hˆ|φbox〉 = 〈φbox|Tˆ |φbox〉+ 〈φbox|V (xˆ)|φbox〉
≤ 〈φbox|Tˆ |φbox〉+ 〈φbox|Vbox(xˆ, V0, L, x0)|φbox〉
= Egs,box(V0, L) < 0. (105)
The basic idea is that the kinetic energy expectation value is the same for both the
target Hamiltonian and the box Hamiltonian (when evaluated in the box ground state),
and the expectation value of the potential is lower due to the criterion above. So the
expectation value of the total energy is less than zero. Since all unbound states have
an expectation value of the energy that is larger than zero (because their energy can
always be written as h¯2k2/2M for some k), this proves the existence of at least one
bound state.
The proof for the two-dimensional case is essentially the same, but we compare to
the particle in a circular “square-well.” Of course, the proof does not hold for three
dimensions because we found a counter-example with the particle in a spherical box.
To work on the more complex problem of asking how many bound states exist for
a given potential, one must use more complex approaches that count the nodes of the
wavefunction [1] and are beyond the approach we have developed here which uses no
calculus.
7. Conclusions
The goal of this work was to illustrate how one can solve particle-in-finite-square-well
problems using operator methods with no calculus. We then applied those solutions to
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immediately prove that in one and two dimensions any fully attractive potential always
has at least one bound state. The methodology we employed requires only high-school
level math. It does require one to be able to work with power-series expansions, but only
in an algebraic fashion. We also were able to demonstrate that the Schro¨dinger operator
method can be streamlined for these problems. Schro¨dinger himself called his procedure
“shooting sparrows with artillery” [3]. And his solution is indeed quite complex. The
version we developed here, and hinted at in Refs. [18] and [19], is much simpler and is
quite similar to the conventional differential equation approach.
Some may complain that the derivation of the wavefunction itself still involves
“shooting sparrows with artillery.” While we do not completely disagree with that
characterization, using the same methods, we can derive the solutions in one, two, and
three dimensions. The two-dimensional case is often not covered in textbooks, because
it involves Bessel functions, which are viewed by many as a more advanced topic. Here,
the procedure is unified, and the derivations share similar complexity across the different
dimensions.
In the end, we feel that illustrating how far one can go with quantum-mechanical
reasoning without needing to invoke advanced mathematics, can aid in bringing quantum
phenomena to more people and help as well to show the important quantum principles
without being buried in complex mathematics. Of course, if this restriction is relaxed,
then one can derive the wavefuntions quite efficiently using only first-order differential
equations. We did not discuss how to do this here because it already appears in many
textbooks [6, 7, 9].
We hope that this work will encourage others to discover additional areas in the
quantum curriculum that do not require calculus. This will then provide choice to
students as to how they would like to best learn the material. For example, we
have already shown how one can determine spherical harmonics with only algebraic
methods [37]. Instead of thinking of operator methods as an advanced topic, we
encourage others to think of it as a great way to introduce and explore quantum
ideologies.
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Appendix A. Computing commutators without calculus
In this appendix, we show how to compute the commutators [pˆ, tan(kxˆ)] and
[pˆ, cotan(kxˆ)] without using calculus. It requires a few steps. First we use the Hadamard
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identity for the similarity transformation of the momentum operator
e−ikxˆpˆeikxˆ = pˆ−ik[xˆ, pˆ]−k
2
2
[xˆ, [xˆ, pˆ]]+· · ·+(−ik)
n
n!
[xˆ, [xˆ, · · · , [xˆ, pˆ] · · ·]]n · · · , (A.1)
where the nth term has an n-fold nested commutator. In this case, the expansion
terminates after two terms because the commutator of xˆ with pˆ is a number, which
subsequently commutes with everything. We thereby find
e−ikxˆpˆeikxˆ = pˆ+ h¯k, (A.2)
or
[e−ikxˆ, pˆ] = h¯ke−ikxˆ. (A.3)
Next, we use the Euler relation to write exp(−ikxˆ) = cos(kxˆ) − i sin(kxˆ) and take the
real and imaginary parts of both sides of Eq. (A.3) to find
[cos(kxˆ), pˆ] = −ih¯k sin(kxˆ) (A.4)
and
[sin(kxˆ), pˆ],= ih¯k cos(kxˆ). (A.5)
Note that this derivation uses the fact that the commutator of a real function of xˆ with
pˆ is imaginary. Note further that these results agree with the standard commutation
results we would find by using pˆ = −ih¯∂x. The next step uses the product rule for a
commutator and the “multiply by one” trick:
0 = [1, pˆ] =
[
sin(kxˆ)
sin(kxˆ)
, pˆ
]
= sin(kxˆ)
[
1
sin(kxˆ)
, pˆ
]
+ [sin(kxˆ), pˆ]
1
sin(kxˆ)
(A.6)
and then re-arranges the result to show that[
1
sin(kxˆ)
, pˆ
]
= − 1
sin(kxˆ)
[sin(kxˆ), pˆ]
1
sin(kxˆ)
= −ih¯k cosec(kxˆ)cotan(kxˆ).(A.7)
Similarly, one can immediately verify[
1
cos(kxˆ)
, pˆ
]
= ih¯k sec(kxˆ)tan(kxˆ). (A.8)
The commutator for the tangent follows from Eqs. (A.5) and (A.8) and the product rule
for the commutator via
[tan(kxˆ), pˆ] =
1
cos(kxˆ)
[sin(kxˆ), pˆ] +
[
1
cos(kxˆ)
, pˆ
]
sin(kxˆ)
= ih¯k + ih¯k tan2(kxˆ) = ih¯k sec2(kxˆ). (A.9)
In the same fashion, we derive the commutator of the cotangent using Eqs. (A.4) and
(A.7) and the product rule. It is
[cotan(kxˆ), pˆ] =
1
sin(kxˆ)
[cos(kxˆ), pˆ] +
[
1
sin(kxˆ)
, pˆ
]
cos(kxˆ)
= − ih¯k − ih¯k cotan2(kxˆ) = −ih¯k cosec2(kxˆ). (A.10)
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Appendix B. Radial momentum and the Laplacian
In this appendix, we derive the radial momentum and then the kinetic energy operator
in two dimensions. We illustrate how this is done without calculus. We will work
with polar coordinates and show how one converts from Cartesian to polar coordinates
with quantum operators. The motivation for this appendix is one of Dirac’s lesser
known 1926 quantum mechanics publications [27], which shows how to employ Cartesian
commutation relations to derive radial and polar relations.
We begin with the square of the radial operator, defined by rˆ2 = rˆ2x+ rˆ
2
y. From this,
we can compute the commutator of the Cartesian momentum with rˆ. Let α denote x
or y. Then, (there is no Einstein summation convention used here)
[rˆ2, pˆα] = [rˆ
2
x + rˆ
2
y, pˆα] = [rˆ
2
α, pˆα] = rˆα[rˆα, pˆα] + [rˆα, pˆα]rˆα = 2ih¯rˆα. (B.1)
Similarly, we have
[rˆ2, pˆα] = rˆ[rˆ, pˆα] + [rˆ, pˆα]rˆ. (B.2)
It is well known that the commutator of a function of rˆα with pˆα is a function of rˆα
only—it has no pˆα dependence. This follows by first noting that one can use induction to
establish that [(rˆα)
n, pˆα] = ih¯n(rˆα)
n−1. Then, for any function that can be represented
as a power series, we can employ this result to show that the commutator with pˆα is
just a function of the coordinate operator. This implies that [rˆ, [rˆ, pˆα]] = 0, so we can
move the rˆ factor on the left of the first term on the right hand side of Eq. (B.2) to the
right. Then we use Eq. (B.1) to immediately learn that
[rˆ, pˆα] = ih¯
rˆα
rˆ
. (B.3)
Using the product rule and the “multiply by one” trick, we also find that
[1, pˆα] = 0 =
[
rˆ
rˆ
, pˆα
]
= rˆ
[
1
rˆ
, pˆα
]
+ [rˆ, pˆα]
1
rˆ
. (B.4)
Combining with Eq. (B.3) then shows that[
1
rˆ
, pˆα
]
= −ih¯ rˆα
rˆ3
. (B.5)
We are now ready to determine the radial momentum. In classical mechanics, we
simply take the dot product of the momentum vector with a unit vector in the radial
direction. In quantum mechanics, we need to worry about operator ordering, so we find
the proper way to find a Hermitian radial momentum operator is to average the two
different orderings, so the radial momentum becomes
pˆr =
1
2
~ˆr
rˆ
· ~ˆp+ ~ˆp · ~ˆr
rˆ
 = ~ˆr
rˆ
· ~ˆp− ih¯ 1
2rˆ
=
1
rˆ
(
xˆpˆx + yˆpˆy − ih¯
2
)
. (B.6)
This radial momentum operator is canonically conjugate to rˆ. We compute
[rˆ, pˆr] =
[
rˆ,
1
rˆ
(xˆpˆx + yˆpˆy)
]
=
ih¯
rˆ
(
xˆ
xˆ
rˆ
+ yˆ
yˆ
rˆ
)
= ih¯. (B.7)
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Note that this component of the momentum operator does not depend solely on
momentum, so a momentum eigenstate is not an eigenstate of the radial momentum.
We also need to find the θ component of the momentum. The unit vector
perpendicular to ~er = ~ˆr/rˆ is
~eθ = − yˆ
rˆ
~ex +
xˆ
rˆ
~ey. (B.8)
In this case, there are no ordering issues, so we immediately find that
pˆθ = ~ˆp · ~eθ = 1
rˆ
(−yˆpˆx + xˆpˆy). (B.9)
A straightforward calculation shows that [rˆ, pˆθ] = 0. The theta-component of
momentum is related to the z-component of angular momentum via Lˆz = rˆpˆθ. Note
that we have [pˆr, Lˆz] = 0 and that this implies that [pˆr, pˆθ] 6= 0. So it will be more
convenient in many cases to work with Lˆz instead of pˆθ.
We have already determined three of the four variables we need for polar
coordinates. Our fourth is the angle θˆ. Usually, this angle is defined via an inverse
tangent, but we find the arc-cosine is better for our purposes. So, we define
θˆ =
yˆ
|yˆ| cos
−1
(
xˆ
rˆ
)
, (B.10)
where yˆ/|yˆ| = sgn yˆ is the sign of yˆ. Note that we work with |yˆ| by computing first
with its square just as we did with rˆ. One immediately finds that [|yˆ|, pˆy] = ih¯yˆ/|yˆ| and
hence [sgn yˆ, pˆy] = 0, which is well-defined. Using the definition of θˆ, we find that
eiθˆ = cos θˆ + i sin θˆ =
xˆ
rˆ
+ i
yˆ
rˆ
. (B.11)
Use this to compute [exp(iθˆ), pˆr] as follows:
[eiθˆ, pˆr] =
[
xˆ
rˆ
+ i
yˆ
rˆ
, pˆr
]
=
[
xˆ
rˆ
+ i
yˆ
rˆ
,
1
rˆ
(xˆpˆx + yˆpˆy)
]
= 0. (B.12)
Rearranging the commutator and using the Hadamard identity, then yields
eiθˆpˆre
−iθˆ = pˆr = pˆr + i[θˆ, pˆr] +
(i)2
2!
[θˆ, [θˆ, pˆr]] + · · · (B.13)
This equality only holds if we have [θˆ, pˆr] = 0.
There is one commutator remaining, [θˆ, pˆθ], but we prefer to work with Lˆz = rˆpˆθ.
We first compute
e−iθˆLˆzeiθˆ =
(
xˆ
rˆ
− i yˆ
rˆ
)
Lˆz
(
xˆ
rˆ
+ i
yˆ
rˆ
)
=
1
rˆ2
[xˆLˆzxˆ+ yˆLˆzyˆ + i(xˆLˆzyˆ − yˆLˆzxˆ)]
=
1
rˆ2
{(xˆ2 + yˆ2)Lˆz + xˆ[Lˆz, xˆ] + yˆ[Lˆz, yˆ] + ixˆ[Lˆz, yˆ]− iyˆ[Lˆz, xˆ]}. (B.14)
Using [Lˆz, xˆ] = ih¯yˆ and [Lˆz, yˆ] = −ih¯xˆ, we find
e−iθˆLˆzeiθˆ =
1
rˆ2
[rˆ2Lˆz + ih¯(xˆyˆ − yˆxˆ) + h¯rˆ2] = Lˆz + h¯. (B.15)
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Now, using the Hadamard identity, we find that [θˆ, Lˆz] = ih¯, or [θˆ, pˆθ] = ih¯/rˆ, which
is not a canonical commutation relation, showing again that Lˆz is the momentum
canonically conjugate to θˆ and the better operator to work with.
We are now ready to calculate the kinetic energy. Since the radial momentum
and the theta component of the momentum are perpendicular in classical mechanics,
we expect the quantum kinetic energy to be the sum of the squares of both operators,
noting that there may be some quantum corrections due to ordering issues. First, we
note that the kinetic energy satisfies
Tˆ =
1
2m
(pˆ2x + pˆ
2
y). (B.16)
Next, we compute pˆ2r:
pˆ2r =
1
rˆ
(
xˆpˆx + yˆpˆy − ih¯
2
)
1
rˆ
(
xˆpˆx + yˆpˆy − ih¯
2
)
. (B.17)
Our first step is to move the middle 1/rˆ to the left:
pˆ2r =
1
rˆ2
(
xˆpˆx + yˆpˆy + i
h¯
2
)(
xˆpˆx + yˆpˆy − ih¯
2
)
. (B.18)
Expanding gives
pˆ2r =
1
rˆ2
(
xˆpˆxxˆpˆx + 2xˆyˆpˆxpˆy + yˆpˆyyˆpˆy +
h¯2
4
)
=
1
rˆ2
(
xˆ2pˆ2x + 2xˆyˆpˆxpˆy + yˆ
2pˆ2y +
h¯2
4
)
. (B.19)
Next, we compute pˆ2θ recalling that pˆθ commutes with rˆ:
pˆ2θ =
1
rˆ2
(−yˆpˆx + xˆpˆy)(−yˆpˆx + xˆpˆy) = 1
rˆ2
(yˆ2pˆ2x − 2xˆyˆpˆxpˆy + xˆ2pˆ2y). (B.20)
So, we find that
pˆ2r + pˆ
2
θ = pˆ
2
x + pˆ
2
y +
h¯2
4rˆ2
, (B.21)
which becomes
Tˆ =
pˆ2r
2m
+
Lˆ2z
2mrˆ2
− h¯
2
8mrˆ2
. (B.22)
Unlike the three-dimensional case, there is a correction term to the kinetic energy due
to operator ordering issues.
Appendix C. Working with Bessel functions without calculus
In this appendix, we derive a few of the important identities involving Bessel functions.
The Bessel function of the first kind is defined from its power series via
Jm(x) =
(
x
2
)m ∞∑
n=0
(−1)n
(
x
2
)2n 1
n!(n+m)!
, (C.1)
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for all integers m ≥ 0; while we define J−|m|(x) = (−1)|m|J|m|(x) for negative m. We
can derive these functions by projecting a plane wave in two dimensions onto the basis
given by r and the z-component of angular momentum, but we do not go into those
details here.
We need to derive some identities with respect to these Bessel functions. First,
recall that one can use induction to show that
[pˆr, rˆ
n] = −ih¯nrˆn−1. (C.2)
Using this, we immediately compute (for m ≥ 0)
[pˆr, Jm(krˆ)] =
∞∑
n=0
(−1)n 1
n!(n+m)!
pˆr,
(
krˆ
2
)2n+m
= − ih¯k
2
∞∑
n=0
(−1)n 2n+m
n!(n+m)!
(
krˆ
2
)2n+m−1
= − ih¯k
2
∞∑
n=0
(−1)n 1
n!(n+m− 1)!
(
krˆ
2
)2n+m−1
− ih¯k
2
∞∑
n=1
(−1)n 1
(n− 1)!(n+m)!
(
krˆ
2
)2n+m−1
= − ih¯k
2
∞∑
n=0
(−1)n 1
n!(n+m− 1)!
(
krˆ
2
)2n+m−1
+ ih¯
k
2
∞∑
n=0
(−1)n 1
n!(n+m+ 1)!
(
krˆ
2
)2n+m+1
= ih¯
k
2
[−Jm−1(krˆ) + Jm+1(krˆ)] , (C.3)
where the second equality follows by evaluating the commutator according to Eq. (C.2),
the third by separating out 2n+m = (n+m) + n, the fourth by shifting n→ n+ 1 in
the second sum, and the final one via the definition of the Bessel functions in Eq. (C.1).
The second identity we derive as follows:
Jm+1(krˆ) + Jm−1(krˆ) =
∞∑
n=0
(−1)n
(
krˆ
2
)2n+m+1
1
n!(n+m+ 1)!
+
∞∑
n=0
(−1)n
(
krˆ
2
)2n+m−1
1
n!(n+m− 1)!
= −
∞∑
n=1
(−1)n
(
krˆ
2
)2n+m−1
1
(n− 1)!(n+m)!
+
∞∑
n=0
(−1)n
(
krˆ
2
)2n+m−1
1
n!(n+m− 1)!
=
∞∑
n=0
(−1)n
(
krˆ
2
)2n+m−1 −n+ n+m
n!(n+m)!
=
2m
krˆ
Jm(krˆ), (C.4)
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where in the second equality, we shifted the index by one in the first sum, combined all
terms over the same denominator in the third equality, and used the definition of the
Bessel function in the fourth.
Note that these Bessel functions are the ones that we use for the case where the
energy is larger than the potential, because these Bessel functions oscillate and so does
the wavefunction. There is another Bessel function, called the modified Bessel function
of the second kind, and denoted Km, which we use when the wavefunction exponentially
decays. It is somewhat more challenging to try to derive the relationships between these
Bessel functions without using any calculus, so we will simply state their fundamental
identities. Their form is quite similar to the identities we derived for the Bessel functions
of the first kind. These functions satisfy the following:
K−|m|(κrˆ) = K|m|(κrˆ) (C.5)
−Km−1(κrˆ) +Km+1(κrˆ) = 2m
κrˆ
Km(κrˆ) (C.6)
[pˆr, Km(κrˆ)] = i
h¯κ
2
[Km−1(κrˆ) +Km+1(κrˆ)]. (C.7)
These relations are identical to those of the Jm Bessel functions except for the changing
of some signs.
Appendix D. Radial momentum operator in two-dimensions
We know that we can write any position eigenstate in two-dimensional coordinate space
via Cartesian translation operators as
|x, y〉 = e− ih¯ (xpˆx+ypˆy)|x=0, y=0〉, (D.1)
where x and y are numbers. When converting to polar coordinates, we let x = r cos θ
and y = r sin θ, so that |r, θ〉 = exp[−i(r cos θpˆx+ r sin θpˆy)/h¯]|r= 0, θ=0〉, where we use
the convention that the origin (r = 0) is at the angle θ = 0. Using the facts that
pˆr + i
h¯
2rˆ
=
xˆ
rˆ
pˆx +
yˆ
rˆ
pˆy = cos θˆpˆx + sin θˆpˆy, (D.2)
and
pˆθ = − yˆ
rˆ
pˆx +
xˆ
rˆ
pˆy = − sin θˆpˆx + cos θˆpˆy. (D.3)
These two results immediately yield
e−
i
h¯
(xpˆx+ypˆy) = e−
i
h¯ [r cos(θˆ−θ)(pˆr+i h¯2rˆ )−r sin(θˆ−θ)pˆθ]. (D.4)
Using the fact that Lˆz commutes with both rˆ and pˆr allows us to use the identity
e−
i
h¯
θLˆzf(θˆ)e
i
h¯
θLˆz = f
(
e−
i
h¯
θLˆz θˆe
i
h¯
θLˆz
)
= f(θˆ − θ) (D.5)
in Eq. (D.4) to find
|x, y〉 = e− ih¯ θLˆze− ih¯ [r cos θˆ(pˆr+i h¯2rˆ )−r sin θˆpˆθ]|r=0, θ=0〉. (D.6)
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Here, we used the fact that exp(iθLˆz/h¯)|r=0, θ=0〉 = |r=0, θ=0〉 because rotating the
state at the origin does not change it, so we can keep θ=0.
We evaluate Eq. (D.6) in a power series. First note that
[θˆn, Lˆz] = ih¯nθˆ
n−1 (D.7)
allows us to derive that [sin θˆ, Lˆz] = ih¯ cos θˆ and hence [sin θˆ, pˆθ] = ih¯ cos(θˆ)/rˆ. Using
this result, we immediately compute[
r cos θ
(
pˆr + i
h¯
2rˆ
)
− r sin θˆpˆθ
]
|θ=0〉 = r
(
pˆr − i h¯
2rˆ
)
|θ=0〉. (D.8)
Iterating this n times for each term in the power series of the exponential gives us our
final result
|x, y〉 = |r, θ〉 = e− ih¯ θLˆze− ih¯ r(pˆr−i h¯2rˆ )|r=0, θ=0〉. (D.9)
Appendix E. Operator identities for the three-dimensional case
In this appendix, we show the details for how to work out powers of (pˆr+ih¯/rˆ) acting on
|φl=0〉. We start with the case of r ≤ R. Our methodology is to proceed by an inductive
proof. We first work out the n = 1 power:(
pˆr + i
h¯
rˆ
)
|φl=0〉 = ih¯k
(
1
krˆ
− cotan(krˆ)
)
|φl=0〉 (E.1)
and the n = 2 power:(
pˆr + i
h¯
rˆ
)2
|φl=0〉 = ih¯k
(
pˆr + i
h¯
rˆ
)(
1
krˆ
− cotan(krˆ)
)
|φl=0〉
= (ih¯k)2
(
−1− 2
krˆ
cotan(krˆ) +
2
k2rˆ2
)
|φl=0〉. (E.2)
After determining a few more results explicitly, one can show that the general case is
given by the following two results:(
pˆr + i
h¯
rˆ
)2m+1
|φl=0〉 = (ih¯k)2m+1 (E.3)
×
m∑
n=0
(−1)n
[
(2m+ 1)!
(2n)!
1
(krˆ)2m−2n+1
− (2m+ 1)!
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n
]
|φl=0〉
and (
pˆr + i
h¯
rˆ
)2m+2
|φl=0〉 = (ih¯k)2m+2 (E.4)
×
[
m+1∑
n=0
(−1)n (2m+ 2)!
(2n)!
1
(krˆ)2m−2n+2
−
m∑
n=0
(−1)n (2m+ 2)!
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n+1
]
|φl=0〉.
We first verify that when m = 0, these two results reproduce those in Eqs. (E.1) and
(E.2). Then we assume it holds for all n up to 2m and prove it holds for 2m + 1. We
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compute (
pˆr + i
h¯
rˆ
)2m+1
|φl=0〉 = (ih¯k)2m
(
pˆr + i
h¯
rˆ
)
(E.5)
×
[
m∑
n=0
(−1)n (2m)!
(2n)!
1
(krˆ)2m−2n
−
m−1∑
n=0
(−1)n (2m)!
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n−1
]
|φl=0〉
= (ih¯k)2m+1
[
m∑
n=0
(−1)n
{
(2m)!(2m− 2n)
(2n)!
1
(krˆ)2m−2n+1
− (2m)!
(2n)!
cotan(krˆ)
(krˆ)2m−2n
+
(2m)!
(2n)!
1
(krˆ)2m−2n+1
}
−
m−1∑
n=0
(−1)n
{
(2m)!
(2n+ 1)!
cosec2(krˆ)
(krˆ)2m−2n−1
+
(2m)!(2m− 2n− 1)
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n
}
+
m−1∑
n=0
(−1)n
{
(2m)!
(2n+ 1)!
cotan2(krˆ)
(krˆ)2m−2n−1
− (2m)!
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n+1
}]
|φl=0〉
= (ih¯k)2m+1
m∑
n=0
(−1)n
[
(2m+ 1)!
(2n)!
1
(krˆ)2m−2n+1
− (2m+ 1)!
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n
]
|φl=0〉,
where we used a number of identities including the following: cosec2(x)−cotan2(x) = 1,
we extended the sum that ranged up to m − 1 to m for the cotan(x) term, because
the term with n = m vanished, while we shifted the sum for the inverse power of rˆ by
n→ n+ 1 and then added on the term with n = 0 because it vanished. The final result
is the one we wanted to show in Eq. (E.4).
Now, we assume the identity holds up to m+ 1 and prove the result for m+ 2:(
pˆr + i
h¯
rˆ
)2m+2
|φl=0〉 = (ih¯k)2m+1
(
pˆr + i
h¯
rˆ
)
(E.6)
×
m∑
n=0
(−1)n
[
(2m+ 1)!
(2n)!
1
(krˆ)2m−2n+1
− (2m+ 1)!
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n
]
|φl=0〉
= (ih¯k)2m+2
m∑
n=0
(−1)n
[{
(2m+ 1)!(2m− 2n+ 1)
(2n)!
1
(krˆ)2m−2n+2
− (2m+ 1)!
(2n)!
cotan(krˆ)
(krˆ)2m−2n+1
+
(2m+ 1)!
(2n)!
1
(krˆ)2m−2n+2
− (2m+ 1)!
(2n+ 1)!
cosec2(krˆ)
(krˆ)2m−2n
− (2m+ 1)!(2m− 2n)
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n+1
+
(2m+ 1)!
(2n+ 1)!
cotan2(krˆ)
(krˆ)2m−2n
− (2m+ 1)!
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n+1
}]
|φl=0〉
= (ih¯k)2m+1
[
m+1∑
n=0
(−1)n (2m+ 2)!
(2n)!
1
(krˆ)2m−2n+2
−
m∑
n=0
(−1)n (2m+ 2)!
(2n+ 1)!
cotan(krˆ)
(krˆ)2m−2n+1
]
|φl=0〉,
which again is what we needed to establish Eq. (E.5).
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We now need to evaluate the overlap of these expressions with the bra 〈r=0|. At
first, it looks like we will obtain a divergence, but we will find all negative powers of rˆ
will vanish and we will be left with finite results. We start with the odd powers. We
find it is easier to evaluate the matrix element inserting the factor 1 = sin(krˆ)/ sin(krˆ),
which yields
〈r=0|sin(krˆ)
sin(krˆ)
(
pˆr + i
h¯
rˆ
)2m+1
|φl=0〉 = 〈r=0| 1
sin(krˆ)
(ih¯k)2m+1
×
m∑
n=0
(−1)n
[
(2m+ 1)!
(2n)!
sin(krˆ)
(krˆ)2m−2n+1
− (2m+ 1)!
(2n+ 1)!
cos(krˆ)
(krˆ)2m−2n
]
|φl=0〉
= 〈r=0|(ih¯k)
2m+1
sin(krˆ)
m∑
n=0
∞∑
n′=0
(−1)n+n′ (2m+ 1)!
(2n)!(2n′)!
(
1
2n′ + 1
− 1
2n+ 1
)
× (krˆ)2n′−2m+2n|φl=0〉 = 0. (E.7)
We derived this result by simply expanding the sin and cos in their power series. The
final result vanishes because in every case where the exponent of the (krˆ) term is negative
or zero, the term with a specific n value is canceled by a term with the same n′ value.
Hence, the lowest-order contribution goes like (krˆ)2. But the limit as r → 0 of r2/ sin(kr)
is zero. This proves that all odd powers vanish.
For the even powers, we have
〈r=0|sin(krˆ)
sin(krˆ)
(
pˆr + i
h¯
rˆ
)2m+2
|φl=0〉 = 〈r=0| 1
sin(krˆ)
(ih¯k)2m+2
×
[
m+1∑
n=0
(−1)n (2m+ 2)!
(2n)!
sin(krˆ)
(krˆ)2m−2n+2
−
m∑
n=0
(−1)n (2m+ 2)!
(2n+ 1)!
cos(krˆ)
(krˆ)2m−2n+1
]
|φl=0〉,
= 〈r = 0|(ih¯k)
2m+2
sin(krˆ)
[
m∑
n=0
∞∑
n′=0
(−1)n+n′ (2m+ 2)!
(2n)!(2n′)!
(
1
2n′ + 1
− 1
2n+ 1
)
× (krˆ)2n′−2m+2n−1 − (−1)m+1 sin(krˆ)
]
|φl=0〉 = (h¯k)
2m+2
2m+ 3
〈r = 0|φl=0〉. (E.8)
Once again, all negative powers of (krˆ) vanish due to the cancellations in the double
summations. The terms that are linear in (krˆ) from the double sum have n = 0
and n′ = m + 1 and then the last term cancels the sin terms in the numerator and
denominator. This then yields the final result.
The last derivation we need to do is to evaluate the matrix element of the powers
when r > R. Here, the wavefunction satisfies pˆr|φl=0〉 = ih¯κ|φl=0〉. We define fn(κrˆ)
via (
pˆr + i
h¯
rˆ
)n
|φl=0〉 = (ih¯κ)nfn(κrˆ)|φl=0〉, (E.9)
so that f1(κrˆ) = 1 + 1/(κrˆ). One can immediately verify that
fn(κrˆ) =
1
ih¯κ
[pˆr, fn−1(κrˆ)] + fn−1(κrˆ)
(
1 +
1
κrˆ
)
. (E.10)
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This recurrence relation can be solved by substituting in a degree-n polynomial for fn.
We find that
fn(κrˆ) =
n∑
m=0
n!
(n−m)!
1
(κrˆ)m
. (E.11)
One can directly verify that this form satisfies Eq. (E.10). This relation is then used in
the evaluation of the wavefunction for r > R above.
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