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Fast and reliable reset of a qubit is a key prerequisite for any quantum technology. For real world
open quantum systems undergoing non-Markovian dynamics, reset implies not only purification, but
in particular erasure of initial correlations between qubit and environment. Here, we derive optimal
reset protocols using a combination of geometric and numerical control theory. For factorizing initial
states, we find a lower limit for the entropy reduction of the qubit as well as a speed limit. The time-
optimal solution is determined by the maximum coupling strength. Initial correlations, remarkably,
allow for faster reset and smaller errors. Entanglement is not necessary.
I. INTRODUCTION
Quantum technology requires re-usable qubits [1]. A
reliable reset to a well-defined state is therefore vital.
This is true no matter whether the quantum system in
question is to be used repeatedly, as in the case of quan-
tum computing [2–7], or whether a cycle is to be per-
formed, as required for quantum thermodynamical ma-
chines [8–12]. Reset implies purification or cooling [13–
16], since quantum systems are inevitably in contact with
their environment. The corresponding entropy reduction
can be achieved in two ways—by employing an auxiliary
degree of freedom with lower entropy than the system for
an entropy swap [14, 15] or by coupling the system to a
reservoir where the steady state coincides with the de-
sired reset. The relaxation in the latter case is typically
sped up by extra means [13, 16], which is important since
fast protocols are desirable for error prevention. In both
settings for cooling, the coupling to the entropy sink, i.e.,
the environment, can be switched on and off at will.
Cooling alone is not enough for a complete reset which
also requires the erasure of any correlations between sys-
tem and environment. This aspect is typically not taken
into account, due to the assumption of weak coupling be-
tween system and environment in standard models. How-
ever, persistent correlations may affect the functioning
of a quantum device. For example, different cycles of a
quantum heat engine do not show the same performance
in the presence of intercycle coherence [12]. In gen-
eral, the assumption of negligible correlations is hardly
justified in mesoscopic devices such as superconducting
qubits [17]. These systems are also known for their non-
Markovian dynamics, displaying memory effects due to
the coupling to the environment.
Here, we focus on the role of initial correlations be-
tween system and environment for qubit reset. Using
quantum optimal control, we show that initial correla-
tions can not only be erased, but turn out to be an asset
for purification. With initial correlations, we are able to
outperform the best possible uncorrelated reset protocol
both in fidelity and minimal time. Our results suggest to
actively exploit initial correlations between system and
environment in quantum technology.
In more detail, we consider a qubit in contact with an
environment which gives rise to non-factorizing dynam-
ics. Assuming the qubit was used in a quantum computa-
tion or in a thermodynamic cycle, the task is to erase the
correlations with the environment and transfer the qubit
into a well-defined pure state. In other words, we aim at
cooling the qubit below the steady state of the open sys-
tem and, at the same time, erase all correlations. To this
end, we employ quantum optimal control theory [18]. By
definition, only the system, i.e., the qubit, is controllable;
the environment and the system-environment coupling
are not. We also investigate whether entanglement and
memory effects facilitate qubit reset. This is motivated
by recent evidence that non-Markovian dynamics might
be a resource for control tasks such as cooling [19] or gate
implementation [20, 21].
The paper is organized as follows. Section II intro-
duces the model we study. The numerical results for
optimal qubit reset are presented in section III. The con-
trol problem can be solved analytically in certain limits,
as shown in section IV. The analytical results provide an
intuitive interpretation of the reset protocols obtained
numerically. Section V concludes.
II. MODEL
Our system consists of a qubit in interaction with an
external field. The Hamiltonian reads
HˆQ(t) = −~ωQ
2
σˆzQ −
~ε(t)
2
σˆzQ. (1)
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FIG. 1. We consider a qubit strongly coupled to a two-level
system (TLS) that is weakly coupled to a reservoir. To-
gether, TLS and reservoir define the total environment for
the qubit. Due to the strong coupling J between qubit and
TLS, the qubit dynamics may become non-Markovian. The
TLS-reservoir couples with strength κ. The coupling between
qubit and the reservoir is only indirect.
Here, ωQ is the qubit’s level splitting and ε(t) a control
field, to be determined by optimal control theory. σˆi,
i = {x, y, z}, are the usual Pauli matrices.
This single qubit is coupled to an environment that
may, in general, give rise to non-Markovian dynamics.
Such an environment can be mapped onto a pseudo-mode
weakly coupled to a large bath of harmonic modes [22],
as depicted in Fig. 1. The pseudo-mode, which acts as
a memory, is taken to also be a two-level system (TLS),
with Hamiltonian HˆTLS = −~ωTLS2 σˆzTLS and level split-
ting ωTLS. The pseudo-mode is not necessarily weakly
coupled to the system qubit. We therefore treat the in-
teraction between the system qubit and the memory TLS
exactly. This allows to fully capture the correlations we
are interested in. For the rest of the environment, we
employ the usual approximations, leading to the stan-
dard Markovian master equation for the joint state ρˆ(t)
of qubit and TLS [20–23],
i~
d
dt
ρˆ(t) =
[
Hˆ(t), ρˆ(t)
]
+LD [ρˆ(t)] ,
LD [ρˆ(t)] = i~
∑
k=1,2
κ
(
Lˆkρˆ(t)Lˆ
†
k −
1
2
{
Lˆ
†
kLˆk, ρˆ(t)
})
,
(2)
with Hamiltonian Hˆ(t) = HˆQ(t)⊗1ˆTLS+1ˆQ⊗HˆTLS+Hˆint.
The interaction between qubit and TLS given by
Hˆint = J
(
σˆxQ ⊗ σˆxTLS
)
. (3)
The Lindblad operators Lˆk model the thermal equilibra-
tion between the TLS and the remaining reservoir and
correspond to those of the optical master equation [24],
Lˆ1 =
√
N + 1(1ˆQ ⊗ σˆ−TLS), Lˆ2 =
√
N(1ˆQ ⊗ σˆ+TLS), where
N = 1/
(
eβ~ωTLS − 1) and β is the inverse thermal en-
ergy of the reservoir. The state of the qubit is obtained
by tracing out the degrees of freedom of the memory TLS
at each instant in time, ρˆQ(t) = TrTLS [ρˆ(t)].
Cooling requires population relaxation. This motivates
our choice of exchange interaction between qubit and
memory TLS in Eq. (3). We take the coupling J be-
tween qubit and TLS to be larger than the coupling κ
(otherwise the dynamics of the qubit would be Marko-
vian). On the other hand, J is still small with respect
to the level splitting ωTLS of the TLS. The correspond-
ing timescale separation ensures detailed balance and ac-
cord with the second law of thermodynamics [25]. Note
that κ refers to a rate, in a physical sense, rather than a
coupling strength but, since both can’t be distinguished
mathematically, we refer to it as a coupling.
We will analyze several initial states for the qubit and
memory TLS. Since the TLS is part of the environment,
we always assume it to be initially in thermal equilibrium
with the reservoir. To fully understand the role of initial
correlations, we start from the factorized case and then
generalize it. For the sake of comparability, we assume
that the initial state of the qubit is quasi-thermalized
with the reservoir as well. Their respective initial states
read
ρˆthα =
exα |0〉 〈0|+ e−xα |1〉 〈1|
2 cosh (xα)
, xα =
~ωαβ
2
, (4)
with α ∈ {Q,TLS}. In the factorized case, the joint state
of qubit and TLS at t = 0 reads
ρˆinit1 = ρˆ
th
Q ⊗ ρˆthTLS. (5)
For non-factorizing initial conditions, we first investigate
the fully thermalized state of qubit and TLS, which is
the steady state and therefore a natural choice. It reads
ρˆinit2 = ρˆ
th =
1
Z
λ+ 0 0 ζ+0 µ+ ζ− 00 ζ− µ− 0
ζ+ 0 0 λ−
 , (6)
where Z = 2 [cosh (x+) + cosh (x−)] is the partition func-
tion and
δ± = ωQ ± ωTLS, λ± = cosh (x+)± δ+
Ω+
sinh (x+) ,
x± =
Ω±β
2
, µ± = cosh (x−)± δ−
Ω−
sinh (x−) ,
Ω± =
√
δ2± + 4J2, ζ± = −
2J
Ω±
sinh (x±) .
(7)
Since this state can always be obtained by waiting (or
speeding up of thermalisation), the control problem in
general is solved, if we can solve it for the steady state.
For the chosen parameters [11], the initial correlations of
the thermalized state are rather small. Therefore, to ex-
amine the role of initial correlations for the reset in more
detail, we artificially add correlations to the factorizing
initial state (5),
ρˆinit3 = ρˆ
th
Q ⊗ ρˆthTLS +
0 0 0 00 0 γ 00 γ∗ 0 0
0 0 0 0
 . (8)
3Motivated by Eq. (6), we chose γ ∈ R and γ < 0, while
ensuring that the result is still a valid density matrix.
We quantify the total amount of correlations in terms
of the mutual information I of qubit and memory
TLS [26]. This corresponds to the total amount of cor-
relations, both classical and quantum, between system
and environment since the qubit couples directly only
to the TLS. To distinguish between classical and quan-
tum correlations, various concepts and measures haven
been introduced [27]. Here, we use quantum discord [28]
to quantify the amount of quantum correlations, which is
analytically computable for all considered states [29]. We
also calculate entanglement in terms of concurrence [30].
If not stated otherwise, ωTLS 6= ωQ in the following
and in particular, ωTLS > ωQ. We set ~ = 1 as well
as ωQ = 1 which define the units for time and energy,
respectively. The chosen parameters are typical for su-
perconducting qubits [31]. In particular, our model could
be easily implemented by two superconducting qubits in
an RLC circuit [11], where the resistor acts as a thermal
reservoir, or by two superconducting qubits with one of
them coupled to a lossy cavity [13].
III. NUMERICAL RESULTS
The control problem of qubit reset with the equation
of motion (2) and initial conditions (5), (6) and (8) is not
easily amenable to an analytical solution. We therefore
first determine optimized fields for the reset of the qubit
using numerical quantum optimal control [18].
A. Optimal Control Theory
Assuming that a quantum system can be influenced
by external fields {εk(t)}, optimal control theory (OCT)
provides the means to maximize or minimize a predefined
figure of merit. In our case, the control problem is a
simple state-to-state transfer [32], achieved within a fixed
time T . The total optimization functional,
F [{εk}] = T [ρˆ(T )] +
∫ T
0
dt g [{εk(t)} , ρˆ(t), t] , (9)
consists of the figure of merit T [ρˆ(T )] and additional
constraints, captured in a function g. In the following,
we consider only a single external field, ε(t). Our figure
of merit is the error in preparing the qubit in the desired
target state, irrespective of the TLS state. This can be
expressed as [33]
T [ρˆ(T )] = 1−
〈
ΨtargQ
∣∣∣TrTLS [ρˆ(T )] ∣∣∣ΨtargQ 〉 , (10)
where TrTLS [·] describes the partial trace over the TLS.
Without loss of generality, we choose the target state
|ΨtargQ 〉 to be the bare ground state of the qubit.
We will use Krotov’s method [34], an iterative op-
timization algorithm with built-in monotonic conver-
gence [35], in the following. The constraint function is
chosen as
g [{ε(t)}] = λ
S(t)
(
ε(t)− εref(t))2 , (11)
where λ is a numerical parameter that controls the up-
date magnitude of the field ε(t), S(t) a shape function
and εref(t) a reference field (taken to be the field from
the previous iteration). The actual update equation from
the fields is determined by Eq. (11), the equation of mo-
tion (2) and the final time target (10). For more details
see Ref. [35].
B. Factorizing Initial State
We start by deriving the optimal reset protocol for a
factorizing initial state (5) of qubit and TLS, i.e., when
no initial correlation between system and environment,
i.e., between qubit and TLS, is present. Note that the
level splittings of qubit and TLS are not the same and
ωTLS > ωQ. This, together with the identical tempera-
ture of qubit and TLS, results in a higher von Neumann
entropy of qubit than TLS. According to the second law
of thermodynamics, one would expect the best cooling
to be achieved by an entropy exchange between TLS and
qubit. This has indeed been observed before [14, 15].
For the chosen parameters, entropy exchange can be re-
alized by simply swapping the ground state populations
of qubit and TLS. This is best achieved when qubit and
TLS are in resonance. As can be seen in Eq. (1), the
control field ε(t) effectively changes the frequency of the
qubit. Therefore an educated guess would be to ramp
qubit and TLS rapidly into resonance and stay there just
long enough for a full swap operation. Figure 2(a) shows
the dynamics for this particular guess field (dashed lines),
as well as the free evolution (dotted lines) and the dy-
namics under the optimized field (solid lines). With the
optimized field, we indeed obtain the anticipated swap in
the ground state populations at t = T . In contrast, for
the guess field, the maximal pQ(t) is already achieved at
t ≈ 17.
As we will show analytically in Sec. IV below, the swap
is the best and fastest protocol for all factorizing initial
conditions when the TLS is initially diagonal in its eigen-
basis. The analytical bounds for the minimal error and
the shortest possible duration in which the minimal error
is reached, given the parameters used in Fig. 2, are
minT = 1− pthTLS = 4.74%, Tmin =
pi
2J
= 15.7. (12)
The actual value of the minimal error minT is determined
by the initial ground state population pthTLS of the TLS,
i.e., it is governed by the reservoir temperature. One
might wonder why the minimal time t ≈ 17 required for
the swap in Fig. 2(a) is larger than Tmin in Eq. (12).
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FIG. 2. (a,c) Population dynamics induced by the optimized fields (solid lines) for a factorizing initial state, Eq. (5). The
corresponding fields are shown in (b,d). The dotted lines illustrate the free evolution of the system, the dashed lines the guess
field and its evolution. Left and right hand side used different guess fields for the optimization. Parameters are ωQ = 1.0,
ωTLS = 3.0, J = 0.1, κ = 0.04 and β = 1.0. The initial ground state populations of qubit and TLS are p
init
Q = 0.731 and
pinitTLS = 0.953. The final value for the qubit’s population is given by the fidelity 1− T = pQ(T ) ≈ 0.950 with error T = 5.04%
(a,b), respectively T = 5.44% (c,d).
This is due to the fact that, for the sake of experimen-
tally feasible control signals, we do not allow ε(t) to be
instantaneously switched on and off. If we relax this con-
straint, our optimized control reaches the quantum speed
limit Tmin.
For any time longer than Tmin, there is always at least
one solution achieving maximal cooling but there may
be more, i.e., the control strategy is not unique. Another
possible control field is shown exemplarily in Fig. 2(d).
The non-uniqueness of the solution allows for taking into
account further experimentally desirable features, such
as restriction of the maximal amplitude of the control,
without losing performance.
One may wonder how robust these solutions are to
noise in the controls or in the initial state. We have quan-
tified the robustness of the dynamics shown in Fig. 2(a)
by averaging over 1000 realizations of Gaussian ampli-
tude noise for the optimized field shown in Fig. 2(b).
For a typical noise level of 1% in the control amplitude,
added in form of a varying scaling factor to the control,
the final error increases by only a small amount, from
5.04% to 5.16% on average. In order to simulate noise in
the initial state, Eq. (5), we have added Gaussian noise
to the input parameters ωQ, ωTLS and β, using again
1000 realizations. For noise levels up to 2%, we obtain
no change in the error at all, and even 10% of state noise
increase the error only from 5.04% to 5.18% on average.
The protocol is thus very robust with respect to noise in
the initial state. The reason for this finding will become
clear below in Sec. IV.
C. Correlated Initial State
An obvious choice for a correlated initial state is the
joint thermal equilibrium state (6) of qubit and TLS.
For the chosen parameters, the mutual information of
this state is rather small, I init = 4.0 · 10−3. The state is
separable but has non-zero quantum discord. Note that
all initial states studied within this section have non-
vanishing quantum discord, since for a thermalized TLS
there is no state with only classical correlations.
As can be seen in Fig. 3(a,b,c), both cooling and era-
sure of correlation is achieved by the optimized control
field. The final value of the error in Fig. 3(a), T = 4.74%,
coincides with the minimal error minT for factorizing ini-
tial states, cf. Eq. (12). Optimal control therefore allows
us to erase initial correlations. A robustness analysis
analogous to that for Fig. 2 yields very similar results:
Amplitude noise at a level of 1% increases the error from
4.74% to 4.97%, whereas noise in the state has no effect
at all up to the 2% level. It increases the error to only
4.85% at the 10% level.
To further investigate the role of initial correlations,
we now choose qubit and memory TLS to be in reso-
nance, i.e. ωQ = ωTLS. For factorizing initial conditions,
no cooling at all would be possible. Additionally, we en-
hance the correlations, the initial state is given by Eq. (8).
It is thermal in the sense that, if TLS or qubit is traced
out, one obtains Eq. (4). Surprisingly, we are not only
able to erase the correlations, but even achieve further
cooling of the system, as can be seen in Fig. 3(d,e,f), for
an initial state with mutual information I init = 0.345 and
quantum discord Qinit = 0.228. This is clear evidence for
system-environment correlations acting as a resource for
cooling.
Remarkably, even the speed limit obtained for factor-
izing initial conditions does not hold anymore. As can be
seen in Fig. 4(a), with increasing total correlations, i.e.,
mutual information, the error threshold of the factoriz-
ing dynamics, minT , can be reached in shorter times. Note
that although the upper left point in Fig. 4(a) lies above
the approximate quantum speed limit for factorizing ini-
tial conditions, this is only due to influence of the counter
rotating terms (which we will analyze in more detail in
Appendix A). If we temporarily neglect the counter ro-
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FIG. 3. Same as Fig. 2 but with correlated, non-entangled initial states. For the left hand side, the initial state is Eq. (6) and,
after optimization, the error at final time becomes T = 4.74% and thus coincides with the limit 
min
T , cf. Eq. (12). For the
right hand side, the initial state is Eq. (8) with ωQ = ωTLS = 1.0 and γ = −0.19. With these level splittings, the error limit for
factorizing thermal initial states amounts to minT = 26.9%. It is given directly by the initial state since cooling is not possible
at all in this case. With initial correlations, the error under the optimized field becomes T = 10.52% and is thus much smaller
than minT for factorizing initial states.
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FIG. 4. Quantum speed limit (a) and minimal error (b) for
a parametrical variation of the strength of initial correlations
in Eq. (8). Note that upper and lower panel display results of
different optimizations, only their initial states were identical.
Panel (a) shows the smallest final time T , which still yields
an error T < 
min
T . The dashed line corresponds to the ap-
proximate minimal time for a swap operation for factorizing
initial states, taking into account finite ramps of the field at
the beginning and end, cf. Fig. 2(b). Panel (b) shows the
smallest error T for any final time satisfying T ≤ 25. The
dashed line corresponds to the limit minT for factorizing initial
states, cf. Eq. (12). Same parameters as in Fig. 2.
tating terms, the result coincides with the quantum speed
limit.
Moreover, Fig. 4(b) shows that the final error T is re-
duced for increasing initial correlations. While we have
also studied entangled initial states, the data is not pre-
sented here, as the results do not differ. We find that only
the amount of mutual information, i.e., the total amount
of correlations, not the type, i.e., classical or quantum
correlations, is relevant for cooling.
A natural question is whether the speed limit reported
in Fig. 4 depends on the type of control over the qubit. It
turns out that a control field that couples to the system
via σˆxQ instead of σˆ
z
Q in Eq. (1) does not perform better
(data not shown). We have found solutions swapping
the populations between qubit and memory TLS also for
that type of control when starting from factorizing initial
states. Similarly to σˆzQ-control, correlations in the initial
state allow for better reset with smaller errors. However,
more time is required in both cases when the control
couples via σˆxQ. As a consequence, the weakly coupled
reservoir has a larger impact on the dynamics.
To summarize our findings obtained so far, it is not
only possible to reset the qubit in the presence of ini-
tial correlations; initial correlations between system and
environment can actually be used to enhance the perfor-
mance of the cooling protocol. Moreover, in the resonant
case, initial correlations enable cooling that is impossible
without their presence. We analyze the dynamics that
lead to this surprising result in more detail in Sec. IV.
D. Non-Markovianity
Finally, we investigate whether non-Markovianity of
the dynamics has any influence on the optimized fields
and achievable final errors. The dynamics of the qubit
becomes Markovian or non-Markovian depending on the
ratio J/κ. We quantify this by the accessible volume
of state space [36] to study a possible interplay between
non-Markovianity and control.
In our setup, we observe that non-Markovianity seems
6to be linked to population flow between qubit and mem-
ory TLS. More precisely, a monotonic decrease in the
qubit’s state space volume can be observed, when popu-
lations flows from the memory TLS into the qubit, i.e.,
increasing the ground state population of the qubit while
decreasing it for the memory TLS. This hints towards
Markovian dynamics. In contrast, an increase in the state
space volume occurs for the reversed population flow, in-
dicating non-Markovian dynamics.
The population flow between qubit and memory TLS
is governed by their effective coupling. It is directly in-
fluenced by the coupling J and indirectly by the relative
detuning δ(t) = ωQ + ε(t) − ωTLS between both. The
frequency, with which the population flow changes its di-
rection, increases with |δ(t)|, while its smallest value is as-
sumed for δ(t) = 0, where the frequency is entirely deter-
mined by J . According to this observation, the dynamics
of the time-optimal solution (cf. Eq. (12)) turns out to be
Markovian. In this case, the ground state population of
the qubit is constantly increasing until reaching its maxi-
mum at Tmin. For longer times and non-optimal driving,
the controlled dynamics can become non-Markovian, cf.
Fig. 2(c,d), as the population flows in both directions at
intermediate times. Nevertheless, implementing a swap
at T > Tmin is also possible with entirely Markovian
dynamics, cf. Fig. 2(a,b). This shows that even though
non-Markovianity is not crucial for the qubit reset, it also
is not harmful in the sense that the optimization does not
suppress non-Markovianity.
IV. ANALYTICAL RESULTS
Two observations in the analysis of the numerical re-
sults presented above allow us to simplify our model (2):
(i) Solutions obtained under the RWA perform almost
equally well in comparison with solutions when the
counter-rotating terms are taken into account (we dis-
cuss this in more detail in Appendix A). In other words,
although the RWA is not a good approximation for the
dynamics, it may be invoked to determine the controls.
(ii) Two different timescales are relevant to characterize
the interaction of the qubit with the environment—a fast
one to dump the qubit’s entropy into the pseudo-mode,
determined by the coupling J , and a slow one leading
to re-equilibration, determined by the coupling κ. Most
importantly, the re-equilibration dynamics will never in-
crease the purity of qubit or TLS above their steady state
values. The minimum final error and time for the qubit
reset are therefore determined only by the fast timescale
dynamics.
These observations suggest to neglect the dynamics as-
sociated with the slow timescale and described by the
Lindblad operators in Eq. (2) as well as the counter-
rotating terms in the Hamiltonian (3). As a result, the
reset control problem becomes amenable to an analytical
solution.
A. Control Equations for Cooling a Qubit
In the following we use concepts from geometric con-
trol theory [37], where the idea consists in transforming
the dynamical equations of the system in such a way
that the optimality condition can be expressed analyti-
cally [38, 39]. For ease of the derivation, we transform
states and Hamiltonian into the rotating frame. Neglect-
ing the counter-rotating terms and the (slow) equilibra-
tion with the reservoir, the equation of motion reads
i
d
dt
ρˆ′(t) =
[
Hˆ
′
(t), ρˆ′(t)
]
, (13a)
Hˆ
′
(t) =

dδ(t)
dt
t
2 0 0 0
0 dδ(t)dt
t
2 J(t)e
−iδ(t)t 0
0 J(t)eiδ(t)t −dδ(t)dt t2 0
0 0 0 −dδ(t)dt t2
 ,
(13b)
where δ(t) = ωQ + ε(t) − ωTLS is the time-dependent
detuning of qubit and TLS. For the sake of generality,
we account for a possible time-dependence J = J(t) of
the coupling strength between qubit and TLS.
For the numerical optimization in section III, the op-
timization target was to reset the qubit in its ground
state. Here, we choose a more general approach and
maximize the qubit’s purity [40]. The key idea in the
following is to chose a representation of the state ρˆ′(t)
in terms of a set of real variables {x1(t), . . . , x16(t)} to
span the entire state space of qubit and TLS. Insert-
ing this representation into Eq. (13a), one obtains cou-
pled equations for all xi. In order to decouple these
equations and reduce the number of relevant variables,
one needs to perform an appropriate variable transfor-
mation {x1(t), . . . , x16(t)} → {z1(t), . . . , z16(t)}. A more
detailed description of the transformations can be found
in Appendix B.
In the new variables, the qubit’s purity becomes
PQ = 1
2
+ 2
(
z21 + z
2
5 + z
2
7
)
, (14)
where we have dropped the explicit time dependence for
all quantities. The corresponding equations of motion
are decoupled into two separate subspaces. On the one
hand, we havez˙1z˙2
z˙3
 = 2J1
 −z2z1 − zc1
0
+ 2J2
 −z30
z1 − zc1
+ 2α
 0−z3
z2
 ,
(15)
describing the dynamics of the qubit’s ground state pop-
ulation, pQ = z1 + 1/2, within the three-dimensional
subspace S1 = {z1, z2, z3}, zc1 being a constant. Note
that z2, z3 are non-zero at time t = 0 only if initial
correlations are present, cf. Eqs. (8), (B4) and (B7).
Equation (15) thus already indicates that initial corre-
lations can be transferred into ground state population
7and hence purity. On the other hand, the qubit’s coher-
ences, γQ = z5 + iz7, evolve within the four-dimensional
subspace S2 = {z5, z6, z7, z8},z˙5z˙6z˙7
z˙8
 = J1
−z6z5z8
−z7
+ J2
 z8−z7z6
−z5
+ 2α
 z70−z5
0
 , (16)
where z6 and z8 are related to the TLS coherence. The
three fields are given by
J1 = J cos(δt), J2 = J sin(δt), α =
1
2
dδ
dt
t. (17)
It is straightforward to show that the dynamics within
the subspaces S1 and S2 is restricted to the surface of
two spheres. For S1, we find from Eq. (15)
d
dt
R21 = 0, R1 =
√
(z1 − zc1)2 + z22 + z23 , (18)
with R1 the radius of the sphere centered around (z
c
1, 0, 0)
with constant zc1 = −(z4 + 1)/2, cf. Eq. (B7). Similarly
for S2, Eq. (16) yields
d
dt
R22 = 0, R2 =
√
z25 + z
2
6 + z
2
7 + z
2
8 , (19)
with radius R2 and center (0, 0, 0, 0). The values of R1
and R2 are determined by the initial values z
init
i with
i = 1, . . . , 8. In other words, the accessible part of the
entire state space is fully determined by the initial state
ρˆinit = ρˆ(0) = ρˆ′(0).
B. Optimal Strategy for Thermal Factorizing
Initial States
The factorizing initial state (5) is obviously diagonal.
Thus we have zinit2 = z
init
3 = 0 as well as z
init
i = 0, i =
5, . . . , 8. As a consequence, R2 = 0, i.e., no dynamics will
occur in S2, and the relevant subspace is entirely given
by S1. In the following, we parametrize Eq. (5) as
ρˆinit = ρˆthQ ⊗ ρˆthTLS =
(
aQ 0
0 bQ
)
⊗
(
aTLS 0
0 bTLS
)
, (20)
and assume ρˆthTLS to be initially more pure than ρˆ
th
Q . This
amounts to a2TLS + b
2
TLS > a
2
Q + b
2
Q with a, b the ground
and excited state populations of qubit and TLS, respec-
tively. We first discuss the resonant case, i.e., δ = 0 for
all t, and derive the time-optimal solution for the control
problem. Second, we show that allowing for δ 6= 0 does
not improve the best possible final purity of the qubit.
For δ = 0 for all t, which implies J1 = J and J2 = α =
0, Eq. (15) is further simplified and the dynamics are
confined to the two-dimensional subspace S21 = {z1, z2},(
z˙1
z˙2
)
= 2J
( −z2
z1 − zc1
)
. (21)
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FIG. 5. Evolution of the qubit ground state population
pQ = z1 + 1/2 (green line) within the subspace S
2
1 for non-
vanishing coupling strength J 6= 0 and factorizing initial state
(5), indicated by the large dot (parameters as in Fig. 2).
Qubit and TLS are in resonance (δ = 0 for all t) and the
evolution of the state along the green line is determined by
the vector field (21) (blue arrows). The gray vertical line
indicates the minimal purity (respectively, ground state pop-
ulation) of the qubit, cf. Eq. (14) with z5 = z7 = 0. The
gray sphere in the background visualizes the projection of the
entire state space onto the two-dimensional subspace {z1, z2}.
Figure 5 shows the accessible state space for the dynam-
ics within S21 when starting in the initial state used in
Fig. 2. Depending on the sign of J , the initial state
evolves along the vector field (J > 0) or opposite to it
(J < 0), cf. Eq. (21). The optimization target can then
be trivially identified as the point with maximal z1 on
this curve. Assuming constant positive coupling J , the
state will evolve with constant speed along the green line
in Fig. 5. It then takes Tmin = pi/(2J) to reach the
rightmost point. This can simply be shown by integrat-
ing along the green line. Allowing for time-dependent
coupling J(t) ≥ 0, the minimal time is given by∫ Tmin
0
J(t)dt =
pi
2
. (22)
Therefore, the time-optimal solution is to choose J(t)
maximal for all t.
The point of maximum qubit purity, PmaxQ , is deter-
mined by the center zc1 of the sphere and its radius R1,
PmaxQ =
1
2
+ 2 (zc1 +R1)
2
= a2TLS + b
2
TLS = P initTLS, (23)
with P initTLS the initial TLS purity. Equations (22) and
(23) hold for any initial factorizing state of the form (20)
with the TLS initially purer than the qubit. Note that
for zc1 < 0, Eq. (23) becomes PmaxQ = 12 + 2 (zc1 −R1)2
but yields identical results.
It is straightforward to see that a non-vanishing time-
dependent detuning δ 6= 0 does not provide access to
states with higher qubit purity. The dynamics is con-
fined to the surface of the three-dimensional sphere S1,
8cf. Eq. (18), and the point of maximal purity is already
accessible with δ = 0 for all t. It is important to note
that δ 6= 0 involves dynamics in the z3-dimension. This
becomes crucial when starting with initially correlated
states.
C. Optimal Strategy for Factorizing Initial States
with Coherences
The most general initially factorizing state for qubit
and TLS is given by
ρˆinit = ρˆQ ⊗ ρˆTLS =
(
aQ γQ
γ∗Q bQ
)
⊗
(
aTLS γTLS
γ∗TLS bTLS
)
, (24)
with a, b as in Eq. (20) and γQ, γTLS the coherences of
qubit and TLS. We first consider the case γTLS = 0.
From a physical perspective, this is a well justified ini-
tial state, since we assume the TLS to be in permanent
contact with the reservoir and thus in thermal equilib-
rium. In contrast, for the qubit, non-zero coherences,
γQ 6= 0, are a possible scenario, e.g., as a result of
its previous use in a computation. In this case, we
again find zinit2 = z
init
3 = 0. However, z5 = Re {γQ}
or z7 = Im {γQ} or both will be non-zero. Note that
zinit6 = z
init
8 = 0 still holds but there is dynamics within
the subspace S2, since R2 6= 0.
Assuming resonance in the following (i.e., δ = 0 for
all t), the dynamics within S1 is reduced to the two-
dimensional subspace S21 , as discussed before. Similarly,
the dynamics in the four-dimensional subspace S2 de-
couple and can be described by two two-dimensional sub-
spaces, S22 and S
2
3 . Their respective equations of motions
are (
z˙5
z˙6
)
= J
(−z6
z5
)
,
(
z˙7
z˙8
)
= J
(
z8
−z7
)
. (25)
Figure 6 shows the evolution in the three subspaces
S21 , S
2
2 and S
2
3 for an exemplary initial factorizing state
with γQ 6= 0 and γTLS = 0. We now have dynamics
in all three subspaces. As before, maximizing the qubit’s
ground state population, pQ = z1+1/2, requires the time
T = pi/(2J), which corresponds to evolution in terms of
a half circle in S21 . Importantly, the motion within S
2
1 is
twice as fast as that in S22 and S
2
3 , which can be easily
seen by comparing Eqs. (21) and (25). Therefore, at time
T = pi/(2J), the qubit’s coherences, γQ = z5+iz7, vanish,
since the evolution within S22 and S
2
3 only runs through
a quarter circle. The minimal reset time is thus not
changed when allowing for coherences in the initial qubit
state. This finding is in line with the observation that
for pure states (as considered in this section), standard
quantum speed limit bounds coincide with the bound ob-
tained from the Wigner-Yanase skew information which
particularly quantifies the coherence of a state (relative
to the eigenbasis of the Hamiltonian) [41] [42, 43]. More-
over, as long as the initial purities of qubit and TLS sat-
isfy P initQ < P initTLS, the time-optimal solution is still the
swap operation given by Eqs. (22) and (23). This is true
irrespective of the specific initial state of the qubit.
If we allow for coherences also in the initial state of the
TLS, γTLS 6= 0, this does not hold anymore. In this case,
some or all of the initial values zinit2 , z
init
3 , z
init
6 and z
init
8
are non-zero. Geometrically, the large dots in the three
spheres S21 , S
2
2 and S
2
3 in Fig. 6 are then placed at arbi-
trary points along the green curves. Thus, the evolution
cannot easily be synchronized in terms of half and quar-
ter circles. Rather, exact knowledge of the initial state
would be required to determine the optimal solution.
D. Optimal Strategy for Correlated Initial States
For correlated initial states, the dynamics involving
the qubit ground state population z1 explores all three
dimensions of the subspace S1 spanned by z1, z2, z3. We
show that a geometric analysis is still useful in this case
since it provides physical insight into the control mecha-
nisms of the optimal solution. In particular, it explains
why initial correlations result in a higher purity and a
shorter time for the reset.
For any initial state satisfying Eq. (8), no dynamics oc-
curs in S22 and S
2
3 . It is then straightforward to show that
these correlated initial states allow to access states with
higher purity than factorizing states: Since the reduced
states of qubit and TLS are unchanged by the presence
of correlations, the center (zc1, 0, 0) of the sphere in S1
remains the same, while its radius R1 increases, cf. Eq.
(18). As a result, the set of accessible states that may be
reached by the dynamics is enlarged.
Figure 7 shows the evolution starting from a correlated
initial state under a field designed by numerical optimiza-
tion. It illustrates why the quantum speed limit for fac-
torizing initial states can be beaten. For the initial state
in Fig. 7, zinit2 = 0 and z
init
3 < 0. The optimized field
drives the state rapidly towards the z3 = 0 plane. This
is achieved by the characteristic off-resonant peak in the
optimized field between t = 0 and t = 2. The subsequent
evolution with δ = 0 becomes two-dimensional within the
z1-z2 plane; it is equivalent to that in Fig. 5 discussed
above. However, in contrast to the dynamics shown in
Fig. 5, the motion in the z1-z2 plane has to overcome a
reduced distance as a consequence of the initial transfer
between z3 < 0 and z3 = 0. It can be seen from the pro-
jection of the entire motion onto the z1-z2 plane (shown
in the front left plane in Fig. 7 top, note in particular the
position of the third small dot), that less than a half circle
has to be overcome by the evolution with δ = 0 to reach
the point of largest purity, z1,max = z
c
1 + R1. Since the
initial transfer towards the z3 = 0 plane is accomplished
faster than any motion within this plane, the total time is
reduced. Unfortunately, however, the reduction in time
comes at a cost, namely the control field must be tuned
to the initial value of z3. In other words, for correlated
initial states, derivation of the optimal control strategy
requires knowledge of the initial state.
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FIG. 6. Time evolution (green lines) within the three subspaces S21 , S
2
2 and S
2
3 (from left to right) for a factorizing initial
state (24) with aQ = 0.6, bQ = 0.4, γQ = 0.2 + i0.1 and aTLS = 0.9, bTLS = 0.1, γTLS = 0. Qubit and TLS are in resonance
(δ = 0 for all t). The dots indicate the initial state within the specific subspace, which then evolves along the vector fields (21)
and (25), represented by the blue arrows. The gray vertical lines indicate the respective minimal contribution to the qubit’s
purity for each subspace, while the gray spheres visualize the projection of the entire state space onto the subspaces.
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FIG. 7. Evolution within the subspace S1 (top panel) for a
correlated initial state of the form (8) under the optimized
field shown in the bottom panel (γ = −0.09, all other param-
eters as in Fig. 2). The large dot marks the initial point in
state space, the small dots indicate the evolution in chunks of
5% of the total time. The final error is T = 1.6%, achieved
within T = 13.
This analysis can be completed by a geometric descrip-
tion of the solution. To this end, we consider the dif-
ferential system (15) and assume the coupling J to be
bounded, while there is no constraint on dδdt , i.e., on α(t),
cf. Eq. (17). As in the numerical optimization, the opti-
mal solution can be decomposed into two steps. In a first
stage, we neglect the first two terms on the right hand
side of Eq. (15) and the α-term is used to move arbitrar-
ily fast in the z2-z3 plane from the initial point into the
z3 = 0 plane. This motion is completed in a short time
τε provided α(t) satisfies the condition∫ τε
0
2α(t)dt =
pi
2
, (26)
which, after integration by parts, leads to
δ(τε)−
∫ τε
0
δ(t)dt =
pi
2
. (27)
A standard solution for δ is given by a linear time evolu-
tion of the form
δ(t) =
pit
2τε(1− τε/2) for t ∈ [0, τε]. (28)
The second part of the optimal solution is the meridian
trajectory in the z3 = 0 plane with δ(t) = 0. In fact,
for δ(t) constant, we recover the Grushin model [44]. It
can be shown (using the appendix of Ref. [44]) that the
meridian trajectory is the solution minimizing the time
to reach the state of largest purity, z1,max. The time
required for the motion along the meridian is fixed by
the initial point of this dynamics, it is Tmin = θinit/(2J)
where θinit is the polar angle of the sphere S1 given by
zinit1 = R1 cos(θ
init). Assuming the time to reach the z3 =
0 plane, τε, to be arbitrarily small, the time τε + T
min
required for both steps of the time-optimal solution for
correlated initial states is smaller than the time of pi/(2J)
obtained with factorizing initial states. This rigorously
confirms the role of initial correlations for the speedup of
the purification process.
The robustness of the numerical control solutions with
respect to noise in either control amplitude or initial
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state, observed in Sec. III, can be rationalized by the
analytical solutions found here. Key to all of the re-
set strategies is a population swap between qubit and
TLS. This is independent of the actual populations, as
evidenced in the remarkable robustness with respect to
noise in the initial state. The population swap requires
resonance between qubit and TLS. Amplitude noise up to
a level of 1% does not perturb the resonance sufficiently
to have a noticeable effect on the final errors.
V. SUMMARY AND CONCLUSIONS
We have shown that quantum optimal control theory
allows to derive protocols for qubit reset with minimal
error in minimum time. Such fast and reliable qubit re-
set is crucial for quantum devices to be used multiple
times or quantum machines to operate in a cyclic way.
Our main assumption was that the qubit is coupled to
a structured environment, consisting of a pseudo-mode
and a reservoir. Note that introducing more than one
pseudo-mode will not change the overall picture since
the reset will be determined by the most strongly cou-
pled mode, in analogy with Ref. [21]. The coupling to the
pseudo-mode is taken to be small compared to the level
spacings but large enough to render the qubit dynamics
non-Markovian; the coupling to the reservoir is weak. We
have assumed the system-pseudomode coupling to be of
σˆxσˆx-type. This is motivated by the fact that cooling
requires population exchange. In an actual experiment,
the pseudo-mode could be realized by an ancilla, and the
reservoir by a resistor or a lossy cavity—scenarios that
are found for example in superconducting circuits.
The assumptions of our model imply two timescales—
a fast one for the interaction between qubit and TLS
(pseudo-mode) and a slow one for re-equilibration with
the reservoir. This timescale separation allows to solve
the reset control problem analytically and evaluate the
bounds for minimum error and minimum time for cer-
tain initial states and under the rotating wave approx-
imation. Assuming the TLS to be initially in thermal
equilibrium with the reservoir, we find different solutions
to the control problem for factorizing and correlated ini-
tial states. If qubit and TLS are initially uncorrelated
(and thus there are no correlations between qubit and all
of the environment), the time-optimal solution is a swap
operation. Cooling and reset are thus only possible if the
TLS is initially colder, i.e., purer, than the qubit. The
minimal error is determined by the temperature as well as
the initial difference in the qubit and TLS level splittings,
it becomes smaller for larger TLS splitting. The mini-
mal time is set by the coupling strength between qubit
and TLS. The time-optimal solution consists in ramping
qubit and TLS into and out off resonance. Since this is
most easily achieved by an external control field coupling
to the system via σˆz, σˆz-controls outperform controls
coupling to the system via σˆx. The time-optimal solu-
tion is valid for all factorizing initial states of qubit and
TLS (with the TLS initially in thermal equilibrium with
the reservoir), i.e., no a priori knowledge of the initial
qubit state is necessary. If initial correlations between
qubit and environment are present, the limits on mini-
mum error and minimum time for the uncorrelated case
both can be beaten. However, in this case, knowledge of
the initial state is required to derive the reset protocol
since the control strategy is tied to the amount of ini-
tial correlations. This information is easily accessible, if
the initial state is e.g. the steady state of a non-weakly
coupled system.
The control technique that we have employed here is
open loop which is the method of choice when one seeks
time-optimal solutions [18]. There also exist a number
of closed-loop feedback control approaches to qubit pu-
rification. They are based on continuous measurement
and use feedback to control the qubit in such a way that
the qubit’s purification rate increases [45–48]. While the
requirement of carrying out measurements is the price
to pay with closed-loop approaches, they come with the
advantage of inherent robustness to noise. In contrast,
open-loop control per se is not robust to noise, although
it can be made so [33, 49]. We have therefore assessed the
robustness of our control solutions by adding Gaussian-
distributed noise to both the amplitude of the control and
to the initial state. Our solutions are robust to amplitude
noise up to about 1%. When realizing our model consist-
ing of a qubit and a pseudo-mode with two supercon-
ducting qubits, such a noise level by far exceeds typical
experimental values [50]. Moreover, we have found noise
in the initial state to not affect the final reset error all the
way up to a level of 10%. This remarkable robustness is
explained by the time-optimal control strategy consisting
in a population swap between qubit and pseudo-mode.
Both speed-up and error reduction in the presence of
initial correlations can be understood by the geometry
of the evolution in state space. Remarkably, even in the
case where qubit and TLS are initially in resonance and
cooling would not be possible at all for factorizing initial
conditions, correlations allow for entropy export. Initial
correlations with the environment thus act as a resource
for the qubit reset. Quantifying the initial correlations
in terms of the mutual information, quantum discord
and entanglement of qubit and TLS, we have found the
amounts by which error and time can be reduced to be
directly linked to the mutual information. In contrast,
the type of correlation turns out not to play any role. In
other words, entanglement between system and environ-
ment is not required and classical, or at least quantum
correlation without entanglement, are sufficient to beat
the limits on error and time for factorizing initial states.
Our findings suggest to actively exploit initial correla-
tions between qubit and environment in qubit reset, using
either a single ancilla qubit or true defect. For example
for superconducting qubits, the latter can be character-
ized precisely both in terms of level splitting and cou-
pling [51] and thus effectively act like an ancilla [21]. For
optimum performance of the qubit reset, the amount of
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initial correlations must be known. The idea is then to
engineer the initial correlations between the qubit and its
environment before carrying out the reset. This is related
to algorithmic cooling where correlations are created dy-
namically by cross-relaxation [52] or measurements of in-
teracting qubits [53]. However, our approach differs in
two important ways—it operates at the quantum speed
limit and assumes controllability only for the system, not
the bath.
Even when correlations are not created on purpose,
they emerge inevitably when components are coupled.
This is ignored in theoretical proposals that assume fac-
torizing initial conditions. Executing time-optimal qubit
reset with and without artificially engineered initial cor-
relations would allow for an experimental comparison be-
tween factorizing and non-factorizing initial conditions.
This would be an important step towards a better un-
derstanding of open quantum systems.
Enhancement of initial correlations by use of an an-
cialla or defect provides a fresh perspective onto quantum
reservoir engineering [54]. So far, protocols for quantum
reservoir engineering have targeted the creation of non-
trivial quantum states as steady state of some driven-
dissipative dynamics, see e.g. [54–57], assuming the evo-
lution to be Markovian and the coupling to the environ-
ment to be weak. While we have found non-Markovianity
per se not to be relevant for the success of qubit reset, we
show that strong coupling to an engineered environment
allows for faster protocols and the emerging correlations
to be useful for a further speed up of the evolution. This
suggests to explore quantum reservoir engineering in sce-
narios beyond the weak coupling and Markov approxi-
mations.
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Appendix A: Influence of the Counter Rotating
Terms
For obtaining analytical results, we need to employ
the rotating wave approximation (RWA). In the follow-
ing, we therefore examine the influence of the counter
rotating terms in the interaction Hamiltonian (3). It can
be rewritten,
Hˆint = J
(
σˆ+Q ⊗ σˆ+TLS + σˆ+Q ⊗ σˆ−TLS
+σˆ−Q ⊗ σˆ+TLS + σˆ−Q ⊗ σˆ−TLS
)
,
(A1)
where σˆ− (σˆ+) are the usual lowering (raising) opera-
tors for two-level systems. The counter rotating terms
are given by σˆ+Q ⊗ σˆ+TLS and σˆ−Q ⊗ σˆ−TLS; they are often
neglected as part of a RWA. As we will show, these terms
contribute to the dynamics, i.e., the RWA is not a good
approximation here. Nevertheless, they have only a mi-
nor influence on the solution of the reset control problem.
In the RWA, the interaction Hamiltonian becomes
Hˆ
RWA
int = J
(
σˆ+Q ⊗ σˆ−TLS + σˆ−Q ⊗ σˆ+TLS
)
. (A2)
Repeating the optimizations for the factorizing initial
state (5) under the RWA yields errors that are slightly
smaller (T = 5.01% in Fig. 8(a,b) and T = 5.41% in
Fig. 8(c,d)), compared to the case when the counter-
rotating terms are included (T = 5.04% in Fig. 2(a,b)
and T = 5.44% in Fig. 2(c,d)). Employing the optimized
fields from Fig. 8 in the dynamics including the counter
rotating terms (without further optimization) results in
only slightly increased final errors T = 5.12% (a,b) and
T = 5.49% (c,d). The errors are thus affected only in
the third digit, despite the dynamics and optimized fields
in Figs. 2 and 8 being visibly different.
In order to repeat this analysis for non-factorizing ini-
tial states, we have to adjust the joint thermal state (6)
of qubit and TLS,
ρˆinit2,RWA = ρˆ
th
RWA =
1
Z

eφ 0 0 0
0 λ+ δΩµ − 2JΩ µ 0
0 − 2JΩ µ λ− δΩµ 0
0 0 0 e−φ
 ,
(A3)
where λ = cosh(x), µ = sinh(x) and partition function
Z = 2 cosh (φ) + 2 cosh (x) with
δ = ωQ − ωTLS, φ = (ωQ + ωTLS)β
2
,
x =
Ωβ
2
, Ω =
√
δ2 + 4J2.
(A4)
The optimized final error in the RWA becomes T =
4.73%, compared to T = 4.74% in Fig. 3(a,b,c). Using
the RWA-optimized field in the dynamics including the
counter-rotating terms increases the final error to only
T = 4.78%. This is particularly remarkable, since not
only the interaction Hamiltonians differ, but also the ini-
tial states, cf. Eqs. (6) and (A3). Similarly, for very
strong initial correlations, we find T = 10.4%, compared
to T = 10.5% in Fig. 3(d,e,f); and use of the RWA-
optimized field in dynamics with the counter rotating
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FIG. 8. Identical to Fig. 2 but employing the RWA (A2) for dynamics and optimizations. For the final errors, we find T = 5.01%
(a,b) and T = 5.41% (c,d).
terms increases the error to only T = 10.6%. Simi-
larly, we find our analysis of the quantum speed limit
and minimal achievable error in Fig. 4 to be essentially
independent of the RWA.
The small increase of the errors when using the RWA-
optimized fields in dynamics that include the counter-
rotating terms is explained by larger final residual cor-
relations. However, the increase due to the counter-
rotating terms is of the order of 10−4, whereas all final
errors quoted above correspond to residual correlations
of the order of 10−3. Overall, the increase is thus negli-
gible, and we conclude that the counter-rotating terms,
while modifying the dynamics, have no relevant influ-
ence on the achievable final error or, in other words, the
controllability of the problem. This has two important
implications: First, in order to identify control solutions
for the reset problem, it is sufficient to consider the inter-
action Hamiltonian in the RWA (A2). This will allow an
analytical treatment, see Sec. IV below. Moreover, from
an experimental perspective, a loss of fidelity in the third
digit is irrelevant and it might actually be advantageous
to use RWA-optimized fields, since these are generally
much smoother, cf. Fig. 2(b,d) and Fig. 8(b,d).
Appendix B: Variable transformations
The RWA-Hamiltonian, neglecting counter rotating
terms, reads
Hˆ
RWA
(t) = HˆQ(t)⊗ 1ˆTLS + 1ˆQ ⊗ HˆTLS + HˆRWAint
= Hˆ0(t) + Hˆ
RWA
int ,
(B1)
with Hˆ
RWA
int defined as in Eq. (A2). Performing a unitary
transformation with transformation operator
Oˆ(t) = exp
{
−iHˆRWA0 (t)t
}
(B2)
yields a transformed state ρˆ′(t) and Hamiltonian Hˆ
′
(t),
ρˆ′(t) = Oˆ
†
(t)ρˆ(t)Oˆ(t),
Hˆ
′
(t) = Oˆ
†
(t)Hˆ(t)Oˆ(t)− iOˆ†(t)dOˆ(t)
dt
.
(B3)
This yields the Liouville-von Neumann equation (13a).
Starting from there, we summarize in the following the
variable transformations required to derive Eqs. (15)
and (16) in Section IV A. First, we represent the den-
sity matrix in the rotating frame, ρˆ′(t), in terms of 16
real variables, xi(t) ∈ R, dropping the explicit time-
dependence for all quantities in the following,
ρˆ′ =
 x1 x5 + ix6 x7 + ix8 x9 + ix10x5 − ix6 x2 x11 + ix12 x13 + ix14x7 − ix8 x11 − ix12 x3 x15 + ix16
x9 − ix10 x13 − ix14 x15 − ix16 x4
 .
(B4)
The set {x1, . . . , x16} spans the entire state space, and
the equation of motion (13a) becomes
~˙x = J1 ~f1(~x) + J2 ~f2(~x) + α~f3(~x), (B5a)
with ~x = (x1, . . . , x16)
>
,
~f1 =

0
−2x12
2x12
0
−x8
x7
−x6
x5
0
0
0
x2 − x3
x16
−x15
x14
−x13

, ~f2 =

0
−2x11
2x11
0
−x7
−x8
x5
x6
0
0
x2 − x3
0
−x15
−x16
x13
x14

, ~f3 =

0
0
0
0
0
0
2x8
−2x7
2x10
−2x9
2x12
−2x11
2x14
−2x13
0
0

.
(B5b)
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and J1, J2 and α given in Eq. (17). The vector fields ~f1(~x)
~f2(~x) and ~f3(~x) govern the admissible directions for the
evolution of the state ~x, whereas J1, J2 and α determine
their relative magnitude for each direction. With the
representation (B4), the purity of the qubit becomes
PQ = (x1 + x2)2 + (x3 + x4)2
+ 2 (x7 + x13)
2
+ 2 (x8 + x14)
2
.
(B6)
The set of the coupled equations (B5) is separated in
two disjunct sets by introducing new variables, zi ∈ R.
The relevant ones are given by
z1 = x1 + x2 − 1/2, z5 = x7 + x13,
z2 = x12, z6 = x6 − x16,
z3 = x11, z7 = x8 + x14,
z4 = −2x1 − x2 − x3, z8 = x5 − x15.
(B7)
There are eight further variables, z9, . . . , z16, that are
required to span the entire state space. However, these
variables are not coupled to z1, . . . , z8, so they can be
ignored for the maximization of the purity.
Using the new variables and exploiting that Tr
[
ρˆ′
]
=
x1 + x2 + x3 + x4 = 1, the qubit purity simplifies to
Eq. (14). Moreover, the equations of motion for z1, . . . , z8
decouple into two independent subspaces. One subspace
is S1 = {z1, z2, z3} with the equations of motion given
in Eq. (15), where zc1 = − (z4 + 1) /2 is a constant since
z˙4 = 0. The other subspace is S2 = {z5, z6, z7, z8} with
the equations of motion given by Eq. (16).
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