Abstract. We investigate the isomorphism problem in the setting of definable sets (equivalent to sets with atoms): given two definable relational structures, are they related by a definable isomorphism? Under mild assumptions on the underlying structure of atoms, we prove decidability of the problem. The core result is parameter-elimination: existence of an isomorphism definable with parameters implies existence of an isomorphism definable without parameters.
Introduction
First-order definable sets, although usually infinite, can be finitely described and are therefore amenable to algorithmic manipulation. Definable sets (we drop the qualifier first-order in what follows) are parametrized by a fixed underlying relational structure A whose elements are called atoms.
languages [3, 6, 12, 13] , to sets with atoms. For other applications of sets with atoms (called there nominal sets) in computing, see [16] .
Isomorphism testing is at the core of many decision problems in combinatorics and logic. In case of finite graphs it is well known to be solvable in NP, and since recently in quasi-polynomial time [1] . Whether it can be solved is P is still an extremely challenging open question, and only special cases are shown so by now, e.g. [14] .
Preliminaries
Throughout the paper, fix a countable relational structure A, called atoms. We overload the notation and use the symbol A both for the relational structure, and for the set of its element, hoping that this does not lead to confusion. We assume that the vocabulary of A is finite. We shall now formally introduce the notion of definable sets over A, following [10, 11] .
Definable sets. An expression is either a variable from some fixed infinite set, or a formal finite union (including the empty union ∅) of set-builder expressions of the form { e | a 1 , . . . , a n ∈ A, φ } , (2. 1) where e is an expression, a 1 , . . . , a n are pairwise different (bound) variables, and φ is a firstorder formula over the signature of A which may use variables. The variables a 1 , . . . , a n are bound. Free variables in (2.1) are those free variables of e and of φ which are not among a 1 , . . . , a n . For an expression e with free variables V , any valuation val : V → A defines in an obvious way a value X = e [val] , which is either an atom or a set, formally defined by induction on the structure of e. We then say that X is a definable set over A, and that it is defined by e with val. When a structure of atoms A is obvious from the context, we simply speak of definable sets without explicitly specifying A. Note that one set X can be defined by many different expressions. Finally, observe that the family of definable sets is hereditary: every element of a definable set is a definable set, or an atom a ∈ A.
Sometimes we want to emphasize those atoms that appear in the image of the valuation val : V → A. For any finite set S ⊆ A of atoms with val(V ) ⊆ S we say that S supports X = e [val] , or that S is a support of X, or that X is S-definable. Clearly, an S-definable set is also T -definable whenever S ⊆ T .
As syntactic sugar, we allow atoms to occur directly in set expressions (these atoms we call parameters). For example, what we write as the {1}-definable set {a | a ∈ A, a = 1} is formally defined by the expression {a | a ∈ A, a = b}, together with a valuation mapping b to 1. With this syntactic sugar, a definable set is determined by a sole expression e, without valuation.
As a notational convention, when writing set-builder expressions (2.1) we omit the formula φ when it is trivial, and omit the enumeration a 1 , . . . , a n ∈ A when n = 0. This allows us, in particular, to write singletons, like {1}.
Remark 2.1. To improve readability, it will be convenient to use standard set-theoretic encodings to allow a more flexible syntax. In particular, ordered pairs and tuples can be encoded e.g. by Kuratowski pairs, (x, y) = {{x, y}, {x}}. We will also consider as definable infinite families of symbols, such as {R x : x ∈ X}, where R is a symbol and X is a definable set. Formally, such a family can be encoded as the set of ordered pairs {R} × X, where the symbol R is represented by some ∅-definable set, e.g. ∅ or {∅}. Here we use the fact that definable sets (over fixed atoms A) are closed under Cartesian products.
Definable relational structures. Any object in the set-theoretic universe (a relation, a function, a logical structure, etc.) may be definable. For example, a definable relation on X, Y is a relation R ⊆ X × Y which is a definable set of pairs, and a definable function X → Y is a function whose graph is definable. Along the same lines, a definable relational signature is a definable set of symbols Σ, partitioned into definable sets Σ = Σ 1 ⊎Σ 2 ⊎. . .⊎Σ l according to the arity of symbols. We say that σ has arity r if σ ∈ Σ r , anf l ∈ N is thus the maximal arity of a symbol in Σ.
For a signature Σ, a definable Σ-structure A consists of a definable universe A and a definable interpretation function which assings a relation σ A ⊆ A r to each relation symbol σ ∈ Σ of arity r. (We denote structures using blackboard font, and their universes using the corresponding symbol in italics). More explicitly, such a structure can be represented by the tuple A = (A, I 1 , . . . , I l ) where I r = {(σ, a 1 , . . . , a r ) | σ ∈ Σ r , (a 1 , . . . , a r ) ∈ σ A } is a definable set for r = 1, . . . , l. It is not difficult to see that the interpretation σ A of every fixed symbol σ ∈ Σ is definable.
Example 2.2. The graph G from Example 1.1 is a definable (over A the pure set) structure over a finite signature Σ containing a single binary relation symbol. To give an example of a definable structure over an infinite definable signature, extend G to a structure A by infinitely many unary predicates representing the neighborhoods of each vertex of G. To this end, define the signature Σ = {E} ∪ { N v | v ∈ V }, where V = { {a, b} | a, b ∈ A, a = b } is the vertex set of G and N is a symbol (cf. Remark 2.1). The interpretation of N v is specified by the set
where E is defined by the expression from Example 1.1).
Representing the input. Definable relational structures can be input to algorithms, as they are finitely presented by expressions defining the signature, the universe, and the interpretation function. If the input is an S-definable set X, defined by an expression e with parameters a 1 , . . . , a n ∈ S, then we also need to represent the tuple a 1 , . . . , a n of atoms. For example, in the case of pure set A these elements can be represented as numbers.
Definable isomorphism problem. Let atoms A be fixed. Recall that a definable function f : X → Y is a function whose graph Γ(f ) ⊆ X × Y is a definable sets. A definable isomorphism between definable structures A, B over the same signature Σ is a definable bijective function h : A → B between their universes that preserves and reflects every relation in the signature: for every σ ∈ Σ of arity r and every r-tuple a 1 , . . . , a r ∈ A of elements of A, (a 1 , . . . , a r ) ∈ σ A if, and only of (h(a 1 ), . . . , h( n )) ∈ σ B . Likewise one can also introduce definable homomorphisms, embeddings, etc. Remark 2.3. As argued in [11] , definable structures over finite signatures coincide, up to definable isomorphism, with first-order interpretations with parameters in A, in the sense of model theory [9] .
We focus in this paper on the following family of decision problems (note that the structure of atoms A is fixed, and not part of input, and hence every choice of A yields a different decision problem):
Problem: Definable-isomorphism(A) Input: A definable signature Σ and two definable Σ-structures A and B. Decide: Is there a definable isomorphism from A to B? Example 2.4. Imposing the definability requirement on isomorphisms clearly does matter. Let A be the pure set again, and consider the following two ∅-definable graphs, each of them being an infinite clique:
The two graphs are clearly isomorphic. On the other hand there is no definable isomorphism between them, simply because there is no definable bijection between V 1 and V 2 , as we will argue in Example 4.5 in Section 4.
Decidability of the definable isomorphism problem
As before, let atoms A be an arbitrary fixed countable relational structure over a finite vocabulary. Let's start by recalling some terminology in order to formulate the assumptions we are going to impose on the structure of atoms.
Recall that a relational structure A is homogeneous if every isomorphism of its two finite induced substructures extends to an automorphism of the whole structure A. Equivalently, a homogeneous structure is the Fraïsse limit of a class of finite structures closed under induced substructures and amalgamation (see [8, 15] for details). Among good properties of homogeneous structures, the one most relevant in the sequel is quantifier elimination: every first-order formula is equivalent to a quantifier-free one. We will assume homogeneity of A.
Our second assumption is effectiveness of the structure A: it is decidable, for a given finite relational structure A over the same vocabulary as A, whether A embeds into A (i.e., whether A is isomorphic to an induced substructure of A). Effectiveness of A, combined with homogeneity, implies that the quantifier elimination is effective and, in consequence, the first order theory of A is decidable.
Automorphism of A we call atom automorphisms. Those atoms automorphisms π which fix all elements of S, i.e., π(a) = a for every a ∈ S, we call atom S-automorphisms. The structure A we call dense if for every finite S ⊆ A, there is an embedding H : A → A − S such that every automorphism of H(A) extends to an atom S-automorphism. When A is homogeneous, the image H(A) -seen as an induced substructure of A -being the isomorphic copy of A, is therefore homogeneous too.
We say that the structure A admits least supports if every definable set x over A has the least (with respect to inclusion) support. Equivalently: the supports of x are closed under intersections (recall that supports are finite). The least support of x we denote by supp(x) and refer to as the support of x. Here are all our assumptions:
• A is homogeneous; • A is effective; • A is dense; • A admits least supports. Many structures A satisfy all the above assumptions. Here are few examples:
• the pure set;
• the dense total order (Q, ≤) of rational numbers;
• the universal (random) graph (the Fraïsse limit of all finite graphs [8] );
• the universal partial order (the Fraïsse limit of all finite partial orders).
Theorem 3.1. Definable-isomorphism(A) is decidable whenever the structure of atoms A is homogeneous, effective, dense, and admits least supports.
We note that Theorem 3.1 holds for any definable signature, possibly infinite. A key fact which we use to prove Theorem 3.1 is the following lemma:
Lemma 3.2 (Parameter elimination). Suppose that the structure of atoms A is homogeneous, dense, and admits least supports. Let T ⊆ A be a finite set of atoms, and let A, B be two T -definable relational structures over a T -definable signature Σ. If A and B are related by a definable isomorphism, then they are also related by a T -definable one.
In rough words, the lemma says that in a definition of an isomorphism between Tdefinable structures, one can eliminate parameters outside of T , maybe at a price of modifying the isomorphism.
Necessity of assumptions.
We briefly comment on the choice of assumptions in Theorem 3.1 and in Lemma 3.2. Homogeneity is a standard assumption that makes definable sets orbit-finite (cf. Section 4) and effectiveness is a standard way of making definable sets algorithmically tractable (see e.g. [7] ). These two assumptions alone are not sufficient for our purposes, in view of the following counterexample:
Example 3.3. Consider, as the structure A of atoms, the full bipartite graph, with both parts infinite countable. This structure is effective and homogeneous, but does not satisfy Lemma 3.2. Indeed, consider two ∅-definable two-element sets (by E we denote the edge relation in A):
The two elements of the first one are just the two parts of the bipartite graph A; the two elements of the other one are two arbitrarily chosen ∅-definable sets. We consider A and B as the relational structures over the empty signature. Clearly, A and B are related by a bijection; on the other hand, there is no ∅-definable bijection between them. Indeed, according to Lemma 4.2 in Section 4 below, any such ∅-definable bijection would commute with all atom automorphisms, which is in contradiction with the fact that atom automorphisms sometimes swap the elements of A, but never the elements of B.
The assumption that A is dense is a crucial property which we apply a number of times when proving Lemma 3.2, and we do not envisage proving the result without this assuption. On the other hand, we suspect that admitting least supports can be relaxed. However, as homogeneous structures typically admit least supports, one would not gain much by dropping this assumption, while a new layer of technical complication would be necessarily introduced.
Lemma 3.2 implies Theorem 3.1. We now sketch the proof of Theorem 3.1, using Lemma 3.2. By the latter lemma, Definable-isomorphism(A) reduces to testing whether the given T -definable Σ-structures A, B are related by a T -definable isomorphism. In turn, as we show now, testing of the latter condition reduces to evaluation of first-order formulas in A. Let the given structures be A = (A, I 1 , . . . , I l ) and B = (B, J 1 , . . . , J l ). We follow the lines of the proof of Thm. 12 in [10] ; in particular, we build on the following fact (cf. Lem. 13 in [10] ): Lemma 3.4. For any finite set T ⊆ A of atoms, a T -definable set X has finitely many T -definable subsets, and expressions defining them can be computed effectively from an expression defining X.
Indeed, for each definable set X represented by a single set-builder expression of the form (2.1), replace φ by each (up to equivalence) quantifier-free formula ψ with the same free variables, such that ψ =⇒ φ.
To verify existence of a T -definable isomorphism from A to B, apply Lemma 13 to X = A × B and for every T -definable subset R ⊆ A × B, test the validity of the first-order formula ∀a ∈ A ∃!b ∈ B R(a, b) ∧ ∀b ∈ B ∃!a ∈ A R(a, b) ensuring that R is the graph of a bijection; and for every i = 1, . . . , l, test the validity of the fomula
ensuring that the function is an isomorphism. Evaluation of first-order formulas of the above form reduces to evaluation of first order formulas in A, see [6, 10] for further details.
Definable sets via action of atom automorphisms
For the proof of Lemma 3.2 it will be more convenient to take a different perspective on definable sets, namely via action of atom automorphisms. This view emphasises that definable sets are always orbit-finite (cf. Lemma 4.3 below). In this section we provide the necessary definitions and properties that will be useful in the proof of Lemma 3.2 in the next section. All further missing details can be found in [2] . Definable sets contain, as elements, either other definable sets or atoms a ∈ A. The group of atom automorphisms acts naturally on such sets, by renaming all atoms appearing as elements, as elements of elements, etc. The action preserves definable sets: a definable set is mapped to a definable set. By πx we denote the result of the action of an atom automorphism π on a definable set x. For instance, consider the pure set A as atoms and the atom automorphism π that swaps 0 with 1, and 3 with 4, and preserves all other atoms. Then
The action defines a partition of all definable sets into orbits: x and x ′ are in the same orbit if πx = x ′ for some atom automorphism π. In the same vein, for every finite set S ⊆ A, the action of the subgroup of atom S-automorphisms defines a finer partition of all definable sets into S-orbits (∅-orbits are just orbits). In particular, the set A of atoms is itself also partitioned in S-orbits. By inspecting the syntactic form of definable sets, one easily verifies the following basic fact:
Lemma 4.1. Every S-definable set is closed under the action of atom S-automorphisms on its elements, i.e., is a union of S-orbits.
We will intensively use the following direct conclusion from Lemma 4.1: Lemma 4.2. Every S-definable function h commutes with atom S-automorphisms: for every atom S-automorphism π, hπ = πh.
Finite unions of S-orbits we call S-orbit finite sets. Homogeneity of A guarantees finiteness in the statement of Lemma 4.1: Lemma 4.3. Assume that the structure of atoms A is homogeneous. Then every S-definable set is S-orbit finite.
For an S-orbit O and an S-definable set X, if O ⊆ X we say that O is an S-orbit inside X; on the other hand, whenever x ∈ O we say that O is the S-orbit of x, and write O = orbit S (x). The converse of Lemma 4.2 is also true when A is homogeneous:
Lemma 4.4. Assume that the structure of atoms A is homogeneous. Then every function h that commutes with atom S-automorphisms, with Dom(h) and Codom(h) being S-definable, is itself S-definable.
Example 4.5. Lemma 4.2 can be used to prove the claim formulated in Example 2.4 in Section 2: there is no definable bijection between the following two sets
Suppose the contrary, and let f : V 1 → V 2 be an S-definable bijection. Consider any a, b, c ∈ A − S with f (a) = {b, c}, and any atom S-automorphism π that swaps b and c and does not preserve a, say π(a) = a ′ . Note that such π always exists, e.g., when a = b then a ′ = c. By Lemma 4.2 we obtain: f (a ′ ) = f π(a) = πf (a) = π{b, c} = {b, c} = f (a), which is in contradiction with bijectivity of f .
We will also need some basic properties involving the least supports. Denote by supp(x) the least support of x. First, we note that the support function commutes with atom automorphisms: Lemma 4.6. For every definable set x and atom automorphism π, we have supp(πx) = πsupp(x).
Proof. Indeed, the inclusion supp(πx) ⊆ πsupp(x) follows by the fact that supp(πx) is the least support of πx while πsupp(x) still supports πx. The other inclusion πsupp(x) ⊆ supp(πx) follows from the first one: replace in the first one x by πx, and π by π −1 , obtaining supp(π −1 πx) ⊆ π −1 supp(πx), and then apply π to both sides.
The cardinality of supp(x) we call the dimension of x. As a conclusion from Lemma 4.6: Corollary 4.7. Every two elements of the same ∅-orbit have necessarily the same dimension.
Moreover, the action of an atom automorphism π on x depends only on the restriction of π to supp(x): Lemma 4.8. If atom automorphisms π, π ′ coincide on supp(x), then πx = π ′ x.
Finally, we observe the relationship between the least support of a function, its argument and value: Lemma 4.9. Let f be a definable function and let a ∈ Dom(f ). Then supp(f (x)) ⊆ supp(f ) ∪ supp(x).
Proof of Lemma 3.2
In this section we prove Lemma 3.2. Consider two T -definable structures A and B related by an S-definable isomorphism f and assume, w.l.o.g., that S ⊇ T . We are going to modify suitably the isomorphism in order to obtain a possibly different one which will be T -definable. For the sake of readability we conduct the proof in the special case, under the following assumptions:
• the signature contains just one binary symbol. Thus we assume the structures A, B to be ∅-definable directed graphs. The proof adapts easily to the general case, as discussed at the end of this section.
Consider therefore two ∅-definable directed graphs A = (A, E) and B = (B, F ), where A and B are sets of nodes, and E ⊆ A × A and F ⊆ B × B are sets of directed edges, together with an S-definable isomorphism f : A → B of graphs. Assume w.l.o.g. that the node sets A and B are disjoint. By Lemma 4.3, the set A of nodes of A, being itself ∅-definable, splits into finitely many ∅-orbits. Likewise the set B of nodes of B splits into finitely many ∅-orbits, but a priori it is not clear whether the numbers of ∅-orbits inside A and B are equal. As a side conclusion of our proof, it will be made clear that they really are.
By density of A we know that the structure A embeds into A − S. Fix in the sequel an embedding H : A → A − S such that every automorphism of H(A) extends to an atom S-automorphism. Atoms in H(A) we call S-independent. Along the same lines, a node x ∈ A ∪ B we call S-independent if supp(x) ⊆ H(A). By homogeneity and density of atoms we have:
Claim 5.1. Every ∅-orbit inside A ∪ B contains an S-independent node.
(The claim, as well as few other claims formulated below, will be proved below once the proof of Lemma 3.2 is finished.)
We are going to construct an ∅-definable bijection h : A → B (which will be later shown to be an isomorphism); to this aim we will define inductively a sequence of partial bijections
for i = 0, 1, . . . , m, where m is the number of ∅-orbits inside A (or B, as made explicit below), such that the domain Dom(h i+1 ) of every h i+1 extends the domain Dom(h i ) of h i by one ∅-orbit inside A. The required bijection will be h = h m . The order of adding ∅-orbits into the domain of h will be relevant for showing h to be an isomorphism.
We start easily by taking as h 0 the empty function. For the induction step, suppose that h n is already defined. Among the remaining ∅-orbits of A and B, i.e., among those which are not included in Dom(h n ) ∪ Codom(h n ), choose an orbit O whose elements have maximal dimension (cf. Corollary 4.7). W.l.o.g. assume that O ⊆ A (if O ⊆ B, change the roles of A and B, and replace f an h n by their inverses). Choose an arbitrary S-independent node x 0 ∈ O. We observe that the S-orbit of x 0 does not depend on the choice of x 0 : Claim 5.2. All S-independent nodes in O belong to the same S-orbit.
We call this S-orbit M ⊆ O the starting S-orbit inside O, and all its elements starting nodes.
Define the sequence x 0 , y 0 , x 1 , y 1 , x 2 , . . . of nodes, alternating between nodes of A and nodes of B, by the following equalities:
In words, every next y i is obtained from x i by applying f ; and every next x i+1 is obtained from y i by applying (h n ) −1 . Clearly, the latter application is well-defined only when y i ∈ Codom(h n ). We thus stop generating the sequence when y i / ∈ Codom(h n ) for the first time. We need however to prove that this will eventually happen, i.e., that the sequence is finite:
(In particular, when n = 0 the claim necessarily holds for l = 0.) The S-orbit M ′ of y l we also call the starting S-orbit inside the ∅-orbit O ′ of y l (A and B are treated symmetrically here). The number l we will call the length of the starting orbit M , and n + 1 we will call its order; we write order(M ) = n + 1, and length(M ) = l. By abuse of notation, we will also assign the same order and length to the ∅-orbit O, and to every element of O.
We are now ready to define the bijection h n+1 with Dom(h n+1 ) = Dom(h n ) ∪ O. It agrees with h n on Dom(h n ); on the orbit O, we define h n+1 by extending the mapping x 0 → y l to the whole O. We claim that there is a (unique) ∅-definable bijection between the ∅-orbit O of x 0 and the ∅-orbit O ′ of y l that maps x 0 to y l :
This completes the induction step of the definition of h.
Before proving that h is an isomorphism, we formulate a concise equality describing h; the equality will be useful later. The definition of h n+1 in the induction step does not depend on the choice of S-independent node x 0 ∈ M . To see this, observe that Claim 5.3 holds, with the same value l, for every other choice of x 0 ∈ M ; indeed, both f and (h n ) −1 are S-definable, and hence by Lemma 4.2 they preserve the relation of belonging to the same S-orbit; thus, irrespectively which S-independent node x 0 ∈ M is chosen, it will always belong to the same S-orbit (by Claim 5.2), and thus the node y l will always belong to the same S-orbit inside B. Thus by Lemma 4.2 and by the very definition of h we have, for every starting node x ∈ A, the following equality:
where l = length(x); or equivalently (as f and h are bijections)
(In the special case of starting nodes x of order(x) = 1 (recall that 1 is the minimal possible order) we have length(x) = 0, and thus the above equality reduces to h(x) = f (x). Thus h agrees with h on the starting S-orbit of order 1.) Now we embark on proving that h is an isomorphism, i.e., that for every two nodes
The proof is by induction on the orders of x and x ′ . Let n = order(x) and n ′ = order(x ′ ). For the induction step, suppose that (5.3) holds for all pairs y, y ′ of starting nodes with m, m ′ = order(y), order(y ′ ) pointwise strictly smaller than n, n ′ . Thus we assume that the claim holds for y, y ′ whenever m ≤ n, m ′ ≤ n ′ , but either m < n or m ′ < n ′ . Let l = length(x) and l ′ = length(x ′ ). We first prove (5.3) in the special case when both x and x ′ are starting nodes. (Recall that in the special case n = n ′ = 1 we have h(x) = f (x) and h(x ′ ) = f (x ′ ), and thus the claim follows since f is an isomorphism.) Consider two sequences of nodes, x 0 , y 0 , x 1 , y 1 , . . . , and
alternating between nodes of A and B, determined by the equalities analogous to (5.1):
). Analogously as before, the sequence is obtained by alternating applications of f and h −1 . In particular,
Observe that equality (5.2) guarantees that such k exists, for instance k = (l + 1)(l ′ + 1) works. Note that the equality (5.2) implies also that
Recall that f is an isomorphism, hence for every i ≥ 0 we have:
Using the induction assumption we want to prove additionally
) ∈ E if, and only if (y i , y 6) for every i such that 0 < i + 1 < k. By the very definition of h we know that order(x i ) ≤ n and order(x ′ i ) ≤ n ′ for every i ≥ 0. Furthermore, observe that for every 0 < i < k we have order(x i ) < n or order(x ′ i ) < n ′ ; indeed, the equalities order(x i ) = n and order(x ′ i ) = n ′ , together with the bijectivity of (h −1 • f ) i , would imply x i = x and x ′ i = x ′ . In consequence, the induction assumption (5.3) applies for every pair (x i+1 , x ′ i+1 ) where 0 < i+ 1 < k, which proves the equivalences (5.6). Combining (5.5) with (5.6) we get (x, x ′ ) ∈ E if, and only if (y k−1 , y ′ k−1 ) ∈ F which, by (5.4), is exactly (5.3), as required. Now we proceed to proving the claim (5.3) for arbitrary nodes x, x ′ ∈ A. To this aim we will use the following fact, easy to prove using homogeneity and density of A:
Claim 5.5. For every two nodes x, x ′ ∈ A there is an atom automorphism π such that both πx and πx ′ are starting nodes.
For any π in Claim 5.5 we have the following sequence of equivalences:
(5.7)
The first and the last equivalence hold as the relations E and F , being ∅-definable, are closed under atom automorphisms (cf. Lemma 4.1); the second equivalence has been treated previously as both πx an πx ′ are starting nodes; and the third equivalence holds as the function h is ∅-definable (cf. Lemma 4.2). Lemma 3.2 is thus proved, once we prove the yet unproved claims, namely Claims 5.1-5.5.
Proof of Claim 5.1. Consider an ∅-orbit O ⊆ A ∪ B. We will use the embedding H : A → A − S. Take any node x ∈ O and consider the restriction of H to the finite set supp(x) ⊆ A.
As H is an embedding, the restriction is a finite partial isomorphism which extends, by homogeneity of A, to an atom automorphism, say π. Then πx is an S-independent node in O, as supp(πx) = πsupp(x) ⊆ H(A) (cf. Lemma 4.6).
Proof of Claim 5.2. Let x, x ′ ∈ O be two S-independent nodes, thus supp(x) ∪ supp(x ′ ) ⊆ H(A). Take an atom automorphism π such that πx = x ′ . By Lemma 4.6 we have πsupp(x) = supp(x ′ ). The restriction of π to supp(x) is a finite partial isomorphism, and hence extends to an automorphism of H(A), which in turn extends to an atom Sautomorphism τ , by density. Thus τ x = x ′ (we use Lemma 4.8 here) and hence x and x ′ are in the same S-orbit.
Proof of Claim 5.3. It is enough to prove that the nodes y 0 , y 1 , . . . belong to different Sorbits inside B (as B is S-orbit finite, so is Codom(h n ), and the claim follows). To this aim consider the sequence of S-orbits:
and suppose, towards contradiction, that some S-orbit O repeats in the sequence, say orbit S (y k ) = orbit S (y j ) for some indices j < k. Recall that A and B are disjoint, and that y i = f (x i ) and x i+1 = h −1 n (y i ), for every i. Since f is S-definable, and h n , being ∅-definable, is also S-definable, by Lemma 4.2 they both (preserve and) reflect the relation of belonging to the same S-orbit; therefore orbit S (y k−α ) = orbit S (y j−α ) for α = 1, . . . , j, and in consequence the first orbit O necessarily repeats in the sequence:
Recall that x i = (h −1 n • f ) i to observe that the equality (5.8) is impossible:
∈ Dom(h n ), and Dom(h n ), being the union of ∅-orbits, is also the union of S-orbits.
Proof of Claim 5.4. Relying on Lemma 4.4 it is enough to demonstrate that the set of pairs { (πx 0 , πy l ) | π is an atom automorphism } is (the graph of) a bijection. In other words, it is enough to prove that for every two atom automorphism π, π ′ , the equality πx 0 = π ′ x 0 holds if, and only if the equality πy l = π ′ y l holds. This is equivalent to the following condition:
for every atom automorphism π, πx 0 = x 0 iff πy l = y l .
(5.9)
Recall that y l = g(x 0 ), where g = f • (h −1 n • f ) l ; as both f and h n are S-definable functions, their composition g is also S-definable, and hence the condition (5.9) holds for all atom S-automorphisms π. Our aim is to prove (5.9) for all atom automorphisms, using S-independence of x 0 .
Define the S-support as supp S (x) def = supp(x) − S. Let U = supp(x 0 ). We claim that supp(y l ) = U as well, i.e., y l is S-independent too. To demonstrate this, we first observe using Lemma 4.9 that the mapping g, being S-definable, can only decrease the S-support: supp S (x 0 ) ⊇ supp S (y l ). But g −1 , being also S-definable, has the same property and hence supp S (x 0 ) = supp S (y l ). Furthermore, x 0 is S-independent and thus satisfies supp S (x 0 ) = supp(x 0 ), which yields U = supp S (y l ) ⊆ supp(y l ). Finally, the dimension of y l is at most equal to the dimension of x 0 (because the node x 0 has been chosen as one with the maximal dimension), i.e., to the cardinality of U , therefore we deduce the equality U = supp(y l ).
We are now ready to prove (5.9); we concentrate on one implication -the other is proved similarly. Consider any atom automorphism π satisfying πx 0 = x 0 . By Lemma 4.6 we know that π preserves the set U , i.e., πU = U . We claim that some atom S-automorphism π ′ coincides with π on U . Indeed, the restriction of π to U extends, as a finite partial isomorphism inside H(A), to an automorphism of H(A); and the latter extends to an atom S-automorphism π ′ , by density of A. As π and π ′ coincide on U = supp(x 0 ), by Lemma 4.8 we have π ′ x 0 = πx 0 = x 0 . We can apply (5.9) to the atom S-automorphism π ′ , thus obtaining π ′ y l = y l . Finally, again by Lemma 4.8 applied to π and π ′ , coinciding on U = supp(y l ), we deduce πy l = π ′ y l . This entails πy l = y l as required.
Proof of Claim 5.5. Similarly as in the proof of Claim 5.1, we use the embedding H : A → A − S. The restriction of H to the finite set supp(x) ∪ supp(x ′ ) ⊆ A is necessarily a finite partial isomorphism which extends, by homogeneity of A, to an atom automorphism π, such that the nodes πx and πx ′ are both S-independent and hence, by Claim 5.2, also starting.
The general case. The additional assumptions imposed in the proof are not essential, and the proof easily adapts to the general case. To get rid of the assumption T = ∅, one just needs to consider T -orbits O, O ′ inside A, B, respectively, instead of ∅-orbits. One also easily gets rid of the assumption that the signature has just one binary symbol. First, to deal with (possibly infinitely) many symbols, in the inductive argument towards h being an isomorphism one treats each symbol separately. In case symbols of arity other than 2, say r, the induction is with respect to the r-tuples of orders, instead of pairs thereof. The inductive argument itself, as well as Claim 5.5, adapt easily to r-tuples. Finally, in case of a (possibly infinite) T -definable signature, one needs to modify the sequence of equalities (5.7) appropriately, in order to take into account the action of atom automorphisms on signature symbols. For a signature symbol σ, denote by σ A , σ B the interpretation of σ in A, B, respectively. Then the sequence of equalities (5.7) is adapted as follows: (x 1 , . . . , x r ) ∈ σ A iff (πx 1 , . . . , πx r ) ∈ π(σ A ) iff (πx 1 , . . . , πx r ) ∈ (πσ) A iff (h(πx 1 ), . . . , h(πx r )) ∈ (πσ) B iff (h(πx 1 ), . . . , h(πx r )) ∈ π(σ B ) iff (πh(x 1 ), . . . , πh(x r )) ∈ π(σ B ) iff (h(x 1 ), . . . , h(x r )) ∈ σ B .
We consider here the action πσ on the signature symbol σ, as well as the action on the interpretation of the signature symbol, π(σ A ) or π(σ B ). In particular, (πσ) A denotes the interpretation of the signature symbol πσ in A. As π is a T -automorphism, the first, the second, the fourth and the last equivalence follow by T -definability of A and B (cf. Lemma 4.1); the third equivalence is proved previously, as πx 1 , . . . , πx r are starting nodes; and the fifth equivalence holds since the function h is T -definable (cf. Lemma 4.2).
