Abstract. A generalization of Ostrowski integral inequality for mappings whose derivatives belong to L 1 [a, b], and applications for general quadrature formulae are given.
Introduction
In 1938, A. Ostrowski proved the following integral inequality [5, p. Note that this result also can be obtained from Fink's theorem (Theorem 1, p. 471, [5] ) for n = 1 and appropriate computations.
Some applications of the above results in Numerical Integration and for special means have been given in [1] - [4] .
In this paper we point out a new generalization of Ostrowski's inequality for absolutely continuous mappings and apply it for quadrature formulae in Numerical Analysis. Some connections with the rectangle, the midpoint and Simpson's rule are also established.
Some Integral Inequalities
We start with the following theorem 
Proof. Define the mapping K : [a, b] → R given by (see also [6] )
Integrating by parts, we have successively
and then we have the integral equality (see also [6] )
On the other hand, we have
and, consequently,
The theorem is completely proved.
Now, if we assume that the points of the division I k are given, then the best inequality we can obtain from Theorem 2 is embodied in the following corollary: Corollary 1. Let f and I k . Then we have the inequality:
Proof. We choose in Theorem 2,
In this case we get
Now, applying the inequality (2.1), we get (2.3).
The following corollary for equidistant partitioning also holds.
Corollary 2. Let
be an equidistant partitioning of [a, b] . If f is as above, then we have the inequality:
and consider the sequence of numerical integration formulae
where w (n) j (j = 0, ..., n) are the quadrature weights.
The following theorem provides a sufficient condition for the weights w (n) j so that 
then we have the estimate
uniformly by rapport of the w n .
Proof. Define the sequence of real numbers
and observe also that α
Applying the inequality (2.1) , we get the estimate (3.2). The uniform convergence by rapport of quadrature weights w (n) j is obvious by the last inequality. Now, consider the equidistant partitioning of [a, b] given by
and define the sequence of numerical quadrature formulae
The following corollary which can be more useful in practice holds: 
then we have:
Particularly, we have the limit
uniformly by rapport of w n .
Some Particular Integral Inequalities
The following proposition holds 
Proposition 1. Let f : [a, b] → R be an absolutely continuous mapping on [a, b] . Then we have the inequality:
c) It is easly to see that the best inequality we can get from (4.1) is for α = a+b 2 obtaining the "trapezoid inequality"
Another proposition with many interesting particular cases is the following one:
Proposition 2. Let f be as above and a
and the first inequality in (4.5) is proved. Now, let observe that
Consequently,
and the second inequality in (4.5) is proved. The last inequality is obvious. 
We note that the best inequality we can get in (4.6) is for x 1 = a+b 2 obtaining the "midpoint inequality"
, then we get
Particularly, if we choose in (4.8) , x 1 = a+b 2 , then we get the following "Simpson's inequality" 
is the trapezoid quadrature formula.
Now, using the generalized triangle inequality, we get:
and the theorem is proved.
The following corollaries hold:
Corollary 4. Let f be as above. Then we have the formula:
and the remainder R 2 (∆ n , f ) satisfies the inequality:
Corollary 5. Under the above assumptions we have
The remainder R 3 (∆ n , f ) satisfies the bound:
The following theorem holds:
Theorem 5. Let f and ∆ n be as above and ξ i ∈ [x i , x i+1 ] (i = 0, ..., n − 1) . Then we have the quadrature formula:
The remainder R (ξ, ∆ n , f ) satisfies the estimation:
for all ξ i as above.
Proof. Apply Proposition 1 on the interval [x
Summing over i from 0 to n − 1, using the generalized triangle inequality and the properties of the maximum mapping, we get (5.10) . Corollary 6. Let f and ∆ n be as above. Then we have 1) the "left rectangle rule"
where
The following theorem also holds.
Theorem 6. Let f and ∆ n be as above and f (x i+1 ) + R ξ, α (1) i , α (2) i , ∆ n , f . (5.14)
The remainder R ξ, α (1) i , α (2) i , ∆ n , f satisfies the estimation R ξ, α (1) i , α (2) i , ∆ n , f 
i −
Summing over i from 0 to n − 1 and using the properties of modulus and maximum, we get the desired inequality.
We shall omit the details.
The following corollary is the result of Dragomir-Wang from the recent paper [1] where the remainder term S (f, ∆ n ) satisfies the bound:
