We consider a continuous-time financial market that consists of securities available for dynamic trading, and securities only available for static trading. We work in a robust framework where a set of non-dominated models is given. The concept of semistatic completeness is introduced: it corresponds to having exact replication by means of semi-static strategies. We show that semi-static completeness is equivalent to an extremality property, and give a characterization of the induced filtration structure. Furthermore, we consider investors with additional information and, for specific types of extra information, we characterize the models that are semi-statically complete for the informed investors. Finally, we provide some examples where robust pricing for informed and uninformed agents can be done over semi-statically complete models.
Introduction
We consider a continuous-time financial market with two types of traded instruments: securities that can be traded dynamically over time, and securities that can be traded only at time zero and then held until maturity. In this setting we study replicability of contingent claims. The central notion of the present paper is semi-static completeness, which refers to the possibility of perfectly replicating any contingent claim by trading in the two sets of available securities.
Markets with semi-static trading opportunities are typically considered in the robust and model-free paradigm in mathematical finance. According to this paradigm, rather than committing to one particular model (probability measure), one considers a whole class The rest of the paper is organized as follows. In Section 2 the mathematical setup is given, in particular the definition of semi-static completeness. Section 3 contains the generalization of the Jacod-Yor theorem to the semi-static setting. Section 4 is devoted to the characterization of semi-statically complete models. In Section 5 semi-static completeness is studied in relation to changes of filtration. In Section 6 we provides some examples where the sets of martingale measures are compact, thus the results of Section 5 can be used to compare robust pricing for agents with different sets of information. Finally, the Appendix contains the proof of the main result in Section 4, and an extension of the Jeulin-Yor theorem needed in Section 5.
Setup and notation
Let T ∈ (0, ∞) be a finite time horizon and fix a filtered measurable space (Ω, F, F) whose filtration F = (F t ) 0≤t≤T is right-continuous. No probability measure is given a priori. Consider a financial market consisting of two types of securities: a risk-fee savings account and m risky assets available for dynamic trading, as well as n securities available for static trading, meaning that they can only be bought or sold at time zero and must be held until time T . The prices of the dynamically traded risky assets, discounted by the savings account, are modeled by a càdlàg F-adapted process S = (S t ) 0≤t≤T , S t = (S 1 t , . . . , S m t ). We set S 0 = 0 without loss of generality. The discounted time T payoffs of the statically traded securities are represented by a set Ψ = {ψ 1 , . . . , ψ n } of F T -measurable random variables. Without loss of generality, we fix the price at time zero of each statically traded security to be zero. Note that discrete time models are included in this framework; see Example 6.1.
Calibrated martingale measures. Let P = P(F) be a fixed set of probability measures on F T (priors). The role of the set P is to identify which events are deemed relevant and which are not. Adopting the notation in [BN15] , we write Q ≪ P when Q is a probability measure on F T such that Q P for some P ∈ P. We consider the following set of calibrated martingale measures, under which the price process S is a martingale and the statically traded securities are priced correctly:
S is an F-martingale under Q,
Thus M(F) is the set of martingale measures emerging in a robust framework, corresponding to the set P of priors; see e.g. [GHLT14] and [BN15] . The martingale and calibration conditions are standard in the robust (non-dominated) setting. In addition, we require square integrability of the statically traded securities. It is common in the literature to impose some integrability condition on the asset's terminal distribution; for instance, [ABPS13] require the existence of some superlinear moment, and [DS14a, DS14b] and [HO15] assume L p -integrability for some p > 1. Here we only require S to be a martingale, but will impose L 2 integrability on trading strategies. This will allow us to use tools which are particular to the L 2 structure, such as orthogonal projections. Note that, if P is chosen to be the set of all probability measures on F T , then, modulo integrability conditions, M(F) is the usual set of martingale measures considered in the model-independent framework; see e.g. [BHLP13] and [DS14a] .
Semi-static completeness and extreme points. We now define semi-static completeness, which is the key notion of the present paper. For a probability measure Q ∈ M(F), we denote by H 2 (F, Q) the set of square integrable martingales, and for a martingale M = (M 1 , . . . , M d ) we let L 2 (M, F, Q) denote the set of M -integrable processes H such that H · M ∈ H 2 (F, Q). Here the usual vector stochastic integral as in [JS03] or [SC02] is used. Following [DM80] , we use the convention ∆M 0 = M 0 and (
This does not affect integrals with respect to the price process S since S 0 = 0, but will be important when we integrate with respect to other martingales. Note that F is not augmented with the Q-nullsets. If the filtration F and probability measure Q are clear from the context, we often drop them from the notation.
Definition 2.1. We say that semi-static completeness holds under Q ∈ M(F) if any X ∈ L 2 (F T , Q) can be represented as X = x + a 1 ψ 1 + · · · + a n ψ n + (H · S) T Q-a.s.
for some x, a 1 , . . . , a n ∈ R and H ∈ L 2 (S, F, Q).
Thus semi-static completeness means that any square-integrable payoff can be replicated using a semi-static strategy. In the absence of statically traded securities, semi-static completeness corresponds exactly to the usual predictable representation property in an L 2 setting. The main result of Section 3 relates semi-static completeness to extremality of measures.
Definition 2.2. An element Q ∈ M(F) is called an extreme point if Q = λQ 1 + (1 − λ)Q 2 with Q 1 , Q 2 ∈ M(F) and 0 < λ < 1 implies Q 1 = Q 2 = Q. The set of all extreme points of M(F) is denoted by ext M(F).
If M(F) is convex, and the space of probability measures is endowed with a topology under which M(F) is compact, the Krein-Milman theorem implies that M(F) is the closed convex hull of its extreme points. For any payoff Φ such that Q → E Q [Φ] is continuous, one can then compute its robust super-hedging price over the set of extreme points:
In Section 6 we provide two examples where M(F) is compact. Note, however, that compactness of M(F) is not assumed in any of our subsequent results; the above remarks merely serve as one motivation for studying its extreme points.
Remark 2.3. Semi-static completeness is a property of a given model Q ∈ M(F). One could also think of a robust notion, where replication is possible under all models in M(F) simultaneously. However, in view of Theorem 3.1, this is equivalent to M(F) being a singleton. Apart from the classical case P = {P}, such a situation seems too restrictive to be of much interest. Furthermore, Theorem 3.1 shows that our notion of semi-static completeness is the right one in order to characterize ext M(F), which is a robust object in that it does not depend on any specific choice of reference measure.
Stable subspaces and orthogonality. For a fixed probability measure Q ∈ M(F) and a possibly multi-dimensional martingale M = (M 1 , . . . , M d ), we denote by S(M ) the closed subspace of H 2 given by
If M is square-integrable, then S(M ) is the smallest closed subspace of H 2 that contains M 1 , . . . , M d and is stable under stopping. This is usually taken as the definition of S(M ), which however is inconvenient for us, since in particular the prices process S need not be square-integrable. In this paper, we only need the fact that S(M ) is closed in H 2 and stable under stopping.
Recall that there are two notions of orthogonality for square-integrable martingales: M and N are weakly orthogonal if E Q [M T N T ] = 0, that is, if M and N are orthogonal with respect to the inner product on the Hilbert space H 2 . They are strongly orthogonal if M N is a martingale. To simplify notation, we often identify square-integrable martingales with their final values. In particular, we then view S(M ) as a subspace of L 2 (F T ).
A semi-static Jacod-Yor theorem
The classical Jacod-Yor theorem relates the predictable representation property of a process X to the extreme points of the set of martingale measures for X; see [JY77] . The main result of the present section is an analog of the Jacod-Yor theorem in the context of semi-static hedging. It states that the extreme points of M(F) exactly correspond to those models which are semi-statically complete.
Theorem 3.1. Let Q ∈ M(F). The following conditions are equivalent:
(ii) Semi-static completeness holds under Q.
The proof of Theorem 3.1 requires two auxiliary results. The first one shows that the set of outcomes of semi-static strategies as a subset of L 2 (F T ) is closed with respect to convergence in L 1 .
Lemma 3.2. Let Q ∈ M(F). The set of outcomes of semi-static strategies,
is closed in the following sense:
Proof. We proceed by induction on n. Suppose the result is known to be true with n replaced by n − 1, and let W be defined as W with n replaced by n − 1. Let (X k ) ⊆ W be a sequence satisfying X k → X in L 1 for some X ∈ L 2 (F T ). Then X k = X k +a k ψ n for some X k ∈ W and a k ∈ R. If ψ n lies in the L 1 -closure of W , then the induction hypothesis yields ψ n ∈ W , so that in fact (X k ) ⊆ W and hence X ∈ W ⊆ W by another application of the induction hypothesis. We may thus suppose that ψ n does not lie in the L 1 -closure of W . Then by the Hahn-Banach theorem there exists a continuous linear functional F on
The induction assumption then yields X − F (X)ψ n ∈ W and hence X ∈ W , as desired. It remains to prove the result for n = 0. This follows immediately from the following result by [Yor78] ; see Theorem 15.4.7 in [DS06] for a formulation that covers the multidimensional case:
Let H k , k ≥ 1, be S-integrable processes such that H k · S is a martingale for each n, and suppose (H k · S) T → X in L 1 for some random variable X. Then there exists an S-integrable process H such that H · S is a martingale with (H · S) T = X a.s.
Since in our case X ∈ L 2 (F T ), we additionally obtain H ∈ L 2 (S) and hence X ∈ W . This completes the proof.
Proof of Theorem 3.1. (i) =⇒ (ii): By Lemma 3.2 it suffices to show that the linear span of S(S) and 1, ψ 1 , . . . , ψ n , which we denote by W , is dense in L 1 (F T ). Indeed, suppose this has been proved. Then for any X ∈ L 2 (F T ) we can find a sequence (X k ) ⊆ W with X k → X in L 1 , whence X ∈ W by Lemma 3.2.
It remains to prove that W is dense in L 1 (F T ). This follows from an application of Douglas's theorem; see [Dou64] . For completeness we provide the short argument. By the Hahn-Banach theorem it suffices to show that Z = 0 for any random variable
Pick any such Z. By scaling, we may assume |Z| ≤ 1/2. Define probability measures Q + and Q − by
Since the Radon-Nikodym derivatives lie in [1/2, 3/2], a random variable is square integrable under Q if and only if it is square integrable under Q ± . Moreover, we have
2 Q − and Q is an extreme point, it follows that Q + = Q − = Q, whence Z = 0 as required.
(ii) =⇒ (i): Suppose Q = λQ 1 +(1−λ)Q 2 for some Q 1 , Q 2 ∈ M(F) and λ ∈ (0, 1). Then
Since W is all of L 2 (F T , Q) by assumption, it follows that Z = 1 and hence
Thus Q is an extreme point.
Remark 3.3. Theorem 3.1 could also be stated and proved in the L 1 setting, where the ψ i are only assumed integrable, and semi-static completeness is defined using integrands H such that H · S is a martingale. This L 1 version of Theorem 3.1 is easily proved by observing that the correspondingly modified set W in Lemma 3.2 is closed in L 1 (the proof is essentially the same). Since subsequent developments rely rather strongly on the Hilbert space structure of L 2 , we opt to work in the L 2 setting throughout the paper in order to maintain consistency.
In the classical setting of dynamic hedging without static components, there exists a wide range of complete models. For instance, dynamic completeness holds as soon as the price process is a strong solution to a possibly path-dependent stochastic differential equation of the form dS t = σ(t, S u : u ≤ t)dW t , where W is Brownian motion and σ never vanishes. One may thus wonder whether, in the semi-static setting, there is any reason to expect complete models to exhibit further structural properties.
We now indicate why one might expect this to be the case. To this end, consider some Q ∈ M(F) under which semi-static completeness holds, and suppose temporarily that Ψ = {ψ} contains one single element. Consider the non-hedgeable part ψ − π(ψ) of ψ, where π denotes the orthogonal projection onto the closed subspace {X T : X ∈ S(S)} ⊆ L 2 (F T ). Let M be the square-integrable martingale generated by this non-hedgeable part,
Then M is weakly, hence strongly, orthogonal to S(S). It follows that H · M is (weakly and strongly) orthogonal to S(S) for any H ∈ L 2 (M ), so that, by semi-static completeness, H · M lies in span{M }, the linear span of M . Furthermore, the inclusion span{M } ⊆ S(M ) holds due to our convention regarding the time-zero value of stochastic integrals. Consequently,
Thus the set of stochastic integrals with respect to M is one-dimensional, which obviously imposes severe restrictions on the behavior of M ; see Proposition B.1 for a precise statement in a multidimensional setting. Developing these observations further, one is led to a description of the behavior of semi-statically complete models in terms of dynamically complete models. This is the topic of the next section.
4 Semi-static completeness for continuous price processes
The goal of this section is to characterize the behavior of semi-statically complete models with continuous price processes. We consider a probability measure Q ∈ M(F) that will remain fixed throughout this section. Relations between random quantities are understood in the Q-almost sure sense, and to simplify notation we drop the subscript Q and write
A key notion needed in the characterization theorem is that of an atomic tree. For a set A ∈ F T we denote by t(A) the first time A becomes measurable,
Note that A ∈ F t(A) by right-continuity of F, and that A / ∈ F t(A)− if t(A) > 0. Recall that A is an atom of F t if A ∈ F t and Q(B) equals zero or Q(A) whenever B ∈ F t , B ⊆ A.
Definition 4.1. An atomic tree is a finite collection T of events in F T satisfying the following properties:
In order to discuss atomic trees T it is useful to have the following terminology: an element A ∈ T is called a child of another element A ∈ T if A A and there is no A ∈ T such that A A A. Moreover, A ∈ T is called a leaf if it has no children, or equivalently, if there is no A ∈ T such that A A. It is clear that T admits a natural tree structure obtained by connecting each element A to its children. In particular, the above notion of a leaf coincides with the usual graph-theoretic notion. See Figure 1 for an illustration. A natural measure of the size of an atomic tree T is the number of paths through the tree, or equivalently the number of leaves. We refer to this quantity as the dimension of T, dim T = number of leaves in T.
This terminology is motivated by the fact that the space of functions defined on the set of paths through the tree has dimension dim T; see also Remark 4.3(iii) below. We now introduce a natural non-degeneracy condition on atomic trees.
Definition 4.2. An atomic tree T is called full if its leaves form a partition of Ω (up to nullsets), and if A is an atom of F t(A )− whenever A is a child of A. Figure 1 : Schematic illustration of the filtration F containing a full atomic tree T. Each circle denotes an event A ∈ T. In particular, the leaves of T are {A 1 , A 4 , A 5 , A 6 , A 7 }. The lines denote relations between the elements of T; for example, A 4 and A 5 are children of A 2 , which in turn is a child of Ω. Furthermore, we have t 1 = t(A 1 ), t 2 = t(A 4 ) = t(A 5 ), and t 3 = t(A 6 ) = t(A 7 ), and thus ζ(
The following remark collects some basic properties and observations regarding full atomic trees that are immediate consequences of the above definitions.
Remark 4.3. Let T be a full atomic tree.
(i) Each A ∈ T that is not a leaf is the union of its children up to nullsets. Moreover, if A and A are children of A, then t(A ) = t(A ).
(ii) Since T is a collection of elements of F, the sigma-algebra σ(T) ⊆ F is well-defined. Furthermore, up to nullsets, σ(T) = σ(A ∈ T : A is a leaf). Since also the leaves form a partition of Ω,
holds for any X ∈ L 1 (F T ), where the sum extends over all leaves A ∈ T. Furthermore, σ(T) can alternatively be described up to nullsets as
where again the sum extends over the leaves of T. Note that ζ(T) is a stopping time bounded above by T , which can be thought of as the "end of the tree".
(iii) In view of (4.1), the dimension of L 2 (σ(T)) equals the number of leaves in T. This motivates the definition of dim T.
Finally, the following restricted notion of (dynamic) completeness is needed.
can be replicated on A by dynamic trading over [t, T ]; that is, if
holds almost surely for some x ∈ R and some H ∈ L 2 (S) with
Remark 4.5. If S is complete on A × [t, T ], then A is necessarily an atom of F t . Indeed, if the arbitrarily chosen random variable X in Definition 4.4 is F t -measurable, then it is necessarily almost surely constant on A since
We can now state our main characterization theorem. The proof is given in Appendix B. Recall that we work under an arbitrary fixed measure Q ∈ M(F). We let ζ(T) denote the stopping time in (4.2) associated with an atomic tree T. Theorem 4.6. Assume S is continuous. Then semi-static completeness holds if and only if there exists a full atomic tree T such that
Semi-static completeness is therefore fully specified by the structure of the filtration. More precisely, a model is semi-statically complete if and only if, under that model, the filtration has the shape depicted in Figure 2 : there is an atomic component, generated by the part of the statically traded securities that is not replicable by trading in S (see also Lemma B.7), and a richer component generated by S. As a result, a semi-statically complete model is obtained as a combination of dynamically complete models "glued" together via an atomic tree.
Clearly such models are "unphysical" in the sense that they do not give realistic descriptions of real asset prices. Nonetheless, they do characterize the extreme points of the set of calibrated martingale measures (see Theorem 3.1). Therefore, one may regard Theorem 4.6 as providing a parameterization of this set of extreme points in terms of dynamically complete models and atomic trees.
Let us briefly mention how the atomic tree T arises in the proof of Theorem 4.6. The key idea is to consider the unhedgeable parts
Semi-static completeness then implies, by the argument sketched at the end of Section 3, that
This yields a set of atoms via Proposition B.1, which are used to construct an atomic tree T such that
7. From this, one deduces (i) and (ii) in a relatively straightforward manner.
Figure 2: Schematic illustration of the filtration F when semi-static completeness holds. The wiggly curves emanating from the leaves (except A 5 ) illustrate that the filtration may quickly become rich after ζ(T). It is, however, also possible that no further events occur once a leaf is reached; this is illustrated by the flat line emanating from A 5 . By semi-static completeness, each of the models starting at the leaves is dynamically complete.
Remark 4.7. The tree T in Theorem 4.6 is nonempty since it is full. Thus it contains at least one leaf, whence dim T ≥ 1. In the degenerate case where T = {Ω}, (i) says that S is complete on Ω × [0, T ], which is simply the usual notion of dynamic completeness. Furthermore, T is unique up to nullsets. Indeed, if T is another possible tree, the theorem implies that
Corollary 4.8. Assume S is continuous, let Q ∈ ext M(F), and let T denote the associated full atomic tree. Then the jumps of any martingale M are supported on T, in the sense that {∆M = 0} ⊆ {A × {t(A)} : A ∈ T}.
Proof. By Theorem 4.6, We conclude the section with two examples. The first example illustrates how Theorem 4.6 can be used to build semi-statically complete models in a continuous path setting. The second example shows that the statement of Theorem 4.6 need not be valid if S has jumps.
Example 4.9. Here we use Theorem 4.6 to build a semi-statically complete model, putting together two (dynamically) complete models by means of a 2-dimensional atomic tree. Let Ω = C 0 ([0, T ], R) denote the set of real-valued continuous functions on [0, T ] vanishing at zero. Let S be the coordinate process, S t (ω) = ω(t), and let F be the right-continuous filtration generated by S. Let P be the set of all probability measures on F T . Assume there is one statically traded security ψ = [S, S] T − K, for some fixed K > 0. Fix t * ∈ (0, T ) and constants σ 1 , σ 2 such that σ 1 > K/(T − t * ) > σ 2 > 0. We consider two probability measures Q 1 , Q 2 on F T such that
where W is a standard Brownian motion under Q i . We now set Q = λQ 1 + (1 − λ)Q 2 , where λ ∈ (0, 1) is determined by the calibration condition E Q [ψ] = 0:
where ∂ + denotes the right derivative, and note that T = {Ω, A 1 , A 2 } is an atomic tree under Q with dim T = 2, and such that
Therefore, by Theorem 4.6, Q is a semi-statically complete model. The representation of the corresponding filtration is given in Figure 3 .
Example 4.10. Here we provide a semi-statically complete model, for which the filtration structure given in Theorem 4.6 fails. We let Ω = C 0 ([0, T ], R) × R + × {0, 1}, and write (W, θ, ξ) for the coordinate element. Fix t * ∈ (0, T ) and σ 1 , σ 2 > 0 with σ 1 = σ 2 . The price process S is defined by
and F is the right-continuous filtration it generates. Let P be the set of all probability measures on F T . Let Q be a probability measure on F T under which W , θ, and ξ are mutually independent, W is a standard Brownian motion, θ a standard Exponential, and ξ a Bernoulli with parameter 1/2. Then under Q, S behaves like a compensated one-jump Poisson process strictly prior to t * . If S jumps, then it stays constant until T . Otherwise, if there is no jump before t * , S continues as a Brownian motion whose volatility is either σ 1 or σ 2 , depending on the outcome of the Bernoulli variable ξ. It is clear that S is a martingale under Q. We now introduce the statically traded
As is shown in Lemma 4.11 below, this makes the model semi-statically complete. However, the filtration F does not admit a full atomic tree T as is guaranteed in the continuous case by Theorem 4.6. Thus the statement of the theorem does not carry over to the case where S has jumps.
Lemma 4.11. The model defined in Example 4.10 is semi-statically complete.
Proof. Consider any X ∈ L 2 (F T ) and write
Using the martingale representation theorem for the Poisson process and Brownian motion, one readily shows that the first two terms on the right-hand side are of the form E Q [X] + (H · S) T . To deal with the third term, note that F t * = F t * − ∨ σ(A) up to nullsets, where A = {θ ≥ t * } ∩ {ξ = 1} is an atom of F t * . Thus,
for some constant c and some F t * − -measurable random variable Y , which admits a representation Y = y + (J · S) T . Thus it remains to show that 1 A can be semi-statically replicated. This follows by taking X = ψ above. Indeed, we have
where A is as above, B = {θ ≥ t * } ∩ {ξ = 0}, and C = Ω \ (A ∪ B). Since A ∪ B ∈ F t * − and σ 1 = σ 2 , we obtain
for some F t * − -measurable random variable Y , which as above admits a representation in terms of S. This concludes the proof of semi-static completeness.
Pricing by informed investors
In addition to F, we now consider right-continuous filtrations G = (G t ) 0≤t≤T on (Ω, F) with F t ⊆ G t for all t ≤ T . While F should be thought of as the information available to a typical market participant, G includes additional information that only some investors observe. Notice that M(F) is defined using a family P = P(F) of probability measures on F T , while M(G) is similarly defined using a family P(G) of probability measures on G T . In order to compare the two sets of calibrated martingale measures, we always assume that
For any filtration H = (H t ) 0≤t≤T , the progressive enlargement of F with H is the filtration G = (G t ) 0≤t≤T defined by
Thus G is the smallest right-continuous filtration that contains both F and H. Our main results consider specifications where S is continuous and H is generated by a collection of single-jump processes. By this we mean processes of the form
, where X is a random variable and τ is a random time, that is a [0, T ] ∪ {∞}-valued random variable. Without loss of generality we always suppose τ = ∞ on {X = 0}.
To state these results, we define the following F-stopping time, which is the first time S starts to move:
Moreover, we say that F and G coincide under Q if F t equals G t up to Q-nullsets for each t ∈ [0, T ]. The following theorem relates semi-static completeness for informed and uninformed investors.
Theorem 5.1. Assume S is continuous. Let G be given by (5.1) with H generated by finitely many nonnegative bounded single-jump processes
Theorem 5.1 can be interpreted as follows: Consider an informed agent who computes super-hedging prices by maximizing over extreme points of M(G) as in (2.1). This agent will find that the relevant models Q are those under which the additional information H is in fact already contained in F (up to nullsets, of course). Example 5.2 below gives a simple illustration of how this restriction can cause M(G) to be significantly smaller than M(F). The difference between these sets yields a potentially large difference between the robust super-hedging prices computed by the informed and uninformed agents. Further examples are given in Section 6.
Example 5.2. Let S be continuous with S 0 = 0. Suppose H is generated by the singlejump process 1 [[τ,T ] ] , where τ = sup{t ∈ [0, T ] : S t = 1} is the last time S hits level 1, and where we set τ = 0 if this never happens. Note that τ satisfies the condition in Theorem 5.1. Then, in order for S to be a martingale for G, we must have S < 1 almost surely. To see this, observe that a continuous martingale attaining a certain level at a stopping time (in this case, S τ = 1) will return to that level infinitely many times, unless this happens at time T . Therefore, either τ = T or S < 1 hence τ = 0. This implies {S T = 1} = {τ = T } = {τ = 0} c ∈ G 0 . Since S 0 = 0, the martingale property imposes τ = 0 almost surely, thus forcing S < 1. In addition to this property, any Q ∈ M(G) should price the statically traded securities correctly. This example will reappear in Section 6.
Remark 5.3. Note that the filtration G considered in Theorem 5.1 is the smallest rightcontinuous filtration which contains F, makes the τ i stopping times, and the X i 1 {τ i <∞} become G τ i -measurable. Both the progressive enlargement with a random time and the initial enlargement with a random variable are included as special cases; simply take X = 1 for the former, and τ = 0 for the latter. These classical types of filtration enlargement are the most studied in the literature, and our analysis draws heavily on this theory; see e.g. [JY78] and [Jeu80] .
Remark 5.4. Due to Theorem 3.1, Theorem 5.1 implies that extra information of the form considered here cannot be used to complete the market under a given model. The only way an informed agent can face a semi-statically complete market is when semistatic completeness already holds for the uninformed agent. Therefore, while additional information may reduce the cost of super-replication in an incomplete market, it will in general not be enough to guarantee exact replication. 
The induction assumption applied with base filtration F = F ∨ H implies that F ∨ H and G coincide under any Q ∈ ext M(G). Thus M(G) = M(F ∨ H ). Thus, applying the base case with F = F we find that F and F ∨ H , and hence F and G, coincide under any Q ∈ ext M(G). This completes the induction step. It only remains to prove (5.3) for the base case where H is generated by a single onejump process X1 [[τ,T [[ . We write F = F. Fix a measure Q ∈ ext M(G). Define a process M by 
for some S-integrable process H and some G-martingale V with V T ∈ L 2 (σ(T)), where T is the corresponding full atomic tree. To see this, first note that M is locally bounded. Indeed, X is bounded, and the integral in (5.4) defines a càdlàg predictable processes which is automatically locally bounded; see VII.32 in [DM80] . Let (ρ k ) be a localizing sequence. Semi-static completeness and Theorem 4.6 yield
for all k ≥ k 0 . The right-hand side does not depend on k; denote it by V T . Then (5.5) holds with H given by
as claimed. In view of (5.4), (5.5), and the continuity of S, considering the jump process of M yields 
Since X > 0 on {τ < ∞} by assumption, this yields
which is an F-stopping time. It follows that the right-and hence left-hand side of (5.7) is F-adapted. Thus the process X1 [[τ,T ] ] with which we enlarge F is already F-adapted, whence F and G coincide under Q, and Q ∈ ext M(F).
A slight modification of the proof of Theorem 5.1 shows that in the absence of statically traded securities, neither the continuity assumption on S, nor the condition on the τ i , is needed. Proof. Again the only non-trivial inclusion is "⊆", and as before it suffices to consider one single-jump process X1 [[τ,T [[ . Using that (dynamic) completeness holds under any Q ∈ ext M(G), a similar argument as the one leading to (5.6) yields
for some H ∈ L 2 (S, G). Let J be an F-predictable process with
see (C.2). Replacing H by J, one sees as before that τ is almost surely equal to an F-stopping time, and then that X1 [[τ ] ] is already F-adapted.
Remark 5.6. Theorem 5.1 can be generalized, for example to progressive enlargements with countably many single-jump processes such that, for every ω, only finitely many jumps can occur before T . However, some assumption on the enlargement is needed for the conclusion of the theorem to hold. Indeed, let W be a standard Brownian motion under Q generating the filtration G, define S via S t = t 0 sgn(W s )dW s , and let F be the filtration generated by S. Then S is again a Brownian motion, and (dynamic) completeness holds with respect to both filtrations. Thus Q| F T ∈ ext M(F) and Q ∈ ext M(G), where we take Ψ = ∅ and P(G) the set of all probability measures on G T . Nonetheless, it is well-known that F coincides with the filtration generated by |W | and is strictly smaller than G; see Corollary VI.2.2 in [RY99] . We thank Monique Jeanblanc for pointing this out to us.
Examples
In this section we provide examples, in discrete and in continuous time, where both sets M(F) and M(G) of calibrated martingales measures are compact (Examples 6.2 and 6.5). In those cases, robust pricing can be done over extreme measures, as in (2.1), and the results of Section 5 can be used to compare pricing for agents with different sets of information. We also give examples where M(F) is compact and M(G) is empty, and where M(F) is compact but M(G) is not (Example 6.6).
Example 6.1 (Discrete time). Suppose T ∈ N and let Ω = [s, s] T for some constants s < 0 < s. Let S be the piecewise constant interpolation of the coordinate process, S t (ω) = ω( t ), where t denotes the integer part of t and we set ω(0) = 0 by convention. Let F be the filtration generated by S, and let P be the set of all probability measures on F T . Moreover, assume that the payoffs of the statically traded securities are continuous in ω. In this setting Prokhorov's theorem implies that P is weakly compact. Furthermore, the calibration and martingale restrictions become
for all integers 0 ≤ s < t ≤ T and all continuous functions f : R s → R. Due to the boundedness of Ω, these constraints are weakly closed. Thus M(F) ⊆ P is weakly compact.
Example 6.2 (Filtration enlargement in discrete time). We continue with the setting of Example 6.1. Let G be a filtration obtained as the initial enlargement of F with a random variable L = L(S) that depends continuously on S, that is,
An example of such a random variable is L(S) = 1 T T t=1 |S t |. The set of martingale measures M(G) then consists of all measures in M(F) that satisfy the condition
for all integers 0 ≤ s < t ≤ T and all bounded continuous functions f : R s+1 → R. By boundedness of Ω and continuity of L, this constraint is weakly closed, and since M(F) is weakly compact, then M(G) is weakly compact as well. Now, the by Krein-Milman theorem, both M(F) and M(G) can be recovered by their extreme measures, and robust pricing can be done over such measures, see (2.1). The extreme points of M(F) and M(G) are related as in Corollary 5.5, and this allows us to appreciate the difference in the robust pricing of derivatives by an investor with or without additional information. for some constants C and κ. Fix σ > 0 and let P denote the set of probability measures P on F T such that S is a semimartingale with quadratic variation given by
That is, S has absolutely continuous quadratic variation, and the volatility is bounded by σ. This situation is discussed for instance in [STZ11] .
Lemma 6.4. M(F) is weakly compact.
Proof. We first show that M(F) is weakly closed, so let Q k ∈ M(F) converge weakly to some probability measure Q. The BDG inequality and (6.2) yield
for any p ≥ 1, where C p is a constant that only depends on p. Since the righthand side is uniform in k, Theorem 3.5 in [Bil13] asserts that E Q k [X] → E Q [X] holds for any continuous random variable X that grows at most polynomially in sup t≤T |ω(t)|. This immediately yields E Q [|S t |] < ∞ for all t, and in view of (6.1) also E Q [ψ 2 i ] < ∞ and E Q [ψ i ] = 0. Moreover, one obtains E Q [(S t − S s )X] = 0 for any σ(S u : u ≤ s)-measurable bounded continuous random variable X. A monotone class argument lets us drop continuity of X, showing that S is a Q-martingale for the filtration (σ(S u : u ≤ t)) t∈ [0,T ] . This is extended to the right-continuous modification F by dominated convergence; we omit the details. Thus S is a Q-martingale for the filtration F. It only remains to check that Q ≪ P. Since Q k ≪ P and hence Q k ∈ P, Lemma A.1 yields
for any equidistant grid 0 ≤ s = t 0 < · · · < t m = t ≤ T and any p ≥ 1 with p < m. By the same weak convergence argument as above, this bound carries over to Q. Considering the grid points t m i = s + i(t − s)/m and using Fatou's lemma, we therefore obtain
for every p ≥ 1. Taking pth roots of the left-and right-hand sides and sending p to infinity finally yields [S,
. This shows that Q ∈ P, and completes the proof that M(F) is closed. It remains to prove that M(F) is tight. To this end, let p > 2 and fix any ε > 0. Then, the Markov and BDG inequalities together with (6.2) yield
for any δ > 0 and any t ∈ [0, T ] (we set S s = S T for s > T ). By shrinking δ, the righthand side can be made arbitrarily small. Tightness now follows from Theorem 7.3 and the subsequent Corollary in [Bil13] . 
holds for all 0 ≤ t 1 < · · · < t k ≤ s ≤ t ≤ T and all bounded continuous functions f :
By continuity of τ , this is a closed condition. Hence M(G) is a weakly closed subset of M(F), thus weakly compact due to Lemma 6.4. The relevant question, therefore, is whether M(G) is nonempty.
To give a simple concrete example, suppose τ (ω) = f (ω(T )) for some continuous function f : R → [0, T ] that is equal to zero on an interval [−a, a] around the origin. Then, for any model Q ∈ M(F) such that |S T | ≤ a almost surely, we have τ = 0 almost surely, hence F and G coincide under Q, and thus Q ∈ M(F). Therefore, provided that the condition |S T | ≤ a is consistent with the calibration conditions E Q [ψ i ] = 0, M(G) will be nonempty. It will however typically be significantly smaller than M(F), which is advantageous to an informed agent computing robust super-hedging prices. Again, for both agents pricing can be done over extreme measures, which for τ satisfying Theorem 5.1 are related via (5.2).
Example 6.6 (Filtration enlargement and arbitrage or failure of compactness). There are natural enlargements under which M(G) fails to be compact. For example, let G be the progressive enlargement of F with the hitting time τ = sup{t ∈ [0, T ] : S t = 1} from Example 5.2, with τ = 0 if this set is empty. As explained in Example 5.2, in order for S to be a martingale for G we must have S < 1 almost surely. This is however not a closed condition. Indeed, if Q k is the law of Brownian motion on [0, T ] stopped the first time it hits 1 − k −1 , then Q k converges weakly to the law, Q say, of Brownian motion stopped the first time it hits 1. But S < 1 fails under Q, so Q / ∈ M(G). 
Then, for any equidistant grid 0 ≤ s = t 0 < · · · < t m = t ≤ T and any p > 0 with p < m, we have
Proof. The proof uses the double factorial defined by n!! = n × (n − 2) · · · 3 × 1 for n odd, and (−1)!! = 1. We claim that
holds for any k ≥ 0. We proceed by induction on k. For k = 0, the statement is obviously true. Let now k ≥ 1 and assume (A.1) is true for k − 1. Itô's lemma yields
The local martingale term is a true martingale due to the bound on [M, M ]; we omit the argument here. Taking expectations and using the induction assumption as well as the bound on [M, M ], this yields
as required. Thus (A.1) holds for all k by induction. Next, for ease of notation write ∆M i = M t i − M t i−1 and h = t i − t i−1 = (t − s)/m. A conditioning argument in conjunction with (A.1) yields, for any nonnegative integers k 1 , . . . , k m ,
B Proof of Theorem 4.6
In proving Theorem 4.6 we treat sufficiency and necessity separately. Sufficiency is fairly straightforward, so we deal with this first. The last two statements of the theorem will follow in the course of the proof; see (B.1) below regarding the direct sum decomposition of L 2 (F T ), and Corollary B.6 for the constancy of S. Recall that Q ∈ M(F) is fixed.
Proof of Theorem 4.6: sufficiency. Let T be a full atomic tree satisfying (i)-(ii). We need to prove that any X ∈ L 2 (F T ) admits a semi-static representation.
To start with, we claim that any X ∈ L 2 (F T ) has a representation
for some H ∈ L 2 (S). To prove this, let A 1 , . . . , A d denote the leaves of T. Since T is full, the leaves form a partition of Ω (up to a nullset). Together with the assumption that S is complete on
for some x i ∈ R and some H i ∈ L 2 (S) with
and, using (4.2) and the optional stopping theorem,
We deduce (B.1), as desired. It now suffices to prove that any σ(T)-measurable random variable X (which is automatically bounded, hence square-integrable) admits a semi-static representation. In view of (B.1), we can find H i ∈ L 2 (S) such that
Due to assumption (ii) and Remark 4.3(iii), the constant 1 together with the random variables E[ψ i | σ(T)] span L 2 (σ(T)). Thus there exist constants a 0 , . . . , a n such that
In conjunction with (B.2) this yields
. Thus X admits a semi-static representation, as required. This completes the proof of sufficiency in Theorem 4.6.
To prove the forward implication (necessity) of Theorem 4.6 we need some preliminary results. These results, specifically Proposition B.1, Lemmas B.4 and B.5, and Corollary B.6 below, do not use the fact that Q ∈ M(F). Indeed they are valid for any filtered probability space (Ω, F, F, Q) whose filtration F is right-continuous. We write F 0− = F 0 by convention.
Then there exists an orthogonal matrix Q ∈ O(d) and time points 0 ≤ t 1 < · · · < t m ≤ T , such that the martingale N = QM is of the form
. . .
Furthermore, note that some of the atoms B k i may be nullsets.
Proof. We first prove the existence of Q ∈ O(d) and 0 ≤ t 1 < · · · < t m ≤ T such that N = QM is of the form (B.4). We proceed by induction on d. The case d = 0 is vacuously true, so we need only prove the result under the assumption that it holds with d replaced by any r < d. For any fixed t ∈ [0, T ] and i ∈ {1, . . . , d}, define a bounded predictable process
for some deterministic constants C ij t . Let C t denote the matrix with elements C ij t . We claim that C t is symmetric and the map t → C t is càdlàg. (B.8)
Indeed, orthonormality of M , (B.7), and the martingale property of M yield
showing that C t is symmetric. Moreover, the Kunita-Watanabe inequality followed by the Cauchy-Schwartz inequality and square-integrability of M yield
is càdlàg, (B.9) and the dominated convergence theorem imply (B.8). Now, define t m = inf{t ≥ 0 : rank C t = d}.
Since C T = I due to (B.9), we have t m ∈ [0, T ]. Since C t is càdlàg, we have rank Due to (B.3), we have
Moreover, in view of (B.7),
We establish some properties of C. Since rank
tm M tm , which is F tm -measurable. Thus M is constant on [t m , T ], whence C t = I there. Next, we have by construction that C s is diagonal with C ii s = λ i = 0 for i = 1, . . . , r.
for all t ∈ [s, T ], i ∈ {1, . . . , r}, and j ∈ {1, . . . , d}. Since rank C t = r for t ∈ [s, t m ), this forces C ij t = 0 for i, j ∈ {r + 1, . . . , d} and t ∈ [s, t m ). To summarize, we have shown that 
Since M , and hence N , is constant on [s, T ], we in fact have t m−1 < t m . Defining the matrix
it follows from (B.11) and (B.13) that N = QM = (N (1) , . . . , N (m−1) , M ) is of the desired form. This completes the proof of (B.4). Next, (B.5) follows by the same argument that gave (B.12), using the obvious fact that the martingales N (k) are mutually strongly orthogonal.
Finally, for each k ∈ {1, . . . , m} we locate d k pairwise disjoint atoms B k 1 , . . . , B k d k of F t k − such that (B.6) holds (recall our convention F 0− = F 0 ). To this end, define
We need to decompose B k into d k atoms. Consider any bounded F t k − -measurable random variable h vanishing outside B k . Define the predictable process
. Due to (B.4) and (B.5), we then have
for some constants a ij . Note that this holds also when t k = 0, due to our convention regarding the time-zero value of stochastic integrals. Letting A be the d k × d k matrix with elements a ij , we write this in vector form as
T .
This implies that h is an eigenvalue of A on B k . To see this, note that {h is an eigenvalue of A} ⊇ {N
Taking F t k − -conditional probabilities and using that h is F t k − -measurable, we get
by definition of B k . This shows that h is an eigenvalue of A on B k . Since the d k × d k matrix A can have at most d k distinct eigenvalues, the random variable h can take at most d k different values. Since h was arbitrary, we deduce the existence of a decomposition
Remark B.3. The conclusions (B.4) and (B.6) of Proposition B.1 are not quite strong enough to imply (B.3). More specifically, the decomposition (B.6) into atoms is not enough to imply (B.5); one also has to account for the interplay between the processes N (k),i on each atom B k j . This is captured by the relation
which is a consequence of (B.5) and (B.6). It is not hard to show that together with (B.4) and (B.6), this actually implies (B.3), yielding a converse of Proposition B.1. As the current formulation of Proposition B.1 is sufficient for our purposes, we refrain from developing this line of reasoning further.
Lemma B.4. Let X be a semimartingale with X t = f (t) for all t < τ , where f is a deterministic function and τ is a stopping time. Then f is of finite variation on [0, t * ] for any t * such that Q(τ ≥ t * ) > 0.
Proof. Suppose for contradiction that f is not of finite variation on [0, t * ]. Then there exist partitions 0 = t n 0 < · · · < t n Nn = t * indexed by n such that
Since X is a semimartingale and |H n | ≤ 1, this gives the desired contradiction. Indeed, as a direct consequence of the bounded convergence theorem for stochastic integrals, the set (H · X) t * : H is elementary predictable with |H| ≤ 1 is bounded in probability.
Lemma B.5. Let M be a continuous local martingale, and let B be an atom of F t * or of F t * − for some t * > 0. Then M t = M 0 on B for all t < t * .
Proof. Consider the stopping time τ = inf{t : Q(B | F t ) = 0} as well as the events B t = {τ > t} = {Q(B | F t ) > 0} ⊇ B for t < t * . We have τ = ∞ on B, and we may suppose that Q(B) > 0. Now, suppose for contradiction that B t = B 1 ∪B 2 for two disjoint non-nullsets B 1 , B 2 ∈ F t . Then B ⊆ B 1 (possibly after relabeling) since B is an atom, and thus Q(B | F t ) = 0 on B 2 , a contradiction. Hence B t is an atom of F t , which implies M t 1 Bt = f (t)1 Bt for some f (t) ∈ R. Thus M t = f (t) for all t < τ ∧ t * , so Lemma B.4 yields that f is of finite variation on [0, t * ]. Thus M τ ∧t * is a continuous local martingale of finite variation, and therefore constant. This completes the proof. The following result is the key step toward proving the forward implication of Theorem 4.6. This is where the required full atomic tree is constructed. Once this has been done, it is straightforward to complete the proof of the theorem.
Lemma B.7. Assume S is continuous and semi-static completeness holds. Then there exists a full atomic tree T such that each ψ i , i = 1, . . . , n, admits a representation
Proof. If dynamic completeness holds, the result is clearly true with T = {Ω}. We therefore suppose that dynamic completeness fails. For each i = 1, . . . , n, let H i · S be the orthogonal projection of the martingale E[ψ i | F t ] onto S(S) and define the martingale
Suppose we can find a full atomic tree T such that
Since also σ(T) = F ζ(T) up to nullsets, we deduce
which is the required conclusion. We thus only need to find a full atomic tree T such that (B.14) holds. To this end, note that each V i is weakly orthogonal to S(S), and hence also strongly orthogonal; see e.g. Theorem VIII.49 in [DM80] . Together with semi-static completeness and the fact that
where S(S) ⊥ denotes the weak orthogonal complement of S(S). 
Proposition B.1 now yields Q ∈ O(d) and 0 ≤ t 1 < · · · < t m ≤ T , m ≥ 1, such that the martingale N = QM satisfies (B.4)-(B.6) for some atoms and semi-static completeness means that we have
We now construct T inductively. Set k = 1 and T = {Ω}. With N (0) = 0, it is clear that the pair (k, T) satisfies the following induction hypothesis:
Assume now that the pair (k, T) satisfies (B.17). The induction step proceeds as follows. First, the case k = 1, t 1 = 0 requires special treatment. In this case, we simply re-define T to consist of those events among the F 0 -measurable atoms B 1 1 , . . . , B 1
) that are non-null. If m = 1, we are done: (B.15) holds. Otherwise, set k = 2, note that (B.17) is satisfied for the new pair (T, k), and proceed with the induction.
Next, consider the case t k > 0. Equation (B.6) says that {Q(N (k)
Either Q(B k 1 ) = 0, in which case we ignore it, or Q(B k 1 ) > 0. In the latter case, since T is full, we can find a leaf A with Q(A ∩ B k 1 ) > 0. We now show that then, in fact, A = B for some H ∈ L 2 (S) and some a l ∈ R d l , l < k. Since A is a leaf of σ(T), and using the induction hypothesis (B.17), we find Next, another application of Lemma B.5 yields
where K = H1 A 1 ]]t(A),t k ]] ∈ L 2 (S). Thus, multiplying both sides of (B.19) by 1 A we get
Taking expectations yields Q(B k 1 ) = Q(A). Together with the fact that B k 1 ⊆ A, this proves (B.18).
Repeating this for each B k i , we identify events A 1 , . . . , A p that are leaves of T and atoms of F t k − and satisfy
(B.20)
On this set we have S t = S 0 for t ≤ t k due to Lemma B.5. Together with (B.16) and in view of (B.4), this implies that the linear space
is spanned by {N (l),1 , . . . , N (l),d l : l = 1, . . . , k} together with 1 A 1 ∪···∪Ap . In particular, it is finite-dimensional. Thus each set A i can be decomposed into finitely many non-null atoms of F t k , which we denote by A ij , j = 1, . . . , n i , that satisfy σ(N (k) ) ⊆ σ(A ij : i = 1, . . . , p, j = 1, . . . , n i ) up to nullsets. Moreover, since N (k) is a martingale and not identically zero on A i due to (B.20), and since t k > 0, we have n i ≥ 2 for each i. Define the atomic tree T = T ∪ {A ij : i = 1, . . . , p, j = 1, . . . , n i }.
The above observations together with the induction hypothesis (B.17) show that T is again full, N (1) , . . . , N (k) are σ(T )-measurable, and t(A) < t k+1 for all A ∈ T (setting t m+1 = ∞). Now replace T by T . If k = m, we are done: (B.15) holds. Otherwise, we replace k by k + 1, observe that (B.17) is satisfied for the new pair (k, T), and iterate. The procedure ends after m steps. The proof is complete.
We can now complete the proof of Theorem 4.6.
Proof of Theorem 4.6: necessity. Let T be the full atomic tree given by Lemma B.7. We first prove (i). Let A be any leaf of T, and consider an arbitrary X ∈ L 2 (F T ). By semi-static completeness,
for some constants a 0 , . . . , a n and some H ∈ L 2 (S). By Lemma B.7 we have H 1 , . . . , H n in L 2 (S) such that We now prove (ii). Again, let A be any leaf of T. With X = 1 A , (B.21) yields
where, by Corollary B.6, we have (K · S) ζ(T) = 0. The optional stopping theorem and the fact that σ(T) = F ζ(T) up to nullsets then yield
We conclude that {E[ψ i | σ(T)] : i = 1, . . . , n} together with the constant 1 span the (dim T)-dimensional space L 2 (σ(T)), and since E[ψ i ] = 0 for all i the former set must contain dim T − 1 linearly independent elements. This proves (ii).
C A Jeulin-Yor theorem
In this section we state and prove a slight generalization of the classical Jeulin-Yor theorem from the theory of progressive enlargement of filtrations; see [JY78] and [GZ08] , among others. This result is needed in Section 5. Recall that we work on a given filtered measurable space (Ω, F, F) whose filtration F is right-continuous. Let τ be a random time and X a nonnegative bounded random variable such that τ = ∞ on {X = 0}. Denote by H the filtration generated by the single-jump process X1 [[τ,T ] ] . Define G as the progressive enlargement of F with H; see (5.1). Then in particular, F t ∩ {τ > t} = G t ∩ {τ > t} for all t ∈ [0, T ], (C.1) see Lemma 2.5 in [KLP13] . By (the proof of) Lemma 1 in [JY78] this implies that for any G-predictable process H there exists an F-predictable process J such that [DM80] . Note that the usual conditions are not assumed and not needed here. By Lemma A.10 in [GZ08] , whose proof still goes through in our setting, we have Z − > 0 except on a dA-nullset.
Lemma C.1. The process M given by
is a G-martingale.
Proof. We follow the proof of the Jeulin-Yor theorem given by [GZ08] . Define N = X1 [[τ,∞[[ , let H be any bounded G-predictable process, and let J be an F-predictable process satisfying (C.2). Note that Z − coincides with the predictable projection of 1 [[0,τ ]] by the same argument as in the proof of Theorem 1.1 in [GZ08] . Using also the definition of A, we then obtain
This proves the lemma.
