Abstract.
In combinatorial analysis and in probability theory we occasionally encounter the problem of calculating the sum t-^ In -im (1) <Xn, k,m)= Z 0<j<n/m\ k for n = 0, 1, 2, . . . where k and m are given positive integers. If n is large, the summation in (1) is time-consuming and it is desirable to derive some simple formulas for ß(n, k, m) which make it possible to determine Q(n, k, m) for any n in an easy way.
For m = 1 and »2 = 2 such formulas are
Our aim is to derive analogous expressions for any m. We shall prove that if n = r (mod m) where 0 < r < m, then Q(n, k, m) is a polynomial of degree k + 1 in the variable n. In this polynomial every term is independent of r except the constant term which does depend on r.
More specifically, we have the following result. Proof. We observe that Q{n, k, m) is the coefficient of**4"1 in the polynomial
Consequently, (4) Now we are going to prove (7). Let us denote the right-hand side of (7) We note that formulas (4) and (7) are more advantageous than (13) because in (7) the second sum does not depend on r. If we use (13), the second sum should be calculated for every r = 0, 1, . . . , m -1. Actually, in (7) the second sum is A'(mkx)
taken at x = 0. This can be determined from the sequence {(*?*), x = 0, 1, 2, . . . } by forming repeated differences.
By using (7) we can derive another formula for A(m, j). By (5) we have 05) A(m,j) = mP(I,i,m),
where the right-hand side is given by (7).
We remark also that from (4) and (7) it follows that (16) lim QXn, m, k)/nk+x = 1/ik + l)!m.
Finally, I would like to thank the referee for calling my attention to the paper of L. Carlitz [1] . In this paper Carlitz introduced the polynomials ßm(X) defined by A comparison with (6) shows that (18) Aim, f) = ß,-(ßjf .
