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Abstract: The benefits of making an effective use of impressive 
computational power offered by multi-core platforms are investigated for 
the computation of φ-polynomials used in the description of freeform 
surfaces. Specifically, we devise parallel algorithms based upon the 
recurrence relations of both Zernike polynomials and gradient orthogonal 
Q-polynomials and implement these parallel algorithms on Graphical 
Processing Units (GPUs) respectively. The results show that more than an 
order of magnitude improvement is achieved in computational time over a 
sequential implementation if these recurrence-based parallel algorithms are 
adopted in the computation of the φ-polynomials. 
©2013 Optical Society of America 
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1. Introduction 
Optical elements that are not rotationally symmetric are expected to become prevalent 
components in future optical systems [1]. Emerging examples of freeform optical surfaces 
designed, implemented, manufactured and tested lie not only in compact head worn displays 
[2, 3] but also in illumination optics applications [4]. The mathematical surface description 
for this new type of optical elements is an active area of research that aims to reveal the most 
economical, accurate, and efficient way for the characterization. The orthogonal full aperture 
φ-polynomials [5–7] defined on a circular aperture and local radial basis functions that allow 
for more general aperture shapes [8,9] are among the many forms of surface descriptions. 
Zernike polynomials are the most widely used φ-polynomials in optics. They are not only 
used to describe optical surfaces but they might also be used to express wavefront aberrations 
[10]. Recently introduced gradient orthogonal Q-polynomials were compared to Zernike 
polynomials and shown to represent an optical surface with similar accuracy in a least squares 
setting [11]. 
As the demands of the optical surface descriptions increase, more terms of φ-polynomials 
may be required in order to accurately express the surface departure from a base surface that 
may typically be a sphere, a conic, or a best fit sphere. The wave of future descriptions of 
freeform surfaces may include high order terms of φ-polynomials as shown in [12]. High 
order terms may also be needed to measure bumps on a surface that may occur as part of the 
polishing process [11], and mid spatial frequencies on the surfaces add to the challenge [12]. 
Both the total number of terms and the high order φ-polynomials themselves become 
computationally intensive in their inclusion for describing a surface. Furthermore, multi-
dimensional optical surface optimization with full aperture φ-polynomials is a highly 
challenging and computationally intensive task. Optimization cycles may become a major 
bottleneck for the optical design process. 
The tremendous amount of computational power that is available on highly parallel 
multithreaded many-core Graphics Processing Units (GPU) has been utilized with several 
parallel algorithms to reduce the computational time for computationally intensive scientific 
problems in the last decade. In many different fields of science ranging from computational 
dynamics [13] to optical imaging applications, GPUs are reported to accelerate applications 
more than one order of magnitude or achieve faster data processing and visualization rates 
[14]. In a blood flow visualization framework, 12-60 fold speedups are reported with the help 
of GPUs [15]. Through parallel algorithms designed to work on Single Instruction Multiple 
Thread (SIMT) GPU architecture, the computation of the full aperture φ-polynomials may 
achieve a significant pace by leveraging the commodity graphics hardware. The main 
contribution of this paper is to devise and implement several recurrence-based data-parallel 
algorithms for the computation of Zernike and gradient orthogonal Q-polynomials and show 
that an order of magnitude speedup is possible in the computation of these φ-polynomials. 
This paper is organized as follows: Section 2 summarizes the recurrences based 
computation of φ-polynomials (i.e., Zernike and gradient orthogonal Q-polynomials) and 
details the parallel algorithms to implement the recurrence relations of φ-polynomials on a 
SIMT architecture. Section 3 shows the computational results of executing the specifically 
designed parallel algorithms for both the Zernike polynomials and gradient orthogonal Q-
polynomials on GPUs and reports the speedups as compared to that of a sequential 
implementation of the recurrence relations on multi-core Central Processing Units (CPU). 
2. Recurrence relations of φ-polynomials and their parallelization 
Zernike polynomials consist of orthogonal polynomials in the radial direction and Fourier 
series in the azimuthal direction. The orthogonal polynomials in the radial direction are 
strongly related to Jacobi polynomials and sometimes they are called one-sided Jacobi 
polynomials. They are the most widely used φ-polynomials in optics. Explicitly, a Zernike 
polynomial in standard from may be written as 
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Radial polynomials consist of even or odd powers of the radial variable scaled with factorial 
coefficients. This representation is similar to the power series representation with monomials 
that are ill-conditioned. It was shown recently that high order terms of Zernike polynomials 
suffer from round off errors produced by numerical cancelation as illustrated in Fig. 1 of [16]. 
The remedy for the undesirable numerical artifacts in the computation of the Zernike 
polynomials is to compute them with recurrence relations instead of the explicit expression in 
Eq. (2). The recurrence relations are easier to implement if the radial polynomial in Eq. (2) is 
expressed in terms of Jacobi polynomials 
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where the P is the standard Jacobi polynomial whose explicit definition is given in [17]. 
Jacobi polynomials satisfy a three-term recurrence relation [17]. For each m, the recurrence 
relation is given as 
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where k runs from 1 to (n-m)/2, and the first two polynomials are 1 and x(m + 2) –(m + 1). 
The coefficients for the recurrence are defined in [16] as 
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where s = m + 2k. The recurrence relations for Zernike polynomials completely remove the 
numerical round-off errors associated with the computation of high order polynomials and 
provide a reduction in computational cost [16]. 
A gradient orthogonal Q-polynomial is one that satisfies the constraint that its gradient 
field is orthogonal to the gradient field of other polynomials from the same set. They are 
designed with this special property in order to help ease manufacturability of freeform optics 
[7]. Similarly to the Zernike polynomials, gradient orthogonal Q-polynomials satisfy a 
recurrence relation [7]. Their recurrence relation however is an unconventional recurrence 
relation that works with an auxiliary polynomial in tandem. The auxiliary polynomial itself 
satisfies a three-term recurrence relation similar to Eq. (4). The coefficients for the auxiliary 
polynomial recurrence relation can be found in [7]. The unconventional recurrence relation 
for the gradient orthogonal Q-polynomials is given as 
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where m
n
A  is the auxiliary polynomial computed with the three-term recurrence relation, 
1
m
n
Q

is 
the previous gradient orthogonal Q-polynomial in sequence, m
n
Q  is the current gradient 
orthogonal Q-polynomial, whose polynomial order is given as 2n + m. The m
n
f and m
n
g are the 
recursively computed coefficients for the recurrence relation given in [7]. 
In order to investigate the parallelization and possible speedups in the computation of the 
φ-polynomials, recurrence relations shown in Eqs. (4) and (6) were parallelized on a SIMT 
architecture. There are two promising ways to accelerate the computation of the recurrence 
shown in Eq. (4). The first one is that instead of computing the coefficients shown in Eq. (5) 
sequentially as the recurrence is run, all the coefficients up until the (n-m)/2th execution of 
the recurrence relation are computed together at once: 
 for each thread 
  get the local id corresponding to the k
th
 recurrence run, 
  compute the a[k], b[k], c[k] locally (see Eq. (5)) 
store them 
end 
In above algorithm, each thread operates for a specific run of the recurrence relation, 
computes the coefficients required only for that specific run. When all the threads return, all 
the coefficients for the recurrence are ready to use. This is a data-parallel SIMT algorithm, 
since a single compute instruction is executed on each and every thread with different data 
corresponding to the specific recurrence runs, k. For example, the computation of 10
110
( , )Z r   
would require 50 runs of Eq. (4), with a total of 150 coefficients computed as shown in Eq. 
(5). With the algorithm shown above, spawning 50 threads that simultaneously compute the 
coefficients corresponding to each run of the recurrence shown in Eq. (4) will reduce the 
computational time of the Zernike polynomial. 
The second way to accelerate the recurrence relation shown in Eq. (4), thus the 
computation of Zernike polynomials shown in Eqs. (3) and (1), is to compute the recurrence 
relation on each thread for each sample ray position in the ray grid. In other words, each 
thread computes the recurrence relation, thus the Zernike polynomial, for each sample 
location of the rays on the ray grid over the aperture. Each thread not only computes the 
recurrence relation shown in Eq. (4) but also the power term in Eq. (3) and sine or cosine in 
Eq. (1) on the sample ray point (r,φ). Hence once all the threads return, the computation of 
the Zernike polynomial, ( , )mnZ r  , is completed across the aperture of the optical element. 
This data parallel SIMT algorithm is shown below: 
for each thread 
get the local sample ray point, (r,φ), to operate on. 
create a local data cache [3]. 
store in cache[0]the first Jacobi, P0, in cache [1] the second Jacobi, P1 at (r,φ). 
while (recurrence exec num < (n-m)/2) 
run the recurrence, store it in cache [2]. 
swap cache[0], cache [1], swap cache [1], cache [2]. 
recurrence exec number +  + . 
end 
compute power, r^m 
compute sine/cosine (mφ). 
store the result 
end 
By creating as many threads as the ray points on the ray grid, we compute each Zernike 
polynomial across the overall aperture by following a divide and conquer approach. Instead of 
forming huge vectors of size sometimes in millions and carrying out arithmetic operations on 
them, which is implemented with sequential algorithms, we carry out arithmetic operations on 
each ray point such as shown in above parallel algorithm with thousands of threads together 
at once. In above algorithm, the 4th line takes care of initialization of Eq. (4) for the start of 
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recurrence runs, while the loop in lines 5-9 implements the recursive runs of the recurrence 
relation shown in Eq. (4) with the coefficients shown in Eq. (5) computed earlier in parallel. 
Since this is a three-term recurrence relation, two cache points are required for current and 
previous polynomials in sequence, and one cache point is required for the next polynomial 
that is the outcome of the current recurrence run. For the next run, cache positions are 
swapped. Finally we compute the power (with a while loop) and sine /cosine terms that are 
required for a Zernike polynomial defined in Eq. (1). These algorithms are kernels completely 
executed on the GPU device. Both algorithms are implemented with CUDA C, and executed 
as kernels within hundreds of threads in each thread block on GPU. 
Similar algorithms are written for the gradient orthogonal Q-polynomial recurrence 
relation shown in Eq. (6) and also for the auxiliary polynomial working in tandem. Two 
recurrence relations are implemented together in parallel for the Q-polynomials. Specific 
details may differ depending on the definition of special cases for the recurrence relation in 
[7]. Similarly to the Zernike polynomials, the coefficients of the recurrence relation are 
computed in parallel much the same as the first algorithm given at the top of the previous 
page. However not all the coefficients can be implemented in parallel for the gradient 
orthogonal Q-polynomials because there are interdependencies between the coefficients. In 
that case a single thread is chosen to compute these coefficients, for instance f and g 
computation shown in Appendix A of [7]. 
The computation of a specific gradient orthogonal Q-polynomial requires implementation 
of two kernels corresponding to the recurrence based parallel algorithms shown below. The 
coefficients for the recurrence relation shown in Eq. (6) and the coefficients for the auxiliary 
polynomial three-term recurrence relation working in tandem must be computed first together 
in advance: 
for each thread 
 get the local id corresponding to the k
th
 recurrence run, 
 compute the a[k], b[k], c[k], d[k] for the auxiliary recurrence (see Eq. (A.3) of [7]) 
compute F[k], G[k] for Q-poly recurrence (see Eqs. (A.13) and (A.16) of [7]) 
store them 
synchronize threads 
thread 0: compute f[k] and g[k] (see Eq. (A.18) of [7]) 
end 
After all the coefficients are computed together at once in parallel with as many threads as 
the total number of runs of the recurrence relation show in Eq. (6) by implementing the above 
algorithm, we can compute the gradient orthogonal Q-polynomial by creating as many 
threads as the local number of ray points in the ray grid. Each thread executes the following 
parallel algorithm to compute the recurrence relation locally for the specific ray. 
for each thread 
get the local sample ray point, (r,φ) to operate on. 
create an auxiliary auxcache [3] and a data cache [2] 
store auxcache[0] the first auxiliary, A0, auxcache [1] the second auxiliary, A1 at 
(r,φ). 
store cache[0] the first gradient orthogonal Q-poly, Q0 at (r,φ). 
while (recurrence exec num < n) 
 run the auxiliary recurrence, store it auxcache [2], (see Eq. (4)). 
 run gradient orthogonal Q-poly recurrence, store it cache [1], (see Eq. (6)). 
 swap auxcache[0], auxcache [1], swap auxcache [1], auxcache [2]. 
 swap cache[0], cache [1]. 
 recurrence exec number +  + . 
end 
compute power, r^m 
compute sine/cosine (mφ). 
store the result 
end 
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A parallel implementation of gradient orthogonal Q-polynomial requires both of the 
algorithms shown above as GPU kernels. As a result of this high level granularity of the 
computations (i.e. each thread operates on a single ray point within a ray grid), we have 
observed significant acceleration of the φ-polynomial computations through parallelization. 
3. Numerical results of SIMT parallelization of φ-polynomials 
In this section, we present the results of the implementation of the algorithms shown in the 
previous section on commodity graphics hardware. We have used MATLAB
®
 and CUDA C 
programming languages [18] to implement and run the parallel and sequential algorithms for 
the φ-polynomials. The MATLAB 2013a implements the state of the art numerical algorithms 
for vector addition and multiplication. All the implementations are run on a middle ranking 
laptop computer with a GeForce GT 650M GPU and a CPU of Intel
®
 Core i7-3610QM. 
The first step is to validate that the result obtained out of parallelization is the same as the 
result that comes out of the sequential algorithm. For this purpose, a low order Zernike and Q-
polynomial are computed and the results are compared to sequential counterparts and 
displayed in Fig. 1. Since the sequential and parallel computed φ-polynomials coincide 
visually, only the GPU versions are shown. However, to quantify differences, Fig. 1 also 
shows the difference between the sequential and the parallel versions and results show that 
they are in correspondence within 14 significant digits. This is because of the IEEE compliant 
double precision support is inherent on both chips. 
 
Fig. 1. GPU computed low-order φ-polynomials (a) Zernike, 
3
9
Z , (c) gradient orthogonal Q-
poly,
3
3
Q ; the difference between the parallel and sequential implementations within 14 
significant digits (b) Zernike (d) Q-poly. 
The second investigation is to analyze the effect of the total number of ray points across 
the aperture over the φ-polynomials computation time. Naturally, as the number of ray points 
increases, the total time to compute a specific φ-polynomial increases. In order to quantify 
however the effect of ray grid size on the computation time, a high order Zernike, 10
110
( , )Z r   
and a high order gradient orthogonal Q-polynomial, 10
50
( , )rQ   were computed both 
sequentially and in parallel. The results are shown in Table 1 and Fig. 2. 
Table 1. Effect of the size of the ray grids on the speedup of the computation of φ-
polynomials. 
 Zernike polynomial  Gradient orthogonal Q-poly 
Grid-size 
CPU 
(ms) 
GPU 
(ms) 
Speedup 
 
CPU 
(ms) GPU (ms) 
Speedup 
256x256 43.0 5.0 8.6  53.0 5.9 8.9 
512x512 107.8 8.3 13.0  162.9 13.2 12.4 
1024x1024 316.3 21.1 15.0  512.7 25.2 20.4 
2048x2048 1219.7 71.2 17.1  1967.3 78.9 24.9 
Table 1 shows that the computation time for both the parallel and the sequential 
algorithms increases as the number of rays quadruples at each row for both of the φ-
polynomials. However the time for the sequential algorithm increases more in proportion than 
the parallel algorithm time. The ratio of the total time for the sequential algorithm execution 
over the total time that it takes to execute the parallel algorithm is defined as the speedup and 
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this parameter increases as the ray grid size increases. Figure 2 shows the total execution 
times of the sequential and parallel algorithms on CPU and GPU and corresponding speedups 
of the φ-polynomials with respect to the ray grid size. 
In Fig. 2, we can clearly see that computational time for the gradient orthogonal Q-
polynomials is higher than that of the Zernike polynomials (see dash-dot blue line in Fig. 
2(a)), although the recurrence relations are run exactly 50 times for both of the φ-
polynomials. The reason for the compute intensive nature of the gradient orthogonal Q-
polynomial is because of the unconventional recurrence relation and the necessity of an 
auxiliary polynomial computation through another recurrence. This computationally 
expensive operation causes significant overhead for the sequential algorithm on CPU; 
however it is not a significant burden for the parallel algorithm running on GPU. This can be 
observed with the almost coincident red dash-dot and solid lines on Fig. 2(a) showing the 
parallel execution times of Q-polynomial and Zernike polynomial, respectively. Figure 2(b) 
quantifies the speedup for both the gradient orthogonal Q-polynomial and the Zernike 
polynomial. Results show that the speedup increases with the total number of ray samples and 
grows significantly in average as the number of rays quadruples across the aperture. 
 
Fig. 2. (a) Total execution time of the sequential and parallel algorithms of φ-polynomials on 
both CPU and GPU as a function of the grid size (b) speedups of φ-polynomials with grid size. 
Another aspect of inquiry for the φ-polynomials computation is the order of the φ-
polynomials. Provided that high order polynomials may occur in optical surface description, it 
is desirable to determine if parallelization and speedup in computation time is effected by the 
order of the φ-polynomials. In Table 2 and Fig. 3 we show the computation times of 
sequential and parallel algorithms as the order of the φ-polynomials is increased. For this 
experiment, the total number of ray points is kept fixed at 1024x1024 over the circular 
aperture, and azimuthal order is fixed at m = 2. 
Table 2. Effect of the order of the φ-polynomial over the computation time and speedup. 
 Zernike polynomial  Gradient orthogonal Q-poly 
Polynomial 
order 
CPU 
(ms) 
GPU 
(ms) 
Speedup 
 
CPU 
(ms) GPU (ms) 
Speedup 
50 177.7 21.7 8.2  262.3 25.2 10.4 
100 289.4 21.8 13.3  484.1 25.5 19.0 
150 406.5 22.1 18.4  751.2 25.1 29.9 
200 514.7 22.6 22.8  953.7 24.7 38.6 
Table 2 shows that the speedup for the φ-polynomials increases as the order of the 
polynomials increases. It takes gradually more time to compute the φ-polynomial sequentially 
if the order of the polynomial is increased (see Fig. 3(a), blue lines). However the φ-
polynomial computational time does not grow if parallel algorithms are utilized (see Fig. 3(a), 
red lines). Consequently, this finding leads to speedups with parallelization of an order of 
magnitude, i.e. 10 to 40 times, in computation of Zernike or gradient orthogonal Q-
polynomials over the polynomial order (see Fig. 3(b)). 
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 Fig. 3. Effect of the polynomial order on the computation of φ-polynomials (a) computation 
times on CPU and GPU (b) speedups through parallelization. 
The level of parallelization is increased when the size of the ray grid or the order of the 
polynomial is increased, whose effects are shown in Table 1 and Table 2, respectively. The 
main reason for this increase in speedups is higher levels of granularity in the computation 
provided through parallel algorithms shown in Section 2. 
The speedups reported in Table 1 and Table 2 may be associated with the specific features 
of the GPUs in executing the parallelized recurrence algorithms. A modern GPU is able to run 
many more concurrent active threads compared to the number of concurrent threads a CPU 
can run [19]. The GeForce 650M GPU has 2 multiprocessors, each designed to execute 
hundreds of threads concurrently (see page 63 of [18]) whereas Intel
®
 Core i7 3610QM 
consists of 4 cores running 8 concurrent threads with hyper-threading [20]. However, the 
GeForce GT 650M supports up to 2x1536 resident concurrent threads (see page 1 of [19]). 
Furthermore, GPU threads are lightweight, and context switches are faster. Although the 
computational load is increased gradually in Table 2 by incrementing the polynomial order, 
the computational time to compute the φ-polynomials on GPU does not change due to the 
GPU ability to execute more instructions in one clock cycle. The Clenshaw process used to 
compute a linear combination of φ-polynomials based upon recurrence relations may also be 
carried out on GPUs [21]. It is expected that the parallelization of the Clenshaw algorithm 
would yield similar speedups as reported in this paper. Finally, one would possibly observe 
similar speedup benefit if an actual ray tracing was performed through the parallelized 
algorithms with the help of highly-threaded GPUs or hyper threading multi-core CPUs 
executing similar parallel ray tracing algorithms. 
4. Conclusion 
In this work, we have investigated the effects of parallelizing the algorithms of φ-polynomial 
computation with the recurrence relations as they provide more robust and efficient results. 
Also the effects of ray grid sizes and the orders of the φ-polynomials on the computational 
time were examined. We have quantified the increased benefits through parallelization as the 
intensity of the computation grows, such as for high order terms and finer ray-grid 
resolutions. Furthermore, the parallel algorithms proposed in this research were validated to 
be in excellent correspondence with the sequential implementations. We utilized the many-
core highly threaded GPU for parallel execution and used a multi-core CPU for the sequential 
algorithms. This by no means states that CPUs should not be utilized for parallelization with 
appropriate hyper-threading libraries. Just the contrary, the future computation of the φ-
polynomials should take advantage of devised parallel algorithms running on both highly 
threaded many-core GPUs and CPUs. 
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