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Introduction
Phased mission systems (PMSs) are typical of the aerospace industry. PMSs perform in multiple, consecutive and nonoverlapping mission durations, known as phases [1] . In the different phases, system is required to accomplish different tasks by different components and system structures in different environments [2] . The degradation process of the systems/components of the PMSs can be described in terms of transitions among multi-states (from perfectly working to totally failure) based on discrete function performance levels [3, 4] . Then, the reliability of multi-state phased-mission systems is defined as the probability that the system resides in states above the predefined failure threshold in all phases. Challenges in analyzing the PMS (even binary) are due to two aspects [2] : (1) Dependence among phases: the components failed in one phase will remain in the failure state in the following phases, in non-repairable PMSs. And the component state at beginning of one phase should be equal to its state at the end of last phase; (2) Dynamic behavior among phases: the working components, the system structures and the failure criteria are different due to different mission requirements. In multi-state PMS, the multi-state behaviors renders more complicated the phase dependence and the dynamics leading to the state explosion problem [3] .
Most of the works on the PMS reliability focus on binary state PMSs, and their contributions are mainly in two main aspects: (1) improving computational efficiency [5, 6] ; (2) modelling the PMS with special features, such as external/internal common cause failures [7] , imperfect coverage [8] or generalized PMS [9] . The PMS reliability modelling methods employed can be divided into two major categories: simulation approaches [10, 11] and analytical approaches [12] [13] [14] [15] [16] . Compared to analytical methods, the simulation approaches can deal with more general systems but suffer from high computational costs. The analytical approaches can be further categorized into three types: (1) combinatorial methods, such as the binary decision diagram [13, 14] (BDD), the multivalued decision diagram (MDD) [6] and the multi-state multivalued decision diagram (MMDD) [15] methods. These methods can analyze the PMSs very efficiently, especially for large scale systems. However, the combinatorial methods can only handle systems with s -independent components. (2) State-space based approaches, such as the continuous time Markov chain (CTMC) [17, 18] , Semi-Markov Process (SMP) [19] and Petri-nets [20] . State-space based approaches are flexible and powerful in modelling the PMSs with complex dynamic behaviors (e.g., cold standby), such as cold standby, but suffer from the state explosion problem. (3) Modular methods [21] , which combined the combinatorial methods with state-space model, merging the advantages of both but limited to some special cases.
In recent years, multi-state systems have been widely studied [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] to describe multiple levels of working performance or the degradation process of components and systems. The works on multi-state systems can be categorized by their research objectives: (1) system state probabilities or reliability assessment methods, e.g., by the decision diagram methods [23] , the stochastic process methods [24] [25] [26] and the universal generation function method [27] ; (2) redundancy optimization [28] ; (3) parameters estimation [29] ; (4) maintenance and warranty research [30] , etc. However, all of these works do not consider the multi-phased characteristics of PMSs.
The works on the analysis of multi-state PMS are very few. Recently, the MMDD method has been applied to evaluate the reliability of multi-state PMSs [5] . The MMDD models are generated from the multi-state fault tree model of each phase, then the system MMDD model and disjoint paths for the system are generated by the general MMDD manipulation rules. At last, the CTMC is used to evaluate the probabilities of the disjoint paths from the system MMDD model. In [5] , only repairable MS-PMSs are analyzed, but in practical, many systems cannot be repaired, such as satellites or the spacecraft working in the outer space. Part of the paths from the MMDD models generated by the general MMDD manipulation rules may have self-conflict problems in non-repairable systems. For example, one component may be in higher performance states in later phases in the same path because they can be repaired, but these paths are not available in non-repairable PMS. To address this problem, this paper proposes a MMDD algorithm for multi-state PMS and PMS-MMDD model in which the dependency among phases can be fully considered and addressed in the model generation process without additional steps. Furthermore, the more general non-exponential distributions of the state transition times [31, 32] are considered, and based on the Semi-Markov Process (SMP) [33, 34] , a Markov renewal equation-based method is also proposed. A numerical method, the trapezoidal integration method, is used to evaluate the path probabilities.
The paper is organized as follows. Section 2 introduces a simple MS-PMS example and the basic concepts of PMS-BDD method and general MMDD method. In Section 3 , phase algebra for the multi-state PMS and the PMS-MMDD model are proposed and described in detail. The MMDD model and disjoint paths generation process are also shown by the PMS example in Section 2 . Section 4 proposes the Markov renewal equation-based method for evaluation of path probabilities. In Section 5 , a practical example, an attitude and orbit control system (AOCS) of a spacecraft is used to illustrate the proposed PMS-MMDD method. Then, the proposed method is compared to the existing path evaluation method. Moreover, the proposed method is compared to the Monte Carlo simulation method under different number of simulation realizations to show its accuracy and computation efficiency. Section 6 gives the conclusions and future works.
MMDD method for non-repairable PMSs

Description of the example PMS
A simple phased-mission system consisting of three components and three phases is used to show the PMS-MMDD method proposed in this paper. The system consists of three components A, B and C and the state transition graphs for the 
In Eq. (1 ), each element represents that one component in one specific phase and state, for example, A 1, (2) represents that component A is in state 2 in phase 1. According to Eq. (1 ), the system multi-state fault tree (FT) model is shown in Fig. 2 . 
Basic concepts of BDD and MMDD
In this section, the basics of the BDD model and its extended MMDD model, as well as the PMS-BDD model for the binary non-repairable PMS, are introduced in details.
BDD model and PMS-BDD method
A BDD model is a directed acyclic graph based on the Shannon decomposition. Let f be a Boolean expression for a binary component A, the Boolean function can be expressed as:
The if-then-else ( ite ) format is used to express the decomposition and the ite format of component A is: f = ite ( A, f 1 , f 0 ). The entire BDD model is rooted with two sink nodes, 0 and 1, representing the system's failure and success, respectively. Each non-sink node is also labeled with two edges called the 0-edge and 1-edge to represent the Boolean expressions of the component's failure and success, respectively.
The BDD model is generated recursively by the BDD manipulation with all the components' Boolean expressions,
g and h are Boolean expressions for components x and y , respectively. ♦ represents the logic expressions ( OR, AND ) and the index denotes the predefined order of the variables [8] . Fig. 3 . MMDD models.
The PMS-BDD method is proposed in [8] to deal with the dependence among phases in the PMS with the BDD model. Assume that component A is a binary components working in n phases. In the non-repairable binary PMS, according to the relationship of the same component in different phases, phase algebra for binary PMS is proposed in [8] , as shown in Table I .
In Table I With this phase algebra and the backward phase dependent operation (PDO), two Boolean expressions
, representing the behaviors of component A in phase i and phase j respectively, the BDD manipulation for the non-repairable PMS can be changed as,
With the backward PDO and the PMS-BDD method, the cancellation of the common components can be automatically done in the model generation process, which can make the system BDD model smaller. More information and details about the BDD model and PMS-BDD method can be found in [15] .
MMDD model
MMDD is a directed acyclic graph extended from BDD and based on Shannon's decomposition for the symbolic representation and manipulation of multi-valued logic functions [1] . Like the ite format in the BDD operation, the case format of logic expression F for a multi-state component A with m states is defined as [15] ,
The MMDD format of Eq. (4 ) and the basic event A i , which means the component is in state i (1 ≤ i ≤ m ), are respectively shown in Fig. 3 (a) and (b) .
With the basic MMDD event for each state of each component, the system MMDD model can be generated by the MMDD manipulation rules, which is also extended from the BDD manipulation rules, shown as [15] ,
where g and h are Boolean expressions with multi-valued inputs and ♦ represents the logic operations ( OR, AND ). The index means the predefined order of the variables.
In the system MMDD model, there are two sink nodes '1 and '0 , representing the component being/not being in one specific state. Each path from the root node to the sink node '1 represents the combinations of components' states that the system is in this specific state. 
MMDD method for non-repairable PMS
The phase algebra for the MMDD model
In previous research on the multi-state PMS, only repairable components have been considered and phase dependence among components amounts to ensuring that states at the end of the former phase remains the same as the beginning of the successive phase. However, in non-repairable multi-state PMS, the dependency among phases is more complicated. For example, the components' state cannot be better in the latter phases than in the former phases. A phase algebra for PMS and PMS-MMDD method are proposed to address this problem in this section.
The phase algebra for PMS
The phase algebra for the BDD method is extended to the MMDD model and the phase algebra for the multi-state PMS is developed. Assume that component A is a component with m states and works in N phases ( m is the best state and 1 is the worst state). Then, the phase algebra for the multi-state PMS is proposed in Table II . Based on the rules of phase algebra for binary components shown in Table I and the general MMDD model, the rules of phase algebra for the non-repairable multi-state components are developed and shown in Table II . The physical meaning of the phase algebra for the multi-state PMS in Table II are:
, component A is in worst state 1 both in phase i and phase j implies component A is in worst state 1 in phase i .
, has no physical meaning if the components are not repairable.
MMDD operation for phase algebra
With the phase algebra for multi-state PMS, the general MMDD manipulation rules [5] of the same component in different phases can be changed into MMDD manipulation rules for multi-state PMS. To apply the special logic relations shown in Table II in the MMDD model generation, a special MMDD operation, PDO, is derived for the relations. According to [8] , there are two kinds of PDO: (1) forward PDO, the order of the variables are the same as the phase order; (2) backward PDO, the order of the variables is reverse of the phase order.
Assume that component A with m states works both in phase i and phase j ( i < j ), and the case format of component A in phase i and phase j , E i and E j , can be written as,
where G m , H m = 1 means component A is in state m in phase i and phase j . G m , H m = 0 means component A is not in state m in phase i and phase j . Integrating the phased algebra for MMDD and the general MMDD manipulation rule, the MMDD manipulation rule for PMS can be derived, shown as, (1) for the forward PDO ( index ( A i < A j ) ( i < j )), the proposed MMDD manipulation rule for the multi-state PMS is,
where the (2) for the backward PDO ( index ( A i > A j ) ( i < j )), the proposed MMDD manipulation rule for the multi-state PMS is,
where the
The proofs of Eqs. (8 ) and ( 9 ) are given in Appendix . By the MMDD manipulation rule for the multi-state PMS, the self-conflict combination of component states in different phases can be automatically cancelled in the system MMDD model generation process without additional operation.
MMDD model generation procedure of the Multi-state PMS
Using the example of multi-state PMS shown in Fig. 2 , the PMS-MMDD method is demonstrated to show the model generation procedure and it can be divided into several steps,
Step 1: each bottom element in the multi-state FT model is represented by a case function. For example, the elements in phase 1, A 1,(2) and C 1,(1) can be represented by A 1,(2) = case ( A 1 ,1, 0, 0) and C 1,(1) = case ( C 1 ,1, 0), respectively. Step 2: according to the MMDD manipulation rules shown in Eq. (5) , the variables for the same components within the same phase can be grouped and the MMDD model for each phase can be constructed by manipulating the case function of the working components by the ordinary MMDD manipulation rules. The MMDD models for the three phases of the example PMS are shown in Fig. 4 .
Step 3: integrate the MMDD models for all phases by the proposed PMS-MMDD model. In general, the size of the system model is smaller by the backward PDO. By using the backward PDO, the variables ordering
; the system MMDD model for the first two phases and all three phases are shown in Figs. 5 and 6 , respectively.
In Figs. 5 and 6 , the solid lines represent the grouped working states and the dashed lines represent the grouped the failure states. In this MMDD model, each path from the root node C 3 to the sink node '1 represents the system working normal in all three phases. According to Fig. 6 , there are totally 11 paths that the example system can work normally in all 3 phases, shown as,
where C i, ( S j ) means component C stays in states S j in phase i .
Comparison to existing methods
In this section, the proposed PMS-MMDD model is compared to the existing PMS-BDD method [14] and the general MMDD method [5] , which have been used in modelling multi-state systems.
Comparison to PMS-BDD model
The PMS-BDD model is proposed in [8] and widely used in the modelling of binary-state PMS, and also in the modelling of multi-state systems [15] . The model construction procedure of the multi-state PMS by the PMS-BDD model can be divided into various steps as follows,
Step 1. Build the multi-state fault tree model for each phase, and transform the fault tree model into BDD model for the three phases, shown as Fig. 7 .
In Fig. 7 , each node represents that one component in one specific phase and state. For example, B 3,(2) means state 2 of component B in phase 3.
Step 2. Integrate the BDD models for all phases in Fig. 7 into the system BDD models according to the PMS-BDD method. As mentioned above, the backward PDO can make the system BDD model smaller, so the variables ordering is: (2) . Then, the system BDD model is generated by the PMS-BDD model, as shown in Fig. 8 .
In Fig. 8 , the line '1 of each node (solid line) indicates that the component is in the state and phase and line '0 (dashed line) indicates that the component is not in the state of this phase. Each path from the root node C 3,1 to the sink node '1 represents the fact that the system works normally in all three phases. According to Fig. 8 , there are totally 11 paths for the system working normally in all 3 phases,
In Eq. (11 ), B 2 , (2) means component B is not at state 2 in phase 2, and B 2 , (2) is equal to B 2,(1, 0) in Eq. (10 ). After analyzing, we can find that the paths in Eq. (11 ) can correspond to the paths in Eq. (10 ) .
In the BDD model, each node can only describe that one component in one specific state or not, so more nodes are necessary to represent the multi-state component in one specific state. On the contrary, by the proposed PMS-MMDD model, the system model can be generated by less nodes, the system model is simpler and the system disjoint paths can be generated in simpler way.
Comparison to general MMDD model
The general MMDD model is used to model the multi-state PMS in [5] , in which all the multi-state components are repairable. This method do not consider the second dependency among the phases in the model construction process, and an additional steps is necessary after generating the paths if the components are non-repairable. The model construction procedure of the non-repairable multi-state PMS by the general MMDD model can be divided into several steps, as follows,
Step 1 and step 2 are the same as the first two steps of the PMS-MMDD model construction process in Section 3.2 .
Step 3. Using the same variables ordering as Section 3.2 , C 3 < C 1 < B 3 < B 2 < A 2 < A 1 , integrate the MMDD mode for each phase into the system MMDD model by the general MMDD manipulation rules given in Eq. (5 ). Then, the system MMDD is shown in Fig. 9 .
From Fig. 9 , we can get the 25 disjoint paths from the root node ' C 3 ' to the sink node '1 in the MMDD model, Step 4. Considering the characteristic in the non-repairable PMS that the component state in the latter phase cannot be better than that in the former phases, cancel the self-conflict paths in Eq. (12 ) . For example, in
, B 2,(0) and B 3,(1) cannot exist in the same path because the components cannot be repaired.
Compared to the general MMDD method, the proposed PMS-MMDD model can do the cancelation of the self-conflict paths in the model construction process, which can make the modelling process more efficient.
In synthesis, the phase algebra for the multi-state PMS and PMS-MMDD model have been proposed to model the multistate PMS consisting of non-repairable multi-state components in this section. Compared to the PMS-BDD method and general MMDD model, the PMS-MMDD model can do the system modelling process with less nodes and the self-conflicting paths can be automatically cancelled and the system MMDD model can be generated without additional steps.
Model evaluation and validation
The exponential distributions are used in many existing works on the reliability analysis of the PMSs. In the reliability assessment of the multi-state PMS, with the exponential transition time distributions, the path probabilities can be evaluated by the Continuous Time Markov Chain due to its memoryless property [5] , the path probability can be evaluated by multiply the components' state probabilities phase by phase. However in the practical applications, most of the components or systems follow the non-exponential distributions, such as the Weibull distribution [28, 31] . With the non-exponential distributions, the path evaluation method based on the CTMC is not available. So based on Semi-Markov process [32] , a Markov renewal equation-based method is developed to evaluate the path probabilities in this paper. Then, a numerical method is applied to compute the complicated integrals and provide an accurate approximation solution.
The Semi-Markov process
A continuous-time stochastic process is called a Semi-Markov Process (SMP) if the embedded chain is a Markov chain and the transition times between two states follow arbitrary distributions [33, 34] . The SMP is a generalization of the classical Markov chain and it accommodates arbitrary transition time distributions. The SMP does not possess the Markov property only except for transition time points, called Markov regeneration epochs because the non-exponential distributions do no possess the non-memoryless property. A SMP model for a non-repairable multi-state system with m states is shown in Fig. 10 .
To evaluate the system state probabilities at time t , two matrices, the matrix θ( t ) and the matrix Q ( t ), are necessary. In matrix θ( t ), each element θ i, j ( t ), i, j ∈ {1, 2, …, M } represents the probability that the process goes from state i to state j in the time interval [0, t ]. The matrix Q ( t ) is known as the kernel matrix, whose element Q i, j ( t ), ( i = j ∈ {1, 2, …, M }) denotes the probability of transition from state i to state j during the time interval [0, t ] with one transition step. The kernel matrix Q ( t ) can be obtained from the cumulative distribution function (CDF) of sojourn times and the competition behaviors among transitions from one specific state. With the kernel matrix Q ( t ), the state probabilities θ i, j ( t ), i, j = {1, 2, …, m } can be derived by solving the integrals given below [3] ,
Although SMP can deal with non-exponential distributions by solving the Markov renewal equation in Eq. (13) , the integrals are difficult to solve analytically with the non-exponential distributions (e.g., Weibull distribution). To solve the complex integral equations, a two-point trapezoidal rule [12] is applied, shown as, (14) where the integration interval [0, t ] is divided into n equal segments, so the length of each segment is δ = t / n , and the discrete points are 0
With Eq. (14 ), the Markov renewal equations in Eq. (13 ) can be expressed as, (15) By Eq. (15 ) , all the system states probabilities θ i, j ( t ) can be evaluated at any time t , recursively.
The Markov-renewal equation based path evaluation method
As the multi-state components are non-repairable and all the components are independent on each other in this paper, so the path probability can be evaluated by multiplying all the components multi-state probabilities in the different phases.
For example, the probability of path η 6 in the example PMS can be evaluated as,
The non-exponential state transition time distributions are studied in this paper and they do not possess the memoryless property, such as the Weibull distribution. With the SMP as well the Markov renewal equation, a Markov-renewal equationbased method is proposed to evaluate the path probabilities with non-exponential transition time distributions.
To show the Markov renewal equation-based method, component S with m states ( m is the best state and 1 is the worst state) and its multi-state behaviors in three phases are shown in Fig. 11 , in which x 1 , x 2 and x 3 ( x 1 , x 
where the f i, j ( τ ), i ≥ j represent the probability density function (pdf) that component A transit from state i to state j . And the last transition to state j occurs at time τ . All the f i,j ( τ ) can be divided into three categories according to the relationship between i and j , (1) i = j , which means the component stays in one specific state and no transition occurs in this phase. In this case, the integral for this phase can be combined into next phase. For example, if x 1 = m in Eq. (17 ), the time interval division can be changed as shown in Fig. 13 .
Then Eq. (17 ) can be derived as,
(2) i − j = 1, which means only one transition occurs in this phase. Therefore, the
which means more than one transition occur in this phase. To evaluate the f i, j ( t ), a matrix K ( t ) for the SemiMarkov process with m states is proposed in this paper. And the element in K ( t ), K i, j ( t ), means that the process transit from state i to state j in the time interval [0, t ] with finite steps and the last transition to state j occurs at time t . Then, K i, j ( t ) can be evaluated by,
Eq. (19 ) can be evaluated by the numerical method shown in Eq. (14 ) recursively. Comparing θ( t ) and K ( t ), we can find the difference is that θ i,j ( t ) considers the probability that the process stays in the same state in one period (when i = j ) and K i, j ( t ) does not. For example, the θ( t ) and K ( t ) for the SMP in Fig. 10 are given by, 
Then, with the evaluated (17 ) can be derived as,
With the Markov renewal equation-based method, the path probabilities can be evaluated by the following two steps,
Step 1, use the numerical approximation method and evaluate the state probability matrix θ( t ) and K ( t ).
Step 2, divide all the phases into several time intervals according to the components' states in different phases. Then, construct the multi-integral function for path probability evaluation by the Markov renewal equation-based method and ascertain all the f i, j ( τ ). Then, evaluate multi-integrals by the numerical algorithm [35] recursively from the inner integral to the outer integral step by step.
Case study and valiation
Case study
System structure and multi-state components
In this section, an attitude and orbit control system (AOCS) from a real engineering project is used to illustrate the proposed PMS-MMDD model and the Markov renewal equation-based method. The AOCS is a critical subsystem that is used to keep the spacecraft in the correct attitude and orbit in its whole lifetime. There are 10 functional components in the AOCS of the spacecraft, as shown in Fig. 14 .
All the components can be divided into four groups according to their own functions: (1) Electric power subsystem, includes the battery (B) and the solar array and control (C). The electric power system is used for providing the electrical power to all other components; (2) sensor subsystem, includes the sun sensor (D), earth sensor (E), Gyro assembly (F) and star track sensor (G). Different sensors are used in different phases to collect the attitude and orbit data; (3) control subsystem, includes the computers and software (A). The control subsystem process the data from sensors and make decisions, then give instructions to the actuators; (4) dynamics subsystem, includes the high thrust thruster (I), low thrust thruster (J) and the movement wheels (H). According to the instructions from the control subsystem, the dynamics subsystem adjusts the attitude and orbit. The working procedure of the AOCS is shown in Fig. 15 . The repeating of this working procedure keeps the spacecraft in correct attitude and orbit. Due to the confidentiality of the aerospace project, the failure time data is not available. All the components' state transition distributions and the parameters are provided by the aerospace designers and labelled in Table III . All the parameters are estimated by the data from harsh experiments to ensure the safety of the spacecraft. The state transition distributions follow the Weibull distribution ( F (t) = 1 − e (−(t/α) β ) ) in which α and β are the shape parameter and scale parameter, respectively. All the β values are given in days.
Fault tree model of each phase
According to the different missions in different phases, the lifetime of the AOCS in the spacecraft can be divided into four phases, as shown in Fig. 16 .
In phase 1, the whole spacecraft is launched to the outer space and separated from the rocket. Then, the solar array is unfolded correctly. The phase duration is T 1 = 1 day . In this phase, the AOCS needs to adjust the orbit and ensure the successful stretching of solar array. Component A needs to be in state 2 or state 1 and component B, C, E, and G need to be in state 2. The phase fault tree model is shown as Fig. 17 (a) . In phase 2, the spacecraft is transferred to the working orbit and connected to the space station. In this phase, the AOCS needs to provide full power to transfer to the orbit until the whole spacecraft is in the working orbit accurately and connect to the space station. The phase duration is T 2 = 3 days . Component A needs to be in state 2 or state 1 and component B, C, D, E, I, J and H need to be in state 2. The phase fault tree model is shown as Fig. 17 (b) .
In phase 3, the spacecraft works in the working orbit with the space station for nearly one month and the astronauts need to finish the tasks. The AOCS needs to acquire highly accurate data and keep the spacecraft in the correct attitude and orbit. The phase duration is T 2 = 24 days . Components A, B, C and J need to be in state 2 or state 1 and components F, G and H need to be in state 2. The phase fault tree model is shown as Fig. 17 (c) .
In phase 4, part of the spacecraft, the re-entry capsule is separated from the station and sent back to earth with the astronauts. The AOCS needs to separate the re-entry capsule from the station and send it to the low orbit and then send it back to earth safely. The phase duration is T 2 = 2 days . Components A, B, E and J need to be in state 1 or state 2. The phase fault tree model is shown as Fig. 17 (d) .
Then, by the proposed PMS-MMDD method proposed in Section 3 and the fault tree model of each phase in Fig. 17 , the system MMDD model is generated with the backward PDD, whose ordering of the variables is:
The system MMDD model for the AOCS is shown as Fig. 18 .
Then, there are totally 32 paths from the root node ' J 3 ' to the sink node '1 in Fig. 18 , (2) H 3 , (2) G 4 , (1) G 3 , (2) F 3 , (2) E 4 , (1) E 2 , (2) D 2 , (2) C 3 , (1) C 2 , (2) B 4 , (1) B 2 , (2) A 4 , (1 , 2) (23) (24) Then, the system reliability at the end of the last phase can be evaluated as,
Validation
In this section, to demonstrate the effect of the proposed the Markov renewal equation-based path evaluation method, a comparison among the proposed method, the path evaluation method used in [5] and the Monte Carlo simulation method is carried out. Then, the proposed method is compared to the Monte Carlo simulation method under different numbers of realizations to show its accuracy and computation efficiency.
Comparison to existing model
By the path evaluation method in [5] , the component's state probability at time t in phase i is evaluated by multiplying the component's state probability at the beginning of phase i and its transition probability at time t in this phase. The Monte Carlo simulation method is used for verification, with the simulation procedure shown in Fig. 19 . The comparison of the assessed AOCS reliabilities by these three methods are shown in Fig. 20 .
From the comparison of the system reliability curves assessed by different models, we can conclude that the proposed method can provide an accurate result, whereas the classical method can lead to overestimating the system reliability in the non-exponential multi-state PMS. The main reason is that in the classical model, the component is regarded as new at the beginning of each phase, which makes the assessed system reliability higher than the true value.
Accuracy and computation efficiency validation
In this section, the comparison between the proposed method and the Monte Carlo simulation method is carried out. In this paper, the exact system reliability cannot be assessed analytically, so the system reliability is compared by the Monte Carlo simulation method with N max = 10 8 realizations are used as a 'true' value [36] for the comparisons.
The accuracy and computation efficiency of the Monte Carlo simulation method are highly dependent on the numbers of realizations [37, 38] . The errors between the results of the Monte Carlo simulation method under different numbers of realizations and the true value are shown in the second row in Table IV . The errors are evaluated as the mean value of 10 repetitions to ensure their stability and the computation time by the Monte Carlo simulation method with different number of realizations are shown in the third row in Table IV . The accuracy and computation efficiency of the proposed method are highly dependent on the segment length δ of the numerical method. The computation time and errors of the proposed method with different segment lengths are shown in Table V .
From the errors and calculation time comparison between Tables IV and V , we can see that the proposed method can provide an accurate result with high computational efficiency, compared to the Monte Carlo simulation method. 
Conclusions and future works
In this paper, a PMS-MMDD method is proposed to model a multi-state PMS consisting of non-repairable multi-state components. Compared to the existing PMS-BDD method, the scale of the PMS-MMDD system model is smaller. Moreover, compared to the general MMDD method, the dependency among the phases can be fully considered in the model generation process and the conflicting paths can be automatically cancelled without any additional analysis step by the proposed PMS-MMDD method, which makes the reliability modelling simpler. Then, to deal with non-exponential multi-state components, a Markov renewal equation-based method is developed to evaluate the probabilities of the paths generated by the PMS-MMDD method. By the Markov renewal equation-based path evaluation method, the time-dependent failure rates of nonexponential distributions can be considered across phases and then, the system reliability can be assessed by a numerical method.
The applicability of proposed method has been demonstrated on a real engineering system, i.e., the attitude and orbit control system in a spacecraft. From the example, we can see that the system reliability at any time can be assessed efficiently by the proposed method. The traditional path evaluation method, which is based on the assumption that all components are regarded as new at the beginning of each phase, results in an overestimated system reliability for the non-exponential PMS. Compared to the Monte Carlo simulation method, the proposed method can provide similar accurate results but with a much higher computation efficiency. As the system reliability can be assessed fast and accurately, the proposed method can be further utilized for the reliability optimization allocation problem and evaluation of other reliability indices of the multi-state PMS.
In this paper, the MMDD models are generated manually by phase algebra for MMDD which can become complicated in the modelling of large scale systems. Therefore, implementing the proposed method in software is part of our future work. After, the relationship between the system scale and the variable orders will be further studied in the multi-state PMS software programming. On the other hand, the system structure may be more complex and dynamic, such as cold standby or functional standby competition: how to model and assess these dynamic behaviors in the multi-state PMS will be another topic of future works.
= case A i , G m E j, 1 , G m −1 E j, 2 , . . . , G 2 E j,m −1 , G 1 E j, 
