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GENERALIZING THE KYP LEMMA TO MULTIPLE FREQUENCY
INTERVALS∗
GOELE PIPELEERS† , TETSUYA IWASAKI‡ , AND SHINJI HARA§
Abstract. A recent generalization of the Kalman–Yakubovich–Popov (kyp) lemma establishes
the equivalence between a semi-infinite inequality on a segment of a circle or straight line in the
complex plane and a linear matrix inequality. In this paper we further generalize the kyp lemma
to particular curves in the complex plane, described by a polynomial equality and a polynomial
inequality that satisfy certain conditions. The considered set of curves is shown to include the union
of segments of a circle or line as a special case.
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1. Introduction. The Kalman–Yakubovich–Popov (kyp) lemma [11, 16, 20] is
a key result in modern system and control theory. The classical version of the lemma
states the equivalence between a semi-infinite inequality on an entire circle or straight
line in the complex plane and a finite-dimensional linear matrix inequality (lmi).
Recently, the kyp lemma has been generalized to allow for semi-infinite inequalities
on only a segment of a circle or straight line [9, 18]. Such segments can be described
by quadratic equality and inequality:
Λ(Φ,Ψ) =
{
λ ∈ C :
[
λ
1
]∗
Φ
[
λ
1
]
= 0 ,
[
λ
1
]∗
Ψ
[
λ
1
]
≥ 0
}
,
with given Hermitian Φ,Ψ, det(Φ) < 0. The generalized kyp lemma of [9, 18] then
states that, given matrices A,B and Hermitian matrix Θ, the inequality
(1.1)
[
(λI −A)−1B
I
]∗
Θ
[
(λI −A)−1B
I
]
≺ 0
holds for all λ ∈ Λ(Φ,Ψ) if and only if there exist Hermitian matrices P,Q, such that
Q  0 and [
A B
I 0
]∗
(Φ⊗ P +Ψ⊗Q)
[
A B
I 0
]
+Θ ≺ 0 .
∗Received by the editors September 25, 2013; accepted for publication (in revised form) August 5,
2014; published electronically November 13, 2014. This work was supported in part by the Ministry
of Education, Culture, Sports, Science and Technology in Japan through Grant-in-Aid for Scientific
Research (A) 21246067.
http://www.siam.org/journals/sicon/52-6/93845.html
†Department of Mechanical Engineering, Katholieke Universiteit Leuven, Celestijnenlaan 300B,
B-3001 Heverlee, Belgium (goele.pipeleers@mech.kuleuven.be). This author is a Postdoctoral Fellow
of the Research Foundation – Flanders (FWO–Vlaanderen). Her work benefits from KU Leuven–
BOF PFV/10/002 Center-of-Excellence Optimization in Engineering (OPTEC), and the Belgian
Network Dynamical Systems, Control and Optimization (DYSCO) initiated by the Belgian Science
Policy Office.
‡Department of Mechanical and Aerospace Engineering, University of California, Los Angeles,
Los Angeles, CA 90095-1597 (tiwasaki@ucla.edu). The research of this author was supported in part
by National Science Foundation grant 1068997.
§Department of Information Physics and Computing, The University of Tokyo, Bunkyo-ku, Tokyo
113-8656, Japan (shinji hara@ipc.i.u-tokyo.ac.jp).
3618
GENERALIZED KYP LEMMA FOR MULTIPLE INTERVALS 3619
With Ψ = 0, Λ(Φ,Ψ) corresponds to an entire circle or straight line in C and the
original kyp lemma is retrieved.
In this paper we take a first step in extending the kyp lemma to semi-infinite
inequalities of the form (1.1) on curves in C that are characterized by a higher-
degree polynomial equality and inequality. Such curves appear, for instance, when
considering multiple segments on a circle or straight line, which correspond to multiple
frequency ranges for discrete-time and continuous-time systems, respectively. The
more interesting situation that fits into our setting is the frequency domain analysis of
linear time-invariant systems with a generalized frequency variable [6, 8]. The transfer
function of such systems is expressed by C(λI − A)−1B +D, where the generalized
frequency variable λ = p(s) varies on the Nyquist plot of p(s) in the complex plane.
This class of systems was proposed to treat a class of linear homogeneous multiagent
systems, where 1/p(s) is the common proper transfer function of the agents and
(A,B,C,D) captures the interaction or information exchange structure. When p(s)
is a rational function, its Nyquist plot coincides with the set of roots of a polynomial
equality [6, 8].
We generalize the kyp lemma to a particular subset of such higher-degree polyno-
mial curves, characterized in terms of two assumptions on the describing polynomial
equality and inequality. The union of multiple segments of a circle or straight line in C
is shown to be included in the considered set of curves. Although an lmi equivalent to
a semi-infinite inequality on a union of segments can also be obtained by application
of the results of [9, 18] to each of the segments separately, the lmi obtained by our
novel result is generally smaller in both dimension and number of variables. The ap-
plication of our result to the analysis of systems with a generalized frequency variable
is still under investigation. As the polynomial equality describing the Nyquist plot of
p(s) generally does not satisfy our two assumptions, only a sufficient lmi condition is
currently obtained.
The paper is organized as follows: section 2 describes our generalization of the
kyp lemma and elaborates its proof. In section 3 we discuss the application of our
result to the union of segments of a circle or straight line, while section 4 concludes
the paper. In contrast to the preliminary version of this paper [14], in the current
paper we present a more general formulation of our result, allowing for nonstrict
inequalities and the state matrix A to have eigenvalues on the curve, and we complete
some technical proofs.
Notation. The set of positive integers is denoted by I, and its subset up to n ∈ I
is In = {1, . . . , n}. R+ and R++ correspond to the set of nonnegative, respectively,
positive, real numbers. The sets of n × n real symmetric and complex Hermitian
matrices are indicated by Sn andHn, respectively. For a matrixX ∈ Cn×m, X¯ denotes
its complex conjugate, XT its transpose, and X∗ its complex conjugate transpose:
X∗ = X¯T. For a vector x = (x1, . . . , xn) ∈ Cn we write xF = (xn, . . . , x1). 0n,m is the
n ×m zero matrix, and In is the n × n identity matrix. The subscripts are omitted
when the dimensions can be inferred from the context. The matrix Kronecker product
is indicated by ⊗, and the imaginary unit is denoted by i = √−1. For vectors x, y,
conv(x, y) is the vector convolution, and conv1(x) = x. For k ≥ 2, convk(x) is defined
by the recursion convk(x) = conv(x, convk−1(x)).
2. Further generalization of the KYP lemma. In this section, we generalize
the kyp lemma to a particular subset of curves in C that are described by a polyno-
mial equality and inequality. The considered subset is specified in section 2.1, while
section 2.2 presents the corresponding generalized kyp lemma. Section 2.3 elaborates
the proof of our result.
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2.1. Curves in the complex plane. The considered curves are of the form
(2.1) Λ(Φ,Ψ) = {λ ∈ C : l(λ)∗Φl(λ) = 0 , l(λ)∗Ψl(λ) ≥ 0} ,
where  ∈ I is a given positive integer, Φ,Ψ ∈ H+1 are given Hermitian matrices, and
the mapping l(λ) : C→ C+1 is defined as
l(λ) =
[
λ λ−1 · · · λ 1]T for  ∈ I ,
l0(λ) = 1 .
(2.2)
In case Λ(Φ,Ψ) is unbounded, it is extended with ∞. We agree that for  ∈ I,
l(∞) =
[
1 01,
]T
.
We will enforce the following two assumptions on the matrices Φ and Ψ.
Assumption 1. The matrices Φ,Ψ ∈ H+1 admit a decomposition of the form
(2.3a) Φ = T ∗ΦoT , Ψ = T ∗ΨoT ,
where
(2.3b) Φo =
[
0 1
1 0
]
, Ψo =
[
α β
β γ
]
,
0 ≤ α ≤ γ or
α < 0 < γ ,
for some matrix T ∈ C2×(+1) of full row rank and some α, β, γ ∈ R. In addition, for
each s ∈ Λ(Φo,Ψo), the th degree polynomial equality in λ given by[
1 −s] T l(λ) = 0 for s = ∞ ,[
0 1
]
T l(λ) = 0 for s = ∞
(2.4)
has  distinct roots. These roots are grouped in the set RT (s).
Assumption 2. When  ≥ 2, there exists a Hermitian matrix R ∈ H such that
l−1(λ)∗R l−1(λ) > 0 ∀λ ∈ Λ(Φ,Ψ) ,(2.5a)
l−1(λi)∗R l−1(λj) = 0 ∀λi, λj ∈ RT (s) , i = j , ∀s ∈ Λ(Φo,Ψo) .(2.5b)
As illustrated in Figure 1, decomposition (2.3) defines a mapping between the
curves Λ(Φ,Ψ) and Λ(Φo,Ψo), which corresponds to (a segment of) the imaginary
axis. Each s ∈ Λ(Φo,Ψo) is mapped onto the  roots of (2.4), grouped in RT (s) ⊂
Λ(Φ,Ψ), while all λ ∈ RT (s) are mapped onto the same s:
(2.6)
s =
[
1 0
]
T l(λ)[
0 1
]
T l(λ)
=
t1(λ)
t2(λ)
if t2(λ) = 0 ,
= ∞ otherwise .
Using the polynomials t1(λ) and t2(λ) as defined above, (2.4) can be reformulated as
1− s t2(λ)
t1(λ)
= 0 .
Hence, the curve Λ(Φ,Ψ) corresponds to the set of complex numbers λ that solve this
root locus equation for some s ∈ Λ(Φo,Ψo). As for every s ∈ Λ(Φo,Ψo) the roots in
RT (s) must be distinct, only root loci without branching points are allowed.
GENERALIZED KYP LEMMA FOR MULTIPLE INTERVALS 3621
s
Λ(Φo Ψo)
λ
λ Λ(Φ Ψ)
1 − s t2(λ)
t1(λ)
= 0
s
λ1
λ2
λ3
s,
,
Fig. 1. Decomposition (2.3) defines a mapping between Λ(Φo,Ψo) and Λ(Φ,Ψ), where
s ∈ Λ(Φo,Ψo) is mapped onto {λ1, λ2, λ3} = RT (s) ⊂ Λ(Φ,Ψ). Assumption 1 requires the roots
λ1, λ2, λ3 to be distinct for every s ∈ Λ(Φo,Ψo).
Assumption 2 implies that R  0, as it states that every congruence transforma-
tion with a matrix of the form
[
l−1(λ1) · · · l−1(λ)
]
,
with {λ1, . . . , λ} = RT (s) for some s ∈ Λ(Φo,Ψo), yields a positive definite diagonal
matrix. Whereas (2.5a) can be satisfied by an arbitrary positive definite matrix R,
requirement (2.5b) constrains the considered set of curves to a great extent. While
Assumption 1 still allows for a large variety of curves in C, only the union of segments
of a circle or straight line has been found to comply with Assumption 2 as well.
For  = 1, Assumption 2 is irrelevant, and the curves considered in the generalized
kyp lemma of [9, 18] are retrieved: Λ(Φ,Ψ) corresponds to a nonempty and nonsin-
gleton segment of a circle or straight line in C. If, in addition, Ψ = 0 is considered,
the curve corresponds to the entire circle or line, retrieving the original kyp lemma
[11, 16, 20].
2.2. The corresponding generalized KYP lemma. To formulate our gen-
eralized kyp lemma, we define, for given A ∈ Cn×n, B ∈ Cn×m, and  ∈ I, the matrix
F(A,B) ∈ C(+1)n×(n+m) as follows:
(2.7) F(A,B) =
⎡
⎢⎢⎢⎢⎢⎣
A A−1B A−2B · · · B
A−1 A−2B · · · B 0
...
... . .
.
. .
. ...
A B 0 0
I 0 · · · · · · 0
⎤
⎥⎥⎥⎥⎥⎦
and the matrix G(A,B) ∈ C(n+m)×(n+m) as
G(A,B) =
(
I ⊗
[
In
0m,n
]) [
F−1(A,B) 0n,m
]
+
(
I ⊗
[
0n,m
Im
]) [
0m,n F(0m,m, Im)
]
.
(2.8)
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For instance, for  = 3,
G3(A,B) =
⎡
⎢⎢⎢⎢⎢⎢⎣
A2 AB B 0
0 0 0 I
A B 0 0
0 0 I 0
I 0 0 0
0 I 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
In addition, for λ ∈ C we define the set NA,B(λ) as follows:
NA,B(λ) = {(x, u) ∈ Cn × Cm : (λI −A)x = Bu} for λ = ∞ ,
= {0} × Cm for λ = ∞ .
Note that if det(λI −A) = 0, every element of NA,B(λ) is of the form[
(λI −A)−1B
I
]
u
for some u ∈ Cm.
We are now ready to state our generalized kyp lemma.
Theorem 2.1 (generalized kyp lemma, strict inequalities). Let Hermitian ma-
trices Φ,Ψ ∈ H+1 and Θ ∈ Hm+n, and matrices A ∈ Cn×n and B ∈ Cn×m, be given,
with B of full column rank. Suppose Φ and Ψ satisfy Assumptions 1 and 2, and let
R ∈ H be a matrix satisfying (2.5). Then, the following statements are equivalent:
(i) The inequality
(2.9)
[
x
u
]∗
Θ
[
x
u
]
< 0
holds for all nonzero (x, u) ∈ NA,B(λ) and all λ ∈ Λ(Φ,Ψ).
(ii) There exist P,Q ∈ Hn that satisfy Q  0 and
F(A,B)
∗(Φ⊗ P +Ψ⊗Q)F(A,B)
+G(A,B)
∗(R⊗Θ)G(A,B) ≺ 0 .
(2.10)
Under the additional assumption that (A,B) is controllable, the nonstrict version
of this theorem also holds as follows.
Theorem 2.2 (generalized kyp lemma, nonstrict inequalities). Let Hermitian
matrices Φ,Ψ ∈ H+1 and Θ ∈ Hm+n, and matrices A ∈ Cn×n and B ∈ Cn×m, be
given, with B of full column rank and (A,B) controllable. Suppose Φ and Ψ satisfy
Assumptions 1 and 2, and let R ∈ H be a matrix satisfying (2.5). Then, the following
statements are equivalent:
(i) The inequality
(2.11)
[
x
u
]∗
Θ
[
x
u
]
≤ 0
holds for all (x, u) ∈ NA,B(λ) and all λ ∈ Λ(Φ,Ψ).
(ii) There exist P,Q ∈ Hn that satisfy Q  0 and
F(A,B)
∗(Φ⊗ P +Ψ⊗Q)F(A,B)
+G(A,B)
∗(R⊗Θ)G(A,B)  0 .
(2.12)
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Irrespective of Assumptions 1 and 2, and with an arbitrary R  0, the lmi (2.10)
(respectively, (2.12)) provides a sufficient condition for the semi-infinite inequality
(2.9) (respectively, (2.11)) to hold. To reduce conservatism, the matrix R  0 can be
considered an additional optimization variable. The sufficient lmi condition is valid
for a larger class of curves Λ(Φ,Ψ). For instance, for the analysis of systems with
generalized frequency variables [8], a frequency domain inequality needs to be checked,
not on the imaginary axis, but on a curve recognized as the Nyquist plot of a rational
function. Such a curve can be characterized as a set of roots to a polynomial [6], and
multiple segments of such a curve are represented as Λ(Φ,Ψ), with Assumptions 1
and 2 possibly violated.
As further elaborated below, Assumptions 1 and 2 are needed to prove the ne-
cessity of the lmi conditions, which is done by contradiction. Herein, Assumption 1
plays a major role, as it allows constructing vectors (x, u) of the form considered in
the semi-infinite inequality (2.9),(2.11) from the lmi’s infeasibility certificate. In the
last step of the necessity proof, Assumption 2 is used to show that at least one of these
vectors must violate the inequality (2.9),(2.11). Although this violation is no longer
guaranteed in case Assumption 2 doesn’t hold, it may still occur. Hence, in case the
lmi condition (2.10),(2.12) is found infeasible, one can assess the conservatism of the
lmi by constructing vectors (x, u) of the appropriate form, as outlined in the proof
below. For all these vectors the inequality (2.9),(2.11) is checked and the smallest
margin to constraint violation provides an indication of the conservatism involved.
2.3. Proof of the generalized KYP lemma. To lighten the notation, we
will omit the arguments (A,B) in F(A,B) and G(A,B) below. In the proof of our
generalized kyp lemma we rely on the following auxiliary results.
Lemma 2.3. Let matrices A ∈ Cn×n, B ∈ Cn×m, and T ∈ C2×(+1) be given,
and assume B has full column rank and T full row rank. In addition, let s ∈ C∪{∞}
be given and assume that the  roots λi, i ∈ I, in RT (s) are all distinct. Then, a
vector z ∈ Cn+m satisfies([
1 −s]⊗ In) (T ⊗ In)F z = 0 for s = ∞,([
0 1
]⊗ In) (T ⊗ In)F z = 0 for s = ∞(2.13)
if and only if it can be decomposed as
(2.14) z =
∑
i=1
[
xi
l−1(λi)F ⊗ ui
]
,
with (xi, ui) ∈ NA,B(λi) for all i ∈ I.
The proof of this lemma is presented in Appendix A.
Lemma 2.4. Let Φo,Ψo ∈ H2 of the form (2.3b) be given, as well as X,Y ∈
Cn×m. Then
(2.15)
[
X Y
]
(Φo ⊗ I)
[
X∗
Y ∗
]
= 0 and
[
X Y
]
(Ψo ⊗ I)
[
X∗
Y ∗
]
 0
hold if and only if X and Y can be factored as
(2.16) X = W diag(s1, . . . , sm)V
∗ , Y = WV ∗ ,
with some W ∈ Cn×m, unitary V ∈ Cm×m, and si ∈ Λ(Φo,Ψo) for all i ∈ Im.
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The proof of this lemma is presented in Appendix B.
Proof of Theorem 2.1. To prove that (ii) implies (i) we multiply (2.10) by z∗ on
the left and z on the right, where z is a vector of the form
z =
[
x
l−1(λ)F ⊗ u
]
,
with arbitrary λ ∈ Λ(Φ,Ψ) and arbitrary (x, u) ∈ NA,B(λ). Straightforward calcula-
tions reveal that for such z,
F z = l(λ)⊗ χ(x, u) , with χ(x, u) =
{
x if λ = ∞ ,
Bu if λ = ∞ ,(2.17a)
G z = l−1(λ)⊗
[
x
u
]
.(2.17b)
Combining these equalities with the mixed-product property of the matrix Kronecker
product, the multiplication of (2.10) by z∗ and z yields
l(λ)
∗Φl(λ) · χ(x, u)∗Pχ(x, u) + l(λ)∗Ψl(λ) · χ(x, u)∗Qχ(x, u)
+ l−1(λ)∗Rl−1(λ) ·
[
x
u
]∗
Θ
[
x
u
]
< 0 .
By definition (2.1) of Λ(Φ,Ψ) and the constraint Q  0, the first term equals zero for
all λ ∈ Λ(Φ,Ψ), while the second term is nonnegative. In addition, l−1(λ)∗Rl−1(λ)
> 0 for all λ ∈ Λ(Φ,Ψ) on account of Assumption 2, and hence (2.9) holds for all
λ ∈ Λ(Φ,Ψ) and (x, u) ∈ NA,B(λ).
We prove that (i) implies (ii) by contradiction, using a theorem of alternatives [1,
Theorem 1] [2, Theorem 1.3]: from the infeasibility certificate of (2.10) we construct a
λ ∈ Λ(Φ,Ψ) and an (x, u) ∈ NA,B(λ) that violates (2.9). Suppose (2.10) is infeasible.
Then there exists a nonzero positive semidefinite matrix Z ∈ Hn+m such that
tr(G∗ (R⊗Θ)G Z) ≥ 0 ,(2.18a)
F˜(Φ¯⊗ Z)F˜ ∗ = 0 ,(2.18b)
F˜(Ψ¯⊗ Z)F˜ ∗  0 .(2.18c)
The matrix F˜ ∈ Hn×(+1)(n+m) is defined as
F˜ =
[
F,1 · · · F,+1
]
,
where F,i ∈ Hn×(n+m), i ∈ I+1, denote the block rows of F:
F =
⎡
⎢⎣
F,1
...
F,+1
⎤
⎥⎦ .
Let Z = ΥΥ∗ with Υ ∈ C(n+m)×r be a full-rank factorization of Z, where r is the
rank. Equality (2.18b) and inequality (2.18c) can then be written as
(2.19) E˜(Φ¯⊗ Ir)E˜∗ = 0 , E˜(Ψ¯ ⊗ Ir)E˜∗  0 ,
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where
E˜ =
[
F,1Υ · · · F,+1Υ
]
.
Substituting decomposition (2.3) of Φ and Ψ in (2.19) transforms the equality and
inequality into the form (2.15) with
[
X Y
]
= E˜(T
T ⊗ I) →
[
X
Y
]
= (T ⊗ I)FΥ .
By Lemma 2.4, matrices X,Y admit a decomposition of the form (2.16), which yields
(T ⊗ I)FΥ =
[
W diag(sk)
W
]
V ∗
for some W ∈ Cn×r, unitary V ∈ Cr×r, and sk ∈ Λ(Φo,Ψo) with k ∈ Ir. Let wk and
vk denote the kth column of W and V , respectively; then this equality corresponds
to [
sk
1
]
⊗ wk = (T ⊗ I)FΥvk ∀k ∈ Ir .
Let λk,i with i ∈ I be the distinct roots in RT (sk). Then by Lemma 2.3, there exist
(xk,i, uk,i) ∈ NA,B(λk,i) such that
Υvk =
∑
i=1
[
xk,i
l−1(λk,i)F ⊗ uk,i
]
=
∑
i=1
zk,i .
Because V is unitary, we have
Z = ΥV V ∗Υ∗ =
r∑
k=1
(
∑
i=1
zk,i
)(
∑
i=1
zk,i
)∗
.
Substituting this decomposition into (2.18a) yields
(2.20)
r∑
k=1
∑
i=1
∑
j=1
z∗k,iG
∗
 (R ⊗Θ)G zk,j ≥ 0 .
Elaborating z∗k,iG
∗
 (R⊗Θ)Gzk,i using (2.17b) yields
(zk,i)
∗G∗ (R⊗Θ)Gzk,j = l−1(λk,i)∗Rl−1(λk,j) ·
[
xk,i
uk,i
]∗
Θ
[
xk,j
uk,j
]
.
On account of (2.5b), this contribution vanishes for i = j such that (2.20) amounts to
r∑
k=1
∑
i=1
l−1(λk,i)∗Rl−1(λk,i) ·
[
xk,i
uk,i
]∗
Θ
[
xk,i
uk,i
]
≥ 0 .
Combining this with (2.5a), we obtain that, at least for one (xk,i, uk,i), (2.9) cannot
hold, and we reach a contradiction with statement (i).
The extension of this proof to Theorem 2.2 is discussed in Appendix C.
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3. Union of segments of a circle or straight line. As a particular application
of our result, the union of  nonintersecting, nonempty, and nonsingleton segments of
a circle or straight line in C admits a description of the form (2.1) with Hermitian
matrices Φ,Ψ ∈ H+1 that satisfy Assumptions 1 and 2. In section 3.1 we elaborate
the construction of these Φ,Ψ, and in section 3.2 we apply our result to obtain a
sum-of-squares certificate for the positivity of a univariate polynomial on a union of
intervals. Section 3.3 compares our result to existing results from the literature.
3.1. Description as Λ(Φ,Ψ) with Φ,Ψ satisfying Assumptions 1 and 2.
We first elaborate the construction of Φ,Ψ for the union of segments of the real axis.
The extension to other lines and circles in C relies on a Mo¨bius transform that maps
the circle or line to the real axis [9] and is discussed at the end of this section. To
clarify our elaborations, we define the matrices Φr,Ψr as
(3.1) Φr =
[
0 i
−i 0
]
, Ψr =
[
0 1
1 0
]
such that Λ(Φr,Ψr) = R+ ∪ {∞}. In addition, for  ∈ I, the matrix J ∈ R2×(+1) is
defined as
(3.2) J =
[
I 0,1
0,1 I
]
.
Lemma 3.1. Let 2 scalars αi, βi ∈ R ∪ {∞}, i ∈ I, be given that satisfy
(3.3) α1 < β1 < α2 < · · · < β−1 < α < β .
Let the vectors a, b ∈ R+1 be defined by
(3.4)
∏
i=1
(λ− αi) = aTl(λ) ,
∏
i=1
(λ− βi) = bTl(λ) ,
where (λ−α1) = 1 for α1 = −∞ and (λ−β) = −1 for β = ∞, and set T˜ =
[−a b]T.
Then, the matrices Φ,Ψ ∈ H+1 given by
(3.5) Φ = T˜ ∗ΦrT˜ , Ψ = T˜ ∗ΨrT˜
satisfy Assumptions 1 and 2, and
(3.6) Λ(Φ,Ψ) =
⋃
i=1
[αi, βi] .
In particular, a matrix R ∈ S satisfying (2.5) is given by the unique solution of
(3.7) Φ = J∗ (Φr ⊗R)J .
Proof. Decomposition (3.5) defines a mapping between κ ∈ Λ(Φr,Ψr) = R+∪{∞}
and λ ∈ Λ(Φ,Ψ) similarly to (2.6), where every κ is mapped onto the  roots of[
1 −κ] T˜ l(λ) = −aTl(λ)− κbTl(λ) = 0 ,
while for κ = ∞, this equation reads as bTl(λ) = 0. Hence, Λ(Φ,Ψ) corresponds to
the 180◦ root locus of
bTl(λ)
aTl(λ)
=
∏
i=1(λ− βi)∏
i=1(λ− αi)
,
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κ
κ
λ
λ
α1 β1 α2 β2 α β
1 + κ
∏
i=1
(λ− βi)∏
i=1
(λ− αi)
= 0
s
s
−1
1
1− s iκ+ i
κ− 1 = 0
s
κ
λ1 λ2 λ
Fig. 2. To compute the mapping between s ∈ Λ(ΦoΨo) and λ ∈ Λ(Φ,Ψ), s is first mapped onto
κ ∈ R+ ∪ {∞}, which is subsequently mapped onto  distinct roots λi ∈ [αi, βi], i ∈ I.
which indeed corresponds to the union of the intervals [αi, βi], i ∈ I. Consequently,
(3.6) holds. To show that the matrices Φ,Ψ given by (3.5) satisfy Assumption 1, we
substitute the following common congruence transformation of Φr,Ψr:
(3.8a) Φr = T
∗
r ΦoTr , Ψr = T
∗
r ΨoTr ,
with
(3.8b) Tr =
1√
2
[
1 −1
i i
]
, Ψo =
[−1 0
0 1
]
,
in (3.5) to obtain Φ,Ψ in the form (2.3), with Ψo as given above and T = TrT˜ . Tr
defines a bijective mapping between s ∈ Λ(Φo,Ψo) and κ ∈ Λ(Φr,Ψr), and by the
root locus argument above, every κ ∈ Λ(Φr,Ψr) is mapped onto  roots λi ∈ [αi, βi],
i ∈ I. This composition of mappings is illustrated in Figure 2. As the intervals
[αi, βi] are nonintersecting, the roots λi are distinct.
Solving (3.7) for R ∈ S amounts to solving a set of linear equations in the
0.5(+1) entries of R. Since both Φr and Φ are purely imaginary, the only nontrivial
constraints relate to the off-diagonal entries of the imaginary part of Φ. The corre-
sponding 0.5(+1) linear constraints are readily verified to be linearly independent,
and hence the corresponding solution R is unique. The proof that this R satisfies
(2.5) is presented in Appendix D.
Next, we consider the union of  nonempty, nonsingleton, nonintersecting seg-
ments Λ(φ, ψi), i ∈ I, on an arbitrary circle or line Λ(φ, 0). To transfer the results
of Lemma 3.1 to
⋃
i=1Λ(φ, ψi) we rely on a Mo¨bius transform that maps Λ(φ, 0)
onto the extended real axis Λ(Φr, 0), and every segment Λ(φ, ψi) onto an interval of
the form [αi , βi] with βi > αi. One way to compute such a Mo¨bius transform is
illustrated in Figure 3. For given distinct points z1, z2, z3 ∈ C ∪ {∞}, the Mo¨bius
transform
(3.9) μ(λ) =
(λ− z1)(z2 − z3)
(λ− z3)(z2 − z1)
maps {z1, z2, z3} onto {0, 1,∞}, and the circle or line through z1, z2, and z3 onto
the real axis [12]. Hence, with any set of distinct points {z1, z2, z3} ⊂ Λ(φ, 0), z3 /∈
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α3 β3 μ
μ
z1
z2
z3
η4
η3
η2
η1
ζ1
ζ2 ζ3
ζ4
0 1
α4 β4α1 β1 α2 β2
λ
λ
μ(λ) =
(λ− z1)(z2 − z3)
(λ− z3)(z2 − z1)
Fig. 3. For {z1, z2, z3} ⊂ Λ(φ, 0), z3 /∈
⋃
i=1Λ(φ, ψi), the Mo¨bius transform μ(λ) maps Λ(φ, 0)
onto Λ(Φr, 0), and every segment Λ(φ, ψi) onto an interval of the form [αi , βi] with αi = μ(ηi) <
βi = μ(ζi).
⋃
i=1Λ(φ, ψi), this transformation satisfies the requirements. Let Φˆ, Ψˆ ∈ H+1 and
Rˆ ∈ H be the result of Lemma 3.1 applied to the image of ⋃i=1Λ(φ, ψi) under the
Mo¨bius transform (3.9). In addition, set
M =
[
z2 − z3 −z1(z2 − z3)
z2 − z1 −z3(z2 − z1)
]
=
[
M1
M2
]
,
and for k ∈ I we define the matrix Mk ∈ R(k+1)×(k+1) as follows:
Mk =
⎡
⎢⎢⎢⎣
convk(M1)
conv(convk−1(M1),M2)
...
convk(M2)
⎤
⎥⎥⎥⎦ .
Then, it is readily verified that Φ,Ψ ∈ H+1 and R ∈ H defined by
Φ = M∗ ΦˆM , Ψ = M
∗
ΨˆM , R = M
∗
−1RˆM−1
satisfy Λ(Φ,Ψ) =
⋃
i=1Λ(φ, ψi) and Φ = J
∗
 (φ ⊗ R)J. In addition, R satisfies (2.5)
and Φ,Ψ admit a decomposition of the form (2.3).
Example 1 (union of two continuous-time frequency intervals). To clarify the
elaborations above let us derive the matrices Φ, Ψ, and R corresponding to the union
of two continuous-time frequency intervals:
Λ(Φ,Ψ) = {λ = iω : ω ∈ [α1, β1] ∪ [α2, β2]} ,
with −∞ < α1 < β1 < α2 < β2 < ∞. A Mo¨bius transform μ(λ) that maps the
imaginary axis to the real axis is given by
μ(λ) = −iλ → M =
[−i 0
0 1
]
,
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which is of the form (3.9) with z1 = 0, z2 = i, and z3 = ∞. Combination of the results
above yields
Φ = T˜ ∗ΦrT˜ , Ψ = T˜ ∗ΨrT˜ , with T˜ =
[−1 iα1 + iα2 α1α2
1 −iβ1 − iβ2 −β1β2
]
.
The corresponding matrix R equals
R = M∗
[
β1 + β2 − α1 − α2 α1α2 − β1β2
α1α2 − β1β2 β1β2(α1 + α2)− α1α2(β1 + β2)
]
M ,
and can also be solved from
Φ = J∗
(
(M∗ΦrM)⊗R
)
J .
Example 2 (union of two discrete-time frequency intervals). Next, we consider
the union of two discrete-time frequency intervals:
Λ(Φ,Ψ) =
{
λ = eiθ : θ ∈ [η1, ζ1] ∪ [η2, ζ2]
}
,
with −π < η1 < ζ1 < η2 < ζ2 < π. A Mo¨bius transform that maps the unit circle to
the real axis is given by
(3.10) μ(λ) = −i λ− 1
λ+ 1
→ M =
[−i i
1 1
]
,
which is of the form (3.9) with z1 = 1, z2 = i, and z3 = −1. The two frequency
intervals are mapped into the real intervals [αi, βi], with αi = μ(e
iηi) and βi = μ(e
iζi),
i ∈ I2. The corresponding matrices Φ and Ψ can be reformulated as
Φ = T˜ ∗
[
0 ic
−ic¯ 0
]
T˜ , Ψ = T˜ ∗
[
0 c
c¯ 0
]
T˜ ,
with
T˜ =
[−1 eiη1 + eiη2 −eiη1eiη2
1 −eiζ1 − eiζ2 eiζ1eiζ2
]
, c = (1 + iα1)(1 + iα2)(1− iβ1)(1 − iβ2) .
The computation of the corresponding matrix R is similar to the continuous-time
case, yet with the matrix M from (3.10) filled in.
3.2. Application to univariate polynomials. To provide more insight into
the lmi condition obtained from our generalized kyp lemma, we apply Theorem 2.2
to obtain a sum-of-squares certificate for the nonnegativity of a real univariate poly-
nomial on a union of intervals. The ring of real polynomials in λ ∈ R is denoted by
R[λ], and Σ is its subset of sum-of-squares polynomials:
Σ =
{∑
i
p2i : pi ∈ R[λ]
}
.
As shown in, e.g., [3, 17], Σn, the set of polynomials in Σ of degree less than or equal
to 2n, is related to Sn+1:
(3.11) p ∈ Σn ⇔ ∃P ∈ Sn+1 : P  0 , p(λ) = ln(λ)TPln(λ) .
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For statement (i) of Theorem 2.2 to correspond to a polynomial inequality, we select
A ∈ Rn×n and B ∈ Rn×1 as follows [7]:
(3.12)
[
A B
]
=
⎡
⎢⎢⎢⎢⎣
0 1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . . 1 0
0 . . . · · · 0 1
⎤
⎥⎥⎥⎥⎦
such that [
(λI −A)−1B
I
]
=
1
λn
ln(λ)
F .
Let Φ,Ψ be constructed according to Lemma 3.1; then statement (i) of Theorem 2.2
is equivalent to
(ln(λ)
F)
T
Θ ln(λ)
F ≤ 0 ∀λ ∈
⋃
i=1
[αi , βi] .
Hence, to relate this condition to the nonnegativity of a given polynomial θ ∈ R[λ] of
degree 2n, we compute a matrix Θ ∈ Sn+1 such that
(3.13) θ(λ) = − (ln(λ)F)T Θ ln(λ)F .
The corresponding sum-of-squares certificate is obtained from statement (ii) of The-
orem 2.2. Let us denote the left-hand side of (2.12) by Z. Then, with the help of
(2.17), one readily verifies that
(ln+−1(λ)F)TZ ln+−1(λ)F = l(λ)TΨ l(λ) · (ln−1(λ)F)T Q ln−1(λ)F
− l−1(λ)TR l−1(λ) · θ(λ) .
Using decomposition (3.5) of Ψ and the equivalency (3.11), the result is interpreted
as follows.
Corollary 3.2. Let a polynomial θ ∈ R[λ] of degree 2n be given, as well as 2
scalars αi, βi ∈ R, i ∈ I, that satisfy (3.3). Let R be the solution of (3.7). Then, the
following statements are equivalent:
(i) θ(λ) ≥ 0 for all λ ∈ ⋃i=1[αi, βi].
(ii) There exist q ∈ Σn−1 and z ∈ Σn+−1 such that
(3.14) r(λ)θ(λ) = z(λ) + q(λ)ψ(λ) ,
where
ψ(λ) = l(λ)
TΨ l(λ) = −
∏
i=1
(λ− αi)(λ − βi) ,
r(λ) = l−1(λ)TR l−1(λ) =
∑
i=1
(βi − αi)
∏
j =i
(λ− βj)(λ− αj) .
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The elaboration of r(λ) is derived in Appendix D. As Assumption 2 implies R  0,
r is a positive sum-of-squares polynomial. Since Φ, A, B, and Θ are real and Ψ is
purely imaginary, we may select Q real and P imaginary in (2.12) without loss of
generality. To expose the role of the imaginary matrix P , we use (3.7) and definitions
(2.7),(2.8) to elaborate its contribution:
F T (Φ⊗ P )F = GT
(
R⊗ (F T1 (Φr ⊗ P )F1)
)
G .
As noted in [7], with A,B given by (3.12), Θ(P ) = Θ+F T1 (Φr ⊗P )F1 corresponds to
an explicit parametrization of all matrices Θ that satisfy (3.13).
3.3. Comparison of computational aspects to existing results. The gen-
eralization of the kyp lemma presented in [9, 18] provides an lmi equivalent for an
inequality of the form (2.9) on a segment of a circle or straight line in C, i.e., a curve
of the form Λ(Φ,Ψ) for Φ,Ψ ∈ H2 that satisfy Assumption 1. In case the inequality
must hold on a union of  segments, an lmi reformulation can be obtained by applying
the result of [9, 18] for each of the intervals separately. This lmi involves 2 matrix
variables in Hn and comprises  inequalities in Hn and  inequalities in Hn+m. Theo-
rem 2.1 provides an alternative lmi condition involving only two matrix variables in
Hn and comprising one inequality in Hn and one in Hn+m. Consequently, this lmi
is generally smaller in both dimension and number of variables.
Condition (3.14) differs from current sum-of-squares certificates for the nonneg-
ativity of a univariate polynomial on a union of intervals. To compare, let us recall
the existing result. Let V ⊂ R[λ] be given as
V = {(β − λ)(λ − α1), (λ − β1)(λ− α2), . . . ,
(λ − β−1)(λ − α)} ,
and the corresponding preordering TV :
TV =
{ ∑
e∈{0,1}
se(λ)
∏
i=1
vi(λ)
ei : se(λ) ∈ Σ
}
,
where vi(λ) are the elements of V . Let TV,n be the subset of TV obtained by limiting
the degree of the terms in the summation to 2n. Then, the following result is proven
in [4].
Lemma 3.3. Let V and TV,n be as defined above. Then, a polynomial θ(λ) ∈ R[λ]
of degree 2n is nonnegative on
⋃
i=1[αi, βi] if and only if θ(λ) ∈ TV,n.
For instance, for  = 3 and n ≥ 3, this condition involves s0,0,0 ∈ Σn, s1,0,0,
s0,1,0, s0,0,1 ∈ Σn−1, s1,1,0, s0,1,1, s1,0,1 ∈ Σn−2, and s1,1,1 ∈ Σn−3. On the other
hand, Corollary 3.2 yields a sum-of-squares certificate that involves z ∈ Σn+−1 and
q ∈ Σn−1. Converting the cones of sum-of-squares polynomials to positive semidefinite
cones according to (3.11), the lmi corresponding to (3.14) is generally smaller in both
dimension and number of variables compared to the lmi representation of the result
of Lemma 3.3. In [5], a counterpart of Lemma 3.3 for trigonometric polynomials that
are nonnegative on nonintersecting segments of the unit circle is presented.
To illustrate the computational advantage of our result to the lmis obtained from
[9, 18] and [4, 5], we apply all three approaches to a finite impulse response filter
design example adopted from [9]. Herein, the coefficients hi, i = 0, . . . , n, of the filter
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Fig. 4. Solution of the optimal filter design example.
H(z) =
∑n
i=0 hiz
−i are computed by solving the following problem:
minimize εp(3.15a)
subject to |H(eiθ)| ≤ εs ∀θ ∈ [−θsl, θsl] ∪ [θsh, 2π − θsh],(3.15b)
|H(eiθ)− e−idθ| ≤ εp ∀θ ∈ [θpl, θph],(3.15c)
where we use εs = 5 · 10−3, θsl = 0.1π, θsh = 0.7π, θpl = 0.3π, θph = 0.5π and delay
d = 15. A filter of length n = 30 is designed. While all three approaches yield the
same lmi equivalent to (3.15c), they differ on (3.15b). In all cases, the lmi variables
can be selected as real symmetric instead of complex Hermitian without introducing
conservatism [15]. The resulting semidefinite programs are parsed with yalmip [13]
and solved with sdpt3 [19] on a general purpose laptop (Intel Core i7, 2.8 GHz, 8
GB of ram). The optimal value is εp = 2.5 · 10−4, and Figure 4 shows the amplitude
response of the optimal filter. When applying [9, 18] to each of the intervals considered
in (3.15b) separately, sdpt3 requires 22 cpu seconds to solve the resulting sdp. If
[5] is used to convert (3.15b) to an lmi, the sdp is solved in 35 cpu seconds, while
the sdp obtained from Theorem 2.2 is solved in 15 cpu seconds. Note that the three
lmi equivalents to (3.15b) have very different structures, and we did not explore the
computational benefits that can be obtained by exploiting these structures.
4. Conclusion. This paper generalizes the kyp lemma to particular curves in
the complex plane that are characterized by a polynomial equality and inequality
of degree larger than two. As a first application of our result we show that the
considered set of curves includes the union of segments on a circle or line as a special
case. When dealing with these special cases, the novel lmi condition is smaller in
dimension and number of variables compared to existing results from the literature.
Currently, we are investigating the potential of our result in cases where Assumption 2
does not hold, as well as its application to the frequency domain analysis of linear
time-invariant systems with a generalized frequency variable. In the latter application,
both assumptions are generally violated.
Appendix A. Proof of Lemma 2.3. Based on the mixed-product property of
the matrix Kronecker product, (2.13) amounts to
([
1 −s]T ⊗ In)Fz = 0 for s = ∞,([
0 1
]
T ⊗ In
)
Fz = 0 for s = ∞.
(A.1)
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To verify that a vector z of the form (2.14) satisfies (A.1) we elaborate Fzi, where zi
denotes the ith term in (2.14), from bottom to top, which yields
F
[
xi
l−1(λi)F ⊗ ui
]
= l(λi)⊗ χ(xi, ui) ,
where
χ(xi, ui) =
{
xi if λi = ∞ ,
Bui if λi = ∞ .
As λi are the  roots of (2.4), each zi satisfies (A.1), and consequently, so does z =∑
i=1 zi.
To show that (A.1) implies (2.14) we observe that the null space of
[
1 −s]T for
s = ∞ and [0 1]T for s = ∞ is spanned by {l(λ1), . . . , l(λ)} with λi, i ∈ I, the
 distinct roots in RT (s). Hence, (A.1) holds if and only if there exist xi ∈ Cn such
that
(A.2) Fz =
∑
i=1
l(λi)χi .
The vector z is partitioned as
z =
[
xT uT vT1 · · · vT−1
]T
,
with x ∈ Cn and u, v1, . . . , v−1 ∈ Cm. Let us first assume that ∞ /∈ RT (s). Then,
by elaborating (A.2) from bottom to top we obtain the equalities
x =
∑
i=1
χi ,
([
l−1(λ1)F · · · l−1(λ)F
]⊗ In)
⎡
⎢⎣
(λ1I −A)χ1
...
(λI −A)χ
⎤
⎥⎦ =
⎡
⎢⎢⎢⎣
Bu
Bv1
...
Bv−1
⎤
⎥⎥⎥⎦ .
As the Vandermonde matrix
[
l−1(λ1)F · · · l−1(λ)F
]
is invertible, the last equa-
tion implies that all (λiI−A)χi lie in the range ofB. Consequently, one can decompose
u as
u =
∑
i=1
ui , where (λiI −A)χi = Bui ,
and hence (χi, ui) ∈ NA,B(λi). Similarly, v1 can be written as
v1 =
∑
i=1
v1,i , where λiBui = Bv1,i .
Since B is assumed to have full column rank, this implies v1,i = λiui. Continuing this
way up to v−1 yields decomposition (2.14). Let us now consider the case ∞ ∈ RT (s),
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where we take λ = ∞. Then, the elaboration of (A.2) yields
x =
−1∑
i=1
χi ,
([
l−1(λ1)F · · · l−1(λ)F
]⊗ In)
⎡
⎢⎢⎢⎣
(λ1I −A)χ1
...
(λ−1I −A)χ−1
χ
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
Bu
Bv1
...
Bv−1
⎤
⎥⎥⎥⎦ ,
and similarly as above, we obtain
u =
−1∑
i=1
ui , where (λiI −A)χi = Bui ,
v1 =
−1∑
i=1
λiui , . . . , v−2 =
−1∑
i=1
λ−2i ui ,
v−1 =
−1∑
i=1
λ−1i ui + u , where χ = Bu .
This way, decomposition (2.14) is retrieved.
Appendix B. Proof of Lemma 2.4. Expanding (2.15) with Φo,Ψo of the form
(2.3b) yields
XY ∗ + Y X∗ = 0 , αXX∗ + γY Y ∗  0 ,
and si ∈ Λ(Φo,Ψo) means si + s¯i = 0 and α|si|2 + γ ≥ 0. We distinguish two cases.
1. 0 ≤ α ≤ γ. In this case the inequality in (2.15) is redundant. The equality is
equivalent to (X + Y )(X + Y )∗ = (X − Y )(X − Y )∗. Therefore X + Y and
X − Y have the same left singular vectors and singular values, so they can
be written as
X + Y = PΣQ∗1, X − Y = PΣQ∗2,
with a unitary matrix P ∈ Cn×n, diagonal Σ ∈ Rn×m, and unitary Q1, Q2 ∈
Cm×m. The matrix Q1Q∗2 is unitary, and therefore has a Schur factorization
V diag(γ)V ∗ with |γi| = 1, i = 1, . . . ,m. Defining W = Y V and si =
(1 + γi)/(1− γi) provides the factorization (2.16).
2. α < 0 < γ. It follows from Lemma 5 in [10] that X can be written as
X = YΔ, where Δ+Δ∗ = 0, and αΔΔ∗ + γI  0. The equality Δ+Δ∗ = 0
implies that Δ has a Schur factorization Δ = V diag(s)V ∗ with imaginary
eigenvalues si (i.e., si + s¯i = 0). The inequality αΔΔ
∗ + γI  0 implies that
α|si|2 + γ ≤ 0. Defining W = Y V gives (2.16).
Appendix C. Proof of Theorem 2.2. To extend the proof of Theorem 2.1
presented in section 2.3 to Theorem 2.2, we show that the following lmis are strong
alternatives in case (A,B) is controllable:
(i) There exist P,Q ∈ Hn that satisfy Q  0 and
F ∗ (Φ⊗ P +Ψ⊗Q)F +G∗ (R⊗Θ)G  0 .
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(ii) There exists Z ∈ Hn+m that satisfies Z  0 and
tr(G∗ (R⊗Θ)G Z) > 0 ,
F˜(Φ¯⊗ Z)F˜ ∗ = 0 ,
F˜(Ψ¯⊗ Z)F˜ ∗  0 .
We focus on the case where Ψ is of the form (2.3) with α < 0 < γ. In case 0 ≤ α ≤ γ,
without loss of generality, Q = 0 may be enforced in (i) and the last matrix inequality
in (ii) may be omitted. After these modifications, the proof proceeds along the same
lines as outlined below.
To meet Slater’s constraint qualification, we show that the controllability of (A,B)
implies that there exists Z  0 such that
(C.1) F˜(Φ¯⊗ Z)F˜ ∗ = 0 , F˜(Ψ¯ ⊗ Z)F˜ ∗  0 .
Toward this end, we construct n+m linearly independent vectors zi ∈ Cn+m of the
form
zi =
[
xi
l−1(λi)F ⊗ ui
]
, with λi ∈ Λ˚(Φ,Ψ) , (xi, ui) ∈ NA,B(λi) ,
where
Λ˚(Φ,Ψ) = {λ ∈ C : l(λ)∗Φl(λ) = 0 , l(λ)∗Ψl(λ) > 0} .
It is then readily verified that
Z =
n+m∑
i=1
ziz
∗
i
satisfies Z  0 and (C.1). To construct the first n vectors zi, i ∈ In, we pick n distinct
values λi ∈ Λ˚(Φ,Ψ) that correspond to n distinct values si ∈ Λ˚(Φo,Ψo). Next, the
matrix K ∈ Cm×n is computed such that A+BK has λ1, . . . , λn as eigenvalues. The
existence of K is guaranteed by the controllability of (A,B). The vector xi, i ∈ In,
is set equal to the eigenvector of A + BK corresponding to λi, and ui = Kxi. This
way, (xi, ui) ∈ NA,B(λi) since
Axi +Bui = (A+BK)xi = λixi ,
and the corresponding vectors zi, i ∈ In, are linearly independent since xi are eigenvec-
tors of A+BK for distinct eigenvalues, and hence linearly independent. To construct
the remainingm vectors zi, i ∈ n+Im, we pick s0 ∈ Λ˚(Φo,Ψo) and s0 /∈ {s1, . . . , sn}.
The corresponding roots in RT (s0) are denoted by λ0,k, k ∈ I. For ease of exposition,
we assume s0 = ∞ and ∞ /∈ RT (s0). Next, we compute the matrices X0,k ∈ Cn×m
and U0,k ∈ Cm×m such that[
A− λ0,kI B
] [X0,k
U0,k
]
= 0 and rankU0,k = m.
By the controllability of (A,B), suchX0,k, U0,k exist and the columns of
[
XT0,k U
T
0,k
]T
constitute a basis for NA,B(λ0,k). The vectors zi, i ∈ n+ Im, are then set as follows:
[
zn+1 zn+2 · · · zn+m
]
=
⎡
⎢⎢⎢⎣
X0,1 X0,2 · · · X0,
U0,1 U0,2 · · · U0,
...
...
...
λ−10,1 U0,1 λ
−1
0,2 U0,2 · · · λ−10, U0,
⎤
⎥⎥⎥⎦ .
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As the roots λ0,k, k ∈ I, are all distinct and matrices U0,k have full rank, the m×m
bottom part of the right-hand side matrix has full rank, and consequently, the vectors
zi, i ∈ n+ Im, are linearly independent.
To complete the proof, we show that S1 ∩ S2 = {0}, where
S1 = span{z1, . . . , zn} , S2 = span{zn+1, . . . , zn+m} .
Suppose v ∈ S1 ∩S2. The containment v ∈ S1 is equivalent to the existence of scalars
αi such that
v =
n∑
i=1
αizi .
Combining Lemma 2.3 with the property that the vectors zn+(k−1)m+1, . . . , zn+km
constitute a basis for NA,B(λ0,k) reveals that the vectors zi, i ∈ n+ Im, constitute a
basis for the null space of ([
1 −s0
]⊗ In) (T ⊗ In)F .
Consequently, v ∈ S2 is equivalent to([
1 −s0
]⊗ In) (T ⊗ In)F v = 0 .
Elaborating the left-hand side using relations (2.17a) and (2.6) yields
n∑
i=1
αi
(si − s0)
t2(λi)
xi = 0 .
Since s0 = si for all i ∈ In and the vectors x1, . . . , xn are linearly independent, this
implies αi = 0 for all i ∈ In, and consequently, v = 0.
Appendix D. Proof of Lemma 3.1. To complete the proof of Lemma 3.1,
we show that the matrix R ∈ S defined by (3.7) satisfies the conditions (2.5) of
Assumption 2. First, we prove (2.5a) by showing that
(D.1) l−1(λ)∗R l−1(λ) > 0 ∀λ ∈ R .
From (3.7) and definition (3.2), we obtain
l(λ)
∗Φl(λ) = l1(λ)∗Φrl1(λ) · l−1(λ)∗Rl−1(λ) .
Solving this equation for the second term of the right-hand side yields
(D.2) l−1(λ)∗Rl−1(λ) =
∑
i=1
(βi − αi)
∏
j =i
(λ− βj)(λ − αj) .
To prove (D.1) we show that for given αi, βi, i ∈ I, that satisfy (3.3),
(D.3) fk(λ) =
k∑
i=1
(βi − αi)
∏
j =i
(λ− βj)(λ− αj) > 0 ∀λ ∈ R
holds for all k ∈ I. We do this by induction on k. For k = 1, f1(λ) = (β1 − α1) > 0
on account of the relations (3.3). Next, we assume that (D.3) holds for a given k < 
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and show that it then also holds for k + 1. Toward this end, we elaborate fk+1(λ) as
follows:
f+1(λ) = (λ− α+1)(λ − β+1)f(λ)
+ (β+1 − α+1)
∏
j=1
(λ− βj)(λ− αj)(D.4a)
= −(λ− α1)(λ− β+1)f˜(λ)
+ (β+1 − α1)
∏
j=1
(λ− β˜j)(λ− α˜j) ,(D.4b)
where α˜j = βj and β˜j = αj+1, j ∈ I, and
f˜k(λ) =
k∑
i=1
(β˜i − α˜i)
∏
j =i
(λ− β˜j)(λ− α˜j) .
On account of the induction hypothesis, both fk(λ) and f˜k(λ) are positive for all
λ ∈ R. From decomposition (D.4b) we readily obtain that fk+1(λ) > 0 for λ ∈⋃k+1
i=1 [αi, βi], as for these λ both terms in (D.4b) are nonnegative and at least one of
them is positive. On the other hand, f+1(λ) > 0 also holds for λ ∈ R \
⋃k+1
i=1 [αi, βi],
as for these λ both terms in (D.4a) are positive. This concludes the inductive step.
Hence, (D.1) holds and condition (2.5a) of Assumption 2 is satisfied.
To show (2.5b) we consider arbitrary λi, λj ∈ RT (s), i, j ∈ I, i = j, for some
arbitrary s ∈ Λ(Φo,Ψo). From the root-locus argument in the proof of Lemma 3.1 we
note that λi ∈ [αi, βi] and λj ∈ [αj , βj ], and hence λi = λj . Using the decomposition
Φ = T ∗ΦoT and result (2.6), we obtain
l(λi)
∗Φ l(λj) = t2(λi)∗t2(λj) · l1(s)∗Φol1(s) = 0
for s = ∞, while for s = ∞,
l(λi)
∗Φ l(λj) = t1(λi)∗t1(λi) · l1(s)∗Φol1(s) = 0 .
Elaborating the left-hand side using (3.7) yields
l(λi)
∗Φ l(λj) = l1(λi)∗Φrl1(λj) · l−1(λi)∗R l−1(λj)
= i(λi − λj) · l−1(λi)∗R l−1(λj) .
As this must equal 0 while λi = λj , (2.5b) holds.
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