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Abstract
Let G be a classical compact Lie group and Gµ the associated compact
matrix quantum group deformed by a positive parameter µ (or µ ∈ R \ {0}
in the type A case). It is well known that the category of unitary represen-
tations of Gµ is a braided tensor C
∗–category. We show that any braided
tensor ∗–functor ρ : Rep(Gµ) → M to another braided tensor C
∗–category
with irreducible tensor unit is full if |µ| 6= 1. In particular, the functor
of restriction RepGµ → Rep(K) to a proper compact quantum subgroup
K cannot be made into a braided functor. Our result also shows that the
Temperley–Lieb category T±d for d > 2 can not be embedded properly into
a larger category with the same objects as a braided tensor C∗–subcategory.
1 Introduction
There are various strategies for studying the structure of or classifying semisimple
rigid tensor categories. As an oversimplification, sometimes one focuses on the
structure of simple objects. A basic result is Ocneanu’s rigidity, see [11] for a proof,
asserting that there are finitely many C–linear fusion categories with a prescribed
fusion ring. Important results have been obtained for categories that may or may
not have finitely many irreducibles, or a braiding, see [23, 26, 29, 30, 38, 39, 11],
however this is an incomplete list.
Another approach, when there is a relevant subcategory with few arrows, is to
try and construct the whole category M from a smaller subcategory A. This sub-
category is regarded as a symmetry of M, and the classification problem becomes
that of classifying extensions M with the given symmetry.
The first example, motivated by AQFT [9] (see also [15]), is that of permuta-
tion symmetry. For tensor C∗–categories with conjugates (and subobjects, direct
sums and irreducible tensor unit) realizations of this symmetry are few, they are
classified by a single integer parameter and a sign, the statistics phase. When all
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the statistics phases are one, M ≃ Rep(G) with its natural permutation symme-
try, for a unique compact group G [10]. A related independent result is also well
known [8].
The theory of subfactors [19] or low dim AQFT [12], although differing, provide
further remarkable instances of this general scheme. In the first case the Jones
projections play a fundamental role, leading to the Temperley–Lieb symmetry;
whereas the Virasoro algebra symmetry with central charge < 1 plays a major
role in CFT on the circle. Deep classification results have been obtained in both
these areas [13, 17, 34, 2], [22].
For the categories arising from low dimensional QFT or from certain quantum
groups one has braid group symmetries. The main difference from the permutation
symmetric case is the great variety of realizations in tensor categories.
In this paper we start with braided categories A arising from quantum groups
where the braiding comes from an R–matrix. The matrix carries more information
on the quantum group than in the group case, where most of the information gets
lost, so that, for example, for any proper closed subgroup K of a group G the
restriction functor Rep(G)→ Rep(K) is a not full permutation symmetric tensor
∗–functor Rep(G)→ Rep(K).
The R–matrix depends on the structural constants of the quantum group, mak-
ing it an object intimately related to the quantum group and raising the question
of whether the class of tensor categories with that specific braided symmetry has
a rigid structure.
A recent result in [6] for the categories arising from CFT on the circle seems
to confirm a certain rigidity when constructing inclusions of unitarily braided, but
not permutation symmetric, tensor categories.
More precisely, the authors, working with inclusions of conformal nets on the
circle, where unitary braided symmetries arise, have shown that far fewer low
values of the Jones index of the inclusion can occur than in subfactor situation.
They exclude all non-integer index values < 3 +
√
3 (hence in particular all non-
integer index values in the Jones discrete series) except one, 4 cos2 pi/10, which is
realized [35]. The integer values are known to be realized from inclusions derived
by taking fixed points under group actions.
α–induction relates the tensor category associated with a net A to that associ-
ated with an extension B, see [22] and references there. We also mention the work
of [27] for a categorical relation corresponding to inclusions of nets.
The aim of this paper is to derive a rigidity result for tensor categories with a
braided symmetry derived from quantum groups of all Lie types but not at a root
of unity. Note that in this case the R–matrix carries maximal information on the
quantum group.
We shall work with tensor C∗–categories, A will be the category of unitary
representations of any deformation Gµ of the classical compact Lie groups G by a
real parameter µ.
It is known that the R–matrix for such quantum groups makes the associated
representation category into a braided tensor C∗–category with conjugates, the
analogues of duals. Except for the extreme values of µ, the coinverse of Gµ is not
involutive and the braiding not unitary and we show that every braided tensor ∗–
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functor ρ : Rep(Gµ)→M to a braided tensor C∗–category is full (see Theorem 3.1
for a more general statement). We derive this result from Theorem 5.4, showing
an obstruction to construct extensions of braided tensor C∗–categories.
Note that, in our class of examples, A has infinitely many irreducibles whose
indices (or dimensions) can be arbitrarily large.
The category M is not assumed to be embeddable into the category of Hilbert
spaces. However, when it is, our result shows that the braiding of Rep(Gµ) does
not extend to any RepK, where K is a proper quantum subgroup.
This corollary does not, to our knowledge, seem to have been noticed in the
literature. It shows how the results are discontinuous in the classical limit µ = 1.
Another application concerns Temperley–Lieb categories. It states that when
this category is generated by an object of intrinsic dimension d > 2, (i.e. not in
the discrete series of Jones), it cannot be embedded properly as a braided tensor
C∗–subcategory into a larger such category with the same objects. We recall here
the situation for subfactors N ⊂M with finite index where the associated N–N–
bimodule tensor category contains a copy of the TL category as a (non-braided)
tensor C∗–category.
The relation to our result can be seen by regarding the TL category T±d as
a full braided tensor subcategory of the representation category of SµU(2) for a
deformation parameter determined by |µ + µ−1| = d, and µ is either positive or
negative corresponding to the minus or plus sign.
Our result relies on the theory of induction of [33]. We showed there that if
a tensor C∗–category with conjugates A admits a tensorial embedding τ into the
category of Hilbert spaces, and hence, by Woronowicz duality, is a full tensor C∗–
subcategory of the representation category of a compact quantum group Gτ , then
given an embedding of ρ : A → M of tensor C∗–categories, the full subcategory
of M, whose objects are in the image of ρ, can be identified with a category of
Hilbert bimodule representations of Gτ for a noncommutative Gτ–ergodic C∗–
algebra (C, α) intrinsically associated with ρ and τ . (C, α) is to be regarded as a
virtual subgroup. For a fixed τ , isomorphic pairs (M, ρ), (M′, ρ′) yield conjugate
ergodic actions.
We show that, taking braided symmetries into account, there is an obstruction
to constructing such non-trivial ergodic actions (C, α). More precisely, our main
result states that the invariant κ of A must be a phase on irreducible spectral
representations for the action α corresponding to ρ : A → M (Theorem 5.4). We
are thus left to check that κ(v) is never a phase for our quantum group Gµ, unless
v is equivalent to the trivial representation (Theorem 3.1).
The invariant κ appeared in its simplest form for categories derived from
AQFT. It is just the statistics phase recalled above for permutation symmetric
tensor C∗–categories [9]. In two spacetime dimensions the braid group replaces
the permutation group. Unitarity of the braiding means that κ is a phase on
irreducible objects but it need not be a sign [12]. For general braided tensor
C∗–categories, κ has been discussed in [25].
A closely related invariant was independently introduced for certain braided
tensor categories, the ribbon categories [36], and referred to as the twist, θ. Its
importance derives from the fact that ribbon categories associated with certain
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quantum groups at roots of unity lead to the Reshetikhin–Turaev invariants of
3–manifolds and links in 3–manifolds.
Note that for quantum groups with unitary braided symmetries, κ is indeed
always a phase, and our obstruction vanishes. In this case, braided extensions can
be expected.
We describe the braided symmetries of Rep(SµU(d)) got by twisting the uni-
versal R-matrix by dth roots of unity. The invariant κ can be used to show that
these braidings provide inequivalent braided tensor categories.
We finally mention that reconsidering the construction of these braidings, led
us to compare explicitly the intrinsic characterizations of the quantum SU(d),
when not at roots of unity, given by [23] and [31]. Whilst [23] starts from the
fusion rules, [31] relies on the braiding. The twist τC may be derived following
the approach of [31], leading to a characterization of the tensor categories with
fusion rules of type sl(d) in the spirit of [23], in terms of generators and relations
analogous to [31], but now involving a dth root of unity, see Prop. 7.2 and Cor.
7.3.
The paper is organized as follows. In Sect. 2 we recall the notion of a braided
tensor C∗–category. We shall propose a variant weaker than the usual one, but
sufficient for our main result, announced in Sect. 3. To this end, we recall the
natural structure of RepGµ as a braided tensor C
∗–category. We shall in particular
emphasize the case of SµU(d) as it allows one to grasp the general idea of the proof
quickly. In Sect. 4 we derive the main properties of the invariant κ of a braided
tensor C∗–category with conjugates and compare it with the twist of a ribbon
tensor category. In Sect. 5 we show that when the invariant κ of a braided tensor
C∗–category A is not unitary it is an obstruction to construct braided extensions.
In Sect. 6 we complete the proof by showing that κ(v) is never a phase for an
irreducible representation v of the quantum groups Gµ, unless v is the trivial
representation. In the last section we reconsider the results of [23] and [31].
2 Braided tensor C∗–categories
In this section we introduce various notions of braiding, from the weakest to the
strongest. These will allow us to isolate that aspect to our main result.
The categories we shall consider will always be assumed to be strict, to be
over the complex numbers, with irreducible tensor unit ι. We shall also assume
existence of subobjects and direct sums, unless otherwise stated, but see the re-
marks at the beginning of Sect. 4. In this paper we shall mostly deal with tensor
C∗–categories (or unitary categories).
The weakest notion requires that for any pair of objects u, v of a tensor C∗–
category A there is an invertible intertwiner σ(u, v) ∈ (u⊗ v, v ⊗ u) such that for
arrows T belonging to spaces of the form (u, ι),
1v ⊗ T ◦ σ(u, v) = T ⊗ 1v. (2.1)
Note that the dual intertwiners σd(u, v) := σ(u, v)
∗−1 ∈ (u ⊗ v, v ⊗ u) do not
satisfy (2.1). If both σ and σd satisfy (2.1), σ will be referred to as a weak left
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braided symmetry. Notice that a weak left braided symmetry by itself, may not
even be related to the braid group as we are not assuming properties (2.3) and
(2.4) below. However, the relation to the braid group will follow automatically for
the weak braided symmetries of interest in this paper (cf. the end of the section).
A stronger notion is that of a left braided symmetry. One requires the following
relations for objects u, u′, v, and arrows T ∈ (u, u′),
σ(ι, u) = σ(u, ι) = 1u, (2.2)
σ(u⊗ u′, v) = σ(u, v)⊗ 1u′ ◦ 1u ⊗ σ(u′, v), (2.3)
σ(u′, v) ◦ T ⊗ 1v = 1v ⊗ T ◦ σ(u, v). (2.4)
Indeed, the notion of a weak left braided symmetry is just a special case of the
naturality property (2.4) and (2.2) for u or u′ the trivial object ι.
A weak right braided symmetry is defined by the following equation for T ∈
(u, ι),
1v ⊗ T = T ⊗ 1v ◦ σ(v, u) = T ⊗ 1v ◦ σd(v, u),
and right braided symmetry is defined replacing (2.3) and (2.4) by
σ(u, v ⊗ v′) = 1v ⊗ σ(u, v′) ◦ σ(u, v)⊗ 1v′ , (2.3)′
σ(v, u′) ◦ 1v ⊗ T = T ⊗ 1v ◦ σ(v, u). (2.4)′
Obviously, σ is a (weak) right braided symmetry if and only if σ−1(u, v) :=
σ(v, u)−1 or σ∗(u, v) := σ(v, u)∗ are (weak) left braided symmetries.
We thus recover the usual notion of a braided symmetry considering a left and
right braided symmetry. A (weak) half braided symmetry will just mean a (weak)
left or right braided symmetry. Given (weak) half braided symmetry σ in A, the
dual symmetry σd(u, v) is another braided symmetry for A of the same type.
The representation categories of SµU(d), or, more generally, of Gµ, where G
is a classical compact Lie group, or of Ao(F ) are well known examples of braided
tensor C∗–categories. These will in fact be our main examples. They will be
discussed in later sections.
If σ satisfies (2.1) or is a weak half or half braided symmetry for a tensor C∗–
category A and τ : A → Hilb is a tensor ∗–functor into the category of Hilbert
spaces then the representation category of the compact quantum group Gτ asso-
ciated to τ via Woronowicz duality has a braiding στ of the same type defined by
στ (uˆ, vˆ) := τ(σ(u, v)), where uˆ is the representation of G
τ corresponding to the
object u of A.
It is easy to show that the category of Hilbert spaces has a unique braiding,
even in the sense of (2.1), given by its unique permutation symmetry. If (A, σ)
and (M, ε) are tensor C∗–categories with some type of braiding, a tensor ∗–functor
F : A→M will be called braided if for any pair of objects u, v in A,
F (σ(u, v)) = ε(F (u), F (v)).
We shall consider cases where A has a stronger braided symmetry than M. Note
that, if for example properties (2.2), (2.3) hold for the braiding of A and F is
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a braided tensor ∗–functor to a weak half braided M, then those properties also
hold for the braided symmetry of M for objects in the image of F . However, the
naturality axioms (2.4) or (2.4)′ are not inherited by the full subcategory of M
whose objects are in the image of F .
3 The rigidity result
Tensor categories derived from quantum groups arising from a deformation of clas-
sical Lie groups admit natural braided symmetries associated with the universal
R–matrices of Drinfeld, see, e.g. [7, 24]. We work with compact matrix quantum
groups. We start by describing briefly the corresponding braided symmetry for
the type Ad−1 in this framework. After this, we recall how to construct braided
tensor C∗–categories for the other Lie types, before illustrating our main result
and its corollaries.
Woronowicz has introduced the compact quantum group SµU(d), for a nonzero
µ ∈ [−1, 1], using his duality theorem [42]. It is the (maximal) compact quantum
group whose representation category Rep(SµU(d)) is generated, as an embedded
tensor C∗–category, by the deformed determinant element
S =
∑
p∈Pd
(−µ)i(p)ψp(1) ⊗ · · · ⊗ ψp(d),
where ψi is an orthonormal basis of a d–dimensional Hilbert space.
For a nonzero complex parameter q, let Hn(q) denote the Hecke algebra of type
An−1, i.e. the quotient of the complex group algebra of the braid group Bn with
generators g1, . . . gn−1 by the relations
g2i = (1− q)gi + q.
For q real or |q| = 1, Hn(q) becomes a ∗–algebra with involution making the
spectral idempotents of the gi into selfadjoint projections. However, there are
nontrivial Hilbert space representations for n arbitrarily large, only if q > 0 or
q = e±2πi/ℓ [40]. In this paper we only consider the real case.
There is a well known remarkable representation of the Hecke algebra H∞(q),
with q = µ2, in Rep(SµU(d)), due to Jimbo and Woronowicz [18, 42], and defined
by
η(g1)ψi ⊗ ψj = µψj ⊗ ψi, i < j,
η(g1)ψi ⊗ ψi = ψi ⊗ ψi,
η(g1)ψi ⊗ ψj = µψj ⊗ ψi + (1− q)ψi ⊗ ψj , i > j.
Rep(SµU(d)) admits an intrinsic characterization [23], [31]. We follow the ap-
proach of [31] (based on the type of the braiding) and compare with that of [23]
(based on the type of the fusion rules) in the last section.
Rep(SµU(d)) is, up to equivalence, the unique tensor C
∗–category A (with
subobjects and direct sums) with a tensor ∗–functor from the braid category η :
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B→ A factoring through representations of the complex Hecke algebras of type A,
Hn(q) for q = µ
2 and generated by an object u and an arrow S ∈ (ι, ud) satisfying
S∗ ◦ S = d!q, S ◦ S∗ = η(Ad), (3.1)
S∗ ⊗ 1u ◦ 1u ⊗ S = (d− 1)!q(−µ)d−1, (3.2)
η(g1 . . . gd) ◦ S ⊗ 1u = µd−11u ⊗ S, (3.3)
where n!q is the usual quantum factorial and Ad is the antisymmetrized sum of
the elements of the canonical basis of Hd(q), a scalar multiple of the analogue
of the totally antisymmetric projection. The above relations are realized by the
deformed determinant element S and the JW representation η. They are easily
verified for d = 2. (see [31] for details. Notice our gi corresponds to −gi there.)
Remark Note that for d odd, Rep(SµU(d)) and Rep(S−µU(d)) are canonically
isomorphic.
It is well known from Drinfeld’s theory of universal R–matrices, that the map
σω : gi → ωµη(gi), where ω is a complex dth root of µ, makes Rep(SµU(d)) into a
braided tensor category. It is easy to check that Rep(SµU(d)) actually becomes a
braided tensor C∗–category in this way, cf. [31].
Working with a fixed deformation parameter leads to d inequivalent braided
symmetries obtained by varying ω. This fact was first noted in [23], see also [39],
Sect. 4.
Note that, for µ > 0, the braided symmetry of Rep(SµU(d)) corresponding
to the positive dth root µ1/d of µ is a natural choice, as it reduces to the unique
permutation symmetry of the category of Hilbert spaces for µ = 1.
Deformation has been generalized to all classical compact Lie groups in the
framework of compact matrix quantum groups [37, 1, 24]. The starting point was
the dual picture of Drinfeld and Jimbo.
We start with a complex simple Lie algebra g. Denote by (αi)
r
1 a set of simple
roots. Let A = (
2(αi,αj)
(αj ,αj)
) be the Cartan matrix, where (· , · ) is a symmetric
invariant bilinear form on g such that (α, α) = 2 for a short root α. It follows that
dj :=
(αj ,αj)
2 ∈ N for all j.
For a complex deformation parameter µ other than a root of unity, consider
the quantized universal enveloping algebra Uµ(g) as defined in Ch. 2, 7.1.1, [24].
The category C(g, µ) of finite dimensional representations of Uµ(g) admitting
a weight decomposition has the structure of a braided ribbon tensor category [24],
see also [7], [3].
If µ ∈ (0, 1), Uµ(g) becomes a Hopf ∗–algebra with real form E∗i = Fi,K∗i = Ki.
The representation space of every object of C(g, µ) with positive weights on the
Ki’s admits a natural Hilbert space structure making it into a
∗–representation.
One gets in this way a tensor C∗–category with conjugates and braided symmetry
embedded into the category of Hilbert spaces. A compact quantum group Gµ may
then be defined via Woronowicz duality, see [37, 1, 24].
The category Rep(Gµ) of unitary finite dimensional representations of Gµ will
be regarded as a braided tensor C∗–category as described above. In the particular
4 INVARIANT κ AND THE TWIST OF RIBBON CATEGORIES 8
case of type A, we allow negative parameters for SµU(d) and the braided symmetry
may be any of the σω’s.
The aim of this paper is to prove the following rigidity result (a consequence
of Theorem 5.4.)
3.1. Theorem For µ 6= 1 (and also µ 6= −1 in the type A case), every braided
tensor ∗–functor ρ : Rep(Gµ) → M into a weak half braided tensor C∗–category
is full.
We derive the following consequences.
3.2. Corollary For µ 6= 1 (and also 6= −1 in the type A case) the braided
symmetry of Rep(Gµ) does not make the representation category of any proper
compact quantum subgroup into a weak half braided tensor C∗–category.
Proof If K is a proper compact quantum subgroup then the tensor ∗–functor
Rep(Gµ) → Rep(K) of restriction is not full, hence the image of the braided
symmetry of Rep(Gµ) can not be a braided symmetry for Rep(K).
The next corollary is an application to the Temperley–Lieb category T±d. Re-
call that for d > 0, T±d may be defined as the universal tensor ∗–category with
objects N0 whose arrows are generated by a single arrow R ∈ (0, 2) satisfying
R∗ ⊗ 11 ◦ 11 ⊗R = ±11 and R∗ ◦ R = d. The following assertions are well known
[14]. The units and generating objects of these categories are irreducible and the
spaces of arrows are finite dimensional. The categories are simple except at roots
of unity, d = 2 cospi/n, when they have a single non-zero proper ideal. They are
tensor C∗–categories when d ≥ 2 and at roots of unity their quotients by the
unique non-zero proper ideal are tensor C∗–categories. The projection e = R◦R
∗
d
defines a Hecke algebra representation η(g1) := (1 + q)e − q where q = µ2 and
−1 < µ < 1 is determined by |µ+ 1µ | = d and µ > 0 for T−d and µ < 0 for Td. It
is also known that T±d is a full braided tensor C∗–subcategory of Rep(SµU(2)),
see [32] with previous results in [4] for embedded categories. It is equivalent to
Rep(SµU(2) after completion under subobjects and direct sums. We may thus
apply Theorem 3.1.
3.3. Corollary The category T±d generated by a single selfadjoint object of
dimension d > 2 regarded as a braided tensor C∗–category can not be embedded
properly as a weak half braided tensor C∗–subcategory with the same objects.
4 Invariant κ and the twist of ribbon categories
In this section we recall the main properties of the invariant κ of a braided tensor
C∗–category with conjugates [25] and we compare it with the twist θ of ribbon
categories [36].
If v is an irreducible object of A and R ∈ (ι, v⊗ v), R ∈ (ι, v ⊗ v) a solution of
the conjugate equations for v then σ(v, v)◦R must be a nonzero scalar multiple of
R whenever σ(v, v) ∈ (v⊗v, v⊗v) is an invertible intertwiner, as the space (ι, v⊗v)
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is one dimensional. This scalar in general depends on the choice of the conjugate
equations. However, the following proposition shows that it is independent if we
choose a standard solution of the conjugate equations, in the sense of [25]. For
irreducible objects v solutions are standard if and only if they are normalized,
‖R‖ = ‖R‖.
4.1. Proposition If σ is a right braided symmetry for A, then for any irreducible
object v the scalar κr(v) defined by
σ(v, v) ◦R = κr(v)R
does not depend on the choice of standard solutions of the conjugate equations for
v.
If σ is a braided symmetry, κr is a class function, i.e. κr(v) = κr(u) if v and u
are unitarily equivalent.
Remark Note that, unlike in the case of tensor categories, we do not need to make
a choice v → Rv to define v → κr(v).
We may extend κr to reducible objects v of A by the equation
σ(v, v) ◦R = 1v ⊗ κr(v) ◦R,
where we again use standard solutions. Note that κr(v) ∈ (v, v). Similarly, for left
braided symmetries we may define κl(v).
For a braided symmetry, κr(v) = κl(v) =: κ(v). In this case κ(v) =
∑
κ(vn)En
where vn are the irreducible components of v and En minimal central projections
in (v, v) with
∑
nEn = 1v. It follows that v → κ(v) is central,
κ(v) ◦ T = T ◦ κ(u), T ∈ (u, v),
see [25].
4.2. Proposition If σ is a right braided symmetry, then for any object v of A
κ
σ−1
l (v) = κ
σ
r (v)
−1, κσ∗l (v) = κ
σ
r (v)
∗
, κσdr (v) = κ
σ
r (v)
−1∗.
Proof We may assume v irreducible. The first relation is obvious and the third
follows from the first two. Now σ(v, v)∗ ◦Rv = κσ∗l (v)Rv, so
κσ∗l (v)‖Rv‖2 = R
∗
v ◦ σ(v, v)∗ ◦Rv = (σ(v, v) ◦Rv)∗ ◦Rv = κr(v)‖Rv‖2,
completing the proof.
The central element κ is in fact an invariant for braided tensor C∗–categories.
More precisely, the invariant κr is preserved under a full tensor
∗–functor of right
braided tensor C∗–categories with conjugates.
We next give an alternative definition of κl(v), in the spirit of the relation
between statistics parameter, dimension and statistics phase in AQFT [15].
4 INVARIANT κ AND THE TWIST OF RIBBON CATEGORIES 10
4.3. Proposition If σ is a left braided symmetry of A, then for any object v and
any standard solution of the conjugate equations,
κl(v)
−1
= R∗v ⊗ 1v ◦ 1v ⊗ σ(v, v) ◦Rv ⊗ 1v,
κl(v) = R
∗
v ⊗ 1v ◦ 1v ⊗ σ(v, v)−1 ◦Rv ⊗ 1v.
The same relations hold for a right braided symmetry with κr(v) in place of κl(v).
Proof
R∗v ⊗ 1v ◦ 1v ⊗ σ(v, v) ◦Rv ⊗ 1v = R∗v ⊗ 1v ◦ σ(v, v)−1⊗ 1v ◦ σ(v⊗ v, v) ◦Rv ⊗ 1v =
(σd(v, v) ◦Rv)∗ ⊗ 1v ◦ 1v ⊗Rv = R∗v ⊗ 1v ◦ κl(v)−1 ⊗Rv = κl(v)−1.
The second relation follows applying the first to σd. For the remaining statements
it suffices to replace σ with σ∗ and σ−1.
The following known result exhibits the behaviour of κ under tensor products,
see [25].
4.4. Proposition If σ is a braided symmetry of A, then for any pair of objects
u, z,
κ(u ⊗ z) = (σ(z, u) ◦ σ(u, z))−1 ◦ κ(u)⊗ κ(z).
The following convention suggested by categories of endomorphisms of an al-
gebra helps to simplify notation. The symbol T denoting an arrow in (w, z) will
also be used for T ⊗ 1u ∈ (w ⊗ u, z ⊗ u). The meaning of T will be clear from
the context. Whereas 1u ⊗ T will be denoted by ρ(T ). The previous proposition
easily yields the following formula.
4.5. Corollary For any object u ∈ A and any integer n,
κ(u⊗n) = Σ−1n−1 ◦ · · · ◦ Σ−11 ◦ κ(u)⊗n,
where
Σk := ρ
k−1(σ) ◦ ρk−2(σ) · · · ◦ σ2 ◦ · · · ◦ ρk−2(σ) ◦ ρk−1(σ)
and σ = σ(u, u).
Remark As κ(u) is a scalar, when u is irreducible, κ(v) is an eigenvalue of Σ−1n−1 ◦
· · · ◦ Σ−11 κ(u)n, if v is an irreducible summand of u⊗n.
We next compare the invariant κ of a braided tensor C∗–category with the
twist θ of a ribbon category. Recall that in a C–linear tensor category (always
assumed abelian and semisimple, although not necessarily strict) a right dual u∗
for any object u of the category, is defined by two arrows e ∈ (v∗ ⊗ v, ι) and
d ∈ (ι, v⊗ v∗) such that, up to canonical associativity isomorphisms, omitted here
for simplicity,
1v ⊗ e ◦ d⊗ 1v = 1v,
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e⊗ 1v∗ ◦ 1v∗ ⊗ d = 1v∗ .
As for conjugates, a right dual is unique up to a unique invertible T ∈ (v∗1 , v∗2)
such that e1 = e2 ◦T ⊗ 1v, d2 = 1v ⊗T ◦ d1. A left dual ∗v of v is similarly defined
by arrows e′ ∈ (v ⊗∗ v, ι), d′ ∈ (ι, ∗v ⊗ v). In a tensor ∗–category with conjugates,
a conjugate v of v is always a right and left dual, v = v∗ = ∗v.
A right rigid tensor category is a tensor category with a specified choice of
right dual (v∗, ev, dv) for every object v. A ribbon category is a right rigid braided
tensor category with a choice of isomorphisms θv ∈ (v, v), called twists, natural in
v and satisfying
θv⊗w = σ(w, v) ◦ σ(v, w) ◦ θv ⊗ θw,
θv∗ = (θv)
c,
θι = 1ι.
In a ribbon category we also have an associated left duality (∗v = v∗, e′v, d
′
v)
defined as in equation (3.5) of Ch. XIV in [20]. The associated contravariant
functor coincides with that induced by right duality. As is well known, we may
then define a scalar valued trace trv as in Def. XIV.4.1 in [20], analogous to a left
inverse in a tensor C∗–category [25]. The twist can be computed from the braided
symmetry and trace, (θv)
−1 = trv⊗1v(σ−1(v, v)). From this, it is easy to show that
if N is a ribbon category and M a tensor C∗–category with conjugates embedded
in N as a full tensor subcategory then for any irreducible object v of M, the trace
arising from the ribbon structure may be chosen positive and θv = κr(v)
−1, cf.
Ch. XIV in [20].
5 An obstruction to extending braided tensor C∗–
categories
Throughout this section, A and M are tensor C∗–categories with conjugates and
irreducible tensor units and ρ : A→M is a tensor ∗–functor.
We start by assuming that A and M have braidings, σ and ε, in the sense
of (2.1) and that ρ is a braided tensor functor. We shall refer M as a braided
extension of A.
Our main assumption is that A admits an embedding into the category of
Hilbert spaces, and we fix a tensor ∗–functor τ : A→ Hilb. (We shall not assume
that τ is braided as this would imply that σ is a permutation symmetry.) Hence,
by Woronowicz duality, τ determines a compact quantum group Gτ with a braided
representation category.
Consider the ergodic C∗–action (C, α) of Gτ associated with the pair (ρ, τ), see
[32]. For each object u of A, Hu is the Hilbert bimodule constructed in [33], in
fact just depending on ρu of M.
We identify Hu with τu⊗C as right Hilbert bimodules. The canonical unitaries
Su make the left module structures explicit, see Prop. 8.6 in [33],
< ψ ⊗ I, cv(φ) · ψ′ ⊗ I >= (ρ(R∗u) ◦ 1ρu ⊗ T ⊗ 1ρu)⊗ (juψ ⊗ φ⊗ ψ′),
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for every irreducible spectral representation v of the ergodic action of Gτ on C and
every linear intertwiner cv : τv → C between v and α i.e. of the form cv(φ) = T ⊗φ,
T ∈ (ρv, ι).
The next lemma shows that if A and M have a braiding in the weak sense of
relation (2.1) and if ρ is a braided functor, the left bimodule structure is completely
determined by the representation theory of Gτ and the ergodic action.
5.1. Lemma If σ and ε satisfy (2.1) for tensor C∗–categories A and M and if
ρ : A → M is a braided tensor ∗–functor then the left module structure on Hu
under the canonical identification with τu ⊗ C is given by
< ψ ⊗ I, cv(φ) · ψ′ ⊗ I >= cv(τ(R∗u ⊗ 1v ◦ 1u ⊗ σ(v, u))juψ ⊗ φ⊗ ψ′).
Proof Writing, as above, cv(φ) = T ⊗ φ, with φ ∈ τv and T ∈ (ρv, ι),
< ψ ⊗ I, cv(φ) · ψ′ ⊗ I >= (ρ(R∗u) ◦ 1ρu ⊗ T ⊗ 1ρu)⊗ (juψ ⊗ φ⊗ ψ′) =
(ρ(R∗u) ◦ 1ρu ⊗ (1ρu ⊗ T ◦ ε(ρv, ρu)))⊗ (juψ ⊗ φ⊗ ψ′) =
(ρ(R∗u) ◦ 1ρu ⊗ 1ρu ⊗ T ◦ 1ρu ⊗ ρσ(v, u)) ⊗ (juψ ⊗ φ⊗ ψ′) =
(T ◦ ρ(R∗u)⊗ 1ρv ◦ 1ρu ⊗ ρσ(v, u)) ⊗ (juψ ⊗ φ⊗ ψ′) =
T ◦ ρ(R∗u ⊗ 1v ◦ 1u ⊗ σ(v, u))⊗ (juψ ⊗ φ⊗ ψ′) =
T ⊗ (τ(R∗u ⊗ 1v ◦ 1u ⊗ σ(v, u))juψ ⊗ φ⊗ ψ′)) =
cv(τ(R∗u ⊗ 1v ◦ 1u ⊗ σ(v, u))juψ ⊗ φ⊗ ψ′).
From Lemma 5.1, we derive a first property that spectral representations for
ergodic actions arising from braided functors ρ : A→M have to satisfy.
5.2. Corollary Let σ and ε be weak left braided symmetries of A and M respec-
tively and ρ : A → M a braided tensor ∗–functor. For every irreducible object v
of A such that (ι, ρv) 6= {0} and for every object u ∈ A, and every solution Ru of
the conjugate equations for u,
R∗u ⊗ 1v ◦ 1u ⊗ σ(v, u) = R∗u ⊗ 1v ◦ 1u ⊗ σd(v, u). (5.1)
Proof It suffices to apply Lemma 5.1 to σ and σd, recalling that entries of spectral
multiplets of an ergodic action corresponding to irreducible representations are
linearly independent and that τ is faithful on arrows being defined on a tensor
C∗–category with conjugates.
Remark When σ and ε are weak right braided symmetries, (5.1) is replaced by
R∗u ⊗ 1v ◦ 1u ⊗ σ−1(v, u) = R∗u ⊗ 1v ◦ 1u ⊗ σ∗(v, u).
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Note that (5.1) is automatically satisfied if σ is unitary. However, if it is non-
unitary, the corollary provides an obstruction to constructing non-trivial braided
extensions (M, ρ) of A.
We start with a given braided extension (M, ρ) and draw conclusions about
the eigenvalues κl(v) corresponding to irreducible objects v of A with (ι, ρv) non-
trivial.
5.3. Corollary Let σ be a left (right) braided symmetry of A, ε a weak left (right)
braided symmetry of M and ρ a braided tensor ∗–functor. For any irreducible
object v of A such that (ι, ρv) 6= {0}, κl(v) (κr(v)) is a phase.
Proof Replacing σ and ε by σ−1 and ε−1 if necessary, we may assume, by Prop.
4.2, that σ and ε are left braided symmetries. We claim that for any irreducible
v with (ι, ρv) 6= 0 and any solution Rv of the conjugate equations for v, σ∗(v, v) ◦
Rv = σ−1(v, v) ◦Rv. This would show that, choosing standard solutions, κσ∗r (v) =
κ
σ−1
r (v) and the first two relations in Prop. 4.2 imply |κl(v)| = 1. Now applying the
previous proposition to ε and σ, being left and hence weak left braided symmetries,
it follows from (5.1) with v and v in place of u and v respectively, that
R∗v ⊗ 1v = R∗v ⊗ 1v ◦ 1v ⊗ σd(v, v)σ(v, v)−1.
Composing on the right by 1v ⊗Rv gives
1v = R
∗
v ⊗ 1v ◦ 1v ⊗ (σd(v, v) ◦ σ(v, v)−1 ◦Rv).
On the other hand σd(v, v) ◦ σ(v, v)−1 ◦Rv must be a scalar multiple of Rv as v is
irreducible. Our equation then shows that the scalar equals 1, so σ(v, v)∗ ◦ Rv =
σ(v, v)−1 ◦Rv.
5.4. Theorem Let (A, σ) be a tensor C∗–category with conjugates and a left
(right) braided symmetry. Assume that A admits a tensor ∗–embedding τ into
the category of Hilbert spaces. If κ(v) is not a phase whenever v is an irreducible
of A not equivalent to ι, then every braided tensor ∗–functor ρ : (A, σ) → (M, ε)
into a weak left (right) braided tensor C∗–category (M, ε) is full.
Proof The arrow space (ι, ρv) ofM can be identified with the spectral space of vˆ for
the action of Gτ on C. We may obviously replace M by the category whose objects
are those of A and where the space of arrows from u to v is now (ρu, ρv) defining
ρ and the algebraic structure in the obvious way. By the main result of [33],
Theorem 7.7, there is then a full and faithful ∗–functor λ from M to the category
of bimodule Gτ–representations, taking u to the Gτ–bimodule τu⊗ C and ρ(T ) to
τ(T )⊗ I. By the previous corollary, (ι, ρv) = {0} for every irreducible v 6= ι, hence
C = C. Now regarding λ as taking values in the category of Gτ–representations,
λρ = τ and is full, thus ρ is full.
6 Proof of Theorem 3.1
By Theorem 5.4 it suffices to show that κ(v) is not a phase whenever v is an
irreducible unitary representation of Gµ not equivalent to ι.
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We want to compute the invariant κ for the braided C∗–tensor category (RepSµU(d), σω)
and begin with its value on the fundamental representation u, writing σ for σω for
brevity.
Recall that u may be realized as the subobject of u⊗d−1 defined by η(Ed−1).
We have the relations giS = −qS, with q = µ2 for i = 1, . . . , d−1 (see e.g. Lemma
5.6 in [31]), hence σiS = −ωµS.
By Theorem 5.5 in [31], a standard solution of the conjugate equations for
the fundamental representation u is given by R = λS, R = (−1)d−1R, with λ a
suitable positive scalar. Hence
σ(u, u) ◦R = (−1)d−1λσ(u, u) ◦ 1u ⊗ Ed−1 ◦ S =
(−1)d−1λEd−1 ⊗ 1u ◦ σ(u, u⊗d−1) ◦ S = (−1)d−1(−ωµ)d−1λEd−1 ⊗ 1u ◦ S =
(ωµ)d−1R,
so that
κ(u) = (ωµ)d−1.
Remark A similar computation shows that κ(u) = (ωµ)d−1 as well.
Note that these are not phases, unless µ = ±1. As we shall see more precisely
later, these eigenvalues can be well understood in terms of the representation
theory of the quantum group.
From the above computation of κ(u), and the remark following Corollary 4.5,
we arrive at the following result expressed in terms of the original representation
η of the Hecke algebra Hn(µ
2)
6.1. Proposition
κ(u⊗n) = (
ω
µ
)−n(n−1)(ωµ)n(d−1)ηµ(G−1n−1 . . . G
−1
1 ),
where Gk = gkgk−1 . . . g2 . . . gk−1gk.
We shall use this formula to reduce the problem to the case µ > 0 and a
specified root.
6.2. Theorem Suppose that, for some µ > 0 and a specified dth–root of ω of µ,
κ(v) is never a phase when v is an irreducible object of Rep(SµU(d)) not equivalent
to ι then the same property holds if µ and ω are replaced independently by −µ
and any other root ω′.
Proof If v is an irreducible summand of some tensor power u⊗n, κ(v) appears as the
eigenvalue of κ(u⊗n) corresponding to the central support of v in (u⊗n, u⊗n) =
ηµ(Hn(q)). On the other hand the representations ηµ and η−µ have the same
kernel In in each Hn(q) (cf. [23] and also [31]), hence this explicit dependence on
the Hecke algebra Hn(µ
2) shows that the relevant central support does not change
if one replaces µ by −µ. This central support agrees with that of an irreducible
summand v′ in u′⊗n where u′ is the fundamental representation of S−µU(d). The
spectrum of ηµ(G
−1
n . . . G
−1
1 ) is just the spectrum of the image of G
−1
n . . . G
−1
1 in
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Hn(q)/In under the quotient map, and hence does not change if µ is replaced by
−µ. It follows that κ(v) for µ and σω can differ from κ(v′) for µ or −µ and σω′
only by a phase.
Remark The kernel of ηµ is known and may be described in terms of Young di-
agrams. Hence the spectral analysis of the element G−1n−1 . . . G
−1
1 of the Hecke
algebra Hn(q) determines the invariant κ on all irreducibles contained in u
⊗n,
cf. [41]. However, we shall not pursue this approach, but rather look for a more
general argument giving results for deformations of classical compact Lie groups
of Lie types other than A.
To this end, we use the dual picture of Drinfeld and Jimbo. See Sect. 3 for
notation.
Let ρ ∈ h∗ be the element defined by (αi, 2ρ) = (αi, αi). Let λ be a dominant
integral weight and vλ the irreducible representation of Uµ(g) with highest weight
λ. The twist θvλ is known to act on the space of vλ as scalar multiplication by
µ−(λ,λ+2ρ) see Lemma 7.3.2 in [24].
Taking the comparison between the algebraic and analytic approach to the
twist into account, see Prop. 5.1, we are reduced to showing that (λ, λ + 2ρ) is
strictly positive for λ 6= 0. Now by [16] Sect. 13.3, if (λj) are the fundamental
dominant weights (the basis dual to (
2αj
(αj ,αj)
)), ρ =
∑r
1 λj . Writing λ in the form
λ =
∑
imiλi, with mi non-negative integers, (λ, λ+2ρ) =
∑
i,jmi(mj+2)(λi, λj).
The explicit relationship between simple roots and fundamental weights, λi =∑
r dirαr, with (dir) = (A
t)−1, shows that
(λi, λj) =
∑
r,s
dirdjs(αr, αs) =
∑
r.s
dirdjsdrars = djdij > 0,
(cf. table 1, p.69, [16]), completing the proof of Theorem 3.1.
In particular, in the type Ad−1 case that table in Humphrey’s book gives,
(λi, λi + 2ρ) =
2
d
(d− i)(1 + · · ·+ i− 1) + 3
d
i(d− i) + 2
d
i(1 + · · ·+ d− i− 1) =
1
d
(d− i)(i− 1)i+ 3
d
i(d− i) + 1
d
i(d− i− 1)(d− i) =
1
d
i(d− i)(d+ 1),
for the fundamental weights. For i = 1 and i = d− 1, this reduces to our previous
computation of κ(u) and κ(u).
Remark The computation of κ(u) and κ(u) at the beginning of the section de-
pended on relations (3.1)–(3.3). The above proof gives an independent derivation.
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7 On the characterization of Rep(SµU(d))
An intrinsic characterization of the quantum deformation of the spatial linear
group was first given in [23], and based on the analysis of the fusion rules. An
independent approach was proposed in [31] for SµU(d), where the starting point
was the braided symmetry. The aim of this section is to make the relation between
the two approaches explicit, when not at roots of unity.
To any semisimple rigid tensor category C with Grothendieck semiring isomor-
phic to that of sl(d) (briefly, an sl(d)–category), Kazhdan and Wenzl associate
an invariant τC, the twist of the category. They start with a suitable idempotent
a ∈ (X2, X2), X the fundamental object of C, and find a nonzero complex number
q such that qa − (I − a) satisfies the Hecke algebra relations for the parameter
q. This defines representations ηKW : Hn(q) → (Xn, Xn). If ν ∈ (ι,Xd) and
p ∈ (Xd, ι) are chosen so that p ◦ ν = 1 then the twist is defined by
τC := p⊗ 1 ◦ ηKW (gd . . . g1) ◦ 1⊗ ν.
It is asserted in Prop. 5.1, [23] that τC is a d
th-root of unity. Clearly, Rep(SµU(d))
is an sl(d)–category. However, comparing with (3.3) leads to τ = µd−1. The origin
of the inconsistency is the claim on page 135 of [23] that ν ⊗ ν is an eigenvector
of ηKW (X
d, Xd) with eigenvalue 1, whilst, for SµU(d), iterating relations (3.3) d
times gives, η(ud, ud)ν ⊗ ν = µd(d−1)ν ⊗ ν.
This value is related to Drinfeld’s theory of universal R–matrices. In fact, it
is well known that universal R–matrices give rise to ribbon tensor categories. As
a consequence, in the type A case, the generator of the Hecke algebra needs to
be multiplied by a suitable scalar to ensure the naturality of the braiding. This
scalar is well known, see Lemma 3.2.1 in [41], see also [5], [43]. (We would warn
the reader that this scalar is often computed incorrectly in the literature.)
The well known characterization of the quasiequivalence class of a non-faithful
Hecke algebra representation in a rigid tensor category C [23, 42, 31] leads to
τC = wµ
d−1 where µ is a complex square root of q and w is a dth root of unity.
This expression easily leads to a presentation of sl(d)–categories analogous to
[31]. To make the comparison more immediate, we shall assume that C has a ∗–
involution making it into a tensor ∗–category. Analogous relations may be derived
in the general case. We omit the proof.
7.2. Proposition If C is a tensor ∗–category of sl(d) type, q is derived from C as
in [23], ν ∈ (ι,Xd) satisfies ν∗ ◦ ν = 1, then ν ◦ ν∗ = η(Ed) and
ν∗ ⊗ 1X ◦ 1X ⊗ ν = w (−µ)
d−1
[d]q
, (7.2)
η(g1 . . . gd)ν ⊗ 1X = wµd−11X ⊗ ν, (7.3)
where µ2 = q, τC = wµ
d−1, [d]q = 1 + q + · · ·+ qd−1, and η = ηKW .
Remark If C is a tensor C∗–category, there are Hilbert space representations for
H∞(q). Hence q is either a root of unity or q > 0 by Wenzl’s result [40].
REFERENCES 17
We characterize Rep(SµU(d)) among sl(d)–categories in the spirit of [23].
7.3. Corollary Let C be a tensor C∗–category of sl(d)–type with associated
parameter q. Then,
a) if τC > 0 then C is tensor
∗–equivalent to Rep(S√qU(d)),
b) if τC < 0 and d is even then C is tensor
∗–equivalent to Rep(S−√qU(d)).
Remark Note that for µ > 0, and d even, Rep(S−µU(d)) is a twist of Rep(SµU(d))
by w = −1.
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