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CHAPTER 1
Introduction
I n  modern life people are confronted on a daily basis with the results of phe­
nomena that occur at the sub-nanometre (1 nm=10-9 m) and picosecond scale 
(1 ps=10-12 s), usually without ever knowing this is the case. The effects can be 
seen in products as varied as the margarine used on our bread, mobile phones or 
computers and the drugs that cure many diseases. For example in the production 
of margarine a catalyst is used to hydrogenate fatty acids to obtain the spreadable 
buttery substance. The operation of these catalysts takes place at the atomic length 
and time scales. The performance of processing units of computers and mobile 
devices keeps increasing due to the shrinking of the transistor and circuit dimen­
sions. The newest generation of EUV lithography processes are already able to 
create patterns with critical dimensions of 27 nm. As a result the processing speed 
is increased and the number of transistors per unit area (Moore’s law). The same 
holds for memory chips used in for example flash drives, memory cards for came­
ras and mobile phones and solid state drives. At the same time more data can be 
stored on hard disks, because the fundamental properties of magnetic materials at 
the nanometre and picosecond scales are better understood. Fundamental know­
ledge about amongst others protein molecule composition and behaviour during 
folding and unfolding helps in developing new drugs.
The above examples are just a tip of the iceberg of the many material proper­
ties and processes that are dominated by phenomena at the sub-nanometre level 
and time scales ranging from picoseconds down to attoseconds (1 as=10-18 s). 
Research into these mechanisms expands of course scientific knowledge, but also
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helps to improve products and production processes and sometimes even leads to 
completely new products. Development of techniques that enable measurements 
at these length and time scales, preferably both at the same time, are therefore re­
quired. This mixed scientific and industrial interest is also clear from conferences 
like the bi-annual International Conference on Ultrafast Phenomena, which had al­
ready its 17th edition in 2010. The subjects at these conferences are very diverse 
and range from ultrafast optics to TeraHertz radiation, from chemistry to biology 
and from solid state physics to X-ray and electron studies. Here we will restrict 
ourselves to phenomena at solid state surfaces.
Many experimental techniques have been developed to measure on such small 
dimensions. Depending on what one wants to measure one can choose from mea­
surement principles based amongst others on electrical and optical techniques, ca­
pacitance and force sensitive measurements, magnetic measurements and measu­
rements using particle beams or X-rays. A well known example in surface science 
is scanning tunnelling microscopy (STM). For all of these techniques however the 
temporal resolution is limited.
Especially for science purposes techniques have been developed to measure at 
ever smaller time scales, for example to study dynamics of and on surfaces like 
vortices in superconductors, surface acoustic waves, phonons, plasmons, magnetic 
domains and the interaction of light and matter. Many of these techniques are 
optical techniques with temporal resolutions well below 200 fs (1 fs= 10-12 s). 
The spatial resolution of these techniques however is usually limited.
The ultimate measurement tool can measure very fast at small length scales 
and several techniques have been developed over the years, most of which are 
based on a scanning technique. One of these techniques is photoconductively gated 
scanning tunnelling microscopy (PG-STM), which is the subject of this thesis. A 
key factor in the development of this technique has been the improvement in opto­
electronic materials and in particular of low temperature grown GaAs (LT-GaAs). 
This material allows one to create photoconductive switches (pc-switches) with 
picosecond switching times, a high on/off--ratio and a high break-down voltage. 
Another key factor is the commercial availability of femtosecond laser systems 
used to activate these photoconductive switches.
This thesis focusses on the characterization and understanding of a particular 
photoconductively gated STM. Picosecond transients on a coplanar stripline (CPS) 
have been used as test signals for this PG-STM. First an overview of various ul­
trafast STM techniques is given in chapter 2. In chapter 3 the theoretical basis is 
presented for the experimental work. Equations describing pulse propagation on a 
CPS, pulse generation by a pc-switch integrated in a CPS and pc-sampling are de­
rived. A lumped circuit model is presented for the PG-STM, equations describing
2
Introduction
this model are derived and used to predict the behaviour of the PG-STM. The expe­
rimental setup and equipment used for the various experiments and the preparation 
of the samples and the STM-tips are described in chapter 4. Chapter 5 focusses 
on the pc-sampling technique which serves as a reference for the PG-STM mea­
surements. The behaviour of the pc-switches is studied, and relevant parameters 
like the conductance and the carrier lifetime are determined. The performance of 
the PG-STM is studied in chapter 6 and compared with simulation results. The 
PG-STM is then used in chapter 7 to monitor pulse propagation on a CPS, inclu­
ding the effects of a damaged CPS and the use of two different pulse generation 
geometries.
3
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CHAPTER 2
Ultrafast Scanning Tunnelling Microscopy
A s  science has moved into the realm of nanoscience, there is an increasing de­
mand for experimental techniques that enable us to study dynamic properties at the 
sub-micrometre and picosecond scale. The interest for these small and fast phe­
nomena is not only present in fundamental research areas, but also in technology 
oriented environments [1-10]. In solid state physics and more in particular in sur­
face physics, several attempts have been made to add high temporal resolution to 
the very high spatial resolution in Scanning Tunnelling Microscopy (STM).
In this chapter several ways of simultaneously achieving high spatial and tem­
poral resolution with an STM are presented. The next section starts however with 
the introduction of the general principle of ultrafast probing and presents some 
related techniques.
2.1 Introduction to ultrafast probing techniques.
The first question in developing an ultrafast measurement technique is: how can 
you measure with a picosecond (10-12 s) resolution when the available electronics 
are not that fast? The answer lies in a well known technique from optics called 
the pump-probe technique. Not every effect can be measured this way however, 
because the phenomenon studied has to be excited in a repetitive way, resulting in 
exactly the same effect each time. Furthermore there has to be a coupling with ad­
justable time delay between the moment of measuring (probing) and the excitation 
(or pumping) of the effect being studied.
5
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Consider for example the change in reflectivity of a sample after excitation 
by a laser pulse. The sample takes some time to relax back to its normal state 
and it is this relaxation that is studied. Or more related to the work described in 
this thesis, the change in reflectivity of low temperature grown GaAs (LT-GaAs) 
when excited by a terahertz (THz) radiation pulse, which is itself generated using a 
photoconductive switch [3]. The basic idea of a so called pump-probe experiment 
used to do a time resolved reflectivity measurement is shown in figure 2.1.
Figure 2.1: Schematic representation of an all optical pump-probe experiment 
discussed in the text.
A first, very intense laser pulse called the pump changes the reflectivity, while 
a second, much weaker laser pulse called the probe measures the corresponding 
change in reflectivity. The time of arrival of the probe pulse with respect to the 
pump pulse is called the delay time. The slow detector measures the average 
change in reflectivity for a fixed delay time. By measuring the average change 
in reflectivity as a function of delay time, one gets the so called correlation signal. 
Now, if one knows the shape of the probe pulse, the change in reflectivity as a 
function of time can be calculated from this correlation signal. The time resolution 
in such kind of pump-probe experiment is determined by the controlled time delay 
between the two pulses and the actual optical pulse width. The delay time can sim­
ply be controlled by making use of the speed of light: by moving a mirror in one 
of the two beams in a direction parallel to the propagation direction of the beam, 
the optical path length can be controlled and thus the arrival time of that pulse. Ty­
pically femtosecond (10-15 s) resolution can be obtained in this kind of all-optical 
experiments. The same pump-probe principle is applied in all ultrafast techniques 
described here, except that the pump and probe are not always laser pulses.
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As mentioned in the introduction of this chapter, part of the development of 
ultrafast local probes is driven by technological interest. It is therefore not strange 
that the common test sample is a very simple electrical circuit: a transmission 
line. There are many forms of transmission lines, but one usually uses coplanar 
waveguides (CPW), coplanar striplines (CPS) or micro-striplines (see for example
[11]). Their popularity lies in the fact that well-controlled electrical pulses can be 
launched onto them, they provide easy access for most experimental techniques, 
the influence of the probe can be studied relatively easy and the response of other 
devices can be studied by placing them on the stripline [12]. Even the dynamic 
properties of small magnetic systems can be studied, as the propagating electrical 
pulses are accompanied by magnetic field pulses [7-9, 13, 14].
To create fast electrical pulses, photoconductive or Auston switches [15-17] 
are often used tools. An ideal photoconductive switch (pc-switch) is a piece of ma­
terial with two electrical contacts which will only conduct electrical current when 
illuminated. Low doped semiconductors are very suitable for this purpose as they 
can be integrated into electronic circuits relatively easy. In reality pc-switches al­
ways have a finite background or dark-conductance and need a finite time to switch 
off. The switching speed is determined by the RC-time of the switch and the car­
rier lifetime of the photoexcited carriers, while the background conductance is an 
intrinsic property of the material used. These days, low-temperature grown GaAs 
(LT-GaAs) is probably the best choice, with carrier lifetimes of less than 0.4 ps 
reported and semi-insulating properties (p ~  107Qcm) without illumination [18­
20]. Another advantage is that the carrier lifetime can be tailored, using different 
anneal procedures after the growing the material [19]. The response time of a pho­
toconductive switch can also be improved by using a double pumping technique 
as demonstrated already in 1975 by Auston [21]. This technique uses two optical 
pulses at different optical wavelengths to open and close the switch respectively.
Auston not only used the pc-switches to generate electrical pulses, but also 
to sample them, which is called photoconductive sampling [15]. Integrating the 
pc-switches with the test-device makes that the measurements are done at fixed 
positions. This principle will later on in this thesis be used to characterize the 
samples. With the advance of commercially available picosecond and femtosecond 
laser systems and materials like the aforementioned LT-GaAs, time resolution in 
photoconductive sampling has progressed into the sub-picosecond regime. The 
application of photoconductive sampling has greatly improved over the years and 
has led to freely positionable probes with high sensitivity and resolution. Whitaker 
and coworkers for example have made probes with a sensitivity of 2.5 ß V/Hz1/2,
7 ß m spatial resolution and 2.5 ps temporal resolution [22-25].
Another measurement technique for fast electrical signals developed already in
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the 1980’s is time-resolved photoemission. Time resolutions into the femtosecond 
regime have been achieved with this technique, with lateral resolutions limited to 
about 2 ß m by the spot-size of the laser beam [26, 27].
A very successful optical technique is electro-optic sampling, which measures 
the electric field using the electro-optic or Pockels effect in an appropriate material 
with sufficiently large electro-optic constants like LiTaO3 [28]. A schematic re­
presentation of an electro-optic experiment is shown in figure 2.2. The non-linear
(a) Side View (b) Front View
Figure 2.2: The principle of electro-optic sampling. A non-linear crystal acts as 
a probe for electric fields and is placed on the sample. A beam of polarized light 
goes through the crystal and due to the non-linear interaction the polarization and 
intensity of the light change. This change is a direct measure of the electric field. 
In this geometry total internal reflection prevents the light from illuminating the 
sample.
crystal is placed on the sample at the position where one wants to know the electric 
fields and a polarized laser beam is focussed onto that spot through the crystal. For 
a proper geometry total internal reflection at the crystal-air interface will occur, 
thus preventing the light from illuminating the sample. The non-linear interaction 
of light and electric fields inside the crystal will then change the polarization of the 
light. This change in polarization is a measure for the electric field at the sample. 
Applying a pump-probe technique, this technique can be used to do time resolved 
measurements on the electric fields at the sample. Here too, the advance in pul­
sed laser systems and design of the sampling probe has led to experiments where 
electrical pulses as short as 250 fs FWHM (full width at half maximum) have been 
observed [29]. Like most optical techniques the lateral resolution is limited to the 
spot size of the laser beam. Another serious limitation is the influence of the probe 
crystal on the sample. Studying transmission lines for example, the probe acts as
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a superstrate, thereby increasing the dispersion in the transmission line [29]. The 
principles and use of the aforementioned techniques are discussed in for example 
reference [5].
2.2 Ultrafast STM
All the techniques mentioned so far have a spatial resolution limited by the spot 
size of the laser used (~ ß m). Scanning Probe Microscopy (SPM) offers in prin­
ciple a high spatial resolution, but has a limited time resolution. Hamers and Cahill
[30] were the first to actually achieve nanosecond resolution using scanning probe 
microscopy. They studied the relaxation of photoexcited carriers at the Si(111)- 
(7 x 7) surface by measuring the surface voltage with Scanning Capacitance Mi­
croscopy. Hou, Ho and Bloom [31] used the mixing due to the square-law force 
interaction present between microscope tip and sample in Scanning Force Micro­
scopy and achieved a resolution of 100 ps. In this section several methods based 
on Scanning Tunnelling Microscopy will be treated that combine high spatial and 
temporal resolution [10, 32, 33]
There are basically two ways to measure ultrafast signals with an STM, both 
relying on boxcar integration. The first method performs the modulation of the 
signal as close to the tip as possible, or even on the tip. By keeping the distance 
between tunnel junction and modulation point as short as possible, the influence of 
dispersion on the fast transients is minimized. One implementation is the so-called 
Photoconductively Gated STM (PG-STM), which is the subject of this thesis. Its 
principle is described in section 2.2.5.
The second method modulates the signal in the tunnel junction itself, using the 
non-linear properties of the tunnel junction. One implementation called Distance 
Modulation STM (DM-STM), modulates the tip-sample distance, as described in 
the next section. The non-linear I/V characteristic of the tunnel junction can also 
be used for mixing voltages at the tunnel junction. This approach, called Junction 
Mixing STM (JM-STM) is described in section 2.2.2.
The shaken pulse-pair-excited STM (SSPX-STM) [34, 35] is an STM tech­
nique suitable for observing fast dynamics with high spatial resolution, which com­
bines the above approaches depending on the exact phenomena studied.
2.2.1 Distance Modulation STM
Distance modulation STM (DM-STM) uses the fact that the tunnel current depends 
non-linearly on the tip-sample separation d. Measuring only small variations in V , 
the voltage over the tunnel junction, one can approximate the tunnel current I  to
9
Ultrafast Scanning Tunnelling Microscopy
depend linearly on the voltage for simplicity and such that I  «  (V/d ) exp(—2kd). 
Here k is the reciprocal decay length of the wave function. In DM-STM the tip 
to sample distance is modulated periodically and an adjustable delay time is intro­
duced between the excitation of the effect being studied and the movement of the 
tip towards the sample. The average current, or correlation current is measured as 
a function of this delay time. The background current is measured when there is 
no overlap between the effect on the sample and the movement of the tip and is a 
superposition of the increased current due to either effect separately. When there 
is overlap the current will increase more than due to both effects separately due to 
the non-linear relation between I  and d . This excess current holds the information 
about the effect being studied. Because the tunnelling resistance depends exponen­
tially on the tip-sample distance, with a typical length scale of atomic dimensions, 
the tip will have to move only on the order of 0.1 nm to get an observable signal.
The tip-sample distance can be modulated in several ways. One restriction 
however is that the modulation must be faster than the fastest feature one would 
like to study. Due to the slow response of the piezoelectric actuators used to scan 
the tip in STM, one cannot use these actuators to produce the modulation at the 
desired high frequencies.
A faster way to modulate the tip-sample distance is by using the photo-thermal 
effect, where the sample surface expands underneath the tip when illuminated with 
a short laser pulse [36]. For a clean, tunnel-distance modulation experiment this 
approach is not recommended however, because of the presence of strong, high 
frequency electro-magnetic fields in the tunnel junction, of which the influence 
on tunnelling is not yet fully understood. Apart from the very interesting physics 
due to light in a tunnel junction, it also gives rise to thermal expansion of the 
tip [37, 38]. A final problem with this approach is that by changing the sample 
properties with the laser, there is no clear pump and probe left to do a time resolved 
experiment. In fact there is only one beam left which is basically a pump beam, as 
it generates these interesting phenomena at the tunnel junction.
While distance modulation can be used to measure for example voltage tran­
sients, the principle of such an experiment can also be reversed: apply a voltage 
transient on the tip and measure the surface expansion. An example is the work 
done by Rohrbeck, Chilla, Fröhlich and coworkers [39, 40], who added sinusoidal 
high frequency signals to the tip voltage and used this to measure surface acoustic 
waves.
Using the tip itself as a fast actuator, Freeman and Nunes were able to achieve 
nanosecond resolution in DM-STM [32, 41, 42]. This was achieved by using an 
etched magnetostrictive tip and applying a short magnetic pulse to the tip. The part 
of the tip exposed to the magnetic field will expand or contract under influence of
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the magnetic field. This change will then propagate as an acoustic pulse through 
the tip, eventually reaching the apex and changing the tunnel distance. This expe­
rimental arrangement is show in figure 2.3.
Figure 2.3: Schematic representation of a DM-STM setup, adapted from [42]. 
The magnetic field coil is placed as close as possible to the sample, around the tip. 
Pulser 1 delivers current pulses to the magnetic field coil, while pulser 2 delivers 
voltage pulses to the sample. The sample is in this case a gold stripline terminated 
resistively to eliminate electronic reflections.
A magnetostrictive tip is threaded through a ~  400 ß m diameter, single-turn 
coil of fine copper wire suspended just above the sample. The sample is a gold 
transmission line, terminated with a matching resistor to prevent electrical reflec­
tions. A small ferrite core electromagnet, not show in figure 2.3, is used to apply 
a 30 Oe static magnetic field bias along the axis of the tip. Pulser 1 produces 
the current pulses through the coil to generate magnetic fields of typically 20 Oe 
and 80 ns duration, with an extend of about 500 ß m along the tip. At a set de­
lay, pulser 2 launches voltage pulses onto the transmission line with an amplitude 
of 160 mV and 10 ns duration. A phase-sensitive detection scheme analogous to 
optical chopping was used to discriminate the time resolved signal from the sub­
stantially larger dc tunnel current. The time resolved signal is then measured for 
subsequent amounts of delay between the magnetic and voltage pulses.
So far the measured features and the duration of the magnetic pulses are on the 
order of 10-100 ns. Improvement of the temporal resolution into the picosecond 
regime requires that the acoustic pulse in the tip becomes shorter. This requires 
the tip length affected by the magnetic pulse to be smaller and higher currents to 
increase the magnetic field. Since the original papers by [32,42] no improvements
11
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have been reported however.
An advantage of DM-STM using the magnetostrictive tip is that it is applicable 
to all samples and types of fast effects on these samples as long as normal STM 
measurements are possible. The spatial resolution has not yet been investigated, 
but given the nature of the time-resolved signal it is assumed to be just as good as 
in static STM measurements. Of the implementations mentioned in this section, 
the one with the magnetostrictive tip seems therefore the most feasible one for a 
more general ultrafast STM.
2.2.2 Junction Mixing STM
Injunction mixing STM (JM-STM) the non-linear relation between the tunnel cur­
rent and the voltage over the tunnel junction is exploited to achieve temporal re­
solution. The approximation of a linear I /V  relation used in the previous section 
is no longer valid in JM-STM experiments. The principle of this approach can be 
explained using a non-linear I/V-curve as drawn schematically in figure 2.4.
Voltage (arb. units)
Figure 2.4: An arbitrarily chosen non-linear I/V characteristic showing the prin­
ciple of voltage mixing. The currents due to voltages V1, V2 are I(V1), I(V2) res­
pectively. The current due to the mixing voltage V1 +  V2, I (V1 +  V2) differs from 
I(V1) +  I(V2) for a non-linear system. The excess current, I(V1 +  V2) — [I(V1) +  
I(V2)] , is the mixing signal and can be positive or negative depending on the se­
cond derivative of the I/V-curve. The figure is adapted from [32]
In a time resolved experiment the voltages are not constant, but are voltage
12
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pulses V1(t) and V2(t), where one of these two is a known pulse (the probe ) and 
the other one is the signal being studied. The excess current is then measured as a 
function of the delay time t  created between the two signals V1 (t — t ) and V2(t). 
To discriminate the excess current from the total current, standard phase sensitive 
techniques are applied. Modulating both signals at high frequencies and measuring 
at the difference frequency with a lock-in amplifier is a common implementation.
Applying this to a real situation one can study voltage transients either by ad­
ding the probe voltage pulse to the tip voltage, or by generating a second voltage 
pulse on the sample. Nunes and Freeman choose for the last option to do a proof of 
principle experiment for JM-STM [32]. Freeman and coworkers later refined these 
experiments [43-46], and also addressed the issue of spatial resolution in JM-STM
[47].
In their experiments Freeman and coworkers used transmission lines as samples 
and photoconductive switches (pc-switches, see also section 2.1) to generate the 
short voltage pulses. In the first experiments the pc-switches were still connected 
to the transmission line with wires, but in later experiments the transmission line 
(in a micro-strip geometry) and the pc-switches were integrated on one substrate. 
A schematic representation of such a sample is shown in figure 2.5. Prior to a
Figure 2.5: A schematic representation of a transmission line sample for JM-STM 
with pc-switches integrated in the sample. An electrical ground plane beneath the 
substrate completes the transmission line. The titanium dots were only used in 
the experiments by Steeves et al.[47] to determine the spatial resolution. Figure 
adapted from [47].
time resolved experiment the exact I/V curve has to be measured over the voltage 
range relevant to the experiments. The relation between the applied voltage and
13
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the tunnel current is well fitted by the formula
I «  ß ( v  +  yV3). (2.1)
The values for y depend on the tip material and shape and on the sample mate­
rial and local properties and can vary over the sample depending on exact surface 
conditions. These variations are partly due to the fact that the experiments are 
done under ambient conditions, where the sample surface is easily contaminated. 
But also the sample preparation techniques are responsible for variations in y over 
the sample surface.
Phase sensitive techniques are really necessary in these experiments, due to the 
small signal. The non-linear effect in figure 2.5 has been greatly exaggerated to 
show the principle. More realistic parameters are ß =  5.1 nS and y  =  0.75 V-2 , 
leading to experimental results like a background current of 0.5 nA and a peak 
current of 4 pA on top of that, when the two pulses arrive exactly at the same time 
at the tunnel junction. That is a signal of only 1 percent of the background and is 
of the same order of magnitude as the noise in the tunnel current.
Experimental results were obtained by Freeman and coworkers [45, 46] for 
tunnelling on the transmission line between the two pc-switches, but also when the 
tip is placed on positions where the two pulses arrive from the same side. First of 
all they were able to observe the voltage pulses with JM-STM and compared these 
with a proper circuit analysis of the JM-STM. The observed width of the pulses 
clearly depended on the samples and for the best samples pulses with a measured 
width of 4.5 ps (9 ps correlation width) have been observed. The time resolution in 
these experiments is only limited by the geometry of the generating pc-switches, 
the carrier life-time of the material making up the pc-switch and the laser pulse 
width.
Secondly, from equation (2.1) it can be seen that the mixing signal should be 
proportional to the linear tunnel conductance ß for fixed bias voltage and voltage- 
pulse amplitude, which has also been confirmed experimentally. There is still 
the possibility that the signal is generated by non-linear interactions between for 
example the two switches. By measuring at different positions along the trans­
mission line and comparing shape and relative shift in delay time of the observed 
signals, it was also proven that the measured signal is not generated by other non­
linear interactions, like for example between the two pc-switches.
The spatial resolution has been addressed in two papers [47, 48]. Steeves et 
al. [47] used 20 nm thick, 3 ß m titanium squares on a gold transmission line as 
shown schematically in figure 2.5. Using commercially available Pt/Ir STM tips 
y for tunnelling electrons into titanium was observed to be typically an order of 
magnitude larger than y  for tunnelling electrons into gold. This difference in y
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provides a difference in amplitude of the time resolved signal and with that the 
spatial resolution in the JM-STM experiments. It was concluded that the spatial 
resolution of this technique is at least 20 nm. Khusnatdinov et al. [48] took up this 
same idea, making titanium strips on a gold transmission line and demonstrated 
simultaneous measurements of the ultrafast signal, at a fixed delay time, and a 
topography image. Analyzing the data it was shown that 1 nm spatial resolution 
can be obtained with the JM-STM.
What these experiments show is that JM-STM is able to resolve nanometre 
sized features that have non-linear I/V tunnel characteristics differing sufficiently 
from the surrounding area. They also show that the JM-signal originates in the 
tunnel junction and is a property of the tunnelling process. That is why ultima­
tely atomic resolution should be possible with this technique. At the same time 
one has to take into account the capacitive loading of the tip, which reduces the 
effective voltage across the tunnel junction. From calculations it follows that the 
correlation pulse width does depend on the capacitance of the tunnel junction, thus 
limiting the temporal resolution. For a pulse width below 1 ps, it follows that the 
capacitance between tip and sample will have to be reduced below 33 fF [46]. In 
the experiments discussed here however, the limiting factor is still the width of the 
probe-pulse. Going into the femtosecond regime a more complete electro-magnetic 
model for the JM-STM should be developed to include the effect of the spatial ex­
tend of the transients. This will also shed more light on the maximum achievable 
spatial resolution, because it will take the capacitive loading of the tip into account.
What the experiments have not shown so far is with what spatial resolution 
two ultrafast signals can be observed separately. The observed spatial resolution 
is showing the change of a static property of the surface, observed using a time 
resolved experiment and a voltage pulse that extends over many micrometre. To 
prove the combined spatial and temporal resolution one will have to study some­
thing different from voltage pulses on a transmission line, as these are extended in 
space over too large a distance. For a 1 ps pulse for example, and a velocity of one 
third of the speed of light, one still has to deal with a signal extended over 100 ß m 
along the propagation direction. The width of transmission lines cannot be made 
too small either, as dispersion and losses will increase rapidly.
The challenge now is to find an experiment that will demonstrate the real re­
solution for time-resolved signals in JM-STM and to develop a more complete 
electro-magnetic model for JM-STM in the femtosecond regime.
2.2.3 JM-STM for magnetic systems
A very interesting approach using an STM for studying magnetic systems has re­
cently been published [49, 50]. It has been demonstrated that spin-polarized STM
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can be used to study electron spin relaxation times of individual atoms adsorbed on 
a surface. Relaxation times as short as 50 nanoseconds were observed using this 
technique. The time resolution is obtained in a way similar to JM-STM, except 
that a spin polarized STM is used instead of a normal STM. In spin-polarized STM 
the tunnel current depends on the alignment of the spin on the sample with that of 
the tip. The spin on the tip is fixed, while the spin on the sample is excited via 
a voltage pulse applied via the STM tip. A second, much weaker, voltage pulse 
is then applied as a probe signal. The average current is measured as a function 
of the delay time between these two pulses and this correlation current then re­
veals the dynamical behaviour of the sample spin. The results published in [49] 
are actually the first atomic resolution results with such a high temporal resolution 
obtained using a scanning probe technique. The technique has great potential to 
measure at shorter time scales when applied to other samples and when combined 
with pc-switches to generate the voltage pulses.
2.2.4 Shaken pulse-pair-excited STM
The shaken pulse-pair-excited STM (SPPX STM) is a technique used at the Uni­
versity of Tsukuba and presented in for example reference [34, 35]. In SPPX STM 
optical pump and probe beams are used like in an all optical time resolved mea­
surement. The detector is however not an optical detector, but an STM measuring 
the tunnel current at the excitation/probing location. The average tunnel current 
is then measured as a function of the delay time between the excitation and probe 
pulse pairs, hence the name pulse-pair excited STM. To increase sensitivity a mo­
dulation is applied on the delay time and a lock-in amplifier is used to measure this 
time resolved signal. This small modulation is referred to as shaking, because it 
can be done with a mirror being shaken in a harmonic way. The signal measured 
with the lock-in amplifier is the derivative of the real delay-time dependent signal. 
Numerical integration is used to get the real time signal. The shaking method is 
preferred over the intensity modulation method, because it prevents periodic hea­
ting and therefore expansion of the STM tip. For the method to yield useful results 
the tunnel current must depend non-linearly on the light intensity, just like the JM- 
STM depends on the non-linearity of the tunnel voltage dependence.
2.2.5 Photoconductively Gated STM
Photoconductively Gated STM (PG-STM) is a combination of photoconductive 
sampling and STM. There have been several implementations of PG-STM, each 
with its own characteristics, but the experimental procedure remains the same. The 
basic idea of PG-STM is best explained by a schematic drawing, as in figure 2.6. A
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Au conductor
----- (semi)-insulating substrate
Figure 2.6: A tip for PG-STM: a photoconductive switch used to switches the 
STM on and off is integrated in the STM-tip. Adapted from [51]
photoconductive switch is integrated in the tip of an STM and allows for sampling 
of the signal underneath the tip. Even in the off position the switch is still conduc­
ting a little bit to allow for a quiescent current necessary for the feedback system 
to keep the tip at a fixed distance from the sample. Photoconductive switches are 
ideal for this purpose, because they can be integrated with the tip relatively easy, 
have very high resistance in the off state, a low resistance in the on state, and the 
on time is very short.
The experiment is performed in a pump-probe like way, like the DM-STM and 
JM-STM experiments. The signal to be studied is generated at the sample surface 
using a laser pulse and after a specified delay the switch on the tip is activated by 
another laser pulse. This is repeated many times (typically 82 million times) per 
second and the average current through the STM tip is measured. To keep the tip at 
a fixed distance from the sample a bias voltage is applied between tip and sample 
and the dc current is kept constant using STM feedback electronics. To separate 
this current from the correlation current, phase sensitive techniques are applied. 
A common phase sensitive technique is the chopping of the optical beams while 
measuring at the difference frequency with a lock-in amplifier.
The first to apply this technique were Weiss and coworkers [52] and Takeu- 
chi and Kasahara [51]. Takeuchi and Kasahara used a tip that looked very much 
like the one shown in figure 2.6. To facilitate easy electrical connections to the 
switch tapered conductors were used and the photoconductive switch is fabricated 
by sputter-evaporating Au/Mo onto a semi-insulating InP substrate. Weiss and co­
workers used a tip based on the same idea, but made in a slightly different way 
as shown in figure 2.7. A sapphire substrate is used with a Si photoconductive 
switch and a tip wire (first brass, later Pt/Rh) is glued to the side of the substrate 
with conducting epoxy. The conducting epoxy is used to make electrical contact 
between the tip and the metal strips on the substrate. The transparent substrate al-
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Laser beam
G
V
(a) Bottom view (b) Side view
Figure 2.7: A sketch of the tip geometry as used by Weiss and coworkers [52, 
53]. A photoconductive switch is made on a transparent sapphire substrate, with 
connection leads to both sides of the substrate. A tip wire is glued to the side.
lows for illumination of the switch by a focussed laser beam through the substrate. 
For certain STM geometries this is a clear advantage. The design of these tips was 
later improved, to give better spatial and temporal resolution [53, 54]. Pulses with 
a width as short as 4.5 ps in the correlation signal have been observed in these 
experiments. The spatial resolution has not been tested however.
In this thesis we use the tip design of Groeneveld and coworkers [55, 56], 
where the tip is made of LT-GaAs (low temperature grown GaAs) with a Au struc­
ture on top. A schematic representation of such a tip is given in figure 2.8. The
Figure 2.8: Schematic representation of the front (left) and side (right) view of 
tip design used in this thesis. The laser beam illuminating the pc-switch is coming 
from the right in the right figure. The tip with the gold conductors (dark) on the 
LT-GaAs/GaAs substrate (white) is positioned above the sample. The tip is tilted 
to ensure tunnelling from the gold structure to the sample.
sample sample
(a) Front view (b) Side view
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LT-GaAs is a 1 ß m thick epilayer used as photoconductive switch material on top 
of a semi-insulating GaAs substrate. The Au structure defines the place of the pho- 
toconductive switch, provides the connection to the wire leading to the amplifier 
and is used as a tip. The tip is tilted 16 to 30 degrees to ensure that tunnelling 
occurs from the Au at the edge of the tip and not from the (LT)-GaAs substrate. An 
advantage of this design is that there is no transition from the tip to the conductor 
containing the pc-switch, as there is in other designs with for example Pt/Ir tips 
glued to the substrate. These connections are an extra discontinuity in the signal 
line leading to reflections inside the tip.
Keil and coworkers also used GaAs with an LT-GaAs epilayer as a tip sub­
strate, but made a coplanar stripline of gold on it and attached a conventional Pt/Ir 
tip at the end of the stripline [57-59], as shown schematically in figure 2.9. This
To STM electronics 
and Lock-In amplifier
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tunnel current are measured on separate lines. Keil and coworkers studied coplanar 
waveguides (CPW), consisting of three lines, and made time resolved scans across 
such a CPW [60]. The time resolved STM was also used to measure laser induced 
photocurrents and photovoltages in a semiconductor.
Another interesting approach is the one followed by Donati and coworkers [61, 
62], who use the LT-GaAs directly as tip. A 200 x 200 ß m2 and 100 ß m thick 
piece of GaAs with a 1 ß m epilayer of LT-GaAs is bonded to the end of a tungsten 
wire using a gold back contact and conducting epoxy. It has been demonstrated 
that 1.7 ps temporal resolution is possible with such a tip and that simultaneous 
spatial and temporal resolution of respectively 20 nm and 2 ps is also possible. The 
absence of a conducting wire on the tip makes the capacitive coupling between the 
sample and the tip less than in the other PG-STM configurations.
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CHAPTER 3
Theoretical models for coplanar striplines, 
photoconductive switches and a photoconductively 
gated STM
I n  this chapter theoretical models are discussed for picosecond electrical pulses 
propagating on a coplanar stripline (CPS), for photoconductive switches and for 
a photoconductively gated scanning tunnelling microscope (PG-STM). From li­
terature a set of analytical expressions is presented that describes the CPS cha­
racteristics in the sub-terahertz regime, including the various loss mechanisms for 
transients propagating on such a CPS. These expressions are then used in numerical 
simulations to find the optimal dimensions for a CPS to be used in the experiments. 
Section 3.2 describes the behaviour of a photoconductive switch in a CPS, closely 
following the pioneering work of Auston [1]. This allows one to calculate the 
pulses generated by such a switch and to calculate the sampled signal in a photo- 
conductive sampling experiment, as will be demonstrated in section 3.3. The deve­
loped mathematical framework can be used for other geometries and even for the 
PG-STM. Together with the acquired knowledge about the CPS one can calculate 
the electrical transients that will be probed by the PG-STM. Finally a theoretical 
model for the PG-STM will be discussed in section 3.4, which allows for predic­
tions about the sensitivity and spatial and temporal resolution of a PG-STM. The 
model is a lumped circuit model as proposed by Groeneveld and van Kempen [2], 
but here it is analyzed in terms of a transfer function.
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3.1 Transmission line properties
Transmission lines are used to allow high frequency electrical signals to travel from 
A to B with a minimum attenuation and dispersion. Both the attenuation and the 
dispersion depend strongly on the frequency of the signal, the geometry of the 
transmission line and the materials used. These relations have been collected from 
various literature sources [3-13] and will be presented in this section for the case 
of a coplanar stripline and frequencies in the 1 GHz to 2 THz range. For a range of 
realistic design parameters numerical values for the dispersion and the attenuation 
will be calculated using these relations. Next the propagation of Gaussian pulses 
on several coplanar striplines is evaluated. These results can then be used to get to 
an optimal design of the striplines for the expected electrical pulses. Apart from the 
propagation properties, the characteristic impedance of the lines is also determined, 
as this value is required for a proper modelling of the photoconductive switches in 
the next section.
3.1.1 Analytical model for a Coplanar Stripline
A coplanar stripline consists basically of two parallel conductors on a substrate. A 
cross section of a CPS is shown in figure 3.1, where the relevant dimensions have 
been indicated. The assumption has already been made that the two conductors 
have a rectangular cross section, equal width (w) and a thickness much smaller than 
the conductor separation (t ^  s). Not mentioned in the figure is the superstrate, 
which is assumed to be air throughout this thesis.
t
h
Figure 3.1: Cross section of a coplanar stripline. The conductors have equal width 
w, a thickness t and are separated a distance s. The substrate has a thickness h and 
permittivity £,-.
In general a transmission line can be described by a distributed circuit mo­
del, with a series impedance (Z) and a shunt admittance (Y) per unit length of the 
transmission line [3] as shown in figure 3.2. The impedance and admittance are 
quantities that depend on the frequency, the geometry of the transmission line and 
material properties of both the conductors and the substrate. A short voltage signal
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V(t,z=0) 
o ------
CZF
Z
Y
I
V(t,z=dz) 
------ O
dz
Figure 3.2: Equivalent circuit model for a short section of a coplanar stripline, 
with the series impedance (Z) and shunt admittance (Y) per unit length.
V (t, 0) is launched at the input of the line (z =  0) and one is interested in the signal
V (t, z) at an arbitrary position z along the line. To avoid reflections of signals at 
the end of the line, one either has to make the line infinitely long or terminate it 
with an impedance equal to the so-called characteristic impedance (Z0) of the line. 
The frequency dependent characteristic impedance can be calculated if one knows 
Z  and Y via
zo(/) =  y f  (3.1)
and is also the load a source experiences when connected to a properly terminated 
line. To determine V (t, z) one needs the complex propagation factor y( f  ), which 
can be expressed in terms of Z  and Y as
Y(f) =  V Z Y  (3.2)
or, with equation (3.1) as
Y(f) =  ^ . (3.3)
Z0
Now V (t, z) is calculated by Fourier transforming V (t, 0) with respect to time, ’pro­
pagating’ the signal by multiplication with exp[-y(f)z] and transforming this pro­
pagated signal back to the time domain:
V (t, z) =  F  1 F  {V (t, 0)}- e -Y(f )z (3.4)
The different contributions to Z ( f ) and Y ( f ) will be discussed next, based on the 
references [5-7, 10-13]. After that y(f)  will be discussed in more detail and an 
approximate formula for the characteristic impedance is derived.
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For coplanar striplines, Z, with inductive and resistive contributions and Y , with 
capacitive and conductive parts, are given by
Z ( f  ) =  j  2 f 0 1 ( |  +  gZs(f) (3.5a)
Y (f)  =  j  2nf£0£eff K k )  +  2nf£0£r K j )  tan 8 (f),  (3.5b)
where £0 and ß0 are the permittivity and permeability of the vacuum, and £r and £eff 
are the relative permittivity of the substrate and the effective permittivity respecti­
vely (see below). Furthermore, j  represents the imaginary number j  =  \ f —1. The 
frequency dependent loss tangent of the substrate material tan 8 ( f  ) and the com­
plex conductor surface impedance Zs( f ) are described later. The geometry and the 
dimensions of the CPS are reflected in the geometrical factors g, K(k) and K'(k). 
The factors K (k) and K(k)  are the complete elliptic integral of the first kind and 
its complementary counterpart respectively. Their argument k is defined by 
s
k = — ^ , (3.6)s +  2w
and depends on the strip width and separation (w, s, see figure 3.1). The exact 
definition of these integrals is given in equation (A.1) in Appendix A, together 
with an accurate numerical approximation for the ratio K(k)/K'(k).  The geometric 
factor g, correcting the surface impedance for the used geometry can also be found 
in Appendix A as equation (A.4).
Coplanar striplines are inherently dispersive as they cannot support pure trans­
verse electric-magnetic (TEM) waves. This is accounted for by the use of an effec­
tive permittivity £eff in equation (3.5). It should be understood that all permittivities 
used are relative values except for £0, which is the permittivity of the vacuum. A 
closed form expression for £eff was derived by Hasnain et al. [9] by fitting a formula 
to full-wave analysis results:
V f )  =  v q  +  ^ - / ^  b, (3.7)
1+ a ( f )
The quasi-static value of the permittivity is the average of the permittivity of the 
substrate (£-) and the surrounding medium (air, with £ =  1)
£q =  £r+ 1 . (3.8)
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The geometrical parameters a, b are given by b «  1.8 and
s
ln(a) «  uln(—) +  v, (3.9a)
w
u «  0.54 -  0.64q +  0.015q2, (3.9b)
v «  0.43 -  0.86q +  0.540q2, (3.9c)
q =  l n ( h )  . (3.9d)
The cut-off frequency f TE for the first TE surface wave mode for the substrate is 
given by
c
fTE =  ----- r , (3.10)
4hy £r -  1
with h the substrate thickness and c the speed of light in vacuum. The accuracy of 
the above set of equations is claimed [9] to be 5 percent for the following range of 
parameters
0.1 < w/h < 5 0.1 < s/w  < 5
1.5 < £r < 50 0 < f/fTE < 10
The electromagnetic signals propagating on the transmission line exist only in a 
thin layer at the outside of the conductors. This layer is characterized by a thickness 
called the skin depth 8s, where the fields have been reduced to 1/ e of their strength 
at the surface. This layer contributes to both the inductance and the resistance 
of the transmission line via the complex surface impedance Zs( f  ). The surface 
impedance is frequency dependent through the skin depth and is given by [3, 4, 7, 
11, 13]:
Zs(f  ) =  (1 +  j8) coth
Ometal 8s (1 +  j  ) 8" 8s
(3.11a)
1 (3.11b)
\ /n. f  M Ometal
where ometal is the specific conductivity of the conductors and M is the permeability 
of the metal line, which is usually M0, the permeability of the vacuum. Typical 
values for a gold transmission line are 92 nm at 1 THz and 290 nm at 100 GHz. 
This expression has to be used with some care, because it was originally not derived 
for a CPS, but for a similar configuration. It was also assumed that the conductor 
thickness is at least the same as the skin depth, but preferably several times the skin
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depth [3, chapter 4]. The latter is not the case in the experiments where the CPS 
conductors are only 250 nm thick. With no other closed form formulas available 
in literature and these expressions having been used successfully in the previously 
mentioned references, these expressions will be used here as well.
The last term in equation (3.5) is the loss tangent tan 8 , which contains the 
contribution of the substrate losses. These losses depend on the permittivity and 
conductivity of the substrate and are frequency dependent . For non-conducting 
semiconductors, like the un-doped LT-GaAs substrates used for the experimental 
structures, these losses can be neglected for frequencies up to ~2 THz [7, 12].
Except for the formulas for the surface impedance, all the equations so far have 
been derived for infinitely thin conductors. When the strip thickness (t) becomes 
non-negligible compared to the width of the strips corrections can be applied (limi­
ted however to t/w  < 0.1) [5, 11] to the strip width and separation. The effective 
strip width is reduced by an amount A, while the strip separation is increased by an 
equal amount
wn =  w -  A 
sn =  s +  A 
1.251
A 
kn
n
sn
1 +  ln
/  4nw
V t
sn +  2wn
(3.12a)
(3.12b)
(3.12c)
(3.12d)
In all expressions used so far, except the ones for Zs and g, these corrected values 
should be used instead of the original s, w and k . For thicker lines more electric 
field lines will be outside the substrate, resulting in a reduction of the effective 
permittivity (see for example [5, section 7.3.3] or [4, section 7.3.1]):
£eff ( f  ) =  £eff( f  ) -
1.4(£eff(f ) -  1)t/s  
[K ' (k) /K  (k)] +  1 .4 / s ,
(3.13)
for £r < 9, t /w  < 0.1. Note that the values of s, w and k in this equation are the 
uncorrected values. In [11] this correction is applied to £q instead of £eff, although 
the same source [4] is used. Other authors only mention the corrections to s, w, 
also finding good fits to their results. Due to the small effect for t /w  ^  0.1 this 
correction can often be neglected.
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To be able to determine the attenuation and dispersion of a pulse propagating on 
a CPS, the propagation factor y( f  ) as introduced in the beginning of this section, 
has to be written out in its real and imaginary part
Y(f) =  a  (f) +  j  ß  (f),  (3.14)
where a , the real part of y  is the attenuation and ß , the imaginary part, is the phase 
factor. The attenuation is affected by dielectric and conductor losses, while the 
phase factor is mainly influenced by the line geometry (modal dispersion) and the 
conductor:
a  (f) =  ad (f) +  acond (f) +  arad (f) (3.15)
ß (f) =  ßmodal ( f ) +  ßcond (f).  (3.16)
Here the radiative losses arad ( f  ), which will be dealt with later, have already been 
introduced for completeness.
The dielectric losses ad( f  ) are proportional to the loss tangent tan 8 [7 ,13] and 
are considered negligible for our structures, as discussed before. The attenuation 
due to conductor losses [11] is can be written as
acond ( f  ) Re
Zs(f  )
l _ Z 0 ( f  ) J
g, (3.17)
with g the geometrical factor (eq. (A.4)) and Z0 the characteristic impedance as 
defined in terms of Z  and Y in formula (3.1). Neglecting small terms, Z0 is given 
by [5 ,6, 11]
Z ( f ) =  12°n  K (kn) (318)
T f )  K'(kn ) . ( . )
An extra loss term arad is introduced due to radiative losses. A propagating 
signal on a CPS travels with a velocity which is larger than the electromagnetic 
propagation velocity in the substrate. This leads to a loss of energy in the form of 
an electromagnetic shock wave emitted into the substrate and generally becomes 
important at frequencies above 200 GHz [8]. Formulas describing the loss due to 
this radiation were originally done in a quasi-static approximation, using £r of the 
substrate. Frankel et al. [6] discussed the radiative losses of a CPS extensively 
and adapted the formula for a rad for use in the THz regime and also corrected a 
prefactor error. Their approach includes non-quasi-static effects through the use of 
£eff(f ) and gives
3 - v 8 \  f  ^  £eff(f) V  £r3/2 (s +  2w)2
arad( f  ) =  n 5 ( ^ K f  I 1 - f ^ )  K '(k)K (k)c f Ì , (3.19)
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where c is the speed of light in vacuum. Equation (3.19) is estimated to be va­
lid for geometries constrained by 0.1 < s/w < 10, h > 3w and for wavelengths 
X > s +  2w. Although not explicitly mentioned in literature, it is understood that 
for £eff, s, w and k in equation (3.19) one should use the strip-thickness corrected 
values £ef , sn, wn and kn given by equations (3.13) and (3.12) respectively. In 
section 3.1.2 real values will be calculated for different geometries and the contri­
butions of conductor and radiative losses will be compared.
The phase factor ß (f  ) is the same as the wavenumber for a plane wave. As 
shown in equation (3.16) it consists of two parts. The first part (ßmodal) is due to 
the effective permittivity and depends therefore on the geometry of the CPS, the 
permittivity of the substrate and superstrate (air, with £ =  1.0) and the frequency:
ßmodal (f) =  2 n f  ^ £ f  ( f  ), (3.20)
where again c is the speed of light in vacuum. The conductors also contribute to 
the phase factor through the imaginary part of the surface impedance:
ßcond ( f ) =  Im Zs(f  ) 
Z0(f )
g (3.21)
Putting everything together, the frequency dependent phase velocity depends on 
ß ( f ) as
( f) =  =  2n f
VphaSe(f ) ß (f) ßmodal ( f ) +  ßcond ( f)  . ^  )
This frequency dependence leads to a deformation of the pulses travelling on a 
CPS. How severe this dispersion is will be shown in the next section.
3.1.2 Numerical values for CPS losses and dispersion
In this section the attenuation and phase velocity are presented in graphs as func­
tions of frequency for different CPS dimensions. Material parameters are fixed 
due to the choice of the photoconductive switches that have to be integrated in the 
transmission lines later. The considered structures all have striplines with a fixed 
thickness and equal width and spacing (w =  s).
First of all the substrate will be un-doped LT-GaAs with £r =  13.1 and a thi­
ckness h =  750 ß m. The striplines are made of gold, 0.25 ß m thick and have a 
resistivity p =  33 nQm (a  =  30 MSm-1) at room temperature [11]. Using strips
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Frequency(Hz)
Figure 3.3: Calculated attenuation due to conductor loss for various geometries.
with s = w results in k = 1/3 and therefore K(k)/K'(k) =  0.638245 for all struc­
tures here. Due to the strip thickness corrections however, k and K(k)/K'(k) de­
pend also on the absolute values of w and t. For the values used here t /w  < 0.25 
and even < 0.1 for most cases, thereby resulting in negligible corrections. With 
the above numbers, the cut-off frequency for higher modes f TE, as given by equa­
tion (3.10), is 29 GHz and independent of the strip dimensions.
To start with, the attenuation due to the conductors is calculated and plotted 
in figure 3.3. As expected, the attenuation is smallest for wide striplines and in­
creases for frequencies sufficiently larger than f TE when additional modes start to 
contribute. The radiation losses are plotted in figure 3.4 and show the opposite 
behaviour: the wider the lines and their separation, the higher the radiation losses, 
because the wavelength of the transients is closer to the CPS dimensions. Increa­
sing the frequency has the same effect, but for both only up to the point where the 
wavelength matches the CPS width s +  2w.
To decide which CPS has the smallest attenuation factor one has to look at the 
total attenuation constant a (f )  as show in figure 3.5. For signals with frequencies 
in the range 10 GHz-100 GHz this means that structures with a width of 5 to 
20 Im  are ideal, where the largest dimensions have the lowest attenuation. For the 
100 GHz to 1 THz range 5 Im  wide lines would be best, although 101m lines can 
also be used. For the latter configuration, extra signal deformation is introduced 
due to the strong frequency dependence of the attenuation.
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10 10 
Frequency(Hz)
Figure 3.4: Calculated attenuation due to radiation loss for various geometries.
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Figure 3.5: Calculated total attenuation for various geometries.
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Figure 3.6: Calculated phase velocity for various geometries.
The main source of signal deformation is the dispersion, or frequency depen­
dence of the phase velocity. In figure 3.6 the phase velocity has been plotted as 
a function of frequency and it can be seen that minimal changes in phase velocity 
occur for structures with a width of 10 ß m. Large CPS structures lead to large 
amounts of dispersion at high frequencies. The wider the structure, the lower the 
frequency at which dispersion starts. From these figures it is clear that an opti­
mal structure for pulses of approximately 1-10 ps should have a strip width and 
separation of 5-20 ß m, given the other parameters.
For the calculations involving the pc-switches in later sections, it is necessary to 
know the characteristic impedance of the CPS. Since experimentally only the CPS 
design with w = s = 10 ß m has been used, it is only this characteristic impedance 
that is shown in figure 3.7. It can be seen that the change in Z0 is negligible over 
the frequency range of interest. It will therefore be taken as Z0 =  95.57 Q.
As an example, the shape of a Gaussian pulse is calculated after it has pro­
pagated 2 mm on a CPS. The original pulse has a full width at half maximum 
(FWHM) Tp = 2.0 ps. The results are shown in figure 3.8 for CPS structures with 
line widths ranging from 1 to 100 micrometre. From the CPS parameters it had 
already been concluded that lines with w =  s =  10 ß m are the best choice for si­
gnals with frequencies in the 10 GHz-2 THz range. Here this is shown again as the 
pulse broadens only to a FWHM of 2.19 ps for such a line after 2 mm of propaga­
tion, while the pulse height decreases to 66 % of the original value. Smaller lines
1 Mm
-- s = 2 Mm
........
M
A — ▲    
□ □  s = 50 Mm
—i i— i i i T----1— I I I I —I----1— I I I
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Frequency(Hz)
Figure 3.7: Characteristic impedance for a CPS with w =  s =  10 ß m
0.8
10 12 14 16 18 20 22 24 26 28 
Time (ps)
Figure 3.8: Calculated pulse shapes after 2 mm propagation of a Gaussian pulse 
on CPS with various geometries. The Gaussian pulse has an initial FWHM=2.0 ps, 
an amplitude of 1 arbitrary unit and the time axis has zero at the centre of the initial 
pulse.
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attenuate the signal much more and the dispersion is slightly larger. For a line with 
s =  5 ß m for example, the pulse width increases to 2.20 ps, but the signal strength 
is only 51 % of its original value, while for 2 ß m lines these numbers are already 
2.31 ps and 30 %. For larger lines the dispersion is significant and these pulses 
really change shape while propagating. On a 20 ß m line the pulse has already a 
FWHM=2.36 ps after 2 mm propagation and for a 50 ß m line the Gaussian pulse 
becomes asymmetric and a trailing negative signal appears.
In conclusion it can be said that the equations presented in this sections allow 
one to calculate accurately the shape and amplitude of (sub-)THz electrical pulses 
on coplanar striplines. A CPS with 10 ß m wide conductors, separated 10 ß m 
results in minimal distortion and attenuation for these pulses.
3.2 Photoconductive switches
Ultrashort electrical pulses can be generated by photoconductive switches (pc- 
switches). These switches are often integrated in transmission lines and referred to 
as Auston switches [1, 14-19]. A short description of such switches will be given 
in this section, followed by a derivation of the equations describing the behaviour 
of such a switch. Finally two often used geometries are discussed.
3.2.1 Model for a pc-switch in a transmission line
A pc-switch consists of a semiconducting material with metal contacts to connect it 
to other electrical components. To have a good on/off ratio and short pulses, semi­
conducting materials are used that are characterized by a high resistance when not 
illuminated (dark-resistance) and by a short lifetime of the photo generated carriers. 
Typical values for the material used here, low temperature grown GaAs (LT-GaAs), 
are a carrier lifetime of 1 ps and a resistivity of 106 — 107Qcm. For high frequency 
signals the switches are usually integrated in a transmission line, where the lines of 
the transmission line form the electrical leads to the other components. The switch 
in such a situation is for example a gap in the conductor line on a semiconducting 
substrate, introducing the term gap instead of pc-switch.
The precise shape of the signal transmitted by a pc-switch depends on many 
factors. Some quite strong assumptions will be made here, which approximate the 
practical situations encountered in this thesis well. Due to these assumptions the 
modelling of the pc-switch is considerably easier. A first assumption is that the 
dimensions of the switch are much smaller than the wavelength of the generated 
signals. In that case retardation effects can be neglected and the switch can be
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Figure 3.9: A photoconductive switch in a coplanar stripline and its lumped circuit 
equivalent. The stripline is assumed to be infinitely long, to prevent reflections.
modelled in terms of lumped circuit elements. Further assumptions are that the 
gap is illuminated homogeneously, that the contacts from metal to semiconductor 
behave according to Ohm’s law and that the electric field distribution in the gap is 
homogeneous.
Figure 3.9 shows schematically a pc-switch in a coplanar stripline (CPS) with 
characteristic impedance Z0 and its lumped circuit representation. The switch is 
modelled as a time-varying conductance in parallel with a constant capacitance. 
The conductance depends on the photo-carrier concentration, which after optical 
excitation is assumed to decay in an exponential way. For practical reasons it is also 
assumed that the transmission line is either infinitely long, or properly terminated 
such that no reflections influence the behaviour of the gap. The model described 
here was introduced by Auston [1] and is the most widely used model for pc- 
switches in transmission lines. In this section several equations from this article 
will be used and for some of these both derivations and errata are discussed in 
appendix B.
We will first focus on the time varying conductance G(t), which depends on 
the density of the photo-generated carriers. These carriers are assumed to have a 
lifetime Tr and their decay can be described by a single exponential function. The 
amount of generated carriers depends on the optical pulse energy and therefore on 
the temporal profile of the laser light illuminating the switch. A Gaussian pulse 
is assumed, with a 1-time t¡ or a full width at half maximum FWHM= 2t¿\/ln2.
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It is furthermore assumed that the intensity of the light illuminating the switch is 
low enough to keep the number of generated carriers linearly proportional to the 
light intensity. The conductance can now be written as the sum of the background 
or dark conductivity, G0 and a convolution of the laser pulse intensity with the 
exponential decay in carrier concentration:
G(t) =  Go +  g(t )
g(i ) = T T S / - d' ' exp( —( k )2) exp("  V 1 )i\pn
(3.23)
(3.24)
which evaluates to
g(t ) = 2 go VTi 2Tr
exp
2%r
(3.25)
with erf() the error function1 and g0 a constant depending on the absorption coef­
ficient, quantum efficiency, the carrier mobility and the number of photons in one 
optical pulse. This description includes only one laser pulse, while in a real sys­
tem one has a pulse train. For the systems considered here, the time between two 
pulses, T is approximately 10 ns, Tl is around 100 fs and Tr is in the 1 to 100 ps 
range. With these numbers g(t) ^  G0 when the next pulse arrives and one can treat 
each pulse as an individual pulse. However, if a periodic version of the conduction 
is required, one simply has to do a summation of all individual pulses:
(3.26)
with T the repetition time.
Now we will continue with the lumped circuit model as a whole. Straightfor­
ward transmission line theory (see for example Matick [3]) and circuit laws are 
applied to get a mathematical description of the switch in a transmission line. This 
derivation is treated in more detail in Appendix B. The travelling wave nature of the 
signals has been taken into account, which means that the incoming, reflected and 
transmitted signal are used in the calculations. The equations are written such that 
they express the charge q(i) on the gap capacitance (Cg) in terms of the incoming 
voltage signal (v¿(i)) and the lumped circuit elements:
dq(t ) 
dt +
1
2Z0Cg
1 +  2 Z0G(t) q(t) = vi(t ) 
Z0 ■
(3.27)
1The (Gauss) error function is a special function that occurs amongst others in statistics and 
probability. It is defined as erf(t) =  (2t ) ■ /[_^ dx exp (—(x/ t)2). See e.g. [20] for more details.
2
r
n=—«>
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The transmitted and reflected signals can be expressed in terms of q(t) and the 
incoming signal vi(t):
vi(t ) =  vi(t ) — q C  
q(t)
vr (t ) =  2Cg •
(3.28a)
(3.28b)
The differential equation (3.27) can readily be integrated to give the explicit solu­
tion
q(t) =  -1  f  dt' vi (t') exp j f  dt
Z0 J — x
1 +  2Z0G(t '') 
2Z0Cg
(3.29)
Here it is assumed that both G(t) and vi (t) are constant for t ^  ± x , or in other 
words, that there is only a ’single pulse’ in both the illumination of the switch 
and in the incoming voltage signal. Again this is a good approximation for most 
experimental situations due to the difference in time constants of the systems and 
the repetition time of approximately 10 ns of the laser systems typically used. With 
carrier lifetimes of 1 to 10 ps the on-state of the switch will always be much shorter 
than the repetition time. The time constant of the system, Tc , is given by the 
prefactor of q(t) in the differential equation (3.27):
1 _  1 +  2Z0G(t) _  1
Tc 2Z0Cg Tc
(3.30)
The off -state is characterized by Tc, which can be approximated as 2Z0Cg, be­
cause Z0 «  100 Q and G0 is definitely less than 1 ß S. Typical switch designs have 
Cg < 100 fF and therefore tauc < 10 ps. This shows that for practical situations 
encountered here the single pulse approach is more than adequate.
Unfortunately the integral (3.29) is not readily solved nor easy to understand 
for all but the simplest cases. However, an approximate solution can be obtained 
by an expansion of the exponential factor in equation (3.29) as is explained in 
appendix B. Writing G(t) =  G0 +  g(t) as before and introducing
Y-
1
+ G2Z0Cg Cg 
such an approximation results in
1 Pt
q(t) ~ 7^  dt'vi(t') ■ e—Y(t—1')
Z0 J — x
(3.31)
— Z-C  f  dt' { g(t') f  dt'' vi(t'') ■ e—Y(t—t" A  • (3.32)Z0Cg J—x  ^  J —x J
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This approximate result is only valid in the small signal regime, that is in the 
regime where the transmitted signal is small compared to the incident signal. The 
small signal regime is generally characterized by Z0G(t) ^  1 (see e.g. [1]). Exami­
ning the derivation of equation (3.32) in appendix B, one can see that this criterion 
is not sufficient. It is therefore proposed to also apply the following criterion:
* j g ( t ')
Cg
< 1 for all t, (3.33)
stating that the on time of the switch has to be smaller than the average RC-time of 
the switch during this period. In other words, the capacitance of the switch does 
not get the chance to fully charge or discharge while the switch is on. In many 
practical situations one actually wants to have large signals, requiring large values 
for g(t) and small capacitances and the above criteria are not met.
A situation frequently encountered is that where the switch is used to generate a 
pulse and the input voltage is a constant, vi(t) =  Vb. In that case the approximated 
transmitted voltage is
vt(t) =  ( tS ) { ‘ + (334)
Assuming a delta-function like optical pulse and a negligible dark conductance, the 
conductance given by equation (3.23) has the form
G(t ) =  G0 +  g(t ) =
0
g0e -t/Tr
; t < 0 
; t > 0
(3.35)
and the transmitted signal is
gpVb
2Cg
-t/Tr _  e—t/Tc
1 1 ; t > 0, (3.36)
where Tc =  2Z0Cg is the circuit response time. The maximum of the transmitted 
pulse is delayed by an amount
Td = TcTr 
Tr Tc
ln (3.37)
with respect to the arrival of the optical pulse at t =  0. In figure 3.10 the exact 
solution obtained by numerically solving the differential equation (3.27) is plot­
ted for a realistic set of parameters. For a laser with a repetition rate of 82 MHz,
oo
e
c r
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Time (ps)
Figure 3.10: The transmitted voltage of a DC-biased switch in a transmission 
line after excitation by a Gaussian optical pulse. Results of calculations using the 
exact analytical solution of equation (3.27) and of calculations using the approxi­
mate result, equation (3.36), are shown. Simulation parameters are: Tr =  1.0 ps, 
Z0 =  95.56 Q, Cg = 5 fF, G0 = 0.2 nS, go =  8.78 mS, Vb = 1.0 V and the optical 
pulse FWHM= 200 fs for the exact solution. The approximation uses the same 
parameters except g0 =  11.76 mS.
this results in an average current of 1.00 ß A. The approximate solution (3.36) is 
included in the same graph for the same parameters, except for the scaling factor 
g0 =  11.76 mS. Once the scaling factor g0 is chosen such that both solutions have 
the same maximum voltage, there are only very small differences remaining. The 
maxima are shifted by 0.15 ps, with the exact solution having its maximum earlier 
and the exact solution starts before t = 0, because the optical pulse has its maxi­
mum at t =  0. Finally the approximate solution has a slightly faster decay of the 
signal than the exact solution. Except for the difference around t =  0, these dif­
ferences decrease with decreasing conductance of the switch. The exact solution 
is preferred however when the propagation of these pulses is calculated, because 
in the approximation the derivative of the signal has a step at t =  0 which leads 
to non-realistic features after propagation. For a first impression however the ap­
proximation is well suited and has the additional benefit of simpler computer code. 
Numerical results presented in this thesis are always calculated using the exact 
solution unless explicitly stated otherwise.
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3.2.2 More pc-switch geometries
The situation described so far assumed a pc-switch embedded in a transmission 
line, where the switch really is a gap in one of the conductors making up the 
transmission line. One can think of many more configurations however, each with 
its own distinctive features. Two geometries in particular are relevant here: side 
line excitation or sampling and the sliding contact geometry, both sketched in fi­
gure 3.11.
Sample
Excite
Vbias
(b) Sliding contact geometry
Figure 3.11: Schematic representation of the side line geometry (a) and the sliding 
contact geometry (b) with the grey disks indicating the laser spot. At the bottom 
the situation is sketched where a transient is excited on the CPS. The sampling 
geometries are sketched at the top, assuming a transient is propagating along the 
CPS. The current meter represents the measurement circuit used to measure the 
correlation current.
In the side line geometry one either uses the switch to inject a transient onto the 
CPS, or to sample a signal from the CPS. The derivations of the relevant equations 
are analogous to the ones in appendix B for the switch in the transmission line. 
The results are slightly different, but there is an additional difference between the
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excitation and sampling situation. In the sampling case the relevant equations are:
dq(t ) +  1 
dr 3ZoCg
vr(t) =  3
vr (t > = 3
/ A 2 vs(t ) =  3
where q(t) is the charge on the switch, v¿ is the incoming signal on the CPS and vr 
and vt are the reflected and transmitted signals on the CPS. The sampled signal is 
vs and propagates along the sampling line, away from the CPS.
In the side line excitation case the relevant equations are:
2 v¿(t)
3 Zo ’
(3.38a)
q(t )" 
Cg . -
(3.38b)
q(t ) ' 
Cg . ’
(3.38c)
q(t ) ' 
Cg . -
(3.38d)
dq(t ) +  1 
dt 3ZoCg
2 +  3ZoG(t) q(t) =  4 ^ , 
3 Zo
vr(t ) =  3 v¿ (t ) + 2  q ^r g J
vt <t ) = 3 2v,(t ) -  ^
Cg J
(3.39a)
(3.39b)
(3.39c)
where v¿(t) is the signal propagating along the side line towards the CPS, vr(t) is 
the signal on the side line reflected from the switch back onto the side line. On 
the CPS the transmitted signal vt (t ) propagates in both directions away from the 
switch.
In the sliding contact geometry [21, 22], the two lines of the CPS are photocon- 
ductively shorted to generate or sample a signal. It has been shown [22] that in first 
order the sliding contact geometry for a CPS has zero capacitance at the excitation 
site. This result implies that the pulse width is determined by the laser pulse width 
and the carrier lifetime only. Another equally important result is that the excitation 
in this geometry results in only mode on the line and that mode is a TEM mode. 
An additional advantage of this geometry is the ‘sliding’ part, which allows easy 
propagation studies simply by repositioning the laser spot along the transmission 
line.
The resulting lumped circuit model for the sliding contact configuration is 
shown in figure 3.12. It has a transmission line with Z0/2  in both lines left and 
right of the excitation location represented by the conductance G(t) which shorts
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Vo
Figure 3.12: Lumped circuit model for a pc-switch in a biased CPS in the sliding 
contact geometry Grischkowsky et a/. [22].
Time (ps)
Figure 3.13: The calculated transmitted voltage from an in-line (solid) and sliding 
contact photoconductive switch in a transmission line. All parameters are the same 
as for the pc-switch of figure 3.10.
45
Theory of CPS, pc-switches and PG-STM
the transmission line. The capacitances Cinf reflect the fact that the lines are infini­
tely long. A constant electrical potential V0 is applied to bias the CPS. The voltage 
launched onto the transmission line is given by
v(t > = z t + w  ■ (340)
which, for v(t) ^  V0 or equivalently, G(t)Z0 ^  1 can be approximated by
v(t) «  V0Z0G(t) (3.41)
In figure 3.13 the resulting calculated transmitted voltage is compared to that of an 
in-line switch, with the simulation parameters the same as those for the pc-switch 
of figure 3.10. The sliding contact signal indeed reaches its maximum much faster 
than the in-line switch signal, it has a smaller FWHM and its shape is completely 
determined by the carrier lifetime and the optical pulse width.
3.3 Photoconductive sampling
The pc-switches can also be used to sample electrical transients propagating on 
the transmission line using for example the side line geometry from the previous 
section. The amplitude and exact pulse shape of the signal on the sampling line 
depends on the properties of the sampling switch and the timing of the switching 
of the sampling gap with respect to the arrival of the transient. By varying the delay 
between the excitation of the transient and the switching of the sampling gap and 
measuring the average current through the side line as a function of this delay one 
can sample the transient like a box-car integrator.
The differential equations describing these sampling configurations are those 
presented in the previous section, where it was already observed that most geome­
tries are described by similar equations, varying only in some constant pre-factors. 
In this section a generalized form of these equations will be used to describe and 
analyze the sampling behaviour. The results will then be exemplified for the case 
of a side-sampling geometry.
The first step is to write down the appropriate differential equation and the 
matching expression for the sampled voltage transients, which in this case are given 
by equation (3.38a) and (3.38d) respectively. In the previous section it was assumed 
that a single pulse approximation was allowed. Now, with an unknown input signal 
and a variable delay between the excitation of the input signal and the moment of 
sampling it is not guaranteed that the requirements for the single pulse approach 
are still met. It is therefore that for all sampling analysis the full periodic solution 
will be used with both v¿ (t) and G(t) are both periodic with period T. The periodic
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version of G(t) is given by equation (3.26). The prefactor to q(t) in the differential 
equation (3.38a), [2 +  3Z0G(t)] /3Z0Cg has a positive average value when averaged 
over a full period T. This is sufficient2 to guarantee that the differential equation 
has exactly one solution and that this solution is periodic with period T.
The general equation describing a photoconductive switch in a transmission 
line can be written as
^  +  a(t) ■ q(t) =  b(t), (3.42)
where b(t ) includes the input signal and a(t ) the switching behaviour. The periodic 
solution to this equation is
q(t ) = e -A(t )
1 r T r t
dt' b(t') eA(t ') + dt' b(t') eA(t,) 
eA(T ) — W 0 ./0
(3.43a)
where A(t) is given by
A(t) =  ƒ dt' a(t') . (3.43b)
0
This solution is similar to the single pulse solution of equation (3.29), with only 
two differences. The single pulse solution has the lower limits of the integrals at 
minus infinity instead of zero. The second and most important difference is the 
first term between the square brackets in the periodic solution, which contains the 
remainder of all previous periods at the start of a new period. Depending on the 
timing of the signal with respect to the period boundaries and the time constants of 
the system, this term can be negligible. In general however it will have to be taken 
into account.
With photoconductive sampling one measures the time averaged current pas­
sing through the photoconductive switch as a function of the time delay between 
the excitation of the transient and the activation of the sampling switch. This avera­
ged current is the so-called correlation current, 1corr. Expressions for the correlation 
current can be obtained using the current passing through the switch or alternati­
vely, by using the travelling wave expressions derived in the previous section. In 
the latter case the current vs(t)/Z0 corresponding to the sampled voltage transient 
vs(t) is averaged over a full period. Both methods lead to similar expressions that 
can easily be converted from one to the other. Here the first method is preferred
2 Arnol’D [23], §3.5 Inhomogeneous linear equations with periodic coefficients : If the equation 
dy/dx =  f  (x)y +  g(x) with right hand side of period T in x is such that the mean value of f  over a 
period is non-zero, then the equation has a solution of period T and moreover, exactly one solution. 
The solution is stable if the average value (of f )  is negative and unstable if it is positive.
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however, because it can also be used in cases where a travelling wave analysis is 
not available.
Using our model, the current through the switch includes the current through 
both the conductance and the capacitance, resulting in equation (3.44) for the cor­
relation current.
Icorr =  T  f  dt ^  G(t ) +  T  f  Tdt ^  =  T  / Tdt ^  G(t ) (3.44)T J0 Cg T J0 dt T J0 Cg
The charge on the capacitance q(t ) is a periodic function and therefore the average 
current through the capacitance, as expressed by the second term, is zero and does 
not have to be included in the correlation current. The next step is to include the 
solution for q(t) of equation (3.43a) resulting in
-  1 Í Ta c^orr — I dtT Cg 0
e—A(t) fT
G(t > e m z - J ,  dt' b<t'> eA(t,)
1 T
+ T C g l *
G(t) e—A(t) Tdt' b(t') eA(t,) 
0
(3.45)
With some rearrangements and mathematics this expression has to be transformed 
into a correlation as given by equation (3.46).
-icorr =  / Tdtè(t)fs(t ), (3.46)0
To achieve this one has to realize that the first term of equation (3.45) consists of 
two integrals that are independent of each other, implying that either one can be 
taken as part of the integrant or the other. Doing so and interchanging the symbols 
t and t' the first term in equation (3.45) can be written as
1 f  T eA(t)
first term ' ’ ' '
 i T w n
dtb(t) ¡ATyzY i dt'G(t') e (t).TC^ 0  w eA(T ) —1 J0
The second term of equation (3.45) is changed in a similar form through integration 
by parts [24] with respect to the variable t and taking the inner integral as one part 
and G(t) e—A(t) as the other part. The result of these actions is that the second term 
that can be written as
1 T T
second term = dtb(t) eA(t) / dt' G(t') e—A(t )
T Cg 0 0
1 P T r t
— —  dtb(t) eA(t) / dt' G(t') e—A(t,). 
T Cg 0 0
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Adding these two terms the correlation current can now be written like equa­
tion (3.46) with
Writing the correlation current in this way has the advantage that it expresses the 
current as a correlation between the source term b(t) on the one hand and the system 
term f s(t) on the other hand. All terms related to the sampling switch behaviour 
are included in f s(t) via A(t) and G(t). Now it is also possible to introduce a delay 
time T in a proper way into the correlation expression. This can be done either 
via the time dependent conductance G(t) and therefore also via A(t) or via the 
source term b(t), where the latter is preferred because it appears linearly in the 
correlation expression. In a sampling geometry it is preferred to define T as the 
delay of the sampling action with respect to the excitation of the input signal. With 
this definition the correlation current becomes:
It is the shape of the transfer function fs(t) that determines the temporal reso­
lution of the system. In an ideal situation the transfer function would be a Dirac 
Delta function. In reality however, the shape of f s(t) is determined by a(t), which 
includes both the circuit time constants and the time scale due to the dynamic na­
ture of the gap conductance G(t). In figure 3.14 an example is plotted of a transfer 
function for the case of a side sampling line. For the calculation of f s(t) the same 
parameters have been used as for the simulation of the transient excited in a pc- 
switch in figure 3.10. Equation (3.38) provides the expressions for a(t) and b(t):
The transfer function is an asymmetric peak with, in this case, an FWHM of 
1.57 ps. The tail of the transfer function for t > 0 results in a reduced temporal 
resolution at the rising edge of the correlation current, or a widening of the peak 
at the rising edge side. It is a measure for how long the switch remains open. 
The slope for t < 0 translates into a longer tail of the correlation current and is a 
measure for the RC-time of the system. Most importantly, it determines how fast 
the system can react on changes in the input-signal. The effect of the shape of the 
transfer function can best be seen by comparing the input transient of figure 3.10 
with the resulting correlation current as is done in figure 3.15.
From the previous arguments it is clear that the shape of the transfer func­
tion depends strongly on the RC-time of the switch circuit and on G(t). As an
fs(t) T Cg 1 — e- A(T) L
eA(tH  1
0
'T p t
dt' G(t') e—A(t') — dt' G(t') e—■A(t') . (3.47)t0
(3.48)
a(t ) =  [2 +  Z0G(t )1, b(t) = 2 
Z0Cg 3 3 Z0
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Time (ps)
Figure 3.14: Example of a transfer function for side gap sampling. All parameters 
are the same as those used in figure 3.10.
Delay Time (ps)
Figure 3.15: The input voltage transient from figure 3.10 (dashed) and the simu­
lated correlation current (solid) using this input transient and the transfer function 
from figure 3.14.
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Time (ps)
Figure 3.16: Three transfer functions scaled to have a maximum of 1. The solid 
line is the transfer function from figure 3.14. Compared to this standard the other 
f s have respectively Tr x 10 (dotted line), g(t) x 10 (dashed line) and Cg x 2 (dot- 
dashed line).
Table 3.1: Key characteristics of the f s curves in figure 3.16. The rise time is the 
10%-90% time of the rising edge.
parameter maximum
[s-1]
tmax
[ps]
FWHM
[ps]
rise time
[ps]
Standard 36.1E+06 0.05 1.578 1.581
Tr * 10 44.7E+06 0.15 12.142 1.587
g(t) * 10 74.7E+06 0.10 2.893 1.587
Cg * 2 29.9E+06 0.00 1.985 3.150
example these parameters have been varied and the resulting f s have been norma­
lized and plotted in figure 3.16. Key characteristics of these transfer functions are 
then summarized in table 3.1, where it should be mentioned that the position of the 
maximum is determined with a resolution of 50 fs only.
Increasing the carrier lifetime (Tr) or the conductance of the switch has no ef­
fect on the rise time of f s. The system will react just as fast upon changes in the 
source term. This is expected (except for extreme values), because these parame­
ters only marginally influence the RC-time of the circuit. The switch capacitance
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however has a very direct effect and as expected, increasing Cg by a factor 2 also 
increases the rise time by a factor 2. It should be noted that the position of the 
maximum hardly changes.
The trailing edge of f s is a measure for how long the switch remains open 
once the light pulse arrives at the switch. Increasing the carrier lifetime keeps the 
switch keeps the switch longer open and therefore leads to a longer tail or larger 
FWHM. Additionally an increased the switch conductance in its active state (e.g. 
due to a higher intensity of the laser beam) also results in an FWHM increase. A 
larger on conductance results in a larger change in q(t) during the on state, which 
again requires longer to return to the background state during the off state if the 
background conductance (G0) does not change.
The FWHM does of course also depend on the capacitance Cg, but since the 
effect of the capacitance is mainly to increase the tail of the rising edge, not the 
middle part, its effect on the FWHM is relatively small. The values indicated in 
table 3.1 are clear evidence of this.
The effects on the maximum value of f s are as one would expect. A higher 
average conductance, either because electrons live longer (Tr) or because of other 
reasons all included in g(t), gives a higher peak value of f s. A larger capacitance 
not only reduces the speed of the system, but also reduces the amplitude of f s.
3.4 Photoconductively Gated STM
The principle of a Photoconductively Gated Scanning Tunnelling Microscope, or 
PG-STM, has been described in chapter 2.2.5 including some variations in the de­
sign. The basic concept is that of photoconductive sampling with a tunnel junction 
inserted between the sampling switch and the device under test. Physically spea­
king this is achieved by incorporating a photoconductive switch in the tip wire of 
an STM as close as possible to the tip apex.
Scanning tunnelling microscopy is a well known technique and has been excel­
lently described in many books [25-27]. The tunnel current for a tunnel junction 
with electrode separation s and an applied bias voltage V can generally be expres­
sed as
I (V ) =  C ■ V ■ exp
—2y/2m0 
h s
(3.49)
where 0 is the height of the potential barrier, m the electron mass and C a constant 
determined by the junction geometry. Assuming the geometry and the potential 
barrier do not change, the tunnel current is linear in the bias voltage and depends 
exponentially on the tunnel gap width s. The extreme spatial resolution of an STM
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is the result of the exponential dependence on s, with for example for two gold 
electrodes a 10 times decrease in tunnel current when the tunnel distance is increa­
sed by only 0.1 nm with respect to an average distance of 1.0 nm. For the PG-STM 
measurements it is assumed that the tunnel gap width, the prefactor C and the po­
tential barrier 0 are kept constant. In that case the tunnel current depends Ohmic 
on the bias voltage, I =  Rt ■ V , with Rt the tunnel resistance.
3.4.1 Theoretical model for the PG-STM
A theoretical model describing the PG-STM was first given by Weiss et al. [28], 
but this model leads to theoretical inconsistencies as argued by Groeneveld and van 
Kempen [2]. Groeneveld and van Kempen then proposed a theoretical model that 
does fit experimental results well and which is accepted now as a correct model for 
a PG-STM [29-31]. This model will be used here and uses a lumped circuit model 
to describe the detection part, that is the tunnel junction and the switch on the tip. 
The circuit is depicted in figure 3.17. From left to right are the sample side of the
Figure 3.17: Equivalent lumped circuit model for the PG-STM.
tunnel junction, the tunnel junction, the photoconductive switch and a connection 
to ground. One measures the average current flowing from the switch to the ground 
connection.
The tunnel junction is characterized by the tunnel conductance, Gt (= 1/Rt) 
with the tip capacitance Ct parallel to it. The tip capacitance is a lumped capa­
citance representing the distributed capacitance of the tip wire with respect to the 
sample. This capacitance is also called the geometric capacitance. Weiss et al.
[28] neglected this geometric capacitance and only used the tunnel capacitance, 
which is orders of magnitude smaller. Since both capacitances are in parallel one 
has to add up their values to get the total capacitance. The tunnel capacitance can 
however be neglected, because it is orders of magnitude smaller than the geome­
tric capacitance. The tunnel conductance is taken to be independent of the voltage 
over the tunnel junction, which holds for many practical situations. The photo- 
conductive switch is represented as before by a capacitance Cs in parallel with
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a time-dependent conductance Gs(t). Both the input signal Vi(t) and the switch 
conductance Gs(t) are periodic with period T, the repetition time of the pulsed 
laser system.
When used to measure transients on a CPS, it is assumed that the sampling 
action of the PG-STM does not influence the transient propagation on the CPS. 
Also propagation effects and reflections on the tip itself, especially between the 
tip apex and the pc-switch are assumed to be negligible due to the small distance 
between the tip apex and the switch. Both assumptions together make it possible 
to neglect the travelling wave nature of the transients in the circuit analysis. If 
the distance between tip apex and pc-switch becomes large with respect to the 
wavelength of the transients an additional impedance has to be included in the 
model and the time delays and reflections due to the travelling wave nature of the 
transients can no longer be ignored. It does also allow for alternative PG-STM 
configurations however [32].
3.4.2 Equations describing the PG-STM
Next the equations describing the above model are derived. The variable of choice 
is the voltage V (t), measured at point A indicated in figure 3.17 and measured with 
respect to ground. Circuit laws dictate that the current coming in from the left and 
leaving on the right of point A should be equal, which translates mathematically to:
(Cs + Ct) +  [Gt +  Gs(t)] V(t) =  CtdVn(t) +  GtVin(t).dt dt 
With a bit of reorganizing and renaming, this expression can also be written as
CtCs
(3.50)
dq(t ) +  _ ± _
dt CpRt
+
switch capacitor.
1 +  RtGs(t ) q(t ) =
Cp
dV” (' Vn(< )dt CtRt
(3.51)
where Cp = Cs  Ct, Rt = G- 1 and q(t) =  CsV(t) is the charge on the sampling
The differential equation (3.51) is of the same form as the differential equa­
tion (3.42) for photoconductive sampling, namely
^  + a(t )q(t ) =  b(t ).
Again both Gs(t) and Vin(t) are periodic with period T and the prefactor of q(t) 
in the differential equation has a positive value when averaged over a full period.
54
3.4 Photoconductively Gated STM
Therefore also the solution of the differential equation is periodic with period T 
and given by equation (3.43), provided one uses:
b(t ) =
CpRt
CtCs
Cp
dVin
+ ■
1
L dt CtR,
-Vin(t )
(3.52a)
(3.52b)
Like in the photoconductive sampling case, it is not q(t) that is measured, but 
the time averaged current, or correlation current, passing through the switch:
1 f T 
'c =  TJi, d Cs ^  + Gs(t )V (t )
(3.53)
As in the pc-sampling case, V (t) is periodic with period T and any integral of the 
derivative of V (t) over a full period will therefore be zero. Applying this know­
ledge to the correlation current and writing qs(t)/Cs instead of V (t), the expression 
reduces to
1 fT Ic = -  dtGs(t ) 
T 0
qs(t ) 
Cs
(3.54)
which is identical to equation (3.44) for photoconductive sampling. A delay time 
between the incident signal Vin(t) and the switching of the PG-STM is introduced 
by defining this delay t as the delay of the detection switch with respect to the 
incident signal. This delay is most conveniently included in the source term as 
b(t + t). With the results from section 3.3, the equations describing the correlation 
current in a PG-STM can now be written as:
r(T) =  f  dtb(t +  T)fs(t) 
0
(3.55a)
where
fs(t ) =
eA(t ) 
TCs
1 r T c t
■ ^ I a^  / d t  ' Gs(f ') e -A(t,) -  / d t  ' Gs(t ' ) e - «
A(t ) =  Í  dt ' a(t ') 
0
(3.55b)
(3.55c)
and a(t) and b(t) are given by the equations (3.52).
'
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3.4.3 Analysis of the PG-STM performance.
The PG-STM is a complex system and understanding its performance is best done 
looking at it from various angles.
In PG-STM the switch is coupled to the CPS (or sample in general) via the 
tunnel junction and via the geometric capacitor formed by the tip wire and the 
CPS. The pc-switch on the PG-STM tip sees Rt in parallel with Ct as impedance 
at the input side. In the differential equation (3.51) this translates on the left hand 
side, or system side, to the presence of Rt and the total capacitance Cp of the tunnel 
junction and the switch. On the right hand side, or source side, there are two terms. 
One term describes the tunnelling current and scales with the input voltage, while 
the other term scales with the derivative of the input voltage and represents part 
due to the capacitive coupling between the tip and the sample.
The behaviour of a system described by this differential equation depends 
strongly on the values of its parameters. Typical parameter values are in the range 
of 0.1 GQ to 1 TQ for Rt, while Gs(t ) varies from at least 1 nS in the off -state 
to 10 mS in the on-state. This combination makes that in all cases the prefactor 
[1 + RtGs(t)] of q(t) in the differential equation (3.51) has a significant contribution 
from the time-dependent part. In the on-state RtGs(t) »  1 and one can approximate 
the complete prefactor of q(t) as
1
Tsystem —
CpRt
1 + RtGs(t ) Gs(t) (3.56)
Cp
This shows that in the on-state the time constant of the system does not depend on 
the tunnel resistance as long as Rt is considerably larger than the resistance of the 
switch (1 /  Gs(t )). Even in the off -state RtGs(t ) > 1 resulting in a correction of less 
than a factor two on the above approximation. Typical values for the capacitances 
are 1 fF to 10 fF, both for the switch capacitance and the (geometric) tunnel capa­
citance Ct. This results in typical RC times of the system of 1 GQ10 fF = 10 ß s 
in the off -state and down to 100 Q10 fF = 1 ps in the on-state. In other words, if 
a picosecond pulse is applied as input, the system will only marginally react while 
the switch is in the off-state and it will follow the input in the on-state, resulting in 
a good signal to background ratio.
The right hand side or source-side of the differential equation (3.51) has an 
additional derivative of the input signal, representing the capacitive coupling. The 
RC-time of the tunnel junction (RtCt) scales the resistive part to the capacitive part. 
With typical values of Rt =  1 GQ and Ct =  10 fF, the time constant is 10 ß s and 
therefore many orders of magnitude larger than the timescale of the picosecond 
pulses one likes to detect. Effectively this means that for picosecond pulses the 
PG-STM acts as a capacitive probe.
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Numerical simulation results for a typical set of parameters are shown in fi­
gure 3.18. Except for a five times higher background conduction, the switch pa­
rameters are the same as those used in figure 3.14 and figure 3.10. The resulting 
transfer function is plotted in figure 3.18(a). In figure 3.18(b) the input pulse, which 
is the same as that in figure 3.10 except for a bias offset of 1 V, and the resulting 
correlation current are shown. The transfer function clearly differs from that of the 
pc-sampling configuration, of which an example was shown in figure 3.14. Varying 
the parameters within realistic boundaries does not change the basic characteristics 
of the PG-STM transfer function, which are those of an integrator. The resulting 
correlation current looks similar to that of of the pc-sampling case (figure 3.15), 
but there are some distinct differences. An additional bias voltage over the tun­
nel junction used to keep the tunnel junction stable results in a background in the 
correlation current of almost 1 nA. The maximum in the correlation current occurs 
before the maximum in the input signal, while in the pc-sampling case it occurs la­
ter. And the correlation current is only about 0.2 nA on top of the 1 nA background 
compared to > 100 nA in the pc-sampling situation.
The transfer function is characterized by its maximum and minimum value, the 
step height and the step width.The maximum and minimum determine the back­
ground correlation current, while the step height determines the amplitude of the 
time resolved signal to the correlation current. The step width determines the tem­
poral resolution of the system. To understand the effect of magnitude of the lumped 
circuit components on the transfer function simulations have been done for a set 
of numerical simulations were each time one parameter is varied with respect to a 
standard parameter set. The key performance parameters of the transfer function, 
the minimum, maximum and step height have been determined and are tabulated 
in table 3.2.
An important observation here is that the step height scales with 1/Rt both 
absolute and relative to the background. Another important observation is that the 
switch carrier lifetime Tr has a strong effect on the width of the step and only a 
marginal effect on maximum and minimum of f s. The geometric capacitance Ct 
has a large effect on the minimum and maximum of f s, but the step height stays 
the same. The step width is not listed in the table. For the standard parameters 
the width is 9.72 ps from the maximum to the minimum. The step width changes 
less than 0.1 ps for almost all variations listed in the table. Only for very high 
conductance in the on state (Gs1) it is a bit more (width = 10.06 ps). With Tr=2.0 ps 
the width increases to 17.99 ps. Note that all these observations are only valid 
within the parameter ranges used in table 3.2.
The correlation current does not necessarily depend in the same way on these 
parameters, because the source term b(t) also contains the capacitances and the
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Time (ps)
(a) PG-STM transfer function
Delay Time (ps)
(b) Input pulse (dashed) and resulting correlation current (solid)
Figure 3.18: PG-STM simulation results with input pulse and switch parameters 
as in figure 3.10 except for Cs and an additional bias voltage of 1 V on the input 
signal (Tr = 1.0 ps, Cs =  5 fF, G0 = 1.0 nS, g0 =  8.78 mS and the optical pulse 
FWHM= 200 fs). The tunnel junction has Rt =  1 GQ and Ct =  10 fF.
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Table 3.2: Key characteristics of f s for a standard parameter set with variations 
in switch and tunnel capacitance and resistance. The standard parameter set is 
Rt =  10+9 Q, Ct=10 fF, Gsi =  10-3 S, G0 =  10-8 S, Cs=5 fF, Tr=1.0 ps, optical 
pulse FWHM = 200 fs and T=12.20 ns.
Variation Maximum Minimum Step height
[106 s-1] [106 s-1] [106 s-1] 10-3 x (max-min)min
Cs 1.0 fF 893 892 0.881 0.988
5.0 fF 243 243 0.176 0.724
10.0 fF 162 162 0.088 0.543
50.0 fF 97 97 0.018 0.181
Gs1 10-2 S 246 246 0.197 0.802
10-3 S 243 243 0.176 0.724
10- 4 S 233 233 0.085 0.366
10-5 S 225 225 0.014 0.0616
Ct 0.1 fF 83 83 0.176 2.13
1.0 fF 97 97 0.176 1.81
10.0 fF 243 243 0.176 0.724
100.0 fF 1,704 1,703 0.176 0.103
Rt 10+11 Q 246 246 0.002 0.00724
10+10 Q 246 246 0.018 0.0724
10+9 Q 243 243 0.176 0.724
10+8 Q 223 221 1.606 727
sp.0 243 243 0.176 0.724
2.0 ps 245 244 0.187 0.765
tunnel resistance. A careful examination of equation (3.52b) is therefore required. 
For realistic parameters CtRt is larger than the repetition time of the system and 
orders of magnitude larger than the picosecond scale of the pulses for which this 
system is intended to be used. One can therefore safely ignore the Vin(t) term in 
b(t) during the short time that the pulses are present in Vin(t), leaving only the 
scaling parameter [CtCs/Cp] for b(t). The effect of Rt and Gs1 on the transfer func­
tion translates therefore directly to the correlation current: the correlation current 
scales with 1/Rt and with Gs1. The effect of Cs is more complicated. By definition 
(equation (3.55)) f s scales with C -1, which cancels with the Cs term in b(t). This 
leaves the Cs contribution to Cp, but this has no effect on the relative step height 
in f s. The total effect of increasing Cs is that the pulse in Icorr will decrease with
59
Theory of CPS, pc-switches and PG-STM
respect to the background. Finally the transfer function also scales with Ct. When 
Ct ^  Cs the prefactor Ct/Cp in b(t) scales with Ct, while the maximum of f s is al­
most constant. With a constant step height this means that the signal to background 
ratio stays the same even though a smaller Ct makes the total current smaller. For 
large Ct however the prefactor approaches 2, f s scales with Ct and the step height 
stays the same. As a result the signal to background ratio decreases and the total 
current increases with increasing Ct when Ct > Cs.
What now is the effect on the correlation current traces when one of the parame­
ters just discussed changes. Is the change in the correlation current large enough to 
observe? This question is especially interesting for the situation where the switch 
used to generate the transient has roughly the same characteristics as the switch 
on the PG-STM tip. As an example three simulated correlation current traces are 
plotted in figure 3.19. The solid line is the same one as in figure 3.18(b), while
Delay time (ps)
Figure 3.19: Three examples of a correlation current traces for an identical input 
signal. The solid curve is as in figure 3.18. The dotted trace uses the same para­
meters, except Gs0 = 10 nS, Gs1 = 1 mS and the dashed curve has the additional 
change Cs = 1 fF.
and the dotted line has been calculated using a ten times higher conductance in the 
off-state and an 8.78 times lower conductance in the on-state of the pc-switch. The 
effect on the correlation current is less than 5 percent. The dashed curve shows the 
result when also the switch capacitance is changed, in this case to 0.2 times its ori­
ginal value. The system reacts faster and the pulse height is larger, even larger than
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that of the initial trace. Although these changes are as expected from the equations 
and the above discussion, the actual correlation current traces also show that the 
measurements will have to be extremely accurate in order to be able to determine 
the capacitance and conductance values for the switch.
3.4.4 Spatial resolution in PG-STM
Spatial resolution of the PG-STM is not explicitly included in the lumped circuit 
model, but the inclusion of the geometric capacitance is an indication that the ca­
pacitive coupling between the sample and the tip wire cannot be neglected. The 
analysis in the previous section showed how important the capacitive coupling 
really is for the PG-STM. The spatial resolution of the ultra-fast signals in the 
PG-STM measurements will therefore also be limited by this capacitive coupling. 
Unlike a purely capacitive probe, the correlation current scales also with the tunnel 
resistance, because it limits the measured average current. This tunnel resistance 
dependence can give the impression that the spatial resolution must be just as good 
as when operating in conventional STM modes, but this is not true. To determine 
the real spatial resolution of the PG-STM more sophisticated models are required 
than the lumped circuit model used here. These models will depend on the type of 
sample, on the effect one tries to measure and on the exact geometry of the tunnel 
junction.
An assumption in the presented model is for example that there is no poten­
tial difference within the conductors that make up the geometric capacitance. In 
other words, the PG-STM tip sees the sample as one conductor at a uniform time 
dependent electrical potential with respect to the tip and there are no propagation 
effects on the tip. For the experiments described in this thesis this is a valid approxi­
mation, because of the large wavelength of the transients on the CPS (> 100 ßm) 
and the fact that only measurements at the centre of the CPS conductors are done.
3.5 Summary
In this chapter the theoretical background has been provided for the transmission 
lines used as samples, for the behaviour of photoconductive switches in transmis­
sion lines, for photoconductive sampling and for a photoconductively gated STM.
The theory for the transmission lines, in this case of the coplanar stripline 
(CPS) variety, provides the knowledge to design CPS structures suited for the elec­
trical transients to be studied. A proper design of the CPS minimizes the distortion 
and attenuation of the transients and also reduces radiative losses. In section 3.1 
equations describing the CPS are presented. Also graphs showing the relation bet­
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ween CPS dimensions and properties like frequency dependent attenuation and 
propagation speed are presented.
Photoconductive switches (pc-switches) are very important as they are used to 
generate the electrical transients, to measure these transients via a sampling method 
and they form one of the key ingredients of the PG-STM. In section 3.2 the basic 
equations describing pc-switches in transmission lines are discussed and various 
geometries are introduced. The use of these configurations to excite voltage tran­
sients on a CPS are discussed and an example is given for a typical situation. Ap­
proximations are presented that make it easier to understand the relation between 
switch parameters and switch response. Additionally these approximations can re­
duce calculation efforts. Although these were known approximations an additional 
condition has been formulated in equation (3.33), that limits the applicability of 
these approximations.
In section 3.3 the use of these switches for photoconductive sampling is discus­
sed in detail. A set of equations describing the correlation current is derived first 
in more general terms and then explicitly for one configuration. The generic set of 
expressions makes that for each new configuration one can re-use these results and 
insert the configuration specific parts to obtain the end result.
In section 3.4 a lumped circuit model describing the PG-STM is discussed. The 
equations describing this model can be rewritten in the same general form as those 
used for pc-sampling, thereby reducing the amount of mathematics involved. The 
PG-STM performance is analysed in terms of the transfer function and it is shown 
that the geometric capacitance is responsible for the coupling of the transients on 
the sample to the tip. The correlation current however still scales with the tunnel 
conductance R -1, but the spatial resolution will be determined by the geometric 
capacitance and not by the tunnel junction.
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CHAPTER 4
Experimental setup
In  this chapter the used experimental configurations and equipment are described. 
For the Photoconductively Gated Scanning Tunnelling Microscope (PG-STM) and 
the pc-sampling experiments the optical configurations are, apart from some mi­
nor details, identical. Similar configurations have also been used to determine the 
optical pulse width and the carrier lifetime of the LT-GaAs. After explaining the 
general principle of an optical pump-probe experiment, the configurations, the used 
components and the characterization of the laser beams are described in the next 
section.
The preparation of the CPS structures and the PG-STM tips is described in the 
sections 4.2 and 4.3 respectively. The last part of this chapter is devoted to the 
actual PG-STM.
4.1 Optical setup
A schematic representation of a general pump-probe setup as used for our experi­
ments is shown in figure 4.1, where the important components have been indicated. 
The light beam emerging from a pulsed laser system is split into two by a beam 
splitter (bs), where one beam (the pump) will generate the phenomenon to be stu­
died, while the other beam will be used to probe this phenomenon. In an optical 
experiment the probe beam is usually much weaker and focussed to a much smaller 
spot size than the pump beam and is detected by for example a photomultiplier tube 
after interaction with the sample. In pc-sampling experiments, the probe beam is
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beam splitter m odulator filte r  de lay  line
Figure 4.1: An optical pump-probe setup consisting of a pulsed laser system, a 
beam splitter, intensity modulators and filters. The optical delay-line consists of a 
retro-reflector on a translation stage resulting in 6.7 fs delay for every micrometre 
displacement. One or more lenses can be used to focus the beams on the sample 
and the detector.
focused onto a photoconductive element and the resulting current is measured. This 
pc-element can be integrated into the sample or on a freely positionable probe. The 
PG-STM configuration is a special case of the latter. The arrival time of the pulses 
in one beam with respect to the ones in the other beam can be changed by means 
of an optical delay line. This delay line consists of a retro-reflector on a translation 
stage which moves back and forth parallel to the laser beam with sub-micron step 
sizes for femtosecond resolution. Light travels with a speed of almost 300ßm/ps 
in air. An increase of the optical path of 1ßm corresponds therefore with a delay of 
3.33fs. In the delay line the light travels back and forth once, resulting in a delay 
change of 6.66fs when the retro-reflector is moved over a distance of 1ßm.
Upon arrival on the sample (or probing device) the two beams generate a signal 
depending on the delay time t between their arrival. To separate the delay-time 
dependent signal from the background signal one or both beams are intensity mo­
dulated in time and a lock-in amplifier is used to separate these signals. Usually the 
intensity modulator is a mechanical chopper or an equivalent device. For the expe­
riments described in this thesis it is desirable to have laser beams of approximately 
equal strength, and therefore the beam splitter is a 50/50 beam splitter. When a 
weaker probe beam is required, additional filters are used to reduce the intensity.
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4.1.1 Optical setup for pc-sampling
The pc-sampling experiments have been done with several experimental setups, 
differing in laser systems and modulators. In the first experiments the laser system 
was a femtosecond system from Coherent, consisting of a mode-locked Ti:sapphire 
laser (Coherent Mira) with a continuous wave argon ion laser as pump laser. The 
Mira was operated at wavelengths of 756 nm and 800 nm with an output power 
of approximately 1 Watt. The Mira produces laser pulses of approximately 150 fs 
full width at half maximum (FWHM) at a repetition frequency of 76 MHz. In the 
second series a Spectra-Physics system was used, consisting of an actively mode- 
locked Ti:sapphire femtosecond laser (Spectra Physics Tsunami) and a continuous 
wave argon ion laser (Spectra Physics 2040E with beam lock) as pump laser. In 
the last series of experiments the same Tsunami was used, but this time pumped by 
a continuous wave, laser-diode pumped YLF (Spectra Physics Millennia-X) laser 
system. The Tsunami has been operated at a wavelength of 800-807 nm with an 
output power of approximately 750 mW. The laser pulse width is approximately 
100 fs and pulses are generated with a frequency of 82 MHz. In section 4.1.3 the 
exact pulse width will be determined for the Tsunami systems.
For the initial experiments with the Mira system, mechanical choppers were 
used as modulators. The choppers are fast rotating blades with equidistantly placed 
holes and an adjustable rotation speed. The model used here is an SR542 chopper 
from Stanford Research Inc. with an SR540 chopper controller. The maximum 
modulation frequency of these devices is typically around 3 kHz. For PG-STM 
experiments this limits the frequency range of the STM feedback-loop. Acousto- 
Optic Modulators (AOMs) on the other hand allow modulation frequencies up to 
several MHz and have been used for the PG-STM experiments. In order to be able 
to compare PG-STM experiments with pc-sampling experiments, also the latter 
have been done with AOMs as modulators. All experiments done with the Tsu­
nami laser system were in fact done with AOMs in both the pump and the probe 
beam. By always having the AOMs in both beams one can easily switch between 
modulation of one or the other beam and modulation of both beams, without having 
to realign the optical system.
An AOM consists of a crystal of a non-linear optical material and a piezo­
electric material attached to one of the sides. A radio-frequency (RF) electrical 
signal is applied to the piezo-material which results in an acoustic wave in the 
crystal. The RF-frequency and power are matched to the properties and dimensions 
of the crystal and the wavelength of the light. Light entering the crystal under a 
small angle (a) with the optical axis is deflected over an angle 2 a , as indicated 
in figure 4.2. The deflection angle does not depend on the RF-power applied. The
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X -tal
Figure 4.2: The principle of an AOM as intensity modulator. The piezo electrical 
element (P) operating at RF-frequencies generates an acoustic wave in the crystal. 
The laser beam entering the crystal under a small angle a  with the optical axis, is 
deflected over an angle 2a  by the acoustic wave. A diaphragm (D) is used to select 
the deflected beam.
percentage of light deflected depends strongly on the accuracy of the alignment and 
on the amount of RF-power applied, but will always be less than 100 percent. The 
deflected beam is the preferred beam for the optical experiments, because it has an 
on/off ratio of 100 % and the beam is physically not sweeping. Also the partial 
transmission of a beam as occurs when using mechanical choppers is prevented in 
this way.
The AOMs used here are model TEM-110-25-0.800 modulators from Brimrose 
with a high power anti-reflective coating and matching Fixed-Frequency Drivers 
model FFA-110-B2(25)-F2. These AOMs are optimized for light with a wave­
length of 800 nm, have a TeO2 crystal inside and deflect the light over 21 mrad. 
The drivers generate an RF-signal at a frequency of 110 MHz which can be mo­
dulated in intensity both continuously and digitally (i.e. on/off). In the digital 
mode used here, the rise time is only 22 ns allowing the rise time to be ignored 
for modulation frequencies up to 1 MHz. The modulation signal is generated by 
a programmable function generator with TTL output levels for the digital mode. 
In cases where only one beam is modulated, the driver of the other AOM is fed a 
constant TTL-high signal for permanent deflection of the beam. A lock-in ampli­
fier is used to measure the signal at the modulation frequency. If only one beam is 
modulated, the TTL output of that frequency generator is supplied to the reference 
input of the lock-in amplifier. The modulation frequency has to be below 100 kHz 
in this case. If both beams are modulated at different frequencies (v1, v2), it is the 
signal at the difference frequency (| v1 — v2|) that is of interest and a special device 
is needed to supply the reference signal at this difference for the lock-in amplifier. 
For this purpose a home-built frequency mixer has been used (Electronics Service 
Department Radboud University, product #5834-10). This device uses the two TTL 
signals supplied to the drivers as input and has a sine wave with 0.5 V amplitude 
and a frequency determined by the difference of the frequencies of the two input
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Figure 4.3: A photo of the AOMs in the setup. Light enters at the bottom from the 
left side and passes a beamsplitter. Two identical light paths go from bottom to top 
of the photo each including the lenses and AOM as described in the text.
signals as output.
Optically the AOMs also need some attention. First of all the devices have been 
provided with an anti-reflective coating to reduce losses due to the high refractive 
index of the material (no æ 2.23 and ne æ 2.38 at X = 800 nm). A second point 
of concern is the dispersion of the TeO2, more in particular the group velocity 
dispersion, which causes the pulse of light to spread in time. This is caused by the 
fact that the light travels at different phase velocities for different frequencies.
In section 4.1.3 the pulse width at the position of the sample will be determined, 
showing a considerable increase in pulse width due to the AOM. For the current 
experiments this was not considered a problem, but it is a point that deserves atten­
tion.
A practical point is that AOM devices in general are rather small. The model 
used here has an active aperture of 0.3 mm, is 10 mm long and requires a beam 
diameter inside the crystal of 0.1 mm. To ensure such a beam diameter over a 
length of 10 mm, the light is focused by a plano-convex lens with a focal length 
of 200 mm (Thorlabs BPX085-B) onto the centre of the crystal. An identical lens
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collimates both the deflected and the transmitted beam after which the deflected 
beam is selected using a diaphragm. The rather large focal length of the lenses is 
based on parameters like the distance from the laser to the AOMs (1.50 +/- 0.3 m), 
the divergence (0 =  0.3 mrad) and the beam diameter (D1/ e2 =  2 mm). In figure 4.3 
a photo is shown of the actual setup of the AOMs.
In the case of the pc-sampling experiments two beams are each focused by a 
2.5X (NA 0.07) microscope objective onto the sample. One beam between the 
lines of the CPS, the other on the sampling switch. Each microscope objective is 
mounted on a construction of three translation stages, allowing independent posi­
tioning in three directions. This way the laser beam can be focused onto a spot with 
a diameter of 20 ±  1 ßm and accurately positioned on top of the photoconductive 
switches. The beam diameter is defined at 1/ e2 of the maximum intensity, which 
means that 95.5% of the power is contained within this spot, assuming a Gaussian 
intensity profile. Experimentally the beam diameter has been determined as a func­
tion of distance from the lens. These experiments showed that the beam diameter 
does not change over a range of 1.1 mm, with the ’real’ focal point in the middle 
of this range.
The laser spot diameter has been chosen such that the pc-switches are nearly 
uniformly illuminated, while not illuminating other photoconductive parts of the 
samples. An additional advantage of these objectives is the large working distance 
of approximately 40 mm, which allows for the simultaneous use of two or even 
three beams, each with its own microscope objective. The main reason for the 
use of these objectives however, is that for the PG-STM experiments the distance 
between the lens and the pc-switches is roughly 35 mm. To be able to compare 
pc-sampling experiments with PG-STM experiments the same lenses have been 
used. Although the two (or three) objectives can now be used together, there still is 
a problem with the translation stages being in each others way. This problem has 
been solved by mounting the objectives at the end of a 10 cm long tube connected 
to the translation-stage assembly. The laser beam is directed through the tube as 
were it an extension of the lens system.
A stereoscopic optical microscope allows the experimenter to inspect the po­
sitioning of the laser beam spots on the sample. This is not always a convenient 
configuration in real experimental conditions and therefore in-line optical micro­
scopes have been inserted in both pump and probe beam. They consist of a semi­
transparent mirror in the laser beam, a convex lens in the reflected beam path and 
a microscope eye-piece. A paper cylinder is used to keep stray light out. A photo 
of two microscopes in the optical paths of a PG-STM setup is shown in figure 4.4. 
Two important experimental things have to be remembered. The first one is that
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Figure 4.4: The in-line microscopes as used in a PG-STM setup with through 
sample excitation. The STM is indicated in the centre and light is focussed onto 
the sample and tip with two microscope objectives. The in-line microscopes are 
easily identified by the paper cylinders.
if a beam is aligned with the semi-transparent mirror in it, this mirror cannot be 
removed without destroying the alignment. Often however one can use the micro­
scope in one light path to align the other one and vice versa. This way one can 
do the real measurements without the microscope mirrors. The second concern is 
the experimenter’s personal safety. Always cover the eyepiece when it is not being 
used, always reduce the laser power when using the in-line microscope and always 
use the IR-viewer to protect the experimenter’s eyes.
For the pc-sampling experiments with the two pc-switches in the sampling line 
an additional continuous wave laser is needed (see section 6.6). This can for 
example be a HeNe laser as was employed in the initial experiments. In later 
experiments a diode-pumped solid state laser system was used (Coherent DPSS- 
532-100), producing continuous wave light at a wavelength of 532 nm with an 
output power of 100 mW. This laser beam was focused onto the PC-switch with a 
4X (NA 0.12) microscope objective where the laser spot has a measured diameter
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of 14 ±  2 ß m at 1/ e2 of the maximum intensity. The beam diameter was measu­
red by moving a razor blade through the beam using an additional high accuracy 
translation stage, while measuring the power of the beam. The measured power as 
a function of razor blade position nicely corresponds to a Gaussian beam profile 
and from the fitted curve the beam width at this location is determined. This kind 
of measurement is done on many points along the beam and this way the focal 
point and the diameter of the beam at the focal point can be determined. Like the 
other two microscope objectives this one is also mounted on a construction of three 
translation stages for accurate positioning. The intensity of this light is reduced by 
a neutral density filter followed by two sheet polarizers. Keeping the last polarizer 
in a fixed position, the polarisation of the beam impinging on the sample is also 
fixed, while rotating the first one reduces the intensity without risk of moving the 
beam.
4.1.2 Optical setup for PG-STM
The optical system for the PG-STM is in principle the same as that for the pc- 
sampling experiments. The only difference is the positioning of some of the mirrors 
of the probe-beam. This beam has to enter the STM almost parallel to the sample 
to be able to hit the pc-switch on the tip. The other beam path is not changed 
at all. The STM is moved around till the excitation beam has a small spot on 
the sample within 100 ß m from the desired position. Only then the focusing and 
the final alignment are done by careful adjustment of the microscope objective 
position. A photo of the complete setup as used in experiments where the sample 
is illuminated from the back is shown in figure 4.5 together with a diagram of the 
setup. Although illumination of the sample from the backside was not used for the 
experiments described in this thesis, the setup is identical to that used for PG-STM 
measurements on CPS structures except for the last part of the path of the pump 
beam, which entered the PG-STM from the side like the probe beam.
4.1.3 Optical pulse width
Optical autocorrelators are well known tools for measuring the optical pulse width 
and are often employed to monitor the functioning of a pulsed laser system. Here a 
home-built autocorrelator has been used during start-up and between experiments. 
At 50 cm from the exit mirror of the laser system a BK7 glass plate is inserted in 
the laser beam to split off 10 percent of the light and sent it into the autocorrelator. 
The autocorrelator signal is displayed on an oscilloscope and used to adjust laser 
settings when required.
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Figure 4.5: Photo and diagram of the complete PG-STM setup as used in expe­
riments where the sample is illuminated from the back. For experiments on CPS 
structures also the pump beam enters the STM from the side. Parts labelled in 
the diagram are the filter (F), the beam splitter (BS), lenses focussing (L1) and 
collimating the light (L2) for the AOM and beam selection using diaphragms (D). 
Microscope objective lenses (MO) focus the light onto the sample and STM tip, 
while in-line microscopes (IM) allow accurate positioning of the laser spot.
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With a small modification the optical setup itself can also be used as an auto­
correlator, thereby providing the actual optical pulse width at the sample location. 
The principle used here is that of a background-free autocorrelator based on sum 
frequency generation. The experimental configuration is shown in figure 4.6, from 
which most parts have been discussed before. The two laser beams are focused by
Figure 4.6: Schematic of the pump-probe setup used as optical autocorrelator. A 
1 mm thick Cr:KTP crystal is used to generate the sum frequency light and a BG39 
filter (F) and a diaphragm (D) stop the NIR-light from reaching the photodiode 
(PD).
one plano convex lens onto a single spot on a 1 mm thick Cr:KTP crystal (grown 
at the Radboud University). It is important that the two beams are parallel, but not 
coinciding before the lens. If the crystal is placed under the correct angle with the 
two laser beams, a third laser beam will emerge with a k  vector equal to the sum of 
the k  vectors of the pump and probe beam:
ksum = k1 + k2 (4.1)
In other words, a third beam will emerge with a frequency twice that of the laser 
and a propagation direction that bisects the angle formed by the pump and probe 
beam. The so-called fundamental light is in the near infra-red (NIR) and in our case 
around 800 nm. The sum frequency generated (SFG) light is therefore in the blue 
part of the spectrum, at 400 nm and is detected by a photodiode. There is a second 
source of blue light and that is the second harmonic generated (SHG) light, which 
will propagate along both the fundamental beams. This light too is generated in 
the non-linear crystal. For proper detection of the SFG light a diaphragm takes out 
both fundamental and SHG beams and a filter (BG39) removes any scattered light 
in the NIR part of the spectrum.
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D elay tim e (fs)
Figure 4.7: Measured SFG autocorrelation trace at the place of the sample, with 
the setup of figure 4.6 and the Tsunami operating at a wavelength of 806 nm.
This kind of experiment is called ’background-free’, because the fundamen­
tal light and the second harmonic generated light can be filtered simply by a dia­
phragm and therefore generates no signal on the photodiode if there is no (blue) 
sum frequency generated light.
By measuring the autocorrelation trace the pulse width of the laser light can be 
determined. The blue light intensity is measured as a function of the delay time 
of one beam with respect to the other and a typical trace is shown in figure 4.7. 
Fitting a Gaussian function to this data results in an autocorrelation signal with an 
e-1 -time of 171.9 fs, which translates into a laser pulse with a full width at half 
maximum (FWHM) of 202.4 fs.1
4.2 Sample preparation
As discussed before, the samples are coplanar stripline structures with additional 
sampling lines and integrated opto-electronic elements. For the opto-electronic 
elements low-temperature grown GaAs (LT-GaAs) is used, which is in fact used 
as a substrate for the whole structure. The substrates consist of a 750 ß m thick, 
(100)-oriented GaAs wafer with a 500 nm thick layer of semi-insulating GaAs 
and a 750 nm thick layer of LT-GaAs on top. These substrates have been kindly
1Assuming Gaussian pulses, FWHM;aser =  V(1 /2)FWHMac =  -\J(2ln2)Tac , where Tac is the 
one over e time of the autocorrelation trace.
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provided by prof. M.R. Melloch2. A cross-section of one of these substrates is 
given in figure 4.8. The LT-GaAs is grown and annealed at such temperatures that 
the expected carrier lifetime is 1 ps.
750 nm 
500 nm
750 mm
Figure 4.8: Low temperature grown GaAs sample structure. The LT-GaAs is se­
parated from the GaAs substrate by a layer of semi-insulating GaAs. Layer thi­
cknesses are 750 ßm, 500 nm and 750 nm for the GaAs, SI-GaAs and LT-GaAs 
respectively.
The CPS structures consist of a stack of three metal layers formed by metal 
deposition and a photolithography process. The stack of metals consists of two 
thin layers of germanium and nickel for adhesion and ohmic contact respectively 
and a 200 nm thick gold layer as the actual transmission line.
Lithography and metal deposition were done in the cleanroom of the group 
EEA (as it was called at that time) of prof. dr.-ing. L.M.F. Kaufmann in the Electri­
cal Engineering department at the Eindhoven University of Technology. The litho­
graphy masks were 3 inch contact prints, with chrome structures on glass substrates 
and have been ordered from Align-Rite Limited. Both a positive and a negative (or 
dark and clear field) mask were ordered to be able to switch lithography processes 
in case the results were not satisfying. Mask design was done with standard CAD 
software with the ability to export the design to files in DXF format. The used 
lithography process is a lift-off process, which means that a layer of photoresist is 
deposited on the substrate and removed at the places where the metal structure has 
to appear. Next the metal is deposited and the remaining photoresist is removed. 
As a last step the sample is annealed to get good ohmic contact between the metal 
structures and the substrate. Another important detail is that a so-called image re­
versal process is used. In a normal process the resist that has to stay is illuminated 
and a positive mask is used. Here a two step process is used, where all the resist is 
first illuminated and baked, followed by a step where only the resist that has to be 
removed is illuminated with UV light. For this purpose a negative mask is used.
To give an impression about the steps involved, the procedure used for these
2School of Electrical Engineering, Purdue University, West Lafayette, Indiana, USA
LT-GaAs
SI-GaAs
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samples is described next. It should be noted that the exact process conditions 
change over time due to changing properties of the resist and the light sources. First 
the substrate is cleaned for 1 minute in a solution of NH3 + H2O in a 1:10 ratio and 
then subsequently rinsed in DI water, acetone and isopropanol before being dried 
in an N2 flow. Next the AZ5214E resist is applied after which the sample is spun 
for 30 seconds at 5000 rpm on a spincoater. A 5 minute softbake on a hot-plate at 
95°C followed by a flood illumination with UV light (UV300 filter, 2.6 seconds) 
and a reversal bake for 5 minutes at a 105°C hot-plate are used to prepare the resist 
for mask exposure. Mask exposure is done for 31 seconds using the same UV300 
filter and the negative mask. This is the mask that has no chromium where you 
want to deposit the metal on the sample. It is important to align the patterns on 
the mask with the (110) and (110) crystal axes of the GaAs to allow for proper 
dicing later in the process. The GaAs wafer has a flat side, which corresponds to 
either one of these axes. The resist is developed for 1 minute 25 seconds, rinsed 
with DI water and dried in an N2 flow. Now the sample is ready to evaporate the 
three layers Ge, Ni and Au with layer thicknesses of 20 nm, 15 nm and 200 nm 
respectively. A lift-off is done in acetone, when necessary in an ultra-sonic bath. 
The last step is a Rapid Thermal Anneal (RTA) at a temperature of 400°C in an N2 
and H2 atmosphere for 1 minute.
In one lithography step many CPS structures are made simultaneously. As 
the amount of substrate available is very limited, only small pieces of substrate are 
used at a time, typically enough for something like 14 CPS structures of 5.5 mm by
2.05 mm. Too small pieces give a lot of waste and are therefore not recommended.
After the Rapid Thermal Anneal (RTA) the samples are cut into pieces contai­
ning two striplines each using a scribe and break method. Scratches are made in the 
GaAs using a diamond tip notch tool, after which the samples are cleaved by evenly 
applying pressure on the sample while it lies on a slightly curved and flexible un­
derground. Because the CPS structures are made parallel to GaAs crystal axes, 
cleaving parallel to the structures is easy. For the scribing a Loomis LS-100 scribe 
and notch tool is used, allowing precise positioning of the scribe and a control­
led and constant pressure of the scribe pen on the sample. The cleaving tools are 
provided with the LS-100.
Next the samples are glued, with non-conducting epoxy (EPOTEK), in 24-pin 
ceramic IC-housings and cured in an oven at 150°C for 50 minutes. The samples 
are electrically connected to the connection pins of the IC-housing through wire- 
bonding, where both gold and aluminium wires can be used. These wires typically 
have a diameter of 20 ßm.
A typical design of one sample, containing two CPS structures is shown in fi­
gure 4.9. It has to be noted that the drawing is not completely to scale, because
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Figure 4.9: Design of the CPS sample (not completely to scale) as explained in 
the text. Dimensions indicated in the figure are in micrometre. After dicing the 
processed wafer, each sample measures 5.5 mm by 2.05 mm.
otherwise the gaps in the metal structures would not be visible. Also the bends in 
the lines have been drawn as right angles, but are in reality replaced by line pieces 
under 45° as indicated in the inset. This way reflections at the bends are minimi­
zed. The actual CPS themselves are two parallel metal lines, with a width (w) and 
separation (s) both equal to 10 ßm. Furthermore each CPS structure is accompa­
nied by two sampling lines perpendicular to the transmission line. On one side 
there is a 10 ßm wide sampling line separated from the CPS by a 5 ßm gap. On 
the opposite side of the CPS there is a so-called double-gap sampling line identical 
to the other sampling line, but with an extra gap at a distance dgap from the CPS. 
Two small markers indicate the position of this second gap, because in many expe­
rimental conditions it is not observable under the microscope. Additional markers 
are placed along the CPS at intervals of 100 ßm serving as a ruler, to determine 
distances on the sample.
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Contact pads, 200 x 200 ßm2 in size, are made at the end of the lines with a 
centre to centre distance of 250 ßm. Pads on this grid that are not used have been 
removed from the design. At one of these locations a number is made to allow easy 
identification of the design of the sample. Multiplying this number by ten gives the 
gap separation dgap in micrometre.
The available space in the STM puts limits on the IC-package that can be used 
for mounting the samples. A standard 24-pin IC-package has the right width, but is 
too long. Part of the package at both sides of the sample area is therefore removed, 
leaving the square sample area with only 12 out of 24 connection pins as can be 
seen in figure 4.10. The CPS sample has to be mounted in the correct orientation,
Figure 4.10: Photograph of sample 0797-5-1. The sample is 5.5 by 2.05 mm2 and 
glued in a 24-pin IC-package. The package is reduced in size by cutting off the 
bottom and top parts. Gold wirebounds are used to connect the contactpads on the 
sample to the contactpads on the IC-package.
such that the contact pads are next to the contact pads on the package corresponding 
to the remaining contact pins of the housing. Wirebonding is used to connect the 
contact pads on the sample with those on the IC-package. The space in the IC- 
package available for the sample is 6 mm square. Allowing for a maximum length 
of the CPS the samples are 5.5 mm long. Figure 4.10 shows a photograph of a CPS 
sample in a package inserted in an IC-foot on the sample holder used for the pc- 
sampling experiments. In the PG-STM the IC-package is glued to an STM sample 
holder and electrical connections to the sample are made by soldering the contact 
wires to the pins of the-IC package.
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4.3 PG-STM tip preparation
As discussed in section 2.2.5, also the PG-STM tips are LT-GaAs substrates with 
a metal structure on top. Therefore the preparation of the tips is in many ways 
identical to the sample preparation. For this reason the lithography steps will not 
be discussed here. The differences are obviously in the lithography mask and the 
mounting of the tips, but also in the scribing and cleaving strategy. To understand 
this the masks will be described first. The tip designs were made by R. Groeneveld
[1] and have several advantages. Firstly the designs allow the fabrication of the 
switch in close proximity to the tunnelling tip. The distance from the tunnelling 
tip to the switch can be chosen from approximately 25 to 180 ßm by the location 
of the cleave of the GaAs. Secondly the design of the mask is such that the yield 
of the tip making process is as large as possible, with a large variety in tip designs 
possible in one single lithography step.
The general idea is shown in figure 4.11, where the metal structure is indicated 
in light gray. The metal structures are aligned under 45°with the crystal (110) and 
(110) axes along which the GaAs can easily be cleaved. In a first series of cleaves 
(1a, 1b) long strips of GaAs are made. Here it is important that the scratches made 
on the GaAs to initiate the cleaving are made only at the edges of the material and 
not over the full length. For the samples the latter was a good method, but since 
the edge of the substrate will be used as a the actual tunnel tip, one does not want 
to touch it.
Also, for the samples the cleaving in both directions was done in one step, 
while for the tips the GaAs is cleaved in two steps. First the strips are made and 
then, one by one these are cleaved to form the individual tips. The second set 
of cleaves is made perpendicular to the first ones and at such positions that the 
intersections are exactly in the middle of the metal strips. Due to the use of the 
scriber this is possible with an accuracy of several micrometre. The scratches that 
initiate the cleaving, indicated by the arrows 2a and 2b in figure 4.11, are either 
made at the edge of the strips, opposite to place where the tunnelling tip will be, or 
in the middle of the strip, staying several tens of microns away from the edge.
The minimum lateral dimensions of the individual tips are limited by the sub­
strate thickness to about 800 ßm. The reason for this is that it is not possible to 
have a controlled, reproducible cleaving into pieces with lateral dimensions much 
smaller than twice the thickness of the substrate.
The individual tips are now glued onto small stainless steel strips (6 x 5.8 x 
0.5 mm3) with conductive epoxy (Epotek H20E). The epoxy is also applied on top 
of the contact area of the tip to make electrical contact between the metal structure 
of the tip and the stainless steel strip as shown in figure 4.12. Due to the high 
resistance of the LT-GaAs/ SI-GaAs/ GaAs stack, the leakage current from the
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1b 2a
2b
\
Figure 4.11: A typical mask design, not on scale, with 15 ßm wide metal lines 
with a 30 ßm pitch (the light gray areas). The spacing between the horizontal and 
vertical lines is typically 10 ßm. The arrows indicate the position of the scratches 
made to initiate the cleaving of the GaAs.
tip to the steel through the substrate can be neglected. The samples on the metal 
plates are now placed in an oven at 150° C for approximately 50 minutes to cure the 
epoxy. The photoconductive switch is the area without metal between the central 
vertical metal strip and the nearest horizontal strip. Figure 4.13 shows the different 
designs used for the switches. The plain switch (figure 4.13(a)) is like the ones 
shown before and consists of the 15 ßm wide strip running from the apex to the 
switch, a 10 ßm wide gap and a 15 ßm wide line perpendicular to the first line. 
The actual switch is the 15 by 10 ßm2 area of LT-GaAs between the two lines. 
The switch can also be changed into an interdigitated switch with three or four 
fingers depending on the line width (10 or 15 ßm). The fingers are 2 ßm wide, 
8 ßm long and separated by a 2 ßm gap. The 15 ßm wide strip will change into 
a 14 ßm wide strip 3 ßm before the base of the fingers. Finally there is the wide 
area switch, which consists of large areas of metal separated by a thin line without 
metal. Designs have been made with switches that are 2, 5 and 10 ßm wide.
To judge the quality of the fabricated tips, some tips were studied in an SEM. 
The obtained images shown in figure 4.14 are of a tip which was not properly cut, as 
there still is an electrical contact (on the left in figure 4.14(a)) parallel to the switch. 
The design is of the type depicted in figure 4.13(d). One can clearly see that the 
cleaving of the GaAs succeeded well. As anticipated, the gold is still present at the 
edge of the GaAs, despite the rough treatment of the edge when cleaving the GaAs. 
One has to remember that these tips will be placed under an angle with the sample 
surface making the top side, that is the gold surface, the part of the tip that is closest 
to the sample surface. Although neither well defined, nor very sharp, these tips are 
good enough for STM experiments on flat surfaces without very steep features.
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Figure 4.12: Schematic representation and photo of a PG-STM tip glued onto a 
stainless steel strip. For clarity the strip has not been drawn to scale. Conductive 
epoxy provides the electrical contact between the metal structure on top of the tip 
and the steel strip. The darker metal structure on the tip indicates the current path 
from the tip apex to the stainless steel strip. Photo and tip by R. Groeneveld.
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(a) (b) (c) (d)
Figure 4.13: Four designs for the pc-switches in the PG-STM tips. (a) plain switch, 
(b), (c) single and double interdigitated switches, (d) large area switch
(a) (b)
(c) (d)
Figure 4.14: SEM images of a PG-STM tip. This actual tip has never been used 
due to an electrical connection parallel to the switch. Figure (a)-(c) are side views 
and figure (d) is a top view.
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4.4 The (PG-)Scanning Tunnelling Microscope
Scanning Tunnelling Microscopes (STMs) are a common tool these days in many 
physics (and other) laboratories and can be purchased from a variety of renowned 
manufacturers. The STM used here is a home-built air (or ambient) STM of the 
so called ’’Pencil STM” type, based on the one described by Okayama et al. [2]. 
Several STMs of this type have been built and used within the group EVSF II3, 
especially in experiments where tip or sample are illuminated and in initial STM- 
induced photon emission experiments [3, 4]. Figure 4.15 shows a side view of the 
STM used here.
Some improvements have been made compared to the design by Okayama et al.
[2]. First of all, the micrometre screw for the Z-direction is now screwed directly 
into the stainless steel body of the STM, instead of being fixed with a small plate. 
Furthermore the piezo-scanners have been replaced by a single piezo tube with 
segmented electrodes, four on the outside and one on the inside [5, 6]. This one 
tube handles the scanning both in lateral (X,Y) and perpendicular (Z) directions. 
The tube used here has a lateral scanning range of 1.5 ßm and sensitivities of 
8 nm/V in lateral directions and 4 nm/V in the Z direction. At the end of the piezo 
a tip holder can be mounted by screwing it into a shielded and insulated mount. The 
shield, being connected to ground, shields the tip from the high-voltage signals on 
the piezo tube.
To gain optical access to the sample and the tip, holes are provided in the body 
of the STM. The hole on the top side is used to look at the tip and the sample
3now the Scanning Probe Microscopy group, Institute for Molecules and Materials (IMM)
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with an optical microscope, especially during the coarse approach of the tip. Light 
from a light source, needed to be able to see anything at all through the optical 
microscope, is either coupled in via the microscope or via the hole at the side of 
the STM body. To reduce heating of the sample a so-called cold light source is 
used, which means that the infra-red light is filtered out.
For the PG-STM experiments special tip holders are used, allowing for easy 
exchange of the tips and good control of the angle between the tip and the wafer. 
In figure 4.16 the side and top view of such a tip-holder are drawn. The tip holder 
has two sides with different slopes (30° and 16° respectively) of which only one 
at a time is used. As mentioned before, the tips are glued on small metal plates 
which are mounted onto this tip holder. In the top view drawing, such a plate is 
drawn at both possible positions. It is kept in place by a small (2 mm diameter 
by 3 mm thick ) permanent magnet in the centre of the tip holder, as shown in the 
side view drawing. For safety reasons, it is preferred to have all the laser beams
Top View Side View
Thread, M3 tip on metal plate Magnet
Figure 4.16: Side and top view of the special PG-STM tipholder.
parallel to the table and therefore also the beam illuminating the tip. The tipholder 
is therefore mounted with the tip-mounting side directed to the side of the STM, 
hence the choice for top and side view in the drawing. To ensure this orientation a 
small nut is used to fix the tip holder in the piezo tube.
To allow for the illumination of the tip by a laser beam, a large hole has been 
made in the sample block. The large opening in the sample block is the preferred 
view point for the optical microscope in PG-STM experiments. A disadvantage 
is that the viewing direction is nearly parallel to the sample surface. For the ali­
gnment of the laser beam on the sample and the tip the in-line microscope (see 
section 4.1.1) can also be used.
To minimize vibrations at the tunnel junction, the STM is placed on a stack of 
metal plates separated by Viton rubber pieces. As the whole setup is placed on an
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optical table, it is electrically separated from the table by a 2 cm thick polystyrene 
foam plate (with three Viton rings in between the foam and the first metal plate).
For the experiments described here, a Nanoscope™ III SPM controller from 
Digital Instruments is used to provide the feedback, control the piezo voltages and 
apply the bias voltage to the tip. The tunnel current is converted into a voltage 
by a home-built, low noise, current to voltage amplifier, with a conversion factor 
of 108 V/A and a cut-off frequency of 2 kHz. It is furthermore filtered in a pre­
amplifier (EG&G model 113) with integrated low and high-pass filters before being 
fed to the SPM controller. The pre-amplifier is set to ten times amplification and 
is operated on batteries. Data collection and interfacing with the controller is done 
via a PC using dedicated software from Digital Instruments.
In the PG-STM experiments the signal from the current to voltage converter 
is also fed to a lock-in amplifier (Stanford Research SR830). A second computer, 
running a home-built LabviewTM application collects the data from the lock-in am­
plifier and controls the position of the optical delay line. A Delta power supply is 
used to bias the photoconductive switches used to generate the electrical pulses on 
the transmission line.
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CHAPTER 5
Photoconductive Sampling
In  the photoconductively gated STM (PG-STM) experiments described in this 
thesis picosecond electrical transients propagating on a coplanar stripline (CPS) are 
used as test signals. The photoconductive switches used to generate these transients 
are similar to those used in the PG-STM itself. One way to study both the switches 
and the characteristics of the transients is by photoconductive sampling, or pc- 
sampling for short. These results can then be compared with PG-STM results and 
used as parameters in numerical simulations of the PG-STM measurements.
In the next section properties of the CPS and the photoconductive switches 
will be investigated. In section 5.2 pc-sampling experiments will be presented, 
the dependence of the results on several experimental parameters is investigated 
and experimental and numerical results are compared. A summary of the obtained 
results is given in section 5.3 followed by some concluding remarks regarding their 
relevance for PG-STM experiments.
5.1 LT-GaAs and switch properties
5.1.1 Resistance of the CPS conductors
All lithographically defined metal structures, both on the sample and on the PG- 
STM tips are made using the process described in section 4.2. Gold is used as a 
conductor with a very thin Ni and Ge layer underneath and a rapid thermal an­
neal step to provide better adhesion and ohmic contact to the GaAs substrate. To
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calculate the properties of the coplanar stripline (CPS) it is necessary to know the 
resistivity of the conductors. The resistance of the individual CPS lines has been 
measured on seven conductors of four CPS structures, divided over two samples 
from the same batch. The resulting resistance is 360 ±  1 Q for a 5000 ß m long line. 
With a width of 10 ß m and a thickness of 200 nm this translates into a resistivity 
p = 144 nQm or a conductivity of 6.94 MSm-1 .
5.1.2 Dark currents
In PG-STM the current used to stabilize the tunnel junction is limited by the back­
ground current through the pc-switch on the PG-STM tip. Assuming the contact 
between the metal structures and the LT-GaAs making up the pc-switch is ohmic, it 
is the differential conductance of the LT-GaAs that determines the background cur­
rent. To determine the conductance of the switch and verify that the switch behaves 
ohmic, current-voltage (IV) characteristics have been measured for the CPS struc­
ture and for the sampling gap. In the case of the CPS the conductance between the 
two lines of the CPS is measured. For these measurements a DC-voltage is applied 
to one line of the CPS and the other line is connected to ground via an IV-converter. 
As an example the current and the differential conductance as measured on a CPS 
structure are shown in figure 5.1. For voltages up to approximately 0.9 V there is a
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Figure 5.1: Dark current (squares) and the differential conductance (diamonds) as 
measured between the lines of a CPS. The solid line is a fit using equation (5.2) 
and the dashed line is the derivative of this fit.
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linear relation between applied voltage and current, which indicates that the elec­
trical contact between the conductors and the LT-GaAs is ohmic. On the sampling 
gap the same behaviour was observed. For higher voltages the IV-characteristics 
exhibit a non-linear behaviour. With a distance of 10 ßm between the lines of the 
CPS, this corresponds to a critical electric field of 0.9 x 105 V/m.
This non-linear behaviour can be described by a field-dependent mobility of the 
charge carriers in the semiconductor [1, paragraph 1.6.4]. Using the same notation 
as in reference [1], the field dependent current density J is given as:
J = q ■ n ■ E ■ ßo 1 1  + , 1 +  E
2 I V 8 V C
-1/2
(5.1)
with q the charge of an electron, n the charge carrier density, E the electrical field 
strength and ß0 the charge carrier mobility at small field strengths.For the purpose 
of this thesis only the conductance is relevant and it suffices therefore to simplify 
the expression to
a ■ V
I = , ■____ = ,  (5.2)
V1 + V 1 + b ■ V2
with a, b constants, V the applied voltage and I the current. The constant b not 
only includes material parameters, but also a geometrical factor which relates the 
electric potential (V) to the electric field (E) via b «  1/L2, with L the length of the 
switch or the distance between the two lines of the CPS.
To determine the resistivity of the LT-GaAs from the data shown in figure 5.1 
one also has to take into account the current flowing between the contact pads of 
the two lines of the CPS, which are 50 ßm apart (see figure 4.9). This means that 
the LT-GaAs part of the switch consists of a 5 mm wide and 10 ßm long area plus 
two times a 200 ßm wide and 50 ßm long area between the contact pads. The 
factor two is because the CPS lines have contact pads at both ends. This amounts 
to a correction in the conductance of 1.5% compared to the value obtained without 
the contact pads. For the voltages used here, the distance between the contact pads 
is large enough to neglect the corrections for the field dependent mobility for the 
current flowing directly between the contactpads.
Equation (5.2) describes the IV-data in figure 5.1 best with a = 1.56 nS and 
b = 1.17 V-2. For voltages below 1 V the differential conductance is then approxi­
mately 1.56/\/2 = 1.1 nS. Using the whole LT-GaAs thickness (0.75 ßm) and the 
correction mentioned above, this translates into a resistivity of 3.45 ■ 105 Qm, or 
p = 3.45 ■ 107 Qcm for the LT-GaAs. This value is at the upper limit of the range 
of values found in literature [2, 3]
2
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5.1.3 Optical properties of GaAs
To better understand the experimental results it is necessary to know the optical 
properties of LT-GaAs and in particular the absorbance at the wavelengths used. 
In table 5.1 literature values of the refractive index of GaAs are given for optical 
wavelengths approximately equal to those used in the experiments [4]. The absor-
Table 5.1: The real (n) and imaginary (k) part of the refractive index of GaAs at se­
lected wavelengths close to those used by the indicated laser systems [4]. From this 
the absorbance (a), the transmission (T) after 0.75 ßm of GaAs and the reflectance 
under normal incidence (R) are calculated.
Laser system Wavelength
(nm)
n k a
(ßm-1)
?0.75ß m R
Ti:Sapphire 1 805.1 3.679 0.085 1.3267 0.3697 0.328
Ti:Sapphire 2 765.3 3.707 0.093 1.5271 0.3181 0.331
HeNe 632.6 3.856 0.196 3.8935 0.0539 0.346
DPSS 532 534.4 4.120 0.327 7.6894 0.00313 0.371
bance a  is given as 4nk/X  with X the optical wavelength expressed in micrometre. 
The transmission T, defined as the fraction of the power remaining after propaga­
tion through the 0.75 ßm thick LT-GaAs is calculated as T0 75ßm = exp(-0.75a). 
In the last column of the table the reflectance at normal incidence is calculated via 
R = [(n — 1)/(n +  1)]2. It is assumed that the values for LT-GaAs are sufficiently 
close to those tabulated here for GaAs to be useful for first order approximations. 
Effects of the high peak powers in the pulsed laser light are not taken into account 
here.
These numbers show that at normal incidence about one third of the incident 
light is reflected. This is important to remember, not only for safety reasons, but 
also because the reflected light can generate spurious signals which are in-phase 
with the signal one tries to measure.
For the optical wavelength used in most experiments, X = 806 nm, 37 percent 
of the light entering the LT-GaAs layer is not absorbed in this layer, but excites 
charge carriers in the underlying buffer layer and substrate. These charge carriers 
can still contribute to a photo-voltage or change the capacitance of the pc-switch 
long after the conductance of the LT-GaAs layer has returned to its background 
value. The use of light with a smaller wavelength is recommended to reduce this 
effect. Whenever applicable in this thesis, the effects of these charge carriers in the 
substrate will be included in the discussion.
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5.1.4 Photoconductance
The photoconductance of the pc-switches is investigated both for illumination with 
CW laser light (X =  532 nm) and femtosecond laser pulses (X =  806 nm). In so- 
called double gap photoconductive sampling experiments discussed in section 6.6, 
one pc-switch or gap is used as a tuneable resistor by illuminating it with a conti­
nuous wave (cw) laser. For this reason the photoconductance of a sampling gap 
is determined upon illumination with a continuous wave (cw) laser using the mea­
surement scheme schematically shown in figure 5.2. The cw-laser is a Coherent
^  w ® -
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Figure 5.2: Measurement configuration for photocurrents. The top sketch shows 
the sampling gap configuration and the lower sketch the sliding contact configura­
tion.
DPSS 532 laser system operating at a fixed wavelength of X=532 nm. The beam 
intensity is varied using either a gradient neutral density filter or two sheet pola­
rizers. The intensity is monitored with a photodiode measuring the light reflected 
off a microscope glass slide in the laser beam. The monitoring signal is calibra­
ted using a power meter. In figure 5.3 the measured conductance is plotted as a 
function of light intensity for various applied bias voltages. The sampling line in 
this case has a width of 14 ß m and the gap is 5 ß m long. The solid line in the 
graph indicates a linear relation between laser power and conductance, the data has 
a slope slightly larger than unity.
The use of a pulsed laser system is expected to result in a more complex re­
lation between the measured current and the laser power. For small values of the 
photoconductance (g(t)) the amplitude of the electrical pulses depends linearly on 
the conductance, as shown in equation (3.34). However, for large values of the
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Laser Power (mW)
Figure 5.3: The conductance of a sampling gap upon illumination with cw-laser 
light at X = 532 nm, measured at several voltages. The solid line indicates a linear 
relation between laser power and conductance.
photoconductance this relation is non-linear. A second form of non-linearity is 
introduced through the relation between conductance and the laser power. The 
average intensity of the pulsed laser beams is comparable to that of the cw-laser, 
but the peak values are about 6 ■ 104 higher.1 At these high intensities the linearity 
between laser power and conductance cannot be guaranteed.
The average current through a pc-switch illuminated with femtosecond laser 
pulses has been measured at three voltages as a function of laser-power intensity, 
shown in figure 5.4. A photoconductive switch in the sliding contact geometry is 
used for these experiments, as shown in figure 5.2. A linear relation between cur­
rent and laser power is seen for intensities < 0.01 mW and a power 0.55 relation for 
laser powers of 0.01 -  30 mW. Apart from the scaling factor, the power dependent 
behaviour is identical at the three voltages used here. Similar measurements have 
been done using the sampling gap and there too this non-linear relation is found. 
For the carrier lifetime experiments in the next section it is the power 0.55 relation 
that is used in the modelling to determine the carrier lifetime.
IV characteristics have been measured in the same sliding contact configura-
1Using a repetition rate of 82 MHz and an optical pulse with a FWHM of 200 fs one can approxi­
mate the peak power as Ppeak ~  Pcw/  [82 MHz ■ 200 fs] ~  6 x 104Pcw.
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Figure 5.4: The average photocurrent as a function of laser power in sliding 
contact geometry using a pulsed laser system. The solid line indicates a linear 
relation, the dashed line a power 0.55 relation.
tion used for the data in figure 5.4 and for a sampling gap configuration. The laser 
power is 30 mW for the sliding contact and 6 mW for the sampling gap configu­
ration, respectively. The resulting curves are shown in figure 5.5 together with the 
differential conductance. The sliding contact geometry data has the highest current 
because the used laser power is higher. For both geometries the conductance shows 
the same non-linear behaviour as in the dark current measurements, where the field 
dependent mobility of the charge carriers decreases with increasing voltage.
From these measurements one can also approximate the conductance during 
the pulse. Using the approximate results for the transmitted voltage as given by 
equation (3.36), one can calculate that the time averaged current equals
with Tr the carrier lifetime, Vb the applied voltage, f  the repetition rate of the laser 
and go the maximum conductance as defined in equation (3.35). Appropriate num­
bers for these measurements are f  =  82 MHz, Tr =1 ps and the current < I >= 1 ß A 
at Vb=1 V is taken to give g0 =  1/82 S or a peak resistance of 82 Q.The exact value 
for Tr is not known, but is expected to be between 1 ps and 2 ps and determined in 
the next section. It was discussed in section 3.2.1 that the approximate solution is
< I >t = Trg0Vbf, (5.3)
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Applied Voltage Vb (V)
Figure 5.5: Typical IV-curves for switches illuminated with pulsed laser light. 
Measurements are shown for a sampling gap (squares, solid lines ) and a sliding 
contact configuration using the CPS (diamonds, dashed lines). The differential 
conductance (lines without symbols) is calculated from the measured data.
only valid if Z0G(t) ^  1, with Z0=95.56 Q the characteristic impedance of the CPS 
and G(t) the conductance of the pc-switch. For the above example of the sampling 
gap configuration and illumination with 6 mW of pulsed light, Z0G(t ) =  1.2 for the 
maximum value of G(t) and the approximation cannot be used. The laser power 
will have to be reduced by a factor 10 to make the approximation valid, that is less 
than 0.6 mW average power of pulsed light. Using laser powers of 1 mW or above 
requires therefore the use of the full analytical result. Experimentally it also means 
that the maximum current will be limited by the impedance of the transmission 
line.
5.1.5 LT-GaAs carrier lifetime determination
Traditionally transient reflectometry and transmission experiments are used to de­
termine the carrier lifetime. These methods however also probe other effects that 
can make it hard or even impossible to directly determine the carrier lifetime and 
the time dependence of the electrical conductivity [5, 6]. For the photoconductive 
behaviour of a material the carrier lifetime can also be determined from photocur­
rent measurements, thereby making use of the non-linear relation between photo-
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current and the illumination power [5, 7].
Making some assumptions, the approximations discussed in section 3.2 can 
be used and analytical expressions are derived that describe the measured signal 
well and give the carrier lifetime at the same time. The first assumption is that the 
conductance due to a laser pulse arriving at t = 0 is given by
G(t) =  C■ Iaexp ^- - 0  , (5.4)
with Tr the carrier lifetime, C a constant, I the laser power and a  = 0.55 the non­
linearity factor relating the laser power to the conductance determined in the pre­
vious section. The background conductance is considered to be negligible. Note 
that this choice for G(t) is a simplification with a step in conductance at t =  0. The 
approximate solution for the charge q(t) on the switch (equation (3.32)) is used 
and the fact that one can calculate the transmitted voltage vt (t) from this. The total 
charge Q measured due to one pulse is then calculated from
1 i'+~
Q = —  dtvt (t ). (5.5)
Z0 J —x
Now a correlation measurement is modelled by introducing a second laser pulse 
arriving with a time delay t with respect to the first pulse. The intensities of the two 
beams are I1 and I2, respectively. The second pulse is incorporated into the equation 
for G(t), assuming there is no optical interference. Doing all the mathematics one 
arrives at the following expressions for the total sampled charge per optical pulse 
pair:
Q(t) =  2CV0 T-
aI2
I«
1 — exp ( i  ) + h  + 12 exp («Tr )
1 — exp ( 1T)_ + I2 +  ^ exp (  « f )  _
a
; t < 0 
a (5.6)
; -  > 0
Due to the step in the approximated expression for the conductance there is 
also a step in dQ(-)/d- for t = 0. Simulation results will therefore have a sharp 
peak at t = 0, while the experiments show a smooth extremum with zero slope at 
T = 0. It should also be noted that Q(t) has a cusp at zero delay and not a peak 
due to the sub-linear relation between the photocurrent and the intensity of the 
light expressed by the exponent a. Two identical light pulses that do not interact 
because they arrive well separated in time will result in twice the current of one 
pulse, forming the background signal. Arriving simultaneously the total intensity 
is I1 + I2 and the total current is proportional to [I1 +  I2]a, which is less than I1 + 12 
because a  < 1. As a result the total sampled charge for zero delay is less than the 
background signal and lt a cusp is observed in Q(t) traces.
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In a practical situation either one or both laser beams will be intensity modula­
ted and the average current at the modulation frequency or difference frequency is 
measured. In the case of the difference frequency, the measured signal is given by:
where Q j is the sampled charge with beam 1,2 (index i, j)  either on (i, j  =  1) or off 
(i, j  =  0). For T > 0 we get
assuming the modulated beam is beam 2. Using the previously derived expressions 
for Q one finds for SVm (t)
The larger expression for T < 0 is given here for completeness, but is not strictly 
necessary. For t < 0 one can use the same formula as for t > 0, but with I1 and 
I2 interchanged and the time axis reversed. The same holds true for the signal 
measured at the difference frequency.
In both cases, if one knows a  and the ratio of the laser beam intensities, there 
are only two parameters left to fit to the experimental data. The first one is the 
prefactor 2CV0TrI« and the second one the carrier lifetime. One should not forget 
that the measured signal has an additional scaling factor due to the measurement 
circuit. Since these experiments are only done to determine Tr, it is not necessary 
to identify the individual components of the prefactor.
The resulting correlation current trace of a typical measurement is shown in 
figure 5.6. This experiment was done in a sliding contact geometry, with one la­
ser beam modulated and the laser power 1 mW. Using the results from the previous 
section this implies that a  = 0.55. The relative light intensity of the two beams was 
measured to be I2/I1 =  1.00 ± 0.05. Furthermore, to prevent optical interference 
the two beams were cross-polarized. The trace in figure 5.6 is typical for the whole
Svdiff =  Q00 + Q11 — Q01 — Q10 (5.7)
a
Svdiff (t ) =  2CV0 t-I« exp 1 — I2a (5.8)
In case only one beam is modulated the signal is given by
SVmod = Q11 — Q1°, (5.9)
[ ( f )  ■ (1 — exp(I )) — 1 + ( 1 +  f  exp(T-a))
2CV0t-I«exp(—I ) [(1 +  f  exp(-T«))a — 1 ' '
; T < 0 
; -  > 0. 
(5.10)
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Figure 5.6: Correlation current measurement with two laser spots overlapping in 
the pc-switch in a sliding contact geometry. One laser beam is modulated and 
the beams are crossed polarization. The solid line is a fit with Tr = 1.4 ps and a 
small background as explained in the text. The measured current is divided by the 
background value at -20 ps delay.
series of correlation traces that has been measured with the voltage ranging from 
1 V to 15 V and the laser power being reduced by a factor 1, 10 and 100 respecti­
vely. In figure 5.6 the fit to the data is shown, using a carrier lifetime Tr =  1.4 ps, 
which is within the expected range. This fit was however not possible without 
including an additional background. The value of Tr obtained from this series of 
experiments is 1.5 ±  0.5 ps and is rather sensitive to the choice of background.
The background used in the fit consists of a constant plus an exponential. This 
exponential behaviour suggests that a second feature is measured which is also 
excited by the optical pulses and which exhibits an exponential decay mechanism 
with a longer lifetime. In table 5.1 the optical properties of the GaAs have been 
summarized and at the wavelength used here, that is 805 nm, only 63% of the light 
is absorbed in the 0.750 ßm thick LT-GaAs layer. The underlying GaAs buffer 
layer absorbs another 18% of the optical power and the remaining 19% is absorbed 
in the substrate. From FEMLAB simulations [8] it is known that for geometries 
used here the electrical fields extend at least as deep into the GaAs as the electrodes 
are separated, which is 10 ßm in this case. The current through the buffer-layer will
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contribute to the measured photocurrent, although it has not been determined how 
large this contribution is. This contribution is however only present as long as the 
LT-GaAs itself is conducting. In the experiments described here the second optical 
pulse opens a channel between the buffer layer and the electrodes and thereby 
effectively also probes the carrier lifetime of the carriers in the buffer layer. This 
phenomenon can be the cause of the exponential background in the carrier lifetime 
measurements. Other effects, like hopping conduction in the LT-GaAs [9,10] could 
however also be the cause of the background signal. A combination of these effects 
should not be excluded, but a more detailed study is required to determine the real 
cause of this additional time constant.
5.1.6 Reproducibility
The reproducibility of the experiments concerns three situations. First one has to 
be sure that the (photo)conductance and the carrier lifetime of the LT-GaAs do not 
change over time. Secondly, the experiment itself has to be reproducible. And 
thirdly one would like samples with the same design and fabrication process to be 
identical. Experimental data from pc-sampling experiments has been analysed to 
confirm these three aspects of reproducibility.
The conductance of the individual CPS lines has been discussed in section 5.1.1. 
The values presented there have been measured on two samples and these measu­
rements have been repeated several times over a period of 5 years. In the same 
period the conductance of the individual CPS line has also been determined for 
other samples from the same batch, but those were measured only once per sample. 
Each and every time the result was 360 ±  1 Q, showing that sample preparation is 
reproducible within one batch and that the conductance of the metal structures does 
not change with time.
Next photoconductive sampling experiments are compared for two samples of 
which one sample was measured twice with one month between measurements. 
Here only the reproducibility of these results is discussed; in section 5.2 photocon­
ductive sampling results will be discussed in more detail. The results are shown 
both as measured and normalized in figure 5.7. It should be noted that all measu­
rements are shifted along the time delay axis to have their maximum at zero delay. 
The as-measured data are not exactly the same, but the normalized traces are.
For the experiments done on the same day on two different samples, it is ex­
pected that everything is the same except for the exact location of the laser spots on 
the sample. For the excitation in sliding contact mode the position of the spot is ac­
curate to within ±25 ßm. The difference in propagation between the two samples 
can therefore be up to 50 ßm, which results in a shift on the delay-time axis and a 
possible difference in attenuation and effects of dispersion. The effect on the time
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Figure 5.7: Three pc-sampling correlation current traces from two samples, with 
one sample additionally being measured one month earlier. Pulses are generated 
in sliding contact mode with 1 V bias and measured with the side line configura­
tion 500 ß m from the excitation point. Graph (b) shows the same data with the 
background at -5 ps subtracted and divided by the maximum.
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delay between sampling and excitation is a shift of up to 0.5 ps on the delay time 
axis. While propagating along the CPS the signal will be attenuated and this atte­
nuation is predicted to be between 5000 dB/m and 10000 dB/m (section 3.1.2 ) and 
measurements presented in chapter 7 confirm it to be (7.2 ±  0.2) ■ 103 dB/m. With 
50 ßm difference in propagation distance, this results in an amplitude difference of 
8 percent. The data presented here have an amplitude difference of 10 ±  2 %. The 
CPS is designed such that the dispersion is minimal for picosecond transients and 
no effect of dispersion is expected for a propagation distance of 50 ßm. Norma­
lizing the data by subtracting the background and dividing by the maximum value 
shows indeed in figure 5.7(b) that the two traces are identical and that dispersion 
has caused no difference. This shows that both the experiment and the samples are 
very reproducible.
For the experiments done one month apart there is a difference in amplitude, 
although the background is the same. After normalization the rising edge of the 
traces are exactly the same, the tails differ in amplitude but are very similar. If 
sample properties like the conductivity and carrier lifetime of the LT-GaAs would 
have changed, this would have had a profound effect on the shape of the curve. A 
longer carrier lifetime for both sampling and excitation location results in a higher 
background signal and a slower rise time and decay. In fact similar experiments 
have been done many more times and even the traces measured three years later are 
almost identical after normalization, showing that the carrier lifetime and conduc­
tance have not changed. The most probable reason for the observed difference is 
the change in properties of the laser spot on the sample. This can be a change in 
power, pulse shape, spot profile, spot size and angle of incidence of the laser beam.
The stability of the conductivity and the carrier lifetime properties of the LT- 
GaAs have been observed for samples that have been illuminated with a maximum 
of 50 mW on a 20 ßm diameter spot for both the pulsed and the CW light. The elec­
trical stress has never exceeded 15 V as a bias voltage on the pc-switches (3 V/ßm) 
or between the lines of the CPS (1.5 V/ßm)
In conclusion it can be said that the properties of the LT-GaAs do not change 
over time and the sample properties are reproducible, at least within a production 
batch. Because the STM tips are produced in the same way this also holds for 
the pc-switch on the PG-STM tips. Identically shaped transients can be generated 
and measured even on different samples with identical design, thereby providing 
reproducible test signals for the PG-STM. For identical amplitudes of the signal it 
is however important that the laser spot illuminates the same spot on the sample 
and that the properties of the laser spot are exactly the same.
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5.2 Standard photoconductive sampling
In this thesis photoconductive sampling (pc-sampling) is used to characterize the 
transients on a CPS, such that these transients can be used as a known input for 
PG-STM experiments. First experimental results are discussed, like the effect of 
the input signal amplitude, the sampling laser power and the optical wavelength. 
As a last step numerical simulations are compared with the experimental results. 
All experiments use the sliding contact geometry to generate the transients and the 
side line geometry to sample the transients.
5.2.1 Excitation Voltage dependence
In the model describing the pc-switches in a transmission line (section 3.2), the 
transmitted voltage is linear in the voltage of the input signal. This also means 
that the shape of the measured correlation current traces does not change when the 
amplitude of the input signal changes. In figure 5.8 pc-sampling traces are shown 
using excitation voltages ranging from 0.5 V to 10 V. The rising edge of these 
traces is identical while the trailing edges differ slightly. Instead of dividing by the
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Figure 5.8: Normalized pc-sampling traces at various excitation voltages indica­
ted in the legend. All traces have been shifted along the delay time axis by the 
same amount. Normalization is done by subtracting the background at -13 ps and 
dividing by the maximum. Error margins for each trace are the same as the noise 
observed in each trace.
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maximum, one can also divide by the current measured at 15 ps. This results in 
curves that are identical in the tail and most of the rising and falling edge, but that 
differ in the height of the peak by up to 10 percent. The tail in these traces is not 
expected to be present from simulations and it is very likely that it does not scale 
with the excitation voltage in the same way as the main peak does. The slowly 
decaying tail and the main peak are two separate transients generated at the same 
time in the pc-switch.
For the remainder of this chapter the focus will be on the rising edge and the 
amplitude of the peak. In figure 5.9 the peak height minus the background are plot­
ted for the traces of figure 5.8. This data can be described using the field dependent
Bias Voltage (V)
Figure 5.9: Plot of the peak height minus the background determined at -13 ps 
for the traces shown in figure 5.8. The solid line is a fit using the field dependent 
mobility of equation (5.2).
mobility as given by equation (5.2) and expected from the previous sections. The 
effect from the excitation switch will definitely be visible for voltages of 2 V or 
higher, as shown before in figure 5.5. Whether it happens on the sampling gap 
as well depends on the amplitude of the transients and therefore also on the illu­
mination level on the excitation switch. The effect on the correlation current then 
requires the inclusion of the voltage dependent conductance in the simulations, be­
cause the magnitude of the effect varies dynamically with the transients voltage 
and the switch response. A detailed study is required to get to the details of this 
effect. For the remainder of the work here is suffices to note that the measured
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correlation current traces scale with the amplitude of the input signal and taking 
the field dependent mobility into account also with the excitation voltage.
5.2.2 Sampling Laser power dependence
In this section the relation between the conductance of the sampling switch and the 
measured correlation traces is studied. For the practical situation this means that 
the intensity of the probe beam, that is the laser beam illuminating the sampling 
switch, is varied by inserting neutral density filters with varying strengths in the 
path of the probe beam. The data presented here are measured with an excitation 
voltage of 5.0 V and measured at a difference frequency of 10.017 kHz. For the re­
sulting correlation traces the peak height minus the background signal (determined 
at -10 ps relative to the maximum) is plotted in figure 5.10. This figure shows again
Laser power relative to P0
Figure 5.10: Peak height minus background in the correlation current versus the 
probe beam intensity in pc-sampling measurements. The probe beam intensity 
is relative to the intensity P0 = 43 mW without optical filters in the probe beam. 
The squares indicate the measured data, the line is a best fit for the power range 
0.001P0-0.4P0 given by peak height= 3.6 ■ 102 ■ P0 88 nA.
that the signal depends in a non-linear way on the laser power. In the power range 
of 0.001P0-0.4P0 the relation can be described as S = 3.6 ■ 102 ■ P0 88 nA, with P the 
normalized laser power and S the peak height minus the background in arbitrary 
units. This relation is indicated in the figure by the solid line and extended over the 
whole range of the graph.
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Figure 5.11: PC-sampling correlation current traces divided by their maximum 
value, for four probe beam intensities relative to P0 = 43 mW .
The next question is whether the laser power does have an influence on the 
shape or position of the measured traces. In figure 5.11 the correlation current 
traces are plotted after being divided by their maximum value. Three observations 
can be made from this figure. Considering the laser power changes a factor 500, 
the background scales almost perfectly with the maximum value. At low laser 
intensities the background is relatively large. Secondly the rise time is increasing 
with increasing laser power. And thirdly the maximum of the trace is at earlier 
delay times for larger laser powers, which is very clear in the inset of figure 5.11. 
This last observation can easily be explained by differences in glass thickness of 
the various neutral density filters used. For the trace measured at P = 0.01 P0 for 
example, the maximum value is reached 0.12 ps later than for the two high intensity 
traces. With a refractive index of 1.5, the speed of light in glass is 200 ßm/ps and 
an extra delay of 0.12 ps requires a difference in glass thickness of 24 ßm. For the 
P = 0.001 P0 trace this would mean 44 ßm of extra glass. These values are very 
realistic for the neutral density filters used2. A second, but much smaller effect, 
occurs when the filters are not aligned under exactly the same angle with respect to 
the laser beam. This effect alone however is not likely to be the main cause, because 
it would require the filters to be placed at least 10 degrees off normal with respect 
to the laser beam. The filter holders are such that this is highly unlikely, because as
2Private communication with A. van Etteger, optics expert in EVSF-II group.
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long as the filter holder does not move, the difference in filter orientation is entirely 
due to the flatness of the filter. Additionally a change in orientation would easily 
be observed in the position of the beam reflected from the filter. At 1 m distance 
1 degree of orientation change results in 1.7 cm shift of the reflection.
To compare the exact shape of the various traces in more detail, the background 
has been subtracted and the traces have been divided by their new maximum. The 
resulting curves are shown in figure 5.12. The traces measured at 0.01 and 0.001 Po 
are now identical except for the noise. The other two traces are clearly different 
from these low power ones and have a small variation in the onset of their rising 
edge. The traces can be characterized by the rise time and the full width at half
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Figure 5.12: Pc-sampling traces from figure 5.11. Data is normalized by subtrac­
ting the background at -10 ps and dividing by the maximum value. The traces are 
shifted along the delay time axis to have their maximum at 0 ps.
maximum (FWHM), both listed in table 5.2. Here the rise time is defined as the 
delay time between 10% and 90% of the maximum signal in the leading edge. One 
can clearly see that the rise time depends strongly on the laser power. The FWHM 
depends also on the laser power, but the differences are smaller. This is partly due 
to the fact that the trailing edge of the traces is identical for all laser powers down 
to 50% of the peak height.
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Table 5.2: Rise time (10-90%) and Full Width at Half Maximum of the traces in 
figure 5.12. The power of the probe beam is given relative to P0 = 43 mW. The 
errors are due to the resolution in the delay time and the noise in the signal.
laser power rise time (ps) FWHM (ps)
0.501 P0 2.57 ± 0.02 3.62 ± 0.02
0.316 P0 2.33 ± 0.02 3.44 ± 0.02
0.010 P0 1.41 ± 0.02 3.07 ± 0.05
0.001 P0 1.43 ± 0.02 3.12 ± 0.05
5.2.3 Optical wavelength dependence
In section 5.1.3 it was already discussed that at the optical wavelength of the pul­
sed laser system 37 percent of the light entering the LT-GaAs is transmitted to the 
substrate. This is expected to have an effect on the generated transients and on 
photoconductive sampling. The laser system used throughout this thesis is a Tsu­
nami mode-locked Ti:Sapphire operated at a wavelength of 806 nm. Initial mea­
surements were done using a MIRA mode-locked Ti:Sapphire system operated at 
a wavelength of 765 nm. Both systems have optical pulses with a similar width 
of approximately 200 fs FWHM. Here pc-sampling correlation current traces are 
compared measured with 806 nm and 765 nm wavelength respectively. The nor­
malized version of two traces measured on the same sample and with the same 
optical power are compared in figure 5.13.
Numerical simulations (not shown here) in which the optical pulse width is va­
ried show that for a realistic variation in FWHM (170 fs to 250 fs) only very small 
changes are observed in the correlation current traces. The measured difference is 
therefore not caused by a difference in optical pulse width. For the LT-GaAs thick­
ness used here (0.75 ßm), 37% (A = 806 nm) and 32% (A = 765 nm) of the light 
penetrating into the LT-GaAs is transmitted into the buffer layer and the substrate. 
More light penetrating into the buffer layer and the substrate results in correlation 
current traces with a wider peak. The longer living photo-excited carriers in the 
buffer layer contribute not only via the conductance, but also by changing the ef­
fective capacitance even when the conductance in the LT-GaAs has returned to the 
background state. This effect is not incorporated in the model or the simulations.
To reduce the effect of the light in the buffer layer one can either use shorter 
wavelengths or increase the thickness of the LT-GaAs layer. Using shorter optical 
wavelengths has the additional advantage that the excited charge carriers are on 
average located much closer to the surface and therefore to the electrodes.
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Figure 5.13: Normalized pc-sampling correlation current traces measured using 
Ti:Sapphire laser systems operated at X = 806 nm (solid) and X = 765 nm (dashed) 
respectively. Normalization is done by subtracting the background at -10 ps and 
dividing by the maximum.
5.2.4 Comparison with the theory
In most experiments both the excitation and the detection laser beam are inten­
sity modulated and the correlation current is measured at the difference frequency 
of these two modulation frequencies. The signal (S) measured at the difference 
frequency is given by (see appendix C):
Svdiff Ä *11 + *00 — *01 — *10 (5.11)
where lij is the current with the pump and probe beam (index i, j)  either on (i, j  = 
1) or off (i, j =  0). Only the l11 term depends on the delay time between the 
two beams, the other terms form a constant background signal. In the simulations 
presented here the calculated SVdiff is compared with the experimental data.
Excitation voltage dependence
Numerical simulation results and experimental data are compared in figure 5.14. 
The parameters used in this simulation are listed in the tables 5.3 and 5.4. The mea­
sured excitation voltage dependence was presented in section 5.2.1, where it was
107
Photoconductive Sampling
shown that after normalization the measured correlation current traces are identical 
except for the small difference in the tail of the traces. It is therefore expected that 
all the simulation parameters are the same for the three excitation voltages except 
for the voltage itself. However, it was also shown that the peak values do not scale 
linearly with the excitation voltage and this was explained as being caused by the 
electrical field dependence of the excitation gap resistance. This is incorporated in 
the simulations by using an additional scaling of the excitation gap conductance 
(G1) derived from the peak height-minus-background data in figure 5.9 and listed 
in table 5.4. For the sampling gap this correction is not required, because the tran­
sient measured on the CPS has a much smaller amplitude (in volts) than the bias 
voltage on the excitation gap.
Delay time (ps)
Figure 5.14: Simulated (solid line) and measured correlation current data at three 
excitation voltages. The experimental data is the raw data from figure 5.8. Simula­
tion parameters are given in the text.
A good match between the calculations and the measurements requires the 
use of the in-line excitation geometry instead of the sliding contact geometry used 
in the experiment. This means that the excitation gap is described including a 
capacitance and not the expected perfect sliding contact configuration without a 
capacitance [11]. A second adaptation is required to model the slowly decaying tail 
and the small, slow start of the rising edge visible in figure 5.8. The conductance of 
both the excitation and sampling gap have to be described by the superposition of
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Table 5.3: Simulation parameters used for the data in figure 5.14.
Parameter Symbol Value Unit
Excitation
repetition time laser T 12195 ps
FWHM optical pulse FWHM 0.200 ps
CPS impedance Z0 95.56 Ohm
capacitance gap Cg 4.0 fF
background conduction G0 1.0 x 10-9 Siemens
carrier relaxation Tr 1.0 ps
on-conductance G1 0.87 x 10-3 Siemens
carrier relaxation 2nd Trs 80.0 ps
on-conductance 2nd G1s G1 x 0.1 Siemens
Sampling
capacitance gap Cg 1.0 fF
background conduction G0 1.0 x 10-9 Siemens
carrier relaxation Tr 1.0 ps
on-conductance G1 1.0 x 10-3 Siemens
carrier relaxation 2nd Trs 80.0 ps
on-conductance 2nd G1 s G1 x 0.01 Siemens
Table 5.4: The scaling factor used for G1 and G1s in the excitation.
Excitation voltage 10 V 5 V 2 V 1V 0.5 V 
Scaling factor 1 1.265 1.367 1.309 1.1488
two terms with different carrier lifetimes. The main peak requires Tr = 1.0 ps and 
the tails at both sides of the trace require Trs = 80 ps. The 80 ps time constant has 
been verified in other measurements with traces extending up to 300 ps in delay 
time after the peak.
The physical explanation for the second time constant and the presence of the 
capacitance requires a more thorough study of this particular issue. An additio­
nal carrier relaxation mechanism as suggested by the way it is included in the 
simulation is one possible mechanism. It is supported by observations[12, 13] in 
SPPX-STM experiments on GaNxAs1-x where also two exponential components 
are observed with approximately the same time scales, namely ~  1.0 ps and ~  
50 ps. Others [9] and Kuhl [10] observed the tail in LT-GaAs metal-semiconductor- 
metal photodiodes and were able to attribute it to hopping conductivity using low-
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temperature measurements. Another possibility is the effect of the photo-excited 
charge carriers in the buffer layer and substrate. Once the conductance of the LT- 
GaAs in the switch has returned to its background value, the charge carriers in the 
buffer layer still contribute to the capacitance of the switch. This effect could be 
the reason for the simulations requiring an additional time constant and a capaci­
tance that should not be present. A combination of these effects is also possible, 
with the hopping conductivity requiring the second time constant and the longer 
living photo-excited carriers in the buffer layer resulting in the capacitive term.
The simulations do not only provide the resulting correlation current, but also 
the transient propagating along the transmission line. In figure 5.15 the simulated 
transient for a 1 V excitation is shown. Upon propagation along the CPS this 
transient will change in amplitude, but the design choices for the CPS make that the 
shape of the transient will hardly be affected. The generated pulse has an amplitude 
of 98 mV, a 10%-90% rise time of 0.55 ps and a FWHM of 2.62 ps. The maximum 
of the transient is reached 0.92 ps after the arrival of the optical excitation pulse.
Sampling laser power dependence
The second step is to study the effect of the power of the sampling light beam. The 
experimental data were already presented in section 5.2.2, where it was observed
Time (ps)
Figure 5.15: Simulated transient on the CPS using the parameters from tables 5.3 
and 5.4 with an excitation voltage of 1 V.
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that the rise time in the correlation current is considerably smaller for low laser 
power sampling than for high laser power sampling. Secondly it was observed that 
the delay time at which the correlation current reaches its maximum also depends 
on the sampling laser power. In figure 5.16 simulations and measurements are 
compared. The simulation data nicely matches the experimental data, including 
the shift of the maximum and the change in shape. Only for the 0.001 P0 data an 
additional 0.1 ps shift was found outside these simulations and this is very likely 
the variation in the thickness of the optical filters as discussed in section 5.2.2.
The simulation data in figure 5.16 are obtained using the same input signal
D elay tim e (ps)
(a) P  =  0.501Pq
D elay tim e (ps)
(c) P  =  0.010P0
D elay tim e (ps)
(b) P  =  0.316P0
D elay tim e (ps)
(d) P  =  0.001P0
Figure 5.16: Simulated (thick solid line) and measured (thin solid line plus □) 
correlation current for four sampling laser powers. The measured data is shifted 
by -10.62 ps, except (d) where the shift is -10.72 ps. The measured data has data 
points every 0.10 ps, but markers in the graph every 0.50 ps. Measurement errors 
are less than the size of the symbols and relative to the peak height the highest in 
graph (d). More details are provided in the text.
111
Photoconductive Sampling
or in other words, the same parameters for the excitation in all four simulations. 
The best match between experimental and numerical data is obtained with most of 
the excitation parameters the same as in table 5.3, except for Cg = 5.5 fF, G1 =  
1.45 mS, G1s =  0.08 * G1 and a bias voltage Vb = 5.0 V.
With only the sampling laser power as variable parameter between the four 
measurements in this data set, it is expected that only the G1 parameter of the 
sampling gap and the background current have to be varied to get a good match 
between simulation and experimental results. This turns out not to be the case. 
Table 5.5 lists the values of the simulation parameters for the sampling gap. The
Table 5.5: Sampling gap simulation parameters used for the data in figure 5.16.
Parameter Unit 0.501P0 0.316P0 0.010P0 0.001P0
Cg fF 1.0 1.0 1.0 1.0
G0 nS 1.0 1.0 1.0 1.0
Tr ps 1.0 1.0 0.5 0.5
G1 S 6.2 x 10-3 4.5 x 10-3 3.2 x 10-4 4.0 x 10-5
Trs ps 80.0 80.0 80.0 80.0
G1s/G1 - 0.01 0.01 0.0065 0.0046
Ic (bg) nA 10.0 7.3 0.75 0.115
experimental error in these traces is very small and is of the noise level seen in the 
traces. Measuring these traces multiple times without changing anything produces 
traces that vary less than the size of the square symbols and show no systematic 
variation from one trace to the other. A good match between experiment and simu­
lation therefore requires the simulation to be within the symbols of the measured 
data. To obtain the steeper rising edge of the Ic traces at low optical powers, the 
carrier lifetime is reduced to 0.5 ps and the relative contribution of the Trs term 
is halved. It is not understood why the carrier lifetime is different for the sam­
pling gap compared to the excitation gap. Both GaAs and LT-GaAs have complex 
electronic band structures and it is known that high light intensities can affect the 
bandgap and result in a more complex zoo of carriers and charge traps contributing 
to the conduction than at low intensities. It is therefore assumed that this effect 
is a property of the LT-GaAs and studying it falls outside the scope of the work 
described in this thesis.
In conclusion one can say that the measured results can be simulated well. The 
shift of the maximum and the steeper slope are modelled using a smaller carrier 
lifetime for low intensities. The high laser power typically used (P0 =  43 mW or 
0.1P0 = 4.3 mW) reduces the temporal resolution and in case of the excitation is 
also expected to result in a transient with a larger FWHM and a larger contribution
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of the long lived carriers.
Optical wavelength dependence
Experiments have been done using two Ti:Sapphire laser systems, one operating 
at X = 765 nm and the other at X = 806 nm. The simulations presented so far 
dealt with results obtained at X = 806 nm. Next numerical results are compared 
with experimental X = 765 nm data in figure 5.17. Experimentally the transient
Delay time (ps)
Figure 5.17: Measured data (□ plus thin solid line) using X = 765 nm light from 
figure 5.13 and calculations (thick solid line). Simulation parameters are listed in 
table 5.6 and the measured trace was shifted along the delay time axis.
on the transmission line is generated using the sliding contact geometry and a bias 
voltage Vb = 1.0 V. To get a reasonable match, the simulations again require the 
use of the in-line geometry thereby including a capacitive term in the excitation 
switch. Simulation parameters are listed in table 5.6. The constant background is 
added to the correlation current as a separate simulation parameter. The simulation 
result is very good, except for the transition between the regions where the two 
time constants dominate.
Next, the calculations are compared with the data measured using light with 
X = 806 nm. The results are shown in figure 5.18(a) and 5.18(b) for two measu­
rements with different delay time ranges and step sizes. In this case not only the 
optical wavelength is different, but also the excitation voltage Vb = 10.0 V. The
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Delay time (ps)
(a)
Delay time (ps)
(b)
Figure 5.18: Measured X =  806 nm data (filled square + thin line) from figure 5.13 
compared to calculations (thick line). Simulation parameters are listed in table 5.6. 
The measured traces were shifted along the delay time axis.
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same lumped model is used as in the 765 nm case, with the simulation parame­
ters listed in table 5.6. Unfortunately there is no unambiguous way of determining 
which set of parameters gives the best fit to the measured data. With the chosen 
parameters the model clearly fails in some areas: the start of the rising edge (-50 ps 
to -20ps), the rising edge between -3 ps and -1 ps and again the transition in the 
tail from the short to the long time constant. Optimizing the parameters for one of 
these ranges results in a larger difference in the other ranges.
Table 5.6: Simulation parameters used for the data in figures 5.17 and 5.18.
Parameter Value
at 765 nm
Value
at 806 nm
Unit
Excitation
repetition time laser T 13158 12195 ps
FWHM optical pulse 0.2 0.2 ps
bias voltage Vb 1.0 10 V
CPS impedance Z0 95.56 95.56 Ohm
capacitance gap Cg 2.0 4.0 fF
background conduction G0 1.0 1.0 10-9Siemens
carrier relaxation Tr 1.0 1.0 ps
on-conductance G1 1.6 2.3 10-3 Siemens
carrier relaxation 2nd Trs 80 80 ps
on-conductance 2nd G1s 0.15 0.12 G 1
Sampling
capacitance gap Cg 1.0 2.0 fF
background conduction G0 1.0 2.0 10-9Siemens
carrier relaxation Tr 1.0 1.0 ps
on-conductance G 1 1.1 1.0 10-3 Siemens
carrier relaxation 2nd Trs 80 80 ps
on-conductance 2nd G1 s 0.008 0.018 G 1
Simulation parameters for the data at both optical wavelengths is similar, as ex­
pected, but there is a difference in the capacitance and the relative magnitude of the 
second photoconductance term. However, the error margins on the determination 
of the parameters for the second conductive path are such that the values determi­
ned at 765 nm and 806 nm are within each others error range. Both the excitation 
and the sampling gap have in the 806 nm simulation a capacitance that is twice 
that of the 765 nm simulation. In section 5.2.1 it was shown that the excitation 
voltage does not result in different shapes of the correlation traces and it has also
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been shown that changing the optical power does not require a change in the value 
of the capacitance in the simulations. The difference in capacitance value must 
therefore be caused by the main difference between these experiments, namely the 
difference in optical wavelength. In section 5.2.3 it was already argued that the 
photo-excited carriers in the buffer layer can result in an additional capacitance. 
With relatively more light penetrating into the buffer layer at X =  806 nm than at 
X =  765 nm, this can indeed account for (part of) the difference in the capacitance 
values used in the simulations. Studying this relation in detail is outside the scope 
of the work described in this thesis.
5.3 Summary and conclusions
In the first part of this chapter material and sample parameters relevant for nume­
rical simulations of the CPS, photoconductive sampling and PG-STM have been 
determined. In the second part photoconductive sampling experiments have been 
described, the dependence on various experimental parameters has been investiga­
ted and results were compared to numerical simulation results. The most important 
material and sample parameters determined are:
• The resistivity of the metal structures making up the CPS is p =  144 ±  
0.4 nQm, or R =  360 ±  1 Q for each of the 5 mm long lines of the CPS.
• The dark current-voltage relation for a typical photoconductive switch is oh­
mic for low voltages. For higher voltages the resistance is electric field de­
pendent as described by equation (5.2). The critical voltage above which this 
non-linearity is noticeable is approximately 0.9 V for a 10 ß m long switch.
• For the LT-GaAs it is found that p =  3.45 ■ 107 Qcm, which matches literature 
values [2, 3].
•  At the optical wavelength typically used for the experiments in this thesis, 
X =  806 nm, only 63% of the light penetrating into the LT-GaAs is absorbed 
in this layer. The remaining 37% is transmitted into the buffer layer and 
the substrate. These are literature values [4] for GaAs which have not been 
verified experimentally for the LT-GaAs.
• The LT-GaAs conductance is slightly super-linear in the laser power for CW 
illumination at X =  532 nm and powers up to 3 mW on a 14 ß m diameter 
spot. This has been determined for voltages ranging from 0.5 V to 10 V on 
a photoconductive switch 14 ß m wide and 5 ß m long.
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• W ith femtosecond pulsed light at X = 806 nm the conductance of a photo- 
conductive switch depends linearly on the illum ination for power levels up 
to 7 mW at 20 ß m diameter spots. A t higher intensities there is a P 0 55 re­
lation, with P  the power of the light. These observations are independent of 
the applied bias voltage for voltages up to 15 V.
• As with the dark current, the time averaged photo-current using femtosecond 
light pulses depends non-linearly on the applied voltage because of the elec­
tric field dependent conductance. This non-linearity is noticeable above a 
critical voltage of typically 0.9 V  for a 10 ß m long switch.
• The carrier lifetim e has been determined from a cross-correlation measu­
rement. The resulting value of 1.5 ± 0.5 ps depends on the choice of the 
background in the fit. Matching simulations to standard photoconductive 
sampling experiments results in a value of 1.0 ps.
An important result from the photoconductive sampling experiments is that both 
the experiments and the samples are very reproducible. Repeating measurements 
without changing anything results in correlation current traces that are identical 
within the noise level of the trace. Doing the same experiment on two samples or 
twice on one sample with up to one month in between results in correlation current 
traces that are identical in shape after normalization, but which differ in amplitude 
up to 50% depending on the exact, but not calibrated conditions of the experiment. 
Better control of the experimental conditions should however easily reduce this 
difference to less than 10%. The fact that the shape of the correlation current traces 
is the same shows that the carrier lifetim e has not changed. In fact traces measured 
4 years apart require simulations with the same 1.0 ps carrier lifetim e to match 
measurements and simulations.
The correlation current in photoconductive sampling experiments has the same 
dependence on excitation voltage and laser power as observed in conductance mea­
surements. The effect of the sampling laser power is sub-linear with Icorr «  p0 876. 
In addition the rising edge of the correlation current is steeper at very low light 
intensities, which could only be modelled using a smaller carrier lifetim e of 0.5 ps.
Finally measurements done at an optical wavelength of 765 nm and at the stan­
dard wavelength of 806 nm show that there is indeed an effect of the light reaching 
the SI-GaAs buffer layer. Photo-excited carriers in the buffer layer w ill contribute 
to the conductance of the switch, but w ill also change the capacitance of the switch. 
This w ill result in a wider pulse in the correlation current traces and also explains 
why a capacitive term is needed to match the simulations with the measured re­
sults when the sliding contact configuration is used to generate the transients on 
the CPS. A t 765 nm wavelength less light reaches the buffer layer and capacitance
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is less than when using the 806 nm light. Additionally the simulations require a 
secondary time dependent conductance induced by the light pulses, but with a car­
rier lifetime of 80 ps. This term could be related to effects in the LT-GaAs, like 
hopping conduction [9, 10].
The numerical simulations match well with the experimental results, provided 
a secondary conductive term is introduced and the sliding contact geometry uses 
a capacitive term. However, the models do not describe all the features in the 
traces, which include reflections. As a result there is no objective measure like 
a least square fit to determine which numerical simulation matches best with the 
experimental data. This can at best be done for parts of the trace at a time, but 
parameters that make one part of the trace fit well reduce the match in other parts 
of the trace.
In conclusion one can say that the material and device parameters have been 
determined that are required to describe the PG-STM experiments in the remain­
der of this thesis. The transients on the CPS, providing the input signal for these 
PG-STM experiments, can be modelled using the models from chapter 3 and the 
changes summarized in section 5.2.4.
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CHAPTER 6
Photoconductively Gated STM: performance and
comparison with theory
I t  has been common practice to test photoconductively gated scanning tunnelling 
microscopes (PG-STM) by measuring picosecond voltage transients on coplanar 
transmission lines [1-3 ]. In this chapter the performance of the PG-STM is stu­
died and results are compared with the theoretical model proposed by Groeneveld 
and van Kempen [4], discussed in section 3.4. This simple lumped circuit model 
and variations on it have already been used successfully to describe PG-STM data 
from various groups [3-8 ]. Here the dependence of the PG-STM performance on 
various experimental parameters will be investigated and it will be shown that there 
is a clear difference with experiments by Keil and co-workers [3, 5 , 6]. An alter­
native photoconductive sampling method will be introduced in section 6.6, which 
can be described by the same equations as the PG-STM. This method allows mea­
surements at smaller tunnel resistance values than can be used in the PG-STM. In 
section 6.7 the performance of different PG-STM tip designs is compared. Throu­
ghout this chapter only the main peak of the transients on the CPS is studied. Re­
flections visible as extra peaks in the tail of the signal are discussed in chapter 7. 
The final part of this chapter summarizes the experimental and simulation results.
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6.1 Measuring at the difference frequency.
In the PG-STM  experiments both the pump and probe laser beam are intensity 
modulated with a square wave modulation and the delay-time dependent signal is 
measured at the frequency which is the difference of these two modulation fre­
quencies (see chapter 4 ). In appendix C a careful analysis of such double modu­
lated signals is presented. The modulation frequencies are chosen in the range of 
200 kHz to 900kHz and are such that one can consider the laser beams to be either 
on or off, irrespective of the pulsed nature of tunnel currents. The total current is 
f i j , where the indices i, j  refer to the pump and probe beam respectively. In that 
case f 00 represents the current when both beams are blocked, while f 11 represents 
the delay-time dependent current with both beams in use. The cases with either 
the pump or the probe beam blocked are represented by f 01 and f 10 respectively. 
As shown in appendix C, equation (C .8) , the part of the correlation current being 
modulated at the difference frequency has an amplitude
2
Sdiff «  —ó [f11 + f 00 -  f 01 -  f 10] . (6 .1)n 2
This means that one does not only measure the delay-time dependent signal f 11, 
but also a background consisting of the current without any light and subtracted 
from that the current due to each laser beam separately. For delay times such that 
the pump and probe contribution are clearly separated Sdiff w ill be zero.
Modulation of both laser beams also has an influence on the dc-current, which 
is used to stabilize the tunnel junction. Sim ilar to the difference frequency signal, 
the zero frequency or dc signal can be expressed as:
Sdc «  4  [f 00 + f 11 + f 01 + f 10] . (6.2)
The STM  feedback system w ill (in constant current mode) adapt the tunnel dis­
tance to get Sdc = I set with I set the current setpoint. As a consequence the exact 
tunnel resistance is not known, because none of the f i j  terms is known separately. 
Determination of Rt from I set and the applied bias voltage is only possible when 
there is no transient on the CPS and the effect of the sampling laser is negligible. 
It also means that the tunnel resistance w ill vary with the delay time t between 
excitation and sampling laser pulses, via the term f 11.
An important consequence is that the feedback system influences Sdiff through 
a changing Rt, depending on the value of f 11. Now suppose all terms f ij  scale 
linearly with 1/R t, then one can write
Sdiff = Sdiff ' I set/Sd^ (6.3)
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with Sdiff the feedback corrected signal actually being measured at a current set­
point I set of the feedback system. In practical terms this means that one cannot 
determine the exact amplitude of the transients, nor can the exact value of the tun­
nel resistance be determined. The effect depends on the relative contributions of 
the four terms f ij and is delay-time dependent through f 11. It reduces the amplitude 
of the pulse seen in the correlation current trace with respect to the background in 
that trace. Depending on Rt the background w ill be higher (Rt large) or lower (Rt 
small) than expected. There is an intermediate value of Rt where the background 
does not change and only the amplitude of the pulse is reduced. This cross-talk 
effect cannot be prevented by choosing another cut-off frequency of the feedback 
system.
Does another modulation scheme provide better results? W ithout modulation 
only f 11 is measured and the feedback system completely suppresses the time re­
solved signal. When one laser beam is modulated and measurements are done at 
the modulation frequency there are two terms, f 11 and f 10 (or f 01) that contribute 
to the background signal used by the feedback. The feedback system reduces the 
time resolved signal, but does not completely destroy it. The effect of the feedback 
system can be further reduced by modulating both laser beams and measuring at 
the difference frequency. This does not mean that the actual Rt is closer to the 
expected value, but it reduces the delay-time dependence of the variation, resulting 
in measured correlation current traces that differ less from f 11.
6.2 Does the tip influence the transients on the CPS?
The characteristics of the CPS can easily be changed locally by the close proxi­
m ity of the PG-STM  tip. Whether this really happens has been experimentally 
verified using a special pc-sampling configuration as shown in figure 6 .1, where 
both excitation and sampling are done in a sliding contact geometry.
One of the CPS lines is biased at 5 V  with respect to ground and the other line is 
connected to ground via a 10 kQ resistor. A  lock-in amplifier measures the voltage 
over the resistor at a frequency of 83 kHz. The pump and probe laser beam are fo­
cussed between the two lines of the CPS at spots roughly 700 ßm  apart, indicated 
in figure 6.1(a). The beams have an intensity of 17 mW and 90 mW respectively 
and are modulated at 897 kHz and 814 kHz respectively, with the difference fre­
quency being provided to the lock-in amplifier for reference. An optical delay is 
created between the two laser beams and the voltage over the resistor at difference 
frequency of 83 kHz as a function of delay time. The measurements are done with 
the PG-STM  tip between the two laser spots, as indicated in figure 6.1(a). One 
trace is measured with the tip fu lly retracted (more than 2 mm) , the other with
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(a)
Figure 6.1: Sketch of the experimental configuration used to determine the effect 
of the PG-STM tip on the transients propagation along the CPS. Figure (a) shows 
a 3D-overview with the location of the two laser spots indicated and a schema­
tic representation of the measurement circuit. Figure (b) shows the view looking 
along the CPS with the gold structures on the tip visible. Both tip and sample are 
truncated in this sketch.
the tip at tunnelling distance from the CPS. For maximum effect the ’tip wire’ and 
additional metal strips on the GaAs tip are aligned parallel to the CPS lines. This 
way the amount of GaAs close to the sample surface is as large as possible and 
the coupling between the metal structures on the tip and the stripline is maximized. 
Schematically this is shown in figure 6.1(b).
124
6.2 Does the tip influence the transients on the CPS?
Delay time (ps)
Figure 6.2: Effect of the PG-STM tip on correlation current traces measured with 
sliding contact excitation and sampling on a CPS. The PG-STM tip is at tunnelling 
distance (dashed) or retracted 2 mm (solid). Both traces have been shifted an equal 
amount along the delay time axis and both traces have the background at zero delay 
removed. No smoothing or filtering has been applied. The peak at positive delay 
time is excited by the pump beam and detected by the probe.
Correlation current traces of both measurements are compared in figure 6.2. 
The traces show two pulses, each excited by one laser beam and detected by the 
other. The PG-STM tip is seen to influence the signal, reducing the amplitude of 
the two transients by 13 and 2 percent respectively, without changing the shape of 
either pulse. The propagation speed is increased such that the delay time between 
the two peaks decreases by 0.4 ps. No satisfactory explanation has been found for 
this effect. One of the two transients has to pass underneath the tip twice, the other 
only once and this accounts at least for part of the difference in amplitude reduction 
with the tip present.
In actual PG-STM experiments the transients are measured as they pass the PG- 
STM tip the first time and the effect of the tip is therefore negligible. Furthermore 
the sample is rotated 90 degrees around the surface normal like other experiments 
described in literature [9], to keep the plane of the 'tip wires' parallel to the CPS 
propagation direction and tilted to point away from the second line of the CPS. This 
is done to avoid spurious signals caused by reflections of the probe beam from the 
tip onto the CPS and to reduce pick-up of THz signals by the tip wires.
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6.3 Input signal amplitude dependence
The lumped circuit model for the PG-STM  predicts that the correlation current 
scales linearly with the amplitude of the input signal, as described in section 3.4.3. 
Experim entally this is tested by varying the amplitude of the transients through 
the bias voltage of the excitation switch. Resulting PG-STM  correlation current 
traces are shown in figure 6.3. The transients are generated using side line exci­
tation as discussed in section 3.2.2. In section 5.2.1 it was already shown that the 
shape of the transients is independent of the excitation voltage and therefore all 
PG-STM  correlation current traces should be identical after normalization if  the 
response scales linearly with the input signal. Figure 6.3(b) shows the same traces 
after being divided by the maximum, which shows that the shape of the traces is 
indeed independent of the excitation voltage. Not shown here is a second expe­
riment, using the sliding contact configuration(see section 3.2.2) to generate the 
transients and excitation voltages up to 15 V. Here too the traces are identical after 
normalization. The fact that the normalized traces are identical also shows that the 
delay time dependent effect of the measurement method, discussed in section 6 .1, 
is negligible.
If  the correlation current depends linearly on the input signal, then the peak 
height in the traces should scale with the excitation voltage in the same way as the 
amplitude of the transients does. In figure 6.4 the measured peak heights are plotted 
as a function of the applied excitation voltage for both data sets. The results are 
sim ilar to those of the photoconductive sampling experiments in section 5.2.1 and 
the conductance measurements in section 5.1.2. In those sections it was already 
discussed that the non-linear current-voltage relation is due to a field dependent 
m obility of the charge carriers in the semiconductor, caused by the large electric 
fields in the excitation switch. The current-voltage relation is in simplified form 
[10, paragraph 1.6.4]
a ■ V
I  = , ■_____ = ,  (6.4)
V 1 + V 1 + b ■ V2
with a, b constants depending on the switch dimensions and geometry and on the 
semiconductor properties, V  the applied voltage and I  the current. The data in 
figure 6.4 can be described with this relation using a = 0.834 pS, b = 0.120 V -2 
for the sliding contact configuration (solid line) and a = 2.405 pS, b = 10.664 V -2 
for the side line configuration (dashed line) respectively.
In conclusion one can say that the PG-STM  behaves as predicted, with the 
amplitude of the correlation current scaling linearly with the amplitude of the elec­
trical transients on the CPS. A  delay time dependent effect of the feedback system 
on the measured traces has not been observed.
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Delay time (ps)
(a)
Delay time (ps)
(b)
Figure 6.3: PG-STM  correlation current traces for various Vexc. Side line excita­
tion is used to generate the transients, the tunnel junction has Vbias = 250 m V and 
Iset = 250 pA. Graph (a) shows the measured traces, all shifted by an equal amount 
in delay time and with the background, determined at a delay of -20 ps, subtracted. 
Graph (b) has additionally all traces divided by their maximum value.
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Excitation voltage (V)
Figure 6.4: Peak height for the traces in figure 6.3 (diamonds) and for a similar 
experiment with sliding contact excitation (squares). In both cases the peak height 
is measured with respect to the background and has an error of ±0.1 pA. The lines 
are fits taking field dependent mobility into account.
6.4 TUnnel conductance dependence
The next step is to study the relation between the measured traces and the tunnel 
conductance. Experimentally this is done by varying the tunnel current setpoint 
in the STM feedback, while keeping the tunnel voltage constant. In figure 6.5 a 
selection of correlation current traces from one set of measurements is shown. In 
this particular case the STM tip was biased at 500 mV with respect to the CPS, 
while the transients were generated using side line excitation with a bias of 10 V. 
Apart from the main peak one can observe a tail and additional small peaks caused 
by reflections of the transients. Here the focus is on the main peak and discussion 
of the tail and reflections is postponed till later in this thesis.
Figure 6.6 shows the same traces divided by their peak height. Apart from the 
inaccuracy in the offset, all traces are identical and for this range of tunnel currents 
(15 pA -1.5 nA) there is no indication that the response time of the system changes 
with the dc-tunnel current.
In figure 6.7 the peak height is plotted as a function of the tunnel current toge­
ther with a linear fit 7peak =  a ■ 7set +  b, where b =  4 pA. Two important observations 
are that there is indeed a linear relation between the measured amplitude and the
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Figure 6.5: PG-STM correlation current traces for a range of STM feedback cur­
rent setpoints and a bias of 500 mV on the tip. Side line excitation with 10 V bias 
is used to generate the transients on the CPS. The traces have not been smoothed 
and the offset at -15 ps has been subtracted.
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Figure 6.6: The traces of figure 6.5 divided by their maximum value for compari­
son of their shape.
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Setpoint Tunnel Current (pA)
Figure 6.7: The peak height versus the dc tunnel current for the dataset of fi­
gure 6.5.
current setpoint and that the measured amplitude does not vanish for very small 
tunnel current setpoints.
These results are compared to simulation results based on the model presen­
ted in section 3.4. Simulation parameters have been varied to get a good match 
between simulated and measured traces for trace with a tunnel current setpoint of 
the 500 pA. Both measured and simulated trace trace are shown in figure 6.8. The 
amplitude, the rising slope and the width before the onset of the tail are used to de­
termine the parameters for one trace. Once all parameters are fixed only the tunnel 
conductance is varied to obtain the other simulated traces and determine their peak 
height. Apart from the experimentally observed slowly decaying tail the simula­
tions and experimental data match reasonably well. Like the measured traces, the 
simulated traces for all tunnel conductances are very similar after normalization. 
The transient amplitude depends linearly on the tunnel conductance for conduc­
tances up to 10 nS (Rt =  100 MQ) as indicated by the solid line in figure 6.9.
For low tunnel conductance the experiments however do not match the simu­
lations, because there is a non-vanishing signal in the measurements. Possible ex­
planations for this effect should always include the fact that one can only measure 
an average current and that this average current has to be provided via a conductive 
path. In the model this conductive path is via the tunnel junction and the switch, but 
there can be an unintentional secondary current path on the STM tip. This secon-
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Delay time (ps)
Figure 6.8: Comparison of a trace measured at 500 pA setpoint (dotted line) and 
a simulation trace. Measured data is shifted along the delay time axis to have the 
maximum at the same delay time as the simulation data.
Setpoint Tunnel Conductance (S)
Figure 6.9: Simulation results for the peak height versus the tunnel conductance. 
The line indicates a linear relationship with zero offset.
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dary path must have a small conductance, because its effect is only seen for small 
values of the tunnel conductance. In the work by Keil and coworkers [3, 5, 9, 11] 
this was done intentionally and with a low impedance. A schematic representa­
tion of their measurement configuration is shown in figure 2.9 (b). In these articles 
they have shown that in such a configuration one does indeed have a signal that is 
independent of the tunnel resistance.
A point of attention is that in the experiments it is the measured dc-tunnel cur­
rent that is known and not the exact tunnel conductance. The latter differs from 
the simple Vbias/Idc due to the high ohmic photoconductive switch in series with 
the tunnel conductance and due the double modulation of both sampling and ex­
citation laser beams. The double modulation results in the contributions given in 
expression (6.2). In figure 6.10 the relation between the actual dc-current and the 
tunnel conductance is shown. At high tunnel conductance the dc-current depends
Tunnel Conductance (pS)
Figure 6.10: Simulation results showing the relation between the actual dc-current 
and the tunnel conductance for 0.5 V bias. The line indicates a linear relationship 
with zero offset.
non-linearly on the tunnel conductance and saturates at approximately 40 nA in 
this case. Experimentally trying to access this non-linear regime can easily lead 
to a crash of the tip into the sample, because the feedback system cannot handle 
large non-linearities. The effect of the feedback system, in combination with the 
double modulation, can be approximated by expression (6.3) for the case where the 
current depends linearly on the tunnel conductance. Including this correction and
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DC Tunnel Current (pA)
Figure 6.11: Simulation results of the peak current in the difference frequency 
signal versus the actual DC-current. The diamonds show the effect of the STM 
feedback assuming one can correct for feedback using equation (6.3). The line 
indicates a linear relation with zero offset.
plotting the peak height against the dc-current one obtains the graph in figure 6.11. 
Figure 6.11 shows that even when the effects of the current limitation by the switch 
and the effect of the double modulation in combination with the feedback system 
are included, the current-voltage relation is still linear. The non-zero offset seen in 
the measurements for tunnel currents below 100 pA cannot be explained from the 
corrections discussed here.
Summarizing one can say that for a large range of tunnel conductance values 
there is a linear relation between the amplitude of the measured traces and the 
tunnel conductance, as predicted by the lumped circuit model. It was also shown 
that the shape of the traces does not change with tunnel conductance, which implies 
that the temporal resolution also does not change. The non-vanishing signal at low 
tunnel conductance values is not in agreement with the model, but could be caused 
by a secondary conductive path on the STM tip.
6.5 PG-STM in contact
The STM-tip can also be brought into point contact with the sample, in which case 
there is no more tunnelling and the PG-STM is used as a photoconductive probe.
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Two sets of measurement results w ill be described and then compared to a set of 
numerical simulation results. In figure 6.12 two typical traces measured in contact 
and tunnelling mode are compared after background subtracting and dividing by 
the maximum value. In contact mode the maxima occur at a later delay time and
Delay time (ps)
Figure 6.12: Comparison of a correlation current traces measured in tunnelling 
(solid line) and contact (dashed line) mode respectively. Experiments are done 
with tip G1, Vt =125 mV, Vexc =10 V, and the data is normalized by subtracting the 
background determined at -30 ps and dividing by the maximum. No smoothing is 
applied.
the reflections in the tail of the main signal are much less resolved than those in the 
tunnelling trace. Additionally the amplitude of the tail in the contact trace is larger 
than the one in the tunnelling trace. In figure 6.13 the same data are shown with 
the contact trace shifted by -1.4 ps. One can now see that all maxima in the contact 
trace align with the corresponding maxima in the tunnelling trace. The extra bump 
at the rising edge could be related to a defect in the gold on this particular PG-STM  
tip. A t 13 ß m from the tip apex there is an approximately 4.5 ß m diameter hole in 
the conductor, which can result in reflections of the transient on the tip.
In a second set of measurements, shown in figure 6.14 with another tip and 
measured at a higher tunnel bias voltage, the same effects are seen. In these mea­
surements, the maximum of the contact measurement occurs 0.8 ps later than that 
of the tunnelling measurement and both traces have an identical 10%-to-90% rise 
time of 3.5 ps. The features in the tail of the main peak also hardly change going
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Delay time (ps)
Figure 6.13: The same contact (dashed) and tunnelling (solid) data as in fi­
gure 6.12, but with the contact data shifted by -1.4 ps.
from tunnel to contact measurements. The reflections just shift along the delay 
time axis by approximately the same amount as the main peak. In contrast to the 
first dataset the relative amplitude of the tail does not change when the STM  goes 
from tunnelling to contact mode.
These results can be compared with simulation results. The simulation para­
meters have not been optimized to match the experiments exactly, but are close 
enough to show the trend when the tunnelling resistance is varied. In  figure 6.15 
the simulated normalized transients are shown for various tunnel resistances ran­
ging from typical tunnelling conditions of 1 GQ down to a contact situation with 
10 Q resistance. Going to even lower resistances does not seem necessary to match 
the experimental results. Groeneveld [4] for example, who used identical tips, re­
quired Rt to be 100 Q to match simulations and experimental data. It should be 
noted that the term tunnelling resistance is in these situations used because it is the 
name of the parameter in the model. There is of course no tunnelling at these low 
resistance values of the tip-sample contact.
The normalized traces are at a first glance almost identical for a large range 
of tunnel resistance values. A t intermediate tunnel resistance values the positions 
of the maxima and the trailing edges are clearly different. This is sim ilar to the 
experimental results of figure 6.14. The differences in the rising edges however are 
very small, which does not match the experimental results.
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Delay time (ps)
(a)
Delay time (ps)
(b)
Figure 6.14: A second example of a comparison of correlation current traces mea­
sured in tunnelling and contact mode. These experiments were done with tip G2, 
Vt =500 mV and Vexc =10 V. The background is subtracted and the data is divided 
by the maximum value. The contact trace in figure (b) has been shifted -0.8 ps. 
The 500 pA and 7.0 nA traces are almost indistinguishable in this graph.
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Time (ps)
(a)
Time (ps)
(b)
Figure 6.15: Simulations of the normalized correlation current for a range of Rt 
values. Normalization is done by dividing by the maximum value of a trace. Figure 
(b) shows the top of the peak in detail and the position of the maximum is indicated 
for four traces.
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A  small shift in the position of the maximum is observed depending on the 
resistance of the tip-sample contact. The maximum shift depends also on the other 
model parameters like the conductance of the switch and both the geometric and 
switch capacitance. In these simulations the shift of the maximum is lim ited to 
0.4 ps, while in the presented experiments shifts of respectively 1.4 ps and 0.8 ps 
were observed. A  difference with the experiments is that shifting the calculated 
contact traces along the delay time axis does not result in a better match between 
the contact traces and the tunnelling traces. The smoothing effect observed in the 
traces in figure 6.12 can be explained from the slowly decaying tails seen in the 
100 Q simulation. It is not clear however why this is not observed for the other 
experimental dataset.
An important difference between the two experimental datasets shown is that 
they have been measured with two PG-STM  tips with different designs. The tip 
used for figure 6.14 has design (a) shown in figure 6.22, which is a T-shaped design. 
For the data in figures 6.12, 6.13 design (d) from figure 6.22 is used, which is 
basically a 5 ß m long slit in a single gold surface. The switch is in this case 70 ß m 
from the tip apex, which makes the effective switch width 140 ß m. As a result the 
capacitance w ill be much larger than for the T-shaped tip. The effect of the tip­
designs w ill be discussed in more detail in section 6.7, but for now it is sufficient 
to notice that the larger shift of the maximum and the slower decay of the tail are 
due to the larger capacitance.
The contact measurements can be summarized by stating that the positions of 
the maxima are shifted with respect to the traces measured in tunnelling mode. 
The rising edge changes only marginally, it appears to shift with the maximum 
and the change in the trailing edge depends strongly on the STM-tip design. In 
simulations the rising edge does not shift with the maximum. Simulations show 
that the amount of shift and the change in the trailing edge depend strongly on the 
tip-sample contact resistance, but the calculated shift is approximately the same as 
the measured one.
6.6 Extended pc-sampling system
An STM  operating at ambient conditions has a lim ited range for the tunnelling re­
sistance. In practical situations the minimum tunnel resistance is in the range of 
10 M Q to 100 M Q due to contamination and water (from the air). Trying to go to 
lower tunnel resistances results in a point contact measurement. On top of that the 
effect discussed in section 6.4 and shown in figure 6.10 w ill make it impossible to 
measure at tunnel resistances below a certain lim it. To verify the lumped circuit 
model for the intermediate values of the tunnel resistance, an extended pc-sampling
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system is used that introduces a tunable resistance for Rt. On the substrates with 
the C PS a second sampling line is added which has an additional switch at a dis­
tance d from the CPS as shown in figures 6.16 and 4.9. Experiments using this
^ d
(: - 1
(I) (J
gap 1 gap 2
a T
-J 1 L
Excite Excite
(a) (b)
Figure 6.16: Principle of pc-sampling with sliding contact excitation. A  conven­
tional sampling geometry is shown in figure (a ) and the double-gap configuration 
is shown in figure (b).
geometry w ill be indicated by the term double gap experiments. The gap between 
the line and the CPS (gap 1) is illum inated with a focussed continuous wave (cw ) 
laser beam and resembles the tunnel junction in a PG-STM  experiment. B y  varying 
the light intensity the conductance of this gap is varied. The second gap (gap 2) is 
illuminated with the pulsed laser beam, just like the sampling gap in the original 
pc-sampling and PG-STM  experiments. Unlike the PG-STM  experiments, one can 
directly control the conductance of gap 1 and not just the average current going 
through the whole measurement channel. The capacitance of gap 1 (Ct), corres­
ponding to the geometric capacitance in the PG-STM  configuration only includes 
the capacitive coupling in the gap. One can extend it to include the capacitive cou­
pling between the CPS and the part of the sampling line between gap 1 and gap 2. 
This part of Ct differs from the geometric capacitance in the PG-STM  because the 
sampling line is now in plane with the CPS and on the same substrate.
The cw-laser system is a Coherent DPSS-532 with 100 mW output power and
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the intensity is varied using two sheet polarizers of which the second one is fixed 
and the first one, seen from the laser, is rotated to vary the power. Between the 
laser and the first polarizer an OD 1.0 neutral density filter is placed. In figure 5.3 
the conductance of a photoconductive gap like gap 1 was shown as a function of 
the cw-laser power. There is approximately a linear relation with slope 100 nS/mW 
and a background conductance of 1 nS (measured at 1 V bias). In the experiments 
gap 1 is illuminated with 0.009 mW to 10 mW of light, resulting in a resistance of 
1 GQ to 1 MQ. It was not possible to bridge the 1 MQ to 1 kQ gap of the switch 
conductance. The optical power required to get gap 1 into this regime is such that 
one has to start accounting for effects like heating of the sample.
Three versions of these samples have been made differing only in the distance 
between the CPS and gap 2. The chosen distances are 50 ß m, 100 ß m and 200 ß m. 
For the 50 ß m samples no dependence on the cw-light intensity was observed. This 
is not as expected from the STM-data or the simulations.
For the samples with d =  100 ß m a clear difference is observed between the 
high power (large conductance) traces and the low power (low conductance) traces 
as illustrated in figure 6.17 for three laser intensities. The peak values are plotted
Delay time (ps)
Figure 6.17: Normalized correlation current traces of a double gap sampling ex­
periment with 100 ß m gap separation and three intensities of the cw-laser. Nor­
malization is done by subtracting the background at -10 ps and dividing by the 
maximum. Zero delay time is defined as the delay time corresponding to the maxi­
mum of the solid trace. Conductance values of gap 1 are 1.0 ß S, 100 nS and 1 nS.
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CW-laser power (mW)
Figure 6.18: Peak height as a function of the cw-laser intensity in double gap 
pc-sampling experiments with 100 ß m gap separation.
against the cw-laser power in figure 6.18. For most of the laser power range there 
is no influence of the laser power on the amplitude of the measured signal. In this 
same power range the traces are virtually identical in shape. Only at very high 
intensity there is a steep increase in peak height and a clear change in the shape of 
the trace. As can be seen in figure 6.17, the maximum of the main peak has shifted 
by 0.33 ps and it is detected at a later time compared to the low conductance case. 
The 10-90% rise time increases from 1.67 ps to 1.90 ps. The falling edge changes 
in the opposite way however, with many reflections visible in the tail of the high 
conductance trace disappearing into one featureless tail in the low conductance 
cases.
The traces measured on a sample with d = 200 ß m are clearly different, as 
shown in figure 6.19(a) where four traces out of a series of seven are shown. F i­
gure 6.19(a) shows the relation between the peak height and the cw-laser power for 
this set of measurements. A  first difference with the other two sets of measurements 
is that there is now a linear relation between the peak height and the laser power. 
This is exactly as expected from the lumped circuit model. A  second difference is 
that there is no longer a tail in the traces but a collection of pulses.The shapes of the 
traces are compared in figure 6.20 , by dividing the background subtracted traces by 
their maximum value. A ll traces are now identical, including the additional peaks.
The tail in the d = 50 ß m and d = 100 ß m measurements and the pulses in the
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Figure 6.19: Double gap pc-sampling traces with varying cw-laser intensity and a 
gap separation of 200 ß m. (a) The traces as measured with the background sub­
tracted. (b) Peak height versus cw-laser power for the traces in (a). Conductance 
of gap 1 scales with laser power with 100 nS per milliWatt.
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Delay time (ps)
Figure 6.20: The same traces as in figure 6.19(a), but now divided by the amplitude 
of the main peak.
d = 200 Im  traces are not present in the simulations and are due to reflections. 
Traces measured at the various configurations are compared in figure 6.21. In the 
rising edge there is hardly any difference between the traces, except for the 50 Im  
trace which has a slightly smaller rise time. Comparing this difference in rise time 
with the reproducibility measurements in section 5.1.6 this difference in rise time 
is real. Measurement errors are largest in the 200 Im  trace and can be seen as the 
noise in the first minimum around 2 ps. Normalization effects w ill have an effect 
on the onset of the peak, but have hardly any effect on the rest of the rising edge. 
The effect is therefore real, but from these measurements one cannot determine 
whether it is due the sampling geometry or due to the exact conditions of the exci­
tation. It is not caused by a different propagation distance between the excitation 
spot and the sampling line, because these were all equal with an error of ±25 Im .
The features observed in the tail are due to reflections of the transients, but 
are these reflections on the C PS or on the sampling line? For all three samples a 
standard pc-sampling measurement was done first and none of them showed ad­
ditional features in the tail of the traces, which therefore rules out reflections on 
the transmission lines themselves. Reflections can occur on the sampling line at 
the location of the sampling gap, because this is a discontinuity in the impedance. 
When gap 2 is in the off-state for example, its resistance is well above 1MQand 
w ill result in a large reflection. The transient coupled onto the sampling line can
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Delay time (ps)
Figure 6.21: Double gap pc-sampling traces for three distances between the sam­
pling gap and the CPS, measured with a cw-light intensity of 9 mW on gap 1, 
corresponding to a conductance of 900 nS. A default (single gap) trace is added for 
comparison. All traces are normalized by subtracting the background and dividing 
by the maximum value. All traces are shifted along the delay time axis to have 
their maximum at zero delay.
therefore bounce back and forth between gap 2 and gap 1, before being sampled by 
the laser pulse at gap 2. Assuming the propagation velocity on the sampling line is 
approximately the same as the 100 Im /ps calculated for the CPS (section 3.1) this 
would imply a reflection to be present at intervals of 4 ps for the 200 Im  sample 
and at 2 ps intervals for the 100 Im  sample. For the 200 Im  sample this is indeed 
the case. For the 100 Im  sample this is the case as well, although the successive 
reflections start to dissolve in their combined envelop. In the 50 Im  trace all that 
is left is the combined envelop of all reflections.
An additional effect is the direct capacitive coupling between the CPS and the 
part of the sampling line after the sampling switch. This is not taken into account 
in the model, but will result in an additional smearing of the reflections. The larger 
the distance between the sampling gap and the CPS the smaller the effect is. Part 
of the problem is that the sampling line does not have a well defined ground plane 
or line.
In conclusion one can say that the experiments with the double gap sampling 
configuration have shown that the distance between the sampling gap and the CPS
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has a profound effect on the tail observed in the correlation current traces. Reflec­
tions on the sampling line are observed and for small separation of the gaps these 
reflections will blend into an almost featureless tail. Parasitic effects from the CPS 
to gap 2 should be included in the model especially when the distance between 
gap 2 and the CPS is small. For a 200 Im  gap separation it has been demonstrated 
that there is a linear relation between the observed peak height and the conductance 
of gap 1, as predicted by the lumped circuit model.
6.7 PG-STM tip design
The PG-STM tips used here have three kinds of variations in their design, namely 
the design of the switch, the width of the tip wire and the distance between the tip 
apex and the switch. PG-STM measurements with four different tips will now be 
compared. In all cases the transients on the CPS are generated using side line exci­
tation and the STM is operated at similar bias voltage and tunnel current settings.
The four types of tip-switch designs have been discussed in section 4.3 and are 
summarized again in figure 6.22. The tips designated as #7 and G2 both have a 
T-shaped switch design as shown in figure 6.22(a). Tip G3 has an interdigitated 
switch design shown in figure 6.22(c). These tips have tip-apex to switch distances 
of 140 I  m (#7), 81.5 I  m (G2) and 68 I  m (G3) respectively. The fourth tip, G1, 
has a design of the type shown in figure 6.22(d), where the tip is completely covered 
with metal except for the photoconductive switch which extends over the full width 
of the tip. This switch is 140 Im  wide, 5 Im  long and the distance from the centre 
of the switch to the tip apex is 70 Im .
Normalized PG-STM traces measured with these four tips are shown in fi­
gure 6.23. The traces with tip #7 and tip G3 have been measured directly after 
each other, where tip #7 was positioned approximately 65 Im  further away from 
the excitation location. In these traces reflections are visible at 12.1 ps and 13.45 ps 
respectively. With a phase velocity of 100 Im /ps on the CPS (theoretical value, 
see section 3.1) and the pulse having to travel back and forth, this time difference 
results in a difference in travel distance of 135 Im  for the reflection. This matches 
nicely with the estimated location difference of 65 Im  and shows that the reflec­
tions occur indeed on the CPS. The trace with tip G2 was measured at almost the 
same location as the trace with tip G3. Using the same method with reflections, the 
location of tip G2 is determined to be 15 Im  further from the side line than tip G3.
To study the effect of the tip switch design the differences between the traces 
are identified. The G1 trace has a much longer (10%-90%) rise time (8.4 ps com­
pared to 3.5 ps) and the top of the peak also is much wider at the falling edge side. 
The second peak in the G1 trace, at 7.5 ps is very pronounced, while the other
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(a) tips #7 and G2 (b) (c) tip G3 (d) tip G1
Figure 6.22: Four designs for the pc-switches in the PG-STM tips as discussed in 
section 4.3. (a) plain switches used in tip #7 and G2, tip wire is 10 Im  (b) single 
interdigitated switch with tip wire of 10 Im , (c) double interdigitated switch used 
in tip G3 with a 16 Im  wide tip wire, (d) large area switch used in tip G1. See 
section 4.3 for overall tip design and figure 4.12 for a photo of a tip with switch 
type (a).
traces only have shoulders at approximately this delay time. The second obser­
vation is that all traces, except the G3 trace, have a small shoulder in the leading 
edge. In trace G2 it is hard to see, but very close examination also reveals a small 
shoulder in that case. A third observation concerns the shoulder in the falling edge 
around 5 ps, which is much larger in the traces G2 and #7 than in the G3 trace.
These observations show directly that design (d) as used in tip G1 is far from 
ideal. The large rise time, the clear presence of a shoulder at the rising edge and 
the relatively slow decay at the falling edge are all measurement effects due to the 
tip design. These effects are caused by the large capacitance of the switch, the fact 
that only the central part of the switch is actually illuminated by the pulsed laser 
and the propagation effects on the tip that cannot be ignored due to its large width.
The effect of the interdigitated switch used in tip G3 is also evident. The G3 
trace has the smallest rise time and no shoulder can be detected in the rising edge. 
All traces have a slowly decaying tail from the main peak that is the background 
for the reflections. The amplitude of the shoulders, peaks and troughs indicates 
that this tail is lower, or decaying faster for the G3 trace.
An effect of the tip apex to switch distance cannot be observed in these mea­
surements, because with an identical switch design and a factor 1.7 difference in 
distance for tips #7 and G2 some effective present was expected to be seen there. 
The only real difference between these two traces is in the shoulder in the rising 
edge and that cannot be explained by the difference in distance.
It is no surprise that the interdigitated switch gives the best performance, as it 
is also the preferred design of photoconductive switches in for example THz an­
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Delay time (ps)
Figure 6.23: PG-STM correlation current traces of side line excited transients on a 
CPS, measured with four different tips with switch designs given in figure 6.22 and 
respectively 140 ß m (#7), 81.5 ß m (G2), and 68 ß m (G3) and 70 ß m (G1) distance 
between tip apex and the actual switch. Normalization is done by subtracting the 
background at -20 ps and dividing by the maximum value. All traces are shifted to 
have their maximum at 0 ps delay time.
tennas used to generate and detect THz signals [12, 13], photoconductive sampling 
probes [14, 15] and in ultrafast optical detectors [16, 17]. The active area of the 
switch within the spot of the laser light is much larger, while the RC time of the 
switch is comparable or even equal to that of the conventional design. As a result 
both the background conductance and the conductance in the on-state are higher, 
resulting in a more efficient sampling and a better resolution.
The best PG-STM tip design uses an interdigitated tip switch and although 
not demonstrated here, it can be argued that the design using four fingers (fi­
gure 6.22(c)) will be more efficient than that using the three fingers (figure 6.22(b)). 
The distance between the tip apex and the switch should not be too small, because 
the light illuminating the switch should not directly affect the tunnel junction. Also 
reflections of that light from the switch could interact with the sample and the fur­
ther from the tip apex, the smaller the effect will be on the phenomenon one tries to 
measure. The distance should however not be too large, because that leads to signal 
loss as shown in the previous section. A large distance also requires an adaptation 
of the model to include the travelling nature of the sampled signal on the PG-STM
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tip.
6.8 Conclusions
The goal of the experiments described in this chapter was to confirm that the lum­
ped circuit model discussed in chapter 3 does indeed describe the behaviour of a 
PG-STM. PC-sampling experiments show that the close proximity of the PG-STM 
tip to the CPS has only a small effect on the transients on the CPS. The transients 
measured with the PG-STM are therefore the same as those measured with the 
pc-sampling geometries discussed in chapter 5.
It is confirmed that the correlation current scales linearly with amplitude of 
the transients on the CPS. The observed non-linearity is caused by the non-linear 
behaviour of the photoconductive switch used to generate the transient. It is also 
confirmed that the correlation current scales linearly with the background tunnel 
current. For small tunnel currents however the correlation current does not vanish 
in contrast with the predictions from the model. No explanation has been found for 
this experimentally observed effect. The point contact measurements, where the 
PG-STM tip is brought into contact with the CPS, are in line with the simulations 
with both showing a shift of the maximum for the contact trace with respect to the 
traces in tunnelling mode. The measurements however, show a larger shift (1.4 ps 
and 0.8ps) than the simulations (< 0.5 ps) and the measurements show a shift of 
the rising edge not seen in the simulations. The latter can however be related to the 
smaller shift in the simulations.
A double gap geometry for pc-sampling was introduced as a model system for 
the PG-STM. It is indeed reasonably described by the same lumped circuit model 
as the PG-STM, but it requires the inclusion of the capacitive coupling between the 
CPS and the sampling switch. The experiments have shown that for a separation 
of 200 ß m between the two gaps the observed peak height scales linearly with the 
conductance of gap 1 in this geometry. For smaller gap separations the peak height 
is constant over a large range of conductance values of gap 1 and only scales with 
the conductance for large conductance values.
Reflections of transients are observed both in the PG-STM measurements and 
the double gap pc-sampling experiments. In the latter the reflections occur on the 
sampling line between the sampling switch and the CPS. In the PG-STM measu­
rements the observed reflections are caused by features like defects on the CPS. 
The reflections and tail observed in the correlation current traces will be discussed 
further in chapter 7 .
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CHAPTER 7
Pulse propagation on a coplanar stripline monitored with
a Photoconductively Gated STM
I n  the previous chapters the photoconductively gated scanning tunnelling micro­
scope (PG-STM) was characterized using picosecond transients on a coplanar stri­
pline (CPS). In this chapter the PG-STM is used to study the propagation of these 
picosecond transients along a CPS. The propagation velocity and attenuation fac­
tor for these transients are determined and the deformation of the transients’ pulse 
shape while propagating along the CPS is studied. Imperfections in the CPS result 
in reflections of the transients, which are visible in the correlation current traces 
measured with the PG-STM. The usability of the PG-STM to determine the loca­
tion of these imperfections is investigated. Finally the PG-STM is used to study 
the characteristics of transients generated with two different geometries of the ex­
citation photoconductive switch.
7.1 Pulse propagation
As a freely positionable probe the PG-STM is very well suited to characterize high- 
bandwidth transmission lines [1,2]. In the propagation experiments discussed here, 
the transients on the the CPS are generated using the sliding contact geometry 
[3-5 ]. The area of the photoconductive substrate, low-temperature grown GaAs 
(LT-GaAs), between the two lines of the CPS is used to generate the transients by 
applying a short optical pulse while keeping the two lines of the CPS at a constant
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potential difference with respect to each other, see figure 7.1(a). B y  repositioning 
the excitation laser spot the propagation distance till the PG-STM  measurement 
location can be varied over a large range, without having to reposition the PG-STM  
tip and thereby changing the measurement conditions of the PG-STM .
The PG-STM  tip has a double finger interdigitated switch as schematically 
shown in figure 7.1(b), is biased at a DC-tunnelling voltage of 500 mV with respect 
to the CPS and the STM  is operated in constant current mode with a setpoint of 
500 pA. The transients are excited using a 10 V  potential difference between the 
two lines of the CPS and an average optical power of 0.2 mW is used both for 
excitation and operation of the PG-STM .
The PG-STM  tip is positioned on one of the two CPS lines, with a constant bias 
voltage applied between the tip and the CPS line. The tunnel current is amplified 
using a 108 V/A operational amplifier. This signal is then used in the feedback loop 
of the STM , via an additional 10-times amplifier with a low-pass filter set at 1 kHz. 
The signal from the operational amplifier is also directly fed to a dual channel 
lock-in-amplifier to measure the correlation current. Both the pump and probe 
beam are intensity modulated using acousto-optic modulators (AO M ) operating 
at 808.0000 kHz and 809.728 kHz respectively. A  home build electrical mixing 
circuit is used to generate a sinusoidal reference signal for the lock-in amplifier at 
the difference frequency of these modulations, 1.728 kHz. The lock-in amplifier 
(L IA ) uses an integration time of 100 ms and after moving to a new delay time the 
computer waits 300 ms before reading the corresponding value of the correlation 
current. The electronics part of the set-up is schematically shown in figure 7.1(c) 
and more details of the whole experimental set-up can be found in chapter 4.
Figure 7.2 shows the measured correlation current traces after smoothing with 
a Savitzky-Golay filter (order 2, window 11) and removal of the background deter­
mined at a delay time of -20 ps. Data points are taken every 0.1 ps of delay time. 
The curves have been smoothed, because the emphasis here is on amplitude and 
position of the maximum only. The point of zero delay time has not been calibrated 
resulting in an arbitrary, but for all traces equal delay offset in figure 7.2.
From the traces in figure 7.2 the peak values have been taken as the maximum 
value. The corresponding delay time has been used as the peak position corres­
ponding to that propagation distance. The measured peak position is plotted as a 
function of propagation distance in figure 7.3. The error in determining the peak 
position is ±0.1 ps and the error in positioning the laser spot on the CPS is esti­
mated to be less than ±25 ß m. A  linear regression through the peak position data 
in figure 7.3 gives a slope of 9.57 ± 0.06 fs/ßm (R  = 0.9999), which translates to 
a propagation velocity of 105 ß m/ps or 0.348 c with c the speed of light in va­
cuum. The model for the propagation of a transient is discussed in section 3.1 and
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(a) (b)
E xcitation  V o lta g e  B ias V o lta ge
(c)
Figure 7.1: Figure (a) is a schematic representation of the sliding contact geometry 
used for the propagation experiments described in the text. Figure (b) shows the 
double finger interdigitated design of the photoconductive switch on the PG-STM 
tip used in these same experiments. Figure (c) is a diagram of the electronics 
involved in a PG-STM experiments.
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Figure 7.2: PG-STM correlation current traces measured with sliding contact ex­
citation at distances from the tip indicated in the figure legend. The data has been 
smoothed and the background determined at -20 ps has been subtracted.
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Figure 7.3: The peak position (A) and the 10log of the amplitude (■) determined 
from the experimental traces shown in figure 7.2 are plotted against the correspon­
ding propagation distances. The lines are linear regression fits to these data points 
as described in the text.
154
7.1 Pulse propagation
described by equation (3.4), repeated here for reference
V (t,z) = F -1 F {V (t,0 )}- e-Y(f)z ,
with y  the propagation factor. The propagation factor is a complex number and its 
real part determines the attenuation of the signal while propagating on the CPS. 
The attenuation can experimentally be determined from the slope of the 10 log of 
the amplitude plotted against the propagation distance. This data is shown in fi­
gure 7.3, where the solid line indicates a linear regression with a slope of (-3 .6  ± 
0.1) ■ 10-4  ß m-1. This translates to an attenuation factor of (8.3 ± 0.2) ■ 102 Np/m 
or (7.2 ± 0.2) ■ 103 dB/m .1 In other words, the amplitude of these transients w ill 
change a factor 0.44 for each 1 mm of propagation on this CPS. The error in the 
propagation distance is again ±25 ß m and the peak height determination has an 
error of 0.1 arbitrary unit due to the noise in the background. An additional estima­
ted error of ±5% in the peak height is caused by the realignment of the excitation 
laser onto another location on the CPS for each propagation distance. The combi­
ned error of 5% plus 0.1 arbitrary unit is shown figure 7.3. Taking the errors into 
account the maximum and minimum slope are determined to be -4.2 ■ 10-4  ß m-1 
and -2.7 ■ 10-4  ß m-1, resulting in a maximum attenuation of 8.4 ■ 103 dB/m and 
a minimum attenuation of 5.4 ■ 103 dB/m.
The experimental results can be compared with simulation results using the 
models for the CPS and the pc-switch from chapter 3 and the experimental results 
from chapter 5. The simulation parameters are listed in table 7.1. The in itial pulse, 
at a propagation distance of 0 mm is calculated using the formulas for a pc-switch 
in a CPS. The resulting pulse after a given propagation distance on the CPS is then 
calculated from this in itial pulse using the formulas from section 3.1. A  selection 
of these curves is shown in figure 7.4. Sim ilar to the experimental results the 
maximum of each curve is determined both in amplitude and time. This results in 
a propagation velocity of the transients of 111 ß m/ps (0.371 c) and an attenuation 
factor of 8.30 ■ 103 dB/m (956 Np/m).
Based on calculations in chapter 3, the dimensions of the CPS have been cho­
sen such that the attenuation and deformation of the pulses during propagation 
along the CPS w ill be minimal. To compare pulse shapes for several propagation 
distances, five of the correlation current traces from figure 7.2 have been normali­
zed and plotted in figure 7.5. Normalization is done by subtracting the background, 
determined at 20 ps before the peak and dividing by the peak height. The traces are 
shifted along the delay time axis to have their maximum at zero delay. The values 
for the peak height and the delay time shift are the same as those used in figure 7.3.
1The conversion from m 1 or nepers per metre to dB/m is done as y [dB/m] =  20 10 log (e) ■ 
Y [Np/m] ,with the conversion factor being approximately 8.6859 (see e.g. [6, page 4]).
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Table 7.1: Simulation parameters used for the data in figure 7.4.
Parameter Symbol Value Unit
Excitation
repetition time laser T 106/82 ps
FWHM optical pulse FWHM 0.200 ps
Impedance CPS Zq 95.56 Ohm
capacitance gap Cg 5.0 fF
background conduction Go 1.0 ■ 10-9 Siemens
carrier relaxation Tr 1.5 ps
on-conductance G1 2.0 ■ 10-4 Siemens
bias voltage Vb 5.0 V
CPS Parameters
strip separation s 10.0 ß m
strip width w 10.0 ß m
strip thickness t 0.200 ßm
substrate thickness h 500 ßm
conductivity conductor a 7.0 ■ 106 Siemens/m
rel. diel. const. substrate £r 13.1
travelled distance z 0 - 2000 ßm
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Figure 7.4: Numerical simulation results for a transient propagating on a CPS. 
An initial transient is determined using the equations for a pc-switch in a CPS. 
The resulting transients after propagating the distances given in the legend are then 
calculated using the formulas from section 3.1. Simulation parameters are given in 
table 7.1.
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Delay time (ps)
Figure 7.5: Comparison of the shape of a selection of the correlation current traces 
from figure 7.2. The legend indicates the propagated distance. All traces have the 
background subtracted are subsequently divided by the peak height and shifted 
along the delay time axis to have the maximum at zero delay. For two traces the 
error bars are plotted every other data point.
All traces have error bars of ±0.1 ps, but they are only shown for every other data 
point in the 0.6 mm and 1.0 mm traces. As expected the rising edges of the pulses 
hardly change shape while propagating along the CPS. The measurement error in 
the delay time, which is the same for all data points of one trace, is not sufficient to 
explain the difference between the traces at the start of the pulse. The error in the 
amplitude is not plotted because it makes the graph unreadable. Its contribution 
is largest (0.05) for the small values of the correlation current and up to a delay 
time of -4.5 ps all traces are within each others error range. When all traces from 
figure 7.2 are included they are all within the bounds of the 0.4 mm trace and the 
1.5 mm trace, but there is no clear development in trace shapes going from the 
0.4 mm to 1.5 mm.
The tail of the signal clearly does not scale with the peak of the signal, it de­
creases much slower with propagation distance than the peak of the signal. This 
effect can easily be explained from the frequency dependence of the total attenua­
tion shown in figure 3.5 and realizing that the tail has frequency components in 
the 1 to 100 GHz range. For the CPS dimensions used here (10 ß m width and 
separation) the attenuation is constant for frequencies up to 100 GHz, but increases
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approximately a factor of 10 going to 1 THz. With the main pulse having an atte­
nuation of 956 Np/m as determined earlier, this would mean the lower frequency 
part in the tail has an attenuation of only 96 Np/m, which translates to a change 
in amplitude a factor of 0.38 and 0.91 respectively for the signal after 1 mm of 
propagation.
The simulated transients do not have the slowly decaying tail ( figure 7.4) and 
as a result the propagation simulations do not include the effect of the low (al­
though still GHz) frequency components on the attenuation factor. Including these 
effects results in a smaller effective attenuation constant. The effect would be de­
pending on the relative amplitude of the slow part with respect to the fast part. As 
an example assume the amplitude of the slow part is 10% of the fast pulse, the si­
mulated attenuation factor is 956 Np/m for the fast part and 95.6 Np/m for the slow 
part (figure 3.5). In that case the total signal has decreased by a factor 0.432 after 
1 mm of propagation, translating to an effective attenuation factor of 839 Np/m ins­
tead of 956 Np/m. This brings the simulated and measured attenuation constants 
into good agreement.
The origin of the tail has been discussed in chapter 5. Part of the tail is caused 
by the photo-excited carriers in the buffer layer, where the carrier lifetime is lon­
ger and these carriers change the capacitance of the excitation switch. A second 
contribution comes from the photo excited carriers in the LT-GaAs where hopping 
conductivity extends the period during which the phot-excited carrier can contri­
bute to the conductance [7, 8]. In literature this tail is sometimes clearly visible [2] 
but not discussed, or obscured by many reflected pulses on the transmission line [9] 
or pulses reappearing due to the use of a circular transmission line [5].
The simulated propagation velocity is 6% higher than the measured one. It is 
beyond the scope of this thesis to find the exact cause, but some of the simplifi­
cations used in the modelling can certainly contribute to this difference. First of 
all the cross-section of the CPS lines is assumed to be rectangular, while in reality 
the lines are probably a little bit wider at the bottom than at the top due to the 
used lithography process. The used model is not sophisticated enough to accom­
modate for such a structure. As a consequence the conductance between the lines 
is higher than that assumed in the model, while the capacitance will only margi­
nally change. Secondly there is an oxide layer on top of the LT-GaAs, which is 
not removed before making the CPS structure. This will influence the CPS pro­
perties [10] as well. And thirdly the expression for the surface impedance Zs( f  ) 
(equation (3.11a)) has been derived assuming the conductor thickness to be at least 
equal to the skin depth [11, chapter 4]. With a conductor of 250 nm thick this is 
true at 1 THz where the skin depth is 92 nm (using equation (3.11a)), but not at 
100 GHz where the skin depth is already 290 nm.
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A disadvantage of the mechanical design of this particular PG-STM used here 
is that it is not possible to do smooth scanning over large distances. Using the sli­
ding contact geometry to generate the transients this problem was overcome in one 
lateral direction, the propagation direction. For investigations requiring larger scan 
ranges like devices with more complex electronic structures, or physical pheno­
mena that extend over ranges larger than 1 ß m this particular STM is not suitable. 
This problem can be overcome by using another STM with an automated scanning 
stage for the sample combined with small range scanning of the tip and converting 
it to a PG-STM with the excitation optics coupled to the sample stage. Additio­
nally the light can be coupled to the tip using an optical fibre as demonstrated by 
others [1, 12], although it brings the risk of coupling mechanical vibrations to the 
tip.
In conclusion one can say that the PG-STM is well suited to study the pro­
pagation of transients on a CPS using sliding contact excitation to generate the 
transients. For the propagation velocity and attenuation factor a good match was 
found between the simulated and measured values. It has also been shown that the 
CPS dimensions have been chosen well, resulting in a minimal distortion of the 
main pulse in the transients. The tail part of the transient is shown to propagate 
with a smaller attenuation factor.
7.2 Sample damage identification
In the tail of the measured traces additional peaks are often present. These peaks 
are due to reflections of the transients caused by a discontinuity in transmission 
line impedance. This discontinuity can be a corner or the end of the line, a change 
in line width or damage to the lines. In an ideal situation one could determine the 
location of all reflection points from a set of measured traces. Here an attempt is 
made to determine the link between expected reflection points and the additional 
peaks in the measured traces.
The test sample is a CPS with several damage locations in the CPS lines due 
to crashes of the STM tip. These crashes can be caused by a mistake during the 
manual coarse approach of the tip to the sample, or because the current setpoint 
was too high for the PG-STM tips as discussed in section 6.4. After a crash the 
tip is positioned at another location closer to the side-line and if tunnelling is not 
possible a new tip is used. So far all presented data sets have no differences in 
sample or tip conditions within each data set. In this section however traces from 
several data sets have been selected because of the differences in sample condition.
In figure 7.6 the layout of the CPS is shown with the damage locations indica­
ted and labelled and the distance between the damage locations and the excitation
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Figure 7.6: Layout of a part of the CPS sample with the damage locations indicated 
and distances to the side-line tabulated.
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Figure 7.7: Five optical microscopy photos of CPS damage caused by STM tips 
accidentally crashed into the CPS. The labels of the photos correspond to the labels 
in figure 7.6 and the photos have been rotated counter clockwise with respect to the 
drawing in figure 7.6.
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Delay time (ps)
Figure 7.8: Four normalized PG-STM traces as described in the text. All traces 
have been shifted along the time axis to have their maximum at 0 ps and have an 
offset along the vertical axis to distinguish the traces. For each trace the legend 
has a label (v through z) and the distance between the measurement and excitation 
location is given.
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location tabulated. The corresponding optical microscopy images of the five da­
maged locations closest to the side line are shown in figure 7.7. For these PG-STM 
measurements the transients were generated using side-line excitation, which uses 
the photoconductive switch (pc-switch) between the top side-line in figure 7.6 and 
the CPS. Both lines of the CPS were kept at a bias voltage with respect to the 
STM and the side-line was biased with an extra voltage with respect to the CPS. 
Four normalized correlation current traces are shown in figure 7.8. Normalization 
is done by subtracting the background current estimated at a delay time of 20 ps 
before the peak and then dividing by the remaining peak height. All traces have 
been shifted along the delay time axis to have their maximum at zero delay time 
and have been shifted along the vertical axis for clarity. Trace z was measured at 
location C before the CPS was damaged at C, B or A. Trace y was measured at a 
location between A and B when damage at C and B was already present and the 
traces v, x were measured at location A when all other locations already had their 
damage.
The four peaks indicated in figure 7.8 are all assumed to originate from reflec­
tions from the same point on the CPS. Using a propagation velocity of 105 ß m/ps 
as determined in the previous section, the reflection point should be at a distance 
from the excitation point of 1123 ß m, 1144 ß m, 1179 ß m and 1316 ß m respecti­
vely for the traces v, x, y and z. The first two match nicely with damage location E, 
the third one matches less well and the fourth one does not match with any damage 
location at all. There is a clear discrepancy between the results obtained from the 
different traces. This discrepancy extends to most features in the traces, both peaks 
and troughs. An option is that the reflections are not from the identified damage 
locations, but from locations on the CPS at the other side of the excitation spot or 
even on the PG-STM tip itself. Neither option matches the observations however. 
If the reflection would be at the other side of the excitation spot the peak would 
shift the other way in the traces and if the reflection was on the tip then the delay 
between the main peak and the observed reflection would not change at all when 
the tip was repositioned on the CPS.
One cannot directly conclude that a PG-STM is not suited to determine the 
damage locations, because it was already shown before that it is possible with an 
ultrafast STM Jensen et al. [1] to determine reflection points. The results presented 
here do show however that this does not work for all transmission lines, especially 
when the reflections are caused by damage and not by clean, well defined reflec­
tion points like the end of a transmission line. With dedicated experiments where 
excitation location and/or measurement location are varied one can however still 
get an indication where approximately to look for the sample features that cause 
the reflection signals seen in the traces.
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7.3 Pulse generation schemes
Two transient excitation mechanisms have been used in the work presented in this 
thesis: the sliding contact geometry and the side-line geometry. Both were dis­
cussed before in the sections 3.11 and 6.6 and the sliding contact geometry also in 
section 7.1.These excitation geometries are schematically shown in figure 7.9. A l­
though both geometries were used in chapter 6 , their results haven't been compared 
so far. From literature it is known that differences should be observed [1 ,3 ,4]
l í  
-<h
Bias Excite
(a) (b)
Figure 7.9: Schematic representation of the side-line geometry (a) and the sliding 
contact geometry (b) used to generate transients on the CPS. The triangle indicates 
the PG-STM  tip used to measure the transients.
PG-STM  correlation current traces using both excitation geometries are com­
pared in figure 7.10. Both traces have been normalized by subtracting the back­
ground determined at 20 ps before the maximum and dividing by the remaining 
maximum. The traces have been shifted along the delay time axis to have their 
maximum at zero delay. For both traces the same PG-STM  tip was used, positio­
ned 440 ßm  away from the side-line and excitation was done via the side-line and 
between the CPS lines at the location of the side-line respectively. The side-line 
excitation was done with 5 V  bias, while the sliding contact excitation used a 15 V  
bias. It was argued by Grischkowsky et al. [3] that the sliding contact geometry 
would result in transients with a smaller rise time, because the excitation geometry
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Delay time (ps)
Figure 7.10: Comparison of PG-STM correlation current traces for transient ge­
nerated using sliding contact excitation (solid) and side-line excitation (dashed) 
respectively. Both traces are measured with the same STM tip at a distance of 
440 ß m from the excitation spot.
matches the CPS geometry. Effectively this excitation mechanism would therefore 
have no RC-time in the switch that delays or broadens the transient pulse. One 
can observe however in figure 7.10 that this is not the case and the trace from the 
sliding contact excitation has a larger rise time. In chapter 5 this has already been 
discussed and attributed to the photo-excited carriers in the buffer layer. Assuming 
optical constants for GaAs can be used, 37 % of the light entering the LT-GaAs 
will not be absorbed in the LT-GaAs, but in the SI-GaAs buffer layer and the GaAs 
substrate. The photo-excited carriers in the buffer layer have a longer lifetime and 
will dynamically change the capacitance of the pc-switch. As a result the excitation 
geometry does no longer match with the CPS geometry, the switch must be model­
led including a capacitive term and the rise time of the transient will be larger than 
anticipated for this geometry.
Because the transient generated using the sliding contact geometry is expected 
to consist of one transmission mode only [3], it is also assumed that the pulse defor­
mation observed while propagating along the CPS must be different for pulses ge­
nerated with these excitation geometries. In figure 7.11 the effect of propagation on 
the transients generated with both geometries is shown. As discussed in section 7.1 
and in agreement with the previous arguments, the sliding contact transients hardly
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Delay time (ps)
(a)
Delay time (ps)
(b)
Figure 7.11: Normalized correlation current traces measured with a PG-STM after 
the indicated amount of propagation of the transient on the CPS. All traces have 
been shifted to have their maximum at zero delay. Sliding contact excitation is 
used for the traces in figure (a), while side-line excitation is used for the traces in 
figure (b)
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change shape. The side-line generated transients on the other hand have a shoulder 
in the rising edge that becomes more pronounced with propagation distance. This 
shoulder can be explained assuming there are actually two transients on the line. 
One is a transient bound to the CPS, propagating with a velocity of 105 ß m/ps. 
The second is a common mode transient, which propagates freely on the CPS with 
the velocity of light in air (approximately 300 ß m/ps). The presence of such a 
common mode transient was previously demonstrated for an excitation gap in the 
transmission line (like the one shown in figure 3.9) by Jensen et al. [1], who also 
showed the difference in spatial distribution between transients on a coplanar wa­
veguide generated with an in-line excitation geometry and those generated using a 
sliding contact geometry. The additional feature seen in figure 7.11(b) is attribu­
ted to this freely propagating signal, which will be observed at earlier delay times 
than the bound signal and the difference in time increases linearly with propagation 
distance at approximately 2 ps per 300 ß m propagation.
In conclusion one can say the the PG-STM measurements have demonstrated 
that there is a difference between the pulses generated using the sliding contact 
geometry and pulses generated using the side-line excitation geometry. The diffe­
rence is very clear in the propagation characteristics, where the side-line excited 
pulse deforms especially at the rising edge. This deformation is attributed to the 
excitation of an additional freely propagating common mode, which propagates at 
a higher velocity than the bound transient.
7.4 Summary and conclusions
It has been shown that PG-STM is a good tool to study the generation and pro­
pagation of picosecond transients on a CPS. Using the sliding contact geometry 
to generate transients the propagation velocity and attenuation constant have been 
determined to be (105 ±  1) ß m/ps and (7.2 ±  0.2) ■ 103 dB/m respectively. Numeri­
cal simulations give a pulse propagation velocity of 111 ß m/ps and an attenuation 
constant of 8.3 ■ 103 dB/m. Including the slow component of the transient the ef­
fective attenuation constant becomes 7.3 ■ 103 dB/m in perfect agreement with the 
experimental results. The small difference between experiment and simulation for 
the propagation velocity is attributed to the fact that the model does not include 
all features of the real CPS. A real CPS has a cross section that is not perfectly 
rectangular, there is still an oxide layer between the CPS and the LT-GaAs and 
the thickness of the CPS lines is such that the equations for the surface impedance 
might not be accurate enough anymore.
Based on model calculations and an expectation of the transients pulse width, 
the CPS dimensions were chosen to result in minimal pulse deformation during
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propagation. The PG-STM measurements show that this is indeed the case over 
a propagation distance of up to 1.5 mm. Differences in pulse shape between the 
measured correlation current traces are within the experimental error caused by the 
determination of the background and realignment of the excitation laser spot.
An attempt has been made to relate features in the measured correlation cur­
rent traces to reflections of transients from damage locations on the CPS. A well 
chosen set of measurements can indeed provide information about the location of 
the reflection point. For the samples used here however it was not possible to 
unambiguously relate the damage on the CPS to features in the correlation current 
traces.
Finally two excitation schemes have been compared, the sliding contact exci­
tation and the side-line excitation. A difference between the transients generated 
with both geometries is observed, as expected from literature [1 ,3 ,4]. The sliding 
contact geometry results in a transient with a larger rise time, but this transient 
hardly changes shape while propagating along the CPS. The side-line generated 
transient however has a rise time that increases with propagation distance. This 
is attributed to the generation of two transients, one bound to the CPS and one 
common mode transient propagating at a higher speed.
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Summary
M a n y  interesting effects in science and technology are based on phenomena 
that occur at molecular or atomic length and time scales. Specialist measurement 
techniques are continuously being developed to study these phenomena and the 
acquired knowledge is used to improve scientific models, products and production 
processes. Surface science is one of the areas where a measurement system with 
simultaneous high spatial and temporal resolution is searched for. Various attempts 
have been made to add picosecond (1 ps=10-12 s) resolution to the sub-nanometre 
(1 nm=10-9 m) spatial resolution of a Scanning Tunnelling Microscope (STM), as 
discussed in chapter 2.
This thesis focusses on the characterization of one of these implementations, a 
photoconductively gated STM (PG-STM), where a low temperature grown GaAs 
photoconductive switch (LT-GaAs pc-switch) is integrated in the tip of the STM. 
Femtosecond (1 fs=10-15s) laser pulses are used to operate the switch and also to 
excite the effect to be studied on the sample. A controlled delay is introduced bet­
ween the excitation and switch operation and the average current, called correlation 
current, is measured as a function of this delay. This way picosecond resolution can 
be achieved while still measuring at low frequency. Picosecond electrical transients 
propagating on a coplanar stripline (CPS) are used as reproducible test signals for 
the PG-STM. These transients are generated with LT-GaAs pc-switches integrated 
in the CPS samples.
The theoretical foundation for the work presented here is given in chapter 3. 
An analytical model and numerical simulation results for picosecond transients on 
a CPS are used to choose the CPS dimensions for the experiments. The photocon- 
ductive switches integrated in the CPS are described with an often used lumped
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circuit model. This model is used to describe both the excitation and sampling of 
transients on a CPS and adapted for two geometries. The PG-STM is also described 
by a lumped circuit model and it is shown that the mathematical model describing 
this circuit can be rewritten in the same general form as derived for photocon- 
ductive sampling. A general expression is derived for the delay-time dependent 
correlation current in terms of a transfer function and an input function. These 
results are in agreement with literature and the general expressions allow for easy 
comparison of various photoconductive sampling and PG-STM configurations. It 
is also shown that a commonly used approximation for the transients generated on 
a CPS requires an additional pre-condition compared to those given in literature. 
The now accepted lumped circuit model for the PG-STM introduces a capacitive 
coupling between the tip wire and the sample via a geometric capacitance, which 
reduces the spatial resolution considerably for the time resolved signal.
The complete measurement setup and preparation of PG-STM tips and CPS 
samples are discussed in chapter 4. Photoconductive sampling is used to charac­
terize the samples and to provide the reference measurements for the PG-STM, as 
discussed in chapter 5. It is shown that the LT-GaAs is an excellent choice for the 
pc-switches, with a carrier lifetime of 1.5 ps, a high on/off ratio, a high breakdown 
voltage and stable material properties even after several years. The reproducibility 
of the transient generation and the photoconductive sampling measurements is also 
demonstrated. The generated transients have a tail with a typical decay time of 
80 ps which is caused by a combination of carriers excited in the buffer layer and 
hopping conductivity in the LT-GaAs.
The performance of the PG-STM is studied in chapter 6 and compared with 
simulation results. The temporal resolution obtained with this PG-STM depends 
on the exact tip design and can be characterized by the rise time (10% to 90%), 
which is measured to be 3.0 ps for a standard tip design. An important result from 
the model is that although the transients couple capacitively to the PG-STM tip, 
the correlation current scales nonetheless with the tunnel conductance. Experi­
mentally this has been confirmed for a large range of tunnel conductance values. 
At small tunnel conductance values the correlation current does no longer depend 
on the tunnel conductance, which is not in agreement with the model and cannot 
be explained. Experiments also confirm that the correlation current scales linearly 
with the amplitude of the input signal. In agreement with the simulations, but in 
contrast to some literature, the experimental results show that the shapes of the 
traces measured in tunnelling and contact mode are the same.
Finally in chapter 7 the PG-STM measurements are used to study the propa­
gation of the picosecond transients on the CPS. Combining numerical results with 
propagation measurements it is shown that indeed the correct CPS design has been
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chosen. The transients hardly change in pulse shape upon propagation along the 
CPS for distances up to 1.5 mm. A propagation velocity of (105 ±  1) ß m/ps and an 
attenuation of (7.2 ± 0.2) ■ 103 dB/m are observed, in agreement with the numerical 
simulations. Finally two excitation geometries are compared and it is shown that 
the so-called side line geometry generates two transients propagating at different 
speeds.
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^ ì e e l  veel technologisch en wetenschappelijk interessante effecten zijn gebaseerd 
op fenomenen die plaats vinden op de moleculaire en atomaire lengte- en tijd­
schalen. Specialistische meettechnieken worden doorlopend ontwikkeld om deze 
fenomenen te bestuderen en de opgedane kennis te gebruiken voor de verbetering 
van wetenschappelijke modellen, produkten en produktieprocessen. Oppervlakte 
fysica is een van de onderzoeksgebieden waar gezocht wordt naar een meettechniek 
die tegelijkertijd een hoge ruimtelijke en temporele resolutie heeft. Verschillende 
pogingen zijn er gedaan om picoseconde (1 ps=10-12 s) resolutie te combineren 
met de sub-nanometer (1 nm=10-9 m) ruimtelijke resolutie van een Raster Tunnel 
Microscoop (Scanning Tunnelling M icroscope, STM), zoals besproken in hoofd­
stuk 2.
Dit proefschrift richt zich op de karakterisering en het vergroten van het begrip 
van een van deze implementaties, een fotogeleidend geschakelde STM (photocon- 
ductively gated STM , PG-STM). In deze PG-STM is een fotogeleidende schakelaar 
gemaakt van lage temperatuur gegroeid GaAs (LT-GaAs pc-switch) geïntegreerd in 
de tip van een STM. Femtoseconde (1 fs=10-15s) licht pulsen van een laser sys­
teem worden gebruikt om deze schakelaar te bedienen en ook om het ultra-snelle 
effect op het preparaat te activeren. Een gecontroleerde tijdvertraging wordt aange­
bracht tussen de lichtpulsen die naar de STM gaan en diegene die naar het preparaat 
gaan. De gemiddelde stroom, of correlatie stroom, wordt gemeten als funktie van 
deze vertraging. Op deze manier kan picoseconde resolutie bereikt worden, ter­
wijl er toch op lage frequenties gemeten wordt. Picoseconde elektrische pulsen die 
zich voortplanten over een coplanaire striplijn (CPS) worden gebruikt als repro- 
duceerdbare test signalen voor de PG-STM. Deze pulsen worden gemaakt met een
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LT-GaAs pc-switch  geïntegreerd in de CPS.
In hoofdstuk 3 wordt de theoretische basis gepresenteerd voor het werk dat in 
dit proefschrift beschreven wordt. Een analytisch model voor de CPS en numerieke 
simulatie resultaten leveren de argumenten voor de keuze van de CPS afmetin­
gen. De fotogeleidende schakelaars geïntegreerd in de CPS worden beschreven 
met een vaak gebruikt lumped circuit model. Dit model wordt gebruikt voor zowel 
de excitatie als de bemonstering van de pulsen op de CPS, waarbij het model 
aangepast is voor twee geometrieïn. Ook de PG-STM wordt beschreven met een 
lumped circuit model er wordt aangetoond dat het wiskundige model dat dit circuit 
beschrijft herschreven kan worden tot dezelfde algemene vorm als ook afgeleid is 
voor de situatie van fotogeleidend bemonsteren. Een algemene uitdrukking wordt 
afgeleid voor de vertragingstijd afhankelijke correlatie stroom in termen van een 
overdrachtsfunktie en een ingangsfunktie. De resultaten zijn in overeenstemming 
met de literatuur en de algemene vorm van de vergelijkingen zorgt er voor dat 
verschillende bemonsterings configuraties makkelijk vergeleken kunnen worden 
met elkaar maar ook met de PG-STM. Tevens wordt er aangetoond dat een veel 
gebruikte benadering voor pulsen gegenereerd met zo een schakelaar in een CPS 
alleen gebruikt mag worden als voldaan is aan een aanvullende voorwaarde die 
niet vermeld is in de literatuur. Het inmiddels geaccepteerde lumped circuit model 
voor de PG-STM introduceert een capacitieve koppeling tussen de tip draad en het 
preparaat via de geometrische capaciteit. De ruimtelijke resolutie voor het ultra­
snelle signaal gemeten met de PG-STM wordt hierdoor aanzienlijk beperkt.
De volledige meetopstelling en de vervaardiging van de PG-STM tips en de 
CPS preparaten worden besproken in hoofdstuk 4. In hoofdstuk 5 worden de CPS 
en de schakelaars gekarakteriseerd met behulp van de fotogeleidende bemonster- 
ings techniek (pc-sampling). Deze metingen laten zien dat LT-GaAs inderdaad een 
excellente keuze is voor de fotogeleidende schakelaars, met een levensduur van de 
ladingsdragers van 1.5 ps, een grote aan/uit verhouding, een hoge doorslag span­
ning en stabiele materiaal eigenschappen zelfs na een aantal jaren. Ook de repro­
duceerbaarheid van zowel de pulsproduktie als de pc-sampling metingen worden 
aangetoond. De gegenereerde pulsen hebben een staart met een typische vervaltijd 
van 80 ps die veroorzaakt wordt door een combinatie van geexciteerde ladings­
dragers in de buffer laag en hopping conductivity in het LT-GaAs.
De prestaties van de PG-STM worden in hoofdstuk 6 bestudeerd en vergeleken 
met numerieke simulatie resultaten. De tijdsresolutie die met deze PG-STM be­
haald wordt kan worden hangt af van het exact tip ontwerp en kan beschreven met 
de rijstijd (10% tot 90% van de puls hoogte). Met een standaard tip wordt een min­
imale rijstijd van 3,0 ps gemeten. Een belangrijk resultaat van het model is dat de 
pulsen op de CPS capacitief koppelen naar de PG-STM tip, maar dat de correlatie-
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stroom niettemin ook schaalt met de tunnelgeleiding. Dit is experimenteel beves­
tigd voor een groot bereik van de tunnelgeleiding. Voor hele lage waarden van de 
tunnel geleiding wordt de amplitude van de gemeten pulsen echter onafhankelijk 
van de tunnelgeleiding, wat niet in overeenstemming is met het model en waar ook 
geen verklaring voor gevonden is. De experimenten bevestigen ook dat de corre- 
latiestroom lineair schaalt met de amplitude van het ingangssignaal. In overeen­
stemming met de simulaties, maar in tegenstelling tot sommige literatuur, laten de 
experimentele resultaten zien dat de vormen van de gemeten pulsen identiek zijn 
wanneer de PG-STM in tunnel en contact mode gebruikt wordt.
In hoofdstuk 7 tenslotte worden de PG-STM metingen gebruikt om de voort­
planting van de picoseconde pulsen op de CPS te bestuderen. Door resultaten 
van numerieke simulaties te combineren met voortplantingsmetingen wordt aange­
toond dat inderdaad de juiste afmetingen voor de CPS gekozen zijn. De pulsen ve­
randeren nauwelijks van vorm als ze zich voortplanten over de CPS voor afstanden 
tot 1,5 mm. Een voortplantingssnelheid van 105 ±  1 ß m/ps en een verzwakking van 
(7,2 ±  0,2) ■ 103 dB/m worden waargenomen, in overeenstemming met numerieke 
simulatie resultaten. Tenslotte worden de pulsen gemaakt met twee schakelaars 
met verschillende geometrien vergeleken, waarbij blijkt dat het gebruik van de 
zogenaamde zijlijn-geometrie resulteert in twee pulsen die zich voortplanten met 
verschillende snelheden.
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APPENDIX A
Coplanar Stripline Formulas
I n chapter 3 mathematical expressions have been presented that describe electro­
magnetic pulse propagation on coplanar striplines. The geometrical factor g and 
definitions of the complete elliptic integrals required for these expressions are given 
in this appendix. Also a good numerical approximation for the K (k)/K '(k )  ratio is 
presented.
The factors K(k) and K'(k) in for example equation (3.5) are the complete ellip­
tic integral of the first kind and its complementary counterpart respectively:
r n I2
K  (k) =  dd
0
1 — k2 sin2 d
K'(k) =  K(k') =  K ( \ / 1 -  k2 ) 
k' =  \ / 1 — k2.
; 0  < k <  1 (A.1a)
(A.1b)
(A.1c)
The argument k depends on the strip width (w) and separation (s) through the rela­
tion
k =
s +  2w
(A.2)
It should be noted that these integrals are sometimes defined in terms of the para­
meter m =  k2 and the complementary parameter m' =  1 — m. See for example the 
Handbook of Mathematical Functions by Abramowitz and Stegun [1, chap7].
s
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For numerical calculations the ratio K (k)/K '(k )  can be approximated as
K  (k) 
K'(k)
i l n ( 2 Ì ± ^
n \  1 - V F
n  ln ( 2 i i ^ k
n 1 -  yfk
; 0  < k < x 2
(A.3)
; J 2  <  k <  1 ,
with a relative error of less than 3 ■ 10-6  [2, eq. (7.12)] and k' as defined in equation 
(A.1c). The equations given by Keil et al. [3, eq. (7a), (7b)] and by Whitaker et al. 
[4, eq. (A1)] for this ratio are not correct due to a typing error replacing k' with 
k. Gerritsen [5] only uses the first of these two expressions for the whole k range 
(0 < k < 1), which reduces the accuracy considerably for k approaching 1 .
The geometric factor g , correcting the surface impedance for the used geometry 
in equation (3.5) is derived by Gupta et al. [6 , section 7.3.3] assuming a characte­
ristic impedance as given by equation (3.18) and the application of the corrections 
to the line dimensions given by equation (3.12) in the chapter 3. Expressed in terms 
of the uncorrected quantities, this yields
g =17.34 P(k)
n  s 
1.25 
n
1 +  w 
s
, ( 4 n w \  1 1.25t 
ln I -----  I +  1 +--------
\  t j  nw
' 2w 1.25t
1 \-------\--------
s ns
dB/m
(A.4a)
K(k)
P ( k ) =  I (1 - v T - t 2 )(1 - k2)3/4 K '(k) 
>(1 — k)V k
; 0  < k <
(A.4b)
with k as before and s, w, t the (uncorrected) stripline dimensions as in figure 3.1. 
Notice that g is given in decibels per metre, while the definition of y ( f  ) is based 
on m-1, or nepers per metre (Np/m). The conversion is done as (see e.g. Wadell 
[7, page 4])
Y [dB/m] = 20log 10(e) ■ Y [Np/m], 
with the correction factor being approximately 8.6859.
(A.5)
1
x
2
2
178
Coplanar Stripline Formulas
It is important to realize that the expression for g has been derived using the 
approximate value for Z0 of equation (3.18). This implies that the contribution 
of the surface impedance to the characteristic impedance is negligible. Once it is 
comparable, for example at low frequencies, there are no closed form expressions 
available to determine the correct value of the geometric factor. It should also be 
noted that the geometric factor has been derived under the assumption that t >  45s 
[2, pages 84,85].
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APPENDIX B
Photoconductive switches
I n  this appendix some of the equations concerning pc-switches in transmission 
lines given in chapter 3 will be derived. This way it is easier to derive the equations 
for other, similar systems and compare them with the ones used here. This is 
especially true for some of the equations that can be found in reference [1 ], because 
there some extra, sometimes laborious, steps were taken to simplify the result.
Some typographic matters
The article most referred to when reading about photoconductive switches is the 
1983 paper by Auston [1]. Unfortunately there are some typographic errors in the 
formulas and the figures have not all been placed correctly. Therefore errata for 
this paper will be given first before we proceed with any derivations.
The figures 2, 3 and 4 have been shuffled and should be replaced in the follo­
wing way: the image in figure 2 is figure 4, the image in figure 3 is figure 2 and the 
image in figure 4 is figure 3. The text in the captions is in the right place. 
Typographic errors in the formulas are:
• Eq. 18: v( ) should read vi (t')
•  Eq. 20: C should read Cg
•  Eq. 21: C should read Cg and the second ’= ’ has to be a ’+ ’, changing eq.
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(2 1 ) to:
Y = — L -  + G» ■■■ (2 1 )
1 2Z0Cg Cg v ;
Eq. 28: There are two equations with number 28, the second one is of course 
number 29.
Eq. 29: For vt the term with q should read q /3 C  instead of q /C  
2  q 1 q 2  q
Vs =  3 [vi -  C]; vr =  3 [-vi +  C]; v  =  3vi +  3C’ (29)
Eq. 31: The absolute bars should be ordinary brackets 
Eq. 32: The term in brackets has an extra ’3’ and should read 
1
Derivation of equation (3 .27)
The derivation of the differential equation describing the behaviour of a photo- 
conductive switch in a transmission line is straightforward for the case where the 
assumptions from section 3.2 are valid. This implies that the gap is homogeneously 
illuminated, the dimensions are such that there are no retardation effects and the 
contacts are ohmic. The result is equation (3.27) for the charge q(t) on the gap- 
capacitance. It is assumed here that Cg is constant, but it is rather straightforward 
to incorporate a time-varying Cg into the equations. In figure B.1 the relevant vol­
tages, currents etc. are defined. The voltages vi (t) , vr(t), vt (t) are travelling waves 
and represent the incoming, reflected and transmitted signal respectively. First all 
the equations that follow directly from this figure are written down:
VA(t ) =  vi(t )+  vr(t ) (B.1)
^  =  Va (t ) -  VB(t) (B.2) 
Cg
lA(t ) =  Ib (t ) =  Is(t ) (B.3)
VB(t,
Z0
Ib (t ) =  (B.4)
lA(t) =  h ( t ) +  Ir(t) =  V j() -  ^  (B.5)
Z 0 Z 0 
Is(t) =  G (t) ■ VA(t) -  Vb (t ) +  ¥ .  (B.6)dt
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Figure B.1: The lumped circuit model of a pc-switch with the definitions of the 
voltages and currents. At the points A, B the switch is connected to a transmission 
line with characteristic impedance Z0.
Rewriting equation (B.5) as
vr(t) =  -Z 0 ■ hA(t) +  vi(t)
and combining it with equation (B.1) one gets
VA(t) =  vi(t) -  Z0 ■ hA(t) +  vi (t) =  2vi(t) - Z 0 ■ hA(t). (B.7)
Using VB(t) and VA(t) from equations (B.4), (B.7) respectively, VA -  VB is 
VA(t) -  VB(t) =  2vi(t) -  Z0hA(t) -  Z0lB(t), 
which, with equation (B.3) is
VA(t) -  VB(t) =  2vi(t) -  2Z0ls(t). (B.8)
Combining this with equations (B.2) and (B.6 ), q( t) can be expressed in terms of
vi(t)
#  = 2 v ( ) -  2Z0 ■ G(t) -  2Z0dq(' )
C Cg dt
which after rearranging terms and dividing by 2Z0 reads
vi(t )
dt 2Z0Cg
1 +  2Z0G(t) q (t) =
Z0
(B.9)
This is equation (3.27) presented in chapter 3 and also equation (15) in Auston’s 
paper.
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Now only the reflected and transmitted voltages have to be determined. From 
equation (B.6 ) and (B.2), Is is written as a function of q(t)
hs(t ) =  G(t ) #  + iq(’)
Cg dt
which is, using equation (B.9),
Is(t ) =
vi(t ) q (t ) 
Z0 2Z0Cg
Since Is =  Ia (equation (B.3)) and vr =  vi -  Z0Ia (equation (B.5)), we get with the 
previous result:
vr(t) =  vi(t) -  Z0 ■
vi(t) q(t)
Z0 2Z0Cg
q (t )
2Cg
(B.10)
Now that we have vr(t), vt (t) is easily found by realizing that VB(t) =  vt (t) and 
using equations (B.1), (B.2) and the result for vr(t):
vt (t) =  Va -  ^  =  vi(t) +  vr(t) -  ^  =  vi(t) -  ^
Cg Cg 2Cg
(B.11)
Approximate solution of equation (3.27)
The solution of the differential equation (3.27) can be approximated using a Taylor 
expansion of the exponential term in the solution
q(t ) =  -1  I dt'vi(t0 exp j I dt
Z0 J-ex I Jf
1 +  2Z0G(t ") 
2Z0Cg
(B.12)
This approximation is only valid in the small-signal regime and therefore the fol­
lowing assumption and definition are used:
Z0G(t) ^  1 
G(t ) =  G0 +  g (t ) .
Now first rewrite the exponential term using (B.14)
(B.13)
(B.14)
exp  ^ j  dt '
exp dt
1 +  2ZpG(t ")
2Z0Cg 
1 +  2Z0G0 +  2Z0g(t '')
2Z0Cg
exp J ' i ,  '' r }  ■ex^  f \*' ,, g f )
Cg
(B.15)
t
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where
r - 1 +  G (B.16)2Z0Cg Cg
The second exponential in (B.15) is developed in a series, assuming its exponent is 
sufficiently smaller than 1. Taking only the first two terms into account one gets:
exp { ƒ 'd t' ' r } ■ exp { ƒ 'd t' 'g(t 
k  exp -
/  * ' '  r
+ ■■ (B.17)
Cg
1 + Í 'a ,  '' g f )
t Cg
Inserting this result in equation (B.12) gives:
q(t ) k  1  { J  Id t ' vi(t ') ■ e -r(t
1 í ' \ rt'
+  ZrCr  dt' vi(t') ■ e- r ( t ■ dt''g (t '' )
Z0Cg J - x |_ j ,
This is in principle the required result. Some simplifications can be made however 
by integrating by parts the second term in equation (B.18). This is also done to 
be able to compare results with reference [1]. First terms are grouped (without the 
constant in front of the integral) as
(B.18)
T =  f  dt' a(t')F (t ')
J —x
with
r t'
a(t') =  vi(t') ■ e-r(t- t  ') and F(t') =  J  d t''g(t''). 
Integration by parts now results in
T A ( t ' ) F ( t ' ) -  dt' f  (t )A(t )
ftJ t ''a(t '')}  ■{ f t dt''g (t'')
-  f à t ' ^ g ( t ' )  a(t ' ' ) |
= (. f ) 0^  -  0  ^(/ ) - 1  dt ' { g( t ' ) 1  dt ' a(tW)} 
=  -  ƒ  dt ' j g( t ') ƒ  dt''vi(tJ') ■ e - r('-'") ^ (B.19)
t=t
t  =t
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Inserting all this into (B.18) gives the final result
dt' g(t') dt''vi(t'') ■ e (B.20)
It has to be noted that apart from the assumption (B.13), assumed to be suf­
ficient for this approximation in reference [1 ], a second assumption is needed to 
allow for the Taylor expansion in equation (B.17). The absolute value of the in­
tegral in the exponent has to be smaller than one for all allowed combinations of t 
and t ' , which can be written down as
for every t . The physical picture that goes with this, is that the time during which 
the photoconductance differs from the background conductance has to be less than 
the circuit RC-time averaged over this period. This simply means that the capaci­
tance does not get the chance to completely charge or discharge during the ’on’- 
time of the switch.
(B.21)
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APPENDIX C
Measuring at the difference frequency
I n pump-probe experiments one often uses lock-in amplifiers (LIAs) to measure 
small signals on large backgrounds. In such experiments the pump or probe beam 
is modulated and the lock-in amplifier filters and amplifies the part of the signal 
at the modulation frequency. One can also modulate both beams at frequencies 
v1, v2 respectively and measure at the difference frequency vdiff =  v2 -  v1 . In this 
appendix a general expression for the signal measured at the difference frequency 
will be derived. Special attention is paid to the fact that the modulations are square 
wave modulations (equal time on and off) in relation to the harmonic detection of 
the LIA used for the experiments in this thesis.
Although picosecond pulses are studied, it is the time averaged current that is 
measured. The on/off-modulation of the laser beams is at a much lower frequency 
(typically of the order of 100 kHz) and one can therefore say that a laser beam 
is either on or off, irrespective of the pulsed nature of the light. The modulated 
signal will now be expressed in terms of four constants [1]. Let’s indicate the 
total current with f j , where the indices i, j  refer to the pump and probe beam 
respectively. In that case f 00 represents the current when both beams are blocked, 
while f 11 represents the current when both beams in use. The cases with either the 
pump or the probe beam blocked are then represented by f 01 and f 10 respectively. 
Also a step function can be defined similar to the Heaviside function [2]:
e (t) =  ( °  ; '  < 0 (C.1)
1 ; t >  0 .
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With these one can now write the time dependent signal f  (t) as
f ( t ) =  [e (sin(v2 1)) 1 -  e (sin(v2 1)) ] 
which evaluates to
f 11 f 01 
f 10 f 00
e (sin(v1 1 ))
1 -  e (sin(v1 1)) (C.2)
f  (t ) =  f 00 +  e1(f10 -  f 00) +  e2( f01 -  f 00) +
01 e2 ( f 00 +  f 11 -  f 01 -  f 10), (C.3)
where the shorthand notation ei =  e (sin(vi t )) is used.
The used lock-in amplifier detects only the harmonic contribution at one fre­
quency, that is the fourier component of f  ( t) at a frequency v . Interest goes in this 
case especially to the component at the difference frequency vd =  v1 -  v2 and the 
DC component. The 01j2 terms in equation (C.3) are expanded in a Taylor series 
using the relation
1 2  1 1
e (sin(ffl t )) =  -  H—  (sin(ffl t ) +  -  sin(3® t ) +  -  sin(5® t ) H----) (C.4)2 n 3 5
and cross terms are rewritten using the relation
sin(a) ■ sin(ß) =  1  [cos(a -  ß ) -  cos(a +  ß )]. (C.5)
In this way the cross term e1 ■ e2 can be written as
1 1 1 1 2
6162  = - 4 + 2 e1 +  2 6 2 + 2  v n )
2
cos (vd t) -  co ^ vs t)
+ 1  cos((3 v1 -  v2)t) -  1  cos((3 v1 +  v2)t) +  3 cos((v1 -  2 v 2) t)
-  3 cos((v1 +  2 v2)t) +  1  cos((3 v1 -  3 v2 )t) -  9 cos((3 v1 +  3 v2)t) +  ■ ■
(C.6 )
with the difference frequency vd =  v1 -  v2 and the sum frequency vs =  v1 +  v2. 
Choosing the modulation frequencies such that |vd/v 1>2| ^  1 and |vd/v 1;2 |f/ N, 
there will be no higher order terms that contribute to the signal at the difference
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frequency (vd). Inserting the expression for e1 ■ e2 from equation (C.6 ) into equa­
tion (C.3) gives
f  (t ) =  4  [3 f 00 -  f 11 +  f 10 +  f 01]
+  2  e 1 ■ [f 10 -  f 00 +  f 11 -  f 01 ] +  2  e 2 ■ [f 01 -  f 00 +  f 11 -  f 10] (C.7)
2  [ ( ) ( ) ] [ ]
H " 2  [cos( vd 0  -  cos( vs 0  H---- ] ■ [f 00 H f 11 -  f 10 -  f 0\\ .
Next the Taylor expansions for the remaining ei terms are inserted giving the final 
expression for f  (t):
f  (t ) =  4  [f 00 +  f 11 +  f 10 +  f 01]
H n  [sin(v1 t) H 3  sin(3 v1 t) +  — sin(5 v1 t) H—  ] ■ [f 10 -  f 00 +  f 11 -  f 01]
+  -  [sin(v2 1 ) + 1  sin(3 v2 t ) + 1  sin(5 v2 t ) +  ■ ■ ■ ] ■ f  -  f 00 +  f 11 -  f 10] n 3 5
2  [ ( ) ( ) ] [ ]
H ~ 2  [cos (vd 0  -  cos (vs 0  H----] ■ [f 00 H f 11 -  f 10 -  f 0\ \ .
(C.8)
One can now see that the difference frequency signal depends on all four contri­
bution fi j  and these terms contribute with equal weight. For the PG-STM experi­
ments it is very important to notice that the DC component also depends on all four 
contributions; it is in fact the average of all four contributions.
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Nawoord
Eindelijk  is het dan zo ver dat ik kan zeggen: het schrijven is klaar, het werk is 
gedaan. Nu rest mij het genoegen om mensen te bedanken. Professor van Kempen 
en professor Rasing, jullie hebben mij de kans gegeven om dit onderzoek te doen 
in een interessante werkomgeving. Ook als niet alles ging zoals gedacht bleven 
jullie optimistisch en vol vertrouwen. Ervaring opdoen bij andere groepen hebben 
jullie ook gestimuleerd en dat is iets wat ik niet had willen missen. Tijdens de data 
analyse en het schrijven van dit proefschrift bleven jullie mij steunen, zelfs toen 
dat veel langer ging duren dan ooit gedacht.
Rogier Groeneveld, jouw projectvoorstel en eerste experimenten hebben er 
voor gezorgd dat dit onderzoek er is. Slechts een jaar kon ik profiteren van je 
begeleiding, dat had van mij best langer gemogen.
I would like to thank Dr. Ulli Keil for his hospitality during my visit to the 
Mikroelektronik Centret. You’ve shown me the ins and outs of your experiments 
and made me feel very welcome in Denmark. Prof. Mark Freeman I would like to 
thank for giving me the opportunity to join his research group for two months and 
learn about junction mixing STM and all the other nice things in Edmonton. This 
visit would not have been as pleasant as it was without the good company of all the 
people in the lab, Geoffrey Steeves in particular. Thank you all!
De speciale tips en CPS preparaten die nodig waren voor de experimenten zijn 
allemaal gemaakt in de cleanroom van de groep van prof. Kaufmann op de TU 
Eindhoven, waarvoor dank. Van deze tips en preparaten was niets terecht gekomen 
zonder de deskundige en plezierige hulp van Barry Smalbrugge, die me zelfs vele 
jaren later nog van informatie kon voorzien. Alwin Verschuren wil ik graag be­
danken voor de FEM berekening die hij voor me gedaan heeft als vrijdagmiddag
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Er zijn mensen die door iedere AIO, OIO en student bij EVSF-II niet genoeg 
bedankt kunnen worden en dat zijn Riki Gommers en Marilou de Wit. Of het nu 
gaat om hulp bij het hanteren van hoogleraren, even je verhaal doen als alles tegen 
zit of juist als er iets leuks is gebeurd, het regelen van vanalles en nog wat, of als 
het gewoon tien uur koffietijd is. Marilou jou wil ik extra bedanken omdat je hier 
ook mee door gegaan bent toen ik al lang weg was uit Nijmegen. Het is fijn te 
weten datje niet vergeten bent als je ’s avonds laat nog zit te ploeteren.
Experimentele opstellingen werken natuurlijk zelden zonder de assistentie van 
de technische staf, Albert, JanG, JanH, Mirjam, Suzanne en Tonnie, dank jullie wel 
voor alle hulp, goede gesprekken, belangstelling en instandhouding van belangrijke 
tradities als de koffiepauze.
Prettig werken is het ook met collega promovendi, post-docs, studenten en 
gasten waar je naast werken ook goed mee kunt praten, (koffie) drinken en waar 
je vooral ook samen lol mee kunt hebben. Ik wil dan ook iedereen in de groep 
bedanken voor de goede tijd die ik gehad heb in Nijmegen. In het bijzonder natu­
urlijk Klaas Jelle Veenstra, mijn kamergenoot bij EVSF-II vanaf de eerste dag, 
maar bovenal een goede vriend. Het is alweer even geleden dat ik jouw paranimf 
was, maar nu is het dan eindelijk zo ver dat jij dat ook bij mij kunt zijn.
Ook ver van de Nijmeegse onderzoekswereld verwijderd zijn er veel mensen 
die met mij meegeleefd hebben en geïntereseerd waren in wat ik deed, ook al 
snapten ze lang niet altijd wat ik daar in die atoomschuilkelder nou precies deed. 
Familie, vrienden en dansvrienden, collega’s, ik wil jullie allemaal ontzettend be­
danken! Jamie, we weten allebei wat voor een plezier en moois dansen je kan 
brengen en hoe je er vrienden voor het leven aan over houdt. Jouw kattebelletjes 
over de status van mijn proefschrift zijn voor mij altijd een grote steun geweest. 
Binnenkort sta je me terzijde als paranimf, maar ik hoop toch ooit ook nog een 
keer samen met jou er achter te komen wat een paardennimph nou precies is.
Geen succes zonder de steun en interesse van het thuisfront. Jerome en Charley, 
mijn broertjes, dank jullie wel voor alle gezellige tijd samen, ik verheug me al op 
het familieweekend in september! Bompa, al dat super technische gedoe van mij is 
zo ver weg van waar thuis over gepraat wordt, maar toch ben je altijd geïnteresseerd 
gebleven in wat ik doe. Dank je wel dat je mijn bompa bent. Pa en ma, jullie hebben 
me altijd geweldig gesteund tijdens mijn studie en promotie onderzoek (en nu nog 
natuurlijk). Jullie moeten vaak gedacht hebben ”als dat maar goed gaat” of ”zou 
het ooit nog wel af komen”, maar daar lieten jullie weinig van merken om mij niet 
ongerust te maken. Ik wist het toch wel hoor. Dank jullie wel voor alle steun, 
dank je wel voor alles. Fenny en Wim, toen Daphne in mijn leven kwam kreeg 
ik er een fantastisch paar schoonouders bij. Jullie interesse en hulp op allerlei
experiment (een goede traditie van het NatLab).
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andere gebieden dan het proefschrift heeft er zeker toe bijgedragen dat dit werk 
uiteindelijk is afgekomen. Wim, mijn ruwe ideeen voor de omslag zijn door jou 
uitgewerkt tot iets heel moois. Dank je wel!
Als laatste en zeker allerbelangrijkste wil ik jou bedanken Daphne. Vanaf 
de eerste dans samen begrepen we elkaar, zelfs als we niets zeiden. Sinds we 
elkaar kennen is er heel veel gebeurd in ons leven, heel veel moois vooral, met als 
hoogtepunt onze schatten Isabelle en Hannah. Zonder jouw liefde, belangstelling 
en steun had ik dit niet af kunnen maken. Nu heb ik eindelijk weer meer tijd, ook 
in mijn hoofd, om met jou en de meiden van heel veel leuke dingen te genieten. 
Ik ben heel nieuwsgierig wat voor moois de toekomst voor ons nog meer in petto 
heeft!
Olaf
Eindhoven, juli 2011
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