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ABSTRACT 
Numerical weather prediction (NWP) of wind speed (WS) is an important input to wind power 
forecasting (WPF), the accuracy of which will limit the WPF performance. This paper proposes three 
NWP correcting methods based on multiple linear regression, a radial basis function neural network 
and an Elman neural network. The proposed correction methods exhibit small sample learning and 
efficient computational ability. So they are in favour of forecasting the performance of planned large-
scale wind farms. To this end, a physical WPF model based on computational fluid dynamics (CFD) is 
used to demonstrate the impact of improving NWP WS data based forecasting. A certain wind farm 
located in China is selected as the case study, and the measured and NWP WS forecasts before and 
after correction are taken as inputs to the WPF model. Results show that all three correction methods 
improve the precision of the NWP WS forecasts, with the nonlinear correction models performing a 
little better than the linear one. Compared with the original NWP, the three corrected NWP WS have 
higher annual, single point and short-term prediction accuracy. As expected, the accuracy of wind 
power forecasting will increase with the accuracy of the input NWP WS forecast. Moreover, WS 
correction enhances the consistency of error variation trends between input WS and output wind power. 
The proposed WS correction methods greatly improve the accuracy of both original NWP WS and the 
WPF derived from them. 
 
I. INTRODUCTION 
Due to the random time variable nature of wind energy, the integration of large-scale wind power 
into the electricity grid poses considerable challenge to power system operation.1 Accurate wind power 
forecasting (WPF) is an effective way to ameliorate this problem and improve the share of wind power 
that can be absorbed by the grid.2  
The advanced WPF methods are generally divided into two main groups, which are statistical 
approaches and physical approaches. Most researches about WPF focus on statistical models3,4,5, such 
as neural network, fuzzy logic and support vector machine. However, the success of statistical methods 
depends a lot on the large amount of historical data of wind speed and wind power obtained from wind 
farms. Therefore, they cannot be applied to the newly-built wind farms which are lack of operation data. 
For physical WPF approaches, the wind speed at wind turbine hub height is predicted via the 
downscaling of NWP data and then is used to calculate the forecasting wind power based on power 
curve. The physical models not only have low WPF error, but could also be able to reproduce the 
variability in the nature wind. Besides, they are independent of historical data and can be used for both 
operating and newly-built wind farms. Several physical approaches and forecasting systems based on 
analytic and CFD models have also been proposed by researchers.6,7,8 
NWPs are important model inputs for most short-term WPF methods based on physical models 
and have been successfully demonstrated in engineering applications. However, the uncertainty in 
NWPs of wind speed becomes one of the most important issues for WPF, which restricts the increases 
in WPF precision.9 
Commonly used methods for improving mesoscale NWPs require rigorous implantation of 
atmospheric physical principles, and create computational burden for grid simulation.10 Even with the 
best efforts it is difficult to eliminate the initialization or systematic error in the estimation of surface-
level meteorological parameters.11 Therefore, many researchers are starting to focus on statistical 
correction of historical data. Statistical correction methods12 can be divided into online and offline 
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correction. Compared to the online correction, offline correction methods use error statistics to improve 
model outputs, with no need to nest the correction into model integration process. Model Output 
Statistics (MOS)13, 14 is a widely used offline correction method, it delivers forecasting improvement by 
establishing statistical error correction models. The moving average method15 calculates model factors 
according to the mean error of different time points, and Kalman filtering method16 determines the 
model weight at different times by real-time recursion. But both of the two methods require high 
autocorrelation for the time variable errors. Quantile mapping17 could model data in the shape of 
distribution and thus is capable to correct errors in variability. But for future error correction, some new 
extreme values are still needed for better performance. Neural networks (NNs) are able to model the 
non-linear characters of dynamic process and reproduce the empirical relationships between inputs and 
outputs18. Due to their capability of approximating any continuous nonlinear function with arbitrary 
accuracy, NNs have been extensively applied to forecasting and error correction. Various kinds of 
linear MOS corrections7 have been applied to physical WPF models. 
In order to correct the NWP WS estimates and analyse the effect on WPF improvement, 
correction methods based on Multiple Linear Regression (MLR), Radial Basis Function Neural 
Network (RBF NN) and Elman Neural Network (Elman NN) are developed. The correction effects of 
both the linear and non-linear models are discussed. The measured WS, original NWP and the three 
revised NWP WS forecasts are taken as the input data for a CFD based WPF approach. Validation 
against the measured wind farm performance shows that the WPF accuracy is greatly improved by 
correcting the wind speed values from the NWP. The correction methods proposed in this paper make 
limited demand on data and have high engineering practicability, as so may provide guidance in the 
optimization of wind power forecasting. 
This paper has five sections: Section I describes the published work and the general content of the 
paper; Section II describes the wind farm data and analyses the NWP system used; Section III 
describes the three NWP WS correction methods and CFD based WPF model; Section IV assess the 
performance of the different approaches and presents the validation against measured wind power; 
finally Section V presents the final conclusions. 
II. DATA DESCRIPTION AND ASSOCIATED ERROR ANALYSIS 
A. Wind farm and data description 
In order to verify these three wind speed correction models and conduct wind power forecasting as 
well, a wind farm located at the northwest of China is taken as an example. The wind farm covers an 
area of about 17.5km2 and consists of 33×1.5MW wind turbines which have the hub height of 80m. 
The layout of wind turbines is shown in fig.1. 
 
 
FIG.1. Layout of wind turbines. 
 
The data obtained from the wind farm include mean wind speed of each wind turbine and overall 
wind power of the whole wind farm from SCADA (Supervisory Control and Data Acquisition) and 
NWP of the wind components at the hub height of wind turbines. Considering about the representation 
and wake effects, the location of No.23 wind turbine is chosen as the virtual met mast position. Based 
on the virtual met mast location, the NWP data are obtained and corrected, and finally taken as the 
input of CFD based WPF. 
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B. Source of NWP data 
The input NWP data used in this paper is the Weather Research and Forecasting (WRF)19 
mesoscale wind, provided by the State Key Laboratory of Alternate Electrical Power System with 
Renewable Energy Sources.  
The WRF model is initialized every day with the prediction of Global Forecasting System (GFS) 
released by National Centres for Environmental Prediction (NCEP). GFS is corresponding to the 
assimilation of atmospheric data at 00:00 GMT, and the forecast horizon is 72h ahead. The initial 
field20 of the NWP is from the NCEP Final (FNL) Operational Global Analysis data at 1°×1° resolution, 
which is prepared operationally every six hours. The FNLs are made with the same model as GFS, but 
the FNLs are prepared about an hour or so after the GFS is initialized. The FNLs are delayed so that 
more observational data can be used. The GFS is run earlier in support of time critical forecast needs, 
using the FNL from the previous six-hour cycle as part of its initialization. 
The computation domain takes met mast location as the centre and has an extension of about 
1800km over horizontal direction. Nested grid technique is adopted, and the initial field is downscaled 
to a resolution of 6km×6km by the WRF model.  
C. Analysis of NWP wind speed estimates 
Due to the coarse spatial resolution of the NWP data, it can only reflect the average wind within a 
certain area, and cannot represent for the wind speed and direction at single mast position accurately. If 
we take NWP data for the appropriate 6km×6km square to represent the data at the mast position as 
input to achieve wind power forecasting, this will result in significant error. 
The two commonly used measures of error, Root Mean Square Error (RMSE) and Mean Absolute 
Error (MAE)21  are taken as the index of accuracy. The correlation coefficient (R) between NWP and 
measured wind speed is computed as well. These error measures and correlation coefficients are 
calculated according to equations (1), (2) and (3), where 'iu  and iu  respectively signify the NWP 
predicted and measured wind speeds at time point i ; n  is the number of forecasting samples.  
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Errors and correlation coefficients are calculated from 'iu  and iu  values over a year for the 
selected wind farm as shown in Table ȱ. It can be seen that the NWP and measured wind speeds exhibit 
similar trends, i.e. are reasonably correlated as is intended. The errors however are large except autumn 
(September, October and November) and do not correlate so well with wind speed. December followed 
by February give the biggest errors, perhaps because they are months transitional between seasons. 
 
TABLE ȱ. Comparison of NWP and measured wind speed over the sample year. 
Month 
Mean value of WS 
(m/s) 
Error of NWP WS  
(m/s) Correlation 
Coefficient NWP Measured RMSE MAE 
Jan 6.41  5.61  3.33  2.75  0.52 
Feb 8.32  6.77  3.64  2.78  0.68 
Mar 7.58  6.17  2.95  2.29  0.76 
Apr 9.08  7.59  3.27  2.48  0.73 
May 7.68  6.01  3.55  2.74  0.62 
Jun 8.22  6.97  2.89  2.27  0.68 
Jul 6.69  5.53  3.35  2.58  0.44 
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Aug 7.08  5.43  3.20  2.50  0.59 
Sep 6.39  5.10  2.93  2.25  0.58 
Oct 6.37  6.04  2.40  1.70  0.71 
Nov 5.48  5.69  1.24  0.94  0.92 
Dec 11.21  9.10  3.79  2.97  0.77 
 
The absolute error (AE) statistics for the NWP WS over the year can be binned into 1m/s intervals 
to provide a frequency distribution histogram, as illustrated in figure 2. The errors present skewed 
distribution with positive errors showing more frequent than negative ones, which means the NWP 
forecasts are generally higher than measurements.  
 
 
FIG. 2. Frequency distribution for NWP wind speed error. 
III. MODELLING PROCESS OF NWP WS CORRECTION AND WIND 
POWER FORECASTING 
Below rated power, the output power generation from a wind turbine follows roughly a cubic 
relationship with wind speed, and calculate results of WPF will amplify the errors in NWP wind speed. 
Therefore, it is particularly important to reduce any systematic errors in the NWP wind speed.  
The key of correcting the NWP forecasts is to map the relationship between historical NWP and 
measured wind speed, and then to correct the wind speed estimates in accord with this relationship for 
future time steps. For the selected wind farm site, one year of NWP wind speed forecasts, measured 
wind speed and direction from met mast are available for use in the analysis. Data are divided into 
training and testing samples. For the training samples, the historical NWP wind speed and direction are 
taken as model input, and the measured wind speed at the corresponding time is taken as the learning 
targets. The test samples make use of the same variables. Three algorithms, MLR, RBF NN and Elman 
NN, are used to establish the NWP wind speed correction models. 
A. Modelling of three WS correction models 
In the process of forecast correction, linear regression, nonlinear RBF NN and Elman NN are used 
separately to build correction models. Both of the original forecasts and wind direction (expressed in 
terms of orthogonal components to avoid cyclic discontinuities) are taken as model inputs, and the 
corrected wind speed values are taken as the model output. 
(1) Multiple Linear Regression 
Multiple Linear Regression (MLR)22, 23 is a common method for establishing a relationship 
between inputs and outputs. The regression equation is applied for p forecasting input variables- iX
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Equation (5) is applied to calculate the estimated values K

for the regression coefficients K
&
, and 
these are used in the forecasting. 
(2) Radial Basis Function Neural Network 
A three-layer radial basis function neural network (RBF NN)24, 25 comprises an input layer, hidden 
layer and output layer. The structure is shown in Figure 3. A RBF NN represents hidden layer by a 
RBF. This method maps the input vectors into the hidden layer directly according to the cluster centre 
of the RBF, and there is no weight between input layer and hidden layer. Finally, the net output is 
gained by combining the outputs of hidden layer. 
 
 
FIG. 3. Topology of RBF NN.  
 
The mapping relationships within RBF network are made up of two parts. One is the nonlinear 
transformation from input space to hidden space, a clustering method is used to determine the node 
number of hidden layer, and the output of the j-th (j=1,2,..., m) hidden unit is )x(h j
&
. The other is the 
linear combination from hidden layer space to output layer space, denoted by )xf(& .  
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I  is the transformation function in hidden unit, x& is a p-dimensional input vector, jc&  and 
jı are the center vectors and width of the j-th nonlinear transformation respectively; jw  is the 
connection weight between the j-th hidden unit and the output, calculated by least square method; m is 
the number of hidden units. 
(3) Elman Neural Network 
The Elman Neural Network (Elman NN)26, 27 is a four-layer neural network that includes feedback, 
including input layer, hidden layer, connection layer and output layer. The structure is shown in Figure 
4. The input, hidden and output layers are similar to conventional feedforward neural networks. The 
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connection layer records the output values of the hidden layer at previous time steps, and then returns 
these to the input of hidden layer. Via the delay and storage function of connection layer, the hidden 
layer can automatically connect its output to the input, which makes the net be more able to deal with 
dynamic information and can approach any nonlinear mapping with arbitrary precision. 
 
 
FIG. 4. Topology of Elman NN. 
 
Equation (8) is the expression of the nonlinear state-space of the Elman NN, where, t is the current 
time step, y&  is a one-dimensional output knot vector, x&  is the p-dimensional input vector, u&  is the r-
dimensional unit vector of the hidden layer, cu
&
 is a r-dimensional feedback state vector, 1w , 2w , 3w  
are the connection weight matrixes between different layers, b1 and b2 are the thresholds of input and 
hidden layer, (*)g  is a linear transmission function of output layer, and (*)f is a non-linear arc tangent 
transmission function of hidden layer. 
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Elman NN adopts back propagation to modify the connection weights and thresholds, and the 
evaluation function is shown as equation (9), which is constructed by a sum of squares of errors. Where, 
)t(yd is the target output in the time step of t. 
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B. Modelling of CFD based wind power forecasting 
To make full use of the NWP time series and limited measurement data, a CFD based physical 
wind power forecasting approach28 is used to assess the impact of improving the NWP wind speed 
forecasts on forecasting wind power. By establishing a flow character database, the physical WPF 
model puts the time-consuming flow field computation ahead of wind power forecasting process. For 
the wind farm under consideration, the detailed WPF procedures are explained below.   
Firstly, the terrain elevation and roughness data for wind farm and surrounding area are obtained 
from a Geographic Information System, together with wind turbine locations. Secondly, considering of 
the aspect ratio and elevation drop of computing domain, the solution domain is specified as an 
extension of 7km out of the wind farm boundary in each horizontal direction and about five times the 
total elevation drop in height direction, and then an appropriate meshing is established. An RNG 
Hk  turbulence model29 is adopted to simulate the wind distribution within computation domain. 
The inflow boundary condition is set to a standard vertical wind profile30 given by the exponential law, 
shown as equation (10), where, D is wind shear exponent determined by the site roughness, nV  (m/s) 
is the wind speed at height nZ , 1V  (m/s) is the wind speed at reference height 1Z . 1V is set to 2, 4, 
6, Ă, 24 m/s , to represent steady flow fields under different wind conditions. The discrete inflow wind 
7 
conditions are distributed in 16 direction sectors evenly spaced from 0° to 337.5° with sector width of 
22.5°. The combination of each wind speed and each wind direction comprises a discrete inflow 
condition, giving 192 discrete wind inflow conditions in total. 
D)(
1
1 Z
ZVV nn                                                                 (10) 
Based on the selected simulation scheme, commercial CFD software is used to calculate wind 
farm flow fields in the absence of wind turbines under 192 inflow conditions. All wind turbines in the 
wind farm are located according to their spatial coordinates. The Larsen wake model31 is employed to 
calculate wind speed wake deficits, U' , displayed as equation (11), where, U is the average wind 
speed at wind turbine hub height, A is the swept area of rotor, TC  is the wind speed dependent thrust 
coefficient (taken from turbine manufacture¶s data), c  is a dimensionless length, wR  is the radius of 
wake zone downwind where xL  . 
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The wind speeds and directions at wind turbine hub height are calculated for each wind inflow 
condition, and then output power for those wind conditions is calculated according to wind turbine 
power curve. Finally, a database is established, comprising the wind inflow conditions, forecasting 
wind speed wind direction at hub height and output power for all wind turbines under each inflow 
condition. 
The mesoscale NWP wind speed and wind direction is taken as inputs, searching for similar wind 
inflow conditions in the established database. Then interpolation methods are used to compute the 
output power of every wind turbine under given input conditions, corresponding to the forecast power 
for every single wind turbine in operation; eventually we get the predicted wind power for the whole 
wind farm in corresponding time.  
IV. CASE STUDY 
A. Evaluation of correction results 
Calculations using MLR, RBF NN and Elman NN algorithms are undertaken to correct the 
original NWP forecasts. The ratio between training and testing samples could be different under 
various wind farms, especially for complex terrain, the correction results will be sensitive to input wind 
conditions. Based on the experience32, 33 and simple sensitivity analysis against the proportion of 
training and testing samples, a ratio of 2:1 is selected in this case. The first twenty days in a month are 
taken as training samples to establish the three correction models, and the last ten days are taken as 
testing samples to validate the correction effects of each model. The time resolution of training data is 
15min. The corrected wind speed values for the last ten days in a month represent the average 
correction to be applied to the whole month. For both training and testing data, there are three input 
variables (p=3) and only one output. 
 
 
FIG. 5. Annual RMSE variation of corrected and original NWP wind speed (based on last 10 days of 
each month). 
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(1) Overall wind speed correction 
The monthly RMSEs for the different wind speed corrections are calculated and plotted as shown 
in Fig 5. The monthly error reduction for the three correction methods are calculated and plotted in 
Fig.6 alongside the monthly average difference between original NWP and measured wind speed. 
 
 
FIG. 6. Error decrease of corrected NWP and error of original NWP.   
 
As can be seen in Figs. 5 and 6, the corrected wind speed from all three models have very similar 
RMSE, and they all maintain similar error variation trends to that of the original NWP. After correction, 
all the months show higher accuracy except for Oct. and Nov., the systematic errors of original NWP 
mode are also reduced dramatically. August shows the most obvious improvement, RBF NN, Elman 
NN, MLR model give a decrease of 1.71, 1.66 and 1.37 m/s respectively on the RMSE of original 
weather forecast. It can be seen from Fig. 6 that the error decrease provided by these three models have 
similar variation trends with the difference between the original and measured NWP WSs in every 
month. The original NWP have error peaks in Feb., Apr., Aug. and Dec., and so the correction effects 
for these months are superior to their adjacent months. The error drop of MLR is less than the other 
two models, so the correction effect of non-linear models is better than for linear models. 
(2) Single point wind speed correction 
        
(a) Original forecast                                   (b) Corrected using MLR method 
  
(c) Corrected using RBF NN method          (d) Corrected using Elman NN method 
FIG. 7. Error frequency distributions for different correction methods 
9 
The absolute errors of each time point are calculated for the original and corrected NWP are 
averaged for wind speed intervals of 1m/s and the frequency distributions plotted as in Fig.7. 
Figure 7 indicates that correction significantly improves accuracy and moreover the error range is 
reduced. For the three models the occurrence frequency for 0m/s to 1m/s has changed, rising from 
30.3% to 32.2%, 32.9% and 33.0% comparing to the method. Compared with the other two models, 
Elman NN has a better single point correction effect, producing wind speed errors always less than 
10m/s.  
(3) Short-term wind speed correction 
As can be seen from the above results, the correction methods¶ performance depends on the time 
of year, but not in a systematic manner.  May and August demonstrate good performance while 
October and November show error increases. Short-term variation trends (over a few days) for 
measured wind speed, original NWP and the corrected forecasts are compared for these four months, as 
shown as Fig. 8. 
Fig. 8 shows that, as for the short-term correction, all these four corrected WS curves follow the 
same variation trends as the original NWP. Compared with the measured wind speed, the original 
forecasts have temporal and wind speed errors. For May and August the original forecasts are at times 
well in excess of the measured values, perhaps reflecting synoptic variations in weather, while for 
November the peaks in wind speed are captured well by the NWP. In Fig. 8(a) and Fig. 8(b), the 
corrected wind speeds minimize the peaks and narrow the gaps between the predicted and measured 
WS, which effectively reduce the systematic error of mesoscale NWP. In Fig. 8(c) and Fig. 8(d), the 
actual WS value is higher than the original NWP, and the relationship between them is not consistent 
with the trend of the whole year. Therefore, it is not recommended to carry on NWP corrections for 
October and November. Future research is required to assess whether it applies generally to other sites. 
 
 
(a) May 
 
(b) August 
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(c) October 
 
(d) November 
FIG. 8. Short-term trends comparison for different wind speeds in four months. 
B. Analysis of WPF results 
(1) WPF results under different input forecast wind speeds  
In order to assess WPF errors for different inputs and analyze the impact of wind speed correction 
on WPF, the measured, original NWP and three corrected NWP WSs are respectively taken as the 
input of WPF model. The monthly RMSE of forecasting wind power is calculated and the error curves 
of different forecasting output power produced by the five inputs are presented in figure 9. 
 
 
FIG. 9. Annual RMSE variation of forecasting wind power forecasts for different input wind speeds 
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Fig. 9 illustrates that among the five approaches to forecasting wind power, the ones taking 
measured and original NWP WS as input generate the lowest and highest WPF error respectively, and 
the annual average RMSE are 10.04% and 27.78% respectively. Compared with taking the original 
NWP as input, the three corrected NWP separately lead to a drop of 5.58%, 6.13% and 6.18% on WPF 
RMSE. August has the most obvious forecasting improvement with RMSE decreases, which are 
16.76%, 20.79%, 20.67% for the three correction models. In consequence, carrying out correction to 
the NWP WS will surely result in useful improvement of WPF accuracy.  
In spring and winter, the three correction error curves are close to each other and the different 
correction models have little influence on the error of forecasting wind power, while in summer and 
autumn, the three correction WS error curves are distinct and different correction methods have great 
influence on resulting WPF error. 
(2) Relationships between forecasting wind power and NWP wind speed 
In contrast, it has been established above that the selection of correction model does not 
significantly affect the improvement of NWP wind speed forecasts, but the nonlinear models perform a 
little better than the linear one. The non-linear Elman NN model is taken as an example to analyse the 
relationship between input NWP WS and output forecasting wind power. 
 
 
(a) Original NWP wind speed and power forecasting compared 
 
 
(b) Corrected NWP wind speed of Elman NN 
FIG. 10. Error curves of input NWP wind speed and output wind power. 
 
Fig. 10 illustrates that the error curves of input NWP WS and output power have similar annual 
variation trends, namely the higher the input error is, the higher the output error. Compared with the 
original NWP WS, the corrected NWP WSs not only produce more accurate forecasting of wind power, 
but also increase the consistency between input wind speed and output wind power. As we know, if the 
input NWP WS is accurate and reliable enough, then the forecasting error of output wind power would 
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mainly depend on the translation from wind speed to power. Thus, carrying on NWP WS correction 
will provide guidance for the separation of factors that influence WPF accuracy and lead to 
improvement of WPF model.  
V. CONCLUSIONS 
Mesoscale NWPs have a rough spatial resolution, which in turn restricts the precision of WPF 
based on such wind speed estimates. The MLR, RBF NN and Elman NN models are established to 
correct the NWP estimates of wind speed in this paper. The measured wind speed, the original NWP, 
and three corrected NWP forecasts are adopted to realize the CFD based wind power forecasts. Based 
on the case study presented, the following conclusions can be drawn: 
(1) Compared with measurement data, the highest monthly RMSE of NWP WS is up to 3.64m/s. 
Its error distribution takes on seasonal characters, autumn has a lower prediction error than the other 
three seasons. For a single predicted time point, the probability of high errors exceeds that for low 
errors. 
(2) Compared with the original NWP forecasts, the three correction methods significantly 
improved accuracy both over the whole year, and also over the short-term and for individual time steps. 
The correction effect of non-linear models is superior to linear ones. The highest RMSE drop for a 
single month, produced by RBF NN, can reach as high as 1.71m/s. 
(3) All three correction methods decrease the temporal wind speed errors as well as the peak error 
values apparent in the original NWP estimates. The correction methods improve to a greater extent the 
forecasting wind power, more in summer and autumn than in spring and winter. The NWP wind speed 
forecasting performance in autumn is distinct from that of the rest of the year, so it is not recommended 
to carry on wind speed correction in this season. Future research is required to assess whether it applies 
generally to other sites. 
(4) Errors in wind forecasts and forecast wind power follow similar annual trends, WPF precision 
increases when the precision of input wind speed increases. The three established correction models 
can improve the WPF accuracy by 5.58%, 6.13%, 6.18% respectively. 
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FIG.1. Layout of wind turbines. 
 
  
FIG. 2. Frequency distribution for NWP wind speed error. 
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FIG. 3. Topology of RBF NN. 
 
FIG. 4. Topology of Elman NN. 
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FIG. 5. Annual RMSE variation of corrected and original NWP wind speed (based on last 10 days of 
each month). 
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FIG. 6. Error decrease of corrected NWP and error of original NWP.   
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 (a) Original forecast  
FIG. 7. Error frequency distributions for different correction methods 
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 (b) Corrected using MLR method 
FIG. 7. Error frequency distributions for different correction methods 
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(c) Corrected using RBF NN method 
FIG. 7. Error frequency distributions for different correction methods 
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 (d) Corrected using Elman NN method 
FIG. 7. Error frequency distributions for different correction methods 
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(a) May 
FIG. 8. Short-term trends comparison for different wind speeds in four months. 
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(b) August 
FIG. 8. Short-term trends comparison for different wind speeds in four months. 
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(c) October 
FIG. 8. Short-term trends comparison for different wind speeds in four months. 
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(d) November 
FIG. 8. Short-term trends comparison for different wind speeds in four months. 
0
2
4
6
8
10
12
14
16
18
11/21 0:00 11/23 0:00 11/25 0:00 11/27 0:00 11/29 0:00
W
in
d 
sp
ee
d 
v
a
lu
e 
/ (
m
/s)
 
Time points  
measured original NWP MLR RBF NN Elman NN
  
FIG. 9. Annual RMSE variation of forecasting wind power forecasts for different input wind speeds 
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(a) Original NWP wind speed and power forecasting compared 
FIG. 10. Error curves of input NWP wind speed and output wind power. 
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(b) Corrected NWP wind speed of Elman NN 
FIG. 10. Error curves of input NWP wind speed and output wind power. 
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