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A B S T R A C T
Structural Health Monitoring (SHM), i.e. the action of monitoring structures in real-time and in an automated
manner, is a major challenge in several industrial fields such as aeronautic. SHM is by nature a very high
dimensional data-driven problem that possesses several specificities when addressed as a machine learning
problem. First of all data in damaged cases are rare and very costly as the generation of damaged data is not
always possible and simulations are not reliable especially when dealing with complex structures. SHM is thus
by nature an unsupervised problem. Furthermore, any incoming sample should be instantaneously clustered
and handcrafted damage indexes are commonly used as a first dimension reduction step due to large datasets to
be processed. As a consequence, unsupervised dimensionality reduction (DR) techniques that project very high
dimensional data into a two or three-dimensional space (such as t-SNE or UMAP) are very appealing in such a
context. However, these methods suffer from one major drawback which is that they are unable to cluster any
unknown incoming sample. To solve this we propose to add inductive abilities to these well know methods
by associating their projection bases with Deep Neural Networks (DNNs). The resulting DNNs are then able to
cluster any incoming unknown samples. Based on those tools, a SHM methodology allowing for unsupervised
damage clustering with dimensionality reduction is presented here. To demonstrate the effectiveness of the
method, results of damage classification on large experimental data sets coming from complex aeronautical
composite structures monitored through Lamb waves are shown. Furthermore, several DR techniques have been
benchmarked and recommendations are derived. It is demonstrated that the use of raw Lamb wave signals
instead of the associated damage indexes is more effective. This non-intuitive result helps to reduce the gap
between laboratory research and the actual start-up of SHM activities in industrial applications.
1. Introduction
Nowadays, human life is highly dependent on safe mechanical
structures and infrastructures related to industrial fields such as aero-
nautics/aerospace engineering, civil engineering, or energy. Thus there
is a need to develop innovative damage monitoring techniques and pre-
ventive maintenance methods allowing for safer operation and longer
service life (Farrar and Worden, 2012). The action of monitoring struc-
tures in real-time and in an automated manner is referred to as Struc-
tural Health Monitoring (SHM) and is one of the most active research
topics in that field (Bhuiyan et al., 2015; Di Sante, 2015; Mitra and
Gopalakrishnan, 2016; Papaelias et al., 2016). More precisely SHM
refers to damage monitoring processes relying on automated and pe-
riodical structural response measurements during the service life of
the structure by permanently incorporating sensors and actuators into
the structure. The SHM process classically includes the following steps:
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damage detection, localization, classification and quantification (Wor-
den et al., 2007). This scientific field is now progressing toward op-
erational service and recent surveys have shown that even reluctant
industry areas are now convinced that SHM is the key technology
that will enable the transition from schedule-driven maintenance to
condition-based maintenance.
More precisely, the considered structures under study are geomet-
rically complex aeronautics structures made up of composite materials
and used in airplanes nacelles. Damage monitoring of such structures
can be achieved by Lamb waves (Su et al., 2006; Raghavan and Cesnik,
2007; Su and Ye, 2009) excited by piezoelectric elements bonded to
the surface of the composite structure under study and used both as
sensors and actuators. The piezoelectric elements used as actuators
generate a propagating Lamb wave within the inspected structure and
these waves are then received by the other piezoelectric elements that
work in sensor mode. By comparing the signals in the current state
with signals recorded in an undamaged reference state, it is possible
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to extract echos coming from damages appearing within the structure 
and thus to monitor the structure (Fendzi et al., 2016a,b; Lizé, 2018).
SHM of aeronautic composite structures can naturally be cast in 
a statistical pattern recognition framework. Data acquisition by sen-
sors placed along the structure under study is the merely sufficient 
requirements to build an underlying model of the monitored structure. 
Technically speaking, SHM is achieved through four successive steps: 
operational evaluation, data acquisition, damage indexes extraction, 
and underlying model learning (Farrar and Worden, 2012). While 
the operational evaluation and data acquisition steps are nowadays 
standards, the damage indexes extraction step is more delicate. Damage 
indexes extraction can be performed in the time domain (root mean 
square, skewness, peak to peak amplitude, residual energy...), in the 
frequency domain (maximum frequency, energy of FFT, maximum of 
the spectrum...), or in the time–frequency domain (wavelet coefficients, 
. . . ) (Staszewski and Robertson, 2006; Bouzenad et al., 2019; El Moun-
tassir et al., 2016). A tentative list of some effective damage indexes 
that can be extracted from raw signals is for example provided in Lizé 
(2018). Manual tuning by highly experienced operators are the key to 
be able to design robust and efficient damage indexes. This constitutes 
a severe drawback of the data-based approach and emphasizes the need 
for efficient and robust features selection tools (Chandrashekar and 
Sahin, 2014; Cai et al., 2018). It should be added that in practice, 
data in damaged cases are rare and very costly and thus rarely or 
very scarcely available in a SHM context. Furthermore, as SHM has 
to be performed in real-time, any incoming new sample should be 
quasi-instantaneously clustered in order to help the end-user to infer 
a decision with respect to maintenance actions. These constitute the 
specificities of the SHM problem for aeronautic composite structures 
when addressed through a data-based approach. Fig. 1 provides a 
general overview of this classical point of view and highlights the 
importance of damage indexes selection in the data-based approach to 
SHM.
SHM of aeronautic composite structures has already been addressed 
in the literature through such a data-based approach depicted in Fig. 1. 
The damage localization and quantification steps of SHM have for 
example been carried out by decomposing the Lamb wave signals using 
a Proper Generalized Decomposition (PGD) algorithm which is then 
used to train neural networks in a supervised machine learning frame-
work (Borate et al., 2020). Features automatically extracted by means 
of genetic algorithms and able to handle Lamb waves for SHM problems 
have been proposed (Harvey and Todd, 2014). Lamb wave data has 
also been processed using dynamical wavelet fingerprints and has been 
demonstrated that features extracted from wavelet analysis of Lamb 
wave signals can be extremely relevant for SHM purposes (Miller and 
Hinders, 2014; Hinders and Miller, 2020). Damage detection by means 
of Lamb waves by selecting the most relevant and discriminant features 
with wireless applications in mind has also been proposed (Park et al., 
2010). Signal post-processing techniques focusing on the extraction 
of features, on the application of unsupervised dimension reduction 
algorithms (principal component analysis — PCA, and nonlinear PCA
— NL-PCA) and on their subsequent correlation with the damage state 
are also reported (Pavlopoulou et al., 2016). In Pozo et al. (2016), 
the use of principal component analysis projections instead of the 
entire measured response of the structure has been investigated. The 
article (Tibaduiza et al., 2013) is concerned with the practical use 
of Multiway Principal Component Analysis (MPCA), Discrete Wavelet 
Transform (DWT), Squared Prediction Error (SPE) measures and Self-
Organizing Maps (SOM) to detect and classify damages in composite 
structures. Additionally, the work carried out in Tibaduiza-Burgos and 
Torres-Arredondo (2015) highlights the potentialities of data-driven 
modeling within the concepts of sensor data fusion, feature extraction 
and pattern recognition for Lamb wave signals. The methodology is 
furthermore experimentally demonstrated on an aircraft skin panel 
and fuselage panel for which several damage scenarios are analyzed. 
By the same team, another article (Torres-Arredondo et al., 2014) is
concerned with the experimental validation of a structural health mon-
itoring methodology for damage detection and identification. Three
different data-driven multivariate algorithms are considered to obtain
the baseline pattern. These are based on PCA, ICA and hierarchical
NL-PCA.
When addressing SHM as a machine learning problem, dimension
reduction techniques in addition to damage indexes extraction methods
thus appears as very appealing as they could efficiently reduce run time
and resource requirements. Using such approaches, the data coming
from the extracted damage indexes for a given structural health state
can be projected toward a lower dimensional space (ideally containing
two or three dimensions for evident visualization purposes) where mon-
itoring can be performed (Gharibnezhad et al., 2015; Torgerson, 1952;
Hinton and Roweis, 2003). In recent years, various dimension reduction
algorithms of this kind have been proposed such as Uniform Manifold
Approximation and Projection (UMAP) (McInnes et al., 2018) or t-
Distributed Stochastic Neighbor Embedding (t-SNE) (van der Maaten
and Hinton, 2008) and its derivatives (Van Der Maaten, 2014; Pezzotti
et al., 2016). Such dimension reduction methods can turn any non-
linear clustering or classification problem with arbitrarily high dimen-
sional samples into a simple two or three dimension clustering problem.
Contrary to more standard dimension reduction algorithms previously
used in the SHM literature (Borate et al., 2020; Park et al., 2010;
Pavlopoulou et al., 2016; Pozo et al., 2016; Tibaduiza et al., 2013;
Tibaduiza-Burgos and Torres-Arredondo, 2015; Torres-Arredondo et al.,
2014), these algorithms rely on a probabilistic definition of distance
between samples and try to preserve as much as possible short-scale
distances rather than long-scale ones in both high and low dimensional
space. The unsupervised abilities of t-SNE and UMAP allow them to
discriminate autonomously various unseen damaged states among the
observed states. However these techniques suffers from drawbacks,
including slow run time on big data-set, hard to tune parameters that
yield completely different embedding maps and inability to map any
incoming and unknown sample (an issue known as the out-sample prob-
lem). To rectify this for this SHM problem we propose to add inductive
abilities to these well know methods by associating their projection
bases with Deep Neural Networks (DNNs). The resulting DNNs are then
able to cluster any incoming unknown samples. Such an approach has
already been proposed for other kind of applications (Roman-Rangel
and Marchand-Maillet, 2019; Espadoto et al., 2019) but never assessed
for SHM applications which are rather specific as stated previously.
In this article, the high potential impact of t-SNE and UMAP ex-
tended with DNNs for SHM purposes is thus explored. More precisely,
the motivations of the current study presented here are:
• Dimension reduction (DR) algorithms benchmarking on SHM data:
many applicable dimension reduction technique from PCA to
state of the art algorithms (t-SNE, UMAP) are benchmarked on
an unsupervised damage clustering task in complex aeronautical
composite structures monitored by Lamb waves in order to high-
light the potential of t-SNE and UMAP for SHM. A solution to
efficiently tune the DR algorithms parameters is also proposed.
• Usefulness of damage indexes: Dimension reduction techniques
are tested in two ways in order to assess whether or not the
computation of damage indexes is useful for clustering purposes.
1. Approach I: the unsupervised DR technique is used in order
to project the data from the handcrafted damage indexes
space toward R2 or R3 maps, as shown in Fig. 2,
2. Approach II: the unsupervised DR technique is used as both
a damage indexes extractor and a dimension reduction tool
fed directly by raw signals that finally projects data toward
an R2 or R3 map as shown in Fig. 3.
• DNNs extension of t-SNE and UMAP to learn projection and solve the
out-sample issue: A learning approach based on DNNs is adapted
from Roman-Rangel and Marchand-Maillet (2019), Espadoto et al.
Fig. 1. Overview of the classical data-based approach for SHM.
(2019) to catch the hidden behavior of t-SNE and UMAP pro-
jections and to address the out-sample problem. The underlying
neural networks are trained on a small subset of data provided by
the DR techniques to learn the projection from high dimensional
space to low dimensional space and are then used to process any
incoming new sample.
The paper is organized as follows: Section 2 introduces the bench-
marked DR algorithms and associated quantitative criterions. Then
in Section 3, the simulated and experimental data sets coming from
complex aeronautical composite structures monitored by Lamb waves
which are used in this article are introduced. The benchmark results on
the experimental and simulated data sets results and the comparison of
approaches I and II are then presented and discussed in Section 4. The
DNNs extension of UMAP and t-SNE projections designed to circum-
vent the out-sampling problem is then assessed in Section 5. Finally
a discussion and a conclusion are presented in Section 6. Generally
speaking, this paper explores the use of powerful clustering methods
to SHM and is hence participating in the ongoing industrialization of
the SHM process.
2. Methodology
2.1. Dimension reduction algorithms used for benchmarking
Unsupervised algorithms are of main interest for SHM applications
as stated previously. However supervised algorithms are useful to pro-
vide references in terms of performances for benchmarking purposes.
As a consequence, the following DR algorithms will be considered:
• Principal Component Analysis (PCA) (Pearson, 1901) as one of
the most common techniques applied in a wide range of disci-
plines, and especially in SHM (Tibaduiza et al., 2013; Manson
et al., 2003)
• Multi-dimensional scaling (MDS) (Torgerson, 1952) as adequate
to process data sets with a large number of features
• ISOMAP (Tenenbaum, 1998; Tenenbaum et al., 2000) and Locally
Linear Embedding (LLE) (Roweis and Saul, 2000) as powerful
non-linear dimension reduction techniques.
• t-distributed Stochastic Neighbor Embedding (t-SNE) (van der
Maaten and Hinton, 2008) and Uniform Manifold Approximation
and Projection (UMAP) (McInnes et al., 2018) as the last state of
art dimensional reduction methods.
• Linear discriminant analysis (LDA) (Tharwat et al., 2017) method,
belonging to supervised dimensionality reduction techniques, as
a reference for benchmarking previous unsupervised techniques.
In what follows, clustering performances of the above-mentioned
unsupervised algorithms (PCA, MDS, ISOMAP, LLE, t-SNE and UMAP)
will be compared with the performances of one supervised algorithm
(namely LDA) that will serve as a reference. The expected advantages
of UMAP and t-SNE over the other algorithms include no restriction
in the number of samples, limitless embedding dimension, unlimited
ambient dimension, robust performance, coverage of a wide range of
manifolds. With respect to SHM applications, the main drawback of
these algorithms is their inability to map any incoming and unknown
sample (issue known as the out-sample problem) as what they learn
is a low dimensional map that has similar probabilistic properties
than the high dimensional map but not the transformation allowing to
project one new sample belonging to the high dimensional space to its
projection living in the low dimensional one. Furthermore, the tuning
of perplexity for t-SNE and of the number of considered neighbors for
UMAP is extremely important. It is thus necessary to find an adequate
value for these parameters that make a trade-off between the local
and global features of the expected manifolds. Finally, the distance
metric chosen in order to define the neighborhood of a point is another
important tuning parameter.
2.2. Quantitative criterions to compare clustering algorithms performances
Quantitative criterions are furthermore needed to evaluate the clus-
tering performances provided by the different algorithms (or by the
different parameters selected by the users for a given algorithm) in
order to perform a fair comparison between algorithms or among
parameters. The standard Calinski–Harabasz (Caliński and Harabasz,
1974), the Silhouette scores (Rousseeuw, 1987) and the computation
time are here retained here as key performance indexes.
The Calinski–Harabasz (CH) score is a variance ratio criterion de-
fined as ‘‘the ratio of the between-cluster dispersion and the within-cluster
dispersion’’. It is computed according to Eq. (1) where 𝐵 refers to
between-cluster variance matrix, 𝑊 refers to the within-cluster vari-
ance matrix, 𝑁 is the total number of samples and 𝐾 the number








The Silhouette score is the mean of all the silhouette coefficients
associated with each point 𝑖. It corresponds to the difference between
the mean distance with points belonging to the same cluster (𝑎(𝑖),
cohesion) and the mean distance with points from neighboring clusters
(𝑏(𝑖), separation). A negative score indicates that the point is on average
closer to a neighboring cluster than from its own cluster. A positive
score indicates that the point is i = on average closer to its own
cluster than from any other neighboring clusters. Its value is normalized










Computation time is the last key performance index retained for
dimension reduction algorithms comparison. In order to assess it, the
tested dimension reduction algorithms are implemented and available
in sklearn. The original version of UMAP implemented in Python
has been used. Neural network provided through Keras that is one of
the powerful distributions of TensorFlow has been used. Computations
have been run on a computing station equipped with 128 Go of random
access memory and with 2 Intel Xeon ES 2630 processors running at
2.6 GHz, each with 6 cores and with 15 MB of cache memory.
Fig. 2. Overview of approach I: the unsupervised dimensionality reduction (DR) technique is used in order to project the data from the handcrafted damage indexes space toward
R2 or R3 maps.
Fig. 3. Overview of approach II: the unsupervised DR technique is used as a damage indexes extractor and a dimension reduction tool fed by raw signals that projects data toward
R2 or R3 maps.
3. Aeronautical composite structures monitored by lamb waves
This section describes the SHM numerical and experimental data
sets that will be used here as benchmarks to assess the ability of
dimension reduction algorithms to cluster data in an unsupervised
manner, as a way to demonstrate that damage indexes computation is
not necessary for clustering, and finally to illustrate the deep neural
networks extension of t-SNE and UMAP based generic SHM process
presented here.
3.1. Structural health monitoring of composite structures using lamb waves
3.1.1. Lamb wave generation and reception using piezoelectric elements
Lamb waves are one of the most effective approaches to monitor au-
tonomously aeronautic composite structures (Su et al., 2006; Raghavan
and Cesnik, 2007; Su and Ye, 2009). To achieve that goal, piezoelectric
elements are bonded to the surface of the composite structure under
study and can be used both as sensors and actuators. The piezoelectric
elements used as actuators generate a propagating wave within the
inspected structure and these waves are then received by the other
piezoelectric elements that work in sensor mode. By comparing the
signal in the current state with the signal recorded in an undamaged
reference state, it is possible to extract echos coming from damages
appearing within the structure and thus to monitor autonomously the
structure (Fendzi et al., 2016a,b; Lizé, 2018). The main practical steps
involved in Lamb waves SHM are described in the following sections.
3.1.2. Data acquisition framework
The excitation signal sent to the piezoelectric elements considered
as actuators is a 5 cycles burst with an excitation frequency 𝑓0 which
depends on the considered database and an amplitude of 10 V. The
excitation frequency is selected to promote one propagation mode over
another. Typically, the mode 𝑆0 is promoted over the mode 𝐴0 as it
propagates faster in the considered structures (Su and Ye, 2009; Fendzi
et al., 2016a). In each phase of the experimental procedure, one piezo-
electric element is selected as the actuator and the other act as sensors.
All the piezoelectric elements act sequentially as actuators. Resulting
signals are then simultaneously recorded by the other piezoelectric
elements and consist of a certain number of data points sampled at a
given sampling frequency. Signals are acquired several times in both
the healthy (reference) and damaged (unknown) states.
3.1.3. Denoising procedure and 𝑋RAW dataset
In order to be processed, the raw data that have been previously
collected are first denoised (Fendzi et al., 2016a) by means of a discrete
wavelet transform up to the order 4 using the db40 wavelet. Those
signals are then filtered around their excitation frequency 𝑓0 using a
continuous wavelet transformation based on Morlet/Gabor wavelets
and with a scale resolution equal to 20. The objective of this pre-
processing step is to perform a bandpass filtering around the excitation
frequency 𝑓0 by means of wavelets. The scale parameter can be sought
as an image of the bandwidth of the retained bandpass filter over the
frequency range of interest. Here, choosing it equal to 20 is common
as it provided convenient results in past studies (Su and Ye, 2009;
Fendzi et al., 2016a,b). In those studies, an optimization algorithm
based on the Shannon entropy was applied to select the best wavelet
family as well as the best scale parameters to maximize the informa-
tion contained within the wavelet decomposition. The diaphonic part
present in the measured signals (i.e. the copy of the input signals that
appears on the measured signal due to electromagnetic couplings in
wires) has been previously eliminated based on the knowledge of the
geometrical positions of the piezoelectric elements and of the estimated
waves propagation speed in the material.
The concatenation of all the signals 𝑠𝑖𝑗 (𝑟(𝑘))[𝑛] for the time sample
𝑛 ∈ [1 ∶ 𝑁], the repetition 𝑟(𝑘) ∈ [1 ∶ 𝑅𝑈 (𝑘)] of the 𝑘th ∈ [1 ∶ 𝐾]
unknown case or 𝑟(𝑘) ∈ [1 ∶ 𝑅𝑅] of the reference case, the path 𝑖 → 𝑗,
constitute the datasets 𝑋RAW to be clustered by the dimension reduction
algorithms. An example of such a dataset is presented in Eq. (3). Each
line corresponds to one sample to be clustered and the columns to the
associated features. There are 𝑅𝑅 signals for the reference case (first
horizontal block of Eq. (3)) and 𝑅𝑈 (𝑘) signals for the 𝑘th unknown case
(other horizontal blocks of Eq. (3) in Box I).
3.1.4. Damage indexes computation and 𝑋DI dataset
The underlying idea of this step consists in comparing a set of
signals acquired at an unknown state with a one acquired at a ref-
erence state (Fendzi et al., 2016a) by computing damage sensitive
features denoted as Damage Indexes (DIs) in order to perform a first
dimension reduction step. A set of 𝐿 = 26 DIs are computed. The 26
damage indexes {𝐷𝐼 𝑙}𝑙∈[1∶𝐿] being computed are defined in Table 2
in Appendix A. The damage indexes 𝐷𝐼 𝑙𝑖𝑗 are computed for each path
between a piezoelectric actuator 𝑖 ∈ [1 ∶ 𝐼] to a piezoelectric sensor
𝑗 ∈ [1 ∶ 𝐽 ]. The concatenation of all the damage index 𝐷𝐼 𝑙𝑖𝑗 (𝑟𝑅, 𝑟𝑈 (𝑘))
for the repetition 𝑟𝑅 ∈ [1 ∶ 𝑅𝑅] of the reference case, the repetition


















𝑠11(1)[1] … 𝑠11(1)[𝑁] …… 𝑠𝐼𝐽 (1)[1] … 𝑠𝐼𝐽 (1)[𝑁]
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of the reference case, the path 𝑖 → 𝑗, constitute the datasets 𝑋DI to be
clustered by the dimension reduction algorithms. An example of such
a dataset is presented in Eq. (4). Each line corresponds to one sample
to be clustered and the columns to the associated features. There are
𝑅𝑅(𝑅𝑅−1)∕2 difference signals for the reference case compared to itself
(first horizontal block of Eq. (4)) and 𝑅𝑅 ×𝑅𝑈 (𝑘) difference signals for
the 𝑘th unknown case compared to the reference case (other horizontal
blocks of Eq. (4) given in Box II). As a consequence, the datasets 𝑋DI
naturally contain more samples than the datasets 𝑋RAW.
3.2. Available databases
The databases used for this study consist of one simulated database
and two experimental databases. The numerical database is considered
as an academic dataset on which dimension reduction algorithms can
be benchmarked with respect to the noise level. The experimental
datasets correspond to actual geometrically complex aeronautic struc-
tures and are considered as challenging datasets for SHM applications.
3.2.1. Simulated database
For the simulated database, a [0◦∕45◦∕23◦∕0◦] composite laminate
where the mechanical properties of each ply described in Table 1 is
considered. A set of 5 piezoelectric elements (Noliac NCE51), each
with a diameter of 20 mm and a thickness of 0.1 mm, are surface-
mounted on the composite plate. An illustration of the plate and sensor
placement is shown in Fig. 4. Numerical simulations are conducted
using SDTools (Balmes, 2020). Squared elements with dimension 2 mm
× 2 mm were used for the meshing. The time step for the transient
simulation is chosen as 0.3 ms and leads to a sampling frequency of
3.33 MHz. The damage has a circular shape with a 20 mm diameter.
The damage is represented by a local reduction in material properties in
the damaged area. The rigidity is reduced step by step from the healthy
state toward a totally damaged state resulting in one healthy reference
case and 18 damaged cases. It is worth mentioning that this FEM
model was previously validated through experiments (Fendzi et al.,
2016a). After the simulation, a white Gaussian noise is added to the
simulation results for each path between a given actuator and a given
sensor in order to simulate experimental noise. Several realization of
this noise constitute an equivalence to the experimental repetitions.
A central frequency of 𝑓0 = 120 kHz is used with SNR values equal
to 0 dB, 10 dB and 20 dB dB. Here SNR stands for Signal to Noise
Ratio and the value 0 dB refers to maximum amount of noise pollution
(the energy of the noise being equal to the energy of the signal). The
𝑋RAW database contains 2850 samples, each one associated with 25 000
features and divided into 19 different classes. The 𝑋DI database contains
416 175 samples, each one associated with 650 features and divided
in 19 different classes. The databases that have been generated are
detailed in Table 3 in Appendix B and will be referred to as SNR0,
SNR10 and SNR20 in the following of the paper.
Table 1
Mechanical properties of one ply of the chosen composite material.
Density (g/m3) Thickness (mm) 𝐸11 (GPa) 𝐸22 𝐸33 (GPa) 𝐺12 (GPa) 𝑣12
1554 0.28 60 40 8.1 4.8 0.03
3.2.2. Experimental database #1 : Fan Cowl (FC) structure
The geometrically complex aeronautics structure under study con-
sists here in the fan cowl part of a nacelle of an Airbus A380. This
structure is 1.5 m in height for a semi circumference of 4 m and is made
of composite monolithic carbon epoxy material. It has been equipped
with 30 piezoelectric elements manufactured by NOLIAC (diameter
of 25 mm) and possesses many stiffeners delimiting various areas as
shown in Fig. 5 [Left]. The excitation signal sent to the PZT element is
a 5 cycles burst with an excitation frequency of 𝑓0 = 200 kHz and with
an amplitude of 10 V. The excitation frequency is selected to promote
the mode 𝑆0 over the mode 𝐴0 as it propagates faster. The Lamb wave
propagation speed within the material is estimated at around 5200 m∕s
for the 𝑆0 mode. In each phase of the experimental procedure, one PZT
is selected as the actuator and the other act as sensors. All the PZTs
act sequentially as actuators. Resulting signals are then simultaneously
recorded by the other piezoelectric elements and consist of 1000 data
points sampled at 1 MHz. Signals were acquired 100 times in both the
healthy (reference) and damaged (unknown) states. One healthy case
and 7 damage cases have been considered. The 𝑋RAW database contains
800 samples, each one associated with 900 000 features and divided into
8 different classes. The 𝑋DI database contains 123 675 samples, each one
associated with 23 400 features and divided into 8 different classes. The
database that has been generated is detailed in Table 4 in Appendix B
and will be referred to as FC in the following of the paper.
3.2.3. Experimental database #2: Inner fixed structure
The other geometrically complex aeronautics structure under study
is the inner fixed structure part of a nacelle of an Airbus A380. This
structure is 2.5 m in height for a semi-circumference of 3 m and is made
of aluminum hexagonal honeycombs sandwiched between two layers
of composite monolithic carbon epoxy material. It has been equipped
with 29 piezoelectric elements manufactured by NOLIAC (diameter of
25 mm) as shown in Fig. 5 [Right]. The excitation signal sent to the PZT
element is a 5 cycles burst with an excitation frequency of 𝑓0 = 100 kHz
and with an amplitude of 10 V. The excitation frequency is selected
to promote the mode 𝑆0 over the mode 𝐴0 as it propagates faster.
The Lamb wave propagation speed within the material is estimated at
around 3000 m∕s for the 𝑆0 mode. In each phase of the experimental
procedure, one PZT is selected as the actuator and the other act as
sensors. All the PZTs act sequentially as actuators. Resulting signals are
then simultaneously recorded by the other piezoelectric elements and
consist of 1000 data points sampled at 1 MHz. Signals were acquired
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Fig. 4. [Left] Overview of the geometrical configuration for the simulated database. Mesh details around the PZT element [Center] and the damage [Right].
Fig. 5. Overview of the geometrical configuration of the Fan Cowl Structure (FC) [Left] and the Inner Fixed Structure (IFS) [Right] experimental datasets.
states. One healthy case and 5 damage cases have been considered. The
𝑋RAW database contains 600 samples, each one associated with 841 000
features and divided in 6 different classes. The 𝑋DI database contains
54 950 samples, each one associated with 21 866 features and divided in
6 different classes. The database that has been generated is detailed in
Table 5 in Appendix B and will be referred to as IFS in the following
of the paper.
4. Dimension reduction algorithms benchmarking for SHM
4.1. Benchmark approach
The first contribution presented here consists of benchmarking di-
mension reduction algorithms ranging from PCA to t-SNE and UMAP
with respect to their clustering abilities as assessed by the CH, sil-
houette scores, and computation time (see Section 2). The unsuper-
vised dimension reduction algorithms considered here are: PCA, MDS,
ISOMAP, LDA, LLE, UMAP and t-SNE. Furthermore, LDA (a supervised
dimension reduction technique) is used here to provide a reference
value for comparison purposes.
Approach I where the unsupervised dimension reduction techniques
are used in order to project the data from the handcrafted damage
indexes space toward R2 or R3 maps, as shown in Fig. 2, is firstly
investigated. The 𝑋DI datasets computed from the numerical and exper-
imental datasets described in Section 3 are considered. The previously
mentioned dimension algorithms are all used for clustering purposes
when fed by 𝑋DI. They are first parametrized using a small subset of
𝑋DI as described in the next section.
The second contribution addressed here is related to the usefulness
of handcrafted damage indexes that are commonly used in SHM using
Lamb Waves due to the large amount of raw data to be processed. 
Processing directly such an amount of data was not achievable before 
but is now feasible using dimension reduction algorithms such as 
UMAP or t-SNE. In order to address this issue, Approach II where 
the unsupervised dimension techniques are used as both a damage 
indexes extractor and a dimension reduction tool fed directly by raw 
signals that finally project data toward a R2 or R3 map as shown in 
Fig. 3 is investigated. The 𝑋RAW datasets computed from the numerical 
and experimental datasets described in Section 3 are considered. The 
previously mentioned dimension algorithms are all used for clustering
purposes when fed by 𝑋RAW. They are also parametrized using a small 
subset of 𝑋RAW as described in the next section.
For both approaches, the influence of noise on clustering results 
provided by the various algorithms is assessed using the numerical 
datasets SNR0, SNR10, and SNR20. The ability of the various algorithms 
to process realistic experimental data is assessed on the two exper-
imental datasets FC and IFS. The CH score (which is a variance to 
ratio score), the silhouette score (which is a combination of cohesion 
and separation), and the computation time are afterward used to con-
clude regarding dimension reduction algorithms performances and to 
compare them.
4.2. Parameters tuning
The previously mentioned dimension reduction algorithms need 
some hyper-parameters to be selected before applying dimension re-
duction. Adequate tuning is especially important for UMAP and t-SNE 
as different hyper-parameters selection may yield to completely dif-
ferent embedding dimension representation. For example, given the 
same input data and different tuning parameters for UMAP, the results 
provided in Fig. 6 illustrate a large overlap of clusters for some param-
eters selection while the clusters can be extremely well-distinguished 
if parameters are selected adequately (Manhattan distance metric and 
number of neighbors equals to 20 in this case).
In order to efficiently tune those parameters a subsampling based 
approach is used here based 10 % of available data picked randomly 
and uniformly among the various classes. This subset of data is then 
fed to UMAP and t-SNE projecting data in a 2D space with various 
parameters selection. For UMAP, the number of neighbors (from 5 to 
70 with steps of 5) and the distance metric (Euclidean, Manhattan, 
Chebyshev, Cosine, or Correlation) are varied. For t-SNE, the perplexity 
(from 5 to 70 with steps of 5) and the distance metric (Euclidean, 
Manhattan, Chebyshev, Cosine or Correlation) are varied. On the basis 
of these computations, three graphs providing computation time, sil-
houette coefficient and CH score as a function of distance metrics and 
perplexity or number of neighbors are then generated. This figure then 
helps the user to select the adequate hyper-parameters.
An example of such a graph for the tuning of UMAP for the FC 
dataset and using approach II is shown in Fig. 7. From this figure, it can 
be seen that for this precise case, computation time is not depending on 
the number of neighbors but is influenced quite largely by the distance 
metric, with Euclidean and Cosine distance metrics being faster. The 
silhouette score is influenced by both hyperparameters. The Manhattan 
distance metric however provides silhouette scores that are much larger 
than any other distance metric. Furthermore, a local maximum of this 
score is obtained for a number of neighbor equals to 20. The same 
trends are observed on the CH score. For this example and on the basis 
of this analysis, the chosen hyperparameters for UMAP are a Manhattan 
distance metric with a number of neighbors equals to 20. The same 
analysis is performed for all the other datasets, for both approaches, 
and for the t-SNE algorithm.
An important issue is now to validate the fact that clustering results 
obtained on 10 % of the datasets with the selected parameters are 
also valid when considering the whole datasets. In order to illustrate 
this point, Fig. 8 presents three results obtained on the FC dataset, 
for approach II and the UMAP algorithm. On the left figure, results
obtained after tuning on 10 % of the dataset and in 2D are presented.
On the center figure, results obtained on the whole dataset and in 2D
are presented. On the right figure, results obtained on the whole dataset
and in 3D are presented. This figure validates the fact that the result
from sub-sampling can be reliably applied to the complete data set in
2D or 3D in the sense that UMAP still provides well-separated clusters
for all cases. Similar results are obtained for all the datasets, algorithms,
and approaches validating the hyperparameters selection methodology.
The hyperparameters chosen for all the datasets, for t-SNE and UMAP
algorithms, and for the approaches I and II are summarized in Table 6
located in Appendix C.
4.3. Approach I: dimension reduction projects damage indexes 𝑋DI to R2
or R3
After parameter selection according to Section 4.2, a comparison
between the different dimension reduction techniques previously men-
tioned (PCA, MDS, ISOMAP, LDA, LLE, t-SNE and UMAP) can be
performed. For this benchmark, the dimension reduction techniques
are applied to the simulated and experimental databases 𝑋DI accord-
ing to approach I where the unsupervised dimensionality reduction
techniques are used to project the data from the handcrafted damage
indexes space toward R2 or R3 maps as illustrated in Fig. 2.
For all cases at hand, ISOMAP failed in detecting the right manifolds
and provides mixed clustered centered around the origin. MDS provides
results that are similar to the ones provided by PCA when the number
of samples is kept sufficiently low, but falls into infeasible singular
value decomposition problem for a high number of samples and was
consequently not able to reach a result. Like ISOMAP, LLE could not
handle the right structure manifold and gives a few centered clusters
distributed around the origin. For those reasons, ISOMAP, MDS and LLE
algorithms are discarded and only the results provided by LDA, PCA,
t-SNE and UMAP are displayed in Fig. 9.
Fig. 9 firstly shows that, as expected, LDA provides very adequate
clustering results, with dense and well-separated clusters. One can
notice that still the results provided by LDA are not perfect. For the
SNR0 case, LDA is able to learn some sort of relation to segregate
data but there is still a large overlap between clusters. For the FC
case, several classes are well clustered whereas some still remain fully
mixed. Given those partial failures of a supervised algorithm in those
cases, one can hardly expect the unsupervised ones to perform well on
those examples. PCA provides results that are acceptable in comparison
with LDA for SNR0, SNR10, and SNR20. However, for the experimental
cases, the results provided by PCA are not really exploitable as no clear
structures pop out from the resulting low dimensional space. t-SNE
shows an unstable behavior for SNR0 and SNR10 providing clusters
mixed and centered around the origin. With respect to the SNR20 and
IFS cases, adequate results are provided by t-SNE. UMAP always shows
very appropriate results and segregates the clusters well, even for SNR0
and SNR10. For the IFS data-sets, it is interesting to notice that PCA
and even LDA fail, but that t-SNE and UMAP work well and detect
adequately the clusters. Finally for the FC case, all of the algorithms
failed, including LDA. This might be due to badly chosen DIs that
remove too much relevant information from the measured signals.
A quantitative analysis of the clustering results achieved by the var-
ious algorithms when fed with 𝑋DI can then be achieved by analyzing
computation time, silhouette score, and CH score. These scores are
presented in Fig. 10 for the different algorithms, different datasets and
different low-dimensional spaces (R2 or R3). By looking at computation
times, it can be observed that on the simulated datasets (SNR0, SNR10
and SNR20), UMAP and t-SNE needs more resources than PCA or
LDA. Interestingly, this gap in computation time between algorithms
decreases by one or two orders of magnitudes when applied to the
experimental datasets FC and IFS. It can be furthermore observed
that the level of noise (SNR) has a large effect on silhouette score.
Indeed, silhouette score increases for all algorithms with the SNR.
Fig. 6. Example of tuning results for UMAP applied on the FC dataset using the approach II in 2D. [Left] UMAP projections using Chebyshev metric with number of neighbors
of 20 and 50, [Right] UMAP projections using the Manhattan metric with number of neighbors of 20 and 50. The optimal parameters retained here are Manhattan distance metric
and number of neighbors equals to 20 in this case.
Fig. 7. Overview of visual graph for tuning UMAP parameters selection for the FC datasets using the approach II.
Fig. 8. Example of the extrapolation of tuning of UMAP applied to the FC database using the approach II: [Left] Tuning of UMAP on 10% of the dataset, [Center] UMAP in 2D
on the complete dataset, and [Right] UMAP in 3D on the complete dataset.
This is in agreement with the fact that clustering noisy data is harder
than clustering clean data. Among the benchmarked algorithms, UMAP
generally provides a higher value for silhouette score and even equals
LDA for the SNR10 dataset. Regarding CH score, the performances of
UMAP and t-SNE are stable over the various datasets and are in general
comparable to PCA performances and as expected lower than LDA
performances. Finally, when comparing the computation time and score
obtained for the R2 or R3 cases, no significant effect of the embedding
dimension can be observed.
4.4. Approach II: dimension reduction projects raw signals 𝑋RAW toward
R2 or R3
After parameter selection according to Section 4.2, another compar-
ison between the different dimension reduction techniques previously
mentioned (PCA, MDS, ISOMAP, LDA, LLE, t-SNE and UMAP) can
be performed. For this part, the dimension reduction techniques are
applied to the simulated and experimental databases 𝑋RAW according
to approach II where the unsupervised DR technique is used as both a
damage indexes extractor and a dimension reduction tool fed directly
by raw signals that finally projects data toward a R2or R3 map as al-
ready explained in Fig. 3. Even if the number of samples is smaller, the
number of features contained within the database 𝑋RAW in comparison
with the datasets 𝑋DI is really larger and learning and clustering for
this kind of database is highly challenging. One should also notice that
approach II ignores damage indexes computation and thus saves plenty
of time and resources in comparison with approach I.
For all cases at hand, ISOMAP and LLE again failed. MDS again
provided results that are similar to the one provided by PCA when
the number of samples is kept sufficiently low, but falls into infeasible
singular value decomposition problem for high number of samples. For
those reasons, ISOMAP, MDS and LLE algorithms are again discarded
and only the results provided by LDA, PCA, t-SNE and UMAP are shown
in Fig. 11.
Fig. 11 firstly shows that, again and as expected, LDA provides
very adequate clustering results, with dense and well-separated clus-
ters. One can notice that still the results provided by LDA are not
perfect. For the SNR0 case, LDA is now able to learn a way much
better than when relying on the damage indexes. Furthermore, the
performances of LDA for the experimental IFS and FC cases severely
Fig. 9. Result of approach I where the unsupervised dimensionality reduction techniques are used to project the data from the handcrafted damage indexes space 𝑋DI toward R2
[Left] or R3 [Right] maps (see Fig. 2) for all the considered datasets.
Fig. 10. Scores of approach I where the unsupervised dimensionality reduction techniques are used to project the data from the handcrafted damage indexes space 𝑋DI toward
R2 or R3 maps (see Fig. 2) for all the considered datasets.
degrades. Clusters are not well separated and are sometimes mixed.
Given those partial failures of a supervised algorithm in those cases,
one can again hardly expect the unsupervised ones to perform well
on those examples. PCA provides results that are comparable to LDA
for SNR0, SNR10 and SNR20. However, for the experimental cases,
the results provided by PCA are not exploitable as no clear structures
pop out from the resulting low dimensional space. t-SNE shows much
better results than previously for SNR0 and SNR10 providing clusters
similar to LDA and PCA. With respect to the SNR20, IFS and FC cases,
extremely encouraging results are provided by t-SNE. UMAP always
shows very appropriate result and segregates the clusters well whatever
the considered case. For the IFS and FC data-sets, it is interesting to
notice that PCA and even LDA fails, but that t-SNE and UMAP work
well and detect adequately the clusters. Finally for the FC case, t-SNE
and UMAP previously failed but are now able to correctly cluster data
and even overperform LDA. This might be due to the inability of LDA
to manage a too large number of features and to the intrinsic ability
of t-SNE and UMAP to detect hidden relevant dimensions within the
datasets.
A quantitative analysis of the clustering results achieved by the
various algorithms when fed with 𝑋RAW can then be achieved by
analyzing computation time, silhouette score, and CH score. These
scores are presented in Fig. 12 for the different algorithms, different
datasets and different low-dimensional spaces (R2 or R3). By looking at
Fig. 11. Result of approach II where the unsupervised DR technique is used as both a damage indexes extractor and a dimension reduction tool fed directly by raw signals 𝑋RAW
that finally projects data toward R2 [Left] or R3 [Right] maps (see Fig. 3) for all the considered datasets.
Fig. 12. Scores of approach II where the unsupervised DR technique is used as both a damage indexes extractor and a dimension reduction tool fed directly by raw signals 𝑋RAW
that finally projects data toward R2 or R3 maps (see Fig. 3) for all the considered datasets.
computation times, it can be observed that on the simulated datasets
(SNR0, SNR10 and SNR20), UMAP and t-SNE needs more resources than
PCA or LDA. Again, this gap in computation time between algorithms
decreases by one or two orders of magnitudes when applied to the
experimental datasets FC and IFS. It can be furthermore observed that
the level of noise (SNR) has still a large effect on silhouette score with
an increase for all algorithms with the SNR. By analyzing the silhouette
scores, the total failure of PCA and LDA in clustering experimental
data coming from the FC and IFS datasets can be observed. Among
the benchmarked algorithms, UMAP generally provides a higher value
for silhouette score and even outperforms LDA for the SNR20, IFs
and FC datasets. Regarding CH score, the performances of UMAP and
t-SNE are stable over the various datasets even if a decrease when
moving from simulated to experimental data can be noticed. Obtained
silhouette scores for UMAP and t-SNE are in general comparable to
PCA and LDA performances for the simulated cases and higher to the
experimental ones. Finally, when comparing the computation time and
score obtained for the R2 or R3 cases, no significant effect of the
embedding dimension can be observed except that t-SNE performs very
badly in both experimental cases when projecting data toward R3.
Finally, the scores obtained by means of approach I and II can be
compared to conclude with respect to the usefulness of damage indexes
computation. As the embedding dimension seems to have a minor effect
on the scores, the choice has been made to compare results of both
Fig. 13. Scores of approaches I and II for projections of data toward R2 maps for all the considered datasets.
approaches when data are projected to R2. The scores of approaches I
and II for projections of data toward R2 maps for all the considered
datasets are presented in Fig. 13. It can be seen that computation
time is larger for approach I than for approach II. This is due to the
fact that in approach I, repetitions signals of each case are compared
with repetitions signals of the reference case leading to a much higher
number of samples to cluster than for approach II. However, this should
be counterbalanced by the fact that samples in approach II contain
many more features than the ones of approach I. If computation time
associated with damage index computation is also taken into account,
it can be concluded that approach II is very interesting in comparison
with approach I. Regarding the silhouette score, it can be stated that
whatever the dataset or the algorithm considered, approach II leads
to better scores than the approach I. This means that approach II is
also interesting with respect to that criterion. Finally, the CH scores
associated with approach I are in general larger than the ones ob-
tained using approach II, the difference between both approaches being
relatively small. However care should be taken when looking at CH
score as, when considered alone, it is not really indicative of clustering
performances. For example, UMAP obtains a correct CH score for the FC
case using approach I whereas its silhouette score is close to 0 meaning
that it is in fact unable to cluster correctly. To conclude, it can be said
that this criterion is globally equivalent between both approaches but
that it is less important than the silhouette score.
5. Extended dimension reduction algorithms for SHM applications
5.1. General methodology to extend t-SNE and UMAP for SHM
The last contribution addressed here is related to the extension of
t-SNE and UMAP in order to learn the projection and to solve the
out-sample issue. Concerning SHM applications, the main drawback of
UMAP and t-SNE is their inability to cluster any incoming and unknown
sample for t-SNE and the hidden behavior of projection for t-SNE and
UMAP. This is because what is learned by UMAP or t-SNE is a low
dimensional map that has similar topological or statistical properties
than the high dimensional map but not the transformations allowing
to project one sample 𝑥𝑖 living in the high dimensional space to 𝑦𝑖
living in the low dimensional one. A learning approach based on a
neural network is proposed here to catch the hidden behavior of t-
SNE and UMAP projections and to address this out-sample problem
which is particularly relevant with respect to SHM applications. A
specific outlier detector for t-SNE or UMAP already exist (Roman-
Rangel and Marchand-Maillet, 2019; Espadoto et al., 2019) but as a
general solution neural networks (Altan and Karasu, 2019; Altan et al.,
2019, 2018; Karasu and Altan, 2019) are proposed to consider all
the DR techniques. The underlying neural network is trained on a
small subset of data provided by the dimension reduction techniques to
learn the projection from high dimensional space to low dimensional
space and is then used to process any incoming new sample. Such an
approach has already been tested successfully using t-SNE or UMAP
for other applications (Roman-Rangel and Marchand-Maillet, 2019;
Espadoto et al., 2019) but not for SHM applications. According to
Section 4, approach II is more efficient in terms of computational time
and of clustering efficiency. This approach is thus used to illustrate the
extension procedure of UMAP and t-SNE proposed here.
Practically speaking, a neural network is trained on a training set
consisting of 20 % of uniformly and randomly selected samples of 𝑋RAW
and their related 2D or 3D projections. The methodology used here to
train and test the neural networks for each 𝑋RAW datasets classically
includes three successive steps: (i) selection of the training data as
detailed previously, (ii) training of the neural network on this data set,
and finally (iii) projection of the remaining 80 % of the dataset by the
previously trained neural network for validation purposes. As a first
pre-processing step, a principal component analysis is first achieved to
reduce the dimension of input data to R10. The PCA solely captures
the linear features. The lack of nonlinearity of PCA is compensated
by the neural network. Then, a neural network built upon 4 fully
connected layers that respectively include 1000, 800, 256 and 2 or 3
neurons is trained. The two first layers are powered by RelU activation
functions and the remaining layers by tanh functions. An overview of
the chosen network is provided in Fig. 14. Before training, the weights
have been initialized by uniform variance scaling and a small bias
value is set (0.0001). The neural network is then optimized using the
Adam optimizer. Runs of 200 epochs with 128 batch-size are considered.
Furthermore, early stopping criteria with 20 patience is selected.
Fig. 14. Proposed neural network architecture to learn the UMAP and t-SNE clustering maps.
Fig. 15. Projection results obtained by neural networks in comparison with the original t-SNE clustering results ([Left]: 2D, [Right]: 3D). ‘‘Target’’ refers to the original clustering,
‘‘Training’’ to the projection obtained after training the neural network on 20 % of the 𝑋RAW datasets, and ‘‘Testing’’ to the projection obtained after testing the neural network on
the remaining 80 % of the 𝑋RAW datasets.
5.2. Validation of the neural networks extension of UMAP and t-SNE
Projection results obtained by neural networks in comparison with
the original t-SNE results are provided in Fig. 15 for both the R2
[Left] and the R3 [Right] cases. The ‘‘Target’’ columns refer to the
original clustering results provided by t-SNE, the ‘‘Training’’ columns
to the projections obtained after training the neural network on 20 %
of the 𝑋RAW datasets, and the ‘‘Testing’’ columns to the projection
obtained after testing the neural network on the remaining 80 % of the
𝑋RAW datasets. It can be observed that for any given 𝑋RAW dataset the
clustering results for the ‘‘Target’’, ‘‘Training’’ and ‘‘Testing’’ cases are
equivalent even if not exactly similar. The global patterns discovered by
t-SNE are correctly caught by the neural networks during the training
phase, and these clusters are still present in the testing phase. As a
consequence, it can be said that the projections achieved by t-SNE
following approach II can be adequately learned by a neural network
and generalized to upcoming unknown samples for the tested datasets.
Projection results obtained by neural networks in comparison with
the original UMAP results are furthermore provided in Fig. 16 for
both the R2 [Left] and the R3 [Right] cases. As in the previous figure,
the ‘‘Target’’ columns refer to the original clustering results provided
by UMAP, the ‘‘Training’’ columns to the projections obtained after
training the neural network on 20 % of the 𝑋RAW datasets, and the
‘‘Testing’’ columns to the projection obtained after testing the neural
network on the remaining 80 % of the 𝑋RAW datasets. From this
figure it can again be observed that for any given 𝑋RAW dataset the
clustering results for the ‘‘Target’’, ‘‘Training’’ and ‘‘Testing’’ cases are
equivalent even if not exactly similar. The global patterns discovered by
UMAP are correctly caught by the neural networks during the training
phase, and these clusters are still present in the testing phase. As a
consequence, it can also be said that the projections achieved by UMAP
following approach II can be adequately learned by a neural network
and generalized to upcoming unknown samples for the tested datasets.
The quality of the projections achieved by the neural networks
can also be assessed quantitatively through the use of the previously
defined silhouette and CH scores. Fig. 17 presents a comparison of the
silhouette and CH scores obtained by the selected dimension reduction
methods (t-SNE and UMAP) in comparison with the neural networks
(NN) supervised learning versions over the whole 𝑋RAW datasets for all
the cases under study. The labels ‘‘NN(t-SNE)’’ and ‘‘NN(UMAP)’’ refer
to the t-SNE and UMAP projections learned by the neural networks. It
can be seen that even if the learning achieved by the neural networks
is not perfect, the silhouette scores slightly increase when using neural
networks in place of the original dimension reduction algorithms. More
precisely, the silhouette scores increase on simulation data but remain
almost equal for the experimental data. Regarding the CH score, the
same observation can be made for the SNR0 and SNR10 cases, with
an increase of the CH score for the neural networks cases. However
for the SNR20 case, a decrease of the CH score is observed. For the
experimental datasets, CH scores remain very close. As a consequence,
it can be stated that the projection learned by neural networks are
equivalent to the original projections, but with a great advantage: they
are not prone to the out-sample issue and are able to correctly cluster
any new incoming sample, which is mandatory for SHM applications.
6. Conclusion and discussion
Structural Health Monitoring (SHM), i.e. the action of monitoring
structures in real-time and in an automated manner, is a major chal-
lenge in several industrial fields such as aeronautic or civil engineering.
Fig. 16. Projection results obtained by neural networks in comparison with the original UMAP clustering results ([Left]: R2, [Right]: R3). ‘‘Target’’ refers to the original clustering,
‘‘Training’’ to the projection obtained after training the neural network on 20 % of the 𝑋RAW datasets, and ‘‘Testing’’ to the projection obtained after testing the neural network on
the remaining 80 % of the 𝑋RAW datasets.
Fig. 17. Comparison of the silhouette and CH scores obtained by the selected dimension reduction methods (t-SNE and UMAP) in comparison with the neural networks (NN)
supervised learning versions over the whole 𝑋RAW datasets for all the cases under study.
SHM is by nature a very high dimensional data-driven problem that
possesses several specificities when addressed as a machine learning
problem: data in damaged cases are rare and very costly, any incoming
sample should be instantaneously clustered, and handcrafted damage
indexes are commonly used as a first dimension reduction step due
to large datasets. As a consequence, unsupervised dimensionality re-
duction (DR) techniques that project very high dimensional data into
a two or three-dimensional space (such as t-SNE or UMAP) are very
appealing in such a context. However these methods suffer from one
major drawback with respect to SHM: they are unable to cluster any
unknown incoming sample (out-sampling problem). The high potential
impact of t-SNE and UMAP for SHM purposes and an efficient way to
circumvent the out-sample issue have been explored through various
simulated and experimental datasets coming for complex aeronautical
composite structures monitored by Lamb waves. The contributions
presented here can be summarized as follows:
• Dimension reduction (DR) algorithms benchmarking on SHM datasets:
all the applicable dimension reduction technique from PCA to
state of the art algorithms (t-SNE, UMAP) have been benchmarked
on an unsupervised damage clustering task in complex aeronau-
tical composite structures monitored by Lamb waves in order to
highlight the potential of t-SNE and UMAP for SHM. A solution to
efficiently tune the DR algorithms parameters has been proposed.
Obtained results demonstrate that ISOMAP, LLE and MDS are not
suitable to process such datasets. Furthermore, even if PCA can
Table 2
Implemented damage indexes.
DI name Comments Definitions DI name Comments Definitions
CC FFT based implementation



























1 − 𝑥𝑐𝑜𝑟𝑟[𝑥𝑖𝑗 (𝑡), 𝑦𝑖𝑗 (𝑡)](0) CRC MATLAB based
implementation of the
correlation coefficient
1 − 𝑐𝑜𝑟𝑟𝑐𝑜𝑒𝑓𝑓 [𝑥𝑖𝑗 (𝑡), 𝑦𝑖𝑗 (𝑡)]
NRE Normalized residual energy
∫ 0𝑇 (𝑥𝑖𝑗 (𝑡) − 𝑦𝑖𝑗 (𝑡))
2𝑑𝑡
2 × ∫ 0𝑇 𝑥𝑖𝑗 (𝑡)2𝑑𝑡 + ∫
0
𝑇 𝑦𝑖𝑗 (𝑡)2𝑑𝑡
NRE2 Normalized residual energy
2
∫ 0𝑇 𝑥𝑖𝑗 (𝑡)
2𝑑𝑡 − ∫ 0𝑇 𝑦𝑖𝑗 (𝑡)
2𝑑𝑡
𝑚𝑎𝑥(∫ 0𝑇 𝑥𝑖𝑗 (𝑡)2𝑑𝑡, ∫
0
𝑇 𝑦𝑖𝑗 (𝑡)2𝑑𝑡)
NRE3 Normalized residual energy
3
1 −
𝑚𝑖𝑛(∫ 0𝑇 𝑥𝑖𝑗 (𝑡)
2𝑑𝑡, ∫ 0𝑇 𝑦𝑖𝑗 (𝑡)
2𝑑𝑡)
𝑚𝑎𝑥(∫ 0𝑇 𝑥𝑖𝑗 (𝑡)2𝑑𝑡, ∫
0
𝑇 𝑦𝑖𝑗 (𝑡)2𝑑𝑡)






∫ 0𝑇 (𝑥𝑖𝑗 (𝑡)
2𝑑𝑡 × 𝑦𝑖𝑗 (𝑡)2𝑑𝑡)
𝑚𝑎𝑥(∫ 0𝑇 𝑥𝑖𝑗 (𝑡)2𝑑𝑡, ∫
0
𝑇 𝑦𝑖𝑗 (𝑡)2𝑑𝑡)
NRE5 Normalized residual energy
5
∫ 0𝑇 (𝑥𝑖𝑗 (𝑡)∕𝑚𝑎𝑥(𝑥𝑖𝑗 ) − 𝑦𝑖𝑗 (𝑡)∕𝑚𝑎𝑥(𝑦𝑖𝑗 ))
2𝑑𝑡)2𝑑𝑡
2 × (∫ 0𝑇 [𝑥𝑖𝑗 (𝑡)∕𝑚𝑎𝑥(𝑥𝑖𝑗 )]2𝑑𝑡 ∫
0
𝑇 [𝑦𝑖𝑗 (𝑡)∕𝑚𝑎𝑥(𝑦𝑖𝑗 )]2𝑑𝑡)2
NRE6 Normalized residual energy
6
(1 −𝑁𝑅𝐸4)
𝑚𝑖𝑛(∫ 0𝑇 𝑥𝑖𝑗 (𝑡)
2 , ∫ 0𝑇 𝑦𝑖𝑗 (𝑡)
2)
𝑚𝑎𝑥(∫ 0𝑇 𝑥𝑖𝑗 (𝑡)2 , ∫
0
𝑇 𝑦𝑖𝑗 (𝑡)2)
MA Maximum Amplitude of
difference
𝑚𝑎𝑥[𝑥𝑖𝑗 (𝑡) − 𝑦𝑖𝑗 (𝑡)] MAR Maximum Amplitude
Relative
𝑚𝑎𝑥[𝑥𝑖𝑗 (𝑡) − 𝑦𝑖𝑗 (𝑡)]∕𝑚𝑎𝑥(𝑥𝑖𝑗 (𝑡))
FFT FFT ratio of the difference
signal over the sum off
signals at f0
(
𝐹𝐹𝑇 [𝑥𝑖𝑗 (𝑡) − 𝑦𝑖𝑗 (𝑡)]𝑓=𝑓0
𝐹𝐹𝑇 [𝑥𝑖𝑗 (𝑡) + 𝑦𝑖𝑗 (𝑡)]𝑓=𝑓0
) STFT Short Time Fourier
Transform
(
𝐹𝐹𝑇 [𝑦𝑖𝑗 (𝑡)𝑊 (𝑡)]𝑓=𝑓0
𝐹𝐹𝑇 [𝑥𝑖𝑗 (𝑡)𝑊 (𝑡)]𝑓=𝑓0
)


























TDM Time Delay of Max
𝑎𝑟𝑔𝑚𝑎𝑥((𝑦𝑖𝑗 )) − 𝑎𝑟𝑔𝑚𝑎𝑥((𝑥𝑖𝑗 ))
𝑎𝑟𝑔𝑚𝑎𝑥((𝑥𝑖𝑗 (𝑡)))














𝑚𝑎𝑥(|𝑦𝑖𝑗 (𝑡)|) − 𝑚𝑎𝑥(|𝑥𝑖𝑗 (𝑡)|)
𝑚𝑎𝑥(|𝑥𝑖𝑗 (𝑡)|)
]2
SAHM Signal Amplitude Hilbert
transform Maximum
percentage differences
[𝑚𝑎𝑥(|()(𝑦𝑖𝑗 (𝑡))|) − 𝑚𝑎𝑥(|()(𝑥𝑖𝑗 (𝑡))|)
𝑚𝑎𝑥(|()(𝑦𝑖𝑗 (𝑡))|)
]2
SSSD Signal Sum of Squared
Differences
∫ 𝑇0 (𝑥𝑖𝑗 (𝑡) − 𝑦𝑖𝑗 )
2𝑑𝑡








𝑎𝑟𝑔𝑚𝑎𝑥(𝑥𝑐𝑜𝑟𝑟[𝑥𝑖𝑗 , 𝑥𝑖𝑗 ]) − 𝑎𝑟𝑔𝑚𝑎𝑥(𝑥𝑐𝑜𝑟𝑟[𝑥𝑖𝑗 , 𝑦𝑖𝑗 ])











– CCMPD Cross-correlation maximum
percentage difference
–
DWTC Discrete Wavelet Transform
approximation coefficient
–
in some cases provide acceptable results, t-SNE and particularly
UMAP largely outperform qualitatively and quantitatively PCA
for SHM clustering purposes on the tested datasets.
• Usefulness of damage indexes: Dimension reduction techniques
have been tested in two ways in order to assess whether or not the
computation of damage indexes is useful for clustering purposes:
1. Approach I: the unsupervised DR technique is used in order
to project the data from the handcrafted damage indexes
space toward R2 or R3 maps.
2. Approach II: the unsupervised DR technique is used as both
a damage indexes extractor and a dimension reduction tool
fed directly by raw signals that projects data toward a R2
or R3 map.
Obtained results indicate that the dimension of the output space
(R2 or R3) is of little importance for SHM applications but that
the retained approach is not. Clustering results obtained through
approach II are much more convincing than the ones obtained
using approach I. More specifically, t-SNE and UMAP exhibit
very good clustering abilities using approach II. In that context,
computing damages indexes is not anymore needed for clustering
purposes when relying on approach II and on t-SNE or UMAP.
• Extension of t-SNE and UMAP to solve the out-sample issue: a learn-
ing approach based on neural networks has been proposed to
catch the hidden behavior of t-SNE and UMAP projections and to
address the out-sample problem. The underlying neural networks
are trained on a small subset of 20 % of data provided by the DR
techniques to learn the projection from high dimensional space to
low dimensional space and are then used to process any incoming
new sample. Obtained results first indicate that the generic neural
network architecture retained here is able to learn both t-SNE and
UMAP projections through approach II. Secondly, the tests of the
trained neural networks on the remaining 80 % of the datasets
provide very good clustering results from both qualitative and
quantitative points of view. It can be concluded that this neural
network extension of UMAP and t-SNE constitutes an adequate
solution to the out-sample issue and thus promotes the adoption
of t-SNE and UMAP for SHM applications.
The fact that computing handcrafted damage indexes is not neces-
sary can be linked with previous observations done in the field of image
analysis and pattern recognition. The classical approach in pattern
recognition consists of finding the best set of features able to describe
the image being processed. As in SHM, these features were initially
handcrafted. With the arrival of machine learning, successful attempts
to avoid or limit designing and computing handcrafted features for this
specific application have been published (Frintrop et al., 2015; Handa
et al., 2016; DeCost et al., 2017). The specificity of SHM application
Table 3
Overview of the simulated database available with SNR equal to 0 dB, 10 dB and 20 
dB.
Class # of paths # of samples # of features # of rep
Healthy 25 1000 26 150
Damage 5% 25 1000 26 150
Damage 10% 25 1000 26 150
Damage 15% 25 1000 26 150
Damage 20% 25 1000 26 150
Damage 25% 25 1000 26 150
Damage 30% 25 1000 26 150
Damage 35% 25 1000 26 150
Damage 40% 25 1000 26 150
Damage 45% 25 1000 26 150
Damage 50% 25 1000 26 150
Damage 55% 25 1000 26 150
Damage 60% 25 1000 26 150
Damage 65% 25 1000 26 150
Damage 70% 25 1000 26 150
Damage 75% 25 1000 26 150
Damage 80% 25 1000 26 150
Damage 85% 25 1000 26 150
Damage 90% 25 1000 26 150
with respect to pattern recognition lies in the fact that SHM datasets
possess much more features and that the two-dimensional correlation
existing in images is only slightly present in SHM datasets due to the
sparsity of piezoelectric sensors networks. Despite these differences, the
same conclusion is drawn.
A second point to discuss with respect to the results presented
here is related to the physical interpretation of the low dimensional
representation provided by t-SNE or UMAP and then learned by neu-
ral networks. With respect to SHM applications, the input data are
physically meaningful and the expected outputs are also physically
meaningful. Indeed, the end users expect to know damage localization,
size, type as an output of the SHM process. As the projections achieved
here are low dimensional, an interesting perspective would be to be
able to link the dimensions of the low dimensional space with physical
dimensions (damage location coordinates and size for example). One
approach to do so could be to find a way to keep the physical interpre-
tation of the processed Lamb wave signals and previous knowledge of
the inspected structure during the machine learning steps (in particular
time information and piezoelectric element physical positions). Another
approach could be to use some samples in a supervised manner in order
to physically scale the resulting low dimensional maps.
Finally, what is shown here is that a t-SNE or UMAP projection
associated with a neural network has to be learned for each aeronau-
tical structure under study. This is a limiting factor in practice as one
would like to be able to build one clustering model for a set of similar
structures and not to need to learn a model for each new structure.
Thus, transfer learning, i.e. the ability of one clustering model learned
on a given structure to cluster data coming from another structure
should be assessed in order to make this approach really relevant for
SHM purposes (Bull et al., 2020; Gosliga et al., 2020; Gardner et al.,
2020).
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Appendix A. Damage indexes computation
Let 𝑥𝑖𝑗 and 𝑦𝑖𝑗 be the reference and unknown signals for the path be-
tween actuator 𝑖 and sensor 𝑗. The 26 damage indexes being computed
are defined in Table 2.
Appendix B. Databases details
For the simulated database, the sampling frequency is
𝑓𝑠 = 3.33 MHz. The damage is represented by a local reduction in
material properties in the damaged area. The rigidity is reduced step by
steps from the healthy state toward a totally damaged state resulting in
one healthy reference case and 18 damaged cases. After the simulation,
a white Gaussian noise is added to the simulation results. A central
frequency of 𝑓0 = 120 kHz is used with SNR values equal to 0 dB,
10 dB and 20 dB. The 𝑋RAW database contains 2850 samples, each one
associated with 25 000 features and divided into 19 different classes.
The 𝑋DI database contains 416 175 samples, each one associated with
650 features and divided into 19 different classes.
The first geometrically complex aeronautics structure under study
consists here is the fan cowl part of a nacelle of an Airbus A380
equipped with 30 piezoelectric elements. The excitation signal sent to
the PZT element is a 5 cycles burst with an excitation frequency of
𝑓0 = 200 kHz and with an amplitude of 10 V. Resulting signals are then
simultaneously recorded by the other piezoelectric elements and consist
of 1000 data points sampled at 1 MHz. Signals were acquired 100 times
in both the healthy (reference) and damaged (unknown) states (except
the last damaged state for which 150 repetitions have been achieved).
One healthy case and 7 damage cases have been considered. The
𝑋RAW database contains 800 samples, each one associated with 900 000
features and divided into 8 different classes. The 𝑋DI database contains
123 675 samples, each one associated with 23 400 features and divided
into 8 different classes.
The other geometrically complex aeronautics structure under study
is the inner fixed structure part of a nacelle of an Airbus A380 equipped
Table 4
Overview of the experimental database ‘‘Fan Cowl’’.
Class # of paths # of samples # of features # of rep.
Healthy 900 1000 26 100
Magnets (P5:35 mm & P1:40 mm) 900 1000 26 100
Magnets (P2:35 mm) 900 1000 26 100
Magnets (P3:35 mm) 900 1000 26 100
Magnets (P4, a:35 mm, b:40 mm & c:45mm) 900 1000 26 100
Magnets (P1:45 mm + 40 mm) 900 1000 26 100
Magnets (P1:45 mm) 900 1000 26 100
Hole (P1:6 mm) 900 1000 26 150
Table 5
Overview of experimental database ‘‘Inner Fixed Structure’’.
Class # of paths # of samples # of features # of rep.
Healthy 841 1000 26 100
6 mm hole, inner skin, T1 841 1000 26 100
6 mm hole, both skins, T1 841 1000 26 100
6 mm holes, T1 & T2 841 1000 26 100
6 mm holes, T1, T2 & T3 841 1000 26 100
6 mm holes, T1, T2, T3 & T4 841 1000 26 100
Table 6
Overview of the tuning parameters selected for UMAP and t-SNE for the various datasets
under study and for the approaches DI and Raw.
Data set Approach Algorithm Distance metric Perplexity or number of neighbors
FC
I t-SNE – –UMAP Manhattan 60
II t-SNE Manhattan 20UMAP Manhattan 20
IFS
I t-SNE Manhattan 55UMAP Manhattan 65
II t-SNE Manhattan 10UMAP Manhattan 10
SNR0
I t-SNE Euclidean 65UMAP Manhattan 65
II t-SNE Correlation 65UMAP Manhattan 65
SNR10
I t-SNE Chebyshev 65UMAP Euclidean 60
II t-SNE Correlation 70UMAP Manhattan 60
SNR20
I t-SNE Manhattan 65UMAP Manhattan 65
II t-SNE Cosine 65UMAP Manhattan 65
with 29 piezoelectric elements. The excitation signal sent to the PZT
element is a 5 cycles burst with an excitation frequency of 𝑓0 =
100 kHz and with an amplitude of 10 V. Resulting signals are then
simultaneously recorded by the other piezoelectric elements and consist
of 1000 data points sampled at 1 MHz. Signals were acquired 100 times
in both the healthy (reference) and damaged (unknown) states. One
healthy case and 5 damage cases have been considered. The 𝑋RAW
database contains 600 samples, each one associated with 841 000 fea-
tures and divided into 6 different classes. The 𝑋DI database contains
54 950 samples, each one associated with 21 866 features and divided
into 6 different classes.
Appendix C. Hyperparameters selection
The hyperparameters chosen for all the datasets, for t-SNE and
UMAP algorithms, and for the approaches I and II are summarized in
Table 6. It can be observed from this table that choosing the Manhattan
distance metric with a perplexity or a number of neighbors between 50
and 60 leads to good clustering results most of the time.
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