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Abst rac t - -Three  numerical schemes, all based on numerical characteristic decomposition, are 
compared in terms of their computational efficiency when applied to the one-dimensional Euler equa- 
tions. The schemes differ through the use of alternative averaging procedures. 
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1. INTRODUCTION 
In a recent paper [1] an analysis of arithmetic averaging in a Riemann solver for the one- 
dimensional Euler equations was undertaken. In this paper we compare the efficiency of these 
schemes, along with the standard scheme using the square-root averaging of the flow variables. 
Readers are referred to [1] for the specific details of the underlying numerical scheme. Here, 
we merely present he essential differences of the three principal schemes mentioned, as well as 
comparing their computational efficiency. 
2. EULER EQUATIONS 
The Euler equations for an ideal gas, in one dimension, can be written as 
wt + fx -- 0, (2.1) 
where 
w = (p, p~, e) T, (2.2) 
f = (~,v+ ;u~,~(e +;))T (2.3) 
The quantities (p, u, p)(x, t) represent the density, velocity and pressure, respectively, at position x 
and time t. The total energy is given by 
p 1 2 
e = ~ + 5pu , (2.4) 
7-1  
where 7 is the ratio of specific heat capacities of the gas. 
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3. STRUCTURE 
The Jacobian matrix of f is given by 
0 1 0 
Of (,Y23)~2 (3-- 7)U 7-- 1 , (3.1) 
A-  ~v  - (7_2)u a ua 2 (3-22"/)U2"~" a 2 
2 ~-1 ~ 7u 
where the sound speed, a, is given by 
a 2= "(P, (3.2) 
P 
whose eigenvalues are 
/~1,2,3 ---- U -J- a, u, (3.3a-c) 
with associated eigenvectors 
( a2 1 2 )T 
el,2 = 1,u~a, , / _ l  +~U ::hua , (3.4a,b) 
ea = (1,u, lu2]  T . (3.4c) 
4. NUMERICAL  SCHEME 
The numerical scheme presented in [1] treats the numerical solution at any time as a set of 
piecewise constant states, and then solves (approximately) the associated series of linearised 
Riemann problems given by 
wt + i(WL, wR)wz = 0, (4.1) 
where the matrix f = f (wb,  wR) is an approximation to the Jacobian matrix A evaluated at 
the left (L) and at the right (R) states, denoted by WL and wR, respectively. To ensure that 
discontinuities ( hocks) propagate with the correct speed, f is constructed so that 
flAw = Af, (4.2) 
where A(.) = (*)R - (*)L denotes the difference across the interface between L and R. 
5. CHOICES FOR 
The three most straightforward approximations for f axe as follows, each of which satisfies (4.2). 
We label them a, fl and 7. 
CASE C~. Here, ( 0 10)  
Aa = (723) fi2 (3 -7 )u  7-1 , (5.1) 
a s 
- ~---T 7-1 7fi 
where 
v~UL + VffiRUR and (5.3) 
' 
[-I = %/-fi~HL + %/-fiRHa (5.4) 
denote an average of the enthalpy H = (e + p)/p = a2/(7 - 1) + (1/2)u 2. 
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CASE f~. Here, as given in [i], 
i0 1 01 ~(u*)  2 (3-~)~ ~-1  
~i~= ~_~(~,12 ~ 3~ , (5.51 ~ + ~u ~ 
aa 2 ,7~2 
"r--1 
where 
1 
= ~(~L + u.), (5.6) 
~* = ~v~i~, (5.7/ 
where ( .~  = --=- ,~.~, 
P 
1 
/5 = ~(PL + PR), and (5.10) 
1 
fi = 5(PL q- PR). (5.11) 
CASE % Here, again as in [1], 
~a 2 
"7--1 
where 
~=~ p,  (5.13) 
1 
N = ~(pLUL q- ORUR), (5.14) 
1 
u = ~(fi q- ~%), and (5.15) 
) u ~ = g 2~ + ~-g , with (5.16) 
- -  1 
u ' = ~ (u~ +u~) .  (5.17) 
6. STRUCTURE 
Although the construction of A is a key feature of the numerical scheme, the matrix itself is 
not used in the algorithm. It is the eigenvalues and eigenvectors of .4 which are used explicitly, 
as well as the coefficients when Aw is projected onto the eigenvectors. We therefore give the 
corresponding formulae in each of the three cases. 
CASE or. The eigenvalues of Aa are 
i a = fi :k a n, fi, (6.1a-c) 1,2 
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where fi is given in (5.3) arid 
5 a = 5, (6.2) 
with 5 given in (5.2), and the corresponding eigenvectors are 
~ = (1, fi + 5 ~,/~ + fiS~) T, (6.3a,b) 1,2 
The projection coefficients, c~,2,3, satisfy 
Z~w = -~-  ~ -~-  ~ -~-  ° (6.4) C 1 e I 4- c 2 e 2 4- C 3 e 3 , 
and after some simplification, are given by 
5 ~ = 1,2 (Ap 4- p*SAu), (6.5a,b) 
Ap 
5~ = Ap-  5 2 , where (6.5c) 
/ = vg£-pR. (6.6) 
CASE ~. The corresponding results for A~1,2,3, efJ1,2,3 and ~1,2,3 in this case are 
A~ = fi + 5 ~, ~2, (6.7a-c) 1,2,3 
where fi is given in (5.6) and 
5~ = i~  + l(Au)2, (6.8) 
with ~ given in (5.9), 
~ 1-- 
~,2 = 1, ~ ± 5 ~, 7--- 1 + 2 u2 ± ~5~ ' (6.9a,b) 
1 - -  (Au) 2 ~ T 
~3~= 1,~2,~u 2 -  4~--~E~)) , and (6.9c) 
el,2 = ap  + zs~a~ + ( I /4 ) (a~)  2 ap  2(5~)2 , (6.10a,b) 
- ~-,7 2 . (6.10c) 
CASE 7. The results here are 
A~ u + 5 ~, fi, (6.11a-c) 1,2,3 = 
where u is given in (5.15) and 
5 ~ = a'2 + \ - -~)  (6.12) 
K Y = (1 ,~+5.y ' ~ 1Z~ ~AoAu~T 
1,2 "y- 1 + ~u 4- 725 ~ + 8fi ) , (6.13a,b) 
e~ = (1,~, lu--2) T , (6.13c) 
5~ l (Ap  fiAu Ap~UAp~ and (6.14a,b) 
1,2 = ~ -~- + -7  ~: 8~25.  ) '  
Ap 
e~ = Ap ~.  (6.1ac) 
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7. COMPUTATIONAL COMPARISON 
In the numerical solution of equations (2.1) based on the scheme of Section 4, it is necessary to
compute the eigenvalues, igenvectors and projection coefficients corresponding to each interface 
between given left and right states. In other words, given PL, PR, UL,UR and PL,PR, compute 
~1,2,3, eI,2,3 and ci,2,a. For the comparison f the computational cost of the three schemes sum- 
marised in Section 6, we determine the CPU per interface to calculate the key quantities in a 
typical flow prediction. The results for each of the three cases are as follows: 
Case CPU (s) 
(~ 1.9 × 10 -7 
1.7 x 10 -7 
"y 2.1 × 10 -7  
We note that, for each of the cases, to calculate the projection coefficients cI,2,3 it is only 
necessary to solve (6.4), or its equivalent forms for cases ~ and 7. Written out explicitly, the first 
two of these are 
cI + c2 + ca = Ap, (7.1a) 
Cl(U" + a a) + ~2(u a -- a a) + ~3u a = A(pu), (7.1b) 
where u ~, a ~, u a = fi, ~a, fi or fi, a~, fi or u, a~, ft. However, combining (7.1a) and (7.1b) yields 
cl + c2 = Ap - c3, and (7.2a) 
C1 -- C2 = A(pU)  -- uaAp + (U a -- Va)~3 a" ' (7.25) 
where the c3 in each case are given by the simple explicit formulae in (6.5c), (6.10c) and (6.14c). 
Thus, in each case cl,2 can be determined by calculating the right-hand side of both (7.2a) 
and (7.2b), say dl and d2, by using the appropriate formula for c3 and then forming Cl,2 = 
(1/2)(dl ± d2). Since this procedure is identical for all cases, save the calculation of c3, the 
computational expense for this calculation is also the same for each case. 
We see that the computational expense does not vary greatly between the schemes, but taking 
Case ~ as the benchmark, then Cases/5 and 7 represent a 10% decrease and increase in expense, 
respectively. 
8. CONCLUSIONS 
We have examined three different averaging processes in a particular numerical scheme for 
the Euler equations, and demonstrated that a saving in computational expense can be made by 
utilising the arithmetic mean instead of the square root avarage. However, the additional process 
in Case 7 could be used in practice without incurring a great amount of extra expense, and this 
could prove useful when extending the scheme. 
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