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Abstract. We show that the following two algebras are isomorphic. The first is the
algebra AP of functions on the scheme of monic linear second-order differential opera-
tors on C with prescribed regular singular points at z1, . . . , zn,∞, prescribed exponents
Λ(1), . . . ,Λ(n),Λ(∞) at the singular points, and having the kernel consisting of polyno-
mials only. The second is the Bethe algebra of commuting linear operators, acting on
the vector space Sing LΛ(1) ⊗ · · · ⊗ LΛ(n) [Λ
(∞)] of singular vectors of weight Λ(∞) in
the tensor product of finite dimensional polynomial gl2-modules with highest weights
Λ(1), . . . ,Λ(n).
1. Introduction
1.1. There is a classical connection between Schubert calculus and representation theory
of the Lie algebra glN . Let V be a vector space. Then Schubert cycles in the Grassmannian
of N -dimensional subspaces of V are labeled by highest weights of polynomial irreducible
glN -modules and if the intersection of several cycles is finite, then the intersection number
is equal to the multiplicity of the unique one-dimensional representation in the tensor
product of the corresponding polynomial finite-dimensional glN -modules. It is a challenge
to understand in a deeper way this numerological relation, see [F], [B].
In this paper we prove a result which may help to comprehend better the interrelation
of Schubert calculus and representation theory. Namely, for N = 2 under certain condi-
tions, we identify the algebra of functions on the intersection of Schubert cycles with the
Bethe algebra of linear operators acting on the multiplicity space of the one-dimensional
subrepresentation.
1 Supported in part by NSF grant DMS-0601005.
2 Supported in part by RFFI grant 05-01-00922.
3 Supported in part by NSF grant DMS-0555327.
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1.2. Let Λ(1), . . . ,Λ(n),Λ(∞) be dominant integral glN -weights. Consider the tensor prod-
uct LΛ = LΛ(1) ⊗ · · · ⊗ LΛ(n) of n polynomial irreducible finite-dimensional glN -modules
with highest weights Λ(1), . . . ,Λ(n), respectively. Let Sing LΛ[Λ
(∞)] ⊂ LΛ be the subspace
of singular vectors of weight Λ(∞). Fix n distinct complex numbers z1, . . . , zn. Then the
theory of the integrable Gaudin model provides us with a collection of commuting linear
operators on that space, the operators being called the higher Gaudin Hamiltonians or
the higher transfer matrices. The unital algebra AL of endomorphisms of Sing LΛ[Λ
(∞)],
generated by the higher Gaudin Hamiltonians, is called the Bethe algebra.
Thus, given a set of n+1 highest weights Λ(1), . . . ,Λ(n),Λ(∞) and a collection of complex
numbers z1, . . . , zn we construct the vector space Sing LΛ[Λ
(∞)] and the commutative
Bethe algebra of linear operators acting on that space.
There is another construction which starts with the same initial data. Having a set of
highest weights Λ(1), . . . ,Λ(n),Λ(∞) as above and a collection of distinct complex numbers
z1, . . . , zn, we may construct one more vector space of the same dimension as Sing LΛ[Λ
(∞)]
and an algebra of commuting linear operators acting on that new space.
Namely, write Λ(i) = (Λ
(i)
1 , . . . ,Λ
(i)
N ), i = 1, . . . , n,∞, with Λ
(i)
1 > · · · > Λ
(i)
N−1 > Λ
(i)
N
being non-negative integers. Consider the vector space Cd[x] of polynomials in x of degree
not greater than d, where d is a natural number big enough with respect to n and N .
Define n + 1 Schubert cycles Cz1,Λ(1), . . . , Czn,Λ(n), C∞,Λ(∞) in the Grassmannian of all N -
dimensional subspaces of Cd[x] as follows. For i = 1, . . . , n, the cycle Czi,Λ(i) is the closure
of the set of all N -dimensional subspaces V ⊂ Cd[x] having a basis f1, . . . , fN such that
fj(x) = (x−zi)
Λ
(i)
j +N−j+O((x−zi)
Λ
(i)
j +N−j+1) for all j. The cycle C∞,Λ(∞) is the closure of
the set of all N -dimensional subspaces V ⊂ Cd[x] having a basis f1, . . . , fN of polynomials
of degrees Λ
(∞)
N ,Λ
(∞)
N−1+1, . . . ,Λ
(i)
∞+N−1, respectively. Consider the intersection of these
cycles and the algebra AG of functions on this intersection.
By Schubert calculus, the dimension of AG, regarded as a vector space, equals the
dimension of the vector space Sing LΛ[Λ
(∞)]. Multiplication in the algebra AG defines
on the vector space AG the commutative algebra of linear multiplication operators. The
vector space AG with the commutative algebra of multiplication operators is our new
object.
We conjecture that there exists a natural isomorphism of the vector spaces AG →
Sing LΛ[Λ
(∞)] which induces an isomorphism of the corresponding algebras — the algebra
of multiplication operators on AG and the Bethe algebra AL acting on Sing LΛ[Λ
(∞)].
Note that the Bethe algebra AL has linear algebraic nature (it is generated by a finite
set of relatively explicitly defined matrices) while the algebra AG has geometric nature (it
is the algebra of functions on the intersection of several algebraic cycles). An isomorphism
of AL and AG may allow us to study one of the algebras in terms of the other.
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For example, the intersection of Schubert cycles Cz1,Λ(1), . . . , Czn,Λ(n), C∞,Λ(∞) is not
transversal if and only if the algebra AG has nilpotent elements. Probably it is easier to
check the presence of such elements in AL than in AG.
As another example, assume that all elements of the Bethe algebra AL are diagonaliz-
able. In that case the algebra AG does not have nilpotent elements, hence the intersection
of the Schubert cycles is transversal. Returning back to the Bethe algebra AL we may
conclude that the spectrum of AL is simple.
The main result of this paper is the construction of an isomorphism of AL and AG for
N = 2.
1.3. The paper has the following structure.
In Section 2 we define two algebras AM and AD. The algebra AM is the algebra
generated by the Gaudin Hamiltonians acting of the subspace SingMΛ[Λ
(∞)] of singular
vectors of weight Λ(∞) in the tensor product MΛ = MΛ(1) ⊗ · · · ⊗MΛ(n) of Verma gl2-
modules. Here Λ(i) = (ms, 0) for i = 1, . . . , n and Λ
(∞) = (
∑n
s=1ms − l, l).
To define the algebra AD we consider the scheme CD of monic linear second-order
differential operators on C having regular singular points at z1, . . . , zn,∞, with exponents
0, mi+1 at zi for i = 1, . . . , n, and exponents −l, l−1−
∑n
s=1ms at infinity, and also having
a polynomial of degree l in its kernel. Then we define AD as the algebra of functions on
CD.
In Section 2.5 we construct an algebra epimorphism ψDM : AD → AM .
In Section 3 we describe Sklyanin’s separation of variables for the gl2 Gaudin model and
introduce the universal weight function. The important result of Section 3 is Theorem
3.4.2 on the Bethe ansatz method, which describes the interaction of the three objects:
algebras AM , AD, and the universal weight function.
In Section 4 we consider the space A∗D, dual to the vector space AD, and the algebra of
linear operators on A∗D dual to the multiplication operators on AD. Using the universal
weight function we construct a linear map τ : A∗D → Sing MΛ[Λ
(∞)]. Theorem 4.3.1 says
that τ is an isomorphism identifying the algebra of operators on A∗D dual to multiplication
operators and the Bethe algebra AM acting on SingMΛ[Λ
(∞)]. Theorem 4.3.1 is our first
main result.
In Section 4.4 using the Grothendieck bilinear form on AD we construct an isomorphism
φ : AD → A
∗
D. The isomorphism φ identifies the algebra of multiplication operators on
AD with the algebra of operators on A
∗
D dual to multiplication operators.
In Section 5 we introduce three more algebras AG, AP , AL.
The algebra AG is the algebra of functions on the intersection of Schubert cycles
Cz1,Λ(1), . . . , Cz1,Λ(n), C∞,Λ(∞) in the Grassmannian of two-dimensional subspaces of Cd[x].
To define the algebra AP we consider the scheme CP of monic linear second-order
differential operators on C having regular singular points at z1, . . . , zn,∞, with exponents
0, mi + 1 at zi for i = 1, . . . , n and exponents −l, l − 1 −
∑n
s=1ms at infinity, and also
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having the kernel consisting of polynomials only. Then the algebra AP is the algebra of
functions on CP .
The algebra AM is the algebra generated by the Gaudin Hamiltonians acting of the
subspace SingLΛ[Λ
(∞)] of singular vectors of weight Λ(∞) in the tensor product LΛ =
LΛ(1) ⊗ · · · ⊗ LΛ(n) of polynomial irreducible finite-dimensional glN -modules with highest
weights Λ(1), . . . ,Λ(n), respectively.
In Section 6 we discuss interrelations of the five algebras AD, AM , AG, AP , AL. In par-
ticular, we have a natural isomorphism ψGP : AG → AP .
In Section 6 we construct a linear map ζ : AP → SingLΛ[Λ
(∞)]. Using our first
main result we show in Theorem 6.4.1 that ζ is an isomorphism identifying the algebra
of multiplication operators on AP and the Bethe algebra AL acting on SingLΛ[Λ
(∞)].
Theorem 6.4.1 is our second main result.
In Section 7 using the Shapovalov form on SingLΛ[Λ
(∞)] and the isomorphism ζ we
construct a linear map θ : A∗P → SingLΛ[Λ
(∞)]. In Theorem 7.2.1 we show that θ is an
isomorphism identifying the algebra on A∗P of operators dual to multiplication operators
and the Bethe algebra AL acting on SingLΛ[Λ
(∞)]. This is our third main result.
As an application of the third main result we prove the following statement, see Corol-
lary 7.2.3.
If a two-dimensional vector space V belongs to the intersection of the Schubert cycles
Cz1,Λ(1), . . . , Cz1,Λ(n), C∞,Λ(∞) and if d
2/dx2 + a(x)d/dx + b(x) is the differential operator
annihilating V , then there exists a nonzero eigenvector v ∈ SingLΛ[Λ
(∞)] of the Bethe
algebra AL with eigenvalues given by the functions a(x) and b(x).
Note that the converse statement follows from Corollaries 12.2.1 and 12.2.2 in [MTV3],
see Sections 7.2.2 and 7.2.3.
In Appendix we discuss the relations between the Grothendieck residue on AD, the
Shapovalov form on SingLΛ[Λ
(∞)] and the homomorphism AD → SingMΛ[Λ
(∞)] →
SingLΛ[Λ
(∞)].
1.4. We thank P.Belkale and F. Sottile for useful discussions.
2. Two algebras
2.1. Algebra AM .
2.1.1. Let gl2 be the complex Lie algebra of 2 × 2-matrices with standard generators
eab, a, b = 1, 2. Let h ⊂ gl2 be the Cartan subalgebra of diagonal matrices, h
∗ the dual
space, ( , ) the standard scalar product on h∗, ǫ1, ǫ2 ∈ h
∗ the standard orthonormal basis,
α = ǫ1 − ǫ2 the simple root.
Let Λ = (Λ(1), . . . ,Λ(n)) be a collection of gl2-weights, where Λ
(s) = msǫ1 with ms ∈ C.
Let l be a nonnegative integer. Define the gl2-weight Λ
(∞) =
∑n
s=1 Λ
(s) − l α.
The pair Λ, l is called separating if
∑n
s=1ms − 2l + 1 + i 6= 0 for all i = 1, . . . , l.
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2.1.2. Let z = (z1, . . . , zn) be a collection of distinct complex numbers. Let
MΛ = MΛ(1) ⊗ · · · ⊗MΛ(n)
be the tensor product of Verma gl2-modules with highest weights Λ
(1), . . . ,Λ(n), respec-
tively. Denote by SingMΛ[Λ
(∞)] the subspace of MΛ of singular vectors of weight Λ
(∞),
Sing MΛ[Λ
(∞)] = { v ∈MΛ | e12v = 0, e22v = lv } .
Consider the differential operator
DMΛ =
(
d
dx
−
n∑
s=1
e
(s)
11
x− zs
)(
d
dx
−
n∑
s=1
e
(s)
22
x− zs
)
−
(
n∑
s=1
e
(s)
21
x− zs
)(
n∑
s=1
e
(s)
12
x− zs
)
.
The differential operator acts on MΛ-valued functions in x and is called the universal
differential operator associated with MΛ and z, [T], [MTV1], [MTV3]. We have
DMΛ =
d2
dx2
−
n∑
s=1
ms
x− zs
d
dx
+
n∑
s=1
H˜s
x− zs
(2.1)
where H˜1, . . . , H˜n ∈ End (MΛ),
H˜s =
∑
r 6=s
1
zs − zr
(msmr − Ωs,r ) and Ωs,r =
2∑
i,j=1
e
(s)
ij ⊗ e
(r)
ji . (2.2)
We have H˜1 + · · ·+ H˜n = 0.
The operators H˜1, . . . , H˜n are called the Gaudin Hamiltonians associated with MΛ and
z. The Gaudin Hamiltonians have the following properties:
(i) The Gaudin Hamiltonians commute: [H˜i, H˜j] = 0 for all i, j.
(ii) The Gaudin Hamiltonians commute with the gl2-action on MΛ: [H˜i, x] = 0 for all
i and x ∈ U(gl2).
In particular, the Gaudin Hamiltonians preserve the subspace SingMΛ[Λ
(∞)] ⊂MΛ.
Restricting DMΛ to the subspace of SingMΛ[Λ
(∞)]-valued functions we obtain the dif-
ferential operator
DSingMΛ =
d2
dx2
−
n∑
s=1
ms
x− zs
d
dx
+
n∑
s=1
Hs
x− zs
(2.3)
where Hs = H˜s|SingMΛ[Λ(∞)] ∈ End (SingMΛ[Λ
(∞)]).
The operator DSingMΛ will be called the universal differential operator associated with
SingMΛ[Λ
(∞)] and z. The operators H1, . . . , Hn will be called the Gaudin Hamiltonians
associated with SingMΛ[Λ
(∞)] and z.
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The commutative unital subalgebra of End (SingMΛ[Λ
(∞)]) generated by the Gaudin
Hamiltonians H1, . . . , Hn will be called the Bethe algebra associated with SingMΛ[Λ
(∞)]
and z and denoted by AM .
2.1.3. Introduce the operators G0, . . . , Gn−2 by the formula
n∑
s=1
Hs
x− zs
=
G0x
n−2 + · · ·+Gn−2
(x− z1) . . . (x− zn)
.
Then G0 = l (
∑n
s=1 ms + 1 − l) .
2.1.4. Lemma. Assume that the pair Λ, l is separating. Then
dim Sing MΛ
[∑n
s=1 Λ
(s) − l α
]
=
dim MΛ
[∑n
s=1 Λ
(s) − l α
]
− dim MΛ
[∑n
s=1 Λ
(s) − (l − 1)α
]
.
Proof. The map e12e21 : MΛ
[∑n
s=1 Λ
(s) − (l− 1)α
]
→MΛ
[∑n
s=1 Λ
(s) − (l− 1)α
]
is an
isomorphism of vector spaces since the pair Λ, l is separating. The fact that e12e21 is an
isomorphism implies the lemma. 
2.1.5. Theorem. Assume that the pair Λ, l is separating. Then for any
v0 ∈ SingMΛ[Λ
(∞)] there exist unique v1, . . . , vl ∈ SingMΛ[Λ
(∞)] such that the function
v(x) = v0 x
l + v1 x
l−1 + . . . + vl
is a solution of the differential equation DSingMΛv(x) = 0.
Proof. If all weights Λ(1), . . . ,Λ(n) are dominant integral, then the theorem holds by The-
orem 12.1.3 from [MTV3]. By Lemma 2.1.4 the dimension of SingMΛ[Λ
(∞)] does not
depend on Λ if the pair Λ, l is separating. Hence the theorem holds for all separating
Λ, l. 
2.2. Algebra AD.
2.2.1. Denote a = (a1, . . . , al) and h = (h1, . . . , hn). Consider the space C
l+n with
coordinates a,h. Denote by D the set of all points p ∈ Cl+n whose coordinates satisfy
the equations q−1(h) = 0, q0(h) = 0, where
q−1(h) =
n∑
s=1
hs , q0(h) =
n∑
s=1
zshs − l (
n∑
s=1
ms + 1− l) .
The set D is an affine space of dimension l + n− 2.
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2.2.2. Denote by Dh the following polynomial differential operator in x depending on
parameters h,
Dh =
(
n∏
s=1
(x− zs)
)(
d2
dx2
−
n∑
s=1
ms
x− zs
d
dx
+
n∑
s=1
hs
x− zs
)
. (2.4)
If p ∈ D, then the singular points of Dh(p) are z1, . . . , zn,∞ and the singular points are
regular. For s = 1, . . . , n, the exponents of Dh(p) at zs are 0, ms + 1. The exponents of
Dh(p) at ∞ are −l, l − 1−
∑n
s=1ms.
2.2.3. Denote by p(x,a) the following polynomial in x depending on parameters a,
p(x,a) = xl + a1x
l−1 + · · ·+ al .
If h satisfies equations q−1(h) = 0 and q0(h) = 0, then the polynomial Dh(p(x,a)) is a
polynomial in x of degree l + n− 3,
Dh(p(x,a)) = q1(a,h) x
l+n−3 + . . . + ql+n−2(a,h) .
The coefficients qi(a,h) are functions linear in a and linear in h.
Denote by ID the ideal in C[a,h] generated by polynomials q−1, q0, q1, . . . , ql+n−2. The
ideal ID defines a scheme CD ⊂ D. Then
AD = C[a,h]/ID
is the algebra of functions on CD.
The scheme CD is the scheme of points p ∈ D such that the differential equation
Dh(p)u(x) = 0 has a polynomial solution p(x,a(p)).
2.2.4. The scheme CD and the algebra AD depend on the choice of distinct numbers
z = (z1, . . . , zn): CD = CD(z), AD = AD(z).
2.2.5. Theorem. Assume that the pair Λ, l is separating. Then the dimension of AD(z),
considered as a vector space, is finite and does not depend on the choice of distinct numbers
z1, . . . , zn.
Proof. It suffices to prove two facts:
(i) For any z with distinct coordinates there are no algebraic curves lying in CD(z).
(ii) Let a sequence z(i), i = 1, 2, . . . , tend to a finite limit z = (z1, . . . , zn) with distinct
z1, . . . , zn. Let p
(i) ∈ CD(z
(i)), i = 1, 2, . . . , be a sequence of points. Then all
coordinates (a(p(i)),h(p(i)) remain bounded as i tends to infinity.
We prove (i), the proof of (ii) is similar.
For a point p in CD(z), the operator Dh(p) has the form
B0(x)
d2
dx2
+B1(x)
d
dx
+B2(x,p)
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where the polynomials B0, B1, B2 in x are of degree n, n− 1, n− 2, respectively, the top
degree coefficients of the polynomials B0, B1, B2 are equal to 1,−
∑n
s=1ms, l(
∑n
s=1ms +
1− l), respectively, and the polynomials B0, B1 do not depend on p.
Assume that (i) is not true. Then there exists a sequence of points p(i) ∈ CD(z),
i = 1, 2, . . . , which tends to infinity as i tends to infinity.
Then it is easy to see that h(p(i)) cannot tend to infinity since it would contradict to
the fact that Dh(p(i))(p(x,a(p
(i)))) = 0.
Now choosing a subsequence we may assume that h(p(i)) has finite limit as i tends to
infinity.
If h(p(i)) has finite limit as i tends to infinity, then a(p(i)) cannot tend to infinity since
it would mean that the limiting differential equation has a polynomial solution of degree
less than l and this is impossible.
This reasoning implies that p(i) ∈ CD(z) cannot tend to infinity. Thus we get contra-
diction and statement (i) is proved. 
2.3. Second description of AD.
2.3.1. Theorem. Assume that the pair Λ, l is separating. Assume that h satisfies
equations q−1(h) = 0 and q0(h) = 0. Consider the system
qi(a,h) = 0 , i = 1, . . . , l , (2.5)
as a system of linear equations with respect to a1, . . . , al. Then this system has a unique
solution ai = ai(h), i = 1, . . . , l, where ai(h) are polynomials in h. 
Proof. Theorem 2.3.1 follows from the fact that
qi(a,h) = i (
n∑
s=1
ms − 2l + i+ 1) ai +
i−1∑
j=1
qij(h) aj
for i = 1, . . . , l. Here qij are some linear functions of h. The coefficient of ai does not
vanish because the pair Λ, l is separating. 
2.3.2. Denote by I ′D the ideal in C[h] generated by n polynomials q−1, q0, qj(a(h),h),
j = l + 1, . . . , l + n− 2. Then
AD ∼= C[h]/I
′
D .
2.4. Third description of AD.
2.4.1. Assume that h1, . . . , hn satisfy equations q−1(h) = 0, q0(h) = 0. Then
n∑
s=1
hs
x− zs
=
g(x)
(x− z1) . . . (x− zn)
,
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where
g(x) = l (
n∑
s=1
ms + 1− l) x
n−2 + g1(h)x
n−3 + g2(h)x
n−2 + · · ·+ gn−2(h)
for suitable g1(h), . . . , gn−2(h) which are linear functions in h.
2.4.2. Lemma. Let c1, . . . , cn−2 be arbitrary numbers. Consider the system of n linear
equations
n∑
s=1
hs = 0 ,
n∑
s=1
zshs = l (
n∑
s=1
ms + 1− l) ,
gi(h) = ci i = 1, . . . , n− 2 ,
with respect to h1, . . . , hn. Then this system has a unique solution. 
This lemma is the standard fact from the theory of simple fractions.
2.4.3. Let g = (g0, . . . , gn−2) be a tuple of numbers and
g(x) = g0x
n−2 + g1x
n−3 + · · ·+ gn−2 .
The expression
(
n∏
s=1
(x− zs))(
d2
dx2
p(x,a)−
n∑
i=1
mi
x− zi
d
dx
p(x,a)) + g(x)p(x,a) = 0 .
is a polynomial in x of degree l + n− 2,
qˆ0(a, g) x
l+n−2 + qˆ1(a, g) x
l+n−3 + . . . + qˆl+n−2(a, g) ,
where qˆ0(a, g) = g0 − l (
∑n
s=1ms + 1− l).
2.4.4. Lemma. The system of equations
qˆi(a, g) = 0 , i = 0, . . . , n− 2 ,
determines g0, . . . , gn−2 uniquely as polynomials in a. 
Proof. The equation qˆ0(a, g) = 0 gives g0 = l (
∑n
s=1ms + 1 − l). Now Lemma 2.4.4
follows from the fact that
qˆi(a, g) = gi +
i−1∑
j=1
qˆij(a)gj
for i = 1, . . . , n− 2. Here qˆij are some linear functions of a. 
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2.4.5. Combining Lemmas 2.4.2 and 2.4.4, we obtain polynomial functions hi = hi(a),
i = 1, . . . , n.
Denote by I ′′D the ideal in C[a] generated by l polynomials qj(a,h(a)), j = n−1, . . . , l+
n− 2. Then
AD ∼= C[a]/I
′′
D .
2.5. Epimorphism ψDM : AD → AM . Let h1, . . . , hn be the functions on D, introduced
in Section 2.2.1, and H1, . . . , Hn the Gaudin Hamiltonians.
2.5.1. Theorem. Assume that the pair Λ, l is separating. Then the assignment
hs 7→ Hs, s = 1, . . . , n, determines an algebra epimorphism ψDM : AD → AM .
Proof. The equations defining the scheme CD are the equations of existence of a poly-
nomial solution p(x,a) of degree l to the polynomial differential equation Dhu(x) = 0.
By Theorem 2.1.5, the defining equations for CD are satisfied by the coefficients of the
universal differential operator DSingMΛ. 
3. Separation of variables
3.1. Holomorphic representation. The tensor product MΛ = MΛ(1) ⊗ · · · ⊗MΛ(n) of
Verma gl2-modules is identified with the space of polynomials C[x
(1), . . . , x(n)] by the
linear map
ej
1
21vΛ(1) ⊗ · · · ⊗ e
jn
21vΛ(n) 7→ (x
(1))j
1
. . . (x(n))j
n
,
where vΛ(s) is the generating vector of MΛ(s) . Then the gl2-action on C[x
(1), . . . , x(n)] is
given by the differential operators,
e
(s)
12 = −x
(s)∂2
x(s)
+ms∂x(s) , e
(s)
21 = x
(s) ,
e
(s)
11 = −2x
(s)∂x(s) +ms , e
(s)
22 = 0 ,
where ∂x(s) denotes the derivative with respect to x
(s).
3.2. Change of variables. Make the change of variables from x(1), . . . , x(n) to u, y(1),
. . . , y(n−1) using the relation
n∑
s=1
x(s)
t− zs
= u
∏n−1
k=1 (t− y
(k))∏n
s=1 (t− zs)
,
where t is an indeterminate. This relation defines u, y(1), . . . , y(n−1) uniquely up to per-
mutation of y(1), . . . , y(n−1) unless u =
∑n
s=1 x
(s) = 0. The map (u, y(1), . . . , y(n−1)) 7→
(x(1), . . . , x(n)) is an unramified covering on the complement to the union of diagonals
y(i) = y(j), i 6= j, and the hyperplane u = 0.
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3.3. Sklyanin’s theorem. Consider the operators H˜1, . . . , H˜n defined by formula (2.2).
Introduce the operators
Ki(H˜) =
n∑
s=1
1
y(i) − zs
H˜s , i = 1, . . . , n− 1 .
3.3.1. Theorem [Sk]. In variables u, y(1), . . . , y(n−1), we have
Ki(H˜) = − ∂
2
y(i)
+
n∑
s=1
ms
y(i) − zs
∂y(i) , i = 1, . . . , n− 1 .
3.4. Universal weight function. The weight subspace MΛ[Λ
(∞)] ⊂ MΛ is identified
with the subspace of C[x(1), . . . , x(n)] of homogeneous polynomials of degree l.
We consider the associated MΛ[Λ
(∞)]-valued universal weight function
l∏
j=1
(
n∏
i=1
(tj − zi)
n∑
s=1
x(s)
tj − zs
)
of variables x(1), . . . , x(n), t1, . . . , tl. In variables u, y
(1), . . . , y(n−1), t1, . . . , tl, the universal
weight function takes the form (−1)ln ul
∏n−1
j=1 p(y
(j)), where p(x) =
∏l
i=1 (x − ti). If
we denote by −a1, a2, . . . , (−1)
lal the elementary symmetric functions of t1, . . . , tl, then
p(x) = p(x,a) in notation of Section 2.2.3, and the universal weight function takes the
form
ω(u,y,a) = (−1)ln ul
n−1∏
j=1
p(y(j),a) ,
with y = (y(1), . . . , y(n−1)).
The trivial but important property of the universal weight function is given by the
following lemma.
3.4.1. Lemma. For every p ∈ D, the vector ω(u,y,a(p)) is a nonzero vector of
MΛ[Λ
(∞)]. 
Denote by ωD the projection of the universal weight function ω(u,y,a) to MΛ ⊗AD.
3.4.2. Theorem. For s = 1, . . . , n, we have
H˜s ωD = hs ωD (3.1)
in MΛ ⊗AD. Moreover, we have
ωD ∈ SingMΛ[Λ
(∞)]⊗ AD . (3.2)
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Proof. First we prove formula (3.1). Let C(u,y) be the algebra of rational functions in
u,y. For i = 1, . . . , n− 1, introduce
Ki(h) =
n∑
s=1
hs
y(i) − zs
∈ C(u,y)⊗ AD .
We claim that
Ki(H˜)ωD = Ki(h)ωD (3.3)
in C(u,y)⊗ AD. Indeed,
Ki(H˜)ω(u,y,a) = (Ki(h) +Ki(H˜)−Ki(h))ω(u,y,a) = Ki(h)ω(u,y,a) +
(−1)ln ul
[(
− ∂2
y(i)
+
n∑
s=1
ms
y(i) − zs
∂y(i) −
n∑
s=1
1
y(i) − zs
hs
)
p(y(i),a)
]∏
j 6=i
p(y(j),a).
Clearly, the last term has zero projection to C(u,y)⊗AD and we get formula (3.3).
Having formula (3.3), let us show that H˜sωD = hsωD in C[u,y] ⊗ AD. For that
introduce two C[u,y]⊗AD-valued functions in a new variable x:
F1(x) =
n∑
s=1
H˜sωD
x− zs
, F2(x) =
n∑
s=1
hsωD
x− zs
,
and show that the functions are equal.
Each of the functions is the ratio of a polynomial in x of degree n−2 and the polynomial
(x− z1) . . . (x− zn). To check that the two functions are equal it is enough to check that
F1(x) = F2(x) for x = y
(i), i = 1, . . . , n − 1, but this follows from formula (3.3). Hence
formula (3.1) is proved.
Formula (3.2) follows from formula (3.1). Indeed, by formula (2.2) we have
∑n
s=1 zsH˜s =∑n
s=1
∑s−1
r=1 (msmr − Ωs,r). This implies that
∑n
s=1 zsH˜s acts on the weight subspace
MΛ[Λ
(∞)] as the operator l(
∑n
s=1ms + 1 − l) − E21E12, where Eij =
∑n
s=1 e
(s)
ij . Since∑n
s=1 zshs = l(
∑n
s=1ms +1− l), formula (3.1) allows us to conclude that E21E12 ωD = 0.
The operator E21 is injective, in variables u, y
(1), . . . , y(n−1) it is the operator of multipli-
cation by u. Therefore, E12 ωD = 0. 
4. Multiplication in AD and Bethe algebra AM
4.1. Multiplication in AD. By Theorem 2.2.5, the scheme CD considered as a set is
finite, and the algebra AD is the direct sum of local algebras corresponding to points p of
the set CD,
AD = ⊕p Ap,D .
The local algebra Ap,D may be defined as the quotient of the algebra of germs at p of holo-
morphic functions in a,h modulo the ideal Ip,D generated by all functions q−1, . . . , ql+n−2.
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The local algebra Ap,D contains the maximal ideal mp generated by germs which are zero
at p.
For f ∈ AD, denote by Lf the linear operator AD → AD, g 7→ fg, of multiplication
by f . Consider the dual space
A∗D = ⊕pA
∗
p,D
and the dual operators L∗f : A
∗
D → A
∗
D. Every summand A
∗
p,D contains the distinguished
one-dimensional subspace mp which is the annihilator of mp.
4.1.1. Lemma.
(i) For any point p of the scheme CD considered as a set and any f ∈ AD, we have
L∗f(m
p) ⊂ mp.
(ii) For any point p of the scheme CD considered as a set, if W ⊂ A
∗
p,D is a nonzero
vector subspace invariant with respect to all operators L∗f , f ∈ AD, thenW contains
mp.
Proof. For any f ∈ mp we have L
∗
f (m
p) = 0. This gives part (i).
To prove part (ii) we consider the filtration of Ap,D by powers of the maximal ideal,
Ap,D ⊃ mp ⊃ m
2
p ⊃ · · · ⊃ {0} .
We consider a linear basis {fa,b} of Ap,D, a = 0, 1, . . . , b = 1, 2, . . . , which agrees with this
filtration. Namely, we assume that for every i, the subset of all vectors fa,b with a > i is
a basis of mip .
Since dim Ap,T/mp = 1, there is only one basis vector with a = 0 and we also assume
that this vector f0,1 is the image of 1 in Ap,D .
Let {fa,b} denote the dual basis of A∗p,D. Then the vector f
0,1 generates mp.
Let w =
∑
a,b ca,bf
a,b be a nonzero vector in W . Let a0 be the maximum value of a
such that there exists b with a nonzero ca,b. Let b0 be such that ca0,b0 is nonzero. Then it
is easy to see that L∗fa0,b0
w = ca0,b0f
0,1. Hence W contains mp. 
4.2. Linear map τ : A∗D → Sing MΛ[Λ
(∞)]. Let f1, . . . , fµ be a basis of AD considered
as a vector space over C. Write
ωD =
∑
i
vi ⊗ fi with vi ∈ SingMΛ[Λ
(∞)] . (4.1)
Denote by V ⊂ SingMΛ[Λ
(∞)] the vector subspace spanned by v1, . . . , vµ. Define the
linear map
τ : A∗D → SingMΛ[Λ
(∞)] , g 7→ g(ωD) =
∑
i
g(fi) vi . (4.2)
Clearly, V is the image of τ .
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4.2.1. Lemma. Let p be a point of CD considered as a set. Let ω(u,y,a(p)) ∈MΛ[Λ
(∞)]
be the value of the universal weight function at p. Then the vector ω(u,y,a(p)) belongs
to the image of τ . 
4.2.2. Lemma. Assume that the pair Λ, l is separating. Then for any f ∈ AD and
g ∈ A∗D, we have τ(L
∗
f (g)) = ψDM(f)(τ(g)).
In other words, the map τ intertwines the action of the algebra of multiplication oper-
ators L∗f on A
∗
D and the action on the Bethe algebra on SingMΛ[Λ
(∞)].
Proof. The algebra AD is generated by h1, . . . , hn. It is enough to prove that for any
s we have τ(L∗hs(g)) = Hs(τ(g)). But τ(L
∗
hs
(g)) =
∑
i g(hsfi)vi = g(
∑
i vi ⊗ hsfi) =
g(
∑
i Hsvi ⊗ fi) = Hs(τ(g)). 
4.2.3. Corollary. The vector subspace V ⊂ SingMΛ[Λ
(∞)] is invariant with respect to
the action of the Bethe algebra AM and the kernel of τ is a subspace of A
∗
D, invariant
with respect to multiplication operators L∗f , f ∈ AD.
4.3. First main theorem.
4.3.1. Theorem. Assume that the pair Λ, l is separating. Then the image of τ is
Sing MΛ[Λ
(∞)] and the kernel of τ is zero.
4.3.2. Corollary. The map τ identifies the action of operators L∗f , f ∈ AD, on A
∗
D and
the action of the Bethe algebra on Sing MΛ[Λ
(∞)]. Hence the epimorphism ψDM : AD →
AM is an isomorphism.
Proof of Theorem 4.3.1. Let d = dim SingMΛ[Λ
(∞)]. Theorem 9.16 in [RV] says that for
generic z there exists d points p1, . . . ,pd in CD such that the vectors ω(u,y,a(p1)), . . . ,
ω(u,y,a(pd)) form a basis in SingMΛ[Λ
(∞)]. Hence, τ is an epimorphism for generic z by
Lemma 4.2.1. By Theorem 2.2.5 and Lemma 2.1.4 dimensions of AD and SingMΛ[Λ
(∞)]
do not depend on z. Hence dim AD > dim SingMΛ[Λ
(∞)]. Therefore, to prove Theorem
4.3.1 it is enough to prove that τ has zero kernel.
Denote the kernel of τ by K. Let AD = ⊕pAp,D be the decomposition into the direct
sum of local algebras. Since K is invariant with respect to multiplication operators, we
have K = ⊕pK ∩ A
∗
p,D and for every p the vector subspace K ∩ A
∗
p,D is invariant
with respect to multiplication operators. By Lemma 4.1.1, if K ∩ A∗p,D is nonzero, then
K ∩ A∗p,D contains the one-dimensional subspace m
p.
Let {fa,b} be the basis of Ap,D constructed in the proof of Lemma 4.1.1 and let {f
a,b} be
the dual basis of A∗p,D. Then the vector f
0,1 generates mp. By definition of τ , the vector
τ(f 0,1) is equal to the value of the universal weight function at p. By Lemma 3.4.1, this
value is nonzero and that contradicts to the assumption that f 0,1 ∈ K. 
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4.4. Grothendieck bilinear form on AD. Realize the algebra AD as C[h]/I
′
D, where
I ′D is the ideal generated by n polynomials q−1, q0, qj(a(h),h), j = l + 1, . . . , l + n − 2,
see Section 2.3.2.
Let ρ : AD → C, be the Grothendieck residue,
f 7→
1
(2πi)n
ResCD
f
q−1(h)q0(h)
∏l+n−2
j=l+1 qj(a(h),h)
.
Let ( , )D be the Grothendieck symmetric bilinear form on AD defined by the rule
(f, g)D = ρ(fg) . (4.3)
The Grothendieck bilinear form is non-degenerate.
The form ( , )D determines a linear isomorphism φ : AD → A
∗
D, f 7→ (f, ·)D.
4.4.1. Lemma. The isomorphism φ intertwines the operators Lf and L
∗
f for any f ∈
AD.
Proof. For g ∈ AD we have φ(Lf (g)) = φ(fg) = (fg, ·)D = (g, f ·)D = L
∗
f ((g, ·)D) =
L∗fφ(g). 
4.4.2. Corollary. Assume that the pair Λ, l is separating. Then the composition τφ :
AD → SingMΛ[Λ
(∞)] is a linear isomorphism which intertwines the algebra of multiplica-
tion operators on AD and the action of the Bethe algebra AM on SingMΛ[Λ
(∞)].
5. Three more algebras
5.1. New conditions on Λ, l. In the remainder of the paper we assume that Λ =
(Λ(1), . . . ,Λ(n)) is a collection of dominant integral gl2-weights,
Λ(s) = ms ǫ1 , ms ∈ Z>0 , s = 1, . . . , n . (5.1)
We assume that l ∈ Z>0 is such that the weight Λ
(∞) =
∑n
s=1Λ
(s) − lα is dominant
integral. Hence the pair Λ, l is separating.
5.2. Algebra AP . Denote l˜ =
∑n
s=1ms + 1− l. We have l˜ > l. Denote
a˜ = (a˜1, . . . , a˜l˜−l−1, a˜l˜−l+1, . . . , a˜l˜) .
Consider space Cl˜+l+n−1 with coordinates a˜,a,h, cf. Section 2.2.1.
Denote by p˜(x, a˜) the following polynomial in x depending on parameters a˜,
p˜(x, a˜) = xl˜ + a˜1x
l˜−1 + · · ·+ a˜l˜−l−1x
l+1 + a˜l˜−l+1x
l−1 + · · ·+ a˜l˜ .
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If h satisfies the equations q−1(h) = 0 and q0(h) = 0, then the polynomial Dh(p˜(x, a˜)) is
a polynomial in x of degree l˜ + n− 3,
Dh(p˜(x, a˜)) = q˜1(a˜,h) x
l˜+n−3 + . . . + q˜l˜+n−2(a˜,h) .
The coefficients q˜i(a˜,h) are functions linear in a˜ and linear in h.
Recall that if p(x,a) = xl + a1x
l−1 + · · ·+ al and h satisfies equations q−1(h) = 0 and
q0(h) = 0, then the polynomial Dh(p(x,a)) is a polynomial in x of degree l + n− 3,
Dh(p(x,a)) = q1(a,h) x
l+n−3 + . . . + ql+n−2(a,h) .
Denote by IP the ideal in C[a˜,a,h] generated by polynomials q−1, q0, q1, . . . , ql+n−2,
q˜1, . . . , q˜l˜+n−2.
The ideal IP defines a scheme CP ⊂ C
l˜+l+n−1. The algebra
AP = C[a˜,a,h]/IP
is the algebra of functions on CP .
The scheme CP is the scheme of points p ∈ C
l˜+l+n−1 such that the differential equation
Dh(p)u(x) = 0 has two polynomial solutions p˜(x, a˜(p)) and p(x,a(p)).
5.3. Algebra AG. Let d be a sufficiently large natural number and Cd[x] the vector
subspace in C[x] of polynomials of degree not greater than d. Let G be the Grassmannian
of all two-dimensional vector subspaces in Cd[x]. Let z = (z1, . . . , zn) be distinct complex
numbers.
For s = 1, . . . , n, denote by Czs,Λ(s) ⊂ G the Schubert cycle associated with the point
zs ∈ C and weight Λ
(s). The cycle Czs,Λ(s) is the closure of the set C
o
zs,Λ(s)
⊂ G of all
two-dimensional subspaces V ⊂ Cd[x] having a basis f1, f2 such that
f1(zs) = 1 and f2(x) = (x− zs)
ms+1 +O((x− zs)
ms+2) .
Denote by C∞,Λ(∞) ⊂ G the Schubert cycle associated with the point ∞ and weight
Λ(∞). C∞,Λ(∞) is the closure of the set C
o
∞,Λ(∞)
⊂ G of all two-dimensional subspaces
V ⊂ Cd[x] having a basis f1, f2 such that deg f1 = l and deg f2 = l˜.
Consider the intersection
CG = C∞,Λ(∞) ∩ (∩
n
i=1Czi,Λ(i) ) .
Denote by AG the algebra of functions on CG.
It is known from Schubert calculus that dim AG is finite and does not depend on z
with distinct coordinates.
5.3.1. It is easy to see that
CG = C
o
∞,Λ(∞) ∩ (∩
n
i=1C
o
zi,Λ(i)
) .
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5.3.2. We shall use the following presentation of the algebra AG.
Consider space Cl˜+l−1 with coordinates a˜,a. A point p ∈ Cl˜+l−1 will be called admis-
sible if for every s = 1, . . . , n at least one of the numbers p˜(zs, a˜(p)), p(zs,a(p)) is not
zero. The set of all admissible points form a Zariski open subset U ⊂ Cl˜+l−1.
For polynomials f, g ∈ C[x] denote by Wr(f, g) the Wronskian f ′g−fg′, where ′ denotes
d/dx. The Wronskian of p˜(x, a˜) and p(x,a) has the form
Wr (p˜(x, a˜), p(x,a)) = (l˜ − l)xl˜+l−1 + w1(a˜,a)x
l˜+l−2 + · · ·+ wl˜+l−1(a˜,a)
for suitable polynomials w1, . . . , wl˜+l−1 in variables a˜,a.
Let us write
(l˜ − l)
n∏
s=1
(x− zs)
ms = (l˜ − l)xl˜+l−1 + c1x
l˜+l−2 + · · ·+ cl˜+l−1
for suitable numbers c1, . . . , cl˜+l−1.
Let AU be the algebra of regular functions on the set U of all admissible points. Denote
by IG ⊂ AU the ideal generated by l˜+ l−1 polynomials w1− c1, . . . , wl˜+l−1− cl˜+l−1. Then
AG = AU/IG .
In this presentation of AG the scheme CG is the scheme of points p ∈ U such that the
Wronskian of p˜(x, a˜(p)) and p(x,a(p)) is equal to (l˜ − l)
∏n
s=1(x− zs)
ms.
5.4. Algebra AL. Let
LΛ = LΛ(1) ⊗ · · · ⊗ LΛ(n)
be the tensor product of irreducible gl2-modules with highest weights Λ
(1), . . . ,Λ(n), re-
spectively. Denote by SingLΛ[Λ
(∞)] the subspace of LΛ of singular vectors of weight
Λ(∞).
Let S denote the tensor Shapovalov form on SingMΛ[Λ
(∞)], induced from the tensor
product of the Shapovalov forms on the factors of MΛ =MΛ(1) ⊗ · · · ⊗MΛ(n) .
The Shapovalov form determines the linear epimorphism
σ : SingMΛ[Λ
(∞)] → SingLΛ[Λ
(∞)] .
The Bethe algebra AM preserves the kernel of σ and induces a commutative subalgebra
AL in End (SingLΛ[Λ
(∞)]) called the Bethe algebra on SingLΛ[Λ
(∞)].
Denote by ψML : AM → AL the corresponding epimorphism.
5.4.1. Denote by
DL =
d2
dx2
−
n∑
s=1
ms
x− zs
d
dx
+
n∑
s=1
ψML(Hs)
x− zs
the universal differential operator associated with the subspace SingLΛ[Λ
(∞)] and collec-
tion z.
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5.4.2. Theorem. Assume that the pair Λ, l satisfies conditions of Section 5.1. Then for
any v0 ∈ SingLΛ[Λ
(∞)] there exist v1, . . . , vl˜ ∈ SingLΛ[Λ
(∞)] such that the function
v(x) = v0 x
l˜ + v1 x
l˜−1 + . . . + vl˜
is a solution of the differential equation DLv(x) = 0.
This theorem is a particular case of Theorem 12.3 in [MTV3].
6. Four more homomorphisms
6.1. Isomorphism ψGP : AG → AP . A point p of CP defines the differential equation
Dh(p)u(x) = 0 and two solutions p˜(x, a˜(p)) and p(x,a(p)). We have
Wr (p˜(x, a˜(p)), p(x,a(p))) = (l˜ − l)
n∏
s=1
(x− zs)
ms .
Hence, the pair p˜(x, a˜(p)), p(x,a(p)) defines a point of CG.
This construction defines a homomorphism of algebras ψGP : AG → AP .
6.1.1. Theorem. The homomorphism ψGP is an isomorphism.
Proof. We construct the inverse homomorphism as follows. Let v be a point of CG.
Consider the following differential equation with respect to a function u(x),
det
 u′′ u′ up˜(x, a˜(v))′′ p˜(x, a˜(v))′ p˜(x, a˜(v))
p(x,a(v))′′ p(x,a(v))′ p(x,a(v))
 = 0 .
Let us write this differential equation as B0(x)u
′′ +B1(x)u
′ +B2(x)u = 0. Here
B0(x) = Wr(p˜(x, a˜(v)), p(x,a(v))) = (l˜ − l)
n∏
s=1
(x− zs)
ms .
It is easy to see that each of the polynomials B1, B2 is divisible by the polynomial
B(x) = (l˜ − l)
n∏
s=1
(x− zs)
ms−1 .
Introduce the differential operator
Dv = b0(x)
d2
dx2
+ b1(x)
d
dx
+ b2(x) =
1
B(x)
(
B0(x)
d2
dx2
+B1(x)
d
dx
+B2(x)
)
.
Then
b0(x) =
n∏
s=1
(x− zs) , b1(x) =
n∏
s=1
(x− zs)
(
n∑
s=1
−ms
x− zs
)
,
and b2(x) is a polynomial of degree n− 2, whose leading coefficient is l˜l.
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The triple, consisting of the differential operator Dv and two polynomials p˜(x, a˜(v))
and p(x,a(v)), determines a point of CP , thus defining the inverse homomorphism AP →
AG. 
6.1.2. Corollary. The dimension of the algebra AP is finite and does not depend on z
with distinct coordinates.
Indeed, dim AP = dim AG and dim AG is finite and does not depend on z with distinct
coordinates.
6.1.3. It is known from Schubert calculus that dim AG = dim SingLΛ[Λ
(∞)].
6.2. Epimorphism ψDP : AD → AP . A point p of CP determines the differential equa-
tionDh(p) u(x) = 0 and two solutions p˜(x, a˜(p)) and p(x,a(p)). Then the pair, consisting
of the differential equationDh(p) u(x) = 0 and one of the solutions p(x,a(p)) determines a
point of CD. This correspondence defines a natural algebra epimorphism ψDP : AD → AP .
6.3. Linear map ξ : AD → SingLΛ[Λ
(∞)]. Denote by ξ : AD → SingLΛ[Λ
(∞)] the
composition of linear maps
AD
φ
−→ A∗D
τ
−→ SingMΛ[Λ
(∞)]
σ
−→ SingLΛ[Λ
(∞)] .
By Theorem 4.3.1, ξ is a linear epimorphism.
Denote by ψDL : AD → AL the algebra epimorphism defined as the composition
ψMLψDM .
6.3.1. Lemma. The linear map ξ intertwines the action of the multiplication operators
Lf , f ∈ AD, on AD and the action of the Bethe algebra AL on SingLΛ[Λ
(∞)], i.e. for
any f, g ∈ AD we have ξ(Lf (g)) = ψDL(f)(ξ(g)).
The lemma follows from Corollary 4.4.2.
6.3.2. Lemma. The kernel of ξ coincides with the kernel of ψDL.
Proof. If ψDL(f) = 0, then ξ(f) = ξ(Lf(1)) = ψDL(f)(ξ(1)) = 0. On the other hand, if
ξ(f) = 0, then for any g ∈ AD we have ψDL(f)(ξ(g)) = ξ(Lf(g)) = ξ(fg) = ξ(Lg(f)) =
ψDL(g)(ξ(f)) = 0. Since ξ is an epimorphism, this means that ψDL(f) = 0. 
6.3.3. Lemma. The kernel of ξ coincides with the kernel of ψDP .
Proof. By Schubert calculus dim SingLΛ[Λ
(∞)] = dim AG. Hence it suffices to show that
the kernel of ξ contains the kernel of ψDP . But this follows from Theorems 2.1.5 and 5.4.2.
Indeed the defining relations in AP = AD/(ker ψDP ) are the conditions on the operator
Dh to have two linearly independent polynomials in the kernel. Theorems 2.1.5 and 5.4.2
guarantee these relations for elements of the Bethe algebra AL. Hence, the kernel of ψDL
contains the kernel of ψDP . By Lemma 6.3.2, the kernel of ξ coincides with the kernel of
ψDL. Therefore, the kernel of ξ contains the kernel of ψDP . 
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6.3.4. Corollary. Since the algebra epimorphisms ψDP and ψDL have the same kernels,
the algebras AP and AL are isomorphic, and hence by Theorem 6.1.1 the algebras AG and
AL are isomorphic. 
6.4. Second main theorem. Denote by ψPL : AP → AL the isomorphism induced by
ψDL and ψDP . The previous lemmas imply the following theorem.
6.4.1. Theorem. The linear map ξ induces a linear isomorphism
ζ : AP → SingLΛ[Λ
(∞)]
which intertwines the multiplication operators Lf , f ∈ AP , on AP and the action of
the Bethe algebra AL on SingLΛ[Λ
(∞)], i.e. for any f, g ∈ AP we have ζ(Lf(g)) =
ψPL(f)(ζ(g)). 
6.4.2. Corollary. If every operator f ∈ AL is diagonalizable, then the algebra AL has
simple spectrum and all of the points of the intersection of Schubert cycles
CG = C∞,Λ(∞) ∩ (∩
n
i=1Czi,Λ(i) )
are of multiplicity one.
Proof of Corollary. The algebras AL, AP and AG are all isomorphic. We have AP =
⊕pAp,P where the sum is over the points of the scheme CP considered as a set and Ap,P
is the local algebra associated with a point p. The algebra Ap,P has nonzero nilpotent
elements if dim Ap,P > 1. If every element f ∈ AP is diagonalizable, then the algebra
AP is the direct sum of one-dimensional local algebras. Hence AP has simple spectrum
as well as the algebras AL and AG. 
6.4.3. Corollary 6.4.2 has the following application.
Corollary [EGSV]. If z1, . . . , zn are real and distinct, then all of the points of the
intersection of Schubert cycles
CG = C∞,Λ(∞) ∩ (∩
n
i=1Czi,Λ(i) )
are of multiplicity one.
Proof. If z1, . . . , zn are real and distinct, then by Corollary 3.5 in [MTV2] all elements of
the Bethe algebra AL are diagonalizable operators. Hence the spectrum of AG is simple
and all points of CG are of multiplicity one. 
This corollary is proved in [EGSV] by a different method.
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7. Operators with polynomial kernel and Bethe algebra AL
7.1. Linear isomorphism θ : A∗P → SingLΛ[Λ
(∞)]. Define the symmetric bilinear form
on AP by the formula
(f, g)P = S(ζ(f), ζ(g)) for all f, g ∈ AP .
Recall that S( , ) denotes the Shapovalov form.
7.1.1. Lemma. The form ( , )P is non-degenerate.
The lemma follows from the fact that the Shapovalov form on SingLΛ[Λ
(∞)] is non-
degenerate and the fact that ζ is an isomorphism.
7.1.2. Lemma. We have (fg, h)P = (g, fh)P for all f, g, h ∈ AP . 
The form ( , )P defines a linear isomorphism π : AP → A
∗
P , f 7→ (f , ·)P .
7.1.3. Corollary. The map π intertwines the multiplication operators Lf , f ∈ AP , on
AP and the dual operators L
∗
f , f ∈ AP , on A
∗
P .
7.2. Third main theorem. Summarizing Theorem 6.4.1 and Corollary 7.1.3 we obtain
the following theorem.
7.2.1. Theorem. The composition θ = ζπ−1 is a linear isomorphism from A∗P to
SingLΛ[Λ
(∞)] which intertwines the multiplication operators L∗f , f ∈ AP , on A
∗
P and
the action of the Bethe algebra AL on SingLΛ[Λ
(∞)], i.e. for any f ∈ AP and g ∈ A
∗
P we
have θ(L∗f (g)) = ψPL(f)(θ(g)). 
7.2.2. Assume that v ∈ SingLΛ[Λ
(∞)] is an eigenvector of the Bethe algebra AL, that
is, ψML(Hs)v = λsv for suitable λs ∈ C and s = 1, . . . , n. Then, by Corollaries 12.2.1
and 12.2.2 in [MTV3], the differential operator
D =
d2
dx2
−
n∑
s=1
ms
x− zs
d
dx
+
n∑
s=1
λs
x− zs
has the following properties. The operator D has regular singular points at z1, . . . , zn,∞.
For s = 1, . . . , n, the exponents of D at zs are 0, ms + 1. The exponents of D at ∞ are
−l, l−1−
∑n
s=1ms. The kernel of D consists of polynomials only. The following corollary
of Theorem 7.2.1 gives the converse statement.
7.2.3. Corollary of Theorem 7.2.1. Let p ∈ Cn be a point such that q−1(h(p)) = 0,
q0(h(p)) = 0, and all solutions of the differential equation Dh(p)u(x) = 0 are polynomials.
Then there exists an eigenvector v ∈ SingLΛ[Λ
(∞)] of the action of the Bethe algebra AL
such that for every s = 1, . . . , n we have
ψML(Hs) v = hs(p) v .
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Proof of Corollary 7.2.3. Indeed, such p defines a linear function η : AP → C, hs 7→ hs(p)
for s = 1, . . . , n. Moreover, η(fg) = η(f)η(g) for all f, g ∈ AP . Hence η ∈ A
∗
P is
an eigenvector of multiplication operators on A∗P . By Theorem 7.2.1 this eigenvector
corresponds to an eigenvector v ∈ SingLΛ[Λ
(∞)] of the action of the Bethe algebra AL
with eigenvalues prescribed in Corollary 7.2.3. 
7.2.4. Assume that p ∈ Cn is a point satisfying the assumptions of Corollary 7.2.3. We
describe how to find the eigenvector v ∈ SingLΛ[Λ
(∞)] indicated in Corollary 7.2.3.
Let f(x) be the monic polynomial of degree l which is a solution of the differential
equation Dh(p)w(x) = 0. Consider the polynomial
ω(u,y) = ul
n−1∏
j=1
f(y(j))
as an element of MΛ, see Section 3.4. By Theorem 3.4.2 this vector lies in SingMΛ[Λ
(∞)]
and ω(u,y) is an eigenvector of the Bethe algebra AM with eigenvalues presecribed in
Corollary 7.2.3. Consider the maximal subspace V ⊂ SingMΛ[Λ
(∞)] with three properties:
i) V contains ω(u,y), ii) V does not contain other eigenvectors of the Bethe algebra AM ,
iii) V is invariant with respect to the Bethe algebra AM . Let σ(V ) ⊂ SingLΛ[Λ
(∞)] be
the image of V under the epimorphism σ. Then the subspace σ(V ) contains a unique one-
dimensional subspace of eigenvectors of the Bethe algebra AL. Any such an eigenvector
may serve as an eigenvector of the Bethe algebra AL indicated in Corollary 7.2.3.
8. Appendix. Grothendieck and Shapovalov forms
8.1. Form ( , )S on AD. Define the symmetric bilinear form on AD by the formula
(f, g)S = S(ξ(f), ξ(g)) for all f, g ∈ AD ,
where S( , ) denotes the Shapovalov form.
8.1.1. Lemma. The kernel of the bilinear form ( , )S coincides with the kernel of the
linear map ξ.
The lemma follows from the fact that the Shapovalov form on SingLΛ[Λ
(∞)] is non-
degenerate.
8.1.2. Lemma. We have (fg, h)S = (g, fh)S for all f, g, h ∈ AD.
The lemma follows from Theorem 4.3.1 and the fact that the operators of the Bethe
algebra are symmetric with respect to the Shapovalov form, see, for example, [RV] and
[MTV1].
8.1.3. Corollary. There exists F ∈ AD such that (f, g)S = (Ff, g)D for all f, g ∈ AF .
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8.1.4. Lemma. The kernel of the multiplication operator LF : AD → AD coincides with
the kernel of ξ.
The lemma follows from Theorem 4.3.1 and the fact that the kernel of σ is the kernel
of the Shapovalov form on SingMΛ[Λ
(∞)].
The image of LF is the principal ideal (F ) ⊂ AD generated by F .
8.1.5. Corollary. The algebra of operators Lf , f ∈ AD, restricted to (F ) is isomorphic
to the algebra AL.
Denote J = {f ∈ AD | fg = 0 for all g ∈ kerψDP}. The following lemma describes the
ideal (F ) without using the Shapovalov form.
8.1.6. Lemma. We have (F ) = J .
Proof. The inclusion (F ) ⊂ J follows from Lemmas 8.1.4 and 6.3.3. On the other hand,
since ( , )D is non-degenerate, we have dim J = dimAD − dimkerψDP . By Lemma 8.1.4,
(F ) has the same dimension and hence (F ) = J . 
References
[B] P.Belkale, Invariant theory of GL(n) and intersection theory of Grassmannians,
IMRN (2004), no. 69, 3709–3721
[BMV] P.Belkale, E.Mukhin, A.Varchenko, Multiplicity of critical points of master func-
tions and Schubert calculus, IRMA Lectures in Mathematics and Theoretical
Physics Vol. 9, Andrey A. Bolibrukh Memorial Volume, Europ. Math. Soc. Pub-
lishing House, 2006, 59–84
[EGSV] A.Eremenko, A.Gabrielov, M. Shapiro, A.Vainshtein, Rational functions and real
Schubert calculus, Proc. Amer. Math. Soc. 134 (2006), 949–957
[F] W.Fulton, Eigenvalues, invariant factors, highest weights, and Schubert calculus,
Bull. Am. Math. Soc., New Ser. 37 (2000), no. 3, 209–249
[MTV1] E.Mukhin, V.Tarasov, A.Varchenko, Bethe Eigenvectors of Higher Transfer Ma-
trices, J. Stat. Mech. (2006), no. 8, P08002, 1–44
[MTV2] E.Mukhin, V.Tarasov, A.Varchenko, The B. and M. Shapiro conjecture in real
algebraic geometry and the Bethe ansatz, Preprint (2005), 1–18; math.AG/0512299
[MTV3] E.Mukhin, V.Tarasov, A.Varchenko, Generating operator of XXX or Gaudin
transfer matrices has quasi-exponential kernel, SIGMA 6 (2007), 060, 1–31
[RV] N.Reshetikhin and A.Varchenko, Quasiclassical asymptotics of solutions to the
KZ equations, Geometry, Topology and Physics for R.Bott, Intern. Press, 1995,
293–322
[Sk] E. Sklyanin, Separation of variables in the Gaudin model, J. Sov. Math. 47 (1989),
no. 2, 2473–2488
24 E.MUKHIN, V.TARASOV, AND A.VARCHENKO
[ScV] I. Scherbak and A.Varchenko, Critical points of functions, sl2 representations,
and Fuchsian differential equations with only univalued solutions, Dedicated to
Vladimir I. Arnold on the occasion of his 65th birthday, Mosc. Math. J. 3 (2003),
no. 2, 621–645
[T] D.Talalaev, Quantization of the Gaudin System, Preprint (2004), 1–19;
hep-th/0404153
