Safe is a first-order eager functional language with destructive pattern matching controlled by the programmer. A previously presented type system is used to avoid dangling pointers arising from the inadequate usage of this facility. In this paper we present a type inference algorithm, prove its correctness w.r.t. the type system, describe its implementation and give a number of successfully typed examples.
Introduction
Safe 1 [15, 11] was introduced as a research platform for investigating the suitability of functional languages for programming small devices and embedded systems with strict memory requirements. The final aim is to be able to infer -at compile time-safe upper bounds on memory consumption for most Safe programs. The compiler produces as target language Java bytecode, so that Safe programs can be executed in most mobile devices and web navigators.
In most functional languages memory management is delegated to the runtime system. Fresh heap memory is allocated during program evaluation as long as there is enough free memory available. Garbage collection interrupts program execution in order to copy or mark the live part of the heap so that the rest is considered as free. This does not avoid memory exhaustion if not enough free memory is recovered to continue execution. The main advantage of this approach is that programmers do not have to bother about low level details concerning memory management. Its main disadvantages are: 1. The time delay introduced by garbage collection may prevent the program from providing an answer in a required reaction time. 2. Memory exhaustion may provoke unacceptable personal or economic damage to program users.
Work supported by the projects TIN2008-06622-C03-01/TIN (STAMP), S-0505/TIC/0407 (PROMESAS) and the MEC FPU grant AP2006-02154. 1 http://dalila.sip.ucm.es/safe 3. It is difficult to predict at compile time when garbage collection will take place during execution and consequently also to determine the lifetime of data structures and to reason about memory consumption.
These reasons make this memory management unacceptable in small devices where garbage collectors are a burden both in space and in service availability. Programmers of such devices would like both to have more control over memory and to be able to reason about the memory consumption of their programs. Some works have been done in order to perform compile-time garbage collection [7, 8, 9] , or to detect safe destructive updates of data structures [6, 13] . However, these implicit approaches do not avoid completely the need for a garbage collector.
Another possibility is to use heap regions, which are parts of the heap that are dynamically allocated and deallocated. Many work has been done in order to incorporate regions in functional languages. They were introduced by Tofte and Talpin [17] in MLKit by means of a nested letregion construct inferred by the compiler. The drawbacks of nested regions are well-known and they have been discussed in many papers [4] . The main problem is that in practice data structures do not have the nested lifetimes required by the stack-based region discipline. In order to overcome this limitation several mechanisms have been proposed. An extension of Tofte and Talpin's work [3, 16] allows to reset all the data structures in a region without deallocating the whole region. The AFL system [1] inserts (as a result of an analysis) allocation and deallocation commands separated from the letregion construct, which now only brings new regions into scope. In [4] a comparison of these works is done. In both cases, although it is not required to write in the program the memory commands, a deep knowledge about the hidden mechanism is needed in order to optimize the memory usage. In particular, it is required to write copy functions in the program which are difficult to justify without knowing the annotations inferred by the compiler.
Another more explicit approach is to introduce a language construct to free heap memory. Hofmann and Jost [5] introduce a match construct which destroys individual constructor cells than can be reused by the memory management system. This allows the programmer to control the memory consumed by her program and to reason about it. However, this approach gives the programmer the whole responsibility for reusing memory unless garbage collection is used.
Our functional language Safe is a semi-explicit approach to memory control which combines regions and a deallocation construct but with a very low effort from the programmer's point of view.
Safe uses implicit regions to destroy garbage. In our language regions are allocated/deallocated by following a stack discipline associated to function calls and returns. Each function call allocates a local working region, which is deallocated when the function returns. The compiler infers which data structures may be allocated in this local region because they are not needed as part of the result of the function. Region management does not add a significant runtime overhead because its related operations run in constant time [14] .
In order to overcome the problems related to nested regions, Safe also provides the programmer with a construct case! to deallocate individual cells of a
