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This paper is concerned with the questions of existence, uniqueness, and 
stability of wide sense and random solutions of nonlinear stochastic integral 
equations of mixed type. The main tools are the theory of admissibility and 
the fixed-point theorems. The results in this paper improve some earlier works 
qualitatively by reducing the hypotheses. Also existence-type results, which 
hold under more general circumstances, and an application to nonlinear stochastic 
feedback control system are presented. 
i+ 
Due to the nondeterministic nature of the processes in the areas of biologica!, 
oceanographic, and physical sciences, the mathematical description of such 
processes generally gives rise to random or stochastic equations. In recent years 
a great deal of work on random integral equations has been done and we refer 
the readers to the works of Bharucha-Reid [I] and Tsokos and Padgett [S]. 
In this paper, we consider the stochastic integral equation of mixed type of the 
form 
s 
t 
x(t, w) = f(t, w) c a(& s, w) g(s, +, ‘~1) ds 
0 
+ /,= b( t, s, w) h(s, x(s, w)) ds, t > 0. 
“0 
w 
Following the results of Miller, Nohel, and Wong [2], for ordinary integral 
equations of mixed type, Rao and Rao [4] have considered Eq. (E) and obtained 
the existence and uniqueness of wide sense and random solutions of (E) under 
restrictive hypotheses. We prove similar results under less hypotheses. In 
addition, we present a result on stochastic exponential asymptotic stability for (E) 
and also existence-type results which hold under more general conditions. As an 
application to our resuIts, we mention a nonlinear stochastic feedback control 
system. 
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Our notation and terminology are fairly standard and can be understood by 
referring to 13, 41. The main tools are the theory of admissibility and fixed-point 
theorems of Banach and Schauder-Tychonoff. 
2. 
In this section we present the results on existence, uniqueness, and stability 
of wide sense and random solutions for (E). 
THEOREM 2.1. Assume the following: 
(i) With probability one 
sup 
.c 
t 1 a(t, s, w)i ds < A,(w) < co 
t>o 0 
(ii) g(t, 0) s h(t, 0) = 0; 
(iii) for every y > 0, there exists a 6, > 0 such that 
Ig(t,x)-gg(t,Y)lerix-Yl, for all I x I , I y I < 6, 
and uniformly in t ; 
(iv) for each 7 > 0, there exists a 6, > 0 such that 
lq4x)--(4Y)l <71X-YI, for all 1 x 
and uniformly in t. 
ITIY I <s, 
(23 
(2.2) 
Then, there exists a positive random variable 2, with probability one such that 
if 0 < p(w) < Z(w), then there exists a 6(w) > 0 such that, forf(t, w) satisfying 
supQo If(t, w)l < 6(w), there exists a unique wide sense solution x(t, w) of (E) 
on [0, a) satisfying sup,>, ) x(t, w)l < p(w) and x(t, w) is continuous in t, with 
probability one. 
Remark 2.1. Note that the above theorem is similar to Theorem 2.1 of 
[4, p. 3521; its proof depends upon the result of [2], in which the lemma of 
Krasnoselskii is employed. As remarked by Nohel in [3, p. 1541, the proof is 
incorrect and below we present a simpler proof of Theorem 2.1, which does not 
require the hypothesis (Ha) and Theorem 1.1 of [4]. 
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Proof oj Theorem 2.1. In view of the assumptions, there exists a set 8, wrth 
probability zero such that for every w E 52 - Q, , (2.1) and (2.2) are satisfied. 
Choose and fix u;~ E Q - A’& . 
Fix y > 0 such that qB,, < 1. From (ii) and (iv) we have a 6, > 0 such that 
h(t, %)I < 7 / x / , uniformly in t, whenever / x / < 6, . Let y = (I - qB,)/2A, 
and choose a 6, > 0 such that 1 g(t, X) - g(t, y)\ < y ) x - y ; , uniformly in 
i: >, 0 whenever j x ! , ( y / < 8, . 
Let Z(w,) = min(6,, 6,). For any p > 0, 0 < p < Z(zQ, define the set 
S, = {x E BC[R+ x L?]: I/ x (I < p), p = p(wo) where I/ x j/ = supM, 1 z(t)\ . For 
.X E S, , define an operator T on S, as follows: 
for every wg E 52 - 9, . For x E S, , in view of the conditions of the theorem, we 
obtain 
II TX II G s(w,) + Y&J + +a~ < P 
provided S(w,) < (I - ?B,) p/2 and from this follows that TS, C S, . Let 
X, y E S, . ‘Then, we see that 
Since 0 < r,B, < 1, T is clearly a contraction on S, By Banach’s fixed-point 
theorem, it follows that there exists a Z(w,) > 0 such that if 0 < ,o(zQ,) < Z(zu,), 
then there exists a 6(w,) > 0 such that for /If!\ < 6(w,), there exists a unique 
solution x(t, zu,J on [0, ‘x)) for (E). Further, this solution is continuous in L for 
each wa E Q - Q, and ]j x !I < p(w,). 
Since the above argument is true for every w0 E Q - Sz, and P(Q,) = 0, it 
follows that there exists a unique wide sense solution x(t, w) for Eq. (E) and this 
completes the proof. 
COROLLARY 2.1. Let the hypotheses of Theorem 2.1 hold. Further, ;ff(t, w) + 0 
as t -+ M) with probability one, andfor each T > 0 
Lc [‘I 46 s, w)] ds = lim .!” ’ j b(t, s, ,w)l ds = 0, ‘0 I’m o 
,with probability one, then lim,,, x(t, w) = 0, with probability one. 
The proof of this corollary is direct and hence omitted. 
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Remark 2.2. Theorem 2.1 asserts that the solution x(t, w) of (E) is a unique 
wide sense solution and is continuous in t with probability one. This does not, 
however, ensure that the solution is random, in that, it is a measurable process. 
We require the following conditions to establish the existence, uniqueness, 
and stability of random solutions for (E), following the admissibility analysis. 
(H,) Let B and D be Banach spaces stronger than C, such that the pair 
(B, D) is admissible with respect to the operator U defined by 
(ux) (4 w) = lo’ a(? s, w) x(s, w) ds + ia b(t, s, w) x(s, w) ds. 
(Ha) x(t, w) -+g(t, x(t, w)) and x(t, w) --f h(t, x(t, w)) are operators on D 
with values in B. 
(Ha) g(t, 0) = h(t, 0) = 0. 
(H4) For each h > 0, there exists a 6, > 0 such that 
il g(4 44 w)) - & rh 4)ll~ < h II x(t, 4 - y(t, 411D 
whenever 
(HJ For each 7 > 0, there exists a 6, > 0 such that 
II 44 x(t, 4) - 46 Y(4 4)I!B < 17 II 46 4 - r(t, =% 
whenever 
(He) f(t, w) E D. 
(H7) // a(t, S, w)jj < Nr exp(--olt + ys) for Nr > 0 is a constant, 01 > 
y>O,andO<s,<t<co. 
(Hs) I/ b(t, S, w)\l < N, exp(--olt + /3s) for N, > 0 is a constant, 
a>p>o. 
(H,) llf(t, w)llD < Hexp(--olt), H > 0, t E LO, 00). 
THEOREM 2.2. Let the hypotheses (HI)-(He) hold. Then there exists a number 
c0 > 0 such that for 0 < E < Ed , if ijf(t, w)/iD < &for somefixed 6 E (0, l), then 
there exists a nnipue random solution x(t, w) of(E) in D andfirther I/ x(t, w)ljo < E. 
Proof. First note that the operator U is bounded and hence there exists a 
constant K such that 
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Let q > 0 be such that $C < I. In view of (H3) and (IQ, we can find 6, > 0 
such that 
whenever ;j x(t, w)\iD < 6, . Let X > O be such that AX < 8 and 6 = ( 1 -- $)~2. 
Choose 6, > 0 such that 
‘I g(t, x(t, w)) - g(4 y(4 W))llB < h I! x(t, w? - Y(k W)iiD 
whenever 11 x(l, w)iiD < 6, and j! y(t, w)jID < 6, + Let c,, = min(8, 9 6,). For any E, 
sueh that 0 < E < Ed define 
s, = {x E D: j/ x ;JD < 6). 
Define an operator T: S, -+ D by 
(TX) (t, w) = f(t, w) + Jo6 a@, s, w) g(s, x+, w)) us 
+ i‘,r b(t, s, w) h(s, x(s, w)) ds. 
Proceeding along hnes similar to the proof of Theorem 2.1, the remaining proof 
may be easily completed. 
Remark 2.3. Theorem 2.2 is analogous to Theorem 3.1 of [4, p. 3571. Its 
proof is unnecessarily complicated, which is essentially to show that their opera- 
tor F: S, -+ D is completely continuous. Furthermore, the hypotbesis (C) is an 
unnecessary restriction on the part of the solution, as our proof does not require 
the same and also avoids the use of Krasnoselskii’s lemma. Also we remark that 
Eq. (E) under a different set of conditions is dealt with in 16, Chapt. IV] and 
employing the admissibility analysis some existence and uniqueness type results 
are obtained. We notice that some of the results of 15, 61 follow from our results. 
THEOREM 2.3. Assume the conditions (HJ-(IS,). Then there exists a ~~rnbe~ 
co > 0 such thatfor 0 < E < co, ifj]JijD < 6 E J or somejxed 6 E (0, l), then there 
exists a unique random solution x(t, w) of(E) in I3 such that I/ x(t, w)i,D ,( E and is 
stochastically asymptotically exponentially stable (‘or tke stability de$nitions see 
[6, pp. 20-2l]), provided A, 7, arLd H aye suficiently small. 
The proof of the Theorem 2.3 may be easily constructed, following the proof 
of Theorem 2.2 and applying the standard stability arguments. 
Rema& 2.4. Observe that, in the light of Theorem 2.1, we may formulate 
the corresponding stability theorems for wide sense solutions. Moreover, if in 
(E), the kernels either a or b is zero, then Theorem 2.3 reduces to stability 
results of Fredholm- or Volterra-type equations, respectively. 
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3. 
In this section we present existence-type results which hold under more 
general conditions. 
THEOREM 3.1. Let f E BC[R+ x !2] and assume the following: with probability 
one, 
(i) a(t, s, w) is locally integrable in (t, s) for 0 < s < t < co, and 
sup 
.c 
t / a(t , s, w)l ds < A,(w) < ~0, 
t>o 0 
(ii) b(t, s, w) is locally integrable in (t, s) for 0 < s, t < 00, and 
sup s m I &t 
, s, w)l ds ,< B,(w) < co; 
t>o 0 
t (iii) lim 
[S h+O o I a(t + h, s, w) - act, s, W)I ds + ltG I a(t + h, s, W>I ds] = o 
for each t > 0. 
(iv) & jrn I b(t +k s, w) - b(t, s, w)[ ds = 0 for each t > 0; 
0 
(v) g and h satisfy the following: for every E > 0, there exists a 6 > 0 such 
that j g(t, x)1 < E 1 x j , uniformly in t, whenever j x 1 < 6. 
Then, there exists a number co > 0 such that to every 0 < E < co , there corresponds 
a 6 > 0 with the property that SUP~>~ j f (t, w)j < 6 with probability one implies 
the existence of a wide sense solution x(t, w) E BC[R+ x Q] fey (E) with probability 
one, such that sup,>, j x(t, w)i < E and x(t, zu) is continuous in t with probability 
one. Further, zf Cm,,, f (t, w) = 0, with probability one and with probability one, 
if a and b satisfy the conditions that lim,,, sr j a(t, s, w)j ds = 0, for each T > 0 
and lim t+.m sr j b(t, s, w)] ds = 0, then the solution x(t, w) satisfies lim,,, x(t, zu) 
= 0, with probability one. 
Following the proofs of Theorem 2.1 of this paper and Theorem 2 of [3], 
Theorem 3.1 may be proved easily. 
Remark 3.1. Theorem 3.1 extends the Theorem 2.1 at the expense of 
giving up uniqueness. Note that Theorem 3.1 holds even if either a orb in (E) 
are identically zero, in addition to being strictly nonlinear. For details of the 
nonstochastic version we refer to [3, p. 1531. 
Also Theorem 3.1 establishes the existence of a wide sense solution and the 
solution need not be random in that it is not a measurable process. Therefore, 
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in the lines of Theorems 2.2 and 2.3, one may obtain corresponding results 
which ensure the existence and stability of random solutions to the mixed 
integral equation (E). 
The present study is motivated by the application [6, Sect. 4j to nonlinear 
stochastic feedback control system associated with the following differential 
system, with random parameters: 
qt, w> = A(4 w> x(4 w) + (sit, wz 
with 
$(t, w) = ?l(t, w) (TX) (4 W>> CC% 
where (TX) (t, w) = Jr b(t, s, w) h(s, x(s, w)) ds, t > 0, and A(t, W) and b(t, s, W) 
are n x n matrices whose elements are measurable functions, and ~(t, W) is a 
scalar random variable for each t > 0. 
Integrating (CS) and interchanging the order of integration by Fubini’s 
theorem, we obtain the following integral equation: 
x(t, w)= s t A(s, w)x(s, w)ds $ 0 
where x(0, W) = 0 and 
t 
It is interesting to note that Eq. (I) is a 
JS rqt, s, w) h(s, X(5, w)) ds (I) 
0 
s, w) du, t,ssR’. 
special case of Eq. (Ej and hence the 
Theorem 4.4.1 of [6], follows from our results. 
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