Measuring the nitrogen content of plants is useful for nitrogen fertilizer management. The aim of this work is to explore the use of spectroscopy for estimating lettuce leaf nitrogen content. Leaf reflectance spectra were measured using a spectroradiometer with a range of 350-2500 nm, and 160 fresh lettuce leaves given five different nitrogen treatments were used for spectra acquisition and total nitrogen determination. Interval partial least squares (iPLS), synergy interval partial least squares (siPLS), and siPLS combined with genetic algorithms (GA-siPLS) were used to select the optimal intervals or variables. Partial least squares (PLS) and extreme learning machine (ELM) methods were used to develop calibration models. One characteristic wavelength region (470-590 nm) using 120 variables was selected by iPLS; four characteristic wavelength regions (440-530, 530-620, 620-710 and 890-980 nm) using 362 variables were selected by siPLS, and 56 wavelength variables were selected by GA-siPLS. Six different regression models were established for nitrogen content by PLS and ELM based on optimal intervals or variables. The results imply that GA-siPLS is an efficient variable selection algorithm and ELM is a successful nonlinear regression tool. Furthermore, GA-siPLS combined with ELM is a feasible method for measuring nitrogen content in lettuce, as it performed better than other models. The optimal results achieved a root mean square error of prediction (RMSEP) = 0.2890% and correlation coefficient Rp = 0.9218.
Introduction
In agriculture, optimal management and the efficient use of fertilizer are necessary to improve yield and quality as well as to reduce production costs and environmental pollution. Among the essential macronutrients, nitrogen has been described as the most important element for vegetative growth (Debouba et al., 2007; Kumagai et al., 2009; Sosa et al., 2012; Bavec et al., 2013) . Because nitrogen is directly related to the photosynthetic process, it is an essential element throughout plant growth (Andrews et al., 2013) . Many growers prefer to classify crop nitrogen status by leaf samples at an early stage, when nitrogen deficiency can still be remedied. By the time symptoms are clearly visible, irreparable damage to the crop may have already occurred (Abdel-Rahman et al., 2010) . Early diagnosis plays a very important role in nutrition regulation. In general, several approaches to measure nutrient status in plants have been developed and evaluated. The most common method is chemical analysis, which is a laborious, lengthy and destructive measurement (Vigneau et al., 2011) . To address this problem, spectroscopy is a fast, accurate and non-destructive technique that has been adopted as an important analytical method in agriculture (Jain et al., 2007; Ulissi et al., 2011) . The use of spectral reflectance characteristics enables the detection of stress before the symptoms appear.
However, spectroscopy information is abundant and redundant. Not all regions or wavelengths are significantly associated with the lettuce nitrogen content, and the selection of specific spectral regions or variables is key to decreasing the complexity of the calibration model and increasing its prediction precision (Leardi, 2000; Nørgaard et al., 2000) . Spectral variables are selected manually, which, unless guided by previous experience and knowledge, can reduce the performance of the model (Jiang et al., 2012) . Principal component analysis (PCA) and successive projections algorithm (SPA) have frequently been used to perform wavelength selection. However, PCA does not take into account the relation of the spectral data to the specified object, and SPA depends on the number of samples (Otero et al., 2011) . Interval partial least squares (iPLS) and synergy interval partial least squares (siPLS) can search for the optimal spectral intervals, which are the most important information to model the parameter of interest. iPLS divides the whole spectral region into different intervals and searches for the optimal interval for establishing a partial least squares (PLS) model; siPLS is another advanced algorithm that splits the whole spectral region into different intervals and combines two, three or four spectral intervals to establish the PLS model. The optimal intervals are selected by cross validation and determined
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Determination of lettuce nitrogen content using spectroscopy with efficient wavelength selection and extreme learning machine according to the lowest root mean square error of cross validation (RMSECV). In addition, a genetic algorithm (GA) is an adaptive heuristic search algorithm for selecting spectral variables. When combined with siPLS, the method is called GA-siPLS. Among the different regression models for multivariate calibration, the extreme learning machine (ELM) has excellent performance with respect to regression problems and has some advantages compared to other conventional learning methods. The aim of this study is to select efficient intervals or variables using iPLS, siPLS, and GA-siPLS, and establish different ELM models based on the three algorithms to rapidly determine nitrogen content in lettuce. Spectra measurement. Thirty-two lettuces were randomly selected from each nitrogen treatment for reflectance measurement two weeks after the transplanting, yielding 160 samples. The leaves for measurement were taken from the lower part of the plants. The leaves' spectral reflectance was measured using a portable spectroradiometer FieldSpec® 3 (Analytical Spectral Devices Inc., USA) with a wavelength range of 350-2500 nm. The spectral readings were acquired in 1 nm increments. The leaf spectral data were collected by a fibre optic cable with a 25° field of view from about 50 mm above the leaves. We used a 50 W halogen light source (Analytical Spectral Devices Inc.) that was positioned 300 mm away from the leaf sample with a 45° zenith illumination angle to produce the radiation in a dark room. Five replicate spectral measurements were taken for each leaf in order to reduce the noise by averaging the spectra. The air temperature and humidity were kept at a steady level in the laboratory. Relative reflectance spectra were calculated by dividing the leaf radiance by the reference radiance from a spectralon white reference panel (Labsphere Inc., USA) for each wavelength.
Materials and methods
Sample processing and chemical analysis. Spectral data collection and sample drying were carried out on the same day. The fresh leaves were oven-dried at 65°C for 24 h and then ground and oven-dried again at 65°C to a constant weight, resulting in leaf powder. The leaf powder was digested by 98% sulphuric acid (w/w) until the solution was transparent. The total nitrogen content in leaves was measured using the Kjeldahl method by continuous-flow analyzer Auto Analyzer 3-AA3 (SEAL Analytical Co., UK) and expressed as a percentage of dry weight.
Multivariate calibration methods. In order to develop an optimal calibration model for total nitrogen content, the analytical samples were reasonably divided into a calibration set and a prediction set, the former was utilized to construct model, and the latter was used to verify the robustness of the model. The performance of optimal model was evaluated using the root mean square error of cross validation (RMSECV) and the correlation coefficient R c in the calibration set, they were calculated as equations (1) and (2): (1),
where n c is the number of samples in the calibration set, y ci -the reference measurement value of the ith sample, ŷ ci -the estimation value for the ith sample by the constructed model when the ith sample is left out, ȳ c -the average of all reference measurement values of samples in the calibration set.
The optimal model was verified by the independent samples in the prediction set. The root mean square error of prediction (RMSEP) and the correlation coefficient R P were calculated as equations (3) and (4):
where n p is the number of samples in the prediction set, y pi -the reference measurement value of the ith sample in the prediction set, ŷ pi -the estimation value of the model of the ith sample in the prediction set, ȳ p -the average of all reference measurement values of samples in the prediction set.
Statistical analysis. All methods were implemented in software MATLAB R2009a (MathWorks, USA). The algorithms iPLS (interval partial least squares) and siPLS (synergy interval partial least squares) were developed by Nørgaard et al. (2000) , and the algorithm GA-PLS (partial least squares combined with genetic algorithms) is the one proposed by Leardi (2000) .
Results
Reference measurement of total nitrogen. In order to avoid bias in subset selection, the calibration set was comprised of 75% of the total samples. Therefore, the calibration and prediction sets were created with 120 ISSN 1392-3196
Zemdirbyste-Agriculture Vol. 102, No. 1 (2015) 53 and 40 separate samples, respectively. Table 1 shows the number of samples used and the statistics associated with the nitrogen content measured by the Kjeldahl method in the laboratory. The actual nitrogen content range was 2.23-5.54% in the calibration set and 2.27-5.51% in the prediction set. The mean value and standard deviation indicated that there were no significant differences in the calibration and prediction sets. This proved that the distribution of the samples in the calibration and prediction sets was appropriate. Spectral data preprocessing. Figure 1 presents the raw spectra of all samples in the calibration set. The raw spectra contains the background information and noise in addition to the sample information. A firstorder derivative transformation can be a good noise filter because it eliminates baseline drifts, reduces the effects of multiple scattering of radiation caused by sample surface roughness, enhances small spectra differences, and locates the positions of absorption features on the spectra (Abdel-Rahman et al., 2010; Miphokasap et al., 2012) . Figure 2 shows the spectra after applying a firstorder derivative transform to the data of the original spectra.
Selection of optimal spectra intervals by interval partial least squares (iPLS). Collinearity and information redundancy exists in spectral data. The algorithm iPLS focuses on important spectral intervals and removes interference in the full-spectral region (Nørgaard et al., 2000; Ferrao et al., 2011) . The total spectral region (350-2500 nm) was divided into equidistant non-overlapping intervals, and each interval underwent a separate PLS modelling to determine the most useful variable range. First, the whole spectral region was divided into 16 cases of 15 to 25 equidistant intervals, respectively. For each case, the lowest RMSECV is shown in Figure 3 . We can see Figure 1 . Raw spectra of lettuce leaves Figure 2 . First-order derivative spectra of lettuce leaves that the iPLS model produced the best results (RMSECV = 0.4621%) when the spectral region was divided into 18 intervals. Next, 18 PLS models were established and the corresponding RMSECV were calculated. In Figure  4 , bar plots of the RMSECV are shown for each range of variables and for the models developed with one to six principal components (PCs) in italics. The dotted line represents the RMSECV of the full-spectrum PLS model. It can be seen that the optimal range chosen was number 2, because its RMSECV, which included 120 variables, was below the others. 
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Selection of optimal spectra intervals using synergy interval partial least squares (siPLS). The algorithm siPLS is the expansion of the algorithm iPLS (McGoverin et al., 2010; Muller et al., 2012) . The whole spectral region was also divided into 16 cases of 15 to 25 equidistant intervals, respectively, and PLS regression models were constructed by all permutations and combinations of two, three, or four intervals. For each case, the lowest RMSECV is listed in Table 2 . It can be seen that the optimal siPLS model with the lowest RMSECV of 0.3764% is achieved using a combination of four intervals chosen from 24 intervals. The performance parameters of this optimal model are shown in bold. The best number of PCs is 10, and the optimal combination of intervals selected is [2 3 4 7], as seen in Figure 5 , which correspond to 440-530, 530-620, 620-710 and 890-980 nm, using 362 variables. PCs -principal components, RMSECV -root mean square error of cross validation
Figure 5. Optimal spectral intervals selected by siPLS model
Selection of optimal spectra variables by algorithm partial least squares combined with genetic algorithms (GA-PLS). It can be seen that the algorithm siPLS performed better than the algorithm iPLS with respect to the measurement of nitrogen content of lettuce leaves (Table 3) . Although the intervals selected by iPLS and siPLS removed numerous useless spectral regions, there were still many collinear wavelengths in the spectral interval, and two variables from neighbouring wavelengths could also be collinear. These collinear wavelengths reduce the prediction precision and increase the complexity of the PLS model. Therefore, GA-PLS was used to further eliminate the collinear variables based on some intervals selected by siPLS. The genetic algorithm (GA) control values were set to the following: the initial population size was 30 chromosomes, probability of mutation was 0.01, probability of cross-over was 0.5, number of stopping iterations was 100, and number of "replications" was 10.
In some cases, GA cannot be used because it models the noise instead of the information. To verify whether this is the case, a randomization test can be performed (Leardi, Lupiáñez González, 1998) . In this study, the result of the randomization test was 3.1621, showing that GA could safely be applied and the stop criterion should be 178 evaluations. Figure 6 shows the histogram of frequencies for which each variable selected, indicating which variables of the spectra are selected more often and which variables are seldom selected. The variables are used for establishing the PLS model if the frequency of selection reaches or exceeds the black horizontal line. The optimum model was developed when 56 variables and seven PCs were used.
values and reference measurements in the prediction set. Each number represents one sample. The optimal results of the iELM and siELM models are given in Table 3 .
Discussion
Comparison and discussion of the results. Table 3 shows the results from six different regression models: iPLS, siPLS, GA-siPLS, iELM, siELM and GAsiELM. The results imply that GA-siPLS is an efficient variable selection algorithm and ELM is a successful nonlinear regression tool. Further, GA-siPLS combined with ELM is a feasible means by which to measure nitrogen content in lettuce. The main reasons for this can be summarized as follows.
In the range 350-2500 nm, there are 2151 wavelengths. The large number of spectral variables often renders the predictions of a dependent variable as unreliable (Balabin, Smirnov, 2011) . However, most of these wavelengths are collinear and redundant variables with respect to nitrogen in lettuce leaves, and selecting which and how many of variables to use are key factors to enhancing prediction model precision and adaptability. For the algorithm iPLS, only one interval was selected to establish the PLS model, and most of uncorrelated and redundant variables were removed. However, some useful variables were also deleted, resulting in the poor performance of the iPLS (Jiang et al., 2012) . In the algorithm siPLS, the whole spectral region was divided into 24 intervals. Four intervals were then used to establish the model PLS, and the results on the calibration and prediction sets indicate that accuracy of the model siPLS is better than model iPLS. However, there still exist two bottlenecks to using siPLS: the run time is too long because 10,626 models had to be calculated and the complexity of the model siPLS is higher than the model iPLS because of the large number of variables. With respect to the second problem, we can conclude that some collinear variables still exist in the four intervals. Thus, GA-siPLS was presented to reduce the number of Results of extreme learning machine (ELM) models based on optimal intervals and variables. The ELM is one of the most popular and important learning algorithms, proposed by Huang et al. (2006) . It has excellent performance on regression problems (Yuan et al., 2011) . In this study, ELM models were established based on the optimal intervals or variables selected by iPLS, siPLS and GA-siPLS. In the modelling, the PCs of the optimal intervals or variables were used as the input and the optimum number of PCs was determined according to the lowest RMSECV. Furthermore, the nitrogen content of the lettuce leaves was used as the output, the input weights and hidden biases were randomly generated, and the activation function was set to "sigmoidal". The only parameter that needed to be determined was the number of hidden nodes, which was obtained by trial and error. Because the number of samples in the calibration set was 120, the number of hidden nodes was varied from 10 to 120 in intervals of five. The optimal GA-siELM model for nitrogen content was obtained using 35 hidden nodes; the lowest RMSECV could be obtained when using eight PCs. The optimal results were obtained with R c = 0.9479 and RMSECV = 0.2573% in the calibration set, R p = 0.9218, RMSEP = 0.2890% in the prediction set. Figure 7 shows the correlation between the prediction 56 Determination of lettuce nitrogen content using spectroscopy with efficient wavelength selection and extreme learning machine variables and enhance the accuracy. Finally, 56 variables were selected from the four intervals. The performance of the GA-siPLS was better than siPLS and the complexity of the model was greatly simplified. Chlorophylls and proteins are the main nitrogen sources in green leaves. In this work, most wavebands selected for nitrogen content estimation are within the visible region and are known features of pigment absorption. The literature (Min et al., 2006; Jain et al., 2007; Ustin et al., 2009 ) on the strong correlation between nitrogen content and chlorophylls has been critically reviewed. Chlorophylls exhibit strong absorption arising from conjugated C-C single and double bonds of the porphyrin ring in the visible region (Katz et al., 1966) . The infrared spectra of chlorophylls show strong absorption because of the C-H bonds in the phytol tail of the molecule (Katz et al., 1966) . Proteins are the other major primary nitrogenous constitute in leaves. They may have an effect on nitrogen prediction, but the moisture content of lettuce is very high (93-95%), and hence water and cellular structure may obscure protein information. Therefore, there is little useful information contained in the middle infrared region.
PLS, as a linear algorithm, achieved good performance. The increase and decrease in nitrogen fertilizer causes a complex dynamic process in lettuce that is accompanied by changes in chemical components. Therefore, the relationship between the changes of chemical components and the nitrogen content is very complicated and tends to exhibit a nonlinear correlation. ELM is a typically nonlinear algorithm, and is stronger than PLS with respect to the level of self-learning and self-adjustment (Chen et al., 2012) . Hence, it was useful for improving the prediction performance of the model.
Conclusions
Characteristic variables selection combined with extreme learning machine (ELM) was used to build a model for the non-destructive detection of nitrogen content in lettuce leaves.
1. The four characteristic wavelength regions (440-530, 530-620, 620-710 and 890-980 nm) including 362 variables were selected by model siPLS, and then genetic algorithm (GA) were further used to reduce the number of variables. Finally, model GA-siPLS reduced the number of wavelengths from 2151 to 56.
2. ELM was superior to linear algorithm and showed great potential in this quantitative study. The optimal model GA-siELM was achieved with root mean square error of prediction RMSEP = 0.2890% and Rp = 0.9218. It can be concluded the model GA-siELM has high potential as a method to determine the nitrogen content in lettuce leaves and provide evidence for nutrition regulation to growers.
