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1. Introduction
It is known that linear matrix equations have been one of the main topics in matrix theory and its
applications. The primary work in the investigation of a matrix equation (system) is to give solvability
conditions and general solutions to the equation(s). Among other concerns with a matrix equation
are the uniqueness of solution, minimal norm solutions, least-squares solutions, various symmetric
solutions, the maximal and minimal ranks of solutions, etc. (see, e.g. [1–14]). This paper aims to study
a general linear matrix equation system over the real quaternions, discussing solvability conditions
and giving explicit expressions of the solutions when the matrix system is solvable.
Throughout this paper, letR,C andHm×n stand, respectively, for the real number ﬁeld, the complex
number ﬁeld, and the set of allm × nmatrices over the real quaternion algebra
H =
{
a0 + a1i + a2j + a3k
∣∣∣∣i2 = j2 = k2 = ijk = −1, a0, a1, a2, a3 ∈ R
}
.
For a matrix A ∈ Hm×n, the symbols A∗,R(A),N(A), and dimR(A) denote the conjugate transpose,
the column right space, the left row space of A, and the dimension of R(A), respectively. By [15],
dimR(A) = dimN(A),whichequals the rankofAand isdenotedby r(A);wedenote the reﬂexive inverse
of A by A+, which satisﬁes both the conditions AA+A = A and A+AA+ = A+. The matrices LA = I − A+A
andRA = I − AA+ are the orthogonal projectors induced bymatrixA, whereA+ is any but ﬁxed reﬂexive
inverse of A, and I is the identity matrix of appropriate size.
It is well known that H is an associative and noncommutative division algebra over R. Due to the
noncommutativity, one cannot directly extend various results on complex numbers to quaternions.
General properties of matrices over H can be found in [16]. Introduced by W.R. Hamilton in 1843,
quaternionsmade further appearanceever since inassociativealgebras, analysis, topology, andphysics.
Nowadays quaternion matrices play an important role in computer science, quantum physics, signal
and color image processing, and so on (e.g. [17–20]).
Let Vn be the n × n backward identity, that is,
Vn =
⎡
⎣0 1q
1 0
⎤
⎦ (nbyn).
A matrix A ∈ Cm×n is centrosymmetric (or centroskew) if A = VmAVn (or A = −VmAVn);A ∈ Cn×n is
bisymmetric ifA is symmetric and centrosymmetric. Centrosymmetric and bisymmetricmatrices have
been widely discussed since 1939 and are very useful in engineering problems, information theory,
linear system theory, linear estimation theory and numerical analysis theory, and others (e.g. [21–23]).
As a generalization of centrosymmetric and centroskewmatrices, reﬂexive and antireﬂexive matrices
were deﬁned in [24,25]: AmatrixA overC is reﬂexive (antireﬂexive) ifA = PAP(A = −PAP)with respect
to a Hermitian involution P, i.e., P∗ = P and P2 = I. In 1998, Chen [26] deﬁned generalized reﬂexive and
antireﬂexivematrices:AmatrixAoverC is calledgeneralized reﬂexive ifA = PAQ whereP,Q areHermi-
tian involutory matrices. Chen also discussed applications that give rise to these matrices and consid-
ered least squaresproblems involving them.Motivatedbygeneralized reﬂexiveandantireﬂexivematri-
ces, Trench in 2004 [27] deﬁned (P,Q )-symmetric and (P,Q )-skewsymmetricmatrices: AmatrixAover
C is called (P,Q )-symmetric (or (P,Q )-skewsymmetric) if A = PAQ (or A = −PAQ )where P,Q are invol-
utorymatrices, i.e., P2 = I,Q2 = I. In particular, Tao, Yasuda also deﬁned P-symmetric and P-skewsym-
metric matrices in [28,29]. Criteria for a matrix to be P-symmetric (or P-skewsymmetric) and (P,Q )-
symmetric (or (P,Q )-skewsymmetric) were derived by Trench in [27,30,31]. Noting the applications of
quaternionmatrices and (P,Q )-symmetricmatrices, we investigate (P,Q )-symmetricmatrices overH.
In [32], Peng and Hu considered the reﬂexive and antireﬂexive solutions to the complex matrix
equation
A1X = C1. (1.1)
Trench [27] in 2004 investigated the (P,Q )-symmetric solution to the inverse problem of the matrix
equation (1.1), i.e., the matrix equation
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XB1 = C1. (1.2)
In 2006, Cvetkovic´-iliic´ [33] studied the reﬂexive solutions to the matrix equation
A3XB3 = C3. (1.3)
In 2008, Li et al. [34] discussed the generalized reﬂexive solution to the classical system of matrix
equations
A1X = C1, XB1 = C1. (1.4)
All the above studies are done over C. Moreover, Wang in [35–37] investigated the centrosymmetric
solution and P-symmetric solution to the system of quaternion matrix equations
A1X = C1,A3XB3 = C3. (1.5)
The matrix equations (1.1)–(1.5) are special cases of the following system of matrix equations
AaX = Ca, XBb = Cb, AcXBc = Cc , (1.6)
which was ﬁrst investigated by Bhimasankaram [38]. To our knowledge, there has been little informa-
tion on the (P,Q )-symmetric solution to the system (1.6). Motivated by theworkmentioned above and
keeping the interest and wide application of quaternion matrices, we consider the (P,Q )-symmetric
solution tosystem(1.6)overH. Observe that the followingsystemof linearquaternionmatrixequations
A1X1 = C1,
X1B1 = C2,
A2X2 = C3,
X2B2 = C4, A3X1B3 + A4X2B4 = Cc (1.7)
can take a key role in investigating the (P,Q )-symmetric solution to (1.6). In 2006,Wang et al. [39] pre-
sented a necessary and sufﬁcient condition for the solvability of system (1.7). However, the expression
of the general solution to (1.7) over H was not available then.
This paper aims to present some new solvability conditions and to show expressions of the gen-
eral solution to system (1.7). The paper is organized as follows. In Section 2, we establish some new
necessary and sufﬁcient conditions for the existence of a solution to system (1.7) over H and derive
the explicit expression of the general solution to system (1.7). We also reveal some auxiliary results on
certain related systemsoverH. In Section3, as applications,wegivenecessary and sufﬁcient conditions
for the existence and an expression of the (P,Q )-symmetric solution to system (1.6) overH. In Section
4, we present an algorithm and a numerical example to illustrate our results. We conclude the paper
by proposing further research problems in Section 5.
2. The general solution to system (1.7)
In this section, we consider the general solution of system (1.7). We begin with the following
lemmas.
Lemma 2.1 (Lemma 2.1 in [39]). Let A1 ∈ Hm×n,B1 ∈ Hr×s,C1 ∈ Hm×r ,C2 ∈ Hn×s be known and X1 ∈
Hn×r unknown. Then the system
A1X1 = C1, X1B1 = C2 (2.1)
is consistent if and only if
RA1C1 = 0, C2LB1 = 0, A1C2 = C1B1. (2.2)
In this case, the general solution of (2.1) is
X1 = A+1 C1 + LA1C2B+1 + LA1Y1RB1 , (2.3)
where Y1 is an arbitrary matrix over H with appropriate size.
Lemma 2.2 (Lemma 2.1 in [40]). Let A ∈ Hm×s,B ∈ Hr×n and C ∈ Hm×n. Then the matrix equation AX −
YB = C over H is consistent if and only if RACLB = 0.
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Now we give the fundamental theorem of this paper.
Theorem 2.3. Let A1 ∈ Hm×n,B1 ∈ Hr×s,C1 ∈ Hm×r ,C2 ∈ Hn×s,A2 ∈ Ht×p,B2 ∈ Hq×k ,C3 ∈ Ht×q,
C4 ∈ Hp×k ,A3 ∈ Hl×n,B3 ∈ Hr×u,A4 ∈ Hl×p,B4 ∈ Hq×u,Cc ∈ Hl×u be known and X1 ∈ Hn×r ,X2 ∈ Hp×q
unknown; let
A = A3LA1 , B = RB1B3, C = A4LA2 , D = RB2B4, M = RAC, N = DLB, S = CLM , (2.4)
E = Cc − A3A+1 C1B3 − AC2B+1 B3 − A4A+2 C3B4 − CC4B+2 B4. (2.5)
Then the following statements are equivalent:
(1) System (1.7) is solvable.
(2) The equalities in (2.2) hold and
RA2C3 = 0, C4LB2 = 0, A2C4 = C3B2, (2.6)
RMRAE = 0, RAELD = 0, ELBLN = 0, RCELB = 0. (2.7)
(3) The equations in (2.2) and (2.6) hold, and
MM+RAED+D = RAE,CC+ELBN+N = ELB. (2.8)
In this case, the general solution of system (1.7) can be expressed as
X1 = A+1 C1 + LA1C2B+1 + LA1A+EB+RB1 − LA1A+CM+RAEB+RB1 − LA1A+SC+ELBN+DB+RB1
−LA1A+SVRNDB+RB1 + LA1 (LAU + ZRB)RB1 , (2.9)
X2 = A+2 C3 + LA2C4B+2 + LA2M+RAED+RB2 + LA2LMS+SC+ELBN+RB2
+LA2LM(V − S+SVNN+)RB2 + LA2WRDRB2 , (2.10)
where U,V ,W , Z are arbitrary matrices over H with appropriate sizes.
Proof. (2) ⇐⇒ (3) is obvious. We now show that (1) ⇒ (3) : If system (1.7) has a solution (X1,X2),
then X1 is a solution of system (2.1), and X2 is a solution of the system
A2X2 = C3, X2B2 = C4. (2.11)
By Lemmas (2.1), (2.2) and (2.6) hold, and X1 has the form of (2.3), and
X2 = A+2 C3 + LA2C4B+2 + LA2Y2RB2 , (2.12)
where Y2 is an arbitrary matrix over H with appropriate size. Substituting (2.3) and (2.12) into
A3X1B3 + A4X2B4 = Cc , (2.13)
we have AY1B + CY2D = E, yielding
RAE = RACY2D = MY2D, ELB = CY2DLB = CY2N
by RAA = 0 and BLB = 0. Hence
MM+RAED+D = MM+MY2DD+D = MY2D = RAE,
CC+ELBN+N = CC+CY2NN+N = CY2N = ELB,
i.e., (2.8) holds.
(2) ⇒ (1) :Weshowthat apair ofmatricesX1 andX2 having the formof (2.9) and (2.10), respectively,
are a pair solution of system (1.7) under the hypotheses (2.2), (2.6) and (2.7). Note, by (2.2) and (2.6),
that
A+
1
C1B1 + LA1C2B+1 B1 = A+1 A1C2 + LA1C2 = C2,
A+
2
C3B2 + LA2C4B+2 B2 = A+2 A2C4 + LA2C4 = C4.
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It is easy to verify that X1 having the form of (2.9) is a solution of (2.1), and X2 having the form of (2.10)
is a solution of (2.11). Nowwe show that (2.13) holds for X1 and X2 mentioned above. Because ALA = 0
and RDD = 0, we have
A3X1B3 = A3A+1 C1B3 + AC2B+1 B3 + AA+EB+B − AA+CM+RAEB+B
−AA+SC+ELBN+DB+B − AA+SVRNDB+B,
A4X2B4 = A4A+2 C3B4 + CC4B+2 B4 + CM+RAE
+SC+ELBN+D + SVRND. (2.14)
It follows from RAS = RACLM = MLM = 0 and DB+B = D − N that
AA+S = S, AA+SVRNDB+B = SVRND. (2.15)
By the third equality of (2.7), i.e., ELBLN = 0,
−AA+SC+ELBN+DB+B + SC+ELBN+D
= SC+ELBN+DLB = SC+ELBN+N = SC+ELB. (2.16)
In view of the definition of S,
CM+M = C − S. (2.17)
Therefore by the last equation of (2.7), i.e., RCELB = 0, we have the following
CM+RAELB = CM+RACC+ELB = CM+MC+ELB = (C − S)C+ELB = ELB − SC+ELB.
So it follows from AA+C = C − M and the ﬁrst equality of (2.7), i.e., RMRAE = 0 that
−AA+CM+RAEB+B + CM+RAE = (M − C)M+RAEB+B + CM+RAE
= RAEB+B + CM+RAELB
= RAEB+B + ELB − SC+ELB
yielding
AA+EB+B − AA+CM+RAEB+B + CM+RAE = E − SC+ELB (2.18)
by AA+EB+B = E − ELB − RAEB+B. It follows from (2.14), (2.15), (2.16), (2.18), and the definition of E that
A3X1B3 + A4X2B4 = A3A+1 C1B3 + AC2B+1 B3 + E + A4A+2 C3B4 + CC4B+2 B4 = Cc .
Nowwe show that if system (1.7) is consistent, i.e., (2) or (3) holds, then its general solution can be
expressed by (2.9) and (2.10). In (2) ⇒ (1), we have shown that the pair of matrices X1 and X2 having
the form of (2.9) and (2.10), respectively, forms a pair solution of (1.7). So it is sufﬁcient to prove that
for an arbitrary solution, say, (X01,X02), of (1.7), X01 and X02 can be expressed in the form (2.9) and
(2.10), respectively. For (2.9) and (2.10), let
X0 = A+(E − CY0D)B+ + LAU + ZRB, (2.19)
Y0 = M+RAED+ + LMS+SC+ELBN+ + LM(V − S+SVNN+) + WRD. (2.20)
Then (2.9) and (2.10) become, respectively, the following
X1 = A+1 C1 + LA1C2B+1 + LA1X0RB1 , (2.21)
X2 = A+2 C3 + LA2C4B+2 + LA2Y0RB2 . (2.22)
Suppose that (X01,X02) is an arbitrary solution of system (1.7), then it can be veriﬁed that
AX01B + CX02D = E. (2.23)
Put
U = X01BB+, V = X02DD+, W = X02, Z = X01. (2.24)
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By (2.23),
CX02N = CX02DLB = CX02D − (E − AX01B)B+B = ELB.
Hence
LMS
+SX02DD+NN+ = LMS+SC+ELBN+. (2.25)
In fact, by the last equality of (2.7) and (2.17),
LMS
+SX02DD+NN+ = LMS+CLMX02NN+
= LMS+CX02NN+ − LMS+CM+RACX02NN+
= LMS+ELBN+ − LMS+CM+RAELBN+
= LMS+ELBN+ − LMS+CM+RACC+ELBN+
= LMS+ELBN+ − LMS+CM+MC+ELBN+
= LMS+ELBN+ − LMS+(C − S)C+ELBN+
= LMS+SC+ELBN+.
Therefore, inserting (2.24) into (2.19) and (2.20), respectively, and using (2.23) and (2.25), we get
Y0 = M+RAED+ + LMS+SC+ELBN+ + LMX02DD+
−LMS+SX02DD+NN+ + X02RD
= X02 + M+RAED+ − M+MX02DD+
= X02 + M+RAED+ − M+RACX02DD+
= X02.
and
X0 = A+(E − CX02D)B+ + LAX01BB+ + X01RB
= A+AX01BB+ + X01BB+ − A+AX01BB+ + X01 − X01BB+
= X01.
Clearly,
X01 = A+1 C1 + LA1C2B+1 + LA1X01RB1 ,X02 = A+2 C3 + LA2C4B+2 + LA2X02RB2 .
This implies that X01 and X02 can be expressed as (2.21) and (2.22), i.e., (2.9) and (2.10), respectively,
where U = X01BB+,V = X02DD+,W = X02, Z = X01. 
Remark 2.1. By Wang [40], the solvability conditions and the expression of the general solution of
(1.7) can be generalized to a regular ring with identity.
Lemma 2.4 (Theorem 3.1 in [39]). Under the conditions of Theorem 2.3, system (1.7) is consistent if and
only if
A1C2 = C1B1, A2C4 = C3B2, (2.26)
r
[
A1, C1
] = r(A1), r [A2, C3] = r(A2), (2.27)
r
[
B1
C2
]
= r(B1), r
[
B2
C4
]
= r(B2), (2.28)
r
⎡
⎣A1 0 C1B3A3 A4C4 Cc
0 B2 B4
⎤
⎦ = r
⎡
⎣A1 0 0A3 0 0
0 B2 B4
⎤
⎦ , (2.29)
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r
⎡
⎣A2 0 C3B4A4 A3C2 Cc
0 B1 B3
⎤
⎦ = r
⎡
⎣A2 0 0A4 0 0
0 B1 B3
⎤
⎦ , (2.30)
r
⎡
⎣ B1 0 B30 B2 B4
A3C2 A4C4 Cc
⎤
⎦ = r
[
B1 0 B3
0 B2 B4
]
, (2.31)
r
⎡
⎣C1B3 A1 0C3B4 0 A2
Cc A3 A4
⎤
⎦ = r
⎡
⎣A1 00 A2
A3 A4
⎤
⎦ . (2.32)
Now we consider the some special cases of system (1.7). By Theorem 2.3 and Lemma 2.4, we have
the following results on system (1.6).
Corollary 2.5. Let Aa ∈ Hm×n, Bb ∈ Hr×s, Ca ∈ Hm×r , Cb ∈ Hn×s, Ac ∈ Hl×n, Bc ∈ Hr×u, Cc ∈ Hl×u be
known and X ∈ Hn×r unknown; A = AcLAa ,B = RBbBc , E = Cc − AcA+a CaBc − ACbB+b Bc .
Then the following statements are equivalent:
(1) System (1.6) is solvable.
(2) The following equalities are satisﬁed
RAaCa = 0, CbLBb = 0, AaCb = CaBb, RAE = 0, ELB = 0.
(3) The following equalities are satisﬁed
AaCb = CaBb, r
[
Aa, Ca
] = r(Aa), r
[
Bb
Cb
]
= r(Bb),
r
[
Aa CaBc
Ac Cc
]
= r
[
Aa
Ac
]
, r
[
Bb Bc
AcCa Cc
]
= r [Bb, Bc] .
In this case, the general solution of system (1.6) can be expressed as
X = A+a Ca + LAaCaB+b + LAaA+EB+RBb + LAa (LAU + VRB)RBb ,
where U,V are arbitrary matrices over H with appropriate sizes.
Remark 2.2. Corollary 2.5 is the main result of [41].
The next corollary follows from letting Ai,Bi,Cj (i = 1, 2; j = 1, 2, 3, 4) vanish in Theorem 2.3 and
Lemma 2.4.
Corollary 2.6. Let A3 ∈ Hl×n,B3 ∈ Hr×u,A4 ∈ Hl×p,B4 ∈ Hq×u,Cc ∈ Hl×u be known and X1 ∈ Hn×r ,X2 ∈
Hp×q unknown; M = RA3A4,N = B4LB3 , S = A4LM . Then the following statements are equivalent:
(1) The system
A3X1B3 + A4X2B4 = Cc (2.33)
is solvable.
(2) RMRA3Cc = 0,RA3CcLB4 = 0,CcLB3LN = 0,RA4CcLB3 = 0.
(3) MM+RA3CcB
+
4
B4 = RA3Cc ,A4A+4 CcLB3N+N = CcLB3 .
(4) The following rank equalities are satisﬁed
r
[
A3 Cc
0 B4
]
= r
[
A3 0
0 B4
]
, r
[
A4 Cc
0 B3
]
= r
[
A4 0
0 B3
]
,
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r
[
Cc , A3, A4
] = r [A3, A4] , r
⎡
⎣B3B4
Cc
⎤
⎦ = r
[
B3
B4
]
.
In this case, the general solution of (2.33) can be expressed as
X1 = A+3 CcB+3 − A+3 A4M+RA3CcB+3
−A+
3
SA+
4
CcLB3N
+B4B+3 − A+3 SVRNB4B+3 + LA3U + ZRB3 ,
X2 = M+RA3CcB+4 + LMS+SA+4 CcLB3N+ + LM(V − S+SVNN+) + WRB4
where U,V ,W , Z are arbitrary matrices over H with appropriate sizes.
Remark 2.3. Corollary 2.6 revises a careless error of the expression (3.5) in [40]. Moreover, the expres-
sion (3.6) in [40] should be the following
X = P+RCEB+ + LP(V1 − S+1 S1V1QQ+) + LPS+1 S1A+ELDQ+ + W1RB,
Y = C+(E − AXB)D+ + LCU1 + Z1RD.
3. (P,Q )-symmetric solution to system (1.6)
In this section,weﬁrst give a representation of a (P,Q )-symmetricmatrix overH, then use Theorem
2.3 to consider the (P,Q )-symmetric solution to system (1.6). We begin with the following.
Lemma 3.1 (Theorem 2.1 in [39]). Let P ∈ Hn×n be an involution and G =
[
In + P
In
]
. Then we have the
following.
(i) G can be reduced into
[
N 0
 M
]
,where N is a full column rank matrix of size n × r and r = r(In + P),
by applying a sequence of elementary column operations on G.
(ii) Put T = [M, N] , then T is invertible and
P = T
[
Ir 0
0 −In−r
]
T−1. (3.1)
Now we turn our attention to establishing the criteria for a (P,Q )-symmetric matrix and a (P,Q )-
skewsymmetric matrix over H.
Deﬁnition 3.1. Let A ∈ Hn×m and P,Q be quaternionic involutions i.e., P2 = In,Q2 = Im.
(1) A is (P,Q )-symmetric if PAQ = A. In particular, A ∈ Hn×n is P-symmetric if A = PAP.
(2) A is (P,Q )-skewsymmetric if PAQ = −A. In particular, A is P-skewsymmetric if A = −PAP.
We use the symbolSHn×m(P,Q ) (orHn×ms (P,Q )) to denote the set of all n × m(P,Q )-symmetric (or
(P,Q )-skewsymmetric) matrices.
Let P ∈ Hn×n and Q ∈ Hm×m be involutions. By Lemma 3.1, we assume P,Q to be decomposed as
P = U−1
[
Ir1 0
0 −In−r1
]
U, Q = V−1
[
Ir2 0
0 −Im−r2
]
V , (3.2)
where U and V are invertible. We have the following.
Theorem 3.2. Let A ∈ Hn×m and P,Q be deﬁned by (3.2). Then
(1) A ∈ SHn×m(P,Q ) if and only if A can be expressed as
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A = U−1
[
A1 0
0 A2
]
V , (3.3)
where A1 ∈ Hr1×r2 , A2 ∈ H(n−r1)×(m−r2).
(2) A ∈ Hn×ms (P,Q ) if and only if A can be expressed as
A = U−1
[
0 M
N 0
]
V , (3.4)
where M ∈ Hr1×(m−r2), N ∈ H(n−r1)×r2 .
Proof. (1) By the deﬁnition of A ∈ SHn×m(P,Q ) and (3.2), we have
A = PAQ = U−1
[
Ir1 0
0 −In−r1
]
UAV−1
[
Ir2 0
0 −Im−r2
]
V , (3.5)
i.e.,
UAV−1 =
[
Ir1 0
0 −In−r1
]
UAV−1
[
Ir2 0
0 −Im−r2
]
. (3.6)
Put
UAV−1 =
[
A1 A12
A21 A2
]
, (3.7)
where A1 ∈ Hr1×r2 ,A12 ∈ Hr1×(m−r2),A21 ∈ H(n−r1)×r2 , and A2 ∈ H(n−r1)×(m−r2). Substituting (3.7) into
(3.6), we have[
A1 A12
A21 A2
]
=
[
Ir1 0
0 −In−r1
] [
A1 A12
A21 A2
] [
Ir2 0
0 −Im−r2
]
=
[
A1 −A12
−A21 A2
]
yielding A12 = 0,A21 = 0. Therefore, (3.5) becomes (3.3).
Conversely, if (3.3) holds, it is easy to verify that A is (P,Q )-symmetric.
Similarly, we can prove (2). 
Now we consider the (P,Q )-symmetric solution to system (1.6), where Aa ∈ Ht×n,Bb ∈ Hm×s,Ca ∈
Ht×m,Cb ∈ Hm×s,Ac ∈ Hl×n,Bc ∈ Hm×u,Cc ∈ Hl×u are known and X ∈ SHn×m(P,Q ) is unknown and
P ∈ Hn×n,Q ∈ Hm×m are deﬁned as in (3.2).
Assume that
X = U−1
[
X1 0
0 X2
]
V , (3.8)
X1 ∈ Hr1×r2 , X2 ∈ H(n−r1)×(m−r2). Suppose that
AaU
−1 = [A1,A2], CaV−1 = [C1,C3] , (3.9)
VBb =
[
B1
B2
]
, UCb =
[
C2
C4
]
, (3.10)
AcU
−1 = [A3,A4], VBc =
[
B3
B4
]
, (3.11)
whereA1 ∈ Ht×r1 ,A2 ∈ Ht×(n−r1),C1 ∈ Ht×r2 ,C3 ∈ Ht×(m−r2),B1 ∈ Hr2×s,B2 ∈ H(n−r)×s C2 ∈ Hr1×s,C4 ∈
H(n−r1)×s,A3 ∈ Hl×r1 ,A4 ∈ Hl×(n−r1) and B3 ∈ Hr2×u, B4 ∈ H(m−r2)×u. Then by Theorem3.2, system (1.6)
has a (P,Q )-symmetric solution X if and only if system (1.7) has a solution (X1,X2). Therefore, by
Theorem 2.3 and Lemma 2.4, we have the following.
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Theorem 3.3. Suppose that Aa ∈ Ht×n,Bb ∈ Hm×s,Ca ∈ Ht×m,Cb ∈ Hm×s,Ac ∈ Hl×n,Bc ∈ Hm×u,
Cc ∈ Hl×u are known and X ∈ SHn×m(P,Q ) unknown; Ai,Bi,Ci(i = 1, 2, 3, 4) are deﬁned by (3.9), (3.10)
and (3.11). Then the following statements are equivalent:
(1) System (1.6) has a solution X ∈ SHn×m(P,Q ).
(2) The equalities in (2.6) and (2.7) hold.
(3) The equations in (2.6) and (2.8) hold.
(4) Eqs. (2.26)–(2.32) hold. In this case, the (P,Q )-symmetric solution of (1.6) can be expressed as (3.8),
where X1 and X2 are the same as (2.9) and (2.10).
Remark 3.1. (1) Similarly, we can investigate (P,Q )-skewsymmetric solution to system (1.6).
(2) Letting Bb,Cb vanish in Theorem 3.3, we can obtain the corresponding results to system (1.5).
4. An algorithm and a numerical example
We give an algorithm for ﬁnding the (P,Q )-symmetric solution to system (1.6). We also present a
numerical example to illustrate our results.
Based on Lemma 3.1 and Theorems 2.3 and 3.3, we propose the following algorithm for solving the
(P,Q )-symmetric solution to system (1.6).
Algorithm 4.1. (1) Input Aa ∈ Ht×n,Bb ∈ Hm×s,Ca ∈ Ht×m,Cb ∈ Hm×s,Ac ∈ Hl×n,Bc ∈ Hm×u,
Cc ∈ Hl×u and the involutions P ∈ Hn×n and Q ∈ Hm×m.
(2) Compute r1, r2,U and V : Applying a sequence of elementary column operations on G =
[
In + P
In
]
till G is reduced into
[
N 0
∗ M
]
, where N is a full column rank matrix of size n × r1. Then U−1 =
[M, N]. Similarly, we can get r2 and V
−1.
(3) Partition the matrices AaU
−1,CaV−1, VBb,UCb,AcU−1 and VBc by (3.9)–(3.11).
(4) Compute the matrices A,B,C,D,M, N, S, E by (2.4) and (2.5).
(5) Check whether (2.26)–(2.32) hold or not. If all hold, then go into the following.
(6) Compute X1,X2 by (2.9) and (2.10).
(7) Compute X by (3.8).
Example 4.1. Given the involutions:
P =
⎡
⎢⎢⎣
1 0 0 0
k −1 0 j
0 0 −1 0
0 0 0 1
⎤
⎥⎥⎦ , Q =
⎡
⎢⎢⎣
1 0 0 0
i −1 0 0
0 0 1 0
0 0 k −1
⎤
⎥⎥⎦ ,
and the parameter matrices
Aa =
[
2 − 0.5k, 1, k, 2i − 0.5j] , Ca = [−0.5i + 2j, 1, −0.5i, j] ,
Cb =
[
0.25 − 0.25j + 0.25k, 0.5 − 0.25i − j, −i − 0.5j − 0.5k, −0.25i − 0.25j + 0.25k]∗ ,
Bb =
[
0.5, −0.25i − j, −0.5j, 1 + 0.25i]∗ , Ac = [2.5, k, j, 0.5i] ,
Bc =
[
0.5, 1 − 0.25i, −0.5k, −0.25 − i]∗ , Cb = 1 − 0.5i + 1.5j + 0.5k.
By Algorithm 4.1, we obtain the invertible matrices
U =
⎡
⎢⎢⎣
2 0 0 0
0 0 0 2
0 0 1 0
−0.5k 1 0 −0.5j
⎤
⎥⎥⎦ , V =
⎡
⎢⎢⎣
2 0 0 0
0 0 2 0
−0.5i 1 0 0
0 0 −0.5k 1
⎤
⎥⎥⎦
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such that (3.2) holds. According to Theorem 3.3, we obtain
A1 =
[
1, i
]
, A2 =
[
k, 1
]
, A3 =
[
1, 0
]
, A4 =
[
j, k
]
,
B1 =
[
1, −j]∗ , B2 = [−j, 1]∗ , C1 = [j, 0] ,
C3 =
[
1, j
]
B3 =
[
1, −k]∗ , B4 = [1, −i]∗ ,
C2 =
[
0.5 − 0.5j + 0.5k, −0.5i − 0.5j + 0.5k]∗ ,
C4 =
[−i − 0.5j − 0.5k 0.5 − 0.5i − j]∗ .
Eqs. (2.26)–(2.32) hold. Then system (1.7) with the above parametric matrices is consistent and the
expression of the general solution is
X1 =
[
x1 x2
x3 x4
]
, X2 =
[
y1 y2
y3 y4
]
,
x1 = 0.5 + 0.5j + 0.5k − 0.125[(1 + j)v1(1 − i − j + k) + (i + k)v2(1 − i − j + k)
+(1 + j)v3(1 + i + j + k) + (i + k)v4(1 + i + j + k)],
x2 = −i − 0.125[(1 + j)v1(1 − i + j − k) + (i + k)v2(1 − i + j − k)
+(1 + j)v3(1 + i − j − k) − (i + k)v4(1 + i − j − k)],
x3 = 0.5i − 0.5j − 0.5k − 0.125[(i + k)v1(1 − i − j + k) − (1 + j)v2(1 − i − j + k)
+(i + k)v3(1 + i + j + k) − (1 + j)v4(1 + i + j + k)],
x4 = 1 − 0.125[(i + k)v1(1 − i + j − k) − (1 + j)v2(1 − i + j − k)
−(i + k)v3(1 + i − j − k) + (1 + j)v4(1 + i − j − k)],
y1 = 0.25 + 0.25i − 0.5k + 0.25(v1 + kv2 + v3j + kv4j),
y2 = 0.5i + 0.25j + 0.25k − 0.25(v1j + kv2j − v3 − kv4),
y3 = 0.5 − 0.25j − 0.25k − 0.25(kv1 − v2 + kv3j − v4j),
y4 = 0.25 + 0.25i + 0.5j + 0.25(kv1j − v2j − kv3 + v4),
where v1, v2, v3, v4 are arbitrary quaternions. Hence the general expression of (P,Q )-symmetric solu-
tion to system (1.6) is X = (aij)4×4, where
a11 = 0.5 + 0.5j + 0.5k − 0.125[(1 + j)v1(1 − i − j + k) + (i + k)v2(1 − i − j + k)
+(1 + j)v3(1 + i + j + k) + (i + k)v4(1 + i + j + k)],
a13 = −i − 0.125[(1 + j)v1(1 − i + j − k) + (i + k)v2(1 − i + j − k)
−(1 + j)v3(1 + i − j − k) − (i + k)v4(1 + i − j − k)],
a21 = −0.75i + 0.125j − 0.125k + 0.125(kv1i − v2i − kv3k + v4k),
a22 = 0.5 − 0.25j − 0.25k − 0.25(kv1 − v2 + kv3j − v4j),
a23 = −25i + 0.125j − 0.125k − 0.125(kv1i − v2i − kv3k + v4k),
a24 = 0.25 + 0.25i + 0.5j + 0.25(kv1j − v2j − kv3 + v4),
a31 = 0.125 − 0.125i + 0.25j − 0.125(v1i + kv2i − v3k − kv4k),
a32 = 0.25 + 0.25i − 0.5k + 0.25(v1 + kv2 + v3j + kv4j),
a33 = 0.125 − 0.125i + 0.25j + 0.125(v1i + kv2i − v3k − kv4k),
a34 = 0.5i + 0.25j + 0.25k − 0.25(v1j + kv2j − v3 − kv4),
a41 = 0.5i − 0.5j − 0.5k − 0.125[(i + k)v1(1 − i − j + k) − (1 + j)v2(1 − i − j + k)
+(i + k)v3(1 + i + j + k) − (1 + j)v4(1 + i + j + k)],
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a43 = 1 − 0.125[(i + k)v1(1 − i + j − k) − (1 + j)v2(1 − i + j − k)
−(i + k)v3(1 + i − j − k) + (1 + j)v4(1 + i − j − k)],
a12 = 0,
a14 = 0,
a42 = 0,
a44 = 0
and v1, v2, v3, v4 are arbitrary quaternions.
5. Conclusions
Wehave derived somenewnecessary and sufﬁcient conditions for the existence and the expression
of the general solution to system (1.7) over H. As special cases, the corresponding results on (1.6)
and (2.33) over H are presented. Using the results on system (1.7), we have established necessary
and sufﬁcient conditions for the existence of a (P,Q )-symmetric solution to system (1.6) over H. The
expression of such a solution to this system has also been given when its solvability conditions are
satisﬁed. Moreover, we have given an algorithm and a numerical example to illustrate themain results
of this paper. Note that our method presented in this paper overcomes the difﬁculty arising from the
noncommutative multiplication of H. The approach and the results can also be generalized to any
regular ring with identity by [40].
Finally, we give some further research topics related to this paper as follows:
(1) Find the maximal and minimal ranks of the general solution to system (1.7) over H.
(2) Investigate the independence of a pair solutions X1 and X2 to system (1.7) over H, where the
independence means that for any two pairs of solutions X1, X2 and X3,X4 of (1.7), the two new
pairs X1,X4 and X3,X2 are also solutions to (1.7).
(3) Find the least-norm of the general solution of (1.7).
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