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Boosted regression tree settings and diagnostics
Boosted regression trees (BRTs) allow flexibility in specified tree complexity, learning rate, and bag fraction. Tree complexity determines the number of interactions fitted in the modeling process. Learning rate (also known as the shrinkage parameter) controls the contribution of each tree added to the model. Reducing the learning rate will increase the number of trees used in the model. Bag fraction determines the number of observations used for the training set (without replacement) for each tree fitted. This adds a stochastic component to the modeling process, which improves model performance by reducing variance in the final model. We used the following default settings for each of our BRT models: tree complexity = 5, learning rate = 0.01, bag fraction = 0.75. We chose a bag fraction on the upper end of the suggested range (0.5 -0.75) because of the relatively small number of sites in our dataset. When these settings did not result in 1000 or more trees, we decreased the learning rate incrementally until 1000 or more trees were obtained (25). We used the function 'gbm.step' from the program R (version 3.0.1) (56) package 'dismo' version 0.8-17 (57) which has a built in 10-fold cross-validation to determine the ideal number of trees (61). Predictive deviance is measured as the mean deviance from the held-out data in all folds. We used this as our primary measure of model performance. Deviance is a likelihood-based metric that describes the loss in predictive performance as a result of a suboptimal model and is relative to the scale of the response variable and therefor not directly comparable between temperature metrics. We also tested the correlation between predicted and observed temperature metrics using 10% independent 'test' data (10-fold cross validation). These tests thus represent an entirely independent test of model performance. If overfitting occurred, these tests should show low correlations between predicted and observed values.
Relative variable importance
We assessed the contribution of each category of predictor variables (ELV, TOPO, VEG) to explained variance in temperature metrics by summing the relative importance (RI) values of the variables in each category. Relative importance values are based on the frequency that a predictor variable is chosen for splitting (weighted by the squared improvement to the model) while growing trees. Non-informative predictors have minimal influence on prediction (25). To determine the direction and nature of the relationships between the temperature metrics and the most influential individual predictor variables (>2% RI), we examined the partial dependence plots for visualization of the fitted functions. Partial dependence plots show the effect of a predictor variable on the temperature response after the average effects of all other variables have been accounted for (25). We created a predicted spatial map for each temperature metric using the final BRT models and raster layers for each predictor variable. Finally, we identified important interactions between predictors.
Spatial autocorrelation
Spatial autocorrelation is a common attribute of most ecological datasets (62), particularly those characterized by broad-scale environmental gradients. In order to test whether spatial autocorrelation was present in our dataset we calculated Moran's I on the residuals for each BRT model using the 'correlog' function in the 'ncf' package in R (63). We chose a lag interval of 500m and resampled 1000 times. We report these values (which vary between -1 and 1) along with their associated P-values (table S1).
Environmental variables
All environmental variables were derived from GIS layers available for the Andrews Forest. We included a total of 19 predictor variables to model temperature metrics (table S5) at two spatial scales (25-m, and 250-m radius around the sample point). We chose the two spatial scales to represent 1) the local conditions right around the sensor (25-m radius) and 2) stand-level conditions around the point (250-m radius).
We categorized the variables as pertaining to elevation (ELV), microtopography (TOPO) or vegetation (VEG). The ELV category consisted of the mean elevation at each of two spatial scales (25-m, and 250-m). The TOPO category included predictors that represent variability in elevation, slope, aspect, and a topographic index that describes the relative position of the sample point in relation to the surrounding area at the two spatial scales (25 and 250-m). We calculated this by subtracting the mean elevation within both radii from the elevation value at the sample point (64). Negative numbers indicate that a point is lower than the surrounding area and positive numbers indicate the reverse. Variables derived from the Light Detection And Ranging (LiDAR) dataset included: 1) Canopy height (CH), 2) % cover mid-canopy (2-10m) and upper canopy (>10m), 3) Biomass, 4) Coefficient of variation in canopy height, 5) Height of median return (HOME) and 6) Vertical distribution ratio (VDR). HOME describes the height at which the bulk of the canopy exists (65). VDR is an index of vertical distribution of intercepted canopy components (65). It is calculated as follows: [CH -HOME]/CH. Lower VDR values represent a shorter distance between CH and HOME, indicating a larger understory canopy component (65).
Basal area and canopy cover
We compared plantation and old-growth/mature forests for two on-the-ground vegetation measurements: basal area (as an index of biomass) and canopy cover (to measure light canopy gaps). During May-July 2010 we conducted on-the-ground vegetation plots at all of our sample points. To measure basal area, we conducted prism counts using a 10-factor English units prism.
At each point, prism sweeps were done at 3 subplots within 50m of the center point and then averaged. We used a densiometer to quantify percent canopy cover. We took four measurements in the cardinal directions at each of the three sub-plots and used the average value.
Logger details, calibration and data cleaning
At the majority of the sites (n=167) we used HOBO pendant data loggers (Onset HOBO Pendant Temperature/Light Data Logger 64K, model UA-002-64 [ fig. S7 ]). At 16 sites we employed HOBO water temperature data loggers (Onset HOBO Water Temperature Pro v2 Data Logger, model U22-001). All units were calibrated by submersion in both hot (20.3°C) and cold (with ice, 0°C) water prior to deployment. Occasional malfunctioning units and seasonal snow cover created gaps in our dataset. Additionally, extreme anomalous values were occasionally produced by the units. To address these issues before we performed any analysis with the data we processed the data as described in the following section (Temperature data processing) before all statistical analysis.
Temperature data processing
We first compiled offloaded files into a continuous time series by site. We used a Python script (http://www.python.org) to flag, clean, average, and fill datasets. Flagging identified several problems including no data, incorrect logging intervals, extreme values, jumps in values, and periods when the logger was under snow. Data for which the logger had recorded date and time but no temperature were flagged as no data. Incorrect logging intervals, those not separated by the programmed interval of 15 or 20 minutes, were commonly associated with missing values and were flagged for easy identification. Values outside of the sensor range (-20° to 70°C) were flagged as extreme. Jumps in values were defined as a change in temperature of >5°C in one time interval and appeared to be related to infrequent faulty readings. Our method for flagging snow cover used a forward 'rolling window' approach. If the variation in temperatures within a 24-hr period was <0.5°C and the temperatures <1°C, we considered that time period to indicate that snow covered the data logger. To account for the forward rolling window, we also flagged periods in which snow was present in the past 24-hrs.
After flagging, we removed all flagged data with the exception of incorrect logging intervals. We used these cleaned files and averaged the data hourly, noting the number of readings that contributed to each hourly value. We saved each cleaned hourly value to use for filling. Each cleaned file was regressed against all other files using a linear regression (via the Python 'NumPy' package). We then preferentially filled the missing data in each file using cleaned (unfilled) data from the site with the regression that yielded the best fit. Thus, for example, a site with an r 2 of 0.99 was used before a site with an r 2 of 0.98. Predicted values were calculated using the selected regression equation and were included in the filled dataset along with the corresponding regression and fit for quality control. This filling continued until all of the gaps present in the data set were filled. in the model. Sites with a larger range in elevation (i.e., steep slopes; A) and more topographic exposure (B) accumulate more degree days from January-March (2013). Sites located in exposed areas (C) also are more variable in temperature during this period, when persistent cold air pools in topographic low spots are more common than later in the year. Aspect played a large role in determining the maximum temperature of sites with north-facing slopes being coolest (D, 2012) . BRT model residuals (Moran's I and P) . In order to reach 1000 trees for some models, we were required to reduce the learning rate below 0.01 (the suggested starting value for this parameter). The 'Units' and 'Transf' columns indicate the temperature metric units and any transformation done before modeling. 
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