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Re´sume´
Avec les progre`s instrumentaux des instruments de´die´s a` l’astronomie re´alise´s durant les
dernie`res de´cennies et a` venir, toujours plus de mole´cules sont de´couvertes, et les spectres obte-
nus sont de plus en plus pre´cis. Pour interpre´ter ce foisonnement de donne´es et en de´duire les
conditions physico-chimiques des milieux astrophysiques observe´s, il faut donc des donne´es fon-
damentales sur les processus en jeu, jusqu’au niveau microscopique. En particulier, les collisions
ine´lastiques entre mole´cules jouent un roˆle important dans le peuplement des niveaux quantiques
de ro-vibration des mole´cules qui sont observe´es. La probabilite´ pour qu’une mole´cule passe, par
collision, d’un niveau a` un autre a` une tempe´rature de milieu fixe´e est relie´e a` un nombre, le taux
de collision. Vu la diversite´ des milieux observe´s, on doit connaˆıtre les taux pour une gamme de
tempe´ratures allant de 5 a` plusieurs milliers de kelvins. Les expe´riences ne permettant pas de
sonder un domaine aussi vaste, la connaissance des taux repose essentiellement sur les me´thodes
the´oriques. Plusieurs e´tapes sont ne´cessaires pour calculer un taux de collision : 1. une surface
d’e´nergie potentielle (calcul ab initio), 2. un ajustement analytico-nume´rique de cette surface, et
3. un calcul de collision donnant une fine description des sections efficaces et de leurs re´sonances.
Pour les sections efficaces, les calculs quantiques exacts e´tant limite´s aux basses tempe´ratures
pour des raisons de couˆt nume´rique, il faut a` plus haute tempe´rature recourir a` des me´thodes ap-
proche´es. Diverses approximations quantiques, ainsi que la me´thode Monte Carlo quasi-classique
sont employe´es dans cette the`se.
La pre´cision des taux est ici un des points centraux. Ceci, aussi bien dans la recherche d’un
maximum de pre´cision, que dans la caracte´risation du besoin et du couˆt de la pre´cision dans les
calculs que nous menons. Sur CO-H2, syste`me de grand inte´reˆt astrophysique et de´ja` amplement
e´tudie´, nous illustrons l’importance e´gale des trois e´tapes pre´cite´es du calcul dans la pre´cision
finale des taux. Sur HC3N-H2, nous parvenons pour la premie`re fois a` faire un ajustement du
potentiel sur base sphe´rique, nous permettant un traitement quantique des collisions, lui aussi
ine´dit. De fortes re`gles de se´lection quantiques (absentes au niveau classique) sont observe´es,
qui devraient jouer un roˆle dans la mode´lisation astrophysique de cette mole´cule. Ces re´sultats
sont en principe transposables a` toutes les grosses mole´cules line´aires. Finalement, nous de´ve-
loppons pour H2O-H2 une surface de potentiel a` neuf dimensions incluant toutes les vibrations.
L’ajustement original et pre´cis de cette surface nous permet de statuer sur le choix optimal de
ge´ome´tries internes pour une mole´cule rigide, ainsi que de calculer des taux de ro-vibration.
Plus grands d’un ordre de grandeur que les anciens re´sultats, ils modifieront l’interpre´tation des
observations, notamment celles a` venir mene´es par le satellite Herschel.
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Summary
The advances made in the field of instruments dedicated to astronomy during the last de-
cades and those forthcoming lead to the discovery of an ever growing number of molecules and
molecular transitions, the observed spectra becoming more and more precise. To obtain a proper
interpretation of this wealth of data and derive physical structure and chemical abundances of
the observed media, fundamental data is required to describe the ongoing processes, down to the
microscopic scale. In particular, the inelastic collisions between molecules play an important role
in the populating of the rovibrational quantum levels which are observed. The probability for a
molecule to transit from one state to another via molecular collisions at a given temperature is
related to a number, the collisional rate coefficient. The range of physical conditions reigning in
astrophysics requires the knowledge of collisional rates between 5 and a few thousand Kelvin.
As experiments generally do not cover such a wide range, the knowledge of rates heavily relies
on theoretical calculations. The computation of a rate coefficient goes though three steps : 1. A
potential energy surface (ab initio calculation), 2. an analytic-numeric fit of this surface and 3.
a collision calculation giving a precise description of the cross sections and their resonances. For
the cross sections, exact quantum calculations are limited to low temperatures because of com-
putational cost limitations. At higher temperatures, one thus has to resort to approximations.
Various quantum approximations, as well as Monte Carlo quasi-classical approaches are used in
this thesis.
The precision of rate coefficients is one the central points, here. First, through the quest for
the maximum precision and second, through the characterization of the need for and cost of pre-
cision in the calculations we carry out. CO-H2 is a widely studied system, of great astrophysical
interest. We illustrate through its study the equal importance of the three aforementioned steps
in the final precision of rates. On the HC3N-H2 system, we succeed for the first time in fitting the
potential on a spherical basis set, allowing for a quantum treatment of the collision, also never yet
published. Strong selection rules (absent at the classical level) are observed, which should play a
role in the astrophysical modeling of this molecule. These results are in principle transferable to
any large linear molecule. Finally, we build for the H2O-H2 system a nine-dimensional potential
energy surface including all vibrations. The original and precise fit of this surface allows us to
rule on the optimal choice of internal geometries for a rigid molecule, as well as to compute
rovibrational rate coefficients. The latter, being one order of magnitude larger than the previous
results, will also modify the interpretation of observations, notably those of the forthcoming
Herschel satellite.
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Pre´ambule
Cette the`se a pour objet principal l’e´tude des collisions mole´culaires non re´actives a` basse
e´nergie (E < 1000 cm−1). Elle est motive´e presque uniquement par des objectifs astrophy-
siques : choix des syste`mes, re´gime collisionnel (tempe´rature), approximations, sont guide´s par
cette perspective. Cependant, le travail pre´sente´ n’est pas a` proprement parler de nature astro-
physique : pas de mode´lisation ou d’observations a` se mettre sous la dent dans ce manuscrit ; il
s’approche davantage de la physique mole´culaire. Les motivations astrophysiques de ce travail
seront e´tablies dans l’introduction.
Mais avant cela, il convient de le situer dans le contexte temporel, car les sujets traite´s furent
en partie de´pendants de ce cadre.
Contexte chronologique
D’un point de vue chronologique, cette the`se se situe dans la phase pre´paratoire de deux
grands instruments consacre´s au domaine submillime´trique. Le premier, Herschel (ou HSO1),
sera un observatoire spatial avec pour objectifs scientifiques les questions de formation stellaire
et galactique. C’est une mission de l’agence spatiale europe´enne (ESA). Il sera e´quipe´ en sorte
de pouvoir fournir imagerie spectrome´trique et spectroscopie dans le domaine infrarouge et
submillime´trique (de 57 a` 670 µm). Il sera situe´ au point de Lagrange L2 Terre-Soleil. Son
lancement est pre´vu en 2008, et la mission devrait durer trois ans. A garder en me´moire pour la
suite, l’e´tude de l’eau est un des programme-cle´ de cette mission.
Le second grand instrument, le´ge`rement plus e´loigne´ dans le temps, est le projet ALMA2.
C’est un projet d’interfe´rome`tre gigantesque d’une soixantaine de radiote´lescopes mobiles de 7
et 12 me`tres de diame`tre chacun, situe´s sur le plateau d’Atacama, au Chili. Le projet est un
consortium des agences spatiales europe´enne, ame´ricaine et nipponne. Du point de vue mole´cu-
laire, il permettra notamment d’observer quantite´ de raies, et meˆme des raies extragalactiques
de CO et HCN. Rappelons que la pre´sence de mole´cules dans l’atmosphe`re terrestre bloque par
absorption une partie du signal que nous pourrions recevoir de l’exte´rieur. Ainsi, la pre´sence
d’eau en quantite´ rend son observation depuis le sol difficile. Les mole´cules sont aussi de´celables
par l’observation de leurs isotopome`res, qui n’ayant pas les meˆmes fre´quences de transition, ne
sont pas toujours victimes de l’absorption atmosphe´rique. ALMA sera suffisamment performant
pour observer ces isotopome`res. La re´solution spectrale ine´gale´e de l’instrument nous fournira
des spectres extreˆment riches, qui ne´cessiteront eux aussi quantite´ de donne´es mole´culaires pour
pouvoir eˆtre interpre´te´s.
1acronyme de Herschel space observatory
2acronyme de Atacama large millimeter array
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xPlus d’informations concernant ces deux missions sont disponibles dans le proceeding (170),
p. 1-68, notamment.
Le travail ne manque donc pas en astrophysique mole´culaire, en pre´vision des futures obser-
vations de ces deux instruments, notamment. Cela a conduit en 2004 a` la cre´ation d’un re´seau
europe´en (FP6) dans cette the´matique, le re´seau Molecular Universe (6). C’est dans le cadre
de ce re´seau qu’a e´te´ de´signe´e une liste de mole´cules prioritaires a` e´tudier the´oriquement ou en
laboratoire. Il y a en effet beaucoup de mole´cules pour lesquelles les donne´es sont impre´cises
(parce que trop vieilles) ou laconiques, voire meˆme pire : inexistantes. L’e´quipe grenobloise (as-
tromol, the´oriciens et observateurs/mode´lisateurs) prenant part active a` ce re´seau, le choix des
syste`mes mole´culaires e´tudie´s dans cette the`se, et plus ge´ne´ralement dans l’e´quipe, fut et reste
donc grandement oriente´ par cette liste de mole´cules.
Plan
Le manuscrit est structure´ comme suit. Une introduction ge´ne´rale situe le sujet de la the`se
dans la proble´matique astrophysique et re´sume l’e´tat actuel de la compre´hension de physico-
chimie du milieu interstellaire. On y pose e´galement les objectifs de la the`se. Un chapitre the´o-
rique (chapitre 2) rappelle ensuite tous les outils dont nous nous servons au cours de la the`se,
du calcul de surface de potentiel jusqu’aux taux de collision. Aucun re´sultat n’y est pre´sente´. Le
chapitre suivant (chapitre 3) traite les aspects de calcul et d’ajustement de surfaces de potentiel
sur plusieurs syste`mes mole´culaires. Le chapitre 4 parle des calculs de taux de collision sur ces
meˆmes syste`mes. Ces deux chapitres ne conside`rent que les collisions entre mole´cules rigides.
Le dernier chapitre du corpus va au-dela` de l’approximation rigide, et conside`re l’influence des
vibrations internes sur diffe´rents aspects du calcul de collision pour un syste`me particulier :
H2O-H2. Le manuscrit s’ache`ve sur une synthe`se des re´sultats acquis au cours de ces quelque
trois ans, suivie d’une perspective du sujet.
Guide de lecture
L’introduction et le chapitre 2 sont des mises en contexte et des rappels the´oriques, res-
pectivement. De meˆme, les premie`res parties des chapitres 3 et 4 sont de nature the´orique. Le
lecteur familier avec ces notions ou inte´resse´ seulement aux re´sultats pourra a` loisir se plonger
directement dans la lecture des deuxie`mes parties de ces deux chapitres, et celle du chapitre 5.
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1.1 Introduction ge´ne´rale
L’objet de cette the`se est, nous l’avons dit, les collisions mole´culaires ine´lastiques. On touche
donc a priori a` tous les milieux astrophysiques contenant des mole´cules. Ceci dit, la plupart de
ce travail concerne des milieux plutoˆt froids, jusqu’a` une centaine de kelvins environ. Exception
a` cela : la ro-vibration de l’eau, e´tudie´e au chapitre 5.
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Les questions scientifiques qui motivent tous les calculs que nous faisons rele`vent de l’e´vo-
lution physico-chimique de ces milieux. Nous allons voir entre autres que les mole´cules jouent
un roˆle pre´ponde´rant dans les questions de formation et d’e´volution stellaire. Deux phe´nome`nes
simultane´s sont a` investiguer. Le premier est comment les mole´cules pre´sentes agissent sur la
dynamique e´volutive du syste`me (disque, proto-e´toile, nuage froid, ...). En formation stellaire,
elles sont souvent le seul moyen d’e´vacuer de l’e´nergie pour permettre une contraction gra-
vitationnelle. Le second phe´nome`ne a` investiguer est comment le syste`me agit lui-meˆme sur
la composition et les abondances des espe`ces chimiques observe´es. Plus hardi mais non moins
inte´ressant, on essaie aussi de comprendre comment la complexite´ chimique pourrait se de´velop-
per pour en arriver a` ce que nous trouvons dans le syste`me solaire, et particulie`rement sur Terre.
Mais avant d’entrer dans la proble´matique a` proprement parler, commenc¸ons par poser le
contexte astrophysique de travail, d’abord par un historique de la de´tection des mole´cules hors
du syste`me solaire. Ensuite de cela, nous passerons au descriptif des milieux mole´culaires dans
lesquels les grandeurs physiques que nous calculerons trouveront leur pertinence. Les sources
utilise´es ici sont essentiellement (162; 169; 80).
1.2 Historique
Historiquement, la de´tection des premie`res mole´cules hors du syste`me solaire s’e´tale sur cinq
ans : d’abord observations en absorption inexplique´es en 1934 et 1936 (121; 122). Il fut rapi-
dement compris que ces raies n’e´taient pas d’origine atomique. Leur origine mole´culaire fut en
premier sugge´re´e par Russell, en 1935 (148). En 1937, Swings et Rosenfeld (159) trouve`rent une
concordance the´orique avec des transitions e´lectroniques de mole´cules diatomiques. Finalement,
les travaux observationnels de McKellar (120) permirent d’attribuer de´finitivement certaines
raies aux mole´cules CH, CH+ et CN. Petite anecdote inte´ressante : avec l’observation de transi-
tions e´lectroniques de CN, il fut e´tabli que ✭✭ la tempe´rature effective du milieu interstellaire est
de 3K ✮✮ (120; 13). Ainsi, ces premiers observateurs de mole´cules avaient de´termine´ sans le savoir
la tempe´rature du bruit de fond cosmologique, qui allait mettre 25 ans de plus a` eˆtre de´couvert.
Pendant une bonne vingtaine d’anne´es, l’inte´reˆt pour les mole´cules retomba, et aucune nou-
velle espe`ce autre que ces quelques premie`res diatomiques ne fut de´couverte. Cependant, une
re´elle re´volution pour l’astrophysique mole´culaire se produisait avec l’ave`nement d’une nouvelle
discipline, la radioastronomie. On s’aventurait dans une gamme de fre´quences encore inexplo-
re´es, propre a` sonder les transitions rotationnelles des mole´cules. En 1963, OH fut ainsi de´couvert
(167). On crut pendant un moment que seules pouvaient exister des mole´cules diatomiques dans
un environnement aussi hostile que le milieu interstellaire. Cependant, les premiers de´veloppe-
ments instrumentaux permirent de nouvelles de´tections, de mole´cules plus complexes (eau (43),
ammoniac (44), formalde´hyde (153), puis CO (172)). L’hydroge`ne mole´culaire fut aussi de´tecte´
en 1970 (34). Vinrent ensuite de nouveaux re´cepteurs, ouverts sur la gamme de fre´quences 100-
200 Ghz, qui permirent l’observation d’une multitude de nouvelles raies rotationnelles, et donc
de nouvelles mole´cules de plus en plus complexes, a` une allure rapide. Cette gamme de fre´quences
correspond effectivement a` un domaine de transitions rotationnelles de beaucoup de mole´cules.
A ce jour, plus de 120 mole´cules et ions mole´culaires diffe´rents ont e´te´ observe´s1, et la liste
ne cesse de s’accroˆıtre avec la sensibilite´ croissante des instruments et les progre`s expe´rimentaux
et the´oriques permettant l’assignation des raies observe´es a` de nouvelles mole´cules. A ce chiffre
1Voir par exemple (169) pour une liste exhaustive. Voir aussi (1) pour la bibliographie des premie`res de´tections.
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s’ajoutent toutes les espe`ces isotope´es observe´es.
1.3 Milieux mole´culaires
Par le petit historique qui pre´ce`de, on a de´ja` une saveur de la diversite´ des milieux mole´-
culaires. Mais taˆchons ici d’eˆtre plus exhaustifs, avec un bref descriptif des diverses classes de
milieux, et de leurs caracte´ristiques physico-chimiques. Nous ne parlerons ici gue`re du syste`me
solaire, exception faite des come`tes (pour les raisons expose´es ci-dessous).
1.3.1 Come`tes
Dans le syste`me solaire, les come`tes sont sujet d’inte´reˆt car e´tant forme´es en bonne partie de
glace d’eau, on les soupc¸onne d’eˆtre une des sources de l’eau sur Terre. Par ailleurs, elles sont
suppose´es s’eˆtre forme´es aux confins du syste`me solaire, et sont ainsi un lien direct avec le milieu
interstellaire. On peut ve´rifier ces assertions en mesurant les rapports isotopiques, notamment
celui de l’hydroge`ne dans la mole´cule d’eau (38). L’eau des oce´ans terrestres pre´sente un rapport
HDO/H2O de 1.6 10
−4. Pour les come`tes, le rapport D/H (essentiellement tire´ de l’eau) est
de ∼ 3 10−4 (58), moyenne de mesures de seulement trois come`tes : Hale-Bopp, Hyakutake et
Halley. Dans la ne´buleuse solaire, [HDO/H2O]= 1.6 10
−5(38). Ces nombres indiquent qu’une
part de l’eau pre´sente sur Terre doit avoir e´te´ apporte´e par les come`tes. Cependant, le faible
e´chantillon de come`tes, de meˆme que leur nature similaire (elles viennent des meˆmes re´gions et
sont a` courte pe´riode) ne permet pas de tirer pour l’instant de conclusions suˆres. Il faut attendre
des mesures d’autres come`tes. La valeur pre´cise de la contribution come´taire a` l’eau terrestre
reste donc pour l’instant une question ouverte.
Lorsqu’elles s’approchent du soleil, les couches externes des come`tes se subliment, ce qui
forme leur queue. Dans ce milieu se porduisent des collisions entre mole´cules, mais le partenaire
de collision est majoritairement l’eau. Il n’y a pas d’hydroge`ne mole´culaire dans les come`tes.
1.3.2 Univers jeune
La chimie de l’univers jeune est particulie`re, et doit eˆtre e´tudie´e a` part. La composition de
l’univers jeune est en effet tre`s diffe´rente de celle d’objets ✭✭ actuels ✮✮ comme notre galaxie, par
exemple. Dans l’univers en ge´ne´ral, les e´le´ments plus lourds que le bore ne sont pre´sents que
graˆce a` leur synthe`se par re´actions nucle´aires au cœur des e´toiles. Ainsi, il aura fallu au moins
une ge´ne´ration d’e´toiles avant que carbone ou oxyge`ne, par exemple, n’existent. Les e´le´ments
transside´riens2 ne sont pas produits par re´actions nucle´aires exothermiques, et ne peuvent eˆtre
fabrique´s que lors d’explosions de supernovæ. On retrouvait donc seulement hydroge`ne, he´lium,
lithium, be´ryllium et des traces de bore, ainsi que quelques-uns de leurs isotopes, a` cette e´poque.
Il n’existe pas d’observations directes de mole´cules aussi ✭✭ vieilles ✮✮ compose´es de ces e´le´ments,
mais elles sont indispensables pour expliquer la formation des premie`res e´toiles. Pour qu’un ef-
fondrement gravitationnel prenne place, il faut un moyen d’e´vacuer la chaleur, le meilleur moyen
e´tant par radiation. Pour cela, il faut un syste`me dont les niveaux d’e´nergie soient suffisamment
rapproche´s par rapport a` la tempe´rature du milieu pour qu’une bonne quantite´ soient peuple´s,
et puissent libe´rer l’e´nergie exce´dentaire en se de´sexcitant. Or, seuls deux types de transitions
remplissent ces conditions : celles rotationnelles et celles fines. La se´paration des niveaux e´lec-
2ne´ologisme : plus lourds que le fer
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troniques des atomes tels que H ou He est trop importante pour jouer ce roˆle. La chimie de
l’univers jeune a e´te´ beaucoup e´tudie´e par Dalgarno, notamment (102).
Une phase plus significative de la formation des mole´cules advint environ trois millions d’an-
ne´es apre`s le Big Bang, est conduisit a` la formation d’hydroge`ne mole´culaire et de LiH. Le
lithium n’est pas tre`s abondant, et cette dernie`re mole´cule est rare, mais son fort dipoˆle et ses
niveaux de ro-vibration relativement resserre´s (pas dans l’absolu, mais en regard de H2) en font
un bon radiateur d’e´nergie.
Nous reparlerons plus en de´tail des modes de formation de H2 dans une section consacre´e,
mais il convient de mentionner qu’a` cette e´poque, aussi connue sous le nom d’e`re de recombinai-
son, des mode`les the´oriques (154) montrent que c’est l’association radiative entre deux atomes
d’hydroge`ne, l’un dans son e´tat fondamental et l’autre dans un e´tat e´lectronique excite´, qui
e´tait la voie dominante de formation. Plus tard, jusqu’a` 10 millions d’anne´es, le me´canisme de
formation est cense´ avoir e´te´ la cre´ation d’abord de H+2 par association radiative (H+H
+), puis
le passage a` un H2 neutre par e´change de charge avec un atome d’hydroge`ne (H
+
2 +H→ H2+H+).
A la fin de cette e`re, de bonnes quantite´s du cation H− e´taient forme´es (H+e−), et H2 pouvait
se former par de´tachement associatif (H + H− → H2 + e−).
1.3.3 Enveloppes d’e´toiles froides
Jusqu’a` quelques milliers de degre´s (environ 5000 pour les polyatomiques et 8000 pour les
diatomiques), des mole´cules peuvent se former et exister dans les atmosphe`res d’e´toiles froides.
Ces e´toiles petites et froides jouent un roˆle important, car elles sont peut-eˆtre les plus abondantes
dans l’univers. En fonction de la composition mole´culaire observe´e de leurs atmosphe`res, on
divise ces e´toiles en deux classes : celles riches en oxyge`ne (e´toiles M) et celles riches en carbone
(e´toiles C). Contrairement a` la plupart des milieux conside´re´s en astrophysique, la chimie des
atmosphe`res stellaires est essentiellement a` l’e´quilibre thermodynamique, ce qui contribue a`
former efficacement du CO. Dans les e´toiles M, on observe notamment beaucoup d’eau, mais
aussi des oxydes de me´taux, comme TiO. Des grains se forment aussi dans ces e´toiles, mais on
ignore beaucoup de leur composition. Les e´toiles C ont une chimie beaucoup plus riche, avec plus
de polyatomiques. Une autre classe d’objets inte´ressants sont les naines brunes, qui contiennent
beaucoup d’eau et de me´thane, qui semblent se substituer au CO aux basses tempe´ratures
rencontre´es dans leurs atmosphe`res.
1.3.4 Processus circumstellaires
Une premie`re classe de tels processus sont les supernovæ3. Contrairement aux autre milieux,
les e´chelles de temps y sont tre`s courtes (quelques mois). L’explosion de la supernova de 1987 a
permis de suivre en direct la formation de mole´cules (CO, SiO, CS, H+3 (47)).
Plus ge´ne´ralement, ce sont jusqu’a` 90% de la masse initiale d’une e´toile qui peuvent eˆtre
perdus durant sa vie sous forme de vents et d’e´jectats (✭✭ outflows ✮✮) mole´culaires. Il est ainsi
commun d’avoir une chimie inte´ressante dans les environnements circumstellaires. La source
IRC+10216 est le ✭✭ laboratoire ✮✮ type pour l’e´tude de la chimie du carbone. Comme dans leurs
atmosphe`res, les e´toiles riches en oxyge`ne ont une chimie diffe´rente aussi dans leurs environs.
Une autre classe d’environnements – qui pre´sentent l’inte´reˆt de fournir les plus belles images
astronomiques – sont les ne´buleuses plane´taires. Elles comprennent ge´ne´ralement une e´toile
centrale chaude, entoure´e d’un gaz sans cesse irradie´ par les photons UV de cette dernie`re.
3Leur classement dans cette section est discutable, mais il convenait cependant d’en parler quelque part.
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Les couches externes de ce nuage sont elles refroidies a` des tempe´ratures typiques du milieu
interstellaire. Les radiations UV sont absorbe´es et ionisent les couches internes du nuage, ce
qui en prote`ge progressivement les couches externes. Cela produit une PDR (re´gion de photo-
dissociation) autour de l’e´toile. Plus ge´ne´ralement, on parlera de PDR si on rencontre du carbone
ionise´ (C+). Il y a aussi des PDR dans les re´gions externes des nuages diffus et dans les re´gions
de choc.
Les PDR ont une chimie particulie`re. La tempe´rature e´leve´e favorise notamment certaines
re´actions endothermiques, et certaines mole´cules n’ont e´te´ observe´es que dans de tels environ-
nements.
1.3.5 Milieu interstellaire
Entre les e´toiles, la plus grande part de l’espace est tre`s dilue´. Cependant, le peu de matie`re
pre´sent dans ces espaces a une tendance gre´gaire, puisqu’elle se rassemble pour former des nuages,
qui sont ainsi le principal composant du milieu interstellaire (MIS). Ces nuages sont en grande
partie mole´culaires. L’autre composant, faible en masse (∼ 1%) mais important pour la chimie
sont les grains de poussie`re, particules de dimensions nano a` microme´triques, essentiellement
compose´es de carbonates et silicates. On connaˆıt aujourd’hui relativement bien la composition
chimique du mate´riau contenu dans les nuages ge´ants, qui forment la majeure partie (en masse)
du MIS.
En premie`re approximation, on peut se´parer les nuages en deux classes. Les nuages denses
contiennent typiquement quelques dizaines de milliers de particules par centime`tre cube, alors
que les nuages diffus en contiennent moins d’un millier. Notons qu’il existe bien suˆr des classi-
fications plus raffine´es (nuages sombres, translucides, hot cores, ...), et que les nuages ne sont
pas force´ment homoge`nes. Cette se´paration rudimentaire permet cependant assez bien de rendre
compte de deux chimies diffe´rentes.
Nuages diffus
Les nuages diffus ne sont pas suffisamment peuple´s en poussie`res pour qu’il y ait un e´crantage
de la lumie`re stellaire les traversant. Leur tempe´rature est de l’ordre de 50-100 K. Le gaz est
principalement de l’hydroge`ne (mole´culaire ou atomique), avec un peu d’he´lium, aussi. Les e´le´-
ments lourds sont sous-repre´sente´s dans le gaz, car ils contribuent aussi a` composer les particules
de poussie`re. La poussie`re repre´sente en moyenne 1% de la masse d’un nuage.
L’hydroge`ne et l’he´lium ne peuvent pas eˆtre ionise´s par les radiations stellaires, pas assez
e´nerge´tiques. Le nuage est ainsi globalement peu ionise´. Cependant, a` cause de son potentiel
d’ionisation relativement faible (∼ 11.3 eV), presque tout le carbone se trouve ionise´ par les
radiations ultraviolettes. Cela conduit a` un taux d’ionisation global de l’ordre de la densite´ en
carbone, soit ∼ 10−4, et ces ions jouent un roˆle important dans la chimie de ces objets (formation
de CH+, HCO+, ...).
Jusqu’a` peu, on croyait que seules les mole´cules diatomiques e´taient pre´sentes dans ce type
de nuages, mais on sait a` pre´sent que la complexite´ est plus grande que cela (108; 106; 109; 107).
Nuages denses
La chimie de ces nuages est bien plus complexe que celle des nuages diffus. Les nuages
denses sont ge´ne´ralement aussi tre`s grands, l’ensemble gaz et poussie`re pouvant peser jusqu’a`
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105 masses solaires. Les parts les plus diffuses de ces nuages ne sont pas comple`tement opaques
a` la lumie`re visible, on les qualifie donc de translucides. Les parts les plus denses, opaques a`
tout rayonnement visible, ont des tempe´ratures de l’ordre de 10 K. On les qualifie de ✭✭ cores ✮✮,
ce qui signifie cœurs. Elles sont compose´es a` la large majorite´ d’hydroge`ne mole´culaire plutoˆt
qu’atomique. Certains nuages, que l’on nomme quiescents, sont plus ou moins stables, mais la
plupart sont en effondrement, pour former des e´toiles. La de´tection de mole´cules dans les re´gions
de formation stellaire est la source principale d’informations sur les conditions physiques et leur
e´volution.
Le sce´nario e´volutif ge´ne´ralement admis est le suivant. Les premiers stades actifs d’e´volu-
tion stellaire sont appele´s cœurs pre´stellaires. L’effondrement est encore isotherme, mais une
condensation centrale de densite´ supe´rieure commence a` se former. Dans cette re´gion centrale,
les mole´cules lourdes se condensent a` la surface des grains pour former des manteaux de glace, et
la phase gazeuse n’est presque plus que de l’hydroge`ne mole´culaire et de l’he´lium. Au stade sui-
vant, appele´ cœur protostellaire, l’effondrement central devient adiabatique, et une proto-e´toile
chaude se de´veloppe. Aux alentours de cette e´toile, les grains se re´chauffent et leur manteau
s’e´vapore pour libe´rer les mole´cules dans le gaz.
Une cinquantaine de mole´cules diffe´rentes ont e´te´ de´tecte´es dans le gaz froid des nuages
quiescents et les cœurs pre´stellaires. Ce sont essentiellement des mole´cules organiques insature´es.
La pre´sence d’isome`res comme HNC, d’ions mole´culaires et de chaˆınes atypiques atteste la
particularite´ de la chimie en jeu.
La chimie des proto-e´toiles, notamment les hot cores, exhibe plus d’espe`ces sature´es, me´thyle,
alcool, formalde´hyde, ... Bien qu’e´tant inte´ressante, nous n’en parlerons pas plus ici, car elle se
range dans ce que nous avons appele´ processus circumstellaires.
La plupart des espe`ces chimiques ont e´te´ de´couvertes en e´mission par leurs transitions rota-
tionnelles, en millime´trique ou micro-ondes. Certaines l’ont e´te´ en infrarouge par absorption de
rayonnement d’e´toiles en arrie`re-plan. On observe aussi, en plus de ces raies bien localise´es, des
alte´rations du spectre infrarouge plus impre´cises, que l’on associe aux glaces formant le manteau
des grains. La glace la plus abondante est celle d’eau. Celle de CO est aussi pre´sente.
1.4 Chimie
Nous nous centrons ici sur la chimie du MIS (re´gions de formation stellaire incluses), qui est
le milieu qui nous concerne directement pour l’application de nos calculs de taux. Commenc¸ons
donc par lister les processus chimiques pouvant avoir lieu dans le MIS. Voir par exemple (80)
pour plus de de´tails sur la chimie de la formation stellaire.
1.4.1 Chimie en phase gazeuse
Re´actions ion-mole´cule
Ce sont des re´actions du type A+B+ → C+D+. L’ion qui s’approche d’une mole´cule neutre
engendre chez celle-ci un dipoˆle, et une attraction se cre´e ainsi entre les deux corps. Ces re´actions
peuvent se produire meˆme a` basse tempe´rature, car la plupart n’ont pas de barrie`re d’activation.
Elles jouent donc un roˆle pre´dominant dans la chimie des milieux froids (81).
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Association radiative
Il s’agit de re´actions de combinaison directe de deux mole´cules, accompagne´e d’une de´sexci-
tation de la mole´cule forme´e par e´mission d’un photon : A + B→ AB+ hν.
Recombinaison dissociative
Beaucoup de mole´cules neutres sont forme´es par re´action avec un e´lectron, qui scinde la
mole´cule-me`re en deux sous-produits : AB+ + e− → A+ B.
Re´actions neutre-neutre
Ces re´actions sont tre`s importantes dans les milieux chauds, tels que re´gions de choc, PDR,
ou cœurs chauds. La chimie particulie`re du MIS fait qu’on y trouve des radicaux4, et les re´actions
entre radicaux n’ont en ge´ne´ral pas de barrie`re d’activation, si bien qu’elles peuvent jouer un
roˆle aussi a` basse tempe´rature (152). Par contre, les re´actions entre espe`ces sature´es ont souvent
une barrie`re d’activation.
Photodissociation et photoionisation
Ce sont la` les deux me´canismes principaux de destruction des mole´cules aux frontie`res des
nuages mole´culaires, soumises au rayonnement ultra-violet : AB + hν → A + B et A + hν →
A+ + e−.
1.4.2 Chimie sur les grains
La chimie en phase gazeuse ne permet pas de rendre compte a` elle seule de la pre´sence et de
l’abondance de certaines espe`ces. L’exemple le plus saisissant est l’hydroge`ne, qui ne se forme pas
en phase gazeuse pour les raisons expose´es en 1.5. Le principal mode de formation suppose´ pour
cette mole´cule est donc la rencontre de deux atomes d’hydroge`ne a` la surface d’un grain, qui sert
en quelque sorte de catalyseur a` cette rencontre, et permet d’e´vacuer l’e´nergie exce´dentaire de
la mole´cule ainsi forme´e (36). D’autres mole´cules, dont par exemple le me´thanol, sont suppose´es
se former sur les grains (132). On pense par ailleurs (mais sans de´tection directe) qu’en plus de
glace d’eau et de CO, les grains contiennent aussi des mole´cules comme N2, O2
5, et peut-eˆtre
CO2 (56).
Connaissant assez mal les grains, leur morphologie aussi bien que leur composition exacte, ces
me´canismes de formation sont par voie de conse´quence aussi mal connus. Les espe`ces arrivant
a` la surface du grain rencontreraient leur camarade de re´action pie´ge´ en se de´plac¸ant sur la
surface soit par effet tunnel, soit par saut thermique, provoque´ par exemple par le passage d’un
rayon cosmique. Les e´chelles estime´es de temps de visite de tous les sites de pie´geage d’un grain
de´pendent fortement de la masse de l’atome arrivant, mais sont toujours assez faibles devant
le temps d’accre´tion (temps moyen se´parant deux arrive´es d’espe`ces a` la surface du grain), en
tout cas pour un nuage diffus typique, ce qui plaide en faveur de ce mode`le de formation de
mole´cules.
Il y a encore un certain nombre de mole´cules dont on ne sait pas si elles sont forme´es en
phase gazeuse ou sur les grains. On les observe en phase solide, mais on ne sait pas si c’est parce
4Un radical est une mole´cule insature´e, i.e. dont certains e´lectrons ne sont pas apparie´s.
5Cette mole´cule n’a a` ce jour pas encore e´te´ de´tecte´e en phase gazeuse, et cette absence reste un myste`re dans
le cadre des mode`les actuels, qui en pre´disent en quantite´ non ne´gligeable.
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qu’elles se sont accre´te´es (de´ple´te´es est l’anglicisme couramment usite´) de´ja` forme´es ou se sont
forme´es in situ. Voir par exemple (123) ou encore (147) pour plus de de´tails sur la chimie des
grains.
1.4.3 Etat des connaissances
Parmi les mole´cules de´tecte´es dans les nuages diffus et denses, il y a aussi une vingtaine
d’ions, dont CH+, H+3 et HCO
+. Ces ions jouent un roˆle-cle´ dans la chimie en phase gazeuse,
spe´cialement dans les zones froides, a` cause de l’absence de barrie`re d’activation dans les re´actions
ion-neutre. H+3 est notamment un ion crucial pour la formation initiale de beaucoup de mole´cules,
dont OH, une des mole´cules les plus abondantes dans beaucoup de milieux, et conse´quemment,
H2O. Plus ge´ne´ralement, les re´actions ion-neutre peuvent former des ions qui, s’ils ne sont pas
re´actifs avec des neutres, subiront une recombinaison dissociative pour donner des neutres plus
petits.
Pour reproduire la chimie, des codes existent, incluant jusqu’a` 500 espe`ces (neutres et ions et
leurs isotopome`res), et plusieurs milliers de re´actions de tous les types de´crits ci-dessus. Une des
difficulte´s pour ces codes est que c’est la cine´tique de re´action, et pas la thermodynamique, qui
dicte ce qui se passe. Il y faudrait donc ide´alement connaˆıtre les taux pour toutes les re´actions
en jeu. La chimie des nuages n’atteint jamais l’e´quilibre de populations, malgre´ les e´chelles
de temps de plusieurs millions d’anne´es. Actuellement, on arrive a` retrouver environ 80% des
abondances observe´es graˆce aux mode`les de chimie. Un des proble`mes est que l’information sur
les taux de re´action est tre`s lacunaire. Pour beaucoup de syste`mes, on n’a carre´ment pas de
taux. Les principales donne´es sont fournies par les expe´riences. Cependant, il est difficile de faire
des mesures a` tre`s basse tempe´rature, notamment a` cause de proble`mes de condensation sur les
parois. La plupart des re´sultats sont donc a` tempe´rature normale. On retrouve les taux a` basse
tempe´rature par des formules d’extrapolation. Pour tous les syste`mes pour lesquels il n’y a pas
de taux, on doit se contenter d’approximations tels que taux de Langevin (syste`me ion-neutre)
ou taux d’un syste`me analogue, a` de´faut de calculs pre´cis.
Un autre proble`me inte´ressant dont l’explication est fortement de´battue est celui du fraction-
nement isotopique. Il a e´te´ constate´ que pour beaucoup d’espe`ces chimiques, le fractionnement
isotopique (principalement deute´rium a` la place d’hydroge`ne) est plusieurs ordres de grandeur
supe´rieur au rapport cosmique. Pour l’expliquer, il y a essentiellement deux e´coles. Une premie`re
e´cole (147) de´fend la the`se de la formation des isotopome`res en phase gazeuse, avec un roˆle passif
des grains. Ils ne sont pas le lieu de re´actions chimiques, mais servent uniquement a` stocker les
mole´cules pendant un certain temps. Pour l’ammoniac par exemple, les rapports d’intensite´s des
quatre isotopome`res sont ainsi reproduits a` un facteur 3 pre`s. La seconde (132; 133) fait jouer un
roˆle actif aux grains comme sites de re´actions pour former certaines mole´cules. De tels mode`les
(146) parviennent a` reproduire assez pre´cise´ment les fractionnements. Ils ont par contre plus de
mal a` retrouver les abondances absolues des espe`ces (152). Ainsi, les deux e´coles ont leurs succe`s
et leurs proble`mes.
1.4.4 Quoi ensuite ?
Dans la queˆte de nouvelles mole´cules, on pense que de grandes mole´cules organiques existent,
et notamment des hydrocarbures polyaromatiques (PAH). Elles repre´sentent un espoir pour
expliquer ces parties alte´re´es du spectre (pas seulement infrarouge) que l’on appelle bandes
diffuses. Cette hypothe`se est toutefois encore sujette a` controverse, car le spectre de ces mole´cules
est tre`s mal connu.
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Cette queˆte va donc bon train. On sait de´ja` qu’avec le HSO et ALMA, de nouvelles espe`ces
seront de´tecte´es. Le proble`me sera alors de les identifier, sachant que l’on n’aura pas force´ment
l’information the´orique requise.
1.5 Hydroge`ne mole´culaire
L’univers est compose´ a` 95% d’hydroge`ne. Cela implique en particulier que dans presque
tous les milieux mole´culaires, H2 est la mole´cule la plus abondante. Ainsi, pratiquement toute
la chimie (hors du syste`me solaire) prend place dans des environnements riches en hydroge`ne et
re´ducteurs.
Dans cette the`se nous ne conside´rons que l’hydroge`ne mole´culaire et l’he´lium comme parte-
naires de collision. Mais dans certains milieux, d’autres partenaires de collision peuvent s’ave´rer
importants : l’hydroge`ne atomique et les e´lectrons sont les principaux. Le choix fait ici est dicte´
en partie par ✭✭ l’urgence ✮✮ : les syste`mes a` e´tudier dans le cadre de la pre´paration a` Herschel.
Mais c’est surtout parce qu’ayant une structure, H2 est le partenaire de collision le plus inte´res-
sant. L’existence de deux espe`ces distinctes ortho et para (vide infra) est notamment d’un grand
inte´reˆt. Notons que ce choix, associe´ a` la gamme de tempe´rature e´tudie´e, nous confine a` certains
milieux, et principalement le MIS et les processus circumstellaires.
En ce qui concerne l’he´lium, ce n’est certes pas un partenaire de collision ne´gligeable, mais
son e´tude e´tait souvent faite a` fins de pre´paration des calculs avec H2, tant du point de vue de
la surface d’e´nergie potentielle que collisionnel.
La pre´ponde´rance de l’hydroge`ne mole´culaire rend particulie`rement pertinentes sa chimie
et sa spectroscopie. Or les deux aspects ne vont pas sans poser quelques difficulte´s. Voyons
lesquelles.
1.5.1 Formation
La question de la formation de H2 en conditions astrophysiques est un ve´ritable casse-teˆte. Les
densite´s rencontre´es dans le milieu interstellaire, meˆme dans ce que nous nommons nuages denses,
sont plusieurs ordres de grandeur plus faibles que le meilleur vide que nous obtenons sur Terre.
Un ordre de grandeur typique est de quelques dizaines de milliers de particules par centime`tre
cube, les tempe´ratures se situant entre 10 et 100 K, approximativement. Sous ces conditions,
les processus a` trois corps ont une probabilite´ d’occurrence tellement faible qu’ils peuvent eˆtre
ne´glige´s. Seules comptent les re´actions a` deux corps. Toutes ces conditions conduisent a` une
chimie totalement ine´dite sur Terre.
Il est difficile de former une mole´cule par association de deux sous-composants. Un troisie`me
corps est ge´ne´ralement ne´cessaire pour e´vacuer l’e´nergie exce´dentaire. Il est possible d’e´vacuer
cette e´nergie par un photon, ce que l’on a appele´ plus haut association radiative. Ceci dit,
ce processus est extreˆmement inefficace et, meˆme a` des e´chelles de temps astrophysiques, est
rarement la voie dominante pour former une mole´cule neutre. Il est maintenant ge´ne´ralement
accepte´ (mais pas rigoureusement prouve´) que dans les nuages mole´culaires denses, H2 se forme
sur des grains (36).
Cependant, le besoin de grains pour former H2 revient a` la question de l’oeuf et de la poule.
Il faut au moins qu’une ge´ne´ration d’e´toiles se soit e´coule´e avant de former les premiers grains
(a` cause de leur composition). Mais on pense aussi que pour former les premie`res e´toiles, il
fallait des mole´cules (pour le refroidissement du nuage en contraction). La question est encore
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ouverte et sujette a` recherches. Si la formation d’une partie du H2 est explicable par la chimie
de l’univers jeune, celle des autres mole´cules n’entre pas dans ce cadre.
1.5.2 Spectroscopie
Commenc¸ons par l’aspect astrophysique, l’observabilite´. Etant une mole´cule homonucle´aire,
H2 n’a pas de dipoˆle permanent. Elle posse`de par contre des multipoˆles d’ordre plus haut.
Ainsi, les transitions rotationnelles dipolaires, ou` le nombre quantique de rotation ne change
que d’une unite´ (∆ = 1), sont interdites. Cela rend l’observation de cette mole´cule tre`s difficile.
Bien qu’e´tant typiquement un milliard de fois plus faibles que les transitions dipolaires, des
transitions quadrupolaires (∆J = 2), ont e´te´ observe´es pour des niveaux tre`s excite´s (haute
tempe´rature)(61), l’hydroge`ne mole´culaire e´tant aussi un milliard de fois plus abondant que la
plupart des mole´cules observe´es. L’hydroge`ne e´tant le´ger, sa constante de rotation est e´norme,
et son spectre de rotation ne tombe pas dans le domaine radio, mais dans l’infrarouge lointain
ou moyen.
Le spectre e´lectronique peut aussi eˆtre observe´ dans des environnements actifs. Dans le milieu
interstellaire, la fluorescence de H2 a e´te´ vue dans des re´gions de chocs et des nuages diffus (126).
Maintenant, un peu de physique mole´culaire. L’homonucle´arite´ de H2 va de pair avec l’exis-
tence de deux formes distinctes : para et ortho. Rappelons que les spins (ou isospin, I) des deux
noyaux peuvent se combiner de deux fac¸ons : soit paralle`les pour former un e´tat triplet (I=1),
soit antiparalle`les pour former un e´tat singulet (I=0). Comme les deux noyaux sont identiques
et sont des fermions, la fonction d’onde de la mole´cule doit changer de signe lorsqu’on inter-
vertit ces deux noyaux. Si on conside`re la fonction d’onde nucle´aire (avec les spins), on voit
(62) que cette permutation associe nombre quantique de rotation et spin total. Les deux doivent
avoir meˆme parite´. Ainsi les e´tats triplets sont associe´s a` des J impairs. On parle d’ortho H2.
Les e´tats singulets ont, eux, tous J pair. On parle alors de para H2. A cause du non e´quilibre
thermodynamique de la plupart des milieux observe´s, le rapport ortho/para n’est pas celui des
de´ge´ne´rescences 3 : 1. Mais he´las, on ne peut le contraindre par l’observation. C’est donc une
question souvent ouverte. Elle est importante, car on ne sait que mettre dans les mode`les de
transfert radiatif, alors que cela joue force´ment un roˆle important. Une partie de l’inte´reˆt de
l’e´tude des collisions avec H2 est de trouver une mole´cule qui a un comportement collisionnel
diffe´rent avec l’une ou l’autre forme. Cela permettrait indirectement de contraindre ce rapport.
On voit ainsi que du point de vue quantique, les transitions dipolaires demanderaient un
changement de spin nucle´aire total. Or une transition radiative provoquant ce changement n’a
lieu que graˆce aux couplages magne´tiques, tellement faibles que cela prendrait environ l’age de
l’univers. De telles transitions n’interviennent donc que par des re´actions d’e´change de proton
avec des ions H+ ou H+3 , ou en collision avec H dans des milieux chauds (la re´action a une
barrie`re de 5000 K environ).
Retour a` la formation de H2. La proble´matique e´lectronique est exactement identique a` celle
des spins nucle´aires. Si deux atomes d’hydroge`ne dans leur e´tat fondamental s’approchent, il
formeront soit un e´tat e´lectronique singulet (note´ 1Σ), soit un e´tat triplet (note´ 3Σ). La courbe
de potentiel du triplet est uniquement re´pulsive (deux e´lectrons de meˆme spin dans le meˆme e´tat
ne peuvent coexister, principe de Pauli). Ainsi, il faudrait pour former un H2 lie´ une transition
radiative pour former l’e´tat singulet. A nouveau, de telles transitions peuvent se produire, mais
seulement par interactions magne´tiques, et la probabilite´ associe´e est tre`s faible.
Si les deux atomes s’approchent en formant l’e´tat singulet, ce sera force´ment un e´tat excite´
de ro-vibration, et l’on retombe sur le proble`me de l’e´vacuation de l’e´nergie exce´dentaire par
1.6. TRANSFERT RADIATIF 23
Fig. 1.1 – Exemple de spectre mole´culaire en e´mission. Ici, le spectre du hot core IRAS16293-
2422, obtenu par le te´lescope IRAM-30m. Source : (37)
radiation, en l’absence de dipoˆle, discute´e plus haut.
1.6 Transfert radiatif
Nous avons maintenant tous les ingre´dients a` disposition, mole´cules et partenaires de colli-
sion. Mais comment savons-nous tout cela ? En d’autres termes, quel signal recevons-nous des
mole´cules ?
Toujours un signal de nature spectroscopique, c¸a va de soi : raies de transitions entre niveaux
mole´culaires. Ces transitions sont soit rotationnelles (domaine de fre´quences millime´trique, sub-
millime´trique et radio), (ro)vibrationnelles (infrarouge proche et moyen), ou e´lectroniques (vi-
sible ou UV). On observe aussi des effets lie´s aux spins e´lectroniques et nucle´aires : transitions
fines et hyperfines.
L’information brute, c’est donc cela. Un spectre avec des raies en e´mission ou en absorption.
Ces raies ont un profil et une position qui en plus de nous dire (parfois) de quelle mole´cule il
s’agit, nous fournissent quantite´ d’informations sur le milieu observe´ : sa vitesse (effet Doppler),
mais aussi les conditions physico-chimiques. Deux questions sont relie´es a` l’observation d’un
signal mole´culaire.
La premie`re est pourquoi cette raie a e´te´ e´mise. Cela requiert la pre´sence de cette mole´cule
(information sur la chimie) et le peuplement des niveaux observe´s. Ce peuplement peut se faire
de deux fac¸ons. Soit par processus radiatifs, soit par collisions avec un autre corpuscule. Cela
rele`ve donc des conditions physiques du milieu.
La seconde question est : que se passe-t-il entre la premie`re e´mission d’un photon et sa
de´tection dans un de nos appareils ? Ce photon peut subir divers heurts dans son cheminement
entre la source et l’observateur. Re´absorption, diffusion, ...
Pour comprendre comment le signal e´mis nous arrive, et pourquoi il a cette forme plutoˆt
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qu’une autre, il faut donc re´soudre les e´quations de transfert du rayonnement dans les milieux
traverse´s par notre signal. C’est la` une vaste discipline de l’astrophysique que l’on nomme trans-
fert radiatif. Nous en posons ici quelques bases.
1.6.1 Principes et e´quations
On conside`re l’interaction d’un champ de radiation avec les e´tats quantiques de nos cor-
puscules (atomes ou mole´cules). L’observable est l’intensite´ spe´cifique Iν (erg s
−1 cm−2 Hz−1
sr−1). L’e´quation du transfert de cette intensite´ spe´cifique a` la fre´quence ν le long d’un chemin
parame´tre´ par s s’e´crit :
dIν
ds
= −ανIν + jν ⇔ dIν
dτν
= −Iν + Sν (1.1)
Ou` τν =
∫ s
0 ανds est la profondeur optique, αν (cm
−1) est le coefficient d’absorption, Sν = jν/αν
est la fonction de source, jν (erg s
−1 cm−3 Hz−1 sr−1) est le coefficient d’e´mission. Il existe
une solution formelle a` l’e´quation (1.1), qui montre que l’intensite´ spe´cifique a` une profondeur
optique donne´e est l’intensite´ initiale diminue´e par l’absorption, plus le terme de source inte´gre´
diminue´ par l’absorption. Pour une profondeur optique infinie, l’intensite´ se re´sume au terme de
source.
Conside´rons une mole´cule line´aire, dans un e´tat singulet de spin 1Σ, dans un syste`me a`
deux niveaux (rotationnels, vibrationnels,...) i et j, avec i < j. On de´crit ces niveaux par leurs
fonctions d’onde ψi et ψj et leurs de´ge´ne´rescences sont gi et gj . Ils sont se´pare´s par une e´nergie
Eji, a` laquelle on associe une fre´quence de transition ν. Les coefficients d’Einstein sont des
proprie´te´s intrinse`ques des mole´cules, et sont de´finis de la sorte 6
Aji =
64π4ν3
3hc3
|〈ψj |µ|ψi〉|2 J + 1
2J + 3
(1.2)
Bji =
c2
2hν3
Aji (1.3)
Bij =
gj
gi
Bji (1.4)
ou` µ est l’ope´rateur moment dipolaire (voir (125), e´quations 4 a` 6 et 13 pour plus de de´tail).
Aji est le coefficient d’e´mission spontane´e, Bji est le coefficient d’e´mission stimule´e, Bij e´tant le
coefficient d’absorption.
Le coefficient d’e´mission est relie´ au coefficient d’e´mission spontane´e et au profil de raie φ(ν)
par
jν =
hν
4π
njAjiφ(ν) (1.5)
et
αν =
hν
4π
φ(ν)(niBij + njBji) (1.6)
avec nk la population du niveau k.
En plus des trois coefficients d’Einstein qui de´crivent les proprie´te´s radiatives, on trouvera
dans la suite des coefficients de collision C, qui caracte´risent la propension a` passer d’un e´tat a` un
6Nume´riquement, on a A ≃ 2.02 10−6ν3µ2 J+1
2J+3
s−1, ou` ν est en cm−1, et µ en unite´s atomiques.
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autre par collision avec un partenaire donne´, a` une tempe´rature fixe´e. Ces e´quations font donc le
lien entre grandeurs macroscopiques (e´missivite´, opacite´) et parame`tres quantiques (coefficients
d’e´mission spontane´e, induite, et taux de collision).
On a un proble`me cyclique, dans le sens ou` il faut connaˆıtre les niveaux de population des
e´tats pour obtenir l’intensite´, mais la population des e´tats de´pend de l’intensite´ inte´gre´e
J =
1
4π
∫
Iνφ(ν)dνdΩ (1.7)
par l’interme´diaire de l’e´quilibre statistique des populations
∑
j>l
[njAjl + (njBjl − nlBlj)J ]−
∑
j<l
[nlAlj + (nlBlj − njBjl)J ] +
∑
j
[njCjl − nlClj ] = 0 (1.8)
Cette e´quation, pour chaque niveau l, donne l’e´quilibre a` l’e´tat stationnaire entre processus qui
peuplent et qui de´peuplent le niveau. On peut remplacer une des e´quations par la condition
de conservation
∑
nk = nmol, pour la densite´ totale nmol de l’espe`ce conside´re´e. A l’intensite´
inte´gre´e, on peut rajouter plusieurs termes : le bruit de fond cosmologique, un rayonnement des
poussie`res, d’autres raies.
L’e´quation (1.8) montre qu’il y a plusieurs fac¸ons de peupler des niveaux : par collision,
par de´sexcitation spontane´e ou par excitation/de´sexcitation induite. Concentrons-nous sur les
collisions. Le coefficient de collision est relie´ a` un parame`tre plus fondamental, le taux de collision
kij , par la relation suivante
Cij = ncolkij (1.9)
ou` nmol est la densite´ du partenaire de collision (beaucoup plus abondant que les mole´cules
conside´re´es dans l’e´quation du transfert). Ce taux de collision est lui-meˆme relie´ a` un parame`tre
plus fondamental, la section efficace de collision σij par
kij = 〈σij(Ecol)Ecol〉f(Ecol) (1.10)
ou` la moyenne est une certaine fonctionnelle de l’e´nergie de collision. Nous verrons au chapitre
suivant comment calculer sections et taux explicitement.
Mais revenons au transfert radiatif. En fonction de la densite´ du milieu, il y a plusieurs cas
limites. Un nombre caracte´rise le re´gime de densite´ ou` phe´nome`nes collisionnels et radiatifs sont
en compe´tition. C’est la densite´ critique, qui pour un e´tat j donne´ s’e´crit
ncr(j) =
A(j → j − 1)∑
i<j k(j → i)
(1.11)
On conc¸oit bien que ce nombre n’est qu’indicatif, car il isole un e´tat qui normalement est couple´
a` tous les autres. Cependant, il donne un ordre de grandeur. En premie`re approximation, on
peut dire que pour des densite´s comprises entre plus et moins deux a` trois ordres de grandeur de
la densite´ critique, il y aura compe´tition, et il faudra connaˆıtre les taux de collision. Si la densite´
est suffisamment grande, le milieu est domine´ par les collisions, et l’e´quilibre thermodynamique
local (ETL) peut eˆtre atteint. Les populations sont alors en rapport boltzmannien. Et si la
densite´ est beaucoup plus faible, on ne peuplera les niveaux que par le rayonnement, ou alors
pas du tout.
La table 1.1 donne des ordres de grandeur de densite´s critiques pour quelques transitions
choisies. Cette table fait apparaˆıtre plusieurs choses. Les taux de collision sont ge´ne´ralement
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transition A [s−1]
∑
i<j kij [cm
3/s] ncr [cm
−3]
CO 1-0 7.2(-8) 3.5(-11) 2.0(3)
T=10 K 2-1 6.9(-7) 1.0(-10) 7(3)
5-4 1.2(-5) 1.6(-10) 8(4)
40-39 4.6(-3) 4.4(-13) 1.0(10)
HC3N 1-0 4.1(-8) 2.0(-11) 2.0(3)
T=10 K 2-1 3.9(-7) 9.4(-11) 4(3)
10-9 5.8(-5) 3.8(-10) 1.5(5)
20-19 4.8(-4) 5.6(-10) 9(5)
40-39 3.8(-3) 6.6(-10) 6(6)
ortho H2O 110-101 3.5(-3) 3.3(-11) 1.1(8)
T=20 K 212-101 5.6(-2) 5.0(-11) 1.1(9)
303-212 5.0(-2) 5.1(-11) 1.0(9)
Tab. 1.1 – Ordre de grandeur des densite´s critiques pour certaines transitions des trois mole´cules
e´tudie´es dans cette the`se, en collision avec du para H2. Les nombres entre parenthe`ses sont les
puissances de 10. Les taux de collision variant ge´ne´ralement de moins d’un ordre de grandeur
entre 10 et 100 K, seule une tempe´rature est conside´re´e. Source : LAMDA (12) pour les coeffi-
cients A et les taux CO (J = 40) ; les re´sultats de cette the`se pour les taux de collision HC3N
et CO (J ≤ 5),(50) pour H2O.
du meˆme ordre de grandeur, a` part si la tempe´rature est tre`s en-dessous de l’e´nergie de seuil.
La densite´ critique est donc domine´e par le coefficient d’Einstein. Du fait de sa de´pendance au
carre´ du dipoˆle, l’eau, qui a un grand dipoˆle et des niveaux assez espace´s, a des densite´s critiques
e´normes. A l’oppose´, HC3N a aussi un grand dipoˆle, mais des niveaux tre`s resserre´s, et donc des
densite´s critiques faibles, qui font que ses niveaux de rotation les plus bas pourront eˆtre a` l’ETL
dans certains milieux. Notons aussi que toutes les densite´s critiques sont supe´rieures a` 103, ce
qui est de´ja` relativement dense pour le MIS.
Pour les transitions vibrationnelles standard (i. e. ν & 1000 cm−1), les coefficients A sont
plutoˆt de l’ordre de quelques s−1 et les taux plus petits, si bien que les densite´s critiques sont
plusieurs ordres de grandeur plus grandes qu’ici. Les niveaux de vibration seront ainsi rarement
excite´s par collisions.
1.6.2 Re´solution du transfert radiatif
Nous avons vu comment rayonnement et matie`re se couplent. Il faut traiter simultane´ment
l’e´quilibre statistique des populations et le transfert de rayonnement. Certaines approximations
simplifient cette re´solution. On introduit d’abord la notion de probabilite´ d’e´chappement β(τ).
C’est la probabilite´ qu’un photon s’e´chappe le long d’un colonne de gaz de profondeur optique τ .
C’est une proprie´te´ locale quand bien meˆme τ est une grandeur globale, car un photon est soit
absorbe´ localement, soit il s’e´chappe du milieu. Le LVG7 est une des me´thodes pour lesquelles
cette notion est pertinente. C’est l’approximation la plus couramment usite´e en transfert radiatif
(voir (103), p. 40-44). On suppose dans cette approximation que l’on a un milieu uniforme en
tempe´rature et en densite´, avec un important gradient de vitesse, gradient lui aussi constant. Le
7pour large velocity gradient
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grand gradient de vitesse associe la position (ou la profondeur optique) a` un de´calage Doppler
en fre´quence. Ainsi, un photon e´mis sort rapidement de la zone de fre´quence ou` il pourrait eˆtre
re´absorbe´, ce qui justifie donc la notion de probabilite´ d’e´chappement.
Re´cemment, une technique analytique a e´te´ de´veloppe´e pour re´soudre le proble`me sous l’hy-
pothe`se de la probabilite´ d’e´chappement (57). Dans la me´thode de la probabilite´ d’e´chappement
classique, on de´couple le transfert radiatif et la population des niveaux. On part de populations
initiales trouve´es dans un cas limite, par exemple l’ETL, et on re´sout le transfert radiatif pour
trouver l’intensite´. On injecte ensuite cette intensite´ dans l’e´quation d’e´quilibre des populations,
et ainsi de suite. Dans cette nouvelle me´thode, on e´vite justement de de´coupler les deux parties
du proble`me en employant une solution formelle pour l’intensite´, et on obtient une solution ana-
lytique du proble`me sous forme d’e´quations line´aires, qui lient les populations au rayonnement
sans passer par un calcul explicite de l’intensite´. Cette me´thode surpasse en temps et en pre´cision
toutes les me´thodes existantes a` ce jour.
1.6.3 Masers
A cause du non e´quilibre thermodynamique des milieux observe´, on observe pour nombre
de mole´cules (H2O, SiO, me´thanol, ammoniac) des effets maser (inversion de population par
rapport a` la population thermodynamique) sur certaines transitions rotationnelles. Nous verrons
que les collisions avec H2 sont a` l’origine de ces effets. Les transitions maser fournissent donc
des renseignements sur les processus collisionnels dans le MIS. C’est pour elles que le besoin de
pre´cision dans les taux est le plus grand.
1.7 Taux de collision
On a donc besoin de taux de collision. Bien. On entre enfin re´ellement dans le cœur du sujet
de cette the`se. Une chose frappe l’esprit a` propos du calcul des taux. C’est que pour comprendre
la dynamique et l’e´volution physico-chimique de syste`mes macroscopiques de plusieurs unite´s as-
tronomiques voire plusieurs parsecs, on a absolument besoin de connaˆıtre en de´tail des processus
microscopiques quantiques a` deux corps. C’est la` a` mon sens une des beaute´s de l’astrophysique.
Il y a deux fac¸ons d’obtenir des taux de collision. Expe´rimentalement ou the´oriquement. La
de´termination expe´rimentale est faisable, mais pas aise´e. Il est parfois difficile de discriminer
les e´tats rotationnels, et spe´cialement pour H2. L’e´quipe de Ian Sims a` Rennes, notamment, a
fait (sur CO-He, (35)) et fait actuellement de telles mesures. Malgre´ ces re´cents progre`s expe´-
rimentaux, la de´termination des taux de collision repose encore principalement sur les mode`les
the´oriques. Ce qui nous a occupe´ une bonne partie de cette the`se.
Nous n’allons pas ici expliquer comment on calcule les taux de collision. Ce sera l’objet
du prochain chapitre. Voyons plutoˆt quelle est la proble´matique de ce calcul. Quelles sont les
questions pertinentes que nous aborderont tout au long de ce manuscrit, et qui guide`rent notre
de´marche.
Il y en a plusieurs. La principale, dans cette the`se, est certainement le besoin croissant de pre´-
cision. Les de´veloppements instrumentaux en radioastronomie, et l’ave`nement des instruments
Herschel et ALMA fournissent de plus en plus de donne´es mole´culaires, avec une pre´cision tou-
jours croissante. Conse´quemment, les donne´es the´oriques (et expe´rimentales) sur les taux de
collision doivent suivre le train. Cependant, tout comme les instruments couˆtent cher, la pre´-
cision des taux a elle aussi un prix. Ge´ne´ralement, ce couˆt se calcule plutoˆt en temps-machine
et en temps humain. L’e´tude comple`te d’un syste`me prend en moyenne une anne´e-homme dans
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notre e´quipe. Mais ce couˆt pre´sente par ailleurs le de´sagre´ment d’eˆtre presque exponentiel avec la
complexite´. Deux questions cruciales e´mergent donc. La premie`re est : quelle est la pre´cision re-
quise par les astronomes pour interpre´ter convenablement leurs donne´es spectroscopiques ? 50%?
1%? Grosjean et al. (76) ont notamment trouve´ dans une analyse pre´liminaire une de´pendance
line´aire des intensite´s pre´dites avec les coefficients de collision. L’importance de la pre´cision des
taux est aussi discute´e dans (150). On sait donc en tout cas que l’ordre de grandeur ne suffit
pas.
La seconde question est : quel est le rapport entre couˆt de calcul et la pre´cision du re´sultat
obtenu ? A ce sujet, on me`nera des e´tudes sur les approximations et les me´thodes employe´es.
En plus de cette proble´matique, certains syste`mes que nous avons e´tudie´s ne l’avaient jamais
e´te´ auparavant, et il y a donc aussi dans cette the`se une part de production de nouveaux taux.
1.8 Quelles mole´cules ?
Au cours de cette the`se, trois mole´cules ont e´te´ e´tudie´es : le monoxyde de carbone (CO), le
cyanoace´thyle`ne (HC3N) et l’eau (H2O). Comme nous le mentionnions en pre´ambule, le choix de
ces trois mole´cules fut dicte´ partiellement par les perspectives Herschel et ALMA. D’autres cri-
te`res sont toutefois aussi intervenus. Nous de´taillons ici pour chaque cas les motivations du choix.
1.8.1 CO
A cause de la chaˆıne de re´actions nucle´aires prenant place au cœur des e´toiles, le carbone
et l’oxyge`ne sont les ✭✭me´taux ✮✮8 les plus abondants de l’univers. Ils ont en effet une abondance
cosmique relative (par rapport a` l’hydroge`ne) de 4 10−4 et 7.4 10−4, respectivement (81). Sans
vouloir entrer dans des de´tails de chimie, ajoutez a` cela l’affinite´ qu’ont ces deux mole´cules a`
se lier, et vous obtenez la seconde mole´cule la plus abondante du milieu interstellaire, derrie`re
l’hydroge`ne mole´culaire (H2). H2 e´tant tre`s difficilement observable du fait de son absence de
dipoˆle, CO est la mole´cule la plus observe´e dans tous types de milieux : nuages diffus, nuages
sombres, enveloppes d’e´toiles e´volue´es, ne´buleuses plane´taires, re´gions de chocs, PDR, galaxies
lointaines, ... Sa premie`re de´tection ne remonte cependant qu’a` 1970 (172). A ce jour, des tran-
sitions jusqu’au niveau de rotation J=39 (41) ont e´te´ observe´es, de meˆme que des transitions
ro-vibrationnelles (ν = 1→ 0, voir (30), par exemple) dans des milieux chauds. Elle est souvent
suffisamment abondante pour que l’on puisse de´tecter ses isotopome`res (C17O, C18O, 13CO).
Leur observation donne meˆme des contraintes supple´mentaires sur les parame`tres physiques des
milieux observe´s. Elle sert donc souvent a` cartographier les nuages mole´culaires. En phase solide,
CO est aussi (avec l’eau) l’un des composants dominants du manteau des grains, et toute une
physico-chimie d’adsorption-de´sorption est envisage´e sur ce substrat pour expliquer la pre´sence
de certaines mole´cules a` diffe´rents stades d’e´volution pre´stellaires.
On voit que cette mole´cule joue ainsi un roˆle pre´ponde´rant dans tous les mode`les physico-
chimiques. Elles sert de traceur pour une grande varie´te´ de conditions. Par ailleurs, les densite´s
critiques trouve´es pour CO sont de l’ordre des densite´s rencontre´es dans le MIS, en tout cas
pour les petits J . Ainsi, la pre´cision des taux de collision reveˆt une re´elle importance pour cette
mole´cule. Historiquement, de´ja` plusieurs calculs the´oriques et expe´rimentaux de bonne facture
existaient pour CO-H2 et CO-He (voir re´fe´rences dans E.4.1). Ainsi, cette mole´cule n’e´tait pas
e´tudie´e a` des fins d’obtention de re´sultats neufs, et ne fait pas partie de la liste Molecular
8Pour les astrophysiciens, sont qualifie´s de me´taux tous les e´le´ments transhe´liens (Z > 2).
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Universe. Mais l’existence de ces e´tudes pre´alables nous permettait de caracte´riser l’influence de
diffe´rents aspects du calcul (surface de potentiel, calcul de collision) dans la pre´cision du re´sultat
final, le taux de collision. On rejoint la` les objectifs e´voque´s plus haut.
1.8.2 HC3N
HC3N, le cyanoace´thyle`ne, est la premie`re d’une classe de mole´cules appele´es cyanopolyynes,
qui ont pour formule HC2nCN (n ≥ 1). Toutes les cyanopolyynes jusqu’a` HC11N (23) ont de´ja`
e´te´ observe´es, et cette dernie`re mole´cule est encore aujourd’hui celle contenant le plus d’atomes
(13), et la plus lourde de´tecte´e.
Un peu de spectroscopie. Les cyanopolyynes sont lourdes et line´aires. Elles ont ainsi un
spectre rotationnel simple, et dense en transitions : leur constante rotationnelle est plus petite que
le cm−1). Beaucoup d’entre elles sont ainsi susceptibles d’eˆtre observe´es dans un meˆme milieu.
Par ailleurs, les modes de vibration de pliage de ces mole´cules sont assez peu e´nerge´tiques :
quelques centaines (HC3N) a` quelques dizaines de cm
−1(HC11N).
Elles sont observe´es dans les enveloppes d’e´toiles jeunes ou e´volue´es (131), re´gions de for-
mation stellaire, nuages sombres, et meˆme en extragalactique (113). Leur abondance les place
parmi les mole´cules importantes pour la compre´hension des processus physico-chimiques en jeu.
Plus spe´cialement, elles jouent un roˆle important dans la chimie des chaˆınes carbone´es. C’est
ainsi naturellement qu’on retrouve HC3N dans la liste de priorite´s de Molecular Universe.
Venons-en donc a` HC3N. Plus petite des cyanopolyynes, elle est aussi la plus abondante,
et en corollaire, la plus observe´e. C’est un long baˆton de quelque 10 a0, qui posse`de un grand
dipoˆle. Or, comme nous le mentionnions plus haut, nous somme a` la recherche d’un partenaire de
collision pour H2 qui montre suffisamment de diffe´rence en collision avec les deux formes (para
et ortho) pour permettre de contraindre leur rapport. Son grand dipoˆle fait a priori d’HC3N un
bon candidat pour cette question.
Un autre point est le fait qu’un seul calcul de taux de collision pour HC3N-He et HC3N-
H2 avait e´te´ fait jusqu’ici (73). A cause des difficulte´s calculatoires lie´es a` ces syste`mes, et
sur lesquelles nous reviendrons, plusieurs approximations avaient e´te´ faites dans ce calcul. Le
potentiel HC3N-He e´tait approximatif. Les taux avec H2 e´taient calcule´s par un scaling de ceux
avec l’he´lium. Et finalement, les calculs de collision e´taient classiques et pas quantiques. De notre
coˆte´, l’e´tude de ces deux syste`mes nous servira donc a` re´actualiser ces re´sultats, et a` discuter la
pertinence de ces approximations.
1.8.3 H2O
Comme nous le disions dans l’historique, l’eau fut pour la premie`re fois observe´e dans le milieu
interstellaire par Cheung et al., en 1969 (43). Depuis, elle a e´te´ de´tecte´e dans une grande varie´te´
d’environnements (42), allant des milieux tre`s froids (nuages denses) a` chauds (atmosphe`res
stellaires), en passant par les re´gions de choc, les come`tes, etc. C’est notamment graˆce au satellite
ISO (9), puis aux satellites SWAS (2) (limite´ pour l’eau a` une seule transition rotationnelle :
110 − 101, a` 557 GHz) et Odin (11) que toutes ces donne´es ont pu eˆtre amasse´es.
Dans le milieu interstellaire (au sens large), elle a e´te´ vue dans des re´gions de choc, les jets
et dans les proto-e´toiles de faible et grande masse. Dans les nuages mole´culaires, on a observe´
aussi bien des raies purement rotationnelles (phase gazeuse) que les modes de vibration (pliage
et e´longation) de la glace, confirmant sa pre´sence a` la surface des grains. Dans les atmosphe`res
stellaires, c’est aussi bien dans les e´toiles C (riches en carbone) que les e´toiles M (riches en oxy-
ge`ne) qu’elle est observe´e. La`, c’est la ro-vibration qui est observe´e. On l’a aussi de´tecte´e dans
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des galaxies autres que la noˆtre, via son maser a` 22 GHz. Et finalement, dans le syste`me solaire,
elle est pre´sente en quantite´ sur Terre, en tant que glace dans les calottes polaires de Mars
(25), dans l’atmosphe`re de beaucoup de plane`tes, en tant que composant principal des glaces
come´taires, dans des me´te´orites primitives comme les chondrites carbone´es, et meˆme dans l’at-
mosphe`re solaire.
Aujourd’hui, on sait qu’elle est la troisie`me mole´cule la plus abondante de l’univers – et donc
la polyatomique la plus abondante –, derrie`re H2 et CO. Elle est donc une sonde de milieux tre`s
varie´s, et graˆce a` sa grande densite´ de niveaux ro-vibrationnels, est un refroidisseur important,
dans les premie`res phases du processus de formation stellaire, en particulier. Dans de tels mi-
lieux, on observe d’ailleurs beaucoup de masers qui attestent l’importance des collisions, dans
ce processus de refroidissement hors de l’e´quilibre thermodynamique.
Du fait de son abondance dans l’atmosphe`re terrestre, elle est difficilement observable depuis
le sol. Cela veut dire que l’on n’a pratiquement que les donne´es des satellites a` disposition. Elle
est donc encore bien moins connue que beaucoup d’autres mole´cules. C’est aussi l’une des raisons
pour lesquelles un fort accent est mis sur l’eau dans le programme de Herschel, avec lequel on
observera aussi bien rotation que vibration de l’eau. Par contre HDO, l’eau lourde, a de´ja` e´te´
de´tecte´e depuis le sol, car pas victime de l’absorption atmosphe´rique (38). ALMA, base´ au sol,
rencontrera les meˆmes difficulte´s que les instruments actuels pour observer l’eau (H2O) depuis
le sol. Mais il sera suffisamment performant pour en observer les isotopes avec une sensibilite´
ine´gale´e, qui apportera re´ellement de nouvelles contraintes sur la physico-chimie.
L’inte´reˆt pour l’eau re´side bien suˆr aussi en grande partie dans le roˆle capital qu’elle joue
sur Terre. Elle y est l’e´le´ment indispensable a` la vie. S’il n’est pas prouve´ que c’est le cas en
toute ge´ne´ralite´, on ne connaˆıt pour l’instant pas de contre-exemple. Jusqu’a` nouvel ordre, la
recherche de vie ailleurs que sur Terre passe donc en premier lieu par celle d’eau.
Du point de vue de la physique mole´culaire, l’eau pre´sente divers avantages. D’une part, sa
petite taille (nombre d’atomes, nombre d’e´lectrons) rend tant les calculs de chimie quantique que
ceux de collisions faisables (quoique pas ✭✭ faciles ✮✮), et avec une grande pre´cision. Notons aussi
que tout comme l’hydroge`ne mole´culaire, l’eau pre´sente deux formes distinctes ortho et para,
associe´es a` diffe´rents niveaux de rotation, et sans transition possible (autre que par couplage
magne´tique ou re´actions a` haute tempe´rature) entre les deux formes.
Chronologiquement, H2O-H2 est le premier syste`me que j’ai e´tudie´ au cours de cette the`se.
C’e´tait meˆme initialement le sujet de the`se. Une e´tude tre`s pousse´e avait aussi pour objectif
de nous fournir un retour d’expe´rience pour les syste`mes a` venir, dont notamment CO et les
cyanopolyynes (mais aussi H2CO, ou encore NH3).
Le champ d’investigation e´tait vaste, puisque pour la premie`re fois, les calculs pour ce syste`me
prenaient en compte les vibrations des mole´cules, et ne faisaient pas d’hypothe`ses lourdes sur
la nature de ces vibrations. La quasi-totalite´ des syste`mes d’inte´reˆt astrophysique e´tudie´s a`
ce jour, et notamment ce syste`me (voir (137) et articles suivants), le sont en conside´rant les
mole´cules rigides. Ainsi, un des objectifs pour ce syste`me e´tait l’obtention de taux de collision
ro-vibrationnels, encore jamais calcule´s. Mais ce syste`me a` 9 dimensions ( !) offrait aussi d’autres
possibilite´s de recherche. On pouvait par exemple fixer les coordonne´es internes de nos mole´cules
a` n’importe quelle valeur, et ainsi juger de la pertinence d’une ge´ome´trie plutoˆt qu’une autre.
Autre application, le calcul de taux pour les isotopes de l’eau. Cette e´tape n’est a` ce jour pas
encore acheve´e, mais c’est une des chances qu’offre un calcul avec tous les degre´s de liberte´.
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Finalement, et bien que cela ne fuˆt pas un objectif initial avoue´, ce syste`me aura aussi e´te´
l’occasion d’une excursion du coˆte´ de l’analyse nume´rique, par l’e´tude de ses e´tats de van der
Waals. Toutes ces questions inte´ressantes font l’objet d’un chapitre, le dernier du corpus de ce
manuscrit.
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Qui cherche l’infini n’a qu’a` fermer les yeux !
Milan Kundera
L’insoutenable le´ge`rete´ de l’eˆtre

Chapitre 2
Des surfaces de potentiel aux taux
de collision
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2.1 Introduction
Nous avons vu dans l’introduction ge´ne´rale que pour comprendre les processus physico-
chimiques en jeu dans le milieu interstellaire, nous avons besoin d’une connaissance approfon-
die de la physique au niveau mole´culaire. Notamment, le peuplement des diffe´rents niveaux
ro-vibrationnels des mole´cules observe´es se fait par compe´tition entre phe´nome`nes radiatifs et
collisionnels. La connaissance de ces derniers est donc une partie capitale de la compre´hension
de l’e´volution physico-chimique des milieux. Or, la probabilite´ de transition d’un e´tat de ro-
vibration a` un autre par collision a` une certaine tempe´rature est caracte´rise´e par un nombre, le
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taux de collision, qui lui-meˆme de´coule des sections efficaces de collision. Dans ce chapitre, nous
allons montrer d’un point de vue the´orique comment l’on obtient ces taux de collision, quels
sont les outils mis en jeu.
Prenons le proble`me de la fac¸on la plus ge´ne´rique possible, en faisant toutefois certaines
hypothe`ses que nous discuterons par la suite. Notre syste`me de deux mole´cules (qu’on nommera
supermole´cule dans la suite) est un ensemble de N e´lectrons et M noyaux. Les interactions
autres que coulombiennes (spin-orbite, spin-spin) sont ne´glige´es en premier lieu, de meˆme que
les effets relativistes. Le hamiltonien total de notre syste`me s’e´crit1
Hˆ = Tˆe + TˆN + Vˆee + VˆeN + VˆNN (2.1)
=
N∑
i=1
1
2
∇i2 +
M∑
K=1
1
2MK
∇K2 −
N∑
i=1
M∑
K=1
ZK
riK
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
K=1
M∑
L>K
ZKZL
RKL
, (2.2)
ou` les indices minuscules symbolisent les e´lectrons et les majuscules, les noyaux. MK est le
rapport entre masse du noyau K et masse de l’e´lectron, et ZK la charge du noyau K. Pour
connaˆıtre toutes les proprie´te´s inde´pendantes du temps de notre syste`me, il ✭✭ suffirait ✮✮ de re´-
soudre l’e´quation de Schro¨dinger stationnaire associe´e a` ce hamiltonien. Seulement, le proble`me
devient rapidement insoluble analytiquement quand le nombre de particules augmente (de`s que
n > 3), et il faudra consentir a` quelques approximations pour traiter des syste`mes plus gros.
Dirac l’avait de´ja` bien compris en 1929 (54), qui synthe´tisait :
✭✭The underlying physical laws necessary for the mathematical theory of a large part of
physics and the whole of chemistry are thus completely known, and the difficulty is only that
the exact application of these laws leads to equations much too complicated to be soluble. ✮✮
2.1.1 Approximation de Born-Oppenheimer
L’approximation la plus utilise´e, la plus centrale en chimie quantique est l’approximation de
Born-Oppenheimer. Nous allons ici tenter de l’expliquer qualitativement. Le de´veloppement qui
suit est inspire´ de (160), notamment.
Le point central de cette approximation est le rapport de masse entre e´lectrons et noyaux
(pour rappel, mp/me ≃ 1836). Cette diffe´rence de masses se refle`te au niveau dynamique par
une diffe´rence de vitesses : les noyaux sont beaucoup plus lents que les e´lectrons. Ainsi, on peut
en premie`re approximation conside´rer que les e´lectrons s’adaptent instantane´ment (adiabati-
quement) au de´placement des noyaux. Cela permet de scinder le hamiltonien total en deux : un
hamiltonien e´lectronique qui ne contient que les termes de´pendant explicitement des coordonne´es
e´lectroniques, et un hamiltonien nucle´aire. Le hamiltonien e´lectronique s’e´crit donc
Hˆelec =
N∑
i=1
1
2
∇i2 −
N∑
i=1
M∑
K=1
ZK
riK
+
N∑
i=1
N∑
j>i
1
rij
(2.3)
Les fonctions propres de ce hamiltonien, appele´es fonctions d’onde e´lectroniques, de´pendront
parame´triquement des coordonne´es nucle´aires. L’e´nergie totale Etot a` noyaux fixe´s doit aussi
comprendre la re´pulsion internucle´aire (le dernier terme de (2.2)). La connaissance des fonctions
propres de (2.3) et des e´nergies associe´es est ce que l’on nomme proble`me e´lectronique.
1en unite´s atomiques
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Supposons que l’on ait re´solu le proble`me e´lectronique. Ayant scinde´ le proble`me en deux,
on re´sout le proble`me nucle´aire en conside´rant que les noyaux e´voluent dans un potentiel e´lec-
tronique (qui de´pend parame´triquement de la position des noyaux), potentiel donc qui est la
solution du proble`me e´lectronique, auquel on ajoute le terme de re´pulsion coulombienne inter-
nucle´aire.
Hˆnucl =
M∑
K=1
1
2MK
∇K2 + Etot({RK}) (2.4)
L’e´nergie Etot devient donc un potentiel pour le mouvement nucle´aire. Et les fonctions propres
stationnaires du hamiltonien nucle´aire (2.4) de´crivent la rotation et la vibration de nos mole´cules.
On a maintenant scinde´ le proble`me en deux parties distinctes. Une premie`re partie consiste
a` re´soudre le proble`me e´lectronique a` noyaux fixes, afin de trouver l’e´nergie totale Etot. Ceci fait,
la deuxie`me partie du proble`me est de re´soudre la dynamique nucle´aire ✭✭ sur ✮✮ cette surface de
potentiel (SEP) e´lectronique.
Dans cette formulation hamiltonienne du proble`me, l’approximation BO consiste donc a`
conside´rer comme nulle l’action de l’ope´rateur e´nergie cine´tique nucle´aire TˆN sur la fonction
d’onde e´lectronique. Intuitivement, cela consiste a` conside´rer que le mouvement des e´lectrons
est sensible a` la position des noyaux, pas a` leur vitesse. Une premie`re correction a` cette approxi-
mation est de prendre en compte les e´le´ments diagonaux de cet ope´rateur.
2.2 Surfaces de potentiel
On va dans cette section s’atteler a` comprendre comment l’on re´sout le proble`me e´lectronique,
pour en arriver a` la notion de surface d’e´nergie potentielle (SEP). La connaissance des proprie´te´s
e´lectroniques des mole´cules est la majeure occupation d’une discipline que l’on nomme chimie
quantique. Certaines me´thodes sont purement the´oriques, dans le sens qu’elles n’emploient pas
de parame`tres empiriques autres que les constantes physiques fondamentales suivantes : masses
et charges des nucle´ons et de l’e´lectron, vitesse de la lumie`re et constante de Planck. On les
nomme me´thodes ab initio2. Le lecteur inte´resse´ pourra se reporter aux re´fe´rences (8) (et pages
associe´es), (160) et (115), qui nous ont servi de guide dans cet exercice de synthe`se.
La se´paration Born-Oppenheimer du proble`me est un grand pas vers la simplification, mais
meˆme en ne traitant que les e´lectrons, le proble`me souleve´ par Dirac reste d’actualite´. L’art de la
chimie ab initio consiste donc a` faire des approximations qui re´duisent beaucoup la complexite´
du proble`me e´lectronique, tout en maˆıtrisant la pre´cision du re´sultat. Il existe une multitude de
me´thodes ab initio, les plus populaires e´tant : Hartree-Fock (HF), Møller-Plesset (MP), coupled
cluster (CC) et symmetry-adapted perturbation theory (SAPT). La the´orie de la fonctionnelle de
densite´ (DFT), n’est pas tout a` fait une me´thode ab initio, car elle pre´suppose une forme de
fonctionnelle, e´ventuellement avec des parame`tres initiaux empiriques. Chaque classe contient
plusieurs me´thodes, ge´ne´ralement ajuste´es chacune pour le calcul d’une proprie´te´ particulie`re
ou l’application a` un ensemble particulier de mole´cules. L’abondance des me´thodes montre qu’il
n’en existe pas une unique adapte´e a` tous les proble`mes.
2ab initio : locution latine signifiant ✭✭ depuis le de´but ✮✮.
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2.2.1 Orbitales, de´terminants de Slater et fonctions de base
L’approximation orbitale
L’approximation orbitale consiste a` construire la fonction d’onde d’un syste`me de n e´lectrons
a` partir des fonctions a` un e´lectron φ(x, y, z, ξ). Ces dernie`res se de´composent en une partie
spatiale χ(x, y, z) et une partie spin (α(ξ) ou β(ξ), spin ✭✭ up ✮✮ ou ✭✭ down ✮✮), et forment ainsi ce
que l’on nomme spin-orbitales.
Me´thode LCAO-MO3
La me´thode LCAO consiste a` faire une combinaison line´aire d’orbitales atomiques (fonctions
a` un e´lectron centre´es sur les noyaux des atomes constituant la mole´cule) pour obtenir une
orbitale mole´culaire. Une orbitale mole´culaire e´tant une fonction de base de´crivant un e´lectron
d’une mole´cule a` la fois.
ψi︸︷︷︸
orbitale moleculaire
=
N∑
µ=1
cµi φµ︸︷︷︸
orbitale atomique
(2.5)
ou`N est la taille de la base. Plusieurs types d’orbitales atomiques existent pour ces combinaisons ;
les plus connues e´tant les orbitales de Slater4. une STO centre´e sur un atome a s’e´crira
ψnlm(ra, θa, φa) = Nr
n−1
a Y
m
l (θa, φa) exp(ξra) (2.6)
Les STO sont adapte´es en ceci qu’elles ont un bon comportement a` l’origine (quand la dis-
tance e´lectron-noyau est nulle), soit une discontinuite´ du premier ordre que l’on nomme cusp
(vide infra). Le proble`me est que ces orbitales sont tre`s couˆteuses en temps de calcul, car elles
impliquent une re´solution purement nume´rique des calculs d’inte´grales a` plusieurs centres. Les
orbitales gaussiennes5
gijk = Nx
i
ay
j
az
k
a exp(−αr2a) (2.7)
ou` N est une constante de normalisation, i, j et k ∈ N et α ∈ R+ est une exposant de´terminant
la taille (l’extension radiale) de la fonction, furent donc introduites pour acce´le´rer les calculs(27).
En effet, les gaussiennes ont la proprie´te´ qu’un produit de gaussiennes centre´es en deux points
diffe´rents est une gaussienne centre´e en un troisie`me point. Ainsi, une orbitale mole´culaire for-
me´e de GTO se rame`ne toujours a` des calculs d’inte´grales mono-centre ; une partie du calcul est
analytique. Mais les gaussiennes ont le de´savantage d’avoir une de´rive´e nulle a` l’origine, et il en
faut un nombre conse´quent pour approximer le cusp e´lectron-noyau. On soule`ve la` de´ja` une des
difficulte´s des calculs ab initio.
Contractions et primitives Pour repre´senter plus pre´cise´ment les orbitales dans la re´gion du
cusp e´lectron-noyau, la pratique courante est d’utiliser comme fonctions de base des combinaisons
line´aires d’une poigne´e de gaussiennes :
φµ =
∑
r
drµgr (2.8)
3LCAO : linear combination of atomic orbitals ; MO : molecular orbital
4Connues dans le domaine sous l’abre´viation STO, pour ✭✭ Slater type orbitals ✮✮
5GTO, pour ✭✭Gaussian type orbitals ✮✮
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ou` chaque gr est une gaussienne carte´sienne du type (2.7). Toutes sont centre´es sur le meˆme
atome et ont les meˆmes valeurs i, j et k, mais un α diffe´rent. Les drµ sont des coefficients de
contraction. Les orbitales de ce type sont donc nomme´es orbitales contracte´es, ou simplement
contractions. Les gaussiennes individuelles gr sont elles appele´es primitives. Cette proce´dure a
toutefois l’inconve´nient de ralentir conside´rablement les calculs (104).
Orbitales polarise´es et diffuses Par rapport aux orbitales des atomes isole´s, celles des
atomes au sein d’une mole´cule sont de´forme´es, ou polarise´es. Afin de rendre compte de cet
effet, des fonctions de base de nombre quantique l supe´rieur au maximum possible pour l’atome
isole´ correspondant peuvent eˆtre introduites. On les appelle orbitales de polarisation. De la
meˆme manie`re, pour de´crire des e´lectrons relativement e´loigne´s des noyaux (mole´cules avec des
doublets libres, ou anions, par exemple), on peut ame´liorer la base en ajoutant des fonctions
dites diffuses, caracte´rise´es par un exposant β ∈ [0.01, 0.1] donnant le degre´ d’extension spatiale
supple´mentaire de la fonction.
Nomenclature Dans la litte´rature de la chimie quantique, il existe une multitude de bases
gaussiennes aux noms souvent abscons pour les non-initie´s. Regardons brie`vement de quoi il
retourne. Rappelons qu’une couche est un ensemble de fonctions de base ayant le meˆme exposant
α. Si on utilise des contractions de gaussiennes, le minimum est un gaussienne contracte´e pour
chaque orbitale des couches internes et de valence. Une base double-zeta (ou ✭✭ dz ✮✮) consiste en
deux gaussiennes contracte´es pour ces meˆmes orbitales. Une triple-zeta (✭✭ tz ✮✮), trois, et ainsi de
suite.
Elles sont ge´ne´ralement pre´fixe´es par une indication de me´thode d’optimisation (par exemple,
cc pour correlation consistent, bases optimise´es pour la description de la corre´lation entre e´lec-
trons de valence). Parmi toutes ces bases, un choix particulier nous concerne plus directement,
puisque c’est celui que nous emploierons pour les calculs ab initio pre´sente´s dans cette the`se.
Il s’agit des bases cc-pVXZ (X=D,T,...) de Dunning (171). Elles pre´sentent l’avantage d’eˆtre
tre`s compactes, notamment par rapport aux orbitales atomiques naturelles (15). De plus, les
proprie´te´s de convergence syste´matique de ces bases permettent d’e´valuer la limite base infinie,
et ainsi de de´terminer la pre´cision intrinse`que des diffe´rentes me´thodes de corre´lation.
Un autre exemple de bases tre`s usite´es sont les bases de Pople (26) 6-31G (double zeta) ou
6-311 (triple zeta). Dans cette notation, le tiret se´pare couches internes et de valence. Dans la
premie`re base, la partie avant le tiret (le 6) indique que chaque orbitale atomique des couches
internes est repre´sente´e par une unique contraction de 6 gaussiennes primitives. Le 31 apre`s
le tiret signifie que pour les couches de valence, deux fonctions de base sont utilise´es. Une
contraction de trois gaussiennes, et une unique gaussienne. La base 6-311 fait donc intervenir
une fonction de base supple´mentaire forme´e d’une seule gaussienne primitive.
Notons encore qu’une strate´gie de base co¨ıncide dans les faits avec une base diffe´rente pour
chaque atome incrimine´ dans le syste`me. Ainsi, il est de coutume de donner aussi le de´tail des
bases (s,p,d,f,g,...) pour chaque atome.
De´terminant de Slater
N’importe quelle fonction d’onde de´crivant un syste`me d’e´lectrons doit satisfaire deux prin-
cipes. Le premier, l’antisyme´trie vient du fait que ce sont des fermions et ainsi, la fonction d’onde
doit changer de signe si l’on permute deux des composantes. Le second, le principe d’exclusion
de Pauli, stipule que deux e´lectrons ne peuvent se trouver simultane´ment dans le meˆme e´tat
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(la meˆme spin-orbitale). Une fac¸on de construire une fonction d’onde comme une combinaison
line´aire de spin-orbitales qui satisfasse ces deux principes est le de´terminant de Slater :
ψ =
1√
n
∣∣∣∣∣∣∣∣
χ1(1) χ2(1) ... χn(1)
χ1(2) χ2(2) ... χn(2)
... ... ... ...
χ1(n) χ2(n) ... χn(n)
∣∣∣∣∣∣∣∣ (2.9)
Deux e´lectrons dans le meˆme e´tat correspondraient a` deux colonnes identiques dans ce de´ter-
minant, et donc a` un de´terminant nul. L’antisyme´trie est ve´rifie´e par de´finition du de´terminant.
2.2.2 Me´thode de Hartree-Fock
Ces fonctions de base construites, une premie`re e´tape vers le calcul de la SEP est l’approche
Hartree-Fock (HF). Rappelons pour commencer le principe variationnel : quelle que soit la
fonction-test avec laquelle on e´value un e´le´ment de matrice du hamiltonien (2.3), la valeur trouve´e
sera toujours supe´rieure a` l’e´nergie du niveau fondamental. Si l’on combine cela au LCAO, on
voit que pour trouver les orbitales mole´culaires optimales (celles qui minimisent l’e´nergie), il
faut minimiser cet e´le´ment de matrice par rapport aux coefficients cµi de (2.5).
Les e´quations de Rothaan-Hall ((160), page 138) sont l’outil qui me`ne a` l’e´nergie de HF
(ibidem, pages 53-54). Ce sont des e´quations faisant intervenir ces coefficients cµi, ainsi que deux
matrices : la matrice de recouvrement de la base d’orbitales atomiques et la matrice de Fock, qui
elle contient la physique : ope´rateur d’e´change, de Coulomb, e´nergie cine´tique a` un e´lectron et
attraction e´lectron-noyau. Elles sont re´solues de manie`re ite´rative (self-consistent, ou SCF), car
la matrice de Fock de´pend des orbitales mole´culaires, qui elles-meˆmes de´pendent des coefficients
cµi (e´q. 2.5).
L’e´nergie HF ne prend pas en compte la corre´lation intere´lectronique (plus exactement, elle
ne traite pas la corre´lation entre les mouvements des e´lectrons). Elle ne conside`re que d’une fac¸on
moyenne´e ces interactions. L’e´nergie exacte est donc la somme de l’e´nergie HF et de l’e´nergie de
corre´lation. Toutes les me´thodes ab initio emploient comme point de de´part une e´valuation de
l’e´nergie HF. Les me´thodes diffe`rent ensuite par l’e´valuation de l’e´nergie de corre´lation.
2.2.3 Corre´lation e´lectronique
On conside`re un syste`me de n e´lectrons de´crit par une base de 2N spin-orbitales. n spin-
orbitales sont occupe´es, les 2N−n restantes sont appele´es orbitales virtuelles. Soit ψ0 la fonction
d’onde HF. L’interaction de configuration comple`te (full CI) est obtenue en construisant tous
les de´terminants de Slater ψs possibles en remplac¸ant les spin-orbitales occupe´es par des spin-
orbitales virtuelles. La fonction d’onde full CI s’e´crit alors ψ = ψ0 +
∑
s>0 asψs. Les orbitales
virtuelles conside´re´es sont appele´es excitations. Une excitation est simple si l’on ne conside`re
qu’une orbitale virtuelle, double pour 2, etc.
Le proble`me nume´rique du full CI est qu’il y a (2N)!/[n!(2N − n)!] de´terminants a` consi-
de´rer, ce qui est tre`s vite prohibitif quand s augmente. On a donc recours a` une interaction de
configuration approche´e, telle que MP ou CC.
Coupled cluster
Cette me´thode est celle que nous emploierons dans tous les calculs ab initio de cette the`se.
Contrairement aux me´thodes MP, le CC ne traite pas les excitations perturbativement mais
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exactement (en tout cas pour toutes les excitations sauf parfois la plus haute), a` l’aide d’un
ope´rateur CC, qui agit sur les de´terminants de Slater (21). Au niveau de la nomenclature, on
parlera de CCS6 pour un calcul avec excitations simples, CCSD pour doubles, et ainsi de suite .
N’e´tant pas perturbatif, le CC pre´sente l’avantage d’eˆtre identique au full-CI si le degre´ d’excita-
tion pris en compte e´gale le nombre d’e´lectrons du syste`me. Le CCSD donne la solution full-CI
d’un syste`me a` deux e´lectrons, par exemple. Si la dernie`re excitation est entre crochets ou entre
parenthe`ses (CCSD(T) par exemple), cela signifie qu’elle est traite´e de fac¸on approximative.
Crochets (165) et parenthe`ses (22; 142) n’ont pas la meˆme signification, mais c’est un niveau de
de´tail dans lequel nous n’entrerons pas ici.
Le formalisme CC peut eˆtre re´sume´ ainsi (4). On construit la fonction d’onde CC |ψ〉 par
|ψ〉 = eTˆ |φ0〉 (2.10)
ou` |φ0〉 est la fonction d’onde de re´fe´rence (HF, par exemple), et Tˆ est l’ope´rateur de cluster
Tˆ = Tˆ1 + Tˆ2 + ... (2.11)
Dans le formalisme de la seconde quantification, on e´crit
Tˆ1 =
∑
i
∑
a
tai aˆiaˆ
†
a (2.12)
Tˆ2 =
1
4
∑
ij
∑
ab
tabij aˆiaˆj aˆ
†
aaˆ
†
b (2.13)
avec aˆ†a l’ope´rateur d’annihilation et aˆi celui de cre´ation. i, j de´signent des orbitales inoccupe´es,
tandis que a, b sont des orbitales occupe´es. Ainsi l’ope´rateur Tˆ1 construit tout les de´terminants
de Slater diffe´rant du de´terminant de re´fe´rence par une spin-orbitale, Tˆ2 de 2, etc. Le CCSD,
par exemple, consiste donc a` inclure les ope´rateurs CC jusqu’a` Tˆ2.
2.2.4 Condition de cusp intere´lectronique
Dans le hamiltonien e´lectronique (2.3), le terme de re´pulsion coulombienne entre e´lectrons
pre´sente mathe´matiquement une singularite´ quand une distance intere´lectronique tend vers ze´ro.
La forme de cette singularite´, en 1/r, fait apparaˆıtre sur la fonction d’onde une condition, dite
de cusp, qui stipule que quand une distance e´lectron-e´lectron tend vers ze´ro, la fonction d’onde
devrait se comporter comme (129)
ψ(~r1, ~r2, ..., ~rn) = (1 +
1
2
r12)ψ(~r1, ~r1, ..., ~rn) +O(r212) (2.14)
Cela qui implique
lim
r12→0
(
∂ψ
∂r12
)
av
=
1
2
ψ(r12 = 0) (2.15)
Cette condition a e´te´ de´montre´e rigoureusement par Kato (96). Il y a donc une discontinuite´ de
premier ordre de la fonction d’onde dans la limite de distance intere´lectronique nulle.
6Bien que le risque de confusion soit faible, rappelons que ce CC, me´thode ab initio, est a` ne pas confondre
avec celui apparaissant dans le traitement des collisions, et signifiant close coupling.
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Fig. 2.1 – Repre´sentation bidimensionnelle de la proble´matique des calculs ab initio. Pour at-
teindre la solution BO ✭✭ exacte ✮✮ (dans la limite des approximations initiales), il faut a` la fois
de´crire comple`tement la corre´lation e´lectronique et avoir une base converge´e.
2.2.5 L’approche explicitement corre´le´e
Le CI ne fait intervenir que des spin-orbitales a` un e´lectron. Les distances intere´lectroniques
n’apparaissent nulle part. Or le cusp e´lectronique est un terme a` deux corps. En CI, il n’est donc
de´crit correctement que dans la limite de base infinie. La convergence en fonction de la base est
lente : 1
(l+1)3
, ou` l est le plus haut moment angulaire de la base.
Une alternative a` cet accroissement a` l’infini de la base est de prendre en compte explicitement
les distances intere´lectroniques. C’est ce que l’on nomme me´thode R12 (101). Cette approche est
tre`s couˆteuse en temps de calcul, mais aussi tre`s pre´cise. Elle permet d’atteindre une pre´cision
quasi-spectroscopique, meilleure que 1 cm−1 dans les cas les plus favorables. Dans le sche´ma
2.1, la me´thode R12 se situe donc en bas, dans la limite de base infinie. Notons encore que le
code R12 (CC-R12-OS) de Valiron et Noga utilise´ pour les calculs pre´sente´s dans cette the`se est
disponible a` l’adresse (166).
2.2.6 Construction d’une SEP intermole´culaire
Nous avons maintenant vu comment re´soudre le proble`me e´lectronique de fac¸on approxime´e,
graˆce a` diffe´rentes me´thodes de chimie ab initio. Cela donne acce`s a` un vaste champ d’applica-
tions, comprenant les proprie´te´s spectroscopiques (ro-vibration) des mole´cules, la spectroscopie
des complexes de van der Waals...
Dans cette the`se, nous ne sommes toutefois concerne´s que par des collisions ine´lastiques
mole´culaires. Il s’agit donc d’utiliser les concepts que nous venons de de´velopper pour de´crire
l’interaction entre mole´cules. Trois proble`mes sont a` conside´rer : ceux des deux mole´cules prises
se´pare´ment, et celui de la supermole´cule, le complexe forme´ par l’assemblage des deux. Mais
ce qui nous inte´resse, ce qui peut induire des transitions ro-vibrationnelles, c’est uniquement
l’interaction entre les deux composantes. Et cette interaction s’exprime sous forme de potentiel,
qui n’est autre que la diffe´rence entre e´nergie des mole´cules A et B se´pare´es et e´nergie de la
supermole´cule :
E = EAB −EA −EB (2.16)
Cette formule met en lumie`re une des grandes difficulte´s des calculs de SEP : l’e´nergie intermo-
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le´culaire est de l’ordre de quelques dizaines a` quelques centaines de cm−1 (pour les collisions non
re´actives) dans les re´gions de van der Waals et au-dela`. Mais les e´nergies internes des mole´cules
sont ge´ne´ralement de plusieurs centaines de milliers a` plusieurs millions de cm−1. Par exemple
l’e´nergie de liaison de H2 est de 0.5 hartree, soit 109 737 cm
−1. On cherche donc a` extraire une
grandeur pre´cise d’une soustraction d’e´nergies quatre ou cinq ordres de grandeur plus grandes.
Le potentiel intermole´culaire de´pend e´videmment de la conformation respective et interne
des mole´cules. Ces conformations sont de´crites a` l’aide d’un ensemble de variables qui forme
un espace multidimensionnel. C’est pourquoi on le nomme surface d’e´nergie potentielle (SEP) –
mais il s’agit en re´alite´ plutoˆt d’une hypersurface. Du fait de cette ope´ration de soustraction, il
n’y a pas de the´ore`me variationnel, donc pas de valeur limite infe´rieure sur l’e´nergie trouve´e.
BSSE
Une erreur qui apparaˆıt ine´luctablement lorsque l’on fait un calcul de dime`re avec des bases
finies, quelle que soit la me´thode, est l’erreur de superposition de base (BSSE). La formule (2.16)
n’est comple`tement vraie que si les trois calculs sont faits avec une base infinie. Mais dans les
faits, on souhaiterait calculer une fois pour toutes l’e´nergie des deux monome`res isole´s, chacun
avec sa base, et n’avoir qu’un seul calcul de´pendant des conformations respectives. Seulement,
si l’on fait cela, on emploie donc une base bA centre´e sur les atomes de A pour le calcul de
EA, et pareil pour B. EAB est par contre calcule´ avec la base bA + bB. Pour les deux calculs
de monome`res se´pare´s, les e´lectrons ne be´ne´ficient que de la base de leur monome`re. Mais pour
le calcul de EAB(bA + bB), les e´lectrons be´ne´ficient aussi de la base de l’autre monome`re. La
description de la structure e´lectronique est donc meilleure dans ce cas, car la base est plus
comple`te. L’e´nergie du complexe se trouve ainsi abaisse´e artificiellement par rapport a` celle des
monome`res se´pare´s. C’est cet artefact que l’on nomme erreur de superposition de base (BSSE).
Les bases ayant une extension spatiale finie, cette erreur est d’autant moins importante que les
mole´cules sont e´loigne´es l’une de l’autre. La BSSE e´tant nulle dans la limite de bases infinies, la
saturation des bases en est aussi un facteur de diminution.
Boys et Bernardi (28) propose`rent en 1970 une correction heuristique a posteriori de la
BSSE, qu’on nomme correction de contrepoids. Cette formule ne´cessite le recalcul de l’e´nergie
des monome`res pour chaque configuration ge´ome´trique du syste`me dans la base du complexe
E = EAB(bA + bB)− EA(bA + bB)−EB(bA + bB) (2.17)
Cette me´thode n’a pas imme´diatement fait l’unanimite´ dans la communaute´ des chimistes quan-
ticiens. (Il n’y e´videmment pas de the´ore`me tant que la base est finie.) Elle reste cependant la
technique la plus couramment utilise´e. Mayer et Valiron (114; 116) ont de´veloppe´ une me´thode
alternative pour re´soudre le proble`me de la BSSE, et ont trouve´ un excellent accord avec la me´-
thode de Boys et Bernardi, indiquant finalement que les deux approches prenaient correctement
en compte la BSSE.
Le gros inconve´nient qui apparaˆıt dans cette formule est que l’on doit pour chaque orientation
faire non pas un, mais trois calculs ab initio. Un SEP de N points consiste donc en 3N calculs
ab initio7.
7Cela n’est pas vrai pour la me´thode SAPT. Son e´le´gance re´side justement dans l’e´valuation du potentiel
intermole´culaire par connaissance des proprie´te´s des mole´cules isole´es, sans recours a` la super-mole´cule.
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Hypothe`se rigid body
Les calculs ab initio sont rapidement tre`s couˆteux en temps lorsque le nombre d’e´lectrons
de´passe une poigne´e. On ne peut donc en ge´ne´ral calculer qu’un nombre restreint de points ab
initio. Comme dans d’autres situations, on contourne cette difficulte´ en re´duisant le nombre de
dimensions. Pour cela, une conside´ration des ordres de grandeur est ne´cessaire. Comme nous le
soulignions plus haut, les e´nergies internes des mole´cules sont en ge´ne´ral beaucoup plus grandes
que le potentiel intermole´culaire. Cela se traduit en termes de dynamique par des mouvements
de vibrations des mole´cules tre`s rapides au regard des temps de collision typiques. Ainsi, on
peut en premie`re approximation conside´rer que les mole´cules ✭✭ ne voient pas ✮✮ cette vibration,
trop rapide. On peut donc se permettre de figer les ge´ome´tries internes de nos mole´cules et ainsi
re´duire le nombre de degre´s de liberte´. C’est ce que l’on nomme hypothe`se rigid body (RB).
Figer les ge´ome´tries internes, oui, mais a` quelle valeur ? La question n’est pas anodine, et
est encore sujette a` discussions. Dans cette the`se, elle occupera une bonne partie du chapitre
5. En fait, le choix des ge´ome´tries de´pend a priori de conside´rations physiques, mais aussi de
l’application que nous voulons faire de la surface.
Le choix le plus couramment usite´ pour les SEP, en astrophysique tout du moins, est celui
des ge´ome´tries d’e´quilibre re. Ces ge´ome´tries sont celles qui minimisent l’e´nergie interne des
mole´cules (isole´es) :
re = r t.q. Einterne(r) est minimal (2.18)
Ce choix est donc assez naturel, mais soule`ve toutefois plusieurs proble`mes. Le premier e´tant que
si l’on e´crit le hamiltonien de rotation d’une mole´cule avec ces ge´ome´tries, les valeurs propres
trouve´es ne seront pas exactement les e´nergies de rotation telles qu’observe´es en spectroscopie
(vide infra). En plus, il n’est pas univoque, car de´pend du niveau et de la me´thode de calcul ab
initio.
Un choix alternatif est ainsi de prendre les ✭✭ ge´ome´tries spectroscopiques ✮✮ rrot, qui sont
celles rendant le mieux compte du spectre rotationnel, car calcule´es a` partir de la constante de
rotation8
rrot =
〈
1
r2
〉− 1
2
(2.19)
Finalement, un autre choix est de plus en plus fait, qui sera amplement discute´ au chapitre 5,
c’est celui des ge´ome´tries moyennes (r¯). On prend la moyenne sur la fonction de vibration de
notre mole´cule
r¯ =
∫
|ψvib(r)|2rdr (2.20)
Un peu comme dans la philosophie BO, les diffe´rences d’e´chelles de temps (ou d’e´nergie) per-
mettent de se´parer dynamique de collision et vibration. Tout comme on obtenait dans BO un
potentiel e´lectronique moyen, on obtient ici des ge´ome´tries internes moyennes. C’est donc un
choix qui se justifie par des arguments dynamiques. Mais cela reste une approximation, dans
le sens qu’on ne recouple pas les e´tats de vibration a` la dynamique de collision. Ces e´tats sont
en effet force´ment modifie´s par la pre´sence d’un partenaire, mais cet effet n’est pas inclus dans
cette approximation.
Il n’y a donc pas un choix universel, mais certaines ge´ome´tries conviendront mieux a` certains
aspects du proble`me. Nous verrons meˆme que pour un calcul de collision, on emploiera parfois
8En spectroscopie, on mesure des diffe´rences d’e´nergie. Or ∆E ∼ Brot ∼ 1/I ∼


1/r2

.
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telle ge´ome´trie pour le calcul ab initio, et telle autre (spectroscopique) pour donner les niveaux
de rotation dans le calcul de collision. En termes d’ordres de grandeur, ge´ome´tries moyenne,
spectroscopique et d’e´quilibre ne sont significativement diffe´rentes que si les atomes ont un
mouvement de grande amplitude et asyme´trique. Ainsi, pour H2, la diffe´rence est bien marque´e
(3-4% d’e´cart).
L’approximation RB est bien pratique si l’on se contente d’e´tudier les processus de rotation.
Mais il se trouve que l’on observe en astrophysique aussi e´norme´ment de raies de vibration,
ou plus ge´ne´ralement de ro-vibration. Avec les instruments Herschel (espace) et Alma (sol),
on observera notamment quantite´ de raies de ro-vibration de l’eau et de ses isotopes, pour
prendre un exemple bien choisi. Et pour obtenir des donne´es the´oriques sur la ro-vibration, pas
de miracle, il faut inclure dans le calcul de la SEP les coordonne´es internes des mole´cules. Par
contre, si l’on est inte´resse´ a` un mode de vibration en particulier, on peut avoir une approche
mixte, en gelant les ge´ome´tries internes qui ne nous inte´ressent pas, et en ne faisant varier que
celle dont la vibration comporte un inte´reˆt. Tous les calculs de surface pre´sente´s au chapitre 3,
de meˆme que les calculs de collision pre´sente´s au chapitre 4, sont faits avec des mole´cules rigides.
Le chapitre 5 va au-dela` de cette approximation sur le syste`me H2O-H2.
Diverses corrections
Bien qu’ils soient tre`s couˆteux, il existe des calculs e´valuant les effets relativistes, QED,
ou encore non BO que nous avons ne´glige´s jusqu’ici. Une re´fe´rence en la matie`re est l’article
de Polyanski et al. sur l’eau (138). Il ne concerne qu’une mole´cule (l’eau), mais on y voit que
tous ces effets sont de l’ordre de quelques dixie`mes de cm−1 sur les niveaux de vibration, hauts
de quelques milliers de cm−1. Re´cemment, sur le potentiel intermole´culaire de CO-H2 (127),
diverses corrections ont e´te´ quantifie´es, : excitations au-dela` de CCSD(T), termes non BO et
effets relativistes. Les corrections dominantes, de l’ordre de quelques cm−1, sont les effets au-dela`
de CCSD(T).
Il y a donc moyen, the´oriquement, de faire un calcul quasi-exact. La question e´tant toujours
de savoir de quelle pre´cision on a besoin pour notre potentiel e´lectronique. Pour les applications
astrophysiques, nous supposons a priori qu’une pre´cision typique de 1 cm−1, telle qu’atteinte
graˆce a` des calculs R12 sera normalement suffisante. Mais ce sera justement un des objectifs
de cette the`se que de conclure sur le re´el besoin de pre´cision pour des calculs de collisions
mole´culaires.
2.2.7 Physique de la SEP intermole´culaire
Nous avons maintenant vu comment construire une surface de potentiel intermole´culaire. Ce
potentiel peut eˆtre interpre´te´ en termes d’interactions entre proprie´te´s e´lectromagne´tiques des
mole´cules (multipoˆles, distributions e´lectroniques, ...). Pour ce faire, il est d’usage (82; 59) de
diviser en trois domaines la zone d’interaction :
– dans le domaine a` courte porte´e, le potentiel intermole´culaire est fortement re´pulsif a` cause
de la re´pulsion coulombienne entre e´lectrons. On parle aussi de forces de valence ou forces
chimiques. Le recouvrement des nuages e´lectroniques favorise les phe´nome`nes d’e´change.
Les mole´cules re´actives perdent dans ce domaine leur individualite´. Si l’on ne s’inte´resse pas
aux re´actions, on peut dans cette re´gion approximer le potentiel par un mur exponentiel
isotrope ou incluant des termes anisotropes ;
– le domaine interme´diaire correspond a` un minimum du potentiel, ou` les forces attractives
et re´pulsives s’e´quilibrent. Il y a toujours un recouvrement partiel des nuages e´lectroniques,
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et les forces d’e´change et de transfert de charge y sont importantes ;
– le domaine a` longue porte´e, ou` l’e´change e´lectronique devient ne´gligeable, et ou` le potentiel
est attractif.
Si les forces a` courte porte´e ne sont pas facilement disse´cables, celles a` longue porte´e sont
rigoureusement se´parables en trois contributions, toutes trois attractives
V = Ves + Vind + Vdisp
ou` Ves est la composante purement e´lectrostatique de l’interaction. Le terme Vind est l’interaction
d’induction, et Vdisp est le terme de dispersion.
Interactions e´lectrostatiques
Si deux corps posse´dant des distributions de charge (et donc des moments multipolaires)
permanentes se rencontrent, il se cre´e entre chaque multipoˆle une interaction e´lectrostatique.
Dans les cas qui nous inte´resseront dans cette the`se, toutes les espe`ces sont neutres (pas de
charge permanente). Par contre, elles posse`dent des moments dipolaires (µ), quadrupolaires(Q),
etc. Pour rappel, on peut exprimer de fac¸on ge´ne´rique la de´pendance radiale et angulaire des
interactions entre multipoˆles par un simple de´veloppement limite´ de l’interaction coulombienne
entre les distributions de charge. Ce de´veloppement n’est bon que si ces distributions de charge
sont spatialement peu e´tendues en regard de la se´paration intermole´culaire. Pour ce qui est des
de´pendances radiales, une interaction entre deux dipoˆles est en 1/R3, une interaction dipoˆle-
quadrupoˆle en 1/R4 et une interaction entre deux quadrupoˆles en 1/R6. On peut consulter (82)
pour les de´pendances angulaires.
Interaction d’induction
L’e´nergie d’induction e´mane de l’induction de moments multipolaires dans une distribution
de charges b sous l’action des moments d’une autre distribution de charges a. Une grandeur
physique, la polarisabilite´, caracte´rise la propension d’une mole´cule a` se polariser sous l’action
d’un multipoˆle exte´rieur. Nous le verrons, l’interaction entre dipoˆle et dipoˆle induit est souvent
un terme dominant du potentiel entre mole´cule posse´dant un dipoˆle et mole´cule sans dipoˆle. Elle
a une de´pendance radiale en 1/R6 (82). Son intensite´ de´pend line´airement de la polarisabilite´
de b et quadratiquement du dipoˆle de a.
Interaction de dispersion
La valeur nume´rique que l’on donne du dipoˆle d’un mole´cule n’est e´videmment qu’une valeur
moyenne´e dans le temps. Meˆme si une mole´cule n’a pas de dipoˆle permanent, le mouvement
du corte`ge d’e´lectrons cre´e des asyme´tries dans la distribution de charge qui ge´ne`rent un dipoˆle
instantane´. Ce dipoˆle peut alors agir sur le partenaire de collision, et induire a` son tour un
dipoˆle. La valeur moyenne de cette interaction de´finit l’e´nergie de dispersion. Elle est donc du
type dipoˆle-dipoˆle induit, donc attractive9. C’est un effet purement quantique, qui ne trouve pas
d’e´quivalent classique. Lorsqu’on fait le de´veloppement perturbatif de l’interaction, les termes
de dispersion n’apparaissent pas en SCF, ils ne sont pre´sents qu’a` partir du second ordre. On a
approximativement (82)
9Ceci explique en partie le fait que le terme isotrope d’un potentiel, qui contient cette contribution, soit
toujours attractif a` longue porte´e.
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Vdisp = −3
2
(
IaIb
Ia + Ib
)
αaαb
R6
(2.21)
ou` Ia et Ib sont les potentiels d’ionisation, et αa, αb sont les polarisabilite´s des deux mole´cules.
Cette formule met en lumie`re la nature attractive et quantique de cette interaction. Voir par
exemple le chapitre 13 de (82) pour une discussion plus approfondie des forces de dispersion.
2.3 Ele´ments de spectroscopie mole´culaire
La spectroscopie est l’outil qui nous permet un premier de´chiffrage d’une grande partie
des signaux que nous recevons des mole´cules en astrophysique. Les fre´quences d’absorption ou
d’e´mission d’une mole´cule de´pendent de sa structure, de sa ge´ome´trie et de son e´tat (solide ou
gazeux). Les transitions d’e´lectrons entre diffe´rentes orbitales sont responsables du spectre e´lec-
tronique, observable dans l’ultra-violet et le visible10(quelques 103 − 104 cm−1). Les vibrations
internes des mole´cules, phe´nome`ne de moindre e´nergie (quelques 102 − 103 cm−1) donnent un
spectre dans le domaine infrarouge. Finalement, la rotation propre des mole´cules autour de leur
centre de masse est encore moins e´nerge´tique (quelques 100 − 101 cm−1), et est observable dans
le domaine (sub)millime´trique et radio.
Deux re´fe´rences utiles en matie`re de spectroscopie mole´culaire sont les ouvrages de Gordy et
Cook (68) et de Townes et Schawlow (164). Les quelques e´le´ments de spectroscopie mole´culaire
donne´s ici en sont largement inspire´s, ainsi que de (132) (par filiation).
2.3.1 Rotateur line´aire
Parmi les mole´cules line´aires, on trouve bien suˆr toutes les diatomiques. Certaines classes de
polyatomiques le sont aussi. Ces mole´cules n’ont qu’un moment d’inertie I (deux composantes du
tenseur d’inertie sont non nulles, mais e´gales). Dans l’hypothe`se RB, leur hamiltonien de rotation
est donc simplement J2/2I. En re´solvant l’e´quation de Schro¨dinger stationnaire associe´e a` ce
hamiltonien, on trouve que les e´tats propres sont les harmoniques sphe´riques Y mj , et les e´nergies
associe´es, inde´pendantes de m (la projection de J sur l’axe z), valent ~22I j(j + 1). Le niveau j a
donc une de´ge´ne´rescence 2j + 1. Les fre´quences de transition entre deux niveaux sont donne´es
par la diffe´rence d’e´nergie : ν =
Ej+1−Ej
h =
~(j+1)
2πI = 2B(j + 1), ou` B =
~
4πI est la constante de
rotation de la mole´cule qui – tout comme le moment d’inertie I – ne de´pend que de la distribution
de masses dans la mole´cule.
Pour les ordres de grandeur, les masses des mole´cules qui nous inte´resseront font ge´ne´rale-
ment de 10 a` 100 uma, les longueurs des mole´cules e´tant de l’ordre de 1 a` 10 a0. On trouve ainsi
une constante de rotation de 1010 a` 1011 Hz (de quelques 10−1 a` 101 cm−1), ce qui situe les
transitions purement rotationnelles de ce type de mole´cules dans le domaine infrarouge lointain
et millime´trique.
Notons encore que pour raffiner le´ge`rement l’hypothe`se rotateur rigide, on peut introduire
une constante de distorsion centrifuge, qui rend compte de l’accroissement du moment d’inertie
sous l’effet de la rotation. Nous ne discuterons pas dans la suite cette ame´lioration.
10Pour rappel, les couleurs des objets que nous voyons avec nos yeux sont dues a` de telles transitions.
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2.3.2 Rotateur non line´aire
D’une fac¸on ge´ne´rale, les mole´cules polyatomiques ne sont en majorite´ pas line´aires, et pos-
se`dent ainsi trois moments d’inertie non nuls. Leur hamiltonien de rotation s’e´crit
Hrot =
J2a
2Ia
+
J2b
2Ib
+
J2c
2Ic
(2.22)
Ou` a, b, c, sont les trois axes principaux d’inertie. Par convention, on les nomme en sorte que
Ia ≤ Ib ≤ Ic.
Toupie syme´trique
Si deux des moments d’inertie (au moins) d’une mole´cule sont e´gaux, on la nomme toupie
syme´trique. Le traitement quantique de ces mole´cules est relativement aise´. On les scinde en
trois cate´gories : prolates, oblates et sphe´riques.
Toupie prolate C’est le cas Ia < Ib = Ic. Ces mole´cules sont allonge´es (ellipso¨ıde d’inertie en
forme de cigare). On a
Hrot =
J2
2Ib
− J
2
a
2Ib
+
J2a
2Ia
=
1
2
(J2a (
1
Ia
− 1
Ib
) +
J2
Ib
) (2.23)
On a donc deux ✭✭ bons ✮✮ nombres quantiques : J et K, la projection de J sur l’axe a (|K| ≤ J).
De cette formule, il de´coule que l’e´nergie rotationnelle vaut
Erot/h = (A−B)K2 +BJ(J + 1) (2.24)
Le terme (A−B) est positif, si bien qu’a` J fixe´, l’e´nergie augmente avec K. La de´ge´ne´rescence
de chaque e´tat vaut simplement 2 (syme´trie ±K).
Toupie oblate Dans ce cas Ia = Ib < Ic. L’ellipso¨ıde d’inertie de ces mole´cules a une forme
de soucoupe volante. Un exemple est l’ammoniac (NH3). Suivant un de´veloppement similaire au
paragraphe pre´ce´dent, on obtient
Erot/h = (C −B)K2 +BJ(J + 1) (2.25)
Ici, C − B est ne´gatif, et l’e´nergie des niveaux de rotation diminue donc avec K, a` J fixe´. La
de´ge´ne´rescence rotationnelle vaut toujours 2.
Toupie sphe´rique Les trois moments d’inertie sont e´gaux : Ia = Ib = Ic. Deux exemples
sont le me´thane (CH4) et l’hexafluorure de soufre (SF6). Du fait de leur grande syme´trie, ces
mole´cules n’ont pas de moment dipolaire. L’e´nergie de rotation est identique au cas diatomique :
Erot/h = BJ(J + 1) (2.26)
La de´ge´ne´rescence est donc a` nouveau 2J + 1.
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Fig. 2.2 – Comportement typique des niveaux d’e´nergie (e´chelle verticale) d’un rotateur asyme´-
trique. A et C sont fixe´s, et B varie de gauche a` droite, valant A a` gauche (cas limite prolate)
et C a` droite (cas oblate).
Toupie asyme´trique
Pour de telles mole´cules, on a par convention Ia < Ib < Ic. Beaucoup de mole´cules inte´-
ressantes (la plupart) d’un point de vue astrophysique sont de ce type, le plus ge´ne´ral : eau
(H2O), formalde´hyde (H2CO), me´thanol (CH3OH), ... Pour une bonne partie d’entre elles, deux
moments d’inertie sont assez proches, et elles sont alors presque des toupies prolates Ia < Ib . Ic
ou oblates Ia . Ib < Ic. Un parame`tre (κ) quantifie le degre´ de syme´trie de la mole´cule
κ =
2B −A− C
A− C (2.27)
Il vaut +1 dans le cas limite oblate, et -1 pour le cas prolate. La non-syme´trie, meˆme faible, per-
met de lever la de´ge´ne´rescence ±K. Les niveaux rotationnels d’une toupie asyme´trique peuvent
eˆtre spe´cifie´s par la donne´e de J , K+1 et K−1. Ces deux derniers nombres ne sont pas de vrais
nombres quantiques11, mais donnent la limite prolate et oblate. La figure 2.2 montre comment
l’on obtient qualitativement les niveaux d’e´nergie a` partir de ces deux limites.
Les e´nergies totales (par opposition a` re´duites) des premiers niveaux de rotation peuvent
s’exprimer assez simplement en fonction du parame`tre κ, ou alors directement en fonction de A,
B et C. La table 2.1 liste les premiers niveaux.
11Il n’est pas possible d’avoir trois nombres quantiques pour la rotation, vu qu’on ne peut avoir que trois
ope´rateurs pour former un ECOC (ensemble complet d’observables qui commutent (45)) : le hamiltonien, le
moment angulaire J , et une de ses projections, Ja par exemple. K+1 et K−1 sont donc des pseudo nombres
quantiques.
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JK−K+ EK−K+/h
000 0
101 B + C
111 A+ C
202 2
[
A+B + C −
√
(B − C)2 + (A− C)(A−B)
]
212 A+B + 4C
211 A+ 4B + C
221 4A+B + C
220 2
[
A+B + C +
√
(B − C)2 + (A− C)(A−B)
]
Tab. 2.1 – Energies (exactes) des premiers niveaux rotationnels d’une toupie asyme´trique rigide
en fonction de ses constantes de rotation.
Re`gles de se´lection Les mole´cules homonucle´aires n’ont pas de dipoˆle. Or on peut montrer
qu’un dipoˆle induit dans une mole´cule line´aire des ∆J de 0 ou ±1 ((45), p.1300 et ss.). L’ope´-
rateur dipoˆle D n’est autre que le produit d’une charge avec un ope´rateur multiplication par z :
D = qz. Or on peut exprimer z comme z = CrY10(θ, φ). Ainsi, quand on fait agir l’ope´rateur
dipoˆle sur un e´tat initial, il va changer le nombre principal de rotation ±1. Re´ciproquement, le
dipoˆle est le seul multipoˆle capable d’induire des ∆J de ±1. De meˆme, on associe les transitions
avec ∆J = ±2 au quadrupoˆle, et ainsi de suite pour les multipoˆles d’ordre plus e´leve´. Les ampli-
tudes de transition perdent cependant plusieurs ordres de grandeur quand on augmente le degre´
du multipoˆle. Dans le cas des homonucle´aires, il n’y a donc pas de transition avec ∆J = 1. De
fac¸on plus ge´ne´rale, les transitions permises entre niveaux d’une toupie asyme´trique de´pendent
en premier lieu des moments dipolaires de la mole´cule. Notons µa, µb et µc les composantes du
moment dipolaire selon les axes principaux d’inertie.
Si µa 6= 0, µb = µc = 0, i.e. si le seul moment dipolaire non nul est selon l’axe du plus petit
moment d’inertie, la mole´cule suit des re`gles de transition de type a :
∆K− = 0,±2,±4 et ∆K+ = ±1,±3,±5 (2.28)
Le formalde´hyde en est un exemple : son dipoˆle est aligne´ selon l’axe CO. Ainsi, la transition
101 − 000 est permise, quand les transitions 110 − 000 et 111 − 000 sont interdites.
Si µb 6= 0, µa = µc = 0, la mole´cule suit des re`gles de transition de type b :
∆K− = ±1,±3,±5 et ∆K+ = ±1,±3,±5 (2.29)
Si µc 6= 0, µa = µb = 0, la mole´cule suit des re`gles de transition de type c :
∆K− = ±1,±3,±5 et ∆K+ = 0,±2,±4 (2.30)
Si plusieurs composantes du moment dipolaire sont non nulles, l’ensemble des transitions per-
mises pour chaque composante non nulle sont permises.
2.3.3 Vibration
Nous n’allons pas entrer ici dans le de´tail, mais – notamment a` cause de ce que nous ferons sur
l’eau au chapitre 5 – il convient de donner quelques e´le´ments sur la spectroscopie vibrationnelle
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des mole´cules.
Les diatomiques sont le cas le plus simple de ✭✭ vibrateur ✮✮. Elles n’ont qu’un mouvement
d’e´longation/contraction (stretching). La connaissance the´orique du spectre de vibration requiert
celle, pre´alable du potentiel intramole´culaire. Il faut donc un calcul ab initio ou` les distances
intramole´culaires varient pour pouvoir retrouver ces fre´quences the´oriquement. Notons cepen-
dant qu’on en a en ge´ne´ral aussi une excellente connaissance expe´rimentale. Pour les mole´cules
polyatomiques, des modes vibration plus complexes sont a` conside´rer : pliage, e´longation syme´-
trique, etc. Pour les de´crire, on e´crit le hamiltonien de vibration d’une fac¸on bien choisie (en
coordonne´es normales, voir par exemple (158) pour le cas triatomique), et on construit ainsi ce
que l’on nomme modes normaux de vibrations.
2.4 The´orie de collision
2.4.1 Formalisme de collision quantique
Apre`s avoir traite´ les aspects de calcul de surface et de spectroscopie, attelons-nous a` pre´sent
a` ceux de dynamique de collision entre mole´cules. Nous allons dans la suite conside´rer le cas le
plus simple de collision mole´culaire faisant intervenir un couplage ro-vibrationnel : la collision
entre un diatome vibrant et un atome. Cela permet de bien appre´hender la physique de la
collision sans trop alourdir les notations. La ge´ne´ralisation aux syste`mes a` plus de dimensions
ne pose pas de difficulte´s conceptuelles, mais uniquement alge´briques.
Avant de commencer, rappelons encore qu’historiquement, le formalisme close coupling a e´te´
pour la premie`re fois applique´ aux collisions mole´culaires par Arthurs et Dalgarno (18), en 1963.
Dans le centre de masse, l’e´quation de Schro¨dinger stationnaire s’e´crit12
(Tr + TR + vdi + VI(r,R, θ)−E)ΨJM (~R,~r) = 0 (2.31)
avec
Tr = − 1
2m
∇2r et (2.32)
TR = − 1
2µ
∇2R (2.33)
ou` m est la masse re´duite du diatome et µ celle du complexe. E est l’e´nergie totale. La distance
interatomique dans le diatome est note´e r, R est la distance entre l’atome et le centre de masse du
diatome et θ est l’angle entre ~R et ~r. Le terme vdi est le potentiel du diatome isole´, et VI(r,R, θ)
est l’e´nergie d’interaction. Pour re´soudre l’e´quation (2.31), on de´compose la fonction ΨJM (~R,~r)
de la sorte
ΨJM (~R,~r) =
1
R
∑
n
Cn(R)φn(Rˆ, ~r) (2.34)
ou` la fonction de canal [n ≡ (νjl ;JM)] est donne´e par
φn(Rˆ, ~r) =
1
r
χνj(r)
∑
mj ,ml
(j, l, J |mj ,ml,M)Y jmj (rˆ)Y lml(Rˆ) (2.35)
12Dans les de´veloppements qui suivent, nous avons pose´ ~ = 1.
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Les nombres quantiques de vibration et de rotation sont note´s ν et j, respectivement, et l est le
moment angulaire orbital de l’atome par rapport au diatome. J est le moment angulaire total
( ~J = ~j + ~l), M est la projection de J sur un axe fixe z, et (j, l, J |mj ,ml,M) est un coefficient
de Clebsch-Gordan. La re´solution du proble`me collisionnel est donc re´duite a` la connaissance de
l’ensemble des coefficients Cn(R).
Les valeurs propres ǫνj (e´nergies de ro-vibration) sont obtenues en re´solvant l’e´quation de
Schro¨dinger radiale (r) du diatome(
− 1
2m
d2
dr2
+
j(j + 1)
2mr2
+ vH2(r)
)
χνj(r) = ǫνjχνj(r) (2.36)
en de´veloppant χνj(r) sur une base de polynoˆmes d’Hermite
13. En prenant
∑
nCn(R) 〈φi|M |φn〉,
ou`M est le membre de droite ou de gauche de (2.31), et en utilisant (2.34), (2.35) et (2.36) dans
(2.31), on arrive au syste`me d’e´quations close coupling(
d2
dR2
− li(li + 1)
R2
+ 2µEi
)
Ci(R) = 2µ
∑
n
Cn(R) 〈φi|VI |φn〉 (2.37)
ou` Ei = Eνj = E− ǫνj est l’e´nergie cine´tique initiale – ce que nous nommerons par la suite e´ner-
gie de collision – et li est le moment angulaire orbital dans le ie`me canal. On s’est ainsi ramene´
a` la re´solution d’un syste`me d’e´quations diffe´rentielles du second ordre avec comme inconnues
les coefficients Ci(R). C’est, en quelques e´quations, l’essence de tout le formalisme close coupling.
On de´finit encore lamatrice SJjj′ll′νν′ par le comportement a` longue porte´e de nos coefficients
Cn. On impose qu’asymptotiquement
Cn(R) ∼ δjj′δll′δνν′ exp[−i(kjjR− 1
2
lπ)]−
(
kjj
kj′j
) 1
2
SJjj′ll′νν′ exp[+i(kj′jR−
1
2
l′π)] (2.38)
ou` k2j′j = 2µ
[
Eνj +
1
2I (j(j + 1)− j′(j′ + 1))
]
. On peut donc comprendre cette matrice S comme
✭✭ l’ope´rateur ✮✮ qui a` chaque coefficient radial associe une amplitude d’onde sortante (second
terme), pour une onde entrante donne´e par le premier terme. Cette matrice contient absolument
toute l’information sur la collision, et est la base du calcul de toutes les grandeurs relatives
a` cette dernie`re (sections efficaces de collision, sections d’e´largissement par pression, sections
de transitions hyperfines, ...). Elle est diagonale en J (cela refle`te la conservation du moment
cine´tique total lors de la collision), et est inde´pendante de M .
La section efficace totale de collision, qui de´pend des e´tats initial et final, s’obtient a` partir
de cette matrice S
σνj→νj′(Eνj) =
π
(2j + 1)k2jj
∞∑
J=0
(2J + 1)
J+j∑
l=|J−j|
J+j′∑
l′=|J−j′|
∣∣δjj′δll′δνν′ − SJjj′ll′νν′(E)∣∣2 (2.39)
On voit apparaˆıtre dans cette formule une somme sur J . A chaque J on associe ainsi la notion
d’onde partielle. Dans la pratique, la somme sur J ne peut bien suˆr pas aller a` l’infini. Par contre,
on s’attend a` ce que la contribution des ondes partielles de´croisse lorsque J augmente. C’est une
des difficulte´s d’un code de collision, que de trouver la troncation pertinente de cette somme,
13Pour rappel, les polynoˆmes d’Hermite forment une base orthogonale comple`te de polynoˆmes de r ∈ (−∞,∞),
avec mesure exp(−r2)dr.
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qui re´alise un bon compromis entre la pre´cision recherche´e et le couˆt (en temps notamment) du
calcul.
Finalement, le taux de collision est simplement la moyenne thermique de cette section efficace,
obtenue en supposant une distribution boltzmannienne des vitesses des particules :
kνj→νj′(T ) = β2
√
8/µπβ
∫ ∞
0
dEνjσνj→νj′(Eνj)Eνje−βEνj (2.40)
ou` β est le facteur de Boltzmann (β = 1kBT , kB e´tant la constante de Boltzmann). Ce taux a les
dimensions d’un de´bit (cm3/s). Ainsi, si on le multiplie par une densite´ de particules dans un
e´tat donne´, on obtient simplement le nombre de transitions par seconde.
Connaissant le taux de transition de νj vers ν ′j′, on retrouve facilement celui de νj vers ν ′j′.
On a
kν′j′→νj(T ) =
gνj
gν′j′
kνj→ν′j′(T )e−∆E/kBT (2.41)
ou` ∆E = Eνj − Eν′j′ . Cette relation est une conse´quence de la micro-reversibilite´14. Dans
certains calculs, la ve´rification a posteriori de la balance de´taille´e peut eˆtre une validation interne
des calculs.
Une chose n’est pas triviale de prime abord dans cette formule : on suppose une distribution
boltzmannienne des vitesses des particules (essentiellement H2, pour rappel). Or on calcule jus-
tement des taux pour de´crire des phe´nome`nes hors e´quilibre thermodynamique. C’est le meˆme
proble`me que de parler de la tempe´rature du milieu. Il y a en fait quatre tempe´ratures : cine´tique,
de rotation, de vibration et du rayonnement. Ici c’est la tempe´rature cine´tique qui compte. Les
particules sont suppose´es thermalise´es en vitesse de translation, et cela nous permet de de´finir
cette tempe´rature cine´tique et de calculer un taux15. Par contre, elles ne le sont pas en rotation
ou en vibration, les phe´nome`nes que nous nous attelons a` de´crire en calculant ces taux.
Si un calcul de collision est entrepris dans le but d’obtenir de tels taux de collisions, on
voit qu’il faudra s’efforcer de trouver une bonne approximation de l’inte´grale (2.40) en e´nergie.
A nouveau, on ne peut calculer les sections efficaces en tout point, mais il faut choisir une
grille d’e´nergie adapte´e. Comme les sections efficaces sont des fonctions souvent re´sonantes (en
tout cas pre`s du seuil de leur transition), la grille d’e´nergie doit parfois eˆtre tre`s fine pour ne
pas manquer ces re´sonances. Nous donnerons des de´tails quantitatifs au moment de l’e´tude des
diffe´rents syste`mes mole´culaires. Notons encore que pour re´soudre les e´quations CC et trouver
ces sections efficaces, nous emploierons un code ge´ne´rique (molscat (90)), dont nous parlerons
au chapitre 4.
2.4.2 Approximations de de´couplage
Une des principales limitations a` l’application de ce formalisme quantique est sa lourdeur.
De`s que l’e´nergie de collision est suffisamment e´leve´e, le nombre d’e´tats couple´s lors de la collision
explose rapidement. Or le temps de calcul pour le close coupling (CC) est environ proportionnel
au cube du nombre d’e´tats couple´s. Cela e´mane de l’algorithmique du proble`me, qui fait inter-
venir inversion et diagonalisation de matrices. Pour donner un ordre de grandeur de temps de
14Dans l’ensemble micro-canonique qui est celui de notre statistique boltzmannienne, la syme´trie par renver-
sement du temps est ve´rife´e.
15Il y a un contre-exemple a` cela : la diffusion ambipolaire. La mouvement d’ions dans un milieu soumis a` un
champ magne´tique peut induire des champs cohe´rents de vitesse des neutres qui ne sont alors plus boltzmanniens.
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calcul, si on a N=1000 e´tats couple´s, une ite´ration fera quelques milliards d’ope´rations. Les ma-
chines actuelles effectuent typiquement quelques Gflop/s, ce qui fait quelques secondes de calcul
par ite´ration. Il y a quelque 102 a 103 pas d’inte´gration, et une centaine de canaux. Cela fait de´ja`
quelque chose de l’ordre de 105 secondes (∼ 250 heures) pour un calcul pas de´mesure´ a` une seule
e´nergie. Sur le syste`me HC3N-H2, le temps de calcul passe du simple (6000 s) au double entre 70
et 80 cm−1 d’e´nergie totale. Multipliez cela par le nombre d’e´nergies ne´cessaires a` la description
fine des sections efficaces, soit a` nouveau 102 a` 103, et vous comprendrez que pour beaucoup de
syste`mes, il n’est pas encore envisageable de mener a` terme des calculs CC au-dela` de quelques
centaines de cm−1, voire meˆme de quelques dizaines, pour les mole´cules a` tre`s grande densite´
d’e´tats rotationnels (beaucoup d’e´tats couple´s, Brot . 1 cm
−1, typiquement). Si c’est encore un
proble`me aujourd’hui, c¸a l’e´tait a` plus forte raison il y quelques dizaines d’anne´e. Si bien que
les collisionnistes se sont assez rapidement mis a` la recherche d’approximations a` ce formalisme
quantique qui permettraient de gagner un, voire plusieurs ordres de grandeur dans les temps de
calcul. Les deux approximations les plus couramment usite´es de nos jours sont le coupled states
(CS) et l’infinite order sudden approximation (IOS).
Approximation CS
Cette approximation – dans la forme ou` nous l’emploierons – a e´te´ propose´e en premier
par MacGuire et Kouri (119). Sur l’e´quation 2.31, on applique un changement de coordonne´es
(ope´rateur de rotation), qui fait passer d’une repre´sentation space-fixed (SF) a` body-fixed (BF).
En plus des termes radiaux et du potentiel, la nouvelle e´quation de Schro¨dinger fait apparaˆıtre
l’ope´rateur l, qui agit sur les fonctions d’onde BF, qui ne sont pas ses fonctions propres. Si cet
ope´rateur e´tait remplace´ par ses valeurs propres ~2l(l + 1), on aurait une e´quation purement
radiale dans ce syste`me d’axes. Cela montre que la non se´parabilite´ du proble`me est de nature
plus cine´matique que dynamique, car elle apparaˆıt lors de l’e´valuation de ~l2 = ( ~J −~j)2, et pas
du potentiel. L’approximation CS consiste justement a` remplacer l2 par ~2l(l+ 1). Cela revient
a` dire que l’on a de´couple´ ~l et ~j, puisque ~l ne de´pend plus de ~J et ~j. L’interpre´tation physique de
cette approximation est que l’on ne´glige le couplage de Coriolis entre moment cine´tique orbital
et rotation propre de la mole´cule.
Il est aussi possible d’e´crire l’e´quation de Schro¨dinger en termes de ~J , et de faire une for-
mulation en ~J , et non plus en ~l de l’approximation CS (130). La correspondance entre ces deux
versions est donne´e dans (99). Dans un autre article (100), le meˆme Krems utilise sur Ar-HF la
version ✭✭ J ✮✮ du CS pour calculer des sections ro-vibrationnelles, mais stipule bien que la version
✭✭ l ✮✮ est plus pre´cise en ge´ne´ral, et surtout plus adapte´e dans le calcul de grandeurs de´pendant
de l’orientation (97).
D’un point de vue technique, moins d’e´tats sont donc couple´s, et les temps de calcul sont
3 a` 10 fois moindres que pour le CC. Du coˆte´ qualitatif, cette approximation n’est jamais tre`s
mauvaise. Elle peine a` de´crire le re´gime re´sonant des sections efficaces16 (proche du seuil), mais
n’est ge´ne´ralement pas plus e´loigne´e que 20% de la valeur CC au-dela`.
Approximation IOS
L’approximation IOS est beaucoup plus restrictive que le CS. Elle ne´glige en effet la rotation
des mole´cules pendant la collision, meˆme si finalement on reconstruit des sections ine´lastiques
de rotation ! Dans le hamiltonien, on ne´glige les e´nergies de rotation (~2Bj(j + 1)). Cette ap-
16Ces re´sonances proviennent en partie de couplage cine´matiques.
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proximation est donc valable si l’e´nergie de collision est bien plus grande que celle de rotation.
Autrement dit, il faut que la collision se passe dans un temps ou` les mole´cules n’auront presque
pas tourne´. La forme employe´e dans le code molscat (90), est de´rive´e dans (66). Ce ne sont
plus que des e´quations diffe´rentielles du second ordre qui sont a` re´soudre.
Une approximation de la matrice S est obtenue a` partir de l’approximation CS. On construit
avec cette matrice les sections efficaces ge´ne´ralise´es QL(E), desquelles sont finalement extraites
les sections efficaces d’e´tat a` e´tat.
La non-ne´cessite´ de propager radialement les e´quations diffe´rentielles repre´sente un e´norme
gain de temps, et les calculs IOS sont souvent plus de 100 fois plus rapides que le CC. Ils
pre´sentent par contre le de´savantage d’eˆtre non physiques pre`s du seuil, puisque les sections
d’excitation y explosent, quand elles devraient s’annuler. Cela vient du fait que l’on ne´glige
la rotation. Ainsi, le caracte`re ✭✭ explosif ✮✮ des sections, en 1/E (e´q. 2.39) est maintenu, meˆme
proche du seuil.
Validite´ des approximations
Le gros inconve´nient des deux approximations pre´sente´es est qu’il n’y a pas de moyen the´o-
rique d’e´valuer les erreurs commises. Ainsi, des calculs faits avec ces approximations devront
toujours eˆtre valide´s, au moins a` quelques e´nergies de collision, par des calculs quantiques exacts
(CC). Les deux approximations sont d’autant meilleures que l’on est loin du seuil de la transition
conside´re´e, et si l’on constate un bon accord a` une certaine e´nergie, on pourra en toute confiance
utiliser l’approximation a` plus haute e´nergie sans autre ve´rification. En effet, plus l’e´nergie totale
augmente, moins l’on est sensible aux de´tails du potentiel d’interaction, et donc aux couplages
induits par les coefficients radiaux.
2.4.3 Formalisme de collision classique
Le calcul quantique des sections efficaces de collision pre´sente l’avantage d’eˆtre exact, tout
du moins dans la limite d’un nombre infini de canaux couple´s. Il a par contre deux gros de´fauts,
qui sont sa lourdeur en temps de calcul, et le caracte`re non intuitif de la dynamique quantique.
Une alternative a` la me´thode quantique est l’approche Monte Carlo quasi-classique de trajec-
toires (MCQCT). Nous y avons fait appel sur deux syste`mes : HC3N-H2 et H2O-H2. Dans le pre-
mier cas, cela nous a servi a` comple´ter les re´sultats quantiques la` ou` de tels calculs n’e´taient plus
faisables a` cause de ladite lourdeur. Dans le second cas (voir section 5.5 et annexes E.2.2,E.3.1),
il s’agissait d’une e´tude pre´liminaire destine´e a` guider les choix d’approximations pour la future
re´solution quantique du proble`me.
La me´thode consiste a` re´soudre la dynamique par le formalisme hamiltonien classique. On
choisit un ensemble de conditions initiales, et on re´sout pour ces conditions la dynamique ha-
miltonienne. L’ensemble forme ce que nous appelons une trajectoire.
La me´thode est ✭✭Monte Carlo ✮✮ dans le sens ou` l’on calcule un grand ensemble de trajec-
toires, et pour chaque trajectoire les conditions initiales sont tire´es au hasard, en respectant
toutefois une distribution uniforme sur l’hypervolume de de´finition des coordonne´es ge´ne´rali-
se´es et de leurs moments conjugue´s. Dans cette philosophie, le couple d’angles (θ,φ) rencontre´s
dans le syste`me de coordonne´es sphe´riques, par exemple, a la meˆme probabilite´ de repre´senter
n’importe quel point de la sphe`re unite´. Cette me´thode est particulie`rement adapte´e pour les
syste`mes a` beaucoup de dimensions. En effet, l’erreur ne de´pend pas du nombre de dimensions,
mais du nombre de points e´chantillonne´s (77). Cette me´thode pre´sente de plus l’avantage d’eˆtre
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facilement imple´mentable du point de vue nume´rique.
De manie`re ge´ne´rique, le nombre de trajectoires a` inte´grer de´pend du proble`me conside´re´ et
de la pre´cision recherche´e. Si, sur un e´chantillon deN trajectoires,N(e) conduisent a` l’e´ve´nement
conside´re´ (par exemple, le passage de l’e´tat de pliage ν2 = 1 a` ν2 = 0), la probabilite´ de cet
e´ve´nement est simplement
P (e) ≃ N(e)
N
(2.42)
Cette relation est exacte dans la limite N → ∞. Si le nombre de trajectoires est suffisamment
grand, la de´viation standard (qui est en quelque sorte une e´valuation de l’erreur) est approxi-
mativement e´gale a`
σ =
(
N −N(e)
NN(e)
) 1
2
(2.43)
EcrivonsN(e) comme une fraction deN :N(e) = αN , α ∈ [0, 1]. La formule ci-dessus pre´sente un
cas limite e´vident : si α est petit, σ ∝ 1/N(e)1/2. Ceci veut dire que plus l’e´ve´nement conside´re´ est
improbable, plus il faudra de trajectoires. C’est la` le principal inconve´nient de la me´thode Monte
Carlo. Les collisions ine´lastiques que nous e´tudions e´tant toujours peu probables par rapport
aux processus e´lastiques, on se retrouve la plupart du temps dans ce cas. Pour donner un ordre
de grandeur, dans nos calculs HC3N-H2, les e´ve´nements les plus probables ont N(e) ≃ 500, sur
10 000 trajectoires. On trouve donc σ ≃ ( 1500)1/2 ≃ 5%. L’erreur lie´e au Monte Carlo est donc
toujours d’au moins 10% (si on prend : erreur ≥ 2σ), mais souvent plus pour les processus moins
probables.
Binning La traitement classique soule`ve une autre difficulte´. On choisit en effet aise´ment des
conditions initiales correspondant a` des valeurs quantiques. Par contre, toutes les grandeurs
physiques sont propage´es de fac¸on continue lors de la re´solution classique de la dynamique
de collision, et les re´sultats finals n’ont aucune raison de tomber sur une valeur quantique.
Cependant, on doit quand meˆme assigner l’e´tat final a` un e´tat quantique. Cela se fait par la
technique du binning, qui consiste a` construire des boˆıtes autour des valeurs quantiques, et a`
dire : ✭✭ si une variable tombe dans cette boˆıte, c’est qu’elle est dans cet e´tat quantique ✮✮. Par
exemple, si l’on quantifie l’action, ces boˆıtes auront ge´ne´ralement une largeur d’un quantum
(1~) : la valeur quantique ±12~. Dans le cas homonucle´aire, ces boˆıtes auront une largeur double.
Cette technique n’est pas sans poser quelques difficulte´s. Notamment, toutes les variables ne
sont pas inde´pendantes, et on peut choisir de quantifier a` l’aide d’une variable plutoˆt qu’une
autre, mais comment savoir quel est le bon choix ? Un autre proble`me sont les processus e´las-
tiques. Ils sont tellement plus probables que ceux ine´lastiques que la distribution classique des
valeurs autour de la valeur quantique ✭✭ de´borde ✮✮ dans les boˆıtes ine´lastiques. Cette pollution est
difficile a` e´liminer, et les sections de transitions proches de l’e´lastique se retrouvent ainsi souvent
surestime´es.
Parame`tre d’impact Pour caracte´riser ge´ome´triquement la collision, on de´compose le vec-
teur intermole´culaire ~R en sa composante paralle`le a` la vitesse du projectile (d), et sa composante
perpendiculaire (b), appele´e parame`tre d’impact. Pour les calculs de collisions, on choisit d suffi-
samment grand pour que le potentiel intermole´culaire soit ne´gligeable en regard de l’e´nergie de
collision, qui est l’e´nergie cine´tique dans le centre de masse, sans la rotation propre des mole´-
cules. d vaudra typiquement quelques dizaines d’a0 pour le type de syste`mes que nous e´tudions.
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En ce qui concerne b, il peut en principe prendre toutes les valeurs entre 0 et l’infini. Mais la
probabilite´ d’un e´ve´nement induit par la collision tend vers ze´ro a` l’infini. Cette de´croissance
de probabilite´ est ge´ne´ralement assez ✭✭ raide ✮✮ au-dela` d’une certaine valeur de b. Quelques cen-
taines de trajectoires suffisent la plupart du temps pour de´terminer le parame`tre b tel que plus
aucun e´ve´nement ne se produit, appele´ bmax. Pour chaque trajectoire, le parame`tre d’impact est
lui aussi choisi par un tirage Monte Carlo (cf (95), fig. 1).
Sections efficaces de collision La probabilite´ P (e) de conduire a` un e´ve´nement particulier
pour une condition initiale donne´e est binaire : soit l’e´ve´nement se produit, soit il ne se produit
pas. On obtient la section efficace (inte´grale) de collision en faisant la moyenne de cette pro-
babilite´ sur toutes les conditions initiales. Graˆce a` la proce´dure Monte Carlo, cette inte´grale se
calcule simplement comme
σe(Ec, I) = lim
N→∞
πb2max
N(e)
N
≃ πb2max
N(e)
N
(2.44)
Ou` I est l’e´tat initial (rotation, vibration, ...), et Ec est l’e´nergie de collision. Si l’e´ve´nement e
est le passage d’un e´tat initial I a` un e´tat final F , on e´crira aussi
σe(Ec, I) ≡ σ(Ec, I, F ) ≡ σI→F (Ec) (2.45)
Le calcul d’un taux de collision a` partir de ces sections se fait simplement comme pour les
sections quantiques (distribution boltzmannienne de vitesses).
Limites de l’approche classique
Le formalisme classique pre´sente certains avantages du point de vue de la compre´hension de
ce qui se passe, nous l’avons vu. Cependant, il a aussi des limites intrinse`ques insurmontables.
Au nombre de celles-ci figurent l’erreur Monte Carlo en 1/
√
N et celle due au traitement continu
de variables quantiques, qui force a` un binning a` la sortie, avec les proble`mes que nous venons
de voir.
Un autre proble`me est l’absence de tous les effets quantiques parfois importants : effet tunnel,
re´sonances dans les sections efficaces, et effets d’interfe´rence. Dans le chapitre 4, nous verrons
apparaˆıtre des phe´nome`nes d’alternance en fonction de J dans la valeur des taux de collision,
associe´s a` des interfe´rences de nature purement quantique. Le formalisme classique ne peut pas
rendre compte de ces subtilite´s (a` part au prix d’artifices a posteriori, voir paragraphe 4.5.2,
page 111).
Finalement, il y a un autre proble`me plus spe´cifique, mais qui nous concerne a` cause de
notre inte´reˆt pour l’eau. Faure et Wiesenfeld (60) ont montre´ que la me´thode de binning stan-
dard utilise´e pour des rotateurs line´aires ne peut normalement pas eˆtre ge´ne´ralise´e au cas des
toupies asyme´triques. Il y a en effet des ambigu¨ıte´s dans la correspondance entre action finale et
e´tats de rotation quantiques. Ces ambigu¨ıte´s sont dues au fait qu’il apparaˆıt des paires d’e´tats
indistinguables (ayant la meˆme action) a` tous les niveaux de the´orie semi-classique.
Cependant, revenant a` la charge dans le cadre de calcul de taux classiques pour H2O-H2, nous
(principalement Alexandre Faure) avons pu montrer que dans le cas d’une mole´cule pre´sentant
deux formes distinctes para et ortho, comme c’est le cas pour l’eau, ces ambigu¨ıte´s peuvent
eˆtre leve´es en supposant qu’il n’y a pas pendant la collision de passage d’une forme a` l’autre.
Quantiquement, c’est en effet la re`gle. Ainsi, en ajustant le binning a` cette nouvelle contrainte,
on peut obtenir des taux rotationnels d’e´tat a` e´tat. Notons que cette e´tude a e´te´ faite avec le
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potentiel de Philips et al.(137) (et non pas le noˆtre), car c’est le seul pour lequel des taux de
collision quantiques a` suffisamment haute tempe´rature (100 K) existent (136). Les re´sultats ainsi
trouve´s sont e´tonnamment bons, avec une reproduction mieux que qualitative de la structure
en J des taux de collision, et une pre´cision moyenne meilleure qu’un facteur 2. Ce re´sultat fait
donc l’objet d’une publication commune donne´e en annexe (E.6.1). On arrive a` la conclusion
que le classique peut eˆtre une alternative inte´ressante a` un traitement quantique de la collision
dans le cas de syste`mes avec une grande densite´ d’e´tats (de petites constantes rotationnelles). Il
serait inte´ressant a` cet e´gard de comparer pour un tel syste`me des taux obtenus par traitement
quantique approxime´, tel qu’IOS, a` ceux obtenus par notre me´thode classique.
2.5 Validation de l’approche nume´rique
Tout le travail que nous faisons, tous les re´sultats que nous obtenons, ne sont que le fruit de
la the´orie. The´orie pure (me´canique quantique) a` la base, approximations qu’on espe`re pas trop
fumeuses (on le ve´rifie a posteriori), et finalement, re´solution nume´rique du proble`me approxime´.
Par la pratique et la connaissance que nous avons de notre travail, nous acque´rons le´gitimement
une certaine foi en nos re´sultats. Ceci dit, pour en avoir parle´ avec des astronomes ou des
expe´rimentateurs, la question qui revient le plus souvent reste de loin celle de la validite´ de nos
calculs. ✭✭Comment eˆtes-vous suˆr de la ve´racite´ de ce que vous obtenez ? ✮✮ et, question subsidiaire,
✭✭Comment quantifiez-vous la pre´cision de vos calculs ? ✮✮
La re´ponse se fait sous forme d’un triptyque dont nous n’avons pas toujours le bonheur de
jouir. Validation the´orique interne, validation par comparaison a` d’autres calculs the´oriques,
inde´pendants (en termes de me´thodes et de personnes) si possible, et finalement, comparai-
son a` l’expe´rience. Dans le meilleur des cas, les trois e´le´ments cohabitent. En re´sulte certes
quelques discordes, mais la science progresse aussi a` force de confrontations. Dans certains cas,
au contraire, on est ✭✭ seuls au monde ✮✮, et nos travaux ne trouvent de cre´dit que par la rigueur
dont nous aurons su faire preuve et, au travers du processus de publication, par la critique d’un
ou plusieurs experts externes.
Taˆchons de rester ge´ne´ral. Qu’il s’agisse de calcul de surfaces, de leur ajustement, ou de
calculs de collision, on dispose toujours d’un espace de ✭✭ parame`tres ✮✮ au sens large, ou` les
parame`tres peuvent repre´senter un choix de me´thode aussi bien qu’un crite`re de convergence,
une taille de base, etc. On re`gle nos parame`tres, on ajuste, on calcule, on re´ajuste, on recalcule,
et ainsi de suite jusqu’a` ce qu’on croie avoir un bon re´sultat, ou tout du moins un re´sultat dont
on maˆıtrise la pre´cision. Une fac¸on ge´ne´rique de valider ce re´sultat est d’optimiser encore nos
parame`tres et de refaire, partiellement, un calcul dont on sait qu’il est meilleur par essence, ou
alors suffisamment inde´pendant. Si le premier re´sultat est en accord avec ce calcul, on obtient
une validation interne. S’il y a de´saccord, il faut en comprendre l’origine, corriger l’erreur, et
refaire les calculs proprement.
Il y a certes un certain flou sur la notion d’interne ou externe. Par exemple, la comparaison
de taux de collisions obtenus par me´thodes quantiques et classiques (voir chap. 4, HC3N-H2)
est une validation interne (en termes de personnes), mais inde´pendante en termes de me´thode
(pour l’aspect collisionnel uniquement, les deux calculs utilisant le meˆme potentiel).
La validation the´orique externe consiste en la comparaison de tout ou partie de nos re´sultats
avec un travail d’un autre groupe, avec lequel nous ne collaborons pas, ou pas au point d’utili-
ser mutuellement des re´sultats de l’autre pour obtenir nos propres re´sultats. Bien suˆr, nous ne
partons jamais de rien, et certaines choses sont obligatoirement conside´re´es comme valide´es a
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priori, et les deux groupes peuvent ainsi les utiliser sans qu’on conside`re qu’il y a recouvrement
de me´thodes ou d’hypothe`ses de travail. Pour prendre un exemple bateau, tout le monde (ou
presque) emploie l’approximation de Born-Oppenheimer pour de´coupler mouvements e´lectro-
niques et nucle´aires, et ce n’est pas sur ce point-la` que deux calculs de surfaces seront juge´s
inde´pendants. Ide´alement, on a donc inde´pendance de me´thode et de personnes, mais on doit
parfois se contenter de la dernie`re. Enfin, meˆme si deux groupes utilisent la meˆme me´thode,
celle-ci e´tant valide´e par ailleurs, la comparaison entre leurs re´sultats constitue un test assez
robuste de validite´. Les e´ventuelles diffe´rences e´mergeant de cette comparaison doivent trouver
une explication. Si ce n’est le cas, l’un des calculs, ou les deux sont remis en cause et d’autres
calculs seront a` faire.
Ultime luxe du the´oricien, la comparaison a` l’expe´rience. La` aussi, la barrie`re n’est pas
toujours franche, puisque quelques donne´es the´oriques sont parfois ne´cessaires a` l’interpre´tation
de re´sultats expe´rimentaux. L’ide´al e´tant une nouvelle fois de limiter l’interde´pendance des
re´sultats. Si l’expe´rimentateur X trouve sans employer nos re´sultats des grandeurs expe´rimentales
en bon accord avec nos pre´dictions – cela concerne plus directement les sections efficaces et taux
de collisions que les surfaces de potentiel –, c’est la meilleure validation, la plus inde´pendante,
dont nous puissions reˆver. Pour tester les surfaces, une comparaison des spectres de van der
Waals expe´rimentaux et obtenus graˆce a` cette surface est un test robuste.
Comme nous le disions, nous disposons rarement simultane´ment des trois e´le´ments. Et
quand c’est par chance le cas... il n’est pas rare que les re´sultats ne s’accordent pas comple`-
tement. De manie`re ge´ne´rale, il est une tare que j’ai constate´e aussi bien dans la litte´rature des
✭✭ abinicistes ✮✮17 que dans celle de ✭✭ collisionnistes ✮✮ : c’est le manque de clarte´ sur la pre´cision
suppose´e du re´sultat obtenu. On pre´sente souvent un calcul comme e´tant le meilleur parce que
le plus re´cent, et parce qu’il a ceci ou cela de plus que la pre´ce´dente re´fe´rence, et cela semble
suffire. Il serait peut-eˆtre plus avise´ d’e´mettre quand meˆme une pre´diction transparente sur la
pre´cision escompte´e. Pour certains syste`mes (CO-H2, par exemple), les valeurs tant the´oriques
qu’expe´rimentales se rapprochent au fil des ans, et l’on sait que l’on n’est plus tre`s loin de la
ve´rite´. D’autres syste`mes sont plus retors (NH3-H2) et pre´sentent encore des de´saccords en partie
incompris entre the´orie et expe´rience. Un effort particulie`rement important doit eˆtre mis sur ces
cas, afin d’obtenir des re´sultats sinon tre`s pre´cis, tout au moins fiables.
17Que le lecteur, dans sa grande cle´mence, me pardonne ce ne´ologisme de tre`s mauvais gouˆt !
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What good is knowledge if it just floats in the air?
It goes from computer to computer... but nobody
actually knows anything.
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3.1 Introduction
Ce chapitre traite des aspects surface de potentiel pour des syste`mes a` deux mole´cules, dans
l’hypothe`se rigid body. Tant les calculs ab initio que les ajustements sont pre´sente´s, ainsi que
certains aspects de topologie des surfaces. Cependant, je n’ai pas au cours de cette the`se fait
moi-meˆme des calculs ab initio. Sauf si le contraire est spe´cifie´, ils sont l’apanage de Pierre
Valiron. L’accent est donc plus mis sur les questions d’ajustements et de topologie, qui furent
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monoxyde cyanoace´thyle`ne eau
de carbone
formule CO H−C≡C−C≡N H2O (H-O-H)
ge´om. interne [a0] 2.13992
a 2.000, 2.277, 2.604, 2.191b rOH=1.809, α=104.22
◦c
dipoˆle [debye] 0.1101 3.732 1.855
masse [uma] 27.9949 51.0111 18.0106
Brot [cm
−1] 1.9225 0.151739 A = 27.880, B = 14.522,
C = 9.2777
Tab. 3.1 – Ge´ome´tries et parame`tres physiques des trois mole´cules e´tudie´es dans cette the`se.
Les ge´ome´tries sont celles que nous employons pour les calculs ab initio. a (92), b (68), p. 146,
dans l’ordre de la formule chimique. c : valeur d’e´quilibre CCSD(T)-R12 (voir E.2.2). Les dipoˆles
sont tire´s de (7). Les masses sont calcule´es a` partir des masses atomiques expe´rimentales (3).
Les constantes rotationnelles sont tire´es de (7).
mon travail, pour l’essentiel. Les techniques et me´thodes de´veloppe´es pendant cette the`se sont
pre´sente´s.
Le plan est le suivant : quelques e´le´ments de the´orie des ajustements sont donne´s pour
commencer. Ensuite, pour diffe´rents types de syste`mes mole´culaires, les re´sultats sont pre´sente´s.
3.2 Repre´sentation globale d’une surface
3.2.1 Syste`me de coordonne´es
Une premie`re e´tape avant tout calcul est le choix des coordonne´es. En toute ge´ne´ralite´, il
faut repe´rer les deux mole´cules par rapport a` n’importe quel re´fe´rentiel. Mais pour plusieurs
applications, et notamment les collisions quantiques, on fait un choix particulier de repe`re, fixe´
au centre de masse d’une des deux mole´cules (la mole´cule cible), cette mole´cule e´tant fixe´e
dans ce repe`re. L’autre mole´cule (le projectile) e´tant ensuite oriente´e dans ce repe`re. Ce choix
suffit a` de´crire toutes les orientations relatives des deux mole´cules. Vu que le formalisme de
collision quantique est central, on emploiera en ge´ne´ral des coordonne´es sphe´riques. De´crivons
de`s a` pre´sent ce que nous utiliserons tout au long de ce chapitre. Les conventions sont identiques
quelles que soient les mole´cules ou atomes, avec seulement des degre´s de liberte´ en moins dans
certains cas. L’axe z est ge´ne´ralement confondu avec l’axe de syme´trie de la cible si elle n’en a
qu’un, ou alors son axe principal d’inertie. Le plan xz contient la mole´cule si elle est planaire,
ou est un plan de syme´trie, s’il y en a un. Deux angles, θ et φ, et une distance R repe`rent le
centre de masse du projectile. Si ce dernier n’est pas un atome, deux nouveaux angles θ′ et
φ′ sont ne´cessaires pour l’orienter. La convention ge´ne´ralement adopte´e e´tant simplement de
translater le repe`re Oxyz au centre de masse du projectile, et de de´finir θ′ et φ′ comme les deux
angles en coordonne´es sphe´riques dans ce repe`re translate´. Nous discuterons la pertinence de
cette convention sur le syste`me H2O-H2. Dans le plus ge´ne´ral des cas, nos ge´ome´tries ont donc
la forme
g = {x = (R, θ, φ, θ′, φ′) ∈ R+ × S2 × S2|R ∈ [0,∞), θ ∈ [0, π], φ ∈ [0, 2π], θ′ ∈ [0, π], φ′ ∈ [0, 2π]}
Dans la suite, on se´parera parties radiale et angulaire, et on e´crira g = (R,Ω), ou` Ω sera suivant
les syste`mes un jeu de 1 a` 4 angles, donc.
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Fig. 3.1 – Dans un syste`me de coordonne´es fixe´ au centre de masse d’une des deux mole´cules,
quatre angles sont ne´cessaires au maximum pour repe´rer l’orientation relative de deux mole´cules :
une cible de forme quelconque et un projectile ponctuel ou line´aire (ici H2O-H2). Certaines
syme´tries peuvent cependant re´duire ce nombre jusqu’a` l’unite´ (baˆton-atome).
3.2.2 Ajustement
La surface d’e´nergie potentielle (note´e V dans la suite) ne peut eˆtre calcule´e au niveau ab
initio en tout point de cet espace multidimensionnel. On la connaˆıtra uniquement sur une grille
finie de ge´ome´tries gi = (Ri,Ωi). Ce qui a e´te´ fait concre`tement a` ce niveau pour tous les syste`mes
e´tudie´s par la suite est de prendre un jeu de distances choisies judicieusement entre un minimum
non nul (de quelques a0) et un maximum fini (quelques dizaines d’a0) et pour chaque distance,
de calculer au niveau ab initio la surface pour une grille d’angles pouvant varier d’une distance
a` l’autre.
Par contre, pour toutes les applications de la surface, il sera ne´cessaire de connaˆıtre cette
dernie`re en tout point de l’espace (en tout cas en tout point ou` elle garde une signification
physique). Pour cela, il faudra donc utiliser intelligemment l’information fournie par l’ensemble
des points V (gi), i = 1, . . . ,M pour en de´duire une valeur approche´e de V (g) ∀g. C’est ce que l’on
nomme interpolation ou ajustement1. Deux techniques – deux philosophies ! – a` ne pas confondre.
Nous illustrerons la diffe´rence sur le syste`me CO-H2. Toujours dans une optique de se´paration
des parties radiale et angulaire on se choisira une base comple`te de fonctions angulaires tp
(polynoˆmes de Legendre, harmoniques sphe´riques, etc.), et on fera un de´veloppement angulaire
de notre surface a` chaque distance sur cette base. On obtiendra ainsi un jeu de coefficients vp
de´pendant parame´triquement de la distance. En fait, c’est cette strate´gie d’ajustement, elle-
meˆme sugge´re´e par le formalisme de collision quantique, qui conduit a` se´parer les calculs ab
1plus connu dans le monde scientifique sous le vocable anglais de fit.
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initio par distance. L’ajustement de la surface s’e´crira donc
V (R,Ω) ≃
∑
p≤pmax
vp(R)tp(Ω) (3.1)
ou` p est un indice qui symbolise tous les indices de notre base, au nombre de 1 a` 4. Les bases
choisies sont comple`tes : si l’on prenait p infini, la relation (3.1) serait une vraie e´galite´, pas
une approximation. Cependant, pour des raisons de limitations nume´riques (temps de calcul
et pre´cision), la base angulaire ne sera jamais comple`te dans les faits, mais on la tronquera
au-dela` d’une certaine limite en s’assurant que la troncation ne nuit pas trop a` la pre´cision de
cet ajustement. Les syme´tries de chaque syste`me imposent en outre certaines contraintes sur les
indices de base.
Par ailleurs, nous verrons dans la forme explicite des fonctions de base qu’elles sont en fait
les fonctions propres de rotation des corps concerne´s. Ceci n’est pas un choix arbitraire. Dans
le formalisme de collisions quantiques, des e´le´ments de matrice du potentiel sur les fonctions
propres de rotation sont e´value´s (e´q. 2.37). Graˆce au de´veloppement (3.1) et a` l’orthogonalite´
de la base, ces e´le´ments sont donc simples a` e´valuer, et se re´duisent a` des combinaisons line´aires
des termes vp. On voit de´ja` ici aﬄeurer le lien intime entre ces coefficients de l’ajustement et les
possibilite´s de couplage rotationnel. C’est notamment la raison pour laquelle nous nous livrerons
dans les sections a` venir a` une discussion sur le rapport de force entre ces termes pour chaque
syste`me.
Sur la troncation des ajustements
Supposons pour une raison X que l’on souhaite obtenir une repre´sentation du potentiel dont
le nombre de termes ne de´passe pas une valeur N1. Deux possibilite´s s’offrent a` nous pour
obtenir un tel potentiel : soit un ajustement sur une base de N1 termes, soit un ajustement a`
N2 > N1 termes, que l’on tronque ensuite en supprimant les termes entre N1 + 1 et N2. Lequel
des deux est le mieux adapte´ ? Cela de´pend de l’application du potentiel que nous voulons
faire. De l’ajustement a` N1, nous maˆıtrisons la pre´cision par son rms, qui est force´ment plus
grand que celui de l’ajustement a` N2 termes. En tronquant l’ajustement, par contre, nous ne
maˆıtrisons plus la pre´cision du potentiel total. Son utilisation n’est donc pas recommande´e pour
des applications ou` l’on utilise toute la surface. Par contre, il y a des applications ou` seuls les
coefficients du potentiel sont utilise´s. C’est le cas notamment des collisions quantiques. Dans
ce cas, l’ajustement a` N2 termes tronque´ est certainement plus adapte´, car les coefficients sont
individuellement plus pre´cis.
Autres techniques d’ajustement
Quoique justifie´e par les applications de dynamique collisionnelle, la strate´gie d’ajustement
pre´sente´e ici pre´sente un gros inconve´nient : sa lourdeur. Comme nous le verrons, beaucoup de
fonctions de base sont ne´cessaires pour restituer avec quelque pre´cision les potentiels intermo-
le´culaires, et cela impose un nombre de points ab initio assez conse´quent, de plusieurs milliers
a` plusieurs dizaines de milliers. Et tout cela nous fait assez vite arriver a` des dizaines ou des
centaines de milliers d’heures CPU... Ce n’est pas ce que l’on pourrait qualifier de strate´gie fine.
Tant que l’on ne fait pas de collisions quantiques, n’importe quel autre ajustement donnant le
potentiel en tout point fait l’affaire. Parmi la multitude de me´thodes d’ajustement, nous verrons
que les splines cubiques peuvent servir a` repre´senter une surface comple`te.
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Une approche plus physique de l’ajustement, base´e sur l’approche SAPT, a e´te´ de´veloppe´e
par Bukowski et Szalewicz, notamment (voir par exemple (14), e´q. (7) a` (13)). Elle consiste a`
de´composer le potentiel en parties courte porte´e et longue porte´e. Les deux parties sont ensuite
ajuste´es par des fonctions non line´aires de polynoˆmes de Legendre, avec des formes adapte´es a`
la physique de l’interaction dans chacun de ces deux domaines. Cette technique d’ajustement
est donc non-line´aire, mais tre`s e´conome par ailleurs, puisque quelques dizaines de parame`tres
seulement sont ne´cessaires pour de´crire toute la surface. Cela implique aussi que beaucoup moins
de points ab initio ont besoin d’eˆtre calcule´s, compare´ a` notre technique.
Finalement, certaines techniques consistent a` faire simultane´ment calculs ab initio et inter-
polation, afin d’ajouter ite´rativement des points a` la surface, jusqu’a` convergence de la grandeur
physique recherche´e (46). Plus exotique, on notera l’utilisation re´cente de re´seaux de neurones
pour l’interpolation (141).
3.3 Syme´trie d’inversion
Comme nous le disions, les syme´tries de chaque syste`me verront impose´es des re´ductions
de dimension ou des contraintes sur la forme des fonctions de base. Parmi ces syme´tries, une
n’est pas restreinte a` un seul syste`me mais les concerne tous. C’est la syme´trie d’inversion, qui
stipule que sous une inversion de toutes les coordonne´es par rapport a` l’origine, le potentiel reste
invariant. Par toutes les coordonne´es, on entend, TOUTES les coordonne´es ( !), et pas seulement
les coordonne´es nucle´aires. Et c’est bien la` qu’est le proble`me. On sait que l’inversion est bel et
bien ve´rifie´e quand on l’applique a` un syste`me complet. Le proble`me est que l’approche Born-
Oppenheimer de l’interaction disse`que en deux le syste`me total : une surface e´lectronique dans
le champ des noyaux fixes, qu’on utilise ensuite pour la dynamique nucle´aire. La ve´rification de
la syme´trie d’inversion au niveau de l’ajustement du potentiel de´pend donc de la me´thode de
calcul ab initio.
Si le potentiel est de´composable en somme d’interactions a` deux corps en 1/r, elle imposera
des contraintes sur les fonctions de base (l1 + l2 + l pair, vide infra). Rist et al. (144; 143) le
montraient the´oriquement et nume´riquement pour NH3 en interaction avec H2. Le proble`me est
que leur potentiel n’e´tait certainement pas assez pre´cis pour juger de l’effet des interactions a`
trois corps, qui apparaissent de´ja` aux niveaux Heitler-London et SCF, mais sont un effet fin.
Sur H2O-H2, Green et al. se basaient dans (137) sur ce de´veloppement, et imposaient la meˆme
contrainte a` leurs fonctions de base. Non sans avoir reteste´ toutefois l’effet de l’inclusion des
termes avec l1+ l2+ l impair, qui se re´ve´lait minime. En 1995, Green se re´attaquait au proble`me
(72), et montrait the´oriquement que cette syme´trie n’impose nullement de contraintes sur les
termes de base pour une collision entre toupie asyme´trique ayant un plan de syme´trie et mole´cule
line´aire si l’on ne fait pas d’hypothe`ses sur la nature du potentiel. Il constatait effectivement sur
divers tests que les termes avec l1+ l2+ l impair e´taient tre`s petits, mais non nuls, et en concluait
qu’on ne peut pas les exclure sous pre´texte de syme´tries spatiales. En tout e´tat de cause, il aura
fallu attendre l’ave`nement de potentiel pre´cis a` quelques cm−1 pour pouvoir discuter de cet effet.
Comme le disait Green (72), une de´monstration rigoureuse de la ve´rification de cette syme´trie
dans le cas ou` le potentiel est strictement une somme de termes a` deux corps (pas force´ment en
1/r) serait des plus utiles.
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3.4 Coefficients radiaux de l’ajustement
3.4.1 Interpre´tation multipolaire
On sait que les multipoˆles d’une distribution de charge peuvent aussi se de´velopper sur une
base sphe´rique. De`s lors, l’expression (3.1) peut se comprendre comme un de´veloppement mul-
tipolaire de l’interaction mole´culaire, ou` chacun des p = p1, p2, ... repre´sente une interaction
entre un p1-poˆle de la premie`re mole´cule et un p2-poˆle de la seconde. Suivant les bases, il peut
e´ventuellement y avoir des de´ge´ne´rescences : plusieurs termes de base peuvent contenir la meˆme
interaction multipolaire. Price, Stone et d’autres auteurs ont montre´ (140),(157) dans quelque
de´tail comment s’effectuait la correspondance. Le terme ou` tous les indices sont nuls correspond
au terme de base ne de´pendant pas des angles. Il est donc nomme´ terme isotrope. C’est ge´ne´ra-
lement le terme le plus important en taille dans le de´veloppement 3.1. Il ne correspond donc pas
a` une anisotropie de distribution de charges permanente dans les mole´cules, mais se comprend
comme somme de plusieurs contributions : l’e´nergie de dispersion, la partie isotrope de l’e´nergie
d’induction, et la moyenne angulaire (la partie isotrope) de l’e´nergie d’interaction entre multi-
poˆles. Asymptotiquement, on s’attend a` ce qu’il soit domine´ par l’induction et la partie isotrope
de l’interaction dipoˆle-dipoˆle ou dipoˆle-dipoˆle induit, et donc que sa puissance soit proche de -6
a` longue porte´e (82).
Un terme avec p1 = 1 sera associe´ au dipoˆle de la cible, p1 = 2 au quadrupoˆle, etc. Idem pour
le projectile. De plus, on constatera que les termes avec un des p nul peuvent eˆtre importants.
Ces termes contiennent les interactions d’induction. Un terme p1 = 1, p2 = 0 sera ainsi appele´
dipoˆle-dipoˆle induit.
Comme on sait par ailleurs que les interactions multipolaires de´croissent en loi de puissance,
il sera tre`s instructif de comparer l’extrapolation a` longue porte´e des coefficients radiaux, dont
nous parlerons plus bas, avec cette puissance the´orique. Plus fort encore, ne connaissant pas
a priori certains multipoˆles des mole´cules, on peut les retrouver a` partir des coefficients de
l’ajustement.
Il faut cependant garder en teˆte que l’approche multipolaire n’est valide que si l’on est loin
de la source. Autrement dit, la taille de la distribution de charge (ici, la mole´cule) doit eˆtre
faible devant la distance entre les deux corps. C’est pourquoi on ne peut re´ellement interpre´ter
les coefficients en termes d’interactions multipolaires qu’a` longue porte´e. A plus courte distance,
la physique de l’interaction est plus complexe, et nos coefficients contiennent une somme de
contributions difficilement extractibles. Nous verrons notamment que pour HC3N, qui est un
long baˆton, l’approche multipolaire est assez inade´quate.
3.4.2 Inter/extrapolation
L’ajustement a` toutes les distances selon la formule (3.1) donne une description continue du
potentiel pour la partie angulaire. Les fonctions de bases tl sont en effet analytiques, et donc
connues en tout point. Par contre, ayant traite´ les distances de fac¸on parame´trique, toute la
de´pendance radiale est contenue dans les coefficients vp(R), qui ne sont a` ce stade connus que
sur la grille discre`te de distances Ri. Pour connaˆıtre le potentiel en tout point, il faut donc encore
ajuster ces coefficients radiaux.
Dans l’absolu, il faudrait les connaˆıtre pour tout R compris entre 0 et l’infini. Cependant,
le potentiel est calcule´ sous certaines hypothe`ses qui font qu’il n’a plus de sens quand les deux
mole´cules sont trop proches (zone short range), et entrent dans une zone e´ventuellement re´-
active. Ne faisant justement pas de dynamique re´actionnelle, nous nous contentons donc d’une
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description qualitative du potentiel, qui consiste a` dire que les mole´cules se repoussent fortement
(exponentiellement) a` cause de la re´pulsion entre nuages e´lectroniques. On construit ainsi un
mur infranchissable, zone de cœur dur ou` les mole´cules ne s’aventureront pas. L’extrapolation
a` courte distance des coefficients devra donc respecter cette logique de barrie`re re´pulsive. Nous
verrons plus loin la re´alisation technique de cette exigence. De meˆme, au-dela` d’une certaine
distance, la taille des mole´cules sera suffisamment faible rapport a` leur e´loignement pour d’une
part qu’il n’y ait plus du tout de recouvrement des nuages e´lectroniques et d’autre part, que
l’interaction soit presque exactement multipolaire. La` aussi, nous verrons que cela impose des
formes en loi de puissance pour un nombre assez restreint de termes, les autres e´tant ne´gligeables
et donc mis a` ze´ro.
Voyons maintenant comment ceci est mis en oeuvre d’un point de vue pratique. A part quand
l’approximation multipolaire ne fonctionne pas bien (notamment pour de longues mole´cules
comme les cyanopolyynes), les coefficients vp(R) sont assez ressemblants d’un syste`me a` l’autre,
et d’un p a` l’autre. Les comportements communs sont : 1. la pre´sence d’un mur positif ou
ne´gatif a` courte porte´e ; 2. l’annulation dans la limite R→∞ ; 3. la pre´sence d’au maximum un
extremum local fini. Ce sont les points 1 et surtout 3 qui font le plus proble`me avec les longues
mole´cules.
La proce´dure ge´ne´rique que nous avons de´veloppe´e fonctionne ainsi : on de´compose le do-
maine radial en trois zones, une zone courte porte´e, une zone me´diane et une zone longue
porte´e. Pour chaque syste`me, les frontie`res de ces zones sont re´estime´es. Pour la suite, nommons
Ri, i = 1, ..., N la grille radiale.
A courte porte´e, on peut se contenter de mode´liser la cible comme une ✭✭ boule ✮✮ dure, au-
quel cas on ne garde que le terme isotrope du potentiel, qu’on extrapole par une exponentielle
(v0(R) = α exp(βR)) de´termine´e par les valeurs aux deux premiers points de la grille radiale, R1
et R2. Si, par contre, on souhaite conserver une part de l’anisotropie a` courte porte´e, on peut
extrapoler aussi quelques termes non isotropes. Nous avons choisi pour ce faire de les extrapoler
selon une exponentielle proportionnelle a` celle du terme isotrope (meˆme exposant β), ce qui
garantit que ce dernier est toujours le terme dominant.
Dans la partie me´diane, on utilise simplement des cubic splines ((139) pages 107 et suivantes),
qui garantissent la continuite´ au deuxie`me ordre de nos coefficients, importante notamment dans
le formalisme de collisions, a` cause de la seconde de´rive´e apparaissant dans (2.37). Pour rappel
les splines cubiques consistent en une interpolation par un polynoˆme de degre´ trois entre chaque
point, avec raccords aux points doublement de´rivables. De´tail technique d’importance, nous
n’avons jamais impose´ explicitement de conditions aux bords, ce qui signifie que la condition de
de´faut a e´te´ applique´e. Elle consiste a` forcer l’e´galite´ de la troisie`me de´rive´e en R2. Ainsi les deux
premiers polynoˆmes sont e´gaux. Par ailleurs, il y a suivant les auteurs diffe´rentes conventions
dans la de´finition des splines, incluant ou non les pre´facteurs 1/2 et 1/6 dans les coefficients des
deuxie`me et troisie`me degre´s, respectivement. Notre routine de splines est base´e sur (52). Tous
les termes de notre ajustement sont soumis a` cette proce´dure de splines.
A longue porte´e, la plupart des termes deviennent suffisamment faibles pour eˆtre conside´re´s
comme nuls. Notre optique pour faire le tri est ici de se placer a` une ou deux distances suf-
fisamment grandes (typiquement entre 12 et 25 a0 suivant les syste`mes) et de ne garder pour
l’extrapolation que les termes plus grands qu’un certain seuil a` cette (ces) distance(s). En ge´-
ne´ral, on choisit le seuil de sorte a` ne conserver qu’une poigne´e de termes. Pour ceux-ci, une
extrapolation en loi de puissance est entreprise, ou` la puissance en question est de´duite des deux
derniers points de la grille radiale, RN−1 et RN .
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Nous l’avons dit, il est vital que nos coefficients radiaux aient une de´rive´e continue. Ainsi, les
transitions entre domaines et autres mises a` ze´ro de termes doivent eˆtre faites avec pre´caution.
On choisit pour cela une fonction ge´ne´rique de branchement/extinction de´finie dans un intervalle
unitaire, qui vaut ze´ro en x = 0 et un en x = 1, et dont les de´rive´es premie`re et seconde aux
bornes sont nulles. Explicitement, nous avons choisi la fonction donne´e dans la figure 3.2.
f(x) = 12(1− cos
[
(1− cos(πx))π2
]
)
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
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1
Fig. 3.2 – Fonction de raccord pour les domaines de transition.
Ainsi, si on a une fonction g a` gauche et h a` droite, et que l’on veut faire la transition de g
a` h de fac¸on douce dans un intervalle [a, b], on prendra(
1− f
(
x− a
b− a
))
g(x) + f
(
x− a
b− a
)
h(x) (3.2)
Le premier terme ✭✭ e´teint ✮✮ g, tandis que le second ✭✭ branche ✮✮ h.
3.5 Validite´ et qualite´ d’un ajustement ?
Supposons que la surface ab initio dont nous disposons pour un syste`me soit juste. On entend
par la` que l’erreur sur ce calcul est maˆıtrise´e et juge´e comme suffisamment faible. Comme nous
le mentionnions, nous devons connaˆıtre le potentiel en tout point, de la manie`re la plus pre´cise
possible. Le but du de´veloppement (3.1) n’est donc pas de reproduire exactement les points ab
initio. Ce serait le cas si l’on prenait un nombre de fonctions de base e´gal au nombre de points
ab initio. On parle alors d’interpolation, et non plus d’ajustement. C’est notamment ce que fit
Flower sur CO-H2 (63). Ceci induit ine´luctablement des oscillations non maˆıtrise´es entre les
points. En prenant un nombre de termes de base bien infe´rieur au nombre de points ab initio,
l’ajustement n’est certes plus exact, mais est un bien meilleur compromis pour la description
de la totalite´ de la surface. Une fac¸on de quantifier la pre´cision d’un ajustement est de faire
un ajustement ✭✭moindres carre´s ✮✮, c’est-a`-dire de faire le de´veloppement (3.1) en minimisant le
rms :
rms2(R) =
M∑
i=1
(V(R,Ωi)− fit(R,Ωi))2/M (3.3)
Ce rms est donc la moyenne e´carts quadratiques et est un estimateur de qualite´ de l’ajustement,
sous certaines conditions. L’inconve´nient e´tant que cette estimation d’erreur ne peut se faire
qu’aux points de la grille, et ne divulgue pas le comportement entre les points. Notamment,
dans la limite ou` nombre de fonctions de base et nombre de points sont e´gaux, on voit donc que
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le rms est nul, alors que des oscillations entre les points sont ine´vitables. Ceci signifie que pour
avoir une bonne maˆıtrise de l’erreur avec cette technique d’ajustement, il faut que le nombre de
fonctions de base soit sensiblement plus petit que le nombre de points ab initio. Par l’expe´rience
acquise avec l’ajustement de plusieurs syste`mes, je peux affirmer que le rms est un indicateur
fiable de la qualite´ d’un ajustement pour un rapport supe´rieur a` 10 ide´alement, et qu’en-dessous
de 5 il ne veut plus dire grand chose. Dans la suite, nous verrons qu’il existe aussi des techniques
d’ajustement ponde´re´, pour lesquelles les de´finitions sont le´ge`rement modifie´es, mais qui ne
changent pas ces conside´rations.
Par ailleurs, on voit aise´ment en de´rivant l’e´quation (3.3) par rapport aux coefficients vp
(formule (3.1)) que la minimisation du rms revient d’un point de vue calculatoire a` re´soudre un
syste`me line´aire Ax = b de dimension pmax + 1, avec Aqp =
∑M
i=1 tq(Ωi)tp(Ωi), xp = vp(R) et
bq =
∑M
i=1 V (R,Ωi)tq(Ωi). C’est ce que fait ge´ne´ralement une routine de librairie mathe´matique
quand on lui demande de faire un ajustement par moindres carre´s.
Une me´thode plus pre´cise et sophistique´e d’estimation d’erreur a e´te´ mise au point dans
notre e´quipe par Claire Rist, notamment (145). Plac¸ons-nous a` une distance R fixe´e. Pour une
distribution uniforme des ge´ome´tries angulaires (uniforme sur le volume V balaye´ par Ω), on
de´finit la matrice de recouvrement de notre base sur la grille par
Sij =
V
M
∑
k=1,M
t¯∗i (Ωk)t¯j(Ωk) ≃
∫
V
t¯∗i (Ω)t¯j(Ω)dΩ = δij (3.4)
Ou` M est le nombre de ge´ome´tries angulaires, V est donc le volume couvert par l’ensemble des
Ω, Ωk est une ge´ome´trie de la grille et t¯i sont les fonctions de base ti norme´es a` un. Dans la
limite continue, S est simplement la matrice identite´, et ses valeurs propres sont donc λ = 1.
Dans leur article, Rist et al. montrent qu’un e´chantillonnage bien choisi de la grille angulaire
devrait donner une matrice S proche de l’identite´. A contrario, un mauvais e´chantillonnage
re´sultera en une description incomple`te des fonctions de base, et sera caracte´rise´ par de tre`s
faibles valeurs propres λi de la matrice S, et donc de tre`s grandes valeurs propres de son inverse
S−1. La norme infinie de S−1 :
‖S−1‖∞ = max |λ−1i |
ou` λ−1i sont les valeurs propres de S
−1, peut donc eˆtre utilise´e comme un estimateur des de´fauts
de la grille et des instabilite´s nume´riques en jeu dans la proce´dure d’ajustement par moindres
carre´s. On s’attend a` ce qu’une grille angulaire donnant un ‖S−1‖ proche de 1 fournisse une
de´termination fiable des coefficients radiaux. De plus, si les angles ont e´te´ choisis ale´atoirement
selon la distribution uniforme cite´e plus haut, le the´ore`me de Monte-Carlo (ge´ne´ralise´) s’ap-
plique, qui permet alors une estimation de l’erreur moyenne sur les coefficients de l’ajustement.
Il faut noter que cette approche de l’estimation de l’erreur est particulie`rement pertinente pour
des syste`mes de haute dimensionnalite´, ou` un choix de grille optimal est crucial pour des ques-
tions de temps de calcul. C’est notamment ce que nous avons employe´ pour H2O-H2.
Ceci cloˆt la section des points communs a` tous les syste`mes que nous avons e´tudie´s. Pour
le reste, la forme des fonctions de base tp de´pend uniquement du type de corps se rencontrant.
On les classe en fonction de leur morphologie : atome, baˆton, mole´cules syme´triques (toupie
syme´trique, ayant deux ou trois moments d’inertie e´gaux) et asyme´triques (toupie asyme´trique,
avec tous les moments d’inertie diffe´rents). Toutes les combinaisons n’ont pas e´te´ l’objet d’e´tudes
de´taille´es au cours de cette the`se, mais nous allons quand meˆme suivre cette logique de catalogage
dans la suite, en de´taillant bien la strate´gie de calcul de surface et d’ajustement pour les cas
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e´tudie´s, et en e´tant plus bref sur les cas non e´tudie´s. Les toupies syme´triques e´tant de la seconde
cate´gorie, elles ne figureront qu’a` titre de cas particulier (plus simple) des toupies asyme´triques.
3.6 Baˆton-atome
Pour ce type de syste`mes, seules deux coordonne´es sont requises pour de´crire toutes les
configurations possibles. Une distance R entre les centres de masse et un angle θ, qui est l’angle
forme´ entre l’axe de la mole´cule cible et le vecteur reliant les centres de masse. La base employe´e
dans le code molscat pour ce type de syste`mes est simplement l’ensemble des polynoˆmes de
Legendre (cf A.2.1) :
V (R, θ) ≃
pmax∑
p=0
vp(R)Pp(cos(θ)) (3.5)
3.6.1 CO-He
Ce syste`me e´tant a` la fois simple a` e´tudier et relativement inte´ressant d’un point de vue
astrophysique, beaucoup de choses ont de´ja` e´te´ faites, et meˆme re´cemment des calculs pre´cis
et fiables. Du coˆte´ des surfaces, Sheldon Green s’y attelait de´ja` en 1976 (75), mais plus re´cem-
ment, une surface SAPT tre`s pre´cise a e´te´ publie´e (78). Aussi n’avons-nous pas recalcule´ de
surface pour ce syste`me. L’optique de cette e´tude e´tait uniquement de valider toute la de´marche
ajustement+interface molscat pour ce type de syste`me, ceci afin d’eˆtre suˆrs qu’aucune erreur
dans ces e´tapes n’interviendrait lors de l’application a` HC3N-He. De plus, e´tant d’une relative
simplicite´, ce syste`me pre´sente a` mon sens des vertus pe´dagogiques dans l’optique de la lecture
du pre´sent chapitre.
Heijmen et al. fournissent avec leur article une routine donnant le potentiel en tout point.
Pour pouvoir interfacer ce potentiel avec molscat, il fallait l’ajuster selon la formule (3.5).
Pour cela, j’ai donc commence´ par recre´er une grille de points suffisamment fine pour e´viter
les proble`mes nume´riques. La grille de distances a ainsi e´te´ choisie allant de 3 a` 15 a0, avec un
pas constant de 0.25 a0 ; celle angulaire, tous les degre´s entre 0 et 180. Une fois cette grille de
potentiel obtenue, j’ai proce´de´ a` l’ajustement selon la formule (3.5). Un pmax de 14 s’est re´ve´le´
suffisant pour une excellente pre´cision finale.
Pour l’ajustement des coefficients radiaux, la technique ✭✭ standard ✮✮ expose´e ci-dessus a e´te´
applique´e. L’extrapolation a` longue porte´e a e´te´ faite pour tous les termes plus grands que 10−3
pseudo-cm−1 a` 14 et 15 a02, soit les 4 premiers termes (v0 a` v3). Le terme isotrope y est 4 a` 5 fois
plus grand que v1 et v2, qui sont eux-meˆmes supe´rieurs d’un bon facteur 10 au v3. Une se´rie bien
sagement convergente, donc. L’he´lium n’ayant pas de moment e´lectrostatique permanent (son
e´tat e´lectronique fondamental est 1s2), les termes du potentiel a` longue porte´e ne contiennent
que les parties induction et dispersion. Le terme isotrope a bien une puissance proche de de 6
(6.28), mais les autres termes sont au-dessus de 7.
A courte porte´e, tous les termes ont e´te´ extrapole´s selon une exponentielle proportionnelle
a` celle du terme isotrope, avec un facteur de proportionnalite´ calcule´ a` 3.25 a0. Avec ces para-
me`tres, le rms est infe´rieur a` 0.3 cm−1 sur toute la surface, et infe´rieur a` 10−2 cm−1 dans la
partie attractive. En d’autres termes, c’est une surface tre`s aise´e a` interpoler. Visuellement, il
2Les valeurs nume´riques de´pendent bien entendu de choix de normalisation des fonctions de base ; c’est pour-
quoi nous parlons de pseudo-cm−1. Ceci dit, les conventions sont toujours les meˆmes, et permettent au moins de
comparer les valeurs pour chaque type de syste`me.
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Fig. 3.3 – Coupe de l’interpolation de la surface CO-He. Le potentiel est en cm−1. θ = 0
correspond a` un alignement du coˆte´ de l’oxyge`ne. La surface pre´sente un minimum a` -23.7 cm−1
pour R=6.55 a0 et θ = 48
◦.
n’y a aucune diffe´rence entre notre interpolation et la surface de Heijmen, aussi nous contentons-
nous dans la figure 3.3 de pre´senter notre re´sultat. Avertissons de`s maintenant le lecteur qu’il
profite de ce cas d’e´cole pour se familiariser avec ce type de repre´sentations, car elles ne sont
pas force´ment intuitives pour qui n’y est pas accoutume´, mais sont un moyen efficace d’avoir un
aperc¸u de la topologie d’une surface, et risquent donc d’eˆtre foison dans ce chapitre.
3.6.2 HC3N-He
Avant de de´tailler les aspects calculatoires de ce syste`me, il convient d’expliquer pourquoi
nous l’e´tudions. Malgre´ l’importance des cyanopolyynes, les collisions avec l’he´lium ne sont pas
celles qui nous inte´ressent le plus a priori. Celles avec H2 sont beaucoup plus inte´ressantes pour
plusieurs raisons. L’influence du dipoˆle dans le rapport ortho/para de H2 en est une, avec en
corollaire, celle de la ge´ome´trie de la cible. Par ailleurs, l’abondance relative de [H2]/[He] est
en re`gle ge´ne´rale de plus de 4 dans l’ISM. L’hydroge`ne mole´culaire est donc un partenaire de
collision bien plus probable que l’he´lium.
Par ailleurs, il y a, spe´cialement pour H2, un fort besoin de taux de collisions pre´cis jusqu’a`
des J e´leve´s – ce qui n’est pas sans poser quelques proble`mes techniques. En effet les seuls taux
utilise´s a` ce jour sont ceux calcule´s par Green et Chapman (73). Dans cet article de 1978, les
auteurs affirmaient, je cite :
✭✭Because of the large anisotropy of this system [HC3N-He] it was not possible to expand the
potential in a Legendre polynomial series or to perform quantum scattering calculations. ✮✮
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Leurs taux de collisions furent donc obtenus par la me´thode MCQCT (✭✭Monte Carlo quasi-
classical trajectories ✮✮), a` peu de choses pre`s ce que nous avons pre´sente´ en 2.4.3). Les taux
avec H2 e´taient obtenus, comme de coutume quand rien d’autre n’est disponible, en multipliant
le taux avec l’he´lium par une facteur
√
2, venant de la masse re´duite µ apparaissant dans le
calcul du taux (formule (2.40)). De`s lors, il y avait un besoin clair d’actualisation et d’e´ven-
tuelle – et probable – rectification de ces taux. Comme nous le verrons tantoˆt, nous sommes
quand meˆme parvenus a` repre´senter le potentiel sous forme de se´rie de Legendre, au prix d’ar-
tifices nume´riques. La ruse consiste tout d’abord a` repre´senter le potentiel avec H2 comme une
combinaison de potentiels ou` l’orientation de H2 est fixe, et donc comme une combinaison de
pseudo-potentiels baˆton-atome. Ceci nous rame`ne a` notre propos initial : en e´tudiant l’he´lium, on
mettait au point un ensemble de techniques transposables par la suite a` l’hydroge`ne mole´culaire.
Du coˆte´ des surfaces Akin-Ojo, Bukowski et Szalewicz ont publie´ en 2003 (14) une e´tude de
ce syste`me, dans une optique d’application comple`tement e´trange`re a` l’astrophysique : la rota-
tion des mole´cules dans une solution d’he´lium superfluide. Pas de calculs de taux de collisions
donc. Dans cet article, ils pre´sentaient en revanche cinq surfaces ab initio diffe´rentes : deux
obtenues par une me´thode Møller-Plesset, deux surfaces SAPT (✭✭ leur ✮✮ me´thode) et une surface
CCSD(T), tre`s proche de ce qui se fait dans notre groupe. Leurs surfaces e´taient ge´ne´ralement
en bon accord, avec cependant des diffe´rences non ne´gligeables entre CCSD(T) et SAPT, cette
dernie`re surface e´tant ge´ne´ralement plus attractive. Il faut noter que ce phe´nome`ne n’est pas
propre a` ce syste`me, mais a e´te´ constate´ sur beaucoup de syste`mes pour lesquels les deux types
de surfaces existent. On de´nomme cette tendance ✭✭ overshooting ✮✮. Au niveau des ge´ome´tries
internes, ce groupe emploie ge´ne´ralement les ge´ome´tries moyennes < r >0. N’ayant cependant
pas de donne´es expe´rimentales suffisantes, ils ont duˆ dans ces calculs se contenter des ge´ome´tries
de´rive´es des constantes rotationnelles r0, meilleures selon eux que les ge´ome´tries d’e´quilibre re
(voir section 5.2.7).
Malgre´ la pre´sence de ces calculs sur le marche´, Pierre Valiron recalculait une surface comple`te
CCSD(T). Ce calcul n’avait pas vocation de concurrence avec ce qui e´tait de´ja` fait, mais e´tait
fait dans l’optique de mise au point de techniques pour l’application ulte´rieure a` H2, pour lequel
il fallait de toute fac¸on faire une surface, vu qu’il n’en existait aucune. On a ainsi pu juger du
nombre de points ab initio ne´cessaires, et de la grille radiale et angulaire a` adopter. De plus, le
couˆt de ce calcul par rapport a` celui pour H2 est relativement faible : il ne repre´sente pas un
effort supple´mentaire trop conse´quent.
En 2005, notre surface de´ja` calcule´e (mais pas publie´e), un nouveau calcul de surface de
ce syste`me e´tait publie´ (163). Leurs calculs (trois surfaces) ab initio sont tout comme nous du
CCSD(T), allant jusqu’au quadruple-zeta, et incluant des bounding functions, pour le meilleur.
Ils calculent des spectres rotationnels des e´tats lie´s, et trouvent un bon accord avec des valeurs
expe´rimentales en faisant toutefois un scaling de leurs surfaces.
Mais revenons a` notre surface. Pour HC3N, la base ab initio est une triple-zeta (aug-cc-
pVTZ). Pour l’he´lium, c’est une quintuple-zeta (aug-cc-pV5Z). Avec cela, la base contient envi-
ron 300 orbitales. Un point de la surface (calcul de contrepoids) prend environ 15 heures CPU
sur un bi-processeur ! Les ge´ome´tries internes pour ce calcul sont celles donne´es dans la table
3.1. Les distances allaient de 2.75 a` 25 a0, avec un pas de 0.25 a0 entre 2.75 et 9, de 0.5 entre 9
et 12, de 1 entre 12 et 15, plus les distances R =17, 20 et 25 a0, pour un total de 37 distances.
Certains points ont e´te´ calcule´s apre`s coup pour assurer la qualite´ de l’interpolation, aussi la
grille angulaire n’est-elle pas re´gulie`re. De plus, le potentiel n’a de sens qu’en-dessous d’une cer-
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taine limite, typiquement un millier de cm−1. On conc¸oit bien qu’en augmentant progressivement
l’e´nergie, les approximations faites dans le calcul de la surface, notamment l’approximation rigid
body, deviennent progressivement caduques. Ainsi, le potentiel n’est-il meˆme pas calcule´ pour
les configurations dont on sait que l’e´nergie de´passe un certain seuil. Ici le seuil de calcul e´tait
fixe´ a` 20 000 cm−1. Il faut noter que ce seuil n’est pas celui de validite´ du potentiel, mais fournit
juste une base pour l’extrapolation de ce qui se passe dans les re´gions de plus basse e´nergie.
Cela implique en particulier qu’aux plus faibles distances, seules quelques configurations ont e´te´
calcule´es. Dans les re´gions attractives du potentiel, le pas angulaire e´tait typiquement entre 5 et
15 degre´s. La surface finale comporte 644 points.
Vu la grande anisotropie du syste`me, on sait a priori qu’une grande base sera ne´cessaire pour
l’ajustement de Legendre, si tant est qu’on parvienne a` faire cet ajustement. Or les quelque 650
points calcule´s ne sont pas suffisants pour faire une interpolation selon la formule (3.5) 3. En
effet, on a en moyenne 650/37 ≃ 18 points par distance, ce qui est bien trop peu. Par contre, en
faisant des repre´sentations graphiques de la surface, on se rend compte qu’ils contiennent lar-
gement toute l’information physique. La strate´gie maligne est donc de diluer cette information
sur une grille suffisamment vaste pour eˆtre interpole´e en polynoˆme de Legendre. Pour ce faire,
nous avons utilise´ a` nouveau les splines cubiques. Pierre Valiron a ainsi e´crit un programme de
splines bidimensionnels fonctionnant de la sorte : pour calculer le potentiel en un point (R, θ),
on commence par faire un spline en θ pour chaque valeur de R sur la grille radiale. On obtient
ainsi V (Ri, θ), i = 1, ..., nr. Un spline de cet ensemble de nr points pour un θ donne´ nous fournit
ensuite la valeur V (R, θ). Il est a` noter que ce programme est uniquement interpolateur, et ne
fournit pas d’extrapolation du potentiel, comme nous la construirons pour l’interface molscat.
Moyennant cette restriction, cet utilitaire nous donne quand meˆme une valeur du potentiel en
tout point du domaine. Pour toute application autre que l’interfac¸age avec molscat, on a ainsi
une forme analytique relativement simple du potentiel. Mais pour les applications de dynamique
quantique, cette technique nous aura seulement servi d’e´tape pour recre´er une grille de potentiel
non plus ab initio, mais ✭✭ spline´e ✮✮ avec, donc, un nombre suffisant de points. La grille radiale
a e´te´ choisie de la sorte : de 3 a` 9 a0 par pas de 0.05, de 9 a` 12 par pas de 0.1, de 12 a` 15 par
pas de 0.5, puis 17, 20 et 25 a0. Pour la partie angulaire, le pas a e´te´ pris e´gal a` 0.25 degre´s,
identique a` toutes les distances. Au total, 161 distances et 721 angles a` chaque distance, soit
une surface de 116 081 points.
Comme le soulevait Green, l’anisotropie du potentiel pose beaucoup de proble`mes en termes
d’interpolation en se´rie de Legendre. Pour rappel, les polynoˆmes de Legendre sont les solutions
d’une e´quation a` syme´trie sphe´rique, et sont donc fortement inadapte´s a` la description d’un baˆton
aussi allonge´. La pre´sence d’un mur tre`s raide lorsque l’on s’approche coline´airement au baˆton
est une difficulte´ qui peut paraˆıtre insurmontable. Ce qu’il faut cependant garder en teˆte dans
l’e´laboration d’une strate´gie d’interpolation est l’application que l’on voudra faire du potentiel
obtenu. En regard des collisions quantiques, il y a deux barrie`res : une naturelle et une nume´rique.
La barrie`re naturelle sont les modes vibrations de basse e´nergie du cyanoace´thyle`ne : son premier
e´tat de pliage n’est que ∼ 220 cm−1 au-dessus de l’e´tat fondamental. Notre potentiel e´tant ✭✭ rigid
body ✮✮, il ne pourra pas de´crire cet e´tat vibratoire, pas plus qu’il ne de´crit les vibrations de point
ze´ro du fondamental. Les modes de vibrations ne rendent pas directement caducs les calculs RB,
mais le fait de ne´gliger des canaux ouverts falsifie les sections efficaces quand l’e´nergie augmente.
De ce point de vue-la`, notre potentiel permet de faire des calculs jusqu’a` quelques centaines,
3Pour rappel, le syste`me line´aire (3.5) n’est soluble que si le nombre de points de grille a` chaque distance, ici
nθ, est supe´rieur au nombre de fonctions de base (pmax).
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voire un millier de cm−1.
L’autre barrie`re, nume´rique, est celle des temps de calculs, qui croissent pour rappel comme
le cube du nombre d’e´tats couple´s. Avec sa petite constante de rotation, le nombre d’e´tats
rotationnels de HC3N est de´ja` de 40 a` 250 cm
−1. Pour donner un ordre d’ide´e, le temps d’un calcul
a` 60 cm−1 est de 1h40 environ sur un bi-processeur de 2 GHz. Nous ne pouvions simplement
pas mener des calculs close coupling au-dela` de quelques dizaines de cm−1 dans des temps
raisonnables. On fait certes en plus des calculs avec les approximations CS et IOS a` plus haute
e´nergie. Mais ne pouvant espe´rer calculer des taux meˆme moyennement pre´cis plus haut qu’une
centaine de kelvins, il n’e´tait la` non plus pas ne´cessaire d’avoir un potentiel tre`s pre´cis au-dela`
de quelques centaines de cm−1, typiquement.
Dans les faits, nous avons donc tronque´ a` nouveau le potentiel a` une certaine valeur, en-
dessous de la limite des calculs ab initio (20 000 cm−1), mais suffisamment e´leve´e, soit 10’000
cm−1. Mais cette troncation ne va pas sans poser quelques proble`mes, puisqu’elle introduit une
discontinuite´ dans la de´rive´e du potentiel. Cette discontinuite´ se traduisant par des oscillations
de fortes amplitudes (phe´nome`ne de Gibbs (64; 65)) lors de l’ajustement en polynoˆmes de Le-
gendre. Il a donc fallu raffiner, et introduire une fonction de raccord qui rende la troncation
doublement de´rivable. Pour rappel, les de´rive´es secondes des coefficients radiaux interviennent
dans les calculs de dynamique (e´quation (2.37)), et ces de´rive´es doivent donc rester continues.
Plusieurs fonctions ont e´te´ tente´es infructueusement, avec entre autres des polynoˆmes et des
fonctions trigonome´triques. Ceci, pour dire que les propos de Green n’e´taient pas a` prendre a` la
le´ge`re. La solution finalement trouve´e est une adaptation de notre fonction de raccord radiale
(3.2). Elle prend en argument non plus les abcisses, mais des ordonne´es. Son roˆle est d’assurer
la transition entre le vrai potentiel et un seuil. A nouveau, on commence par la de´finir sur un
intervalle unitaire :
f(x) =
(
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2
x
)]
cos
(π
2
x
)
⇒ f ′(0) = 1, f ′(1) = 0 (3.7)
⇒ f ′′(0) = 0, f ′′(1) = 0 (3.8)
Pour l’appliquer au potentiel entre deux e´nergies a et b, il faudra normaliser l’argument, c’est-
a`-dire prendre a+ (b− a)f(V−ab−a ). On obtient ainsi un potentiel tronque´
Vtr =


V si V < a
a+ (b− a)f(V−ab−a ) si a < V < b
b
(
2
π
)2
si V > b
(3.9)
Avec cette ope´ration le potentiel tronque´ co¨ıncide avec le vrai potentiel en a jusqu’a` l’ordre 1
(valeur et de´rive´e), et rejoint progressivement la valeur b(2/π)2 , de fac¸on doublement de´rivable,
ce qui e´vite tout phe´nome`ne de Gibbs de grande amplitude lorsque l’on fera le de´veloppement
angulaire (3.5). Cette troncation effectue´e, la partie n’e´tait encore pas gagne´e. La technique
standard d’ajustement que nous employions pour les autres syste`mes donne en effet le meˆme
poids a` tous les points de la grille. Ceci veut dire que l’on repre´sente avec la meˆme pre´cision un
point a` plusieurs milliers de cm−1 qu’un point du puits de potentiel. L’e´quilibrage de qualite´ se
faisant bien suˆr au de´triment des parties attractives du potentiel, beaucoup plus importantes
du point de vue collisionnel. Il convenait donc encore de ponde´rer ce de´veloppement angulaire.
Ceci fut fait en appliquant un poids exponentiel de´pendant du vrai potentiel, non du potentiel
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Fig. 3.4 – Fonction de poids pour l’ajustement, avec les parame`tres cite´s dans le texte. L’e´chelle
des ordonne´es est logarithmique. La fonction est de l’ordre de 1 pour un potentiel infe´rieur a` Ed
et rejoint son minimum wmin a` 4000 cm
−1.
tronque´, de la forme
w(θ) = max(wmin, e
−(V (R,θ)−E0)/Ed), (3.10)
inspire´e de la me´thode de Hodges et al (84). Dans cette formule, E0 est approximativement le
minimum du potentiel (ici E0 = −40 cm−1), afin que le poids ne de´passe pas 1. Le parame`tre
Ed donne, lui, l’e´chelle du poids. Le poids sera de l’ordre de 1 pour V (R, θ) − E0 < Ed. On a
ainsi pris Ed = 440 cm
−1, pour donner du poids, et donc de la pre´cision aux points inte´ressants
pour l’e´tude des collisions, soit jusqu’a` environ 500 cm−1. Le parame`tre wmin a quant a` lui e´te´
choisi pour que la fonction de poids rejoigne ce seuil a` 4000 cm−1. Ceci e´vite que les parties tre`s
re´pulsives du potentiel se voient attribuer un poids quasi nul. La fonction de poids ainsi obtenue
est repre´sente´e sur la figure 3.4.
L’ajustement a` une distance R se fait ensuite en minimisant le rms ponde´re´
rms2 =
∑
i
wi(fit(θi)−V(R, θi))2/
∑
i
wi (3.11)
ou` i = 1, ..., nθ est l’indice de grille angulaire. On obtient ainsi un ajustement ponde´re´, mais qui
ne de´pend pas explicitement du poids a` la sortie.
La figure 3.5 montre a` une distance fixe le potentiel initial, sa version tronque´e, et l’ajus-
tement ponde´re´. On voit qu’on a une description tre`s fiable du potentiel jusqu’a` plus de 1000
cm−1. Malgre´ la relative douceur de notre fonction de troncation, il subsiste quelques oscillations
de Gibbs au niveau du seuil. Nous sommes donc parvenus a` ajuster sur une base de Legendre
un potentiel fortement anisotrope, sur lequel Green s’e´tait casse´ le nez quelques de´cennies au-
paravant ! C’est donc la premie`re fois qu’une telle entreprise est mene´e a` bien. C’est un re´sultat
d’un grande importance, dans le sens ou` l’on aura pratiquement plus de syste`mes a` craindre du
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Fig. 3.5 – Coupe a` la distance R = 6.25 a0 du potentiel HC3N-He initial, de sa version tronque´e
selon la formule (3.9), et de l’ajustement ponde´re´. La diffe´rence V − Fit multiplie´e par 10 et
par 100 (zone centrale) est aussi repre´sente´e. Ces deux courbes sont de´cale´es des respectivement
1000 et 2000 cm−1 pour plus de lisibilite´.
point de vue de l’ajustement sur des fonctions adapte´es aux collisions quantiques.
Concernant la base de Legendre employe´e, divers essais ont e´te´ faits. Une base a lmax = 20
donnant une erreur quadratique (rms) toujours infe´rieure a` 4 cm−1, et de l’ordre de 2 cm−1
au-dela` de 5 a0. La solution ✭✭ luxe ✮✮ finalement retenue est une base de 35 termes. Avec cela,
le rms est toujours infe´rieur au cm−1, et ≤ 0.3 cm−1 pour R > 4.5 a0. Mais bien suˆr, ce qui
compte n’est pas le rms de l’ajustement du potentiel tronque´, mais l’erreur par rapport au vrai
potentiel, et cette dernie`re est toujours infe´rieure a` 2 cm−1pour un potentiel V < 1000 cm−1.
La figure 3.6 illustre d’une part la topologie du potentiel. D’apre`s notre ajustement, il y a
deux minima, un de -40.3 cm−1 en (R = 6.33 a0, θ = 95.2 ◦), et un autre de -30.4 cm−1 en
(R = 10.51 a0, θ = 0
◦). Deux points selles relient ces minima, pour lesquels Akin-Ojo et al.
donnent aussi des valeurs auxquelles nous avons pu nous comparer. D’autre part, on voit que
les trois premie`res coupes sont visuellement tre`s proches : notre de´veloppement de Legendre a`
35 termes, notre spline bidimensionnel, et la surface ASB-CC. Quantitativement elles diffe`rent
de moins de 2 cm−1 pour les quatre points caracte´ristiques pre´cite´s. Par contre, comme annonce´
pre´ce´demment, la surface ASB-SAPT est sensiblement plus attractive, avec des diffe´rences allant
de 2 a` plus de 6 cm−1 dans les re´gions ne´gatives du potentiel. Par rapport a` Topic et Jager (163),
nous sommes en tre`s bon accord, puisqu’ils trouvent pour les deux minima : (6.24, 94.5, -43.77)
et (10.68, 0, -30.59).
Quelques termes principaux du potentiel sont repre´sente´s sur la figure 3.7. Si l’on commence
par regarder le comportement a` courte porte´e, on voit d’une part que seul le terme isotrope
est non nul au R minimal. Cela vient de la strate´gie de coupure, qui fait que le potentiel a`
courte porte´e est constant, et donc isotrope. D’autre part, les autres termes pre´sentent tous un
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Fig. 3.6 – Coupe de quatre potentiels HC3N-He. (a) est mon ajustement a` 35 termes de la surface
Valiron 05 ; (b), le spline bidimensionnel de la surface Valiron 05 ; (c), la surface ASB-CC ; (d),
la surface ASB-SAPT. Les courbes de niveau sont rouges (courbes exte´rieures) pour les parties
ne´gatives (valeurs -1, -3, -10 et -30 cm−1), noire pour la valeur 0 et bleues (parties ✭✭ en huit ✮✮)
pour les parties positives (valeurs : 100, 300, 1000 et 3000 cm−1). (Cre´dit : Pierre Valiron)
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Fig. 3.7 – Repre´sentation des 7 premiers coefficients de l’ajustement de HC3N-He. Comporte-
ment a` courte porte´e et dans le puits.
3.7. BAˆTON-BAˆTON 81
comportement oscillant. En cela, ils sont bien diffe´rents de l’allure ge´ne´rale que nous exposions
plus haut (section 3.4.2). Ceci refle`te encore une fois le caracte`re hautement non sphe´rique de
cette mole´cule, et l’inade´quation d’un de´veloppement multipolaire, en conse´quence. La figure du
bas le sugge`re : le caracte`re multipolaire ne se retrouve qu’au-dela` de 20 a0. Comme pour CO-He,
il n’y a ici pas d’interaction e´lectrostatique, et seuls les effets inductifs et dispersifs entrent en
jeu dans les coefficients. Par ailleurs, c’est de loin le terme v2 qui domine derrie`re l’isotrope.
Plus ge´ne´ralement, les vp avec p pair dominent nettement les termes impairs. Ceci est important
en perspective de la discussion que nous aurons sur les taux collision. La quasi-syme´trie du
potentiel explique ce phe´nome`ne : on voit sur les coupes (figure 3.6) que V (R, θ) ≃ V (R, π− θ),
ce qui impose la meˆme parite´ sur les fonctions de base. Du coˆte´ des puissances a` longue porte´e,
le terme isotrope est proche de 6 (6.28), et le terme v2, qui devrait aussi eˆtre de puissance 6
s’il n’e´tait que dipoˆle-dipoˆle induit, a une puissance 7.33, ce qui signifie qu’il contient aussi des
effets diffusifs.
3.7 Baˆton-baˆton
Comme dans le cas baˆton-atome, deux coordonne´es sont ne´cessaires pour repe´rer le centre
de masse du projectile. Une distance et un angle. Jusque-la`, rien de neuf. Par contre, notre
projectile a maintenant une structure, et deux nouveaux angles sont ne´cessaires pour l’orienter.
La`, plusieurs possibilite´s s’offrent a` nous, dont deux sont pertinentes. La premie`re consiste a`
translater le repe`re fixe´ a` la cible au centre de masse du projectile, et de repe´rer l’orientation
de ce dernier a` l’aide des deux angles sphe´riques θ′ et φ′. C’est ce que l’on nommera syste`me
body-fixed 1 ou BF1. La seconde consiste aussi en un syste`me de coordonne´es sphe´riques centre´
sur le projectile, mais ou` l’axe z2 est cette fois coline´aire au vecteur intermole´culaire ~R, alors
que l’axe x2 est dans le plan xy du repe`re principal. Nous le nommerons BF2. Une discussion
des avantages et inconve´nients de chacun des deux syste`mes sera faite pour le syste`me H2O−H2.
Ceci dit, la convention adopte´e dans molscat pour ce type de syste`mes d’apre`s un article de
Sheldon Green sur H2−H2 (70) est la premie`re, et l’on a
v(R, θ, θ2, φ2) ≃
∑
p1p2p
vp1p2p(R)sp1p2p(θ, θ2, φ2) (3.12)
ou` les fonctions de base sp1p2p sont des produits d’harmoniques sphe´riques, donne´es explicitement
dans l’e´quation (A9) de (70)4. Les indices p1, p2 et p sont associe´s aux moments cine´tiques de CO
(J1), H2 (J2), et a` la somme vectorielle des deux (J), respectivement. Ils obe´issent par conse´quent
a` la re`gle du triangle. Par ailleurs, la syme´trie d’inversion est automatiquement ve´rifie´e pour ce
type de syste`me, car elle se re´duit a` la composition de syme´tries propres (des rotations). Comme
les termes de base ou` p1 + p2 + p est impair changent de signe sous cette syme´trie, ils doivent
s’annuler (cf (72)).
3.7.1 CO-H2
Pour les raisons de´veloppe´es en introduction, ce syste`me est tre`s inte´ressant d’un point de vue
astrophysique. Ainsi, comme pour CO-He, une ribambelle d’e´tudes sur ce syste`me ont de´ja` e´te´
publie´es. Nous avons de notre coˆte´ contribue´ a` accroˆıtre cette ple´thore, par le truchement d’un
article soumis a` Astronomy and Astrophysics (voir annexe E.4.1), et accepte´ pendant la re´daction
4Dans ces conventions, on a s000 = (4pi)
−3/2.
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de cette the`se. Une partie des choses que nous dirons ci-dessous sont donc des re´pe´titions de ce
qui se trouve dans cet article.
Du coˆte´ des surfaces, Jankowski et Szalewicz publiaient en 1998 (91) une premie`re surface
SAPT. Gottfried et McBane (69), comparant les coefficients de viriel obtenus en-dessous de 300 K
avec cette surface aux valeurs expe´rimentales, concluaient que cette dernie`re e´taient le´ge`rement
trop attractive (puits trop profond), et proposaient un scaling ge´ne´ral de la surface d’un facteur
0.93( !). Deux calculs inde´pendants de sections efficaces et taux de collision furent mene´s avec
cette surface, avec ou sans le scaling ; nous en parlerons au chapitre 4. Toutefois, cette divergence
justifiait a` elle seule un recalcul de la surface, nos colle`gues polonais reconnaissant eux-meˆmes
les limites de ce calcul. De`s lors, ce sont eux qui se sont charge´s du recalcul, pour produire
une toute nouvelle surface, cette fois CCSD(T) (92) (que nous nommerons JS05). A noter, ils
ont pris les ge´ome´tries moyennes comme ge´ome´tries internes des mole´cules, avec une fort belle
argumentation the´orique a` l’appui, inte´ressante pour la discussion que nous ferons du choix des
ge´ome´tries dans le chapitre 5. A la suite de cet article, Pierre Valiron et Joseph Noga validaient
comple`tement ce nouveau calcul par un ensemble de points de ve´rification inde´pendants, au
niveau CCSD(T)-R12, donne´s dans notre article et dans (127). La figure 1 de notre article
illustre bien l’accord entre ces deux calculs, et montre l’overshooting de l’ancienne surface. Ce
travail de validation accompli, il n’y avait pas de raison de recalculer une surface comple`te de
notre coˆte´. Les deux auteurs nous fournissaient fort aimablement leur surface avant qu’elle ne
fuˆt publie´e, pour que nous nous amusions avec. Entendre par la`, calculer des taux de collision.
C’est ce qui leur vaut d’eˆtre co-auteurs de notre article, et qu’on peut qualifier de collaboration
fructueuse.
J’ai donc re´cupe´re´ cette surface sous forme de routine. J’ai commence´ par e´crire une transfor-
mation de coordonne´es pour passer de leur syste`me a` nos conventions5. Ceci fait, je l’ai recalcule´e
sur une grille de 19 distances R entre 4 et 15 a0 et 3000 ge´ome´tries angulaires a` chaque distance.
Du coˆte´ de la base, la syme´trie homonucle´aire de H2 impose que l2 soit pair. En effet, cette
syme´trie implique que V (θ, θ2, φ2) = V (θ, π − θ2, π + φ2), ce qui impose que la fonction de base
de´crivant l’orientation de H2 ait la meˆme syme´trie. Vu qu’il s’agit d’harmoniques sphe´riques, on
voit que cela impose p2 = 2n, n ∈ N. Comme toujours, une e´tude de convergence de la base a
e´te´ mene´e, qui a re´sulte´ en un pmax1 = 10 et p
max
2 = 6, pour un total de 142 fonctions de base.
Le rms obtenu avec cette se´lection e´tait infe´rieur au cm−1 pour tout R ≥ 4 a0. Le programme
d’ajustement utilise´ nous donnant par ailleurs une estimation de l’erreur sur les coefficients a`
toutes les distances, selon la me´thode e´voque´e en 3.5, j’ai pu se´lectionner les plus pertinents. En
prenant a` deux distances, une dans le mur re´pulsif, et une a` longue porte´e, les termes plus grands
que l’erreur respective a` ces distances, puis en faisant l’intersection de ces deux ensembles, je
trouvais un sous-ensemble de 60 termes significatifs, avec pmax1 = 7 et p
max
2 = 4. Cette restriction
vient de la ne´cessite´ d’une base re´duite pour les temps de calcul de collision. Cette de´marche de
se´lection a ensuite e´te´ valide´e en recalculant le potentiel sur une grille de points caracte´ristiques
de la surface. Pour cela, les coefficients radiaux ont e´te´ interpole´s, avec la technique habituelle.
A courte porte´e, l’extrapolation porte sur tous les termes, les points de calcul de la transition
exponentielle e´tant 4 et 4.5 a0. A longue porte´e, tous les termes plus grands qu’un certain seuil
a` 14 et 15 a0 sont extrapole´s, soit 5 termes (000, 101, 202, 224, 325). Au final, le potentiel a` 60
termes ainsi obtenu ne diffe´rait alors pas de plus d’un cm−1 de JS05 (donne´ par leur routine)
dans les re´gions attractives du potentiel, ni de plus d’un pour-cent dans les parties re´pulsives.
Du coˆte´ de l’interaction a` longue porte´e, le potentiel a un bon comportement multipolaire,
a` l’exception du terme dipoˆle-dipoˆle induit qui de´croˆıt trop vite (en R7.43 au lieu de R6).
5Explicitement, si on indice les angles de JS05 par s, on a θ1s = pi − θ2, θ2s = pi − θ et φs = φ2.
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Fig. 3.8 – Les deux minima de la surface CO-H2. R est en a0 et V en cm
−1. Les conventions de
couleur sont rappele´es dans l’annexe A.1.
Au niveau de la topologie, la figure 3.8 montre les deux minima principaux. Voir (92) pour
plus de de´tails sur la surface.
3.7.2 HC3N-H2
Historiquement le dernier a` eˆtre e´tudie´ durant ma the`se, beaucoup d’espoirs e´taient place´s
dans ce syste`me a priori, et notamment, on le pressentait plutoˆt bien comme exhibant une
importante se´lectivite´ ortho/para H2. L’e´tude de HC3N-He nous donnait cependant de´ja` un
indice : l’interaction est de nature plus ge´ome´trique que multipolaire. En d’autres termes, la
forme allonge´e du baˆton dicte le comportement collisionnel. A investiguer. Comme sous-entendu
pre´ce´demment, absolument aucune surface de potentiel n’a e´te´ publie´e a` ce jour pour ce syste`me.
Cela s’explique partiellement par le couˆt du calcul ab initio (nombre d’e´lectrons e´leve´) et aussi
par son inte´reˆt quasiment uniquement astrophysique. Pour ce qui est des conside´rations plus
terrestres, le cyanoace´thyle`ne est tre`s instable en conditions normales (il polyme´rise) et c’est
une peste, meˆme pour les expe´rimentateurs les plus coriaces. Quand on sait en plus la difficulte´
de discriminer les e´tats rotationnels de H2, on comprend bien qu’il n’y ait pas foule d’articles
sur le sujet non plus du coˆte´ expe´rimental.
Mais venons-en aux faits. Le calcul de surface e´tant fastidieux, un grattage de teˆte pre´alable
s’imposait. Duquel il re´sultait une me´thode e´le´gante, quoique le´ge`rement restrictive, e´labore´e en
premier lieu par Pierre Valiron. Explications. Par l’expe´rience acquise sur les autres syste`mes,
on pouvait le´gitimement penser que les termes de base avec p2 ≥ 4 (l’indice principal associe´
a` l’orientation de H2, cf e´q. (3.12)) joueraient un roˆle ne´gligeable dans le de´veloppement du
potentiel. Pour les syste`mes e´tudie´s ante´rieurement, ils ne contribuaient en effet qu’a` hauteur
de quelques cm−1 dans les re´gions attractives des potentiels. Sachant par ailleurs que la surface
ab initio aurait elle aussi une pre´cision typique du meˆme ordre, l’effort de calcul peut eˆtre
conside´rablement re´duit en admettant carre´ment que le potentiel ne de´pend pas de ces termes
de haut degre´. De`s lors, il ne reste comme fonctions de base de´crivant H2 que les harmoniques
sphe´riques Y00, Y20, Y21 et Y22. On peut voir (cf annexe A.3) qu’a` R et θ fixe´s, la de´pendance du
potentiel en l’orientation de H2 est alors inte´gralement de´crite par la connaissance de seulement
4 orientations θ′, φ′ de H2. Cependant, nous en avons calcule´ 5 pour pouvoir justement tester
cette hypothe`se. Un calcul sans hypothe`ses pre´alables aurait, lui, ne´cessite´ quelques dizaines
d’orientations de H2 pour chaque R, θ. Le gain du couˆt du calcul (au sens large du terme) est
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vraiment conside´rable, pour une perte de pre´cision maˆıtrise´e, et adapte´e a` la pre´cision finale
recherche´e.
On entraperc¸oit a` pre´sent l’inte´reˆt de l’e´laboration de techniques d’ajustement sur un syste`me
plus simple, HC3N-He. Notre potentiel se re´duit en effet a` une combinaison line´aire de 5 potentiels
bidimensionnels. Du point de vue de l’ajustement, la technique est en tout point similaire a` ce
qui fut fait sur l’he´lium.
Comme pour l’he´lium, une surface CCSD(T) (sans calibration R12) a e´te´ calcule´e. La base
d’orbitales pour HC3N est la meˆme que pour HC3N-He (triple zeta). Pour H2, une base aug-cc-
pVQZ (quadruple-zeta) est employe´e. Les temps de calcul sont aussi longs que pour HC3N-He :
environ 15 heures par point. Deux points topologiquement inte´ressants de la surface ont aussi
e´te´ calcule´s en R12 (base comple`te : orbitales d pour H et f pour C et N, soit 920 orbitales au
total, dont 10 occupe´es et 4 gele´es) a` fins de validation du calcul de surface. Pourquoi seulement
deux points ? Parce qu’un tel calcul R12 prend 4.74 heures par ite´ration CCSCD, plus 200 heures
pour les excitations triples perturbatives (T). L’e´cart maximum est de 4.3 cm−1 (-193.8 pour
le CCSD(T) contre -198.1 pour le CCSD(T)-R12 au minimum principal). L’ajout de fonctions
de lien (bounding functions) et une extrapolation CBS (complete basis set) – nous n’avons fait
ni l’un ni l’autre – auraient certainement permis de re´duire cet e´cart. Cependant, nous verrons
avec nos re´sultats que cette pre´cision de quelques cm−1 est suffisante.
La grille radiale est identique a` celle pour l’he´lium, la grille de θ e´tant similaire, mais pas
e´gale. Cinq orientations θ2, φ2 de H2 ont e´te´ conside´re´es pour chacune de ces configurations.
Cela re´sulte en une surface de 3485 points ab initio. Cela repre´sente donc 3485 points/5 configu-
rations/38 distances, soit un peu plus de 18 points par configuration et par distance. A chaque
distance, les calculs ont e´te´ faits en partant d’une valeur de θ proche de 90 degre´s, et en se
rapprochant des extreˆmes 0 et 180, ce qui permettait de ne pas calculer des points inutiles,
c’est-a`-dire avec des e´nergies supe´rieures a` 20 000 cm−1, typiquement.
A nouveau, ces calculs sont largement insuffisants en quantite´ pour eˆtre interpole´s par des
fonctions de rotation, mais plus que suffisant en termes d’information contenue. Pour chaque
configuration, la surface bidimensionnelle a e´te´ regrille´e a` l’aide de splines bidimensionnels, avec
la meˆme me´thode et la meˆme grille radiale et angulaire que pour l’he´lium. Le nombre final de
points de surface est donc cinq fois plus grand que pour l’he´lium et on a finalement 580 405
points.
Restait a` re´interpoler ceci sur les fonctions de rotation. Troncation et fonction de poids ont
e´te´ applique´s. Par commodite´, les parame`tres ont e´te´ pris e´gaux pour les cinq cas, mais ils
auraient fort bien pu eˆtre optimise´s se´pare´ment. Nous avons donc pris un seuil de troncation a`
8000 cm−1, E0 = −200 cm−1, adapte´ au minimum global de la surface, Ed = 600 cm−1 et un
poids minimum avec le meˆme crite`re que pour l’he´lium.
En plus des cinq harmoniques sphe´riques ne´cessaires a` la description de H2, les meˆmes 35
termes de base sont reste´s pour de´crire HC3N, ce qui fait une base a` 137 termes, finalement.
Cela ne fait pas tout a` fait cinq fois la base he´lium, a` cause de la parite´ impose´e par la syme´trie
d’inversion (p+ p1 + p2 doit eˆtre pair). Les calculs de collisions classiques, dont nous parlerons
au chapitre 4, emploient finalement aussi ce de´veloppement du potentiel, mais re´interpole´ en
splines pour acce´le´rer les calculs. Ce choix de base nous conduit a` un rms toujours infe´rieur a`
10 cm−1, et infe´rieur a` 2 cm−1 pour R ≥ 5.5 a0. Une pre´cision tout a` fait en ade´quation avec la
pre´cision de la surface, donc.
Pour faire un premier test de la justesse de notre troncation en p2, nous avons calcule´ le
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potentiel isotrope en l’orientation de H2 par les deux formules donne´es dans l’e´quation (A.17).
On obtient ainsi deux potentiels HC3N-para H2. C’est la` l’inte´reˆt d’avoir calcule´ une orientation
de plus que strictement ne´cessaire. A toutes les distances, la diffe´rence entre le potentiel ✭✭ xyz ✮✮
et celui ✭✭ ab ✮✮ culmine a` 5 − 6 cm−1 pour des e´nergies d’interaction plus petites que 500 cm−1.
L’erreur sur leur moyenne, qui est ce que nous prenons pour le terme isotrope est donc de ±3
cm−1 au maximum. Cela donne un assez bon ordre d’ide´e de la validite´ de la troncation en p2, et
montre que notre ajustement est suffisamment pre´cis par rapport a` l’erreur due a` cette hypothe`se.
En ce qui concerne les coefficients radiaux, la meˆme strate´gie que pour l’he´lium est applique´e.
Seul le terme isotrope est non nul, mais constant, a` courte porte´e. Les autres termes sont nuls
en-dessous de 3 a0. A longue porte´e, les termes plus grands que 0.1 pseudo-cm
−1 a` 20 et 25 a0
sont garde´s. Cela en fait 8. Phe´nome`ne inte´ressant, le terme v321 est plus grand que l’isotrope.
Par contre, le terme v123, qui dans l’approximation multipolaire classique porte l’interaction
dipoˆle-quadrupoˆle est ici quasiment inexistant (il n’est meˆme pas extrapole´), alors qu’il doit
force´ment dominer a` longue porte´e. Le seul proble`me e´tant que le potentiel y sera trop petit
pour que cela vaille la peine de faire des calculs ab initio de controˆle, de toute fac¸on pas plus
pre´cis qu’un cm−1. Une analyse des puissances d’extrapolation des termes dominants nous me`ne
a` conclure que ce terme, avec sa puissance e´gale a` 4, re´cupe`re l’interaction dipoˆle-quadrupoˆle,
mais avec une de´pendance angulaire inhabituelle. Comme on l’avait vu avec l’he´lium, la difficulte´
de l’ajustement et le comportement des termes radiaux vont de pair, et illustrent les limites de
l’approximation multipolaire pour des syste`mes ayant des distributions de charges aussi e´ten-
dues. Ici, le potentiel devient certainement multipolaire a` plus longue porte´e (30-40 a0), mais il
sera alors si faible qu’il ne de´passera pas le bruit nume´rique du calcul ab initio.
Finalement, le potentiel obtenu avec cet ajustement est fiable jusqu’a` 300 cm−1 environ.
Apre`s, il s’e´loigne progressivement du vrai potentiel, mais garde une pre´cision de 1% jusqu’a`
1000 cm−1. C’est tout a` fait le meˆme type de comportement qu’on observait sur HC3N-He
(figure 3.5).
A ce stade, il convient de s’arreˆter sur ce re´sultat. La re´ussite de l’ajustement de HC3N-He
e´tait de´ja` une grande victoire. Mais le re´el enjeu initial e´tait de trouver une fac¸on d’ajuster
d’HC3N-H2. C’est donc la combinaison de la technique de splines bidimensionnels, de celle de
troncation adoucie et d’une hypothe`se sur la de´pendance du potentiel en les orientations de H2
qui nous auront finalement permis de venir a` bout de ce syste`me particulie`rement retors.
La figure 3.9 illustre sur trois orientations de H2 la topologie de ce potentiel. Sa structure
chahute´e explique une fois encore a posteriori la difficulte´ d’en faire un ajustement sur des
fonctions de rotation. La figure 3.10, elle, montre les trois minima principaux de cette surface.
Deux sont a` tre`s forte syme´trie. La configuration minimale, ou` les deux baˆtons sont aligne´s, est
nomme´e en anglais ✭✭ proton acceptor ✮✮, car un des hydroge`nes se lie faiblement a` l’azote. Celle
ou` H2 est perpendiculaire a HC3N, du coˆte´ de l’hydroge`ne est nomme´e ✭✭ proton donor ✮✮, car c’est
une espe`ce de complexe a` trois hydroge`nes (du type H+3 ) qui se forme. Le troisie`me minimum
n’a, lui, pas de petit nom. Une ribambelle de points selles jalonne par ailleurs cette surface,
qui relient ces minima entre eux. Le but n’e´tant pas de faire un releve´ topologique exhaustif.
Tout ceci est inte´ressant notamment pour des calculs de complexes de van der Waals, qui sont
actuellement entrepris par Anne Millet et Robert Moczynski. Vu la profondeur des puits et les
barrie`res entre minima, il y a des chances pour que trois e´tats lie´s distincts soient viables.
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1 2 3
Fig. 3.9 – Coupes du potentiel HC3N-H2 pour diffe´rentes orientations de H2. Le plan yz co¨ıncide
avec celui de la feuille. 1. paralle`le a` Ox ; 2. paralle`le a` Oy ; paralle`le a` Oz. Les courbes de
niveaux ont pour valeur : 3000, 1000, 300, 100, 30, 10, -3, -10, -30, -100. La courbe noire est
l’e´quipotentielle V = 0. (Cre´dit : Pierre Valiron)
Fig. 3.10 – Les 3 minima principaux de la surface HC3N-H2. Les valeurs pour le troisie`me
minimum sont moins pre´cises que pour les deux minima principaux, a` cause de la syme´trie
moindre de ce point.
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Fig. 3.11 – Topologie de la surface HC3N-para H2. Les conventions sont les meˆmes que pour la
figure 3.9. A comparer avec la figure 3.6.
HC3N-para H2
En supposant, comme on le fait souvent pour les milieux froids, que para H2 est synonyme
de J2 = 0, on obtient facilement le potentiel d’interaction HC3N-para H2 en ne conservant
dans le potentiel total que les termes avec p2 = 0. On le comprend facilement en se rappelant
les relations d’orthogonalite´ des harmoniques sphe´riques. On peut ainsi comparer le potentiel
obtenu au potentiel HC3N-He. La figure 3.11 montre le potentiel moyenne´. Il est topologiquement
tre`s ressemblant au potentiel HC3N-He, a` l’exception du minimum secondaire, qui a disparu. Le
puits (V ≃ −111 cm−1) est plus profond d’un facteur 3, environ.
3.8 Toupies syme´triques
Pour commencer, notons qu’aucune mole´cule de ce type n’a e´te´ e´tudie´e au cours de ma the`se,
d’ou` leur absence ici. Le cas de l’ammoniac (NH3) e´tait l’objet de la the`se de Claire Rist (143).
Notamment, un de´veloppement de´taille´ de l’alge`bre angulaire de cette mole´cule avait e´te´ fait. Le
lecteur inte´resse´ a` ce cas particulier peut a` loisir s’y plonger. Par ailleurs, un recalcul du syste`me
NH3-H2 est en cours (2006) dans notre e´quipe.
3.9 Toupie asyme´trique-atome
Ce cas n’a pas non plus e´te´ e´tudie´ durant ma the`se. Un exemple relativement inte´ressant
du point de vue astrophysique est H2O-He (74). Aucune e´tude re´cente n’a e´te´ faite pour ce
syste`me, malgre´ la pre´sence d’une surface pre´cise (83). Seuls les deux angles polaires θ et φ
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sont ne´cessaires pour repe´rer ce syste`me. L’ajustement se fait simplement sur des harmoniques
sphe´riques.
3.10 Toupie asyme´trique-baˆton
On atteint avec ce cas le maximum de complexite´ des collisions significatives dans les milieux
gazeux diffus (c’est-a`-dire excluant les collisions entre deux toupies asyme´triques). Du coˆte´ des
coordonne´es, on se retrouve dans la situation de la figure 3.1, avec une distance et quatre angles.
Dans les conventions de molscat, tire´es de (137), l’ajustement du potentiel s’e´crit :
V (R, θ, φ, θ′, φ′) =
∑
p1,q1,p2,p
vp1q1p2p(R)tp1q1p2p(R, θ, φ, θ
′, φ′) (3.13)
avec −p1 ≤ q1 ≤ p1, et |p1 − p2| ≤ p ≤ p1 + p2, ou`
tp1q1p2p(R, θ, φ, θ
′, φ′) =
∑
r1,r2,r
(
p1 p2 p
r1 r2 r
)
Pp2r2(θ
′, φ′)Ppr(θ, φ) cos(rφ+ r2φ′) (3.14)
(· · · ) est un symbole 3j de Wigner, e´quivalent a` un facteur pre`s aux coefficients de Clebsch-
Gordan. Ainsi, r1 ≤ p1, r2 ≤ p2 et r + r1 + r2 = 0. Les fonctions Plm sont les polynoˆmes de
Legendre associe´s. Ce de´veloppement est purement re´el, et ne comprend pas de restrictions tant
qu’aucune contrainte n’est mise sur les indices. Pour indication, le premier terme de base t0000
vaut ici (4π)−1.
3.10.1 H2O−H2
Initialement LE sujet de ma the`se, ce syste`me est de loin celui qui nous (toute l’e´quipe)
a occupe´ le plus de temps. C’est sur lui que nous avons mis au point ou paracheve´ les tech-
niques d’ajustement, les extrapolations et interpolations radiales, l’estimateur d’erreur sur les
coefficients. Du coˆte´ ab initio, une strate´gie novatrice de choix de points de grille e´tait mise en
oeuvre, l’ ✭✭ importance sampling ✮✮, suivant les probabilite´s d’occurrence de chacune des coor-
donne´es. La strate´gie d’inclusion explicite des coordonne´es intere´lectroniques R12, de´veloppe´e
par Pierre Valiron et Joseph Noga notamment (128; 129), e´tait pour la premie`re fois applique´e
a` un syste`me de cette taille et d’inte´reˆt astrophysique. Finalement, c’est le premier syste`me
d’une telle complexite´ pour lequel un calcul incluant tous les degre´s de liberte´ (non rigid body, 9
dimensions) e´tait entrepris. Ce dernier point est celui qui m’a le plus concerne´ durant une bonne
partie de ma the`se, et sera l’objet du chapitre 5.
Strate´gie de calcul
Mais commenc¸ons par voir ce qui se passe en restant dans l’approximation mole´cule rigide,
ou` l’on n’a ✭✭ que ✮✮ 5 dimensions. Du coˆte´ du calcul ab initio, deux surfaces distinctes ont e´te´
calcule´es a` deux niveaux de the´orie diffe´rents. Une surface re´fe´rence, note´e Vref a e´te´ calcule´e sur
un jeu de 75 000 ge´ome´tries, a` une pre´cision ✭✭moyenne ✮✮ de quelques cm−1, au niveau CCSD(T).
Cette surface a ensuite e´te´ calibre´e graˆce a` un jeu de 812 points CCSD(T)-R12 (surface de´note´e
Vcal). Le potentiel 5d final s’e´crit ainsi
Vcomp = Vref + Vcal (3.15)
Cette strate´gie de de´coupage en deux niveaux du calcul e´tait ne´cessaire a` cause de l’e´norme couˆt
des calculs R12 (vide infra).
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Fonctions de base et syme´tries
L’eau a la sympathique proprie´te´ de posse´der deux noyaux d’hydroge`ne. Ceci impose comme
pour l’hydroge`ne mole´culaire des formes ortho et para, pour J impair et pair, respectivement.
Du coˆte´ des syme´tries, le plan contenant la mole´cule d’eau est un plan de syme´trie (C2v), et a`
5 dimensions, le plan bissecteur (perpendiculaire a` ce premier plan et contenant l’oxyge`ne) est
aussi un plan de syme´trie (Cs). Par ailleurs, on a toujours la syme´trie homonucle´aire de H2. Cela
impose des contraintes sur les termes de base inclus dans l’e´quation 3.13. p1 et p2 doivent eˆtre
pairs, et la syme´trie Cs impose une forme syme´trise´e de la fonction de base
tp1q1p2p(R, θ, φ, θ
′, φ′) = (1 + δq10)
−1 ∑
r1,r2,r
(
p1 p2 p
r1 r2 r
)
Pp2r2(θ
′, φ′) (3.16)
×Ppr(θ, φ) cos(rφ+ r2φ′)[δq1r1 + (−1)p1+q1+p2+pδ−q1r1 ]
L’explication de cette forme ainsi que les re´fe´rences pour les conventions sont donne´s dans
l’article (137). On rappellera toutefois que p1 est l’indice associe´ a` au moment cine´tique de l’eau,
q1 a` sa projection sur l’axe z, p2 est l’indice associe´ a` la rotation de H2, et p est l’indice associe´
a` la somme vectorielle des moments cine´tiques de rotation des deux mole´cules. Concernant la
syme´trie d’inversion, on constate a posteriori en les ayant inclus dans la base que les termes avec
p+ p1 + p2 impair sont tre`s petits. Cela s’explique par le fait que quand q1 est nul, on retrouve
la syme´trie du cas baˆton-baˆton. Or les termes du potentiel avec q1 non nul sont dans l’ensemble
beaucoup plus petits que ceux avec q1 nul.
body fixed 1 versus body fixed 2
Le syste`me employe´ jusqu’ici est le syste`me ou` les deux repe`res sont paralle`les. Il est parfois
abusivement appele´ space-fixed, mais c’est un syste`me body-fixed, au sens ou` il est lie´ aux
mole´cules. On le nommera BF1. Comme nous le mentionnions auparavant, un autre syste`me de
coordonne´es est potentiellement inte´ressant pour de´crire ce syste`me (qu’on de´nommera BF2).
Celui ou` le second repe`re n’est plus simplement une translation du premier, mais ou` l’axe z′
est confondu avec le vecteur intermole´culaire ~R, l’axe x′ e´tant horizontal (paralle`le) au plan xy.
Le de´couplage entre mole´cules est plus net que dans la convention pre´sente´e plus haut, avec
une somme se faisant sur p1, q1, p2 et q2, non p. Bien que Philips et al. (137) l’e´crivent p dans
leurs e´quations (5) et (6), cet indice va bien de −p2 a` p2, et est donc la projection de p2. C’est
dans ce syste`me de coordonne´es que j’ai fait mes premie`res armes en matie`re d’ajustement. J’ai
notamment retrouve´ explicitement la base ad hoc, a` partir d’une forme ge´ne´rale et en imposant
une a` une les syme´tries. Ce travail a e´te´ fait sur le potentiel 9d. Voir donc l’annexe C.1.
Un re´sultat inte´ressant, qui e´mane de mon ajustement du potentiel 9d, mais aurait tout aussi
bien pu eˆtre trouve´ en 5d, est que le syste`me BF2 est plus compact que le BF1. A pre´cision
d’ajustement donne´e, c’est-a`-dire pour obtenir le meˆme rms, le nombre de termes de base du
syste`me BF2 n’est que 70% environ de celui du BF1.
Surface CCSD(T)
Une surface 5d de niveau CCSD(T) a e´te´ calcule´e sur une grille de 25 distances, avec 3000
ge´ome´tries angulaires par distance. Le de´tail des bases ab initio pour ce calcul est donne´ dans
notre article (annexe E.2.2, note 28). La strate´gie d’e´chantillonnage e´tant la meˆme pour le calcul
9d, aucune syme´trie n’a e´te´ suppose´e au niveau de l’e´chantillonnage. On a ainsi 0 ≤ θ ≤ π,
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terme exposant interaction exp. the´orique
0000 6.24 isotrope 6
1023 4.00 µ−Q 4
2224 5.00 Q−Q 5
3025 6.00 oct−Q 6
Tab. 3.2 – Puissances d’extrapolation des termes dominants du potentiel H2O-H2. L’accord est
presque parfait avec l’approximation multipolaire.
0 ≤ φ ≤ 2π, 0 ≤ θ′ ≤ π, 0 ≤ φ′ ≤ 2π. Les ge´ome´tries internes des deux mole´cules furent prises
e´gales aux valeurs d’e´quilibre, donne´es dans la table 3.1 mole´cules. Pour H2, on a rHH = 1.401
a0. Les distances allaient de 3 a` 15 a0, avec un pas de 0.25 entre 3 et 7 a0 (dans les re´gions
re´pulsives et un peu au-dela` du minimum principal), puis 7.5 a0 et un pas de 1 entre 8 et 15 a0.
Ceci fait un total de 75 000 points.
Cette surface a e´te´ interpole´e a` chaque distance (par Alexandre Faure) selon la formule (3.17),
en partant d’un jeu initial de fonctions allant jusqu’a` p1 ≤ 12 et p2 ≤ 6, soit 1150 fonctions. La
technique d’ajustement est plus raffine´e que pour les autres syste`mes puisque l’on se´lectionnait
ite´rativement les termes significatifs en se plac¸ant a` une distance fixe (R = 5 a0, repre´sentative
de l’anisotropie de l’interaction). On commence par faire un ajustement avec seulement le terme
isotrope. Les autres termes sont e´value´s par une quadrature de Gauß. Tous les termes au-dessus
d’un seuil sont se´lectionne´s et ajoute´s au terme isotrope, pour donner un nouveau jeu de de´part.
Ce seuil n’est rien d’autre que l’erreur sur les coefficients (le coefficient, pour la premie`re ite´ration)
donne´ par l’estimateur e´voque´ plus haut (section 3.5). Ce processus est ensuite ite´re´ jusqu’a` sa
convergence. L’ensemble final ainsi obtenu comportait 149 termes, avec p1 montant a` 11 et p2
a` 6. C’est cette base que nous avons employe´e ensuite a` toutes les distances. On trouve ainsi
un rms infe´rieur au cm−1 et de´croissant exponentiellement pour R ≥ 4.5 a0 quand le puits du
terme isotrope se trouve a` environ 6.5 a0 (voir figure 5.1). Un sous-ensemble plus compact de 83
termes, plus adapte´ aux collisions quantiques, a aussi e´te´ se´lectionne´. Il pre´sente un rms deux a`
trois fois plus grand que l’ensemble ✭✭ luxe ✮✮, mais reste tre`s bon.
Les coefficients radiaux ont e´te´ ajuste´s selon la technique habituelle, avec les valeurs a` 3 et 3.5
a0 pour l’extrapolation a` courte distance, et les valeurs a` 14 et 15 a0 pour celle a` longue porte´e.
Les puissances d’extrapolation de quelques termes dominants (dans l’ordre de leur importance)
sont donne´es dans la table 3.2. Ce syste`me est celui pour lequel les puissances sont les plus
proches des valeurs multipolaires.
Surface CCSD(T)-R12
Une seconde surface, prenant explicitement en compte les corre´lations intere´lectroniques a
e´te´ calcule´e sur une grille de 812 points, soit 103 orientations relatives a` R =3, 3.5, 4, 4.5 a0 et 40
orientations pour R =5, 5.5, 6, 6.5, 7, 8, 9, 10, 11 et 12 a0. Le jeu de 103 points est constitue´ des
83 points se´lectionne´s par Philips et al. (137), auxquels on a ajoute´ 20 orientations ale´atoires.
Cet ajout a sensiblement ame´liore´ l’e´chantillonnage des fonctions de base sur la grille angulaire.
Pour rappel, l’inclusion de la corre´lation intere´lectronique ame´liore sensiblement la pre´cision
des calculs ab initio, qui en bases gaussiennes ne de´crivent cette corre´lation correctement que
dans la limite base infinie. La pre´cision des points ab initio R12 est estime´e a` 1 cm−1, typiquement
(127).
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Afin de pouvoir utiliser la surface R12 comme une correction, les 812 points ✭✭R12 ✮✮ ont
aussi e´te´ calcule´s au niveau CCSD(T). On a ainsi pu construire une surface diffe´rence entre
les calculs CCSD(T)-R12 et CCSD(T) (Vcal dans l’e´quation (3.15)), qui devient une calibra-
tion de la surface totale. A chaque distance R12 entre 3 et 12 a0, Vcal a e´te´ ajuste´ selon la
formule (3.17), en n’utilisant qu’un nombre re´duit de fonctions de base. La calibration R12
e´tant relativement faible devant le potentiel, on peut en effet se contenter de peu de termes
pour la de´crire. Ce faisant, on fait certes une le´ge`re errreur sur cette calibration, mais elle est
encore un ordre de grandeur plus petite que cette dernie`re. Ainsi, nous avons se´lectionne´ un
ensemble maximal avec p1 ≤ 3 et p2 ≤ 2 donnant 25 fonctions. La proce´dure de se´lection
des termes significatifs a e´te´ applique´e, re´sultant en un ensemble de seulement 9 coefficients
(v0000, v0022, v1001, v1023, v2002, v2202, v2224, v3003, v3203). Le rms correspondant est infe´rieur a` 2
cm−1 pour R ≥ 5.5 a0, ce qui atteste de la validite´ de l’approche corrective. Ce re´sultat est
en ade´quation avec la pre´cision des calculs R12. Les coefficients radiaux de la partie calibration
ont ensuite e´te´ ajuste´s avec les meˆmes parame`tres que la partie ✭✭ ref ✮✮.
Surface calibre´e et topologie
Je ne vais pas rentrer ici dans les de´tails de la surface. L’expose´ fait jusque la` n’est – dans
l’optique de ma the`se en tout cas – qu’une e´tape vers la surface finale, qui fera intervenir les
calculs 9d. La surface Vcomp fera l’objet d’une publication, ou` l’on se comparera explicitement
aux calculs de Philips et al. (137), la surface de re´fe´rence au moment ou` nous finˆımes ces cal-
culs, calcule´e comme la noˆtre aux ge´ome´tries d’e´quilibre. Seulement entre temps (janvier 2004),
Hodges et al. (84) publiaient une nouvelle surface d’excellente facture, aux ge´ome´tries moyennes
(expe´rimentales). Cette dernie`re est plus facilement comparable a` la moyenne explicite de la
surface 9d, que nous exposerons dans le chapitre 5. Simplement, je dirai que la surface Vref est
globalement en bon accord avec (137), avec cependant une meilleure pre´cision et moins d’oscil-
lations entre les points. L’ajout de la correction R12 sous forme de calibration (Vcal) renforce
sensiblement l’anisotropie du potentiel et modifie la valeur des points caracte´ristiques de la sur-
face de typiquement 5 a` 10%. Une discussion plus approfondie des diffe´rents potentiels sera faite
au chapitre 5.
3.11 Synthe`se
Nous avons dans ce chapitre expose´ dans quelque de´tail les calculs et ajustements de surface
pour diffe´rents types de syste`mes. Certains pre´sentaient des difficulte´s a` cause de leur ge´ome´trie,
du nombre de dimensions, ou encore des syme´tries.
Le calcul ab initio des surfaces de potentiel est encore une ope´ration pas anodine en termes de
temps de calcul, un point prenant toujours quelques minutes a` quelques dizaines de minutes, pour
donner un ordre d’ide´e. Mais on sait a` pre´sent atteindre des pre´cisions quasi spectroscopiques,
notamment par le recours aux traitements explicitement corre´le´s, tel le R12. Quand deux calculs
faits avec des approches totalement diffe´rentes donnent des re´sultats en accord a` presque 1 cm−1
(CO-H2, HC3N-He, ...), on sait tout de meˆme qu’on n’est pas trop loin de la ve´rite´.
Du coˆte´ des ajustements, on est parvenu a` exprimer toutes les surfaces sur une base adapte´e
aux collisions quantiques, bien qu’une telle base ne soit de loin pas la plus physique, notamment
pour une mole´cule aussi ✭✭ anti-sphe´rique ✮✮ que le cyanoace´thyle`ne.
A ceci s’ajoute la surface non rigide H2O−H2, qui e´tait certainement le plus gros de´fi. Nous
exposons au chapitre 5 comment tant calculs ab initio qu’ajustement, pour ne parler que de c¸a,
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ont la` aussi e´te´ couronne´s de succe`s.
On peut ainsi conclure sans trop nous avancer que les surfaces de potentiel sont un aspect
du proble`me maˆıtrise´ dans notre e´quipe, meˆme si les calculs ne sont et ne seront pour quelques
anne´es encore de loin pas une formalite´.
Les quelques syste`mes encore au programme, notamment dans le cadre du re´seau europe´en
Molecular Universe, dont HCN, H2CO et NH3, s’annoncent donc sous les meilleurs auspices de
ce point de vue-la`. Avec l’expe´rience acquise, on pourra meˆme proce´der de fac¸on plus e´conome
que nous ne l’avons fait jusqu’ici. Les techniques de´veloppe´es sur HC3N, chronologiquement le
dernier syste`me que nous avons e´tudie´, sont de ce point de vue une grande avance´e.
D’une part, on sait a` pre´sent que l’on peut construire une surface pre´cise a` quelques cm−1
en supposant une convergence rapide du potentiel en fonction de p2, l’indice de base lie´ a` H2.
Cinq orientations de H2 suffisent si l’on ne´glige les termes avec p2 > 2. Pour certains syste`mes,
il faudra peut-eˆtre monter a` p2 = 4 (⇒ dix orientations), mais rarement au-dela`. D’autre part,
on a vu qu’une technique de splines multidimensionnels couple´e a` un bon e´chantillonnage des
points6 ab initio pouvait remplacer avantageusement un calcul trop couˆteux en temps.
3.11.1 Synthe`se de mes re´sultats
N’ayant pas syste´matiquement fait la distinction entre ce qui est mes re´sultats, ceux colle´-
giaux et ceux obtenus par d’autres membres de l’e´quipe, je vais synthe´tiser ici ce qui est ma
contribution propre a` l’ouvrage.
Comme je l’ai dit, je n’ai pas fait moi-meˆme de calculs ab initio. Tous sont l’œuvre de
Pierre Valiron. Du coˆte´ des ajustements, mon travail e´tait surtout l’interpolation sous une forme
compatible avec molscat. Par ailleurs, je n’ai pas non plus fait les ajustements de H2O-H2 5d.
Un premier aspect technique et ge´ne´ral auquel j’ai contribue´ est l’ajustement par splines des
coefficients radiaux. Nous sommes parvenus a` de´velopper une routine standard, qui fonctionne
pour les coefficients de tous les syste`mes, meˆme ceux n’ayant pas un comportement standard,
tel qu’expose´ dans la section 3.4.2. Les ajustements de CO-He et CO-H2 sont de mon ressort,
mais ne pre´sentaient pas de re´elles difficulte´s. Ils ont toutefois e´te´ l’occasion de la mise en place
de moyens techniques fiables et aise´ment transposables a` des syste`mes du meˆme type.
Le grand re´sultat de ce chapitre reste toutefois la re´ussite de l’ajustement de HC3N-He tout
d’abord, puis de HC3N-H2. Le proble`me pourrait eˆtre compare´ a` celui de l’enfant jouant avec ses
plots et essayant de faire rentrer son cube dans le trou rond. Il aura fallu avoir recours d’abord a`
une interpolation par splines (travail de Pierre Valiron) pour cre´er une surface avec suffisamment
de points. La technique de troncation que j’ai e´labore´e ensuite avec une fonction d’adoucissement
pour e´viter les phe´nome`nes de Gibbs de grande amplitude nous a permis de faire ✭✭ rentrer le
cube dans le trou rond ✮✮, i. e. d’ajuster ce potentiel sur une base de polynoˆmes de Legendre, le
rendant ainsi compatible avec le code de collisions. Pour HC3N-H2, l’ide´e de ne´gliger les p2 > 2
– e´manant de Pierre Valiron – a permis de re´duire ce potentiel a` une combinaison line´aire de
potentiels du type baˆton-atome. De`s lors, le passage de He a` H2 n’e´tait presque qu’une formalite´.
J’ai ainsi pu obtenir un ajustement pre´cis a` quelques cm−1 de ce potentiel. C’est la premie`re
fois qu’un ajustement de ce type est re´alise´.
6i.e tel que l’information topologique porte´e par les points soit maximale.
- Vous savez, monsieur, les arme´es font toujours des
de´gaˆts, quelles que soient les ide´es qu’elles apportent.
- Oui. Nous aussi nous faisons beaucoup de de´gaˆts.
Mais nous n’apportons pas d’ide´es...
Italo Calvino
Le baron perche´

Chapitre 4
Collisions (entre mole´cules rigides)
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4.1 Introduction
Au cours du chapitre pre´ce´dent, nous avons vu comment construire une surface de potentiel
connue en tout point. Nous nous sommes efforce´s d’ajuster tous les syste`mes sous une forme
compatible avec un code de collisions quantiques tre`s utilise´, le code molscat. Nous allons dans
le pre´sent chapitre mettre a` profit ce travail pour en retirer des grandeurs entrant directement
dans les mode`les astrophysiques, les taux de collision.
Un objectif de ce chapitre est clair et ne suscite gue`re de questionnement autre que le choix
des syste`mes, c’est la production de donne´es. On a besoin de taux de collisions pour tel syste`me,
on les calcule, voila` les re´sultats. Meˆme si cela est ne´cessaire, ce n’est la` qu’une partie de l’inte´reˆt
de l’e´tude que nous menons.
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CO HC3N
1 3.8450 0.3035
2 11.5350 0.9105
3 23.0695 1.8209
5 57.6704 4.5522
10 211.4041 16.6912
20 806.3828 63.7277129
30 1782.6624 141.1027189
50 4862.7415 386.8196309
Tab. 4.1 – Niveaux d’e´nergie en cm−1 en fonction de J (premie`re colonne) pour les deux mole´-
cules rencontre´es dans ce chapitre. Source : (7).
Plusieurs questions pertinentes sont en effet souleve´es par l’e´tude de plusieurs syste`mes. Elles
se divisent en deux cate´gories : les questions ✭✭ physiques ✮✮, et les questions me´thode / technique.
La question de la de´termination du rapport ortho/para H2 rele`ve bien e´videmment de la
premie`re cate´gorie. Quelles sont l’influence de la ge´ome´trie du partenaire de collision, de son
dipoˆle et finalement, existe-t-il une ou des mole´cules ide´ales, qui exhibent en collision avec H2
une diffe´rence notoire dans les taux entre les deux espe`ces ? Une autre question est le rapport des
taux entre l’he´lium et le para-H2. Lorsqu’ils n’ont pas de taux pour un syste`me, les astronomes
prennent ge´ne´ralement soit une formule ad hoc, soit une valeur calcule´e en appliquant un scaling
aux taux d’un syste`me cousin, dont on suppose la dynamique de collision assez ressemblante,
soit carre´ment une valeur constante. On fera un scaling notamment si pour une mole´cule, on a
des taux avec l’he´lium, mais pas de taux avec l’hydroge`ne : on construit alors ces derniers en
appliquant un facteur proche de
√
2, qui rend compte de la diffe´rence de masse re´duite (voir
formule (2.40)). Nous verrons que ce n’est pas force´ment avise´.
La seconde cate´gorie rele`ve moins directement de questions physiques. Il s’agit en fait du
calcul et de la pre´cision des taux. Mais les taux e´tant un rouage du processus de de´termination
des conditions physico-chimiques dans les milieux mole´culaires, il est vital de savoir premie`rement
si l’on est ou si l’on sera en mesure de les calculer (limitations techniques). Et si c’est le cas, il se
pose alors la question de la pre´cision. Quelle est la sensibilite´ des taux au potentiel d’interaction ?
Quelle est la validite´ des approximations de de´couplage (CS, IOS) ? Quelle pre´cision peut-on
attendre du code de collision employe´ ? Ensuite, il faut voir que les pre´cisions requises ne sont
pas les meˆmes suivant les applications. Les calculs tant de surface que de collisions e´tant chers,
quel est le rapport entre l’effort de calcul et la pre´cision obtenue ? Faut-il de´cupler les temps de
calcul pour seulement doubler notre pre´cision ?
C’est cette double proble´matique qui guidera notre parcours tout au long de ce chapitre.
Dans le chapitre 2, nous introduisions le formalisme de collision, et le calcul des taux. Ce sont
a` peu de chose pre`s les seuls outils dont nous aurons besoin pour comprendre ce qui est pre´sente´
dans le pre´sent chapitre. Le calcul des sections efficaces de collision s’est fait comme nous le
disions a` l’aide d’un code ge´ne´rique utilise´ aux quatre coins du globe, et de´veloppe´ notamment
par l’ine´vitable Sheldon Green, aide´ par J. Hutson et d’autres contributeurs encore (90). Ce code
se nomme molscat1. Nous n’avons pas travaille´ sur le code lui-meˆme, pas fait de de´veloppement
1C’est l’abre´viation de molecular scattering. En franc¸ais : diffusion mole´culaire.
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technique. Le code a e´te´ utilise´ en l’e´tat pour obtenir les re´sultats pre´sente´s ci-dessous.
4.2 Le code de collision
Le code molscat (90) traite presque tous types de syste`mes collisionnels mole´culaires d’inte´-
reˆt astrophysique2, du plus simple (baˆton-atome) au plus complexe (toupie asyme´trique-baˆton).
Petite digression historique. Le code tel que nous l’employons n’a pas connu de re´actualisation
depuis 19943. Vu la lourdeur des calculs, un gros effort a e´te´ fait dans la re´daction du code, afin
qu’il soit optimal en temps de calcul (pour un processeur, s’entend). Une version paralle´lise´e du
code existe certes depuis peu (117), mais nous n’avons pas eu le temps de la tester et a` notre
connaissance, aucun re´sultat de collisions astrophysiques n’a a` ce jour e´te´ publie´ avec cette
version. En l’e´tat actuel des choses, il reste qu’aucun syste`me non RB n’est traite´, autre que le
cas le plus simple, baˆton-atome.
Du coˆte´ du fonctionnement, nous l’avons dit, le code est une boˆıte noire a` laquelle nous
n’avons essentiellement pas touche´4. Une fac¸on de proce´der est de donner la routine de potentiel
sous une forme compatible (une routine ✭✭ potenl ✮✮). Le reste des parame`tres est spe´cifie´ a` l’aide
d’un fichier d’entre´e (une namelist). Dans un premier bloc, on y donne la masse re´duite du
syste`me, la ou les e´nergie(s) totale(s) de la collision, e´ventuellement la base d’ondes partielles
(moment angulaire total JTOT, que l’on peut tronquer manuellement pour gagner du temps), les
parame`tres de l’inte´grateur (vide infra), et les crite`res de convergence sur les sections efficaces.
Dans un second bloc, on met la base rotationnelle des deux composantes du syste`me, et leurs
constantes de rotation. Le dernier bloc permet d’ajuster les parame`tres du potentiel, ou de
spe´cifier un potentiel analytique. Voyons donc quels sont les parame`tres que nous pouvons ajuster
afin d’optimiser les calculs.
4.2.1 Base rotationnelle
Concernant la base rotationnelle, on sait qu’on ne peut pas exciter des e´tats de rotation dont
l’e´nergie de´passe l’e´nergie totale (sans les e´nergies intramole´culaires) du syste`me. Par contre, le
puits de potentiel est une forme de re´servoir qui peut fournir assez d’e´nergie pour que ces e´tats
soient ouverts en re´gime proche pendant un court laps de temps, et se coupler ainsi aux e´tats
re´ellement ouverts. Ce couplage diminue bien suˆr avec l’e´nergie des e´tats ferme´s, qui seront de
moins en moins accessibles. Quantiquement, il y a aussi toujours la possibilite´ d’un effet tunnel
a` travers une barrie`re de potentiel. Il faut donc en principe inclure un certain nombre d’e´tats
ferme´s dans la base rotationnelle des deux composantes5. Pour H2, la constante de rotation est
gigantesque (B = 60.853 cm−1), et il n’y a pas de couplage entre e´tats de rotation de parite´
diffe´rente (pas de conversion ortho-para par collision), si bien que le couplage entre J diffe´rents
est pratiquement inexistant (voir par exemple (17)), et il suffira meˆme dans les meilleurs des cas
d’inclure un seul e´tat pour e´tudier les processus e´lastiques en H2.
L’augmentation de la base rotationnelle ayant un couˆt en temps de calcul, on s’appliquera
toujours a` trouver le nombre ade´quat d’e´tats ferme´s a` inclure dans notre base. Ge´ne´ralement,
une poigne´e de tels e´tats suffit, mais il peut y avoir des exceptions. Notons encore que nous ne
2i. e. avec comme partenaire de collision un atome ou un baˆton
3juste avant le de´ce`s de Sheldon Green
4A quelques petits de´tails pre`s. J’ai notamment imple´mente´ le calcul des sections efficaces IOS dans le cas
baˆton-baˆton.
5On nommera par convention bJ une base rotationnelle tronque´e a` l’e´tat J (y compris). On parlera ainsi
d’une base b0 ou b2 pour le para H2.
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sommes jamais force´s d’e´tudier tous les e´tats ouverts a` une e´nergie, mais meˆme si l’on ne veut
e´tudier que les transitions d’un J initial vers un e´tat infe´rieur, il faut inclure quelques e´tats
au-dessus de ce J . Dans les faits, plus que le nombre d’e´tats ferme´s que l’on met, c’est l’e´nergie
des niveaux ferme´s qui compte. A basse e´nergie totale, les mole´cules ne sont pas tre`s excite´es en
rotation, et sont sensibles au potentiel – elles ont le temps de s’orienter favorablement. Le nombre
d’e´tats ferme´s a` mettre dans la base est donc corre´le´ a` la profondeur du puits de potentiel. La
relation n’est cependant pas une e´galite´ : on n’est heureusement pas tenu de mettre 200 cm−1
de canaux ferme´s si le puits a cette profondeur (H2O-H2, HC3N-H2, ...).
4.2.2 Propagateur
La re´solution nume´rique des e´quations CC se fait en propageant radialement la matrice S (qui
contient toute l’information sur la collision, pour rappel) a` l’aide d’un propagateur nume´rique.
On est ainsi amene´ a` choisir les valeurs radiales minimale (RMIN) et maximale (RMAX) entre
lesquelles l’inte´gration des e´quations CC sera faite, de meˆme que le nombre de pas d’inte´gration
(STEPS). RMIN est une valeur de R en-dec¸a du rayon classiquement accessible a` l’e´nergie de
collision conside´re´e. RMAX est choisi suffisamment grand pour qu’il n’y ait plus de couplage par
le potentiel (typiquement quelques dizaines de bohrs). La valeur de STEPS est lie´e a` une estima-
tion semi-classique de la fonction d’onde asymptotique du niveau ouvert de plus haute e´nergie
cine´tique (de plus bas J , donc) : on prend ge´ne´ralement entre 10 et 20 pas par demi-longueur
d’onde asymptotique λasympt. Cela permet d’avoir une description relativement pre´cise du po-
tentiel, meˆme pour le canal le plus critique. La propagation se fait d’un re´gime fortement couple´
(R =RMIN) a` un re´gime de´couple´, jusqu’a` ce que la fonction d’onde se raccorde proprement a`
la solution asymptotique (sans potentiel, et donc analytique).
Le code molscat propose toute une gamme de propagateurs que l’on choisit essentiellement
en fonction des syste`mes (forme du potentiel), de la pre´cision recherche´e et du temps de calcul.
On peut aussi employer un propagateur a` longue porte´e, et un autre pour le domaine de fort
couplage.
Pas d’inte´gration
A tre`s basse e´nergie, la longueur d’onde de Broglie du niveau J le plus bas devient tre`s
grande. Ainsi, si l’on garde un parame`tre STEPS constant, le pas d’inte´gration explosera pre`s
de l’origine. Par de´finition de STEPS, on a
PAS =
λasymp.
2 STEPS
=
h/p
2 STEPS
=
π~
STEPS
√
2µE
(4.1)
La grandeur du pas d’inte´gration est donc en raison inverse de la racine carre´e de l’e´nergie de
collision. Mais ce qui est important pour la physique de la collision, c’est la valeur du pas d’inte´-
gration. La figure 4.1 montre quel STEPS adopter pour garder un pas d’inte´gration constant a`
toutes les e´nergies. On voit sur cette courbe que les valeurs typiques de STEPS (entre 10 et 20)
sont comple`tement caduques a` tre`s basse e´nergie. Un STEPS de 100 peut se re´ve´ler ne´cessaire
pour de´crire correctement le potentiel dans ce re´gime. Le pas a` adopter de´pend principalement
du comportement des coefficients radiaux. Pour des potentiels pas trop anisotropes, comme CO-
H2, un pas de 0.5 a0 peut suffire. Mais pour HC3N-H2, par exemple, nous avons vu que les
coefficients pre´sentent des oscillations radiales, et il faudra donc un pas plus petit pour suivre
convenablement ces oscillations.
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Fig. 4.1 – Valeur de STEPS pour garder un pas d’inte´gration constant de 0.1 ou 0.2 a0. Illus-
tration a` basse e´nergie sur le cas HC3N-H2.
Notons que ce proble`me de pas d’inte´gration n’affecte en ge´ne´ral que le niveau rotationnel
le plus bas. A e´nergie totale fixe´e, c’est en effet ce dernier qui posse`de la plus grande e´nergie
de collision, donc la plus petite longueur d’onde asymptotique. molscat calculant son pas
d’inte´gration sur ce niveau, il obtient donc le plus petit pas d’inte´gration possible. Si, comme
souvent, nous mettons tous les niveaux ouverts dans la base rotationnelle, le niveau de plus
haute e´nergie de collision sera J = 0. Ainsi, ce sera seulement a` basse e´nergie totale que le
proble`me se pre´sentera.
4.2.3 Crite`re de convergence
Le code posse`de des crite`res de convergence par de´faut. Il incre´mente le moment angulaire
total JTOT jusqu’a` ce que les sections efficaces soient converge´es. On peut bien entendu modifier
ces valeurs et imposer nous-meˆmes les crite`res de convergence, en donnant un ǫ pour les sections
e´lastiques, un autre pour les sections ine´lastiques, et un nombre de canaux N. Alors si les sections
varient de moins que leur ǫ lors de N incre´mentations de JTOT, elles sont conside´re´es comme
converge´es.
Une autre fac¸on de proce´der est d’imposer a` la main le JTOT maximal. Une me´thode pour
l’estimer est par la me´thode que nous pre´sentons dans l’e´tude des re´sonances (section 4.7). On
de´termine par une approche de capture isotrope (59) le moment orbital l maximum tel qu’il n’y
a plus de capture. On trouve ge´ne´ralement un l entre 10 et 15. Cette valeur sous-estime la vraie
valeur, car le potentiel total est plus profond que le potentiel isotrope. En prenant donc un l
le´ge`rement plus grand que celui trouve´ par cette me´thode, et en additionnant cette valeur au J
de rotation maximum de la base, on obtient notre JTOT maximum.
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4.2.4 Potentiel : VRTP vs potenl
Nous avons de´ja` amplement parle´ de la fac¸on de rendre des potentiels compatibles avec
molscat. C’est la de´marche la plus approprie´e, mais pas toujours re´alisable. La routine calculant
les coefficients du potentiel se nomme potenl6. Une autre fac¸on de proce´der si l’on a pas pu ajuster
le potentiel sous une forme compatible avec le code est d’employer le me´canisme VRTP. Que fait
ce dernier ? On lui donne une routine de potentiel, un nombre de points de quadrature (nQ), et
quelques parame`tres de controˆle. D’une fac¸on ou d’une autre, pour faire un calcul de collision
(sans approximation ✭✭ brutale ✮✮ tel que l’IOS, du moins), il faut avoir les e´le´ments de matrice
du potentiel sur les fonctions propres de rotation du syste`me. Par construction, on a
vp(R) =
∫
Ω
dµ(ω)V (R,ω)Pp(ω) (4.2)
VRTP e´value cette inte´grale au moyen de quadratures de Gauß. A chaque pas d’inte´gration, il
calcule cette inte´grale en nQ angles ωi, qui sont les racines des polynoˆmes orthogonaux (Legendre)
sur le volume d’inte´gration. Finalement, le me´canisme VRTP fait donc ce que nous avons toujours
fait (calcul des coefficients par inte´gration), mais sans la lisibilite´ que nous avons sur la pre´cision
de cette e´valuation.
Dans leur article sur CO-H2 (17), Antonova et al. critiquent le gaspillage de temps de la
routine VRTP de molscat, qui e´value a` chaque pas d’inte´gration le potentiel pour le meˆme
jeu d’angles. Ils ont donc optimise´ cette routine pour e´viter les redondances, et gagnent ainsi
un facteur 100 dans les temps de calculs. De notre coˆte´, le gros du travail est l’ajustement des
potentiels sous forme compatible potenl. Mais une fois cela mis en place, molscat ne perd
pratiquement pas de temps a` l’e´valuation du potentiel (en tout cas quand les coefficients sont
sous la forme de splines), et il est douteux qu’on puisse gagner beaucoup de temps en employant
VRTP plutoˆt que potenl. Ceci dit, Antonova ne donne he´las pas de temps absolu (seulement des
rapports), et ne se compare pas avec potenl.
4.2.5 Temps de calcul
C’est LE parame`tre-cle´ qui contraint tout le reste. Pour rappel, a` cause des ope´rations de
diagonalisation et de la propagation de la matrice S, les temps de calcul sont environ en N3, ou`
N est le nombre d’e´tats couple´s. Le but n’est pas de faire un re´sume´ complet sur l’influence des
diffe´rents parame`tres sur les temps de calcul, mais la remarque suivante est pertinente, puisqu’elle
concerne les calculs expose´s plus bas. Pour un rotateur line´aire, le nombre d’e´tats ouverts Jmax
a` une e´nergie E vaut environ
√
E/Brot. Cela signifie qu’a` e´nergie totale e´gale, le rapport des
temps de calcul pour deux mole´cules line´aires M1 et M2 est de l’ordre de (BM2/BM1)
3/2. Entre
CO et HC3N, ce rapport vaut environ 45. Et empiriquement, on constate qu’a` 20 cm
−1 d’e´nergie
totale, pour des collisions avec du para H2 (base b2), le rapport des temps de calcul est d’environ
50. Pour des rotateurs non line´aires, les formules sont un peu plus complique´es, mais ce petit
calcul approxime´ donne quand meˆme une assez bonne ide´e des temps de calculs, si on les connaˆıt
pour un syste`me du meˆme type. Ceci, meˆme si dans la pratique, c’est le nombre d’e´tats qu’on
met dans la base, et pas le nombre d’e´tats ouverts – les deux sont ge´ne´ralement assez proches –
qui compte.
6Pour explication du titre de la section.
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Fig. 4.2 – CO-He : comparaison des sections efficaces de collision obtenues avec le potentiel
SAPT de (78), a` 583 cm−1 d’e´nergie totale. Les sections de 0 vers J sont repre´sente´es. (cf. (16)
pour les re´sultats d’Antonova et al.)
4.3 Re´sultats
Cette introduction a` la me´thode de calcul faite, nous pouvons maintenant en venir au coeur
du sujet, les re´sultats. Comme dans le chapitre pre´ce´dent, on classe les syste`mes par types.
Quatre syste`mes sont traite´s : CO et HC3N en collision avec He et H2. Certains syste`mes ont servi
uniquement ou partiellement a` valider toute notre de´marche. Pour le reste, les taux pre´sente´s ici
sont soit une re´actualisation au moyen d’une nouvelle surface ou me´thode de calcul de collision,
soit carre´ment les premiers jamais calcule´s.
4.4 Baˆton-atome
4.4.1 CO-He
Etudie´ dans un but de validation, ce syste`me n’a pas fait l’objet de beaucoup de calculs. Il
s’agissait essentiellement de nous assurer que l’interface entre le potentiel et le code de collision se
faisait bien, et que nous e´tions capables de maˆıtriser ce dernier, en commenc¸ant par reproduire
des re´sultats de´ja` existants. Nous avons donc mene´ des calculs a` 583 cm−1 d’e´nergie totale,
comme Antonova et al.(16). La figure 4.2 compare nos re´sultats aux leurs. L’accord est presque
parfait, et suffit pour nous assurer que toute la de´marche d’interface entre potentiel et code de
collision est maˆıtrise´e, au moins pour ce type de syste`me. On peut donc s’attaquer a` HC3N-He
en toute confiance.
D’un point de vue physique, ce syste`me est inte´ressant notamment parce qu’il pre´sente une
forte alternance des sections d’abord au profit de ∆J pair, puis s’inversant en faveur des impairs.
C’est meˆme le syste`me d’inte´reˆt astrophysique le plus simple pre´sentant cette proprie´te´. Cette
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alternance s’explique par le tre`s faible dipoˆle de CO, qui rend le potentiel presque pair en θ
(voir coupe 3.3). Ainsi, on retrouve presque dans les sections une re`gle de se´lection quadrupo-
laire comme on la connaˆıt sur les homonucle´aires (H2, par exemple). Nous reviendrons sur ce
phe´nome`ne en 4.4.2.
Notons finalement que ce syste`me est l’un de ceux pour lesquels il y a plusieurs re´sultats
the´oriques et expe´rimentaux, et ou` l’accord est maintenant presque parfait (voir (134) et la
bibliographie associe´e pour une revue des accords expe´rience-the´orie sur ce syste`me.)
4.4.2 HC3N-He
Le cyanoace´thyle`ne est une mole´cule line´aire tre`s longue, avec des atomes lourds. Elle a donc
une constante de rotation minuscule (voir table 3.1). Cela veut dire qu’elle a une densite´ d’e´tats
rotationnels tre`s grande. A une e´nergie donne´e, il y a environ quatre fois plus d’e´tats ouverts
pour HC3N que pour CO, selon la formule vue dans la section 4.2.5. Si cela peut eˆtre une chance
pour les observateurs – plus de raies observables –, cela repre´sente par contre un gros obstacle
du point de vue du calcul de collision puisque, pour rappel, les temps de calcul explosent a` peu
pre`s comme le cube du nombre d’e´tats couple´s.
Les calculs sont donc lourds, et nous n’avons pas mis e´norme´ment d’effort sur ce syste`me,
pour nous concentrer plus a` fond sur H2. Cependant, cette e´tude nous a permis de mettre au
point des techniques transposables ensuite a` l’hydroge`ne mole´culaire. Ceci, tant du point de vue
de l’ajustement du potentiel (chapitre 3) que de celui des collisions.
Pour ce syste`me, les seuls taux de collision utilise´s par les astronomes sont ceux de Green et
Chapman (73). Ils furent obtenus par un calcul quasi-classique, un peu dans le gouˆt de ce que
nous avons pre´sente´ au chapitre 2. Ils y donnaient tous les taux d’e´tat a` e´tat jusqu’a` J = 23, et
une tempe´rature maximale de 80 K. L’inte´reˆt de ces taux re´side surtout dans le fait que c’est
la re´fe´rence employe´e pour calculer les taux de collision avec H2, en les multipliant simplement
tous par un facteur proche de
√
2 (1.4 pour Hunt et al.(88)), qui rend simplement compte de la
diffe´rence de masse re´duite entre les deux syste`mes (formule 2.40).
De notre coˆte´, la comparaison entre les deux syste`mes s’ave`rera tre`s instructive, et nous ver-
rons que le rapport des taux n’est pas nourri exclusivement par la diffe´rence de masse. D’autres
re´sultats que nous exposerons sur l’he´lium se retrouveront e´tonnamment sur l’hydroge`ne.
Les calculs de collision ont e´te´ faits a` des e´nergies totales se situant entre 0 et 150 cm−1,
avec une grille d’e´nergies fine de 0.1 cm−1 jusqu’a` 25 cm−1. Entre 25 et 150 cm−1, quelques
points CC ont e´te´ calcule´s pour pouvoir obtenir des taux en incluant en partie la queue de la
distribution de Boltzmann. A tre`s basse e´nergie, le parame`tre STEPS a duˆ eˆtre mis a` 100 (voir
figure 4.1). Il a ensuite e´te´ progressivement descendu, pour ne plus valoir que 25 a` 30 cm−1. La
base rotationnelle a e´te´ choisie en sorte qu’en tout cas 50 cm−1 de canaux ferme´s soient inclus
jusqu’a` 30 cm−1 (base b25), et environ 30 cm−1 ensuite.
Une petite e´tude a` e´te´ mene´e sur l’importance de la pre´cision du potentiel. Des calculs com-
ple´mentaires ont e´te´ faits avec l’ajustement a` 20 termes du potentiel, afin de voir quelle influence
cela aurait sur la description des re´sonances, notamment. En premier lieu, il est inte´ressant de
noter qu’au niveau des temps de calculs, aucune diffe´rence significative (plus de 10%) n’a e´te´
constate´e entre les deux potentiels. La figure 4.3 compare pour deux sections la structure de re´-
sonances avec les deux potentiels. Comme ou pouvait s’y attendre, de toutes petites diffe´rences
apparaissent a` tre`s basse e´nergie, mais pour le reste, c’est vraiment ressemblant. Meˆme les re´-
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Fig. 4.3 – HC3N-He : comparaison de deux sections, obtenues avec les ajustements a` 20 (points)
et 35 termes (ligne continue) du potentiel.
sonances sont bien capte´es par le potentiel a` 20 termes. Ce dernier aurait donc pu suffire pour
mener tous ces calculs, meˆme si nous les avons finalement faits avec celui a` 35 termes. Il est tout
de meˆme inte´ressant de constater la tre`s faible influence de l’ajustement en la circonstance. Cela
nous rassure aussi quant au caracte`re physique, et pas artificiel des re´sonances observe´es. Nous
verrons par contre, sur CO-H2, que lorsque la strate´gie d’ajustement/interpolation est change´e,
la diffe´rence se fait sentir beaucoup plus clairement. Par ailleurs, c’est volontairement que j’ai
repre´sente´ une section avec ∆J = 1 et une avec ∆J = 2. Cette dernie`re est presque un ordre de
grandeur plus grande. C’est un phe´nome`ne ge´ne´ral dans toutes les sections, et il se retrouvera
ine´luctablement dans les taux de collision.
Avec notre grille d’e´nergie, nous pouvons calculer des taux jusqu’a` une trentaine de kelvins,
et jusqu’a` J ≃ 10 avec une pre´cision de l’ordre de 20%. Au-dela` , l’ordre de grandeur des taux
reste bon, mais on ne peut pre´tendre eˆtre tre`s pre´cis quand les re´sonances ne sont presque pas
de´crites et qu’il nous manque la queue de la distribution.
La figure 4.4 compare, a` basse tempe´rature, nos re´sultats a` ceux de Green. Si l’ordre de
grandeur des taux de Green est e´tonnamment bon au vu de la me´thode et de l’anciennete´
du calcul, un fait est frappant, que n’avait pas (et ne pouvait pas avoir) Green : il y a une
nette pre´fe´rence pour les taux avec un ∆J pair. Cela provient du phe´nome`ne d’interfe´rences
dont nous parlons ci-dessous (4.4.2), et qui s’explique en regardant les coupes de potentiel du
chapitre 3 : le potentiel est presque pair en θ. Cela se traduisait aussi par la nette dominance
des termes respectant cette parite´ dans le de´veloppement angulaire du potentiel, qui induisent
des transitions rotationnelles avec ∆J pair (voir section 2.3.2).
Notons de`s a` pre´sent que le potentiel HC3N-para H2 e´tant tre`s ressemblant topologique-
ment a` celui avec l’he´lium, on s’attend de´ja` a` ce que les taux avec le para-H2 aient le meˆme
comportement qu’avec l’he´lium. D’autres re´sultats sur l’he´lium seront encore donne´s, lors de la
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Fig. 4.4 – Taux de collision HC3N-He a` 10K. Deux e´tats initiaux sont conside´re´s. Les trait pleins
sont nos re´sultats, les tirets ceux de Green (73).
comparaison avec H2.
Interfe´rences
Nous avons de´ja` rencontre´ et rencontrerons encore sur diffe´rents syste`mes une alternance des
taux en fonction de la parite´ de ∆J . Cela peut eˆtre compris comme un phe´nome`ne d’interfe´rences.
Dans une approche semi-classique de la collision, McCurdy et Miller le montrent clairement
((118), e´quation (2.7) et suite du paragraphe). Dans le cas homonucle´aire, le potentiel est pair
en θ, et ils retrouvent que les e´le´ments de la matrice S sont nuls pour ∆J impair, et par voie de
conse´quence, les taux aussi.
Dans un cas non homonucle´aire, le potentiel n’est jamais exactement pair en θ. Semi-
classiquement, les ze´ros des e´le´ments de la matrice S ne sont donc plus rencontre´s pour des
valeurs entie`res de ∆J . Cependant, si le potentiel est presque pair, ces valeurs restent proches
des nombres pairs, et l’alternance subsiste au profit des ∆J pairs. Si l’on regarde la formule (2.13)
de (118) et qu’on conside`re J comme une variable re´elle et non plus entie`re, on peut comprendre
cela comme une interfe´rence destructive provenant de la parite´ du potentiel. C’est un phe´nome`ne
tout a` fait comparable a` l’expe´rience des fentes de Young, puisque ce sont effectivement deux
termes avec une phase diffe´rente qui interfe`rent ici.
Le fait qu’il y ait inversion de la re`gle de se´lection passe´ un certain ∆J trouve son origine
dans la le´ge`re non syme´trie du potentiel. Le rapport de force entre termes pairs et impairs a
tendance a` se tasser lorsque l’on augmente le degre´ p des polynoˆmes de Legendre dans l’expression
(3.5). Et dans leur article, McCurdy et Miller montrent empiriquement sur un potentiel a` deux
termes que si l’on augmente le terme asyme´trique, on retrouve cette inversion de l’alternance. Ils
parviennent meˆme a` le quantifier. Lorsque le potentiel comporte plus de deux termes, c’est un
peu plus complique´. Mais en premie`re approximation, on peut conside´rer que les transitions de
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surface ab initio F01 = W-JS98 6= W-JS05
parame`tres de l’ajustement F01 6= W-JS98 = W-JS05
grille d’e´nergie F01 6= W-JS98 ≃ W-JS05
Tab. 4.2 – CO-H2 : re´sume´ des trois aspects du calcul pour nos calculs sur la nouvelle surface
(W-JS05), nos calculs sur l’ancienne surface (W-JS98), et les calculs de Flower sur l’ancienne
surface (F01).
∆J sont induites par le coefficient du potentiel avec p = ∆J (Born premier ordre). Cela explique
aussi pourquoi l’inversion se passe plus toˆt (en fonction de J) pour CO que pour HC3N.
4.5 Baˆton-baˆton
Commenc¸ons, pour la clarte´ du discours, par adopter une convention que nous conserverons
tout au long de cette section. J1 de´signera toujours le moment cine´tique de rotation de la cible
et J2, celui du partenaire (ici, H2).
4.5.1 CO-H2
L’essentiel des re´sultats sur ce syste`me a fait l’objet d’une publication dans la revue Astro-
nomy and Astrophysics, publication qui se trouve dans ce manuscrit (annexe E.4.1). Ainsi, nous
ne reviendrons pas sur tous les points techniques de cet article.
Ceci dit, quelques e´le´ments d’inte´reˆt qui n’ont e´te´ traite´s que succinctement dans ledit article
me´ritent un de´veloppement plus approfondi ici. Notamment, quels sont les enseignements que
nous avons retire´s de l’e´tude de ce syste`me ? Quelles sont les questions pose´es au de´but de ce
chapitre auxquelles nous pouvons apporter des e´le´ments de re´ponse ?
De quels outils disposions-nous pour mener cette e´tude ? Une surface de potentiel de Jan-
kowski et Szalewicz (91), un article de Flower calculant des taux sur cette surface (63), et une
nouvelle surface de potentiel (92), que nos colle`gues Polonais nous ont fort aimablement trans-
mise avant de la publier (ce qui leur vaut d’eˆtre co-auteurs de notre article). Nous avons donc pu
faire des calculs avec les deux surfaces, et tester les effets de trois aspects du calcul : La surface
ab initio, l’ajustement de la surface, et la grille d’e´nergie (description des re´sonances). La table
4.2 synthe´tise cela.
Pour rappel, Flower employait pour repre´senter le potentiel autant de termes angulaires
qu’il avait de points par distance. Il faisait donc ce que nous nommions interpolation, et pas un
ajustement. Par ailleurs, sa grille d’e´nergie e´tait moins fine que la noˆtre (environ 1 cm−1 pour
lui, contre 0.2 pour nous). Le code utilise´ par Flower e´tait par contre identique (molscat), si
bien que nous n’avons pas pu tester l’influence du code dans les re´sultats obtenus.
Une chose qui ne figure pas dans notre article est que nous avons mene´ des tests en remplac¸ant
quelques termes de l’ancien potentiel par les termes e´quivalents du nouveau potentiel, afin de
voir si l’on pouvait espe´rer ✭✭ faire du neuf avec du vieux ✮✮, c’est-a`-dire se contenter de corriger
les quelques termes les plus importants d’un potentiel pour obtenir des re´sultats collisionnels
suffisamment proches d’un bon potentiel. Si c’e´tait le cas, ce serait un gain e´norme puisque
quelques dizaines de points ab initio suffisent ge´ne´ralement a` contraindre une poigne´e de termes
dans un potentiel (cf. ce que nous avons fait pour H2 dans le cas HC3N-H2). Clarifions en
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quelques e´quations ce qu’est cette potentielle correction. On a deux surfaces, VN et VO. Chacune
est ajuste´e, et on a
VN =
∑
n
CNn tn
VO =
∑
n′
COn′tn′
Ce que l’on cherche a` savoir, c’est si d’un point de vue collisionnel, la diffe´rence entre les
deux potentiels est a` basse anisotropie, c’est-a`-dire si VN − VO peut eˆtre bien approxime´ par∑
n≤nc(c
N
n − cOn )tn, avec nc petit. Ainsi on aurait VN ≃ cO0 t0 + cO1 t1 + ... + cOnc+1tnc+1 + .... Il
suffirait de remplacer quelques coefficients dans l’ancien potentiel pour obtenir un comportement
collisionnel proche de celui du nouveau potentiel.
Nous avons fait des tests avec deux corrections : une isotrope, ou` seul le terme isotrope (000)
e´tait remplace´ et une autre, ou` les quatre principaux termes e´taient remplace´s (isotrope (000),
dipoˆle-monopoˆle (101), quadrupoˆle-monopoˆle (202) et quadrupoˆle-quadrupoˆle (224)).
He´las, aucune des deux corrections que nous avons applique´es ne donne des re´sultats satis-
faisants, dans le sens ou` les sections ainsi calcule´es ne se trouvaient ge´ne´ralement pas entre les
valeurs W-JS98 et W-JS05. La correction progressive de termes converge tre`s lentement, et de
fac¸on oscillante vers les bonnes valeurs. Cela refle`te le fait que la diffe´rence entre les potentiels
n’est en tout cas pas isotrope, et pas re´duite a` une de´pendance a` quatre termes non plus. Dans
de tels cas, il n’est donc pas possible d’obtenir des re´sultats convenables par une substitution de
quelques termes ; un recalcul du potentiel s’impose. La difficulte´ e´tant de`s lors de savoir quand
est-ce que l’erreur d’un potentiel peut eˆtre ajuste´e sur une base de quelques termes. Ce n’est
pas e´vident a priori. Flower avait mene´ des tests similaires en corrigeant son terme isotrope du
facteur 0.93 propose´ par Gottfried et McBane (69) pour la surface totale, et il trouvait des taux
diffe´rant de moins de 6% des taux originaux. C’est ce qui l’avait pousse´ a` employer le potentiel
non corrige´ du facteur 0.93. Ce peu de changement provient du fait que le facteur 0.93 incrimine´
e´tait justement de´duit du terme isotrope du potentiel, qui n’induit pas de couplage rotationnel.
Un autre point de me´thode est discute´ dans notre article : celui de la validite´ des approxima-
tions de de´couplage. La` ou` nous les avons employe´s, c’est-a`-dire au minimum 100 cm−1 au-dessus
du seuil de transition le plus haut, les calculs CS sont en bon accord avec les quelques points CC
que nous avons a` ces e´nergies. L’erreur ne de´passe jamais 10%, mais est plus typiquement de 5%.
En-dessous de ces e´nergies, le CS perd de sa pre´cision, mais n’est jamais comple`tement faux. Le
qualitatif reste bon, a` un facteur 2 pre`s. Par contre, on ne peut bien suˆr pas espe´rer de´crire les
re´sonances avec cette approximation. Les quelques calculs IOS que nous avons faits en comple´-
ment pour ce syste`me e´taient peu encourageants, avec encore 30% d’erreur environ, a` 300 cm−1
d’e´nergie totale. A basse e´nergie, l’IOS est comple`tement faux, puisque les sections d’excitation
explosent au seuil, quand elle devraient tomber a` ze´ro. Ce n’est la` pas vraiment une de´couverte,
mais plutoˆt une confirmation : l’IOS ne donnera jamais une pre´cision satisfaisante, en tout cas
tant que l’e´nergie totale reste de l’ordre des seuils de transitions rotationnelles. On peut re´sumer
cette analyse en disant que le CS induit a` haute e´nergie des erreurs d’une magnitude comparable
a` celles cause´es par les impre´cisions de la surface.
Finalement, la table 1 de notre article donne (ou rappelle) les valeurs d’une quinzaine de taux
(a` 30 K) pour les trois calculs. Elle montre que les trois aspects du calcul de collision ont un
roˆle important dans les re´sultats finaux. Cependant, aucune tendance ge´ne´rale n’est observe´e, et
l’on ne peut pas discriminer entre les trois effets. De plus, c’est le cas a` toutes les tempe´ratures,
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pas seulement a` 30 K. C’est la` un re´sultat important en soi, puisqu’il nous dit que pour obtenir
des taux pre´cis a` quelques pourcents, il faut donc re´unir les trois conditions : pre´cision du calcul
ab initio, maˆıtrise de l’ajustement a` une pre´cision correspondante, et description de´taille´e de la
structure re´sonante des sections efficaces. Cela nous confirme aussi qu’il ne sert a` rien de faire
un calcul de collision hyper-de´taille´ en e´nergie si l’on sait que le potentiel n’est pas pre´cis. En
ceci, les calculs mene´s par Flower e´taient un excellent compromis pour atteindre une pre´cision
finale de 20 %, typiquement.
Notons encore que dans l’article nous donnons les taux de collision jusqu’a` J1 = 5 et T = 70
K sous forme d’ajustement, en ✭✭Online Material ✮✮.
4.5.2 HC3N-H2
Pour ce syste`me, jamais aucun calcul de collision n’avait e´te´ entrepris, pas plus quantique que
classique. Il y a donc une re´elle demande de la communaute´ astronome pour avoir des taux de
collision. C’est une des raisons pour lesquelles nous avons mis beaucoup d’effort dans ce syste`me
et qu’il occupe une place pre´ponde´rante dans ce chapitre. Jusqu’a` pre´sent, les taux employe´s
par les astronomes sont ge´ne´ralement ceux de Green et Chapman (73) avec l’he´lium, multiplie´
par le facteur
√
2.
Apre`s avoir surmonte´ la premie`re difficulte´ mentionne´e par Green, l’ajustement du potentiel
en harmoniques sphe´riques (section 3.7.2), le calcul de collision quantique se pre´sente comme
un autre e´cueil. Les calculs avec l’he´lium l’ont sugge´re´, mais avec l’hydroge`ne, c’est encore bien
pire, puisque ce dernier a des e´tats de rotation et risque donc de multiplier significativement le
nombre d’e´tats couple´s.
En conse´quence, il y a de`s le de´part un gros travail d’optimisation de base rotationnelle a`
effectuer. Si l’on devine a` peu pre`s par l’e´tude de l’he´lium ce que doit eˆtre la base d’HC3N,
celle de H2 est une question capitale : vu les temps de calcul typiques pour l’he´lium (1h30 pour
une e´nergie sur pentium 4 ou e´quivalent, a` 30 cm−1 d’e´nergie totale) et la ne´cessite´ d’une grille
d’e´nergie tre`s fine pour de´crire les re´sonances, l’inclusion de J2 = 2 dans la base de H2 rendrait
les calculs lourds au point d’atteindre les limites actuelles des calculateurs en terme de me´moire
(plusieurs gigaoctets), et chaque point pourrait prendre plusieurs jours (empiriquement, il y a
un facteur cent, environ, entre les deux bases)... Prohibitif ! Voila` donc une premie`re chose que
nous sommes attele´s a` tester.
Le re´sultat de ces tests fut plus qu’encourageant, mais avec un revers de me´daille. En effet,
la` ou` nous avons re´ussi a` mener a` terme des calculs avec une base b2 (en-dessous de 30 cm−1),
l’inclusion de J2 = 2 ne change rien aux sections efficaces, a` cinq chiffres significatifs pre`s ! Meˆme
les re´sonances ne sont pas affecte´es par l’inclusion de cet e´tat. C’e´tait une bonne nouvelle : les
calculs purent ainsi eˆtre entrepris. En contrepartie, on voit aussi aﬄeurer le fait que la rotation
de H2 ne joue pas un grand roˆle dans les re´sultats obtenus. Mais ne nous avanc¸ons pas.
Les parame`tres d’inte´gration et de base ont e´te´ reteste´s, et nous avons finalement pris les
meˆmes que pour HC3N-He. Une fois ces travaux de re´glages effectue´s, nous avons pu nous lancer
dans la production. Calcul de sections efficaces en CC jusqu’a` atteindre les limites de raison des
temps de calculs (quelques heures par e´nergie), puis ajout de points CS et finalement IOS a` plus
haute e´nergie.
Un premier jet de calculs allait jusqu’a` 30 cm−1 d’e´nergie totale en CC avec une grille de 0.1
cm−1, pour le para H2, et se trouvait comple´te´ par des points CS entre 30 et 120 cm−1, et IOS
jusqu’a` 300 cm−1. Cela nous permettait de calculer des taux pre´liminaires a` basse tempe´rature
jusqu’a` J1 = 6 − 7 avec une pre´cision de´cente. Pour l’ortho-H2, les calculs sont de´ja` lourds,
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Fig. 4.5 – HC3N-H2 : comparaison de deux sections obtenues en collision avec H2 para (J2 = 0)
ou ortho (J2 = 1).
meˆme a` basse e´nergie (de l’ordre de quelques heures par e´nergie a` quelques cm−1). Ayant pre´vu
initialement la meˆme grille d’e´nergie que pour le para H2, nous avons assez vite pris la re´solution
de re´duire drastiquement cette grille afin de pouvoir calculer tout de meˆme des taux, mais avec
une pre´cision d’abord moindre, de l’ordre de 20-30%. Ceci dit, cette mesure n’eut finalement pas
d’effet sur la pre´cision des taux. Et pour cause ! Les premiers re´sultats tombant, on constatait
qu’a` toutes les e´nergies, les sections efficaces avec le para ou l’ortho H2 diffe´raient de moins
d’un pourcent, meˆme dans les domaines de re´sonances. C’est ce que montre la figure 4.5. Les
quelques calculs venant ensuite a` plus haute e´nergie ne firent que confirmer cette absence totale
de diffe´rence. Ainsi, au vu de la pre´cision recherche´e dans nos taux (quelques pourcents, au
mieux), on peut dire qu’il n’y a aucune diffe´rence entre ortho et para, et on pourra se contenter
de calculer les taux avec le para H2. Le peu d’influence de J2 = 2 dans la base para H2 e´tait
donc bel et bien annonciateur de ce constat. De´ception, donc, au niveau de l’espoir initial que
nous placions dans ce syste`me concernant le rapport ortho/para de H2. Mais nous allons voir
que ce syste`me rece`le d’autres richesses.
Le bon coˆte´ des choses dans la quasi-inde´pendance des taux en la rotation de H2 est que nous
obtenons tous les taux avec une base J2 = 0 seulement, ce qui rend les calculs ✭✭ humainement ✮✮
re´alisables jusqu’a` quelques dizaines de cm−1 quand, on l’a vu, ils sont de´ja` excessivement lourds
juste pour J2 = 1. Afin d’obtenir des taux plus hauts en J1 et en tempe´rature, nous avons pousse´
les calculs de´taille´s CC jusqu’a` 60 cm−1, avec une grille de 0.2 cm−1. Cela nous permet de de´crire
finement la majorite´ des re´sonances, meˆme pour J1 = 15 (qui s’ouvre a` ∼ 32 cm−1). Les premiers
calculs en CS pre´sentant une assez grande erreur (jusqu’a` 50% a` 30 cm−1 au-dessus du seuil),
nous avons, dans l’optique d’une publication, encore pousse´ le CC jusqu’a` 110 cm−1. Sur notre
meilleur calculateur, ce calcul mono-e´nerge´tique a pris tout de meˆme plus de quinze heures. De
40 a` 200 cm−1, des calculs CS ont e´te´ mene´s par pas de 10 cm−1. Finalement, des calculs IOS,
pas chers, ont e´te´ faits entre 40 et 800 cm−1, avec un pas de 5 (40-220), 10 (220-500), puis 100
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Fig. 4.6 – Repre´sentation en damier des taux de collision HC3N-para H2 a` 10 K. Le logarithme
des taux (en cm3/s) est repre´sente´ par un code de couleur. Les taux e´lastiques ont e´te´ mis
artificiellement a` une valeur quasi-nulle. L’e´tat initial est en abcisse, le final en ordonne´e. Les
taux de J = 0 jusqu’a` 14 sont donne´s.
(500-800) cm−1. Les deux approximations, CS et IOS sont de qualite´ a` peu pre`s e´gale (le CS
est tre`s le´ge`rement meilleur en moyenne), mais ne donnent pas de tre`s bons re´sultats, avec des
erreurs se montant a` 50% une trentaine de cm−1 au-dessus du seuil, et un peu moins plus loin du
seuil. A 110 cm−1 d’e´nergie totale, la diffe´rence maximale entre CC et CS est de 25% environ,
ce qui est encore non ne´gligeable. Pour calculer les taux, la hie´rarchie est d’abord CC, puis CS,
puis IOS. Avec cette grille d’e´nergie, nous pouvons calculer avec une tre`s bonne pre´cision des
taux pour J1 ≤ 15 et une tempe´rature de 40 K environ. La pre´cision d’un taux a` 40 K avec
J = 15 se situe certainement aux environs de 10 %. L’extension a` 100 K est cependant permise,
avec une perte de pre´cision de quelques pourcents a` cause du poids supe´rieur dans le calcul du
taux d’un domaine d’e´nergie ou` les e´ventuelles re´sonances de forme re´siduelles (au-dela` de 60
cm−1) ne sont pas de´crites.
La figure 4.6 illustre sous forme de matrice les taux a` basse tempe´rature. Notons que les
taux a` plus haute tempe´rature (< 100 K) ont la meˆme allure, a` ceci pre`s que le contraste ∆J
pair/impair s’accentue le´ge`rement lorsque la tempe´rature augmente7. La chose la plus frappante
sur ce diagramme est justement cette alternance, caracte´rise´e par une diffe´rence d’un facteur
2 a` 5 en faveur des ∆J pairs (un ∆J constant correspond a` une sous- ou sur-antidiagonale).
A partir d’un certain ∆J (ici 9-10), l’alternance s’inverse au profit des impairs, effet qui e´tait
pre´dit et explique´ dans (118). On obtient donc un re´sultat tre`s similaire a` ce que nous observions
avec l’he´lium. Ceci n’est nullement surprenant au vu de l’inde´pendance de ces taux en l’e´tat de
rotation du partenaire de collision. Nous reviendrons a` la comparaison avec l’he´lium dans une
section poste´rieure.
7A haute e´nergie, les de´tails du potentiel sont moins importants, si bien que le potentiel est presque pair, en
premie`re approximation.
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Fig. 4.7 – Taux de de´sexcitation a` partir de J = 15, a` 10 (gauche) et 100 K (droite). Les taux
classiques sont compare´s aux taux quantiques.
Taux classiques
Les calculs de taux a` haute tempe´rature (au-dela` de 100 K, environ) ou pour des grands J
sont pour l’heure impossible a` mener a` terme en CC. Le CS n’est qu’un facteur 3 ou 4 plus rapide,
et l’IOS n’est suffisamment pre´cis que tre`s loin du seuil de transition. Cependant, on observe le
cyanoace´thyle`ne jusqu’a` J ≃ 50, et/ou dans des milieux de´passant les 100 K (131),(19). Il y a
donc un re´el besoin de taux de collision dans ces cas aussi.
Deux possibilite´s s’offrent a` nous si nous souhaitons comple´ter nos taux : 1. les calculs clas-
siques. Ils contiennent la physique qu’on y met, et pre´sentent l’avantage d’eˆtre d’autant meilleurs
que J augmente, et sont a priori d’une pre´cision quasi-constante avec la tempe´rature. Il suffit
donc de connaˆıtre cette dernie`re a` basse tempe´rature pour savoir quelle confiance attribuer aux
re´sultats a` toute tempe´rature ; 2. employer des techniques d’extrapolation en J et en tempe´ra-
ture. L’inconve´nient majeur des extrapolations est qu’elles ne sont pas force´ment tre`s physiques,
et ne pre´sentent donc aucune garantie d’eˆtre justes la` ou` on n’a pas de moyen de le ve´rifier. D’ou`
l’ordre dans lequel nous avons entrepris ces deux de´marches. Les taux classiques auront ainsi
non seulement un inte´reˆt en se, mais ils pourront servir a` calibrer les extrapolations. Il est a`
noter que bien que j’aie collabore´ activement a` ce travail et qu’il ait sa place dans ce manuscrit,
son principal auteur est Alexandre Faure.
Coˆte´ me´thode, c’est le MCQCT pre´sente´ au chapitre 2 qui est employe´. A chaque tempe´-
rature, 10 000 trajectoires sont calcule´es, qui donnent une statistique de qualite´ pour les plus
grands taux (voir barres d’erreurs sur les figures a` venir). Par contre, les taux en-dessous de
10−12 cm3/s ne veulent pas dire grand chose, du fait d’une trop faible statistique. Pour donner
une ide´e des temps de calcul, chaque trajectoire prend environ 0.1 seconde (sur pentium 4 ou
e´quivalent). Un jeu de 10 000 trajectoires prend ainsi une vingtaine de minutes. Notons que ce
travail pre´sente l’originalite´ d’eˆtre – a` notre connaissance – le premier ou` ce sont directement des
taux qui sont calcule´s, en incluant les vitesses dans le MC, avec une distribution boltzmannienne.
D’habitude, la meˆme de´marche qu’en quantique est entreprise : calcul de sections sur une grille
d’e´nergie, puis calcul de taux par moyenne explicite sur une distribution boltzmannienne de
vitesses.
La figure 4.7 compare quelques taux ainsi obtenus a` ceux pre´ce´demment calcule´s avec les
sections quantiques. Une chose est claire : les calculs classiques ne reproduisent pas la structure en
dents de scie. Cette dernie`re provenant comme nous l’expliquions d’un phe´nome`ne d’interfe´rences
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Fig. 4.8 – Taux de collision HC3N-H2 a` 40 K. Les taux obtenus par scission du potentiel en
parties paire et impaire sont compare´s aux taux classiques conventionnels et aux taux quantiques.
quantiques, lie´ a` la quasi-syme´trie du potentiel, les calculs classiques ne peuvent pas donner
une telle structure. Par contre, ce qui est tre`s satisfaisant, c’est que les taux classiques passent
quasiment toujours entre les dents de scie quantiques, et sont globalement en accord (en moyenne
pair-impair) avec ces points, a` part a` grand ∆J , et au point critique d’inversion des interfe´rences.
Tre`s bon accord de manie`re ge´ne´rale, donc, et ceci aussi bien a` 10 qu’a` 100 K.
Le de´tail de l’alternance peut eˆtre d’une grande importance pour comprendre les effets maser
(observe´s par exemple dans (88)). Par contre, dans les mode`les de transfert radiatif usuel (sans
effets maser), il est de´ja` bien d’avoir l’ordre de grandeur des taux, et le rapport des taux entre
diffe´rents syste`mes. De ce point de vue-la`, les taux classiques pourraient faire l’affaire.
Nous donnons dans l’annexe B, sous forme d’ajustement, la matrice des taux jusqu’a` J1 = 50
et T = 100 K. Les taux entre 0 et 15 sont donc quantiques et les autres, classiques.
Interfe´rences en MQCT Sur une ide´e d’Alexandre Faure inspire´e de (31), nous avons cherche´
une me´thode qui puisse eˆtre employe´e pour reproduire des interfe´rences en classique. Pour cela,
nous avons se´pare´ le potentiel en deux : un potentiel pair, et un potentiel impair en θ. En menant
ensuite des calculs de collision se´pare´ment avec les deux potentiels, puis en faisant un binning
pair et impair respectivement, on arrive effectivement a` reproduire une structure d’interfe´rences
presque qualitativement. C’est ce qu’illustre, a` 40 K, la figure 4.8. Un seul gros de´faut persiste
toutefois, qui nous a pousse´s a` ne pas investiguer davantage cette piste : la pollution du ∆J = 1
par le taux e´lastique, quasi-infini. Nous avons bien essaye´ des techniques de binning ponde´re´,
mais nous ne sommes he´las pas parvenus a` corriger ce de´faut.
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Extrapolation
Nous avons maintenant vu que les calculs classiques donnent toujours le bon ordre de gran-
deur (et meˆme mieux), a` part pour les tre`s petits taux. On a ainsi un calibreur pour nos extra-
polations.
Plusieurs techniques ont e´te´ teste´es, plus ou moins inspire´es de la formule IOS de recons-
truction des sections efficaces (ou` toutes les sections sont calcule´es a` partir des 0→ J , voir (66)
formule (42)). La forme de Pristo (53) :
σjk,j′k′(EK + ǫjk) = [j
′]
∑
j¯k¯
(
j j′ j¯
−k k′ k¯
)
× |Ajk,j′k′
j¯k¯
|2[j¯]σjk,j′k′(EK + ǫj¯k¯) (4.3)
ou` [j] = 2j + 1, est base´e sur l’approximation soudaine. C’est ce que nous avons employe´. C’est
une ge´ne´ralisation de la formule IOS en ceci qu’elle prend en compte l’e´nergie des niveaux (les
ǫ dans la formule). L’IOS peut eˆtre vu comme la limite de cette forme (sans le facteur A)
quand l’e´nergie de collision EK est beaucoup plus grande que l’e´nergie de rotation ǫjk. Elle
fait de plus intervenir ce facteur adiabatique A, que nous n’avons finalement pas imple´mente´,
car il n’ame´liorait pas nos extrapolations. Notons encore que cette formule n’est valide qu’en
de´sexcitation.
La figure 4.9 montre a` une tempe´rature l’allure de trois extrapolations : l’IOS, et la formule
de Pristo avec et sans facteur adiabatique. L’IOS surestime toujours les taux (le cas pre´sente´ ici
est meˆme plutoˆt meilleur que la moyenne). On voit que la formule de Pristo fonctionne mieux,
en tout cas a` bas ∆J . Elle reproduit bien une structure en dent de scie. Mais elle a tendance
a` sous-estimer les taux. Le facteur adiabatique ne change pratiquement rien, et corrige meˆme
dans la mauvaise direction.
Tout comme en IOS, on ne peut reconstruire avec la formule (4.3) que des taux avec ∆J
4.6. BAˆTON-ATOME VS BAˆTON-BAˆTON 113
plus petit que le ∆Jmax quantique, c’est-a`-dire 15, ici. Notons que physiquement, les taux avec
∆J plus grand que 15 sont en tout cas deux ordres de grandeur (voire plus) plus petits que les
taux les plus importants, ce qui fait qu’il n’est pas tre`s grave que nous ne les obtenions pas.
Nous ne prenons pas le parti de supputer laquelle des deux me´thodes – classique ou extra-
polation – est finalement la meilleure. Toutes deux pre´sentent avantages et inconve´nients. Aussi
donnons-nous (voire annexe B) exactement les meˆmes tables d’ajustement que pour le classique,
entre 10 et 100 K et jusqu’a` J1 = 50. Pour les applications astronomiques, l’ide´al serait que ceux
qui se serviront de ces taux essaient les deux, et voient ce que cela change dans leurs re´sultats.
4.6 Baˆton-atome vs baˆton-baˆton
Nous avons maintenant deux mole´cules pour lesquelles des taux avec l’he´lium et le para H2
sont disponibles. Une des questions pose´es au de´but du chapitre est de savoir si l’on peut de´crire
correctement les taux avec le second par un scaling constant des taux avec le premier ?
Tant pour CO que pour HC3N, nous l’avons vu, les potentiels He et para H2 sont topologi-
quement proches. Mais cela ne suffit pas. Pour notre article CO-H2 (annexe E.4.1), nous avons
compare´ nos taux de collision avec le para-hydroge`ne (J2 = 0) a` ceux de Cecchi-Pellestini et al.
(40) avec l’he´lium. Pas de facteur
√
2, mais des valeurs oscillant entre 1 et 3. Pour HC3N, le
rapport des taux est entre 1.2 et 1.8 pour les ∆J impairs, et entre 0.8 et 1.6 pour les ∆J pairs.
La moyenne du rapport se situe bel et bien aux environs de 1.4, mais varie avec la tempe´rature.
Finalement, sur H2O, Philips et al. (136) avaient de´ja` montre´ que les taux avec le para-H2 ne
peuvent pas eˆtre obtenus par un scaling des taux avec l’he´lium.
En conclusion, on voit que malgre´ des potentiels d’interactions topologiquement proches,
les taux de collision ne gardent pas un facteur constant. Si la moyenne en J de ce rapport est
ge´ne´ralement bien quelque part entre 1 et 2, donc pas tre`s loin de
√
2, il faut eˆtre conscient qu’on
peut alle`grement se tromper d’un facteur 2 sur les taux en appliquant ce scaling aveugle´ment.
4.7 Des re´sonances
Sur les quelques figures de sections que nous avons pre´sente´es au cours de ce chapitre, on peut
syste´matiquement observer une structure chahute´e partant du seuil et s’e´talant ge´ne´ralement
sur quelques dizaines de cm−1 : ce sont les re´sonances. Avec les divers syste`mes que nous avons
e´tudie´s, nous pouvons tenter une synthe`se (sans pre´tentions) sur la nature de ces re´sonances.
Mais avant cela, commenc¸ons par le commencement, a` savoir : qu’est-ce qu’une re´sonance ?
Il existe en fait deux types distincts de re´sonances : les re´sonances de Feshbach, et celles de
forme. Voici leur de´finition telle qu’on la trouve dans la litte´rature : une re´sonance de Feshbach est
une re´sonance d’un syste`me a` plus d’un degre´ de liberte´ qui deviendrait un e´tat lie´ si le couplage
entre certains degre´s de liberte´ et les degre´s de liberte´ associe´s au phe´nome`ne de transition
e´taient mis a` ze´ro. Une re´sonance de forme, au contraire, disparaˆıtrait sous cette action.
Dans la litte´rature de collisions, on ne trouve quasiment pas d’e´tudes des re´sonances, et la
diffe´rence entre les deux types est faite empiriquement : une re´sonance large est une re´sonance
de forme, un re´sonance pique´e est de Feshbach. Essayons ici d’approfondir un peu plus.
Dans nos applications, le phe´nome`ne de transition est l’excitation rotationnelle, et un moyen
de ve´rifier si une re´sonance est d’un type plutoˆt que de l’autre et de supprimer les niveaux
rotationnels ferme´s de la base. Si les re´sonances subsistent, c’est qu’elles sont de type ✭✭ forme ✮✮
114 CHAPITRE 4. COLLISIONS (ENTRE MOLE´CULES RIGIDES)
6 7 8 9 10 11 12 13 14 15
R [a0]
-15
-10
-5
0
5
10
15
20
25
V e
ff 
[cm
-
1 ]
Visotrope
l=2
l=4
l=6
l=8
l=9
l=10
Fig. 4.10 – Potentiels effectifs isotropes pour CO-He. Divers l sont repre´sente´s. lmax vaut ici 10,
et Emax ≃ 17 cm−1.
(63). Nous avons fait le test sur CO-He. Il a montre´ que les re´sonances pour ce syste`me sont en
majorite´ de forme, et corrobore´ l’association de l’aspect de la re´sonance a` son type.
Toutes les re´sonances sont de nature quantique. Les re´sonances de Feshbach ne sont lie´es
qu’a` une excitation d’e´tats de rotation ferme´s (inaccessibles classiquement). Par contre, les re´so-
nances de forme trouvent une contrepartie classique. Ce sont des e´tats temporairement lie´s par
pie´geage dans le puits de potentiel. Une me´thode pour quantifier le re´gime de ces re´sonances est
l’approximation de capture isotrope (168). Pour simplifier, on re´duit le potentiel a` une seule di-
mension, en l’approximant par le potentiel isotrope. C’est une approximation rudimentaire, mais
l’ordre de grandeur de l’interaction est bien contenue dans le potentiel isotrope. On construit
ensuite un potentiel effectif, qui inclut la re´pulsion centrifuge due au moment orbital L. On a
donc
Veff (R) = Viso(R) +
l2
2µR2
(4.4)
ou` µ est la masse re´duite du syste`me. Les potentiels effectifs pour diffe´rentes valeurs de l sont
repre´sente´s sur la figure 4.10. Il y a une valeur limite lmax au-dela` de laquelle le potentiel effectif
n’a plus du tout de puits. Classiquement, le phe´nome`ne de capture se produit lorsqu’il y a un
puits. Il n’y aura donc plus de capture possible pour des l au-dela` de cette limite. On fait encore
une approximation sur le potentiel, qui est de supposer qu’a` longue porte´e, V (R) ∼ −CR−n,
avec n entier. Cela permet d’associer a` lmax une e´nergie de collision maximum au-dela` de laquelle
il n’y aura jamais de pie´geage dans le puits, quel que soit l. On a
Emax =
(
l2max
2µ nn−2(
n−2
n C)
2/n
) n
n−2
(4.5)
Dans le cas d’un potentiel isotrope, n = 6.
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Pour tous les syste`mes e´tudie´s dans cette the`se, nous avons commence´ par trouver le lmax
empiriquement, en faisant des repre´sentations graphiques du potentiel effectif. Nous avons ensuite
trouve´ le coefficient C en en prenant la moyenne aux deux dernie`res distances de notre grille
radiale, et ainsi trouve´ l’e´nergie maximale de re´sonance. Nous trouvons pour tous les syste`mes
un accord meilleur que 50% avec ce qui est observe´ sur les sections efficaces quantiques. La valeur
que nous trouvons est toujours infe´rieure a` la re´alite´.
Ces re´sultats sont inte´ressants dans le sens qu’ils donnent un bonne approximation et pour-
raient ainsi aider dans le choix a priori de la grille d’e´nergie pour les calculs quantiques. Le
fait qu’ils soient toujours trop petits trouve son explication dans un puits du potentiel isotrope
moins profond que celui du potentiel re´el. Un premier raffinement serait de regarder plusieurs
directions d’un vrai potentiel baˆton-atome (en moyennant s’il y a lieu sur les orientations de H2
pour faire un potentiel avec du para-H2, donc aussi de type baˆton-atome). On construirait ainsi
plusieurs potentiels a` une dimension, et le plus profond donnerait la valeur limite pour la zone
d’e´nergies de re´sonance.
Ce petit mode`le montre aussi qu’en premie`re approximation, ce sont les petits l qui donnent
les re´sonances de forme. De plus, ici rien ne de´pend de l’e´tat de rotation : c’est l’e´nergie de
collision qui est conside´re´e. Il y aura toujours des re´sonances proches du seuil des transitions.
Par contre, plus loin du seuil, ce sont des l plus grands qui dominent la section totale, l pour
lesquels il n’y a pas de re´sonances.
On pourrait donc imaginer faire des e´conomies conse´quentes dans les temps de calcul de
collisions. Une grille d’e´nergie fine est ne´cessaire pour traiter les petits l, mais une grille beaucoup
plus grossie`re pourrait eˆtre employe´e pour les plus grands l. Actuellement, tous les l sont traite´s
de la meˆme fac¸on. Il faudrait le´ge`rement modifier le code pour imple´menter cette optimisation.
Actuellement, il fait en effet les calculs non pas pour chaque l, mais pour chaque JTOT, la
somme des moments cine´tiques de rotation et de celui orbital.
4.8 Synthe`se et perspectives
4.8.1 Synthe`se de mes re´sultats
Comme au chapitre pre´ce´dent, et bien que l’ayant partiellement fait au cours du pre´sent
chapitre, je vais commencer par distinguer ce qui est mon travail propre de ce qui trouve place
dans cette the`se par affinite´, mais est l’œuvre d’autres personnes.
Ici, le tableau est assez simple. Tous les calculs quantiques pre´sente´s dans ce chapitre sont
mon travail, a` l’exception de quelques points a` haute e´nergie pour HC3N-H2, œuvre de Laurent
Wiesenfeld. Les tests, les validations, puis la production de taux de collision. Les calculs classiques
faits sur HC3N-H2 sont quant a` eux un travail re´alise´ inte´gralement par Alexandre Faure. Il e´tait
toutefois tre`s instructif a` mon sens de les pre´senter ici pour pouvoir les comparer au quantique.
Certaines des questions que nous nous posions au de´but du chapitre ont graˆce a` ces calculs
trouve´ re´ponse. Avec l’e´tude de CO-H2, nous sommes notamment parvenus a` quantifier mais,
sans les isoler he´las, l’importance des trois e´le´ments d’un calcul de collision quantique dans
la pre´cision des taux de re´action : pre´cision de la surface ab initio, pre´cision de l’ajustement et
description fine des re´sonances. Sur ce meˆme syste`me, j’ai montre´ (sur une ide´e de Pierre Valiron)
que l’on ne pouvait corriger l’ancien potentiel en remplac¸ant simplement quelques termes de
l’ajustement.
Finalement, d’autres proble`mes, dont la recherche d’un syste`me pour contraindre le rapport
ortho/para de H2, ont bien e´volue´ par ces e´tudes, mais sont encore irre´solus. Nous les traitons
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donc dans les perspectives.
4.8.2 Perspectives
Nous l’avons dit, un des objectifs de ces calculs, qui guide partiellement le choix des mole´cules
e´tudie´es, est de trouver une mole´cule exhibant de fortes diffe´rences entre ortho et para H2, afin
d’en contraindre le rapport dans le MIS. Beaucoup d’espoirs e´taient initialement place´s dans
HC3N, mais ils ont e´te´ de´c¸us. Nous avons aussi pu constater que CO n’est pas suffisamment
discriminatoire.
H2O, me´rite que l’on s’y attarde un peu plus. De belles diffe´rences sont observe´es dans les
taux entre ortho et para H2. Une e´tude pre´liminaire avait e´te´ mene´e dans le cadre d’un stage (79),
sur l’ortho H2O. Je re´sume ici les principaux enseignements de cette e´tude. Sont conside´re´es, les
transitions 101 → 110 (18.58 cm−1, ou 557 GHz) et 212 → 110 (55.705 cm−1, ou 1670 GHz) de
l’eau. On regarde le rapport des flux (l’observable) de ces deux transitions (ρ) en fonction du
rapport ortho/para de H2 (αH2). Le re´sultat est que pour un milieu dilue´ et optiquement mince,
ρ est une fonction bijective de αH2 , et qu’il ✭✭ suffirait ✮✮ de connaˆıtre pre´cise´ment la tempe´rature
(graˆce a` d’autres mole´cules) pour de´terminer αH2 . Les deux proble`mes e´tant justement la de´ter-
mination a` quelques kelvins pre`s de la tempe´rature, et le fait que dans ces conditions physiques,
le flux de la transition a` 1670 GHz est beaucoup trop faible, meˆme pour le futur HIFI. Ce n’est la`
un re´sultat que pour deux transitions particulie`res. Mais beaucoup de transitions rotationnelles
seront observables avec Herschel, et il faudra d’ici la` mener des e´tudes similaires sur ces autres
transitions. L’eau reste donc une candidate potentielle a` la discrimination ortho-para H2.
Ce que l’on sait maintenant par ces trois mole´cules, et qui infirme une e´ventuelle intuition
qu’il eut e´te´ le´gitime d’avoir, c’est que ce n’est pas uniquement l’intensite´ du dipoˆle qui joue
dans cet effet. La ge´ome´trie de la mole´cule joue un tout aussi grand roˆle. Ainsi, on peut de´ja`
pre´dire que les autres cyanopolyynes ne seront pas se´lectives. Deux nouveaux syste`mes sont
✭✭ sur le feu ✮✮ dans notre e´quipe, l’ammoniac (NH3-H2) et le formalde´hyde (H2CO-H2) (voir par
exemple (39) et (111) pour leur observation dans le MIS). Les deux syste`mes sont inte´ressants
en regard de la question pose´e. Au vu de sa similarite´ ge´ome´trique avec l’eau, et de son dipoˆle
bien plus fort, le formalde´hyde est a` mon sens un excellent candidat pour finalement re´soudre
cette question. Cette mole´cule posse`de en effet beaucoup de transitions a` faible e´nergie avec a
priori de grands taux, et toutes ces transitions pre´sentent l’avantage par rapport a` l’eau d’eˆtre
observables depuis le sol. Finalement, une autre mole´cule lourde (grande densite´ d’e´tats), avec
un grand dipoˆle et une ge´ome´trie compacte et qui pourrait eˆtre une bonne candidate est CS (24).
Un autre aspect de la synthe`se/prospective est la faisabilite´ des calculs quantiques. Pour
quels syste`mes peut-on calculer tous les taux dont nous avons besoin, qui correspondent aux
transitions mole´culaires de´ja` observe´es, ou qui le seront dans un futur relativement proche avec
Herschel et Alma ?
Du coˆte´ purement rotationnel, c’est premie`rement une question de densite´ d’e´tats. Celle-ci
est lie´e a` la ge´ome´trie et a` la distribution de masse dans la mole´cule. Les mole´cules tre`s lourdes
ou a` ge´ome´trie ✭✭ complexe ✮✮ (toupies asyme´triques) ont souvent une grande densite´ d’e´tats et
sont donc tre`s exigeantes en temps de calcul. Un autre parame`tre cle´, dans les collisions avec
H2, est la de´pendance en la rotation de ce dernier : nous avons vu que le passage d’une base b0
a` b2 pour le para H2 fait exploser les temps de calcul d’un facteur entre 10 et 100. Ce point-la`
est difficile a` pre´voir a` l’avance. Le dernier parame`tre est le nombre d’e´tats ferme´s ne´cessaires.
Cela aussi peut ✭✭ plomber ✮✮ les temps de calcul. Nous l’avons vu, c’est surtout le potentiel qui
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re´gule ce parame`tre. Pour les cyanopolyynes plus longues, par exemple, nous savons de´ja` qu’il
sera tre`s difficile de calculer des taux au-dela` de quelques dizaines de kelvins, et des techniques
de scaling des taux de HC3N, ou une approche classique
8 pourront se re´ve´ler utiles.
Du coˆte´ ro-vibrationnel, c’est simple : aucun syste`me d’inte´reˆt astrophysique n’a e´te´ e´tudie´
en CC complet (rotation et vibration), a` part CO-He (40), pour lequel un grand domaine d’e´ner-
gie fut sonde´, mais sans publication de taux ✭✭ full-CC ✮✮, il existe seulement quelques e´tudes de
syste`mes baˆton-atome, a` tre`s basse e´nergie et avec peu de niveaux (voir (156) ou (155), par
exemple). Pour toutes les classes de syste`mes sauf baˆton-atome, le code molscat n’imple´mente
meˆme pas la ro-vibration, et il n’existe pas dans la litte´rature d’e´tudes de tels syste`mes. Il y a
donc d’une part un travail the´orique et de programmation a` re´aliser, et d’autre part, le proble`me
du nombre d’e´tats couple´s est encore plus grave qu’en rotation pure. Ainsi, seuls les syste`mes les
plus simples et n’ayant pas une trop grande densite´ d’e´tats rotationnels seront calculables dans
un futur proche.
Pour conclure, si nous pouvons dire sans trop de pre´tention que le calcul et l’ajustement
des surfaces de potentiel sont un aspect maˆıtrise´ du proble`me, il en va autrement des calculs
de collision. Il y a, nous l’avons vu, des barrie`res de complexite´ qui ne seront pas franchies
uniquement par des avance´es technologiques (moyens de calcul), meˆme a` moyen terme. De re´els
de´veloppements the´oriques et/ou me´thodiques sont ne´cessaires, a` mon sens. Du coˆte´ technique,
en faisant une vraie paralle´lisation du code molscat, par exemple. En cela la premie`re version
paralle´lise´e propose´e par McBane (117) est un premier progre`s, mais nous n’avons pas eu le
temps de la tester, he´las. Bien suˆr, cela ne re´duit pas le temps total de calcul, mais permet de
mieux le distribuer entre machines.
Du coˆte´ de la physique, en trouvant une approximation de de´couplage qui soit nettement
plus efficace que le CS en temps de calcul, mais en tout cas e´gale, voire meilleure en termes
de pre´cision. D’autres approches, comme les paquets d’onde (ou` la de´pendance temporelle est
re´introduite dans l’e´quation de Schro¨dinger), pourraient s’ave´rer de bonnes pistes.
Mais sans une re´elle (r)e´volution, bien des syste`mes resteront encore difficilement calculables
quantiquement pour un bon bout de temps. Et tout particulie`rement les grosses mole´cules or-
ganiques, qui semblent de plus en plus devenir un sujet ✭✭ chaud ✮✮ en astrophysique, et pour
lesquelles il faudra toˆt ou tard des taux de collision.
8par opposition a` quantique
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Le plus clair de mon temps, je le passe a` l’obscurcir.
Boris Vian
L’e´cume des jours

Chapitre 5
Au-dela` du mode`le rigid body :
H2O−H2
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5.1 Introduction
Au cours des chapitres pre´ce´dents, nous avons toujours travaille´ avec des mole´cules rigides.
Nous avons sous cette approximation obtenu de´ja` quantite´ de re´sultats inte´ressants pour l’ap-
plication a` l’astrophysique. Quelques domaines restent cependant inaccessibles. L’abandon de
l’hypothe`se rigid body nous permettra dans ce chapitre d’aborder de nouvelles questions. Le choix
du syste`me n’est pas fortuit. L’eau e´tant notamment un programme-cle´ de Herschel, e´norme´-
ment d’observations de cette mole´cules vont tomber (voir pre´ambule), et pas que des transitions
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rotationnelles. C’est la` le premier point. On va maintenant pouvoir e´tudier the´oriquement aussi
les e´tats de vibration de l’eau, et calculer des taux de relaxation ro-vibrationnels. Toutefois, nous
verrons que ces calculs sont a` la fois complexes et couˆteux, et nous aurons a` utiliser des me´thodes
approche´es, a` de´faut de tout pouvoir re´soudre quantiquement. Une autre grande proble´matique
est le choix de ge´ome´tries internes des mole´cules. Ayant une surface 9d et les fonctions d’onde
de vibration des mole´cules, on pourra faire diverses moyennes sur ces fonctions d’onde, qui nous
informerons in fine sur le choix optimal de ge´ome´tries en fonction de l’application que nous
voulons faire de la surface. En ceci, les calculs pre´sente´s ici sont les plus complets et complexes
effectue´s a` ce jour. On peut aussi prendre nos mole´cules dans n’importe quelle ge´ome´trie, ce qui
peut permettre de choisir pour l’eau la ge´ome´trie qu’elle a dans la glace, et ainsi mode´liser une
interaction glace-H2. Une surface pre´cise est aussi ne´cessaire pour calculer les e´tats de vdW a` un
niveau de pre´cision spectroscopique. Finalement, une grande application d’une surface incluant
les vibrations, on peut reconstruire par un changement de coordonne´es approprie´ les surfaces
d’interaction entre isotopologues. Sous l’hypothe`se Born-Oppenheimer, la surface e´lectronique
ne de´pend en effet pas de la masse des noyaux.
Nous pre´senterons donc ici le premier calcul de surface de cette complexite´ ou` les mole´cules
sont autorise´es a` se de´former sans hypothe`se lourde sur la nature de ces de´formations. La stra-
te´gie de calcul ab initio, elle aussi originale (sinon novatrice) sera tout d’abord de´veloppe´e. La
technique d’ajustement sera ensuite expose´e. Ceci fait, nous aurons une surface comple`te a` neuf
dimensions, sur laquelle nous pourrons nous amuser. Ce que je fis pendant une partie non ne´gli-
geable de ma the`se, avant que le virus hydrique ne contamine toute l’e´quipe pour donner lieu a`
une se´rie de re´sultats (voir E.2.2,E.3.1,E.6.1,(60)).
Une petite difficulte´ conceptuelle peut eˆtre perturbante lorsqu’on est nouveau avec les sur-
faces incluant les vibrations. On parle en effet de contribution intramole´culaire au potentiel
intermole´culaire. La modification de la ge´ome´trie interne a bien suˆr un effet sur tout le syste`me.
Un premier effet est le changement de l’e´nergie interne de la mole´cule concerne´e, mais ce n’est
pas cela qui nous concerne. Le deuxie`me effet est donc cette modification de l’e´nergie d’interac-
tion des mole´cules, qui intervient dans le hamiltonien de collision. Il faudra toujours garder cela
en teˆte lors de la lecture de ce chapitre, meˆme si nous essaierons de garder un vocabulaire sans
e´quivoque.
5.1.1 Quels e´tats ?
Pour quantifier les e´tats de vibration de l’eau, on fait appel a` un syste`me de coordonne´es
normales particulier, nomme´ coordonne´es de Radau (voir (158)). L’eau e´tant une mole´cule tri-
atomique, elle posse`de trois modes de vibration propres, qui dans ce syste`me de coordonne´es
sont, dans l’ordre spectroscopique, l’e´longation syme´trique (ν1), le pliage (ν2) et l’e´longation
antisyme´trique (ν3). Le pliage est le mode le plus bas, avec 1594.7 cm
−1 de plus que le fonda-
mental. Les premiers modes d’e´longation sont nettement plus e´nerge´tiques : 3657.1 (ν1) et 3755.9
cm−1 (ν3) au-dessus du fondamental (176). C’est ce qui nous a pousse´s a` nous concentrer sur
le fondamental et le premier e´tat de pliage. Etant le moins e´nerge´tique, c’est celui qui a le plus
de chances d’eˆtre observe´ dans les milieux suffisamment diffus et froids pour que des collisions
hors e´quilibre y aient lieu. Le second mode de pliage a lui a` peu pre`s les meˆmes chances d’eˆtre
observe´ que les deux premiers modes d’e´longation. Cependant, il reste moins e´nerge´tique que les
deux autres, et sa connaissance nous permettra notamment d’e´tudier dans un syste`me a` trois
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niveaux l’excitation ou la de´sexcitation collisionnelle de ν2 = 1, qui ne serait pas du tout re´aliste
dans un syste`me a` deux niveaux.
Notons que pour repre´senter les e´tats de l’eau, on emploie un changement de coordonne´es
que je ne vais pas trop de´tailler ici, mais que nous avons employe´ plus d’une fois (pour l’IS et
pour les repre´sentations graphiques de la vibration). Il s’agit des coordonne´es d’Eckart (33). Les
coordonne´es d’Eckart sont une rotation instantane´e des axes carte´siens dans le plan de l’eau par
rapport au centre de masse de cette dernie`re. L’origine de ce syste`me reste le centre de masse
de la mole´cule. A chaque instant de la vibration, l’angle de rotation varie afin de minimiser
le couplage de Coriolis qui e´mane de l’interaction entre moments angulaires de rotation et de
vibration. Le moment de vibration s’e´crit
Jvib =
∑
i
miri × r˙i (5.1)
ou` chaque i est un atome. Si on pouvait choisir des axes tels que Jvib soit nul, on n’aurait plus
de couplage de Coriolis empeˆchant la se´paration de la vibration et de la rotation. Cependant,
nous n’avons que trois angles comme liberte´ de choix, et cela n’est pas suffisant pour annuler
(5.1). Ceci dit, les positions des noyaux ne varient pas e´norme´ment pour une mole´cule rigide, et
on peut approximer (5.1) par
Jvib ≃
∑
i
mir
e
i × r˙i (5.2)
On peut cette fois choisir nos trois angles de sorte que (5.2) soit nul. Dans un tel syste`me de
coordonne´es, le couplage de Coriolis sera donc petit. Cette condition peut encore eˆtre vue comme
la de´rive´e temporelle de la condition d’Eckart∑
i
mir
e
i × ri = 0 (5.3)
5.1.2 Coordonne´es internes
Pour de´crire les vibrations de nos deux mole´cules, nous avons besoin de quatre coordonne´es
internes. Une coordonne´e pour de´crire la distance intramole´culaire de l’hydroge`ne (rH), et trois
pour de´crire la conformation de l’eau : rs est la somme des longueurs de liaisons OH (le ✭✭ s ✮✮
vient de syme´trique), αb est l’angle de pliage ˆHOH (✭✭ b ✮✮ pour bending, pliage en anglais) et ra
est la diffe´rence des longueurs de liaisons OH (✭✭ a ✮✮ pour antisyme´trique).
5.2 La surface de potentiel 9d
5.2.1 Calcul de la surface
La surface 9d fera l’objet d’une publication propre, mais en attendant, je donne dans cette
section quelques e´le´ments du calcul ab initio. Des informations a` ce sujet se trouvent aussi dans
les deux publications donne´es en annexe (E.2.2, E.3.1).
Pour le calcul de la surface a` neuf dimensions V9d, la meˆme grille de distances qu’en 5d a
e´te´ utilise´e, soit 25 distances entre 3 et 15 a0. A chaque distance, 10 000 points ont e´te´ calcule´s,
a` part a` deux distances, ou` 100 000 points ont e´te´ calcule´s pour pouvoir faire des ve´rifications
au niveau de l’ajustement. Les calculs ont e´te´ faits au niveau CCSD(T), comme pour la surface
Vref . Le R12, vu son couˆt, ne pouvait clairement pas eˆtre employe´ pour les quelque 500 000
points finalement calcule´s. De plus, bien que la surface ab initio soit 9d, nous se´parerons dans la
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suite ce qui est 5d de ce qui est purement intra-mole´culaire. Ainsi, un peu comme nous l’avons
fait pour la calibration R12, nous construirons une surface diffe´rence δ9d en e´crivant
V9d(R,Ω, χ) = Vref (R,Ω) + δ9d(R,Ω, χ) (5.4)
Dans cette formule et les de´veloppements a` suivre, χ symbolisera toujours l’ensemble des quatre
variables intramole´culaires (rH , rs, αb et ra). Ainsi, nous verrons que les erreurs syste´matiques
dues a` la me´thode ab initio seront soustraites lors de la construction de δ9d, si bien que cette
correction aura des chances d’eˆtre meˆme plus pre´cise qu’un calcul CCSD(T).
La technique de l’importance sampling (IS) a e´te´ employe´e pour le choix des ge´ome´tries. Les
quatre angles ont ainsi e´te´ tire´s ale´atoirement avec une probabilite´ d’occurrence identique en
tout point de la ✭✭ bi-sphe`re ✮✮ S2×S2, comme pour le calcul 5d. Les ge´ome´tries internes ont elles
aussi e´te´ tire´es au hasard, mais en suivant la densite´ de probabilite´ donne´e par le carre´ de la
fonction d’onde vibrationnelle associe´e a` ces coordonne´es (138).
Par ailleurs, nous avions pour objectif d’obtenir des re´sultats non seulement pour le mode
fondamental de l’eau, mais aussi ses e´tats excite´s, notamment le pliage. La surface 9d permet
en principe de reconstruire les modes de vibration peu excite´s. Cependant, l’IS a e´te´ fait avec
les fonctions d’onde des modes fondamentaux, et nous n’e´tions pas suˆrs que cela permettrait
d’explorer avec assez de pre´cision de grands e´carts aux ge´ome´tries d’e´quilibre. Afin de s’en
assurer, deux jeux de 10 000 points ont e´te´ calcule´s a` deux distances dans le puits de van der
Waals (5 et 6 a0), en utilisant pour l’IS les fonctions d’onde des deux premiers e´tats excite´s de
pliage. De ce point de vue-la`, ces deux e´tats pre´sentent l’avantage d’eˆtre ceux qui explorent le
plus l’espace des coordonne´es internes (les modes d’e´longation sont beaucoup moins amples).
La comparaison des ajustements et des valeurs de potentiel qui en de´couleront nous dira si l’on
peut employer notre surface 9d (construite a` partir des e´tats fondamentaux) aussi pour ces deux
modes excite´s, voire meˆme l’e´tendre a` d’autres e´tats, sans trop perdre de pre´cision. Par exemple,
nous verrons plus loin qu’on calcule des moyennes de potentiel sur des fonctions de vibration
(〈V 〉ν). Une question est donc de savoir si
〈V0〉0 = 〈V1〉0 (5.5)
ou` V0 est le potentiel construit a` partir d’un IS sur les fonctions d’onde fondamentales de vibra-
tion (notamment, ψν2=0), et V1 sera le potentiel construit a` partir de l’IS sur ψν2=1.
Pourquoi avoir choisi de distribuer les ge´ome´tries en IS ? Il y a certes des moyens plus simples
de proce´der. Une des grosses difficulte´s lie´es a` ce syste`me est son nombre de dimensions. Ainsi,
on ne savait pas a priori si l’on re´ussirait a` ajuster la surface 9d. Mais meˆme une fois ceci fait,
comment nous assurer, d’une fac¸on inde´pendante de cet ajustement, qu’il serait exact ? Quels
sont donc les avantages de ce choix, qui nous ont pousse´ a` augmenter initialement la complexite´
du proble`me ?
Dans la premie`re hypothe`se, celle ou` ne nous serions pas parvenus a` faire un ajustement
satisfaisant de la surface 9d, l’IS aurait permis tout de meˆme de dire des choses pertinentes.
Voyons comment. On peut calculer
V9d(R,Ω, χ)
fit5d≃
∑
p1q1p2p
up1q1p2p(R)tp1q1p2p(Ω) (5.6)
ou` les t sont les fonctions de base de´crites au chapitre 3. En ajustant par une base a` 5 dimensions
un potentiel a` 9 dimensions, on fait une moyenne sur les 4 dimensions non ajuste´es. Pour le
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comprendre, on peut faire l’analogie avec l’ajustement par une constante d’un jeu de points
pour une fonction d’une variable : il donne la valeur moyenne de la fonction. Ce qu’apporte
l’IS, c’est que cette moyenne est ponde´re´e, avec comme poids (µ(x)) la densite´ de probabilite´
associe´e a` chacune de nos fonctions d’onde de vibration (|ψ(x)|2). La surface 5d ainsi obtenue
est donc une surface moyenne´e par IS sur les vibrations internes des mole´cules. Bien suˆr, un
tel ajustement est fortement impre´cis en termes de rms, puisqu’il ne parvient pas a` ajuster une
partie du proble`me. Par contre, la moyenne que nous obtenons est tout a` fait rigoureuse et les
valeurs des points 5d ainsi obtenus sont une forme de moyenne qui nous aurait permis de dire
de´ja` pas mal de choses sans le recours a` un ajustement 9d. Nous verrons comment plus tard.
La seconde hypothe`se est celle ou` nous nous retrouvons finalement. Nous sommes effective-
ment parvenus a` ajuster la surface 9d. Mais avant de pouvoir dire ce que nous a apporte´ l’IS
dans ce cas, il faut voir comment s’est fait cet ajustement. Nous reviendrons donc apre`s ces
de´veloppements a` la question pose´e.
5.2.2 Ajustement de la surface
Nous verrons dans cette section que la me´thode d’ajustement est tre`s lourde ; ce n’est pas loin
de la force brute nume´rique. Pourquoi ce choix ? Essentiellement, parce qu’il y a une contrainte
temporelle pour l’e´tude de ce syste`me (en pre´vision notamment de Herschel, qui e´tait au de´but de
notre e´tude pre´vu pour de´but 2007), et que nous jugions plus avise´ de mettre le plus rapidement
possible une surface a` disposition de la communaute´ que de perdre des mois a` essayer de trouver
des techniques plus fines. A posteriori, nous pourrions maintenant voir s’il n’existe pas d’autres
fac¸ons de proce´der. Une piste e´le´gante et qui est en cours d’investigation dans notre e´quipe
est l’approche de Szalewicz, Bukowski et d’autres (voir (14), par exemple), qui utilisent un
nombre tre`s restreint de parame`tres. En plus d’eˆtre e´le´gant, cela pre´sente l’avantage d’eˆtre
moins demandeur en points ab initio puisque, pour rappel, il faut typiquement dix fois plus de
points que de parame`tres. Mais revenons a` notre ajustement.
Cette surface de potentiel calcule´e, restait a` en faire l’ajustement. C’est ce travail qui a
constitue´ chronologiquement la premie`re partie de ma the`se. La partie angulaire du proble`me
(l’ajustement de V5d, formule 5.4) a de´ja` e´te´ traite´e au chapitre 3, aussi ne reste-t-il ✭✭ que ✮✮
deux points a` e´claircir : l’ajustement de la partie intramole´culaire du potentiel δ9d(R,Ω, χ), et
l’interde´pendance entre base angulaire et vibrationnelle.
Le choix pour l’ajustement de la de´pendance aux coordonne´es internes s’est oriente´ imme´-
diatement vers les polynoˆmes de Taylor. La justification principale e´tant que les de´placements
par rapport aux valeurs d’e´quilibre sont relativement petits pour les modes peu excite´s que nous
inspectons1, et l’on s’attend donc a` ce que notre se´rie de Taylor soit rapidement convergente
(en termes de nombre de fonctions de base). C’est tre`s important, car vu le nombre typique
de fonctions de base angulaires (une centaine), et comme l’on a quatre coordonne´es internes, la
base totale pourrait tre`s vite exploser (plusieurs milliers de termes, voire plus). Or avec 10 000
points, nous ne pouvons gue`re nous permettre de de´passer 1000 termes de base. Par ailleurs,
nous verrons plus loin qu’un tel de´veloppement donne une interpre´tation assez intuitive des
diffe´rentes contributions internes. D’un point de vue technique, les calculs ab initio employant
les coordonne´es de Radau (158), le de´veloppement de Taylor s’est aussi fait dans ces coordonne´es.
1Une fac¸on de quantifier ces de´placements est de regarder la diffe´rence entre valeur moyenne et valeur d’e´qui-
libre de la coordonne´e. Toutes deux sont donne´es dans la table 5.1. Les diffe´rences sont infe´rieures a` 3%.
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Une fonction de base pour la partie interne s’e´crit
TkHkbkska(rH , αb, rs, ra) =
(
rH − r0H
r0H
)kH (αb − α0b
α0b
)kb (rs − r0s
r0s
)ks (ra
r0s
)ka
(5.7)
La correspondance entre Radau et les distances/angles entre liaisons est cependant biunivoque,
si bien que les meˆmes notations sont conserve´es sans risque de se tromper2. Avec ce choix, notre
base est sans unite´s. La normalisation du terme antisyme´trique est arbitraire a` une constante
pre`s. Autre fait a` noter, nous avons choisi pour l’angle de pliage de faire un de´veloppement
directement sur l’angle, quand nous aurions pu faire un de´veloppement d’une fonction trigono-
me´trique de cet angle.
Du coˆte´ des restrictions sur les fonctions de base impose´es par les syme´tries, la brisure de
la syme´trie C2v quand les deux ✭✭ pattes ✮✮ de l’eau n’ont pas la meˆme longueur change quelque
peu la donne. Aussi avons-nous refait un de´veloppement complet a` partir de la forme la plus
ge´ne´rale possible pour retrouver inde´pendamment la forme de Green (137), l’intramole´culaire
en plus. Ce travail se trouve dans l’annexe C.1. Parce qu’il y est plus intuitif, il a e´te´ fait dans
le syste`me de coordonne´es BF2 (voir 3.7 pour la de´finition), qui n’est pas celui que nous avons
retenu finalement pour l’ajustement. Ceci dit, j’ai fait mes classes en matie`re d’ajustement dans
ce syste`me, et nous verrons aussi qu’il est plus compact en termes de base ne´cessaires que le
syste`me conventionnel BF1. La nouveaute´ qui e´mane de la non-syme´trie de l’eau est une relation
de parite´ entre ka et q1, qui a le bon gouˆt d’eˆtre identique dans les deux syste`mes de coordonne´es.
D’un point de vue technique, le but e´tait comme pour la calibration Vcal, d’exprimer δ9d
comme une correction a` Vref . Mais ce que nous avions, c’e´tait des points ab initio V9d. La
routine d’ajustement commenc¸ait donc, avant de faire l’ajustement, par retrancher a` chaque
point V9d(R,Ω, χ) la valeur Vref (R,Ω). Les grilles de ge´ome´tries n’e´tant pas identiques pour
les deux surfaces3, la valeur 5d est ici celle de l’ajustement de Vref , donne´ au chapitre 3. On
obtenait ainsi la partie purement intramole´culaire du potentiel, δ9d(R,Ω, χ). Cette strate´gie de
de´coupage conduit certes a une tre`s le´ge`re perte de pre´cision sur les points a` cause de l’emploi
de l’ajustement de Vref , mais cette perte est largement compense´e par le gain de pre´cision sur
l’ajustement. Vref e´tant largement plus grand en moyenne que δ9d, un ajustement des deux
e´le´ments a` la fois aurait nuit a` la qualite´ du second terme, qui se serait retrouve´ noye´ dans le
bruit de l’ajustement.
L’ajustement final s’e´crit donc
δ9d(R,Ω, χ) ≃
∑
p1q1p2p
∑
kHkbkska 6=0000
vkHkbkskap1q1p2p (R)tp1q1p2p(Ω)TkHkbkska(χ) (5.8)
Ou` tp1q1p2p(Ω) est la base angulaire donne´e dans la formule (3.17). La seconde somme se fait
pour tous les quatuors d’exposants non identiquement nuls. (Si l’on met les quatre exposants a`
ze´ro dans le membre de droite, on retrouve effectivement le potentiel 5d).
Pour rappel, le nombre de points est de 10 000 par distance, a` l’exception de deux distances.
Ainsi, selon notre crite`re empirique de rapport entre nombre de points et nombre de fonctions
de base, ce dernier ne devrait ide´alement pas trop de´passer le millier. Les deux distances ou` nous
2Attention cependant a` l’ordre des variables dans cette formule, qui est diffe´rent de la notation spectroscopique
pour l’eau.
3Pour rappel, elles suivent la meˆme distribution de probabilite´, mais sont tire´es aux hasard.
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disposons de plus de points permettront de nous assurer que nous ne saturons pas le proble`me.
La de´composition (5.4) pre´sente de ce coˆte´-la` un autre avantage, puisque l’exclusion des termes
avec tous les exposants nuls re´duit quelque peu la base ne´cessaire. Si nous avions ajuste´ direc-
tement le potentiel V9d, ces termes (une centaine) auraient par contre duˆ eˆtre inclus dans la base.
L’objectif pour cet ajustement e´tait d’obtenir une pre´cision en ade´quation avec le reste des
calculs (Vref et Vcal), soit de l’ordre du cm
−1 pour les parties attractives du potentiel. On sait
de´ja` qu’il faut typiquement une centaine de fonctions de rotation pour de´crire correctement la
de´pendance angulaire du potentiel.
Dans la discussion qui suit, le vocable ordre de´signera la somme kH + kb + ks + ka. Si
nos premiers tests nous ont rapidement convaincu qu’un de´veloppement au premier ordre sera
insuffisant pour de´crire la de´pendance aux de´formations internes des mole´cules a` la pre´cision
voulue, on voit aussi que l’on ne peut monter au troisie`me ordre ou au-dela`, car le nombre de
polynoˆmes de Taylor de´passe de´ja` la trentaine pour l’ordre 3. Le choix du second ordre s’est
donc impose´ assez naturellement. Restait a` ve´rifier cependant que cela suffisait. Ne sachant
pas a priori quelles seraient les de´pendances en chacune des coordonne´es, nous les avons mises
sur un meˆme pied d’e´galite´, et n’avons impose´ aucune autre restriction que ✭✭ ordre ≤ 2 ✮✮. Ceci
donne dix fonctions de Taylor pour q1 pair, et quatre pour q1 impair. Ce qui nous fait de´ja`
presque atteindre la limite fixe´e de nombre de fonctions de base. Pour ce qui est de la se´lection
des termes angulaires, aucune formule ge´ne´ralise´e n’a pu eˆtre de´veloppe´e pour l’estimation de
l’erreur sur les coefficients comme nous l’avions en 5d, et par voie de conse´quence, pas plus de
proce´dure ite´rative de se´lection des termes. Notre proce´dure a donc consiste´ a` se´lectionner un
sous-ensemble pertinent avec pmax1 = 6 et p
max
2 = 4 de la base 5d a` 83 termes, auquel nous
avons greffe´ les polynoˆmes avec ka pair (0 ou 2). Pour les termes avec ka impair (⇒ q1 impair
lui aussi), absents de la base 5d, nous les avons simplement tous pris jusqu’a` p1 = 6 et p2 = 2.
Cela fait 660 termes ✭✭ pairs ✮✮ et 96 termes ✭✭ impairs ✮✮, pour un total presque raisonnable de 756
fonctions de base. Cette se´lection a fait l’objet de nombreux tests, et c’est le meilleur compromis
que nous ayons finalement trouve´. Avec cette base, nous obtenons un rms pour l’ajustement
(5.8) en accord avec la pre´cision recherche´e. Il est en effet infe´rieur au cm−1 dans les parties
attractives du potentiel (au-dela` de 5.7 a0), et vaut environ 4 cm
−1 a` 5 a0. La figure 5.1 compare
le rms de cet ajustement a` celui de l’ajustement a` 149 termes de V5d.
Mais ne crions pas victoire trop vite. Il reste a` ve´rifier le proble`me de saturation, c’est-a`-dire,
est-ce que nous n’avons pas mis trop de fonctions de base ? Pour ce faire, nous disposions aux
distances R = 5 et R = 6 a0 de jeux de 100 000 points ab initio. Dans la figure 5.2.2, nous
affichons les rms obtenus avec 10, 30 et 100 kilo-points (kpts) a` ces deux distances. Pour e´toffer
la discussion, nous avons encore ajoute´ les rms d’ajustements a` 1 et 5 kpts. Nous voyons que
la monte´e du rms est tre`s raide, pour un nombre de points faiblement supe´rieur au nombre
de fonctions de base. A partir de 10 kpts, le re´gime est beaucoup plus stable, mais l’erreur
quadratique augmente encore le´ge`rement (environ 10%) lorsque l’on augmente le nombre de
points d’un facteur 10. Ceci signifie que le rapport du nombre de points au nombre de fonctions
de base est presque bon, mais pas tout a fait. Ide´alement, il faudrait donc plus de 10 000 points,
ou moins de fonctions de base. La premie`re solution e´tant trop couˆteuse, et la seconde nuisant a`
la qualite´ globale de l’ajustement, la solution choisie repre´sente un bon compromis. On peut donc
quand meˆme conclure que l’erreur quadratique des ajustements a` toutes les distances (avec 10
kpts) et pre´sente´e sur la figure 5.1 est un bon indicateur de la pre´cision de notre ajustement. On
voit la` encore l’avantage que repre´sente la se´paration entre 5d et pur 9d : sans cela, la centaine de
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Fig. 5.2 – Rms en fonction du nombre de points ab initio utilise´s dans l’ajustement, aux distances
R = 5 et 6 a0. Le rms est nul pour N = Nbase=756.
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termes de base 5d se serait ajoute´e a` la base de 756 termes, et le fameux rapport aurait e´te´ plus
de´favorable. On est ainsi conforte´ dans l’ide´e que le peu de pre´cision perdue par la soustraction
de la valeur ajuste´e Vref est mieux que contrebalance´e par l’augmentation de ce rapport.
5.2.3 Coefficients de l’ajustement
Nous avons maintenant un ajustement relativement pre´cis de la surface δ9d. Nous savons en
outre par l’analyse 5d quels sont les termes dominants du potentiel rigid body : isotrope, dipoˆle-
quadrupoˆle, quadrupoˆle-quadrupoˆle, et octupoˆle-quadrupoˆle. C’est ceux-ci que nous examinerons
en priorite´ ici. Par contre, il reste tout un terrain a` de´fricher, qui est celui de la de´pendance
aux coordonne´es internes. Quels polynoˆmes de Taylor dominent ? Nous verrons qu’il y a la` aussi
certaines tendances ge´ne´rales qui se de´gagent.
Mais avant cela, faisons encore un peu d’alge`bre. Si l’on avait ajuste´ directement le potentiel
V9d, on aurait e´crit
V9d(R,Ω, χ) =
∑
p1q1p2p
∑
kHkbkska
wkHkbkskap1q1p2p (R)tp1q1p2p(Ω)TkHkbkska(χ)
=
∑
p1q1p2p
w0000p1q1p2p(R)tp1q1p2p(Ω)
+
∑
p1q1p2p
∑
kHkbkska 6=0000
wkHkbkskap1q1p2p (R)tp1q1p2p(Ω)TkHkbkska(χ)
= V5d(R,Ω) + δ9d(R,Ω, χ) (5.9)
Et on voit que les coefficients w0000p1q1p2p(R) ne sont rien d’autre que les coefficients vp1q1p2p(R)
de l’ajustement de Vref . Notons que dans notre ajustement de δ9d, les fonctions de base e´taient
toujours normalise´es, ce qui donne un signification physique aux coefficients polynomiaux que
nous obtenons. Ces derniers ont comme pour les autres syste`mes e´te´ l’objet d’un ajustement
radial. La technique standard a e´te´ employe´e. Splines cubiques entre 3 et 15 a0 et extrapolation
en loi de puissance des termes plus grands que 0.01 pseudo-cm−1 a` 14 et 15 a0, soit une centaine
de termes. A courte porte´e, les mole´cules se de´forment beaucoup, et le de´veloppement de Taylor
au second ordre n’est plus suffisant pour de´crire la physique en jeu. Nous constatons en effet aux
environs de 3 a0 que les termes polynomiaux commencent a` avoir des comportements irre´guliers.
Aussi avons-nous pre´fe´re´ garder un controˆle total du potentiel (c’est-a`-dire un mur re´pulsif) en
mettant carre´ment les termes polynomiaux a` ze´ro et en ne gardant ainsi que le potentiel RB,
plutoˆt que de les laisser faire n’importe quoi.
La figure 5.3 illustre l’allure des termes polynomiaux pour deux coefficients dominants du
potentiel 5d. Le principal re´sultat de cet ajustement est que ce sont toujours les termes du
premier ordre qui dominent δ9d. L’e´longation H-H domine nettement les termes ou` p2 est non
nul. Quand p2 est nul, l’e´longation syme´trique O-H ou le pliage (dans une moindre mesure)
rivalisent avec ce terme. A eux trois, ces termes donnent tout δ9d a` quelque 10% pre`s. Les
termes avec q1 impair, qui n’existent pas en 5d, sont quant a` eux aussi domine´s par le seul
terme line´aire (e´longation OH antisyme´trique). Bien qu’ils repre´sentent une faible contribution
au potentiel total, il est important de les avoir inclus dans le de´veloppement de δ9d, car ce seront
les seuls termes capables d’induire des transitions entre e´tats d’e´longation antisyme´trique de
l’eau, au cas ou` celles-ci seraient un jour e´tudie´es avec notre potentiel. Ces modes ont en effet
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de´ja` e´te´ observe´s, graˆce a` ISO-SWS (94), et une telle e´tude the´orique ne serait donc pas inutile.
Herschel devrait, lui aussi, eˆtre en mesure d’observer de telles transitions.
Cette de´pendance quasi-line´aire du potentiel en les coordonne´es intramole´culaires fut pour
nous sinon une surprise, tout du moins un re´sultat en soi. Elle venait en effet avant les de´velop-
pements the´oriques que nous pre´sentons ci-dessous, et qui rendent a posteriori les choses plus
e´videntes.
5.2.4 Le potentiel 9d comme correction au potentiel 5d
Nous avons a` pre´sent une surface de potentiel a` neuf dimensions dont nous connaissons assez
bien la pre´cision. Un merveilleux outil aux applications multiples. Le proble`me de la dimension-
nalite´ n’en est cependant pas un uniquement pour le calcul et l’ajustement de la surface. Il reste
un frein a` beaucoup d’applications, au regard de la complexite´ tant alge´brique que nume´rique.
On va donc avoir recours a` de nouvelles approximations pour re´duire ce nombre de dimensions.
L’approximation rigid body en est une, et nous verrons tantoˆt l’e´clairage qu’apporte le calcul
9d quant a` l’importance du choix des ge´ome´tries internes sous cette hypothe`se. Pour certaines
applications, on peut aussi choisir de ✭✭ geler ✮✮ certaines coordonne´es en en laissant varier une
(des) autre(s). C’est ce que l’on a fait dans l’e´tude de la de´sexcitation vibrationnelle du mode
de pliage (ν2) de l’eau (section 5.5, annexes E.2.2, E.3.1).
Mais revenons au proble`me qui nous concerne dans cette section. On veut donc, a` l’aide de la
correction δ9d, ame´liorer notre potentiel 5d, mais sans augmenter le nombre de degre´s de liberte´.
Pour ce faire, nous disposons – en plus du potentiel – des fonctions d’onde vibrationnelles de
l’eau et de l’hydroge`ne (celles-la` meˆme qui nous ont servi a` distribuer les ge´ome´tries ab initio
en IS). Dans l’e´quation fondamentale du close coupling (2.37), qui ne contient – rappelons-le –
pas d’hypothe`ses sur la rigidite´ des mole´cules, le membre de droite fait intervenir les e´le´ments
de matrice du potentiel entre des fonctions φn, qui sont donc des fonctions de ro-vibration. Si
l’on n’e´tudie que l’excitation rotationnelle, ces e´le´ments de matrice sont diagonaux en vibration.
Pour le voir, on peut de´composer le ket |φn〉 en une partie rotationnelle et une vibrationnelle
|φn〉 =
∣∣∣ψJnrot〉⊗ ∣∣ψνnvib〉. On calcule donc des e´le´ments de matrice ou` Jn et Ji sont diffe´rents, mais
νn = νi. Et on peut donc re´crire les e´le´ments de matrice
〈φi|V |φn〉 =
〈
ψJirot
∣∣∣ 〈ψνivib|V |ψνivib〉 ∣∣∣ψJnrot〉 (5.10)
Le terme central n’est rien d’autre que la moyenne du potentiel sur toutes les vibrations internes.
C’est la` un immense progre`s que nous permettent le potentiel 9d et les fonctions d’onde vibra-
tionnelles : on est effectivement en mesure de calculer explicitement cette moyenne ! Introduisons
a` pre´sent une notation raccourcie :
〈V9d〉ν
.
= 〈ψν |V9d|ψν〉 = Vref + 〈ψν |δ9d|ψν〉 = Vref + 〈δ9d〉ν (5.11)
Avec la formule (5.8), on obtient
〈δ9d〉ν =
∑
p1q1p2p
∑
kHkbkska 6=0000
vkHkbkskap1q1p2p (R)tp1q1p2p(Ω) 〈TkHkbkska〉ν (5.12)
Pour avoir la moyenne de δ9d, il suffit donc de calculer les moyennes de chaque polynoˆme de
Taylor. Les trois e´tats de l’eau pour lesquels nous calculons ces moyennes (ν2 = 0, 1, 2) conservent
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la syme´trie C2v, aussi les moyennes de polynoˆmes avec ka impair sont-elles the´oriquement nulles.
Nous l’avons tout de meˆme ve´rifie´ nume´riquement (en calculant explicitement la moyenne), et
c’e´tait bien le cas. Conside´rons un terme de Taylor du premier ordre, l’e´longation H-H par
exemple. On a
〈T1000〉ν =
∫
|ψH(rH)|2 rH − r
0
H
r0H
drH =
(∫ |ψH(rH)|2 rHdrH)− r0H
r0H
=
〈rH〉 − r0H
r0H
(5.13)
Cette de´monstration se ge´ne´ralise aise´ment aux autres polynoˆmes du premier ordre. On a ainsi
montre´ que la moyenne d’un tel polynoˆme est e´gale au polynoˆme e´value´ en la valeur moyenne
de la coordonne´e correspondante, formule qu’on peut symboliser ainsi (en notation abre´ge´e)
〈T1(χ)〉ν = T1(〈χ〉ν) (5.14)
Notons en outre que comme les fonctions de vibration de l’eau et de l’hydroge`ne sont inde´pen-
dantes, cette formule reste aussi vraie pour les polynoˆmes avec kH = 1 et un seul des trois
exposants lie´s a` l’eau non nul.
Par ailleurs, a` part en faire la moyenne, on peut aussi e´valuer notre potentiel 9d aux valeurs
moyennes des coordonne´es. C’est une autre fac¸on de passer de 9 a` 5 dimensions. Ce que la for-
mule (5.14) exprime, c’est que, la diffe´rence entre potentiel 9d moyenne´ et potentiel 9d e´value´
aux coordonne´es moyennes refle`te uniquement l’importance des effets de second ordre (tels que
kH = 2 ou kb + ks + ka = 2).
Avec < δ9d >, on a explicitement construit a` partir du potentiel 9d une correction 5d au
potentiel Vcomp (formule (3.15)). Graˆce a` la formule (5.12), on peut comprendre cette correction
comme une somme de corrections a` chacun des coefficients vp1q1p2p(R) du de´veloppement 5d
(3.17) :
vp1q1p2p(R)→ vp1q1p2p(R) +
∑
kHkbkska 6=0000
vkHkbkskap1q1p2p (R) 〈TkHkbkska〉ν (5.15)
L’importance corrective d’un terme polynomial de´pend ainsi a` la fois de la valeur du coefficient
et de la moyenne du polynoˆme. Les de´formations n’e´tant pas tre`s importantes dans les modes
peu excite´s que nous conside´rons, les moyennes de polynoˆmes du premier ordre sont un ou
deux ordres de grandeurs plus grandes que pour le second ordre. Et comme nous avons vu a`
la section pre´ce´dente que les coefficients du premier ordre sont eux aussi beaucoup plus grands
que ceux du second ordre, il en re´sulte que la correction 〈δ9d〉 est comple`tement domine´e
par le premier ordre du de´veloppement de Taylor. Au risque de nous re´pe´ter, rappelons
l’implication importante de ce re´sultat : on a que le potentiel moyenne´ est quasiment e´gal au
potentiel e´value´ aux ge´ome´tries moyennes
< V (r) >≃ V (< r >) (5.16)
Pour quantifier, les termes du premier ordre couvrent plus de 90% de la correction. Dans la sec-
tion suivante (table 5.3), nous illustrerons ceci en quelques points topologiquement inte´ressants
de la surface 5d.
Pour ce faire, il suffira donc de comparer potentiel moyenne´ et potentiel 9d e´value´ aux
ge´ome´tries moyennes. Cela donnera explicitement l’importance des termes de second ordre (et
plus, s’il y en avait) du de´veloppement de Taylor.
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5.2.5 Surface explicitement moyenne´e vs surface moyenne´e par IS
Nous pouvons a` pre´sent revenir sur la question pose´e concernant l’IS. Toujours dans un souci
de validation d’un travail ou` il y avait moyen de se tromper, mais avant de lorgner vers l’exte´rieur
(autres travaux the´oriques, voire expe´rimentaux), on posse`de en fait un outil de controˆle interne.
Revenons a` l’expression analytique (5.9), et e´tudions ce qui se passe quand on fait un ajus-
tement 5d de la surface 9d, que nous nommerons fit5d9d.
fit5d9d(R,Ω) =
∑
p1q1p2p
up1q1p2p(R)tp1q1p2p(Ω) (5.17)
On peut donc comparer la surface 5d ainsi obtenue avec la surface explicitement moyenne´e
(Vref+< δ9d >). Mais cet ajustement est la moyenne par IS du potentiel 9d :
fit5d9d(R,Ω) ≃ < V9d(R,Ω, χ >IS (5.18)
= <
∑
p1q1p2p
∑
kHkbkska
wkHkbkskap1q1p2p (R)tp1q1p2p(Ω)TkHkbkska(χ) >IS (5.19)
=
∑
p1q1p2p
∑
kHkbkska
tp1q1p2p(Ω)w
kHkbkska
p1q1p2p (R) < TkHkbkska(χ) >IS (5.20)
On obtient donc une e´quation sur les coefficients
up1q1p2p(R) =
∑
kHkbkska
wkHkbkskap1q1p2p (R) < TkHkbkska(χ) >IS (5.21)
C’est la meˆme formule que pour la moyenne explicite (5.15). Simplement, la moyenne explicite est
remplace´e par la moyenne ✭✭ IS ✮✮. Or si nous ne nous sommes pas trompe´s dans toute la de´marche,
ces deux moyennes doivent donner a` tre`s peu de choses pre`s les meˆmes valeurs, puisqu’elles
sont faites avec les meˆmes fonctions d’onde, une fois implicitement, l’autre fois explicitement.
Nos coefficients up1q1p2p(R) devraient donc eˆtre a` peu de choses pre`s e´gaux aux coefficients
vp1q1p2p(R) corrige´s de (5.15). C’est la` un excellent test de toute notre de´marche d’ajustement.
Apre`s avoir ajuste´ le potentiel 9d et fait explicitement sa moyenne sur les coordonne´es internes,
on peut ve´rifier inde´pendamment les re´sultats obtenus en comparant simplement les coefficients
re´sultant de cette de´marche a` ceux de l’ajustement 5d du potentiel 9d4.
La figure 5.4 compare pour deux termes multipolaires ces deux coefficients. Pour les deux
coefficients que nous repre´sentons, l’accord est ve´ritablement excellent. Et c’est le cas pour tous
les coefficients dominants du potentiel. Quand on monte en p1, de petites diffe´rences commencent
a` apparaˆıtre, mais l’accord reste tre`s bon. On est meˆme en droit d’eˆtre surpris par tant de
proximite´, vu que le rms de l’ajustement 5d du potentiel 9d est vraiment me´diocre. Mais la
moyenne obtenue, elle, est donc presque exacte. Toute notre de´marche d’ajustement se trouve
ainsi valide´e de A a` Z.
5.2.6 Topologie de V = Vref + Vcal + 〈δ9d〉0
Comme nous l’annoncions au chapitre 3, la surface obtenue en ajoutant la calibration R12 et
la moyenne de δ9d au potentiel 5d est la surface 5d de´finitive, celle que nous mettons au service
de la communaute´. Je vais donc m’attarder un peu plus longuement que je ne le fis alors sur les
4Pour eˆtre exacts, nous ne testons pas la partie angulaire de l’ajustement par ce proce´de´, mais elle se trouvait
de´ja` valide´e par la comparaison a` (84) et (137).
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Fig. 5.4 – Comparaison des coefficients obtenus par deux moyennes diffe´rentes : un ajustement
5d de la surface 9d (< v >IS), et une moyenne explicite de l’ajustement 9d (< v >0).
Hodges et al. nous re nous < r >0 < r >1 < r >2 expe´rience re
R(HH) 1.449 1.400 1.449 - - 1.401
R(OH) 1.8361 1.809 1.8431 1.847 1.851 1.809
HOH angle 104.69 104.22 104.41 105.55 106.85 104.52
Tab. 5.1 – Ge´ome´tries mole´culaires. Les distances sont en a0, les angles en degre´s. Nos valeurs
d’e´quilibre pour l’eau sont tire´es de calculs de minimisation faits au niveau CCSD(T)/cc-pCVQZ
(20) (rappel de la table 3.1). Les valeurs expe´rimentales sont prises de (86) pour l’eau, et (87)
pour l’hydroge`ne. Les ge´ome´tries moyennes pour le fondamental et les deux premiers e´tats de
bending sont celles obtenues comme dans la formule 5.13.
aspects topologiques de cette surface. On pourra ainsi juger de l’importance des diffe´rentes cor-
rections, mais aussi comparer avec la surface de Hodges et al. (84) calcule´e, elle, aux ge´ome´tries
moyennes.
Pour faire un bref historique de ce syste`me qui a suscite´ et suscite encore tant de passions,
revenons une grosse de´cennie en arrie`re. De`s 1994, S. Green et ses collaborateurs (Philips, Ma-
cLean, Maluendes) calculaient une surface pour ce syste`me et il en sortait une se´rie d’articles
avec discussion sur les syme´tries, la surface, et les taux de collision (72; 137; 135; 136). Ces
travaux e´taient d’une qualite´ remarquable par rapport aux moyens informatiques d’il y a dix
ans.
Plus re´cemment, c’est en 2004 que Hodges et al. publiaient une nouvelle surface (84), non pas
dans une optique d’application astrophysique – comme c’est le cas pour nous et le fut pour Green
–, mais plutoˆt industrielle : les phe´nome`nes de combustion de gaz, notamment. Ce travail e´tait
ainsi pre´sente´ comme un pre´lude a` l’e´tude d’autres partenaires de collision line´aires pour l’eau
(N2,O2 et CO2). Cette surface n’est elle aussi ✭✭ que ✮✮ 5d, mais calcule´e aux ge´ome´tries moyennes
the´oriques pour l’eau, tire´es d’un article de Mas et Szalewicz (112)(l’un des premiers a` discuter
la pertinence du choix des moyennes line´aires des coordonne´es internes comme coordonne´es pour
la mole´cule rigide), et expe´rimentale pour H2. La table 5.1 compare leurs ge´ome´tries aux noˆtres.
On voit effectivement que leurs valeurs sont tre`s proches de nos valeurs moyennes.
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Fig. 5.5 – Ge´ome´trie des deux minima de la surface H2O-H2.
Re´sumons en quelques lignes cet article. Une me´thode proche du SAPT est employe´e, en
termes de de´composition du potentiel en contributions (e´change, Coulomb, induction, ...), mais
moins couˆteuse en temps, la scaled perturbation theory (SPT). Leur strate´gie d’ajustement (pon-
de´re´) se re´ve`le elle aussi efficace, avec seulement 60 parame`tres pour toute la surface. Ils de´crivent
ensuite la topologie de la surface (ce a` quoi nous nous comparerons), et finissent par le calcul de
seconds coefficients de viriel, en bon accord avec les donne´es expe´rimentales, mais plus pre´cis.
Un excellent travail, somme toute. Dans la suite nous nous comparerons donc uniquement aux
valeurs de cet article, et pas au travail de Green.
Commenc¸ons par un peu de topologie de notre surface, donc. Chose connue depuis plus d’une
de´cennie (174), elle pre´sente deux minima aux environs ou en-dessous de -200 cm−1 (plus de
pre´cision dans la suite). Leur configuration est donne´e sur la figure 5.5. Le minimum principal
est rencontre´ quand la mole´cule d’hydroge`ne est sur l’axe z (coline´aire a` cet axe), du coˆte´ de
l’oxyge`ne, a` quelque 6 a0. Cette configuration est nomme´e proton acceptor, car l’eau accepte un
hydroge`ne de la mole´cule e´ponyme. Le minimum secondaire, quelques dizaines de cm−1 moins
profond, est une configuration en ✭✭T ✮✮, avec le centre de masse de l’hydroge`ne dans le plan de
l’eau, a` peu pre`s aligne´ (juste au-dessus) avec une liaison OH, mais ou` le baˆton H2 est per-
pendiculaire au plan de l’eau. Cela se passe aussi aux environs de 6 a0. Ce minimum est donc
double, vu qu’il y a deux liaisons OH. Cette configuration se nomme proton donor, car c’est
cette fois l’eau qui ✭✭ donne ✮✮ un de ses hydroge`nes pour former la liaison. Quantite´ de points
selles 5 jalonnent cette surface. Le plus e´vident est celui reliant les deux minima secondaires
(θ = π, φ = 0, θ′ = π2 , φ
′ = π2 ). Un autre relie bien entendu les minima principal et secondaire ;
c’est celui que nous donnons dans la table 5.3.
La figure 5.6 montre deux coupes de notre surface, ou` l’on voit les principaux extrema et
points selles. Au lieu de repre´senter le potentiel de Hodges et al., qui est visuellement tre`s simi-
laire, nous montrons a` coˆte´ une coupe de diffe´rences (Vus − VHodges). Plus loin, nous discutons
des diffe´rences fines entre nos valeurs de potentiel et celles de Hodges et al., mais il faut commen-
cer par remarquer la chose suivante. Par deux me´thodes de calcul ab initio diffe´rentes et deux
techniques d’ajustement radicalement diffe´rentes, nos deux surfaces diffe`rent de quelques cm−1 a`
5Pour rappel, un point selle est un point ou` toutes les de´rive´es sont nulles, mais dont les de´rive´es secondes
n’ont pas toutes le meˆme signe.
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Fig. 5.6 – Coupes du potentiel V en cm−1 pour deux configurations, a` R fixe´. La coupe du
haut pre´sente a` la distance du minimum principal une coupe en fonction de θ et θ′, l’hydroge`ne
restant dans le plan de l’eau. La coupe du bas laisse aussi varier θ et θ′, mais l’hydroge`ne reste
cette fois paralle`le au plan bissecteur de l’eau. Les figures a` droite de ces coupes sont les cartes
de diffe´rence avec le potentiel de Hodges et al. (Vus − VHodges).
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nous Hodges et al.
min 1 (5.82, 0, 0, 0, 0) −235.14 (5.67, 0, 0, 0, 0) −240.72
selle 1 (6.18, π, 0, π/2, π/2) −136.40 (6.23, π, 0, π/2, π/2) −141.82
selle 2 (7.22, π, 0, 0, 0) 4.55 (7.22, π, 0, 0, 0) 3.05
Tab. 5.2 – Extrema et points selles, Comparaison entre nos valeurs (< V >0) et celles de Hodges
ab initio.
peine (dans les re´gions attractives du potentiel). C’est tout de meˆme une solide confirmation de
la qualite´ – ne parlons meˆme pas de la validite´ – de ces deux approches nume´rico-the´oriques. Par
ailleurs, une surface (celle de Hodges et al.) est calcule´e aux valeurs moyennes, quand l’autre est
la moyenne d’un potentiel 9d. Or nous avons vu qu’en termes de de´veloppement de Taylor, les
deux ne diffe´raient que par les termes de second ordre et plus. Le peu de diffe´rence constate´ est
donc une confirmation supple´mentaire de la domination des termes line´aires (en les ge´ome´tries
internes) du potentiel.
En outre, on constate sur la figure 5.6 et dans la table 5.2 que notre potentiel est quasiment
toujours au-dessus de celui de Hodges et al.. Les diffe´rences proviennent a` mon sens essentielle-
ment de deux facteurs :
- l’influence des termes de second ordre en les ge´ome´tries internes. Cependant, elles n’ont
pas de raisons d’eˆtre positives plutoˆt que ne´gatives ;
- une tendance syste´matique de leur calcul a` eˆtre trop profond ou du noˆtre a` ne pas l’eˆtre
assez. Ils ont fait des calculs CCSD(T) en comple´ment de leurs calculs SPT, et trouvent
la meˆme tendance de ce dernier a` eˆtre plus profond. Ils pre´tendent pour leur part que le
SPT est plus re´aliste, car meilleur dans la description de la contribution de dispersion, qui
est la composante attractive principale du potentiel intermole´culaire. La seule chose qui
puisse dire si une surface est meilleure que l’autre sera donc finalement la comparaison
aux expe´riences. Le calcul pre´cis du spectre de van der Waals du complexe (vide infra)
et sa comparaison a` l’expe´rience seraient un test beaucoup plus parlant que les seconds
coefficients de viriel (calcule´s par (84)). Ces derniers sont certes un test fin, mais seule-
ment du potentiel isotrope. En effet, ils sont de´finis comme les coefficients des puissances
successives de nV (avec n la densite´ et V le volume), quand on fait une correction en forme
de de´veloppement de Taylor de la loi des gaz parfaits. Ils sont associe´s a` des grandeurs
macroscopiques, et sont donc en quelque sorte moyenne´s sur les orientations des mole´cules.
Ils ne peuvent ainsi pas servir a` caracte´riser les diffe´rences d’anisotropie entre deux surfaces.
Finalement, la table 5.3 re´sume en quelques points l’importance des diffe´rentes corrections.
La dernie`re valeur, ou` δ9d est e´value´ aux ge´ome´tries moyennes, est proche de ce qu’ont fait
Hodges et al., puisque c’est l’e´quivalent d’un calcul 5d aux ge´ome´tries moyennes. Deux re´sultats
importants sont a` retenir de cette table. D’une part, les corrections R12 et < δ9d > sont toutes
deux de l’ordre de 5 a` 10 %. D’autre part, la moyenne de δ9d et δ9d e´value´ aux valeurs moyennes
sont tre`s peu diffe´rents, ce qui est cohe´rent avec le peu de diffe´rence observe´ entre nous et Hodges,
et cette de´pendance quasi-line´aire du potentiel en les ge´ome´tries internes.
1Elles diffe`rent en ceci des valeurs donne´es dans la table I de E.2.2, qui sont des valeurs ab initio pour 5d+R12
en re et < r >0.
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5d seul 5d+R12
(R, θ, φ, θ′, φ′) V (R, θ, φ, θ′, φ′) V
Min 1 (5.90, 0, 0, 0, 0) −209.09 (5.83, 0, 0, 0, 0) −223.89
Min 2 (6.10, 119.5, 0, 90, 90) −182.96 (6.05, 120, 0, 90, 90) −193.44
Saddle min (6.5, 40, 0, 62, 90) −25.24 (6.37, 40, 0, 61, 90) −33.19
5d+R12+ < δ9d > 5d+R12 + δ9d(χ)
(R, θ, φ, θ′, φ′) V (R, θ, φ, θ′, φ′) V
Min 1 (5.82, 0, 0, 0, 0) −235.14 (5.82, 0, 0, 0) −235.88
Min 2 (6.07, 119, 0, 90, 90) −199.40 (6.06, 119, 0, 90, 90) −201.98
Saddle min (6.38, 40, 0, 61, 90) −34.26 (6.37, 40, 0, 61, 90) −34.19
Tab. 5.3 – Extrema et points selles, valeurs pour les diffe´rentes corrections. Toutes les valeurs
donne´es ici sont celles des ajustements des diffe´rentes corrections 1.
5.2.7 Synthe`se : choix des ge´ome´tries internes pour les calculs rigid body
Dans la section pre´ce´dente, nous sommes beaucoup attarde´s sur la comparaison entre notre
surface, moyenne´e sur les vibrations internes des mole´cules, et celle de Hodges et al. (84). La rai-
son est que ce n’est pas seulement d’une comparaison de surface de potentiel dont il s’agit, mais
d’une confirmation de nos re´sultats nume´riques et the´oriques concernant le choix des ge´ome´tries
internes, un des principaux re´sultats de cette the`se. Dans la pre´sente section, nous allons retracer
plus pre´cise´ment l’historique du choix des ge´ome´tries internes ou plutoˆt, celle des re´sultats qui
nous confortent dans l’ide´e qu’au moins pour des calculs de collisions e´lastiques en vibration, le
bon choix de ge´ome´tries est celui des ge´ome´tries moyennes.
Mettons-nous en situation. Nous voulons calculer une surface ab initio d’interaction entre
deux mole´cules, mais ne pouvons pas nous passer de l’hypothe`se rigide, pour des raisons de
couˆt de calcul. C’est effectivement encore le cas pour la plupart des calculs, actuellement. Du
moment qu’on fige les mole´cules, la question se pose ine´luctablement : quelles ge´ome´tries internes
choisir ? Si l’on ne pre´suppose aucune application particulie`re de notre surface, notre logique de
physicien nous met sur la voie de la minimisation de l’e´nergie. Dans l’hypothe`se ou` nos mole´cules
n’interagissent pas trop violemment, on choisit donc assez naturellement les ge´ome´tries qui
minimisent l’e´nergie interne de chacune des mole´cules, isole´e. Bien suˆr que l’interaction rend
cette minimisation approximative ; les conformations optimales se trouvent modifie´es par la
pre´sence d’un partenaire. C’est ne´anmoins le meilleur choix que l’on puisse faire, semble-t-il, a`
l’ordre ze´ro de perturbation.
Mais revenons dans notre peau d’astrophysicien, et voyons que nous voulons calculer des taux
de collision, ou – qui peut le plus peut le moins – reproduire le spectre ro-vibrationnel de nos
mole´cules. Pour ce qui est des taux de collision, nos re´sultats sont clairs. Si le potentiel de´pend
quasiment line´airement des coordonne´es internes, comme c’est le cas pour H2O-H2, le meilleur
choix est les coordonne´es moyennes (au sens line´aire). Pour certains syste`mes, notamment ou`
les mole´cules ont des modes de vibrations peu e´nerge´tiques, il se pourrait que cette de´pendance
ne soit pas du tout line´aire.
Avant de faire ce choix de ge´ome´tries, il faut donc s’assurer de quelque fac¸on de cette de´pen-
dance. Pour ce faire, nul besoin comme nous le fˆımes d’avoir une surface non rigide comple`te,
quelques points peuvent suffire. Pour construire leur nouvelle surface CO-H2 (92), nos collabo-
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rateurs polonais, par exemple, ont calcule´ quelques points en de´formant H2 ou CO. Cela leur a
permis de ve´rifier que le potentiel de´pendait quasiment line´airement des coordonne´es internes,
sur un tre`s vaste domaine de de´formation. On sait alors que pour des calculs de taux de collision,
le bon choix serait de prendre les ge´ome´tries moyennes (ce que nous avons fait dans E.4.1).
Qui plus est, ceci ve´rifie´, la connaissance du potentiel en trois ge´ome´tries internes par coor-
donne´e interne (rMe , et r
M
e ±h) pour chaque orientation relative des mole´cules suffit a` construire
tout un potentiel ou` la mole´cule M se de´forme tant qu’elle veut.
Nos collaborateurs polonais se sont de´ja` penche´s a` plusieurs reprises sur ma question des
ge´ome´tries moyennes. Comme nous le mentionnions, Hodges et al. (84) se basaient sur un article
sur le dime`re de l’eau de Mas et Szalewicz (112) pour le choix de leurs ge´ome´tries internes. C’e´tait
effectivement l’un des premiers articles a` plaider pour l’option ge´ome´tries moyennes a` la place des
ge´ome´tries d’e´quilibre, a` une e´poque ou quasiment tous les calculs ab initio se faisaient encore
aux ge´ome´tries d’e´quilibre. Ils constataient notamment qu’inde´pendamment de la me´thode ab
initio, l’e´nergie de liaison e´tait plus forte avec les valeurs moyennes. Par ailleurs, leur argument
e´tait que dans la plupart des expe´riences, on mesure des proprie´te´s de mole´cules qui sont dans
leur e´tat vibratoire fondamental, et qu’en moyenne dans le temps leurs coordonne´es internes
sont donc celles obtenues par une moyenne sur cet e´tat, justement.
Plus re´cemment, dans un article sur le complexe Ar-HF de Jeziorska et al. (93) (dont Sza-
lewicz et Jankowski sont co-auteurs), ils font explicitement des calculs avec diffe´rentes valeurs
moyennes des coordonne´es (line´aire, quadratique, cubique, 1/r2). Ils montrent the´oriquement
et par le calcul que toutes ces moyennes sont largement meilleures que re pour toutes les com-
paraisons a` l’expe´rience : spectroscopiques, collisionnelles, calculs en phase condense´e. Du coˆte´
du spectre ro-vibrationnel, c’est la moyenne cubique qui donne les meilleurs re´sultats. Ils ne
donnent he´las pas d’explication a` cela. Ils concluent que la moyenne line´aire est aussi un tre`s
bon choix, spe´cialement pour les phe´nome`nes de basse e´nergie c’est-a`-dire, pour eux, jusqu’a`
quelques centaines de cm−1. Et c’est bien souvent le cas pour nous, en tout cas lorsque nous ne
conside´rons pas les e´tats vibratoires des mole´cules.
5.3 Le complexe de van der Waals
5.3.1 Motivations
Evidemment, et bien qu’ils soient parfois utilise´s a` ces fins, les calculs de surfaces de poten-
tiel intermole´culaires ne sont pas uniquement motive´s par la connaissance de taux de collision
ro-vibrationnels. Un autre vaste champ d’application auquel nous avons de´ja` brie`vement fait
allusion est le calcul des e´tats lie´s de van der Waals (vdW). Les potentiels pre´sentant en ge´ne´ral
un ou plusieurs minima, les mole´cules peuvent sous certaines conditions s’orienter favorablement
et former ainsi une super-mole´cule lie´e non pas chimiquement, mais faiblement par le potentiel.
Cette super-mole´cule pre´sente alors, tout comme une mole´cule normale, des modes de vibration
propre radiaux (e´longation, ou stretching) et transversaux (pliage, ou bending) – nomenclature
a` ne pas confondre avec les modes propres des mole´cules elles-meˆmes. On peut aussi e´tudier la
rotation du complexe dans son ensemble.
Mais revenons a` notre syste`me favori. Comme nous l’avons laisse´ entendre a` la section pre´ce´-
dente, l’e´tude du complexe de van der Waals H2O−H2 trouve sa principale motivation dans une
e´ventuelle validation expe´rimentale de la surface. Notre e´tude est base´e sur pas mal d’approxi-
mations, nous le verrons, et n’est en principe qu’un pre´ambule a` des calculs plus pre´cis a` faire
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dans le cadre du re´seau Molecular Universe, par l’e´quipe ne´erlandaise d’Ad van der Avoird. Si
l’on arrivait a` pre´dire une spectroscopie de van der Waals, elle pourrait e´ventuellement eˆtre ve´-
rifie´e par une expe´rience (toujours en Hollande, a` Neijmegen ?). En l’e´tat actuel des choses, rien
n’est encore fait sinon notre e´tude, cependant. Aussi n’est-il pas vain de pre´senter les quelques
re´sultats pre´liminaires obtenus.
Du coˆte´ de la bibliographie, V. Buch (32) s’attaquait de´ja` a` la question en 1992. Elle ne
disposait he´las pas d’une bonne surface de potentiel, puisque meˆme sa topologie e´tait errone´e
(elle avait 3 minima au lieu de deux). Mais sa me´thode e´tait plus sophistique´e que ce que
nous ferons. Elle avait un mode`le a` deux dimensions (le plan de l’eau), utilisant la diffusion
Monte Carlo, et elle avait traite´ le proble`me en faisant ou en ne faisant pas tourner l’eau. Les
inconve´nients de sa me´thode sont d’une part qu’elle ne´gligeait les mouvements hors du plan et,
d’autre part, que seulement les e´tats fondamentaux sont facilement trouve´s. Or l’inte´reˆt de notre
e´tude re´side pre´cise´ment dans l’existence probable d’e´tats lie´s excite´s. Dans la suite, nous nous
comparerons donc essentiellement a` ce travail.
5.3.2 Me´thode et mode`le
Pour de´terminer la spectroscopie vdW du complexe je ne me suis donc pas lance´ dans la
connaissance d’un code vdW, tel que bound (89), qui aurait pris plus de temps et n’e´tait pas
un but principal de ma the`se. A la place, nous avons commence´ par de´velopper un algorithme
de re´solution d’e´quation de Schro¨dinger stationnaire unidimensionnel. Cet algorithme est donne´
et discute´ en annexe car le´ge`rement en marge du sujet de la the`se, mais est cependant tre`s
inte´ressant. J’en recommande donc la lecture a` qui s’inte´resse aux questions d’algorithmique.
Notre algorithme n’e´tant qu’a` une dimension, on va chercher a` faire des approximations pour
de´coupler les diffe´rentes dimensions de notre proble`me, et en faire une somme de contributions
a` une dimension. Soyons honneˆtes de`s le de´part, cela n’a pas de pre´tention au niveau de la
pre´cision, mais nous donnera quelques informations inte´ressantes.
Premie`re e´tape dans la re´duction de la dimension. On n’e´tudie pas directement les vibra-
tions internes des mole´cules, aussi nous plac¸ons-nous aux ge´ome´tries moyennes. Ceci est a` peu de
choses pre`s e´quivalent a` la correction moyenne´e, mais nous permettra une ge´ne´ralisation plus di-
recte a` la mole´cule D2 (qui a certes peu de chance d’eˆtre observe´e dans une source astrophysique,
mais n’est pas de´nue´e d’inte´reˆt pour autant).
Seconde e´tape. Nos mole´cules, lorsqu’elles forment un complexe, ne sont plus des rotateurs
libres, et il faut trouver un moyen pas trop fumeux tout de meˆme de de´crire certains mouvements
propres des mole´cules. Nous avons donc choisi de ne pas faire tourner l’eau, quand l’hydroge`ne
n’a e´te´ regarde´ que dans ses deux e´tats fondamentaux de rotation, J=0 (para) et J=1 (ortho).
Conscients que ces e´tats sont modifie´s en pre´sence de l’eau, il e´tait important d’un point de
vue qualitatif de garder ces deux formes bien dissocie´es, car elles sont (d’un point de vue as-
trophysique) quasiment comme deux mole´cules diffe´rentes. Le para H2 sera donc simplement
une boule, sans aucune orientation favorise´e. L’ortho H2 peut prendre deux formes, mais nous
n’avons garde´ que celle ressemblant a` une quille, avec une orientation pre´fe´rentielle.
Troisie`me e´tape. Ou` chercher des e´tats de van der Waals ? Intuitivement, on se dit que s’il
existe des e´tats localise´s, ils doivent se trouver dans les re´gions minimales du potentiel, et que
ce puits de potentiel doit eˆtre suffisamment profond pour garder ces e´tats localise´s. Bien que
nous ayons regarde´ aux environs des deux minima de notre surface, seuls les re´sultats trouve´s au
minimum principal sont suffisamment fiables pour valoir la peine d’eˆtre expose´s. Les re´sultats
obtenus au minimum secondaire ne serviront que de confirmation pour la non-localite´ des certains
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Fig. 5.7 – Coupe de la surface H2O–H2 moyenne´e sur l’e´tat de rotation j = 0 de H2. La coupe
est faite dans le plan de l’eau. Les e´quipotentielles sont espace´es re´gulie`rement de 5 cm−1. La
premie`re ligne pleine est l’e´quipotentielle V = 0. Le puits de ce potentiel vaut ∼ −78.7 cm−1.
e´tats trouve´s au minimum principal.
Par ailleurs, il convenait d’orienter notre ortho H2. Nous l’avons logiquement place´ dans la
conformation minimale, ou` la ✭✭ quille ✮✮ pointe toujours vers le centre de masse de l’eau.
Ceci fait, il nous reste trois degre´s de liberte´. Un degre´ de stretching (R variable, θ = 0) et
deux de bending (R fixe, θ variable et φ = 0 ou π/2). Pour pouvoir traiter se´pare´ment ces trois
modes, on doit encore faire une hypothe`se d’e´chelle, qui est que l’e´nergie de stretching (Es) sera
nettement plus importante que celles de bending (Eb1 et Eb2). On peut ainsi traiter ces modes
comme une perturbation et conside´rer que l’on a trois oscillateurs anharmoniques de´couple´s.
Il conviendra bien e´videmment de ve´rifier cette hypothe`se a posteriori. Pour chaque degre´ de
liberte´, on a ainsi construit un potentiel 1d que nous avons mis en entre´e de notre algorithme
de Krylov. L’e´tat final que nous trouverons aura pour e´nergie la somme des e´nergies dans les
trois directions, E = Es + Eb1 + Eb2. Voila` le tableau pose´ ; voyons ce que nous donne de cette
mode´lisation rustique.
5.3.3 Re´sultats
para H2 (j=0)
Sur la figure 5.7, nous pre´sentons une coupe dans le plan de la surface H2O-H2 moyenne´e
sur l’e´tat para de H2. Cette moyenne aplanit grandement la surface, et meˆme la topologie se
trouve change´e. Le minimum principal devient un point selle, et c’est aux environs du minimum
secondaire de la surface 5d que l’on retrouve le minimum de cette nouvelle surface. Avant de
faire des calculs d’e´tats de vdW, on peut faire une approximation d’oscillateur harmonique a` 2d
dans le puits, et on trouve par un calcul d’ordre de grandeur que s’il y a un e´tat lie´, il le sera
tre`s peu. Et effectivement, si nous avons trouve´ un e´tat vers θ = 0, les calculs comple´mentaires
que nous avons faits au minimum secondaire donnent un e´tat tre`s ressemblant en forme et en
e´nergie, avec l’e´tat au minimum secondaire le´ge`rement plus lie´. Ceci nous laisse supposer que
ces deux e´tats n’en sont en fait qu’un, de´localise´, avec une plus forte probabilite´ de pre´sence aux
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environs des hydroge`nes de l’eau. Pour sa part, Buch trouvait dans ce cas (figure (b) de (32))
que la re´gion de l’oxyge`ne n’e´tait carre´ment pas peuple´e. Ceci provient suˆrement du fait que son
minimum principal n’e´tait pas assez profond. L’e´tat que nous trouvons est entre 25 et 30 cm−1
sous la dissociation, ce qui est moins lie´ que l’e´tat de Buch pour cette conformation.
ortho H2 (j=1)
L’ortho H2 n’e´tant pas isotrope, il est impossible de faire une moyenne de la surface sur un
tel e´tat, comme nous avons pu le faire pour le para H2. Mais c’est plus grave que cela, car de`s
que nous nous e´loignons d’une conformation connue, nous ne pouvons plus savoir comment notre
ortho H2 va s’orienter. C’est cela qui nous pousse a` nous concentrer sur le minimum principal,
et ne pas tirer de conclusions autres que qualitatives du minimum secondaire.
Nous trouvons deux e´tats lie´s au minimum principal. Ils sont pre´sente´s sur la figure 5.8.
Dans la table 5.4, nous donnons les e´nergies totales de ces e´tats, de´compose´es en contributions
radiales et de bending. L’e´tat fondamental est tre`s lie´, et son e´nergie totale est environ 50 cm−1
sous la dissociation. Ce n’est pas loin des 53 cm−1 de (32) pour la meˆme situation, meˆme
si la proximite´ nume´rique est le´ge`rement fortuite. On voit que les e´nergies de bending sont
effectivement plus petites que celles radiales, mais tout de meˆme pas d’un ordre de grandeur.
Cela veut dire que notre approche de de´couplage des trois degre´s de liberte´ est limite, dans ce
cas. Le point radicalement nouveau est la pre´sence du second e´tat excite´. Celui-la` est tre`s peu
lie´. Nos calculs au minimum secondaire nous laissent penser qu’il est comple`tement de´localise´
autour de l’eau, mais quand meˆme lie´.
Notons finalement que lorsqu’elle laissait tourner librement son eau dans le complexe, V.
Buch (32) trouvait un seul e´tat comple`tement de´localise´. La re´alite´ doit se situer entre cette
version et notre version statique : l’eau bouge certainement, mais sa rotation n’est certainement
pas celle de la mole´cule libre. Ce qui est inte´ressant avec les deux e´tats que nous trouvons, c’est
H2 radial p./d. φ = 0 p. φ = 90 p. total p.
ED 120
E0 47/73 10 11 68
E1 102/18 5 5 112
Tab. 5.4 – Energies radiales et transverses des deux e´tats lie´s, en cm−1. ✭✭ p. ✮✮ sont les e´nergies
au-dessus du puits de potentiel correspondant, ✭✭ d. ✮✮ est l’e´nergie de dissociation.
la possibilite´ d’une transition. Selon ces calculs pre´liminaires, l’e´nergie de transition devrait se
situer aux environs de 45 cm−1. En termes de fre´quence, c’est 1.35 THz, ou encore 222 µm. Cela
tombe donc dans une des bandes d’observations du HSO. Bien que cela semble peu probable, ce
serait un re´sultat inte´ressant que de telles transitions soient observe´es.
5.4 Isotopes
Comme nous l’expliquions au chapitre 2, les surfaces construites sous l’hypothe`se de Born-
Oppenheimer ne de´pendent pas de la masse des noyaux. Ainsi, une surface calcule´e pour un
complexe serait valable aussi pour toutes les combinaisons isotopiques de ce syste`me, n’e´tait le
proble`me des coordonne´es internes. En d’autres mots, si l’on substitue par exemple un atome de
deute´rium a` un atome d’hydroge`ne dans notre syste`me H2O-H2, mais sans changer en rien les
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Fig. 5.8 – Etats de vdW au minimum principal, pour le proble`me radial. Le potentiel a e´te´
rehausse´ de l’e´nergie du puits.
coordonne´es internes, le potentiel reste identique. Cela signifie donc que si l’on a un potentiel
non rigid body, il de´crit aussi tous les isotopes du syste`me.
C’est la` un autre champ d’application que nous ouvre notre surface 9d. Je dirai meˆme que
c’est une des justifications d’un calcul aussi complexe. L’eau e´tant une mole´cule non seulement
inte´ressante, mais tre`s abondante, ses isotopes, et surtout HDO, ont de fortes chances d’eˆtre eux
aussi observe´s graˆce a` Herschel. Ils peuvent meˆme servir, comme les astronomes ont coutume de
le faire, a` contraindre les conditions physiques d’un milieu lorsque l’observation de la mole´cule-
me`re (ici, l’eau) ne fournit pas d’information, car elle y est trop abondante et sature le signal. Il
est donc important d’avoir des taux de collision aussi avec HDO. Comme cela requiert un calcul
de surface non rigid body, il y a fort peu de syste`mes pour lesquels de tels taux sont connus
pre´cise´ment. La me´thode la plus courante est alors de prendre simplement les meˆmes taux, quel
que soit l’isotope. Notons tout de meˆme qu’avec le potentiel d’interaction de l’eau avec l’he´lium,
S. Green (71) avait recalcule´ des taux pour HDO.
Le proble`me, en plus des ge´ome´tries internes, c’est que si le potentiel ne de´pend pas des
masses des noyaux, la dynamique de collision, elle, en de´pend fortement. Le formalisme de
collision est central, rappelons-le, et cela suppose que les syste`me de coordonne´es principal a son
origine au centre de masse de l’isotopologue, qui n’est pas a` la meˆme position que celui de l’eau
(a` ge´ome´trie interne fixe´e, s’entend). De plus, les fonctions de base du potentiel doivent eˆtre
les fonctions propres de rotation. Et pour que les harmoniques sphe´riques restent les fonctions
propres de l’isotopologue, il faut encore faire une rotation des axes (dans le plan de la mole´cule),
en sorte que les nouveaux axes soient les axes d’inertie de l’isotopologue.
Pour l’eau, nous avons fait les calculs et programme´ ces transformations de coordonne´es, et
elles sont donne´es de fac¸on ge´ne´rique dans l’annexe C.5.
Venons-en au cas de l’eau, donc. Dans un premier temps, on veut calculer des taux de
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collision rotationnels. On va donc se contenter d’un potentiel 5d. Et la question de se poser
ine´luctablement : quelle approximation choisir ? S’il serait plus simple de prendre la valeur du
potentiel 9d aux ge´ome´tries moyennes de l’isotope, il est plus rigoureux et plus pre´cis de faire la
moyenne du potentiel sur les fonctions d’onde de vibration de l’isotopologue.
He´las, ces deux approches n’ont pas pu eˆtre investigue´es plus en de´tail pendant cette the`se.
Il est ne´anmoins selon moi d’une grande importance que des taux de collision soient calcule´s
pour HDO et D2O, pour les motifs expose´s plus haut. Il serait vraiment beˆte de ne pas profiter
pleinement de la surface 9d pour cette application des plus pertinentes.
5.5 De´sexcitation vibrationnelle de l’eau : mode`le du rigid ben-
der
Comme je l’ai laisse´ entendre pre´ce´demment, les calculs inte´gralement quantiques ne sont
pas encore a` l’ordre du jour pour un syste`me d’une telle complexite´. D’une part les e´quations
de dynamique collisionnelle ne sont nulle part dans la litte´rature, et d’autre part, les temps de
calculs sont pour l’instant prohibitifs. Une approche mixte, quantique en vibration et utilisant
l’IOS en rotation (VCC-IOS) aurait pu eˆtre envisageable, mais n’est pas encore faite non plus.
En attendant, nous pouvons tout de meˆme profiter de ce magnifique outil qu’est notre surface
9d pour au moins de´fricher le terrain. Nous avons donc entrepris une e´tude dynamique incluant
les vibrations, mais simplifie´e. Nous n’avons garde´ que l’angle de pliage comme coordonne´e
interne variable, les autres e´tant gele´es a` leur valeur effective rotationnelle (voir section 2.2.6).
La dynamique de collision a ensuite e´te´ traite´e de fac¸on classique, par la me´thode MCQCT
pre´sente´e au chapitre 2.
Pour ces calculs de collision classique, il fallait non seulement le potentiel, mais aussi sa de´ri-
ve´e par rapport a` toutes les coordonne´es mobiles, la dynamique e´tant hamiltonienne. Comme cela
pourrait toujours servir ulte´rieurement, nous avons calcule´ analytiquement et nume´riquement les
de´rive´es par rapport a` toutes les coordonne´es. Les de´veloppements analytiques correspondants
se trouvent dans l’annexe C.2.
5.5.1 Re´sultats
Cette e´tude de la de´sexcitation collisionnelle de ν2 = 1 est principalement le travail d’Ale-
xandre Faure et Laurent Wiesenfeld. Elle a donne´ lieu a` deux articles donne´s en annexe. Je ne
vais pas ici retracer l’ensemble des re´sultats pre´sente´s dans ces manuscrits, mais simplement en
donner un re´sume´ (en franc¸ais).
Dans le premier (annexe E.2.2), nous calculons les taux de de´sexcitation de 1 vers 0 et de
2 vers 1 dans une gamme de tempe´ratures comprises entre 500 et 4000 K. Pour le potentiel de
pliage6, nous avons pris la forme de Wu et al. (173), qui reproduit pre´cise´ment notre potentiel.
On montre que nos taux sont compatibles avec la seule donne´e expe´rimentale disponible, un
point a` 295 K (175). Par ailleurs, nos re´sultats sont un bon ordre de grandeur plus grands que
les taux utilise´s jusqu’alors par les astronomes (67), qui sont base´s sur une loi empirique de´duite
de mesures dans des tubes a` choc sur des diatomes (124). On trouve par ailleurs que les e´tats de
rotation jouent un grand roˆle dans les taux obtenus, ce qui laisse supposer qu’un traitement base´
sur l’approximation soudaine, tel le VCC-IOS pourrait ne pas marcher dans le cas de mole´cules
6Une forme analytique est ne´cessaire pour la dynamique de collision.
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ayant de grandes constantes rotationnelles, comme c’est le cas ici. Des traitements plus raffine´s,
tel le VCC-CS, pourraient s’ave´rer ne´cessaires pour obtenir des taux pre´cis dans ce cas, et surtout
a` basse tempe´rature. C’est la` l’aspect plus pre´dictif de notre travail.
Dans le second (annexe E.3.1), nous nous focalisons beaucoup plus sur la dynamique de
collision, et montrons de fac¸on semi-qualitative la de´pendance des sections en la rotation de
l’eau, a` une unique e´nergie de collision de 3500 cm−1. L’excitation rotationnelle initiale favorise
nettement les sections totales (somme´es sur la rotation)7 de de´sexcitation vibrationnelle. On
observe par ailleurs une tre`s forte de´pendance de ces sections en l’orientation du moment angu-
laire de l’eau, ce qui montre le roˆle-cle´ du caracte`re asyme´trique de l’eau. La` aussi, on re´affirme
que la me´thode quantique VCC-IOS sous-estimera notoirement les sections rovibrationnelles
ine´lastiques.
5.6 Matrice de couplages vibrationnels
De meˆme que nous avons de´fini la moyenne du potentiel dans un e´tat vibratoire (ou, de
fac¸on e´quivalente, celle de δ9d), il n’est pas interdit de “sandwicher” le potentiel entre deux
e´tats diffe´rents. On obtient alors la matrice de couplage vibrationnel. Cette matrice est surtout
ne´cessaire dans le cadre d’un calcul de collision quantique avec (de´s)excitation vibrationnelle,
ou` rotation et vibration seraient de´couple´es (VVC-IOS, par exemple). C’est donc plus dans une
optique de calculs a` venir que nous la pre´sentons ici. Comme pour le potentiel, cette matrice est
disponible en tout point de l’espace 5d, et pourra servir le jour ou` de tels calculs seront entrepris.
Ceci dit, une e´tude pre´alable de ces couplages peut nous renseigner a priori sur leur intensite´
et leur topologie, et ainsi fournir une description plus intuitive de ce qui se passe. Tout comme
la connaissance de la topologie d’un potentiel peut aider a` comprendre certains comportements
collisionnels (du moins dans le formalisme classique).
Comme seule la partie du potentiel de´pendant explicitement des coordonne´es intramole´-
culaires peut induire de tels couplages, on a
〈ψν |V9d|ψν′〉 = V5dδνν′ + 〈ψν |δ9d|ψν′〉 (5.22)
Le potentiel 5d ayant de´ja` e´te´ e´tudie´, on ne regarde ici que le second terme. On voit notamment
que les e´le´ments diagonaux de ce terme ne sont autres que les diffe´rentes moyennes du potentiel
dont nous parlions plus haut. Dans notre cas, cette matrice se re´duira a` une fonction des 5
coordonne´es intermole´culaires. On peut en extraire des coupes bidimensionnelles qui nous infor-
merons sur l’intensite´ des couplages, ainsi que leur topologie. Les e´tats vibrationnels dont nous
disposons sont toujours les trois premiers e´tats de pliage de l’eau (ν2 = 0, 1, 2). On obtiendra
donc apre`s calcul une matrice 3×3 syme´trique. Nous donnons dans la figure 5.9 un exemple de
coupe bidimensionnelle de cette matrice avec seulement R et θ variables, les autres coordonne´es
e´tant fixe´es. D’autres coupes avec des choix diffe´rents de couples de variables ont e´te´ faites, et
les informations que nous discutons sur l’exemple propose´ sont de nature ge´ne´rale.
Commenc¸ons par regarder les termes diagonaux. Leur allure ge´ne´rale est tre`s similaire d’un
terme a` l’autre. On voit simplement le minimum se de´placer a` gauche et s’intensifier quand ν2
augmente. Si l’on se rappelle la discussion sur les minima de la surface globale, on voit que
le minimum du terme ν2 = 0 co¨ıncide parfaitement avec la position du minimum secondaire.
On sait par ailleurs que lorsque l’eau est excite´e en pliage, la position moyenne de ses atomes
d’hydroge`ne est plus haute (l’angle est plus ouvert), et donc le minimum de la surface se trouve
7σtot(Ec, {J, ν2 = 1} → {ν2 = 0})
.
=
P
J′ σ(Ec, {J, ν2 = 1} → {J
′, ν2 = 0}), ou` Ec est l’e´nergie de collision.
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Fig. 5.9 – Coupe bidimensionnelle de la matrice de couplage pour la configuration φ = 0, θ′ = π2 ,
φ′ = π2 . Le centre de masse de l’hydroge`ne est ainsi dans le plan de l’eau, mais la mole´cule
elle-meˆme est perpendiculaire a` ce plan. Les abcisses repre´sentent R en unite´s atomiques, les
ordonne´es θ en degre´s. Les couplages sont en cm−1. Les valeurs de ν2 sont aussi rappele´es.
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lui aussi de´cale´ vers le haut (d’ou` un θ plus petit).
Ensuite, le terme 0-2 est tre`s petit, ce qui est naturel. On s’attend effectivement a` ce que le
terme δ9d, vu son amplitude et la dominance des termes de Taylor d’ordre 1 dans son ajustement,
induise pre´fe´rentiellement des transitions avec ∆ν = 1. Les termes sous-diagonaux 0-1 et 1-2
sont quant a` eux tre`s ressemblants, au signe pre`s. Il est difficile de donner une interpre´tation
au signe de ces couplages. Plutoˆt, on remarquera qu’ils sont intenses aux points de syme´trie
particulie`re (au-dessus de l’oxyge`ne ou entre les deux hydroge`nes) et a` la meˆme “latitude” que
les termes diagonaux, c’est-a`-dire a` proximite´ d’un des hydroge`nes de l’eau, un peu plus haut.
L’extrapolation de cette analyse a` la dynamique de collision n’est pas triviale, mais on sait de´ja`
que les sections de transitions 1-2 et 2-1 ont de bonnes chances d’eˆtre proches des 0-1 et 1-0,
respectivement. Expe´rimentalement, Zittel et Masturzo (175) trouvent pour des collisions entre
H2O et H2O ou Ar que les taux de de´sexcitation (somme´s sur la rotation) 2-1 sont environ deux
fois plus grands que les taux 1-0.
5.7 Conclusion
Dans ce chapitre, nous avons appris beaucoup de choses. Un des principaux enseignements
concerne le choix des ge´ome´tries internes. Si quelques auteurs avaient de´ja` statue´ empiriquement
ou the´oriquement sur le choix des ge´ome´tries moyennes, c’est je crois la premie`re fois qu’on le
de´montre sur un syste`me aussi complexe en faisant explicitement les moyennes. Le choix de l’IS
s’est aussi re´ve´le´ une bonne strate´gie, un moyen de validation interne tre`s satisfaisant.
Un autre aspect positif est la possibilite´ d’e´tudier les phe´nome`nes ro-vibrationnels. Nous
avons mene´ quelques e´tudes pre´liminaires donnant lieu notamment a` deux publications (annexes
E.2.2,E.3.1), et il y a encore foule de fac¸ons d’utiliser notre potentiel pour calculer toutes sortes
de taux.
D’un autre coˆte´, certaines choses sont encore en suspens dont il est dommage qu’elles ne se
soient pas faites pendant ma the`se. J’espe`re cependant qu’elles seront mene´es a` bien rapidement,
car c’est d’une grande importance. Le premier est la validation expe´rimentale de notre surface,
par calcul (plus pre´cis que notre e´tude pre´liminaire) des e´tats lie´s de vdW et comparaison a`
des mesures. Un autre point sont les isotopes, pour lesquels seul un travail pre´liminaire a e´te´
effectue´, mais qu’il serait carre´ment absurde de ne pas traiter, alors qu’on dispose avec notre
surface 9d d’un merveilleux outil pour le faire.
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Chapitre 6
Conclusion et perspectives
Nous donnons dans ce chapitre d’abord une synthe`se des principaux re´sultats de cette the`se.
Si les aspects astrophysiques du travail ont pu parfois n’eˆtre plus pre´sents qu’en filigrane au
cours des pre´ce´dents chapitres, cette conclusion sera l’occasion d’un retour aux sources : nous
mettrons spe´cialement l’accent sur les implications astrophysiques des re´sultats. Dans la seconde
partie du pre´sent chapitre, nous e´voquerons les perspectives de ce travail de the`se.
6.1 Synthe`se des re´sultats de la the`se
Du point de vue des aspects me´thodiques, de bonnes avance´es ont e´te´ faites durant ce travail
de the`se concernant les aspects de pre´cision des calculs de surfaces, ajustements et calculs de
collision.
Par ailleurs, nous avons pu fournir a` la communaute´ astrophysique une certaine quantite´ de
donne´es microphysiques, que ce soient des surfaces de potentiel, ou meˆme directement des taux
de collision. Ceux-ci sont soit des re´actualisations (CO-H2), soit des taux inexistants jusqu’alors
(HC3N-H2, H2O-H2 rovibration).
Commenc¸ons par un rappel des re´sultats d’ordre ge´ne´ral. Un premier constat est que malgre´
le de´cuplement des puissances de calcul et a` l’exception de ceux rappele´s ci-dessus, nos re´sultats
ne sont pas une re´volution, mais plutoˆt une e´volution par rapport a` ce qu’avaient pu faire Green
ou d’autres il y a une de´cennie et plus. Les valeurs des taux changent, tendent vers une meilleure
pre´cision, mais le changement ne de´passe ge´ne´ralement pas quelques dizaines de pourcents. C’est
a` la fois de´cevant et rassurant. De´cevant, car de gros efforts sont consentis pour un changement
pas radical. Rassurant aussi, car cette tendance a` l’e´volution plutoˆt qu’a` la re´volution nous
conforte dans l’ide´e que nous nous approchons de plus en plus d’un optimum de pre´cision. Aussi
est-il normal que le gain de pre´cision soit de plus en plus difficile : on tend semble-t-il vers une
asymptote.
En plus de ce constat ge´ne´ral, trois re´sultats de cette the`se sont re´ellement novateurs et
me´ritent qu’on y revienne ici, fuˆt-ce au prix d’une le´ge`re redondance par rapport aux chapitres
pre´ce´dents. Il s’agit d’une part de l’ajustement d’HC3N-H2 sur une base adapte´e au formalisme
de collision et, d’autre part, du choix des ge´ome´tries internes pour les calculs rigid body. Un
autre re´sultat est moins directement mon fait, mais me´rite aussi qu’on y revienne, ce sont les
taux de quenching vibrationnel de l’eau.
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6.1.1 HC3N-H2
Rappelons pour commencer les raisons pour lesquelles nous avons e´tudie´ HC3N. C’est la
premie`re des cyanopolyynes par son abondance, et elle est observe´e dans une grande gamme
de conditions physiques (tempe´rature, densite´). A ce jour, seuls des taux classiques HC3N-He
(73) sont disponibles, et les astrophysiciens emploient pour HC3N-H2 ces taux multiplie´s par
un facteur proche de
√
2. Par ailleurs, son grand dipoˆle situait a priori cette mole´cule comme
candidate pour exhiber des diffe´rences appre´ciables entre collision avec ortho ou para H2.
Vu la grande taille du baˆton HC3N, les potentiels avec l’he´lium ou l’hydroge`ne sont tre`s
anisotropes. Ainsi, pour les interpoler sur une base convenant au formalisme quantique de colli-
sion avec suffisamment de pre´cision, il faudra un tre`s grand nombre de fonctions de base. Ceci
a` son tour exige un grand nombre de points ab initio. C’est ce qui fait que Green et Chapman
(73) n’e´taient pas parvenus a` ajuster le potentiel HC3N-He de la sorte. Le point cle´ qui nous
a fait re´ussir la` ou` ils avaient e´choue´ est la troncation. Pour des collisions quantiques a` basse
e´nergie (jusqu’a` quelques centaines de cm−1), il n’est pas ne´cessaire d’avoir une description pre´-
cise des parties tre`s re´pulsives du potentiel, une description qualitative suffit. En mettant au
point une technique de troncation, nous avons centre´ l’effort d’ajustement sur les parties les
moins re´pulsives du potentiel, et ainsi pu re´duire le nombre de fonctions de base ne´cessaires.
Ceci, combine´ a` une hypothe`se sur la de´pendance en p2 du potentiel, a` un premier ajustement
par spline et a` l’ajout d’une fonction de poids pour l’ajustement en polynoˆmes de Legendre, a
permis finalement d’effectuer ce dernier avec une pre´cision de quelques cm−1, en accord avec
la pre´cision des calculs ab initio et adapte´e aux applications que nous voulions faire de la surface.
Ainsi, les calculs de collision ont pu eˆtre mene´s, et ils nous ont fourni plusieurs enseignements
pour le moins surprenants, qui trouvent des implications astrophysiques directes.
Le premier, obtenu de´ja` avec l’he´lium puis aussi avec H2, est l’effet d’alternance en fonction
de J . Les taux avec ∆J pairs sont nettement favorise´s par rapport a` ceux impairs, avec un
facteur 3-4 entre les deux, au maximum. Cet effet n’e´tait pas pre´dit par (73), et pour cause. Il
s’agit en effet d’un phe´nome`ne d’interfe´rences duˆ a` la quasi-parite´ du potentiel, effet qu’un calcul
classique ne peut reproduire, sauf au prix d’artifices tels qu’expose´s en 4.5.2 (page 111). Cette
alternance des taux pourrait avoir une conse´quence directe dans les inversions de populations
(effets maser), telles que de´crites par Hunt et al. (88).
On a aussi constate´ que la de´croissance des taux en fonction de ∆J est tre`s lente. Ainsi, une
approximation dipolaire pour les re`gles de transition ne fonctionnera pas du tout. On a ici des
re`gles de se´lection collisionnelles tre`s diffe´rentes de celles radiatives.
Un autre re´sultat d’importance est l’inde´pendance totale des taux en l’e´tat de rotation de
H2. Observe´e d’abord avec le para H2 (l’inclusion de J2 = 2 dans la base ne changeait en
rien les sections), cette tendance s’est confirme´e quand nous avons calcule´ l’ortho H2. Ainsi, les
sections para et ortho ne diffe`rent pas de plus de un ou deux pourcents, meˆme dans le re´gime
re´sonant (pre`s du seuil). C’est la` une de´ception, car nous espe´rions trouver dans cette mole´cule le
partenaire de collision ide´al pour aider a` contraindre le fameux rapport ortho/para de H2. D’un
autre coˆte´, on aura aussi appris que le dipoˆle n’est pas le seul parame`tre dans cette question. La
ge´ome´trie de la mole´cule cible est visiblement plus importante.
Finalement, le rapport entre taux avec he´lium et di-hydroge`ne oscille entre un facteur 1 et 3.
Sa moyenne n’est certes pas tre`s loin du
√
2 ge´ne´ralement usite´ comme scaling, mais nos re´sultats
montrent qu’en appliquant une telle recette, on peut se tromper alle`grement d’un facteur deux.
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6.1.2 Choix des ge´ome´tries internes
Le second re´sultat marquant concerne le choix des ge´ome´tries mole´culaires. Nous avons vu
que pour des raisons de temps de calcul, des approximations doivent eˆtre faites pour re´duire
la dimension du proble`me, quand on traite des supermole´cules. L’hypothe`se rigid body (RB),
qui consiste a` figer les ge´ome´tries internes des mole´cules, est une fac¸on couramment utilise´e de
parvenir a` cette fin. Mais de`s lors qu’on fige les ge´ome´tries internes, la question est : quelles
valeurs prendre ? On a a priori le choix entre plusieurs valeurs physiques. Historiquement, ce
sont principalement les ge´ome´tries d’e´quilibre, celles minimisant l’e´nergie interne des monome`res
isole´s, qui e´taient choisies. Depuis une quinzaine d’anne´es, d’autres choix ont e´te´ mis en avant,
et plusieurs discussions assez comple`tes sur le sujet ont e´te´ mene´es ((93), (92), ...). Pour les
collisions dans des conditions astrophysiques, les temps de vibration sont souvent bien plus
petits que ceux de collision, et on est en droit de penser que les ge´ome´tries effectives les plus
approprie´es sont la moyenne sur les vibrations internes.
De notre coˆte´, nous avons pu e´tayer the´oriquement et d’une fac¸on ine´dite cet argument
graˆce au calcul d’une surface H2O-H2 non RB. L’ajustement en polynoˆmes de Taylor pour les
coordonne´es internes a commence´ par montrer que ce sont largement les termes du premier
ordre (de´pendant line´airement d’une coordonne´e interne) qui dominent la contribution interne
δ9d. Ensuite, nous avons pu faire explicitement les moyennes de ce potentiel sur les fonctions
d’onde de vibration des mole´cules. Les termes du premier ordre s’annulant par cette ope´ration
(formule (5.14)), on a montre´ nume´riquement que le potentiel explicitement moyenne´ diffe`re tre`s
peu du potentiel e´value´ aux ge´ome´tries moyennes. C’est la premie`re fois qu’une telle comparaison
est entreprise, et elle nous apporte une re´ponse claire a` la question des ge´ome´tries internes : pour
un calcul de collision astrophysique, les meilleures ge´ome´tries RB sont celles moyennes, au sens
de la vibration.
6.1.3 Rovibration de l’eau
Pour conclure ce florile`ge, revenons sur un dernier re´sultat important. Dans un mode`le ou`
seule la coordonne´e de pliage de l’eau est variable, nous avons pu calculer dans un formalisme
classique les taux d’excitation/de´sexcitation vibrationnelle de l’eau en collision avec H2 (annexe
E.3.1). Le fait notoire est que les taux de de´sexcitation de ν2 = 1 vers 0 somme´s sur la rotation
sont un bon ordre de grandeur plus grands que ceux pre´ce´demment utilise´s (175). Cela trouve
une conse´quence directe dans l’interpre´tation des observations astrophysiques de ce mode de
pliage de l’eau, observe´ essentiellement dans les enveloppes stellaires.
6.2 Perspectives
Un aspect de validation de nos travaux fait he´las encore de´faut. C’est la validation expe´rimen-
tale. Plusieurs projets ponctuels sont cependant en voie d’eˆtre re´alise´s. Pour CO-H2, l’e´quipe
de Ian Sims, a` Rennes, pre´voit de mesurer des taux de rotation. Pour H2O-H2, c’est Ad van
der Avoird, a` Neijmegen (NL) qui fera tant calculs que mesure expe´rimentales du complexe de
van der Waals H2O-H2. Ces deux projets devraient normalement eˆtre mene´s a` terme dans les
quelques anne´es a` venir.
Pour rester dans les perspectives d’e´quipe, revenons a` des questions plus directement astro-
physiques. Deux syste`mes sont en cours d’e´tude dans notre e´quipe : H2CO-H2 (RB) et NH3-H2
(12 dimensions, avec les vibrations). Pour H2CO, le seul calcul pre´sent dans la litte´rature est
celui de Green, en collision avec l’he´lium. Quant a` NH3 il a de´ja` e´te´ amplement e´tudie´ (voir
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notamment (48; 49) pour les collisions avec H2). Cependant, il n’existe a` ce jour aucun calcul
incluant toutes les vibrations des deux mole´cules. Le calcul de surface le plus pousse´ est celui de
Hodges et Wheatley avec l’he´lium (85), incluant la de´pendance en la coordonne´e de pliage. Des
e´le´ments de validation externes existent donc, mais ne sont que partiels pour ces deux syste`mes.
Au vu du travail expose´ dans cette the`se, nous sommes cependant en droit d’eˆtre confiants a`
l’entame de ces e´tudes.
Mais jamais un calcul non RB n’avait e´te´ entrepris. Nous ne disposerons donc pas d’e´le´ments
de comparaison complets pour ces deux syste`mes, et donc n’aurons pas de validation externe de
nos re´sultats. Cependant, au vu du travail expose´ dans cette the`se, nous sommes en droit d’eˆtre
confiants a` l’entame de ces e´tudes.
Une recherche d’un grand inte´reˆt astrophysique est celle du syste`me pouvant contraindre
le rapport ortho/para H2. Graˆce aux trois mole´cules e´tudie´es dans cette the`se, nous avons tire´
quelques e´le´ments de synthe`se et coupe´ court a` l’hypothe`se que seul le dipoˆle comptait dans
l’affaire. Sur cette question, les deux syste`mes en cours d’e´tude pourraient eˆtre fort inte´ressants.
D’un point de vue plus ge´ne´ral, des deux aspects des calculs de taux de collision : surfaces
et calculs de dynamique de collision, nous pouvons graˆce a` ce travail de the`se et aux progre`s
re´alise´s en paralle`le affirmer les choses suivantes.
Les calculs et ajustements de surface sont un aspect maˆıtrise´ du proble`me. Non que nous
nous soyons de´barrasse´s de la complexite´ de tels calculs : ils restent souvent lourds et difficiles a`
faire. Mais nous savons calculer des surfaces ab initio avec une pre´cision suffisante pour toutes
les applications astrophysiques. Les ajustements sous une forme compatible avec le code de
collisions quantiques, a` une pre´cision en ade´quation avec celle des calculs ab initio, sont aussi
maintenant maˆıtrise´s pour tous les types de syste`mes.
La grande difficulte´ re´siduelle concerne donc les aspects dynamiques. Pour les syste`mes avec
une densite´ d’e´tats importante, les calculs sont tre`s vite trop lourds. L’explosion des temps de
calcul est meˆme telle qu’elle ne sera pas re´solue dans un avenir proche par de simples avance´es
technologiques en matie`re d’informatique. Le recours a` des approximations de de´couplage est
donc ine´vitable, mais il se fait au de´pens de la pre´cision. Le CS, par exemple, ne donne pas des
re´sultats tre`s pre´cis, et n’est valide´ que par comparaison a` des calculs CC. Comme je le disais au
chapitre 4, une re´volution dans le formalisme meˆme de collision est indispensable si l’on souhaite
pouvoir mener rapidement des calculs de collision avec une pre´cision suffisante pour de´crire tous
les effets fins (meilleure que 10%, typiquement). On pourrait imaginer garder la forme actuelle,
mais en inventant une me´thode de de´couplage plus e´conome et pre´cise que le CS, par exemple en
ne propageant que certaines parties de la matrice S, et en choisissant ces termes a` propager sur
des crite`res physiques. Une autre possibilite´ serait peut-eˆtre les paquets d’onde. Ils pre´sentent
l’avantage nume´rique d’eˆtre en N2, et pas en N3 (car on propage un vecteur, et non plus une
matrice). Actuellement, le syste`me le plus complexe e´tudie´ par cette me´thode est H2-H2, en CS
(105). Il n’existe pas d’application de cette me´thode a` des polyatomiques.
Pour conclure, il est inte´ressant de faire un e´tat des lieux des avance´es dans le domaine, par
rapport aux objectifs fixe´s il y a quelques anne´es. En 2002, une liste de mole´cules a` e´tudier en
priorite´ dans le cadre de la pre´paration a` Herschel et ALMA avait e´te´ e´tablie (voir (10)). Nous
donnons en annexe (D) une table des avance´es faites depuis. On peut constater que les choses
ont bien avance´. Parmi les mole´cules encore a` e´tudier, NH3 et H2CO en collision avec H2 sont
donc en cours d’e´tude a` Grenoble. Toujours a` Grenoble, nous comptons encore e´tudier CN, HCN
et HNC. Ceci fait, la liste des taˆches sera pratiquement remplie.
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Pour ce qui est de l’apre`s mise en service des instruments, nul doute que de nouvelles mole´-
cules vont eˆtre observe´es, dans des conditions tre`s varie´es. Le travail pour qui veut ✭✭ faire ✮✮ des
collisions mole´culaires n’est certainement pas preˆt de manquer. Ceci dit, la re´elle priorite´ si l’on
veut un progre`s rapide dans le domaine reste a` mon sens l’e´laboration d’une me´thode de traite-
ment quantique des collisions beaucoup plus efficace que ce dont nous disposons actuellement.
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Annexes du chapitre 3
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A.1 Code de couleur pour repre´senter les atomes
Fig. A.1 – Code de couleur pour repre´senter les atomes
A.2 Fonctions ge´ne´riques d’alge`bre angulaire
Nous donnons ici a` fins de rappel les fonctions alge´briques que nous utilisons notamment
dans l’ajustement des potentiels et dans la dynamique. Le but est d’en montrer la de´finition
et le comportement. Cependant, beaucoup de choix arbitraires (normes, phases) interviennent,
et meˆme au cours de ce manuscrit, diffe´rentes conventions auront parfois e´te´ employe´es. Nous
taˆcherons donc dans ce qui suit d’eˆtre le plus clair possible sur ces conventions.
A.2.1 Polynoˆmes de Legendre
Les polynoˆmes de Legendre Pl sont les solutions de l’e´quation diffe´rentielle
(1− x2)d
2y
dx2
− 2dy
dx
+ l(l + 1)y = 0 (A.1)
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Pour x ∈ [−1, 1]. Ils prennent pour valeur
– P0(x) = 1,
– P1(x) = x,
– P2(x) =
1
2(3x
2 − 1), . . . .
Ils forment une base orthogonale de polynoˆmes sur [−1, 1], avec poids 1 :∫ 1
−1
Pn(x)Pm(x)dx =
2
2n+ 1
δnm (A.2)
Ces e´quations les de´finissent univoquement. Il n’y a pas de conventions autres que celle de
normalisation, explicite´e ici.
A.2.2 Harmoniques sphe´riques et polynoˆmes de Legendre associe´s
Les de´finitions qui suivent sont issues de (5). Les polynoˆmes de Legendre associe´s peuvent
eˆtre de´finis comme suit.
Pml (x) =
(−1)m
2ll!
(1− x2)m/2 d
l+m
dxl+m
(x2 − 1)l = (−1)m(1− x2)m/2 d
m
dxm
Pl(x) (A.3)
Dans cette de´finition, il y a plusieurs conventions, dont la phase de Condon-Shortley (−1)m, que
certains auteurs omettent.
Pour m ne´gatif, on trouve
P−ml (x) = (−1)m
(l −m)!
(l +m)!
Pml (x) (A.4)
Les harmoniques sphe´riques sont ensuite de´finies comme
Ylm(θ, φ) =
√
2l + 1
4π
(l −m)!
(l +m)!
Pml (cos θ)e
imφ .= c(l,m)Pml (cos θ)e
imφ (A.5)
Il s”ensuit que
Y ⋆lm(θ, φ) = (−1)mYl−m(θ, φ) (A.6)
On peut trouver une liste de ces fonctions (avec la meˆme convention) sous forme explicite sur
le site (5). La fonction c est une convention de normalisation. Certains auteurs oˆtent cette
de´pendance de la de´finition des Ylm, ou l’incluent dans les Plm.
A.2.3 Matrices de Wigner
Ces fonctions, que nous employons pour l’ajustement et la dynamique de H2O-H2, sont tire´es
de Brink et Satchler (29).
Nous partons de trois angles d’Euler (α, β, γ). Les matrices de Wigner sont une repre´senta-
tion explicite des matrices de rotation (ou, de fac¸on e´quivalente, des composantes du moment
angulaire) dans la base des e´tats propres du moment cine´tique. Elles s’e´crivent
DJMN (α, β, γ) = e
−iMαdJMN (β)e
−iNγ (A.7)
ou` les d··· sont les matrices de rotation re´duites. Elles sont re´elles, et dans ces conventions, elles
satisfont les relations suivantes :
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dJMN (β) = (−1)M−NdJNM (β) = dJ−N−M (β) = dJNM (−β)
= (−1)J−MdJM−N (π − β) = (−1)J+NdJM−N (π + β) (A.8)
On a conse´quemment pour les D···
DJMN (α, β, γ)
⋆ = (−1)M−NDJ−M−N (α, β, γ) = DJNM (−γ,−β,−α) (A.9)
Pour ce qui est de la norme, les matrices de Wigner satisfont la re`gle suivante :
∫ 2π
α=0
∫ 2π
β=0
∫ π
γ=0
DIMN (α, β, γ)D
I′
M ′N ′(α, β, γ)dα sinβdβdγ = δII′δMM ′δNN ′
8π2
(2I + 1)
(A.10)
Il faut eˆtre attentif au fait que β va dans ces conventions de 0 a` 2π, alors que dans les coordonne´es
sphe´riques (ou` nous appliquons ces relations), les θ ne vont que jusqu’a` π.
A.3 HC3N-H2 : le potentiel a` partir de cinq termes
Sur une ide´e initiale de Pierre Valiron, et comme nous le disions au chapitre 3, on a commence´
pour calculer ce potentiel par supposer que sa de´pendance en p2 ne montait pas au-dela` de 2. De
plus, rappelons que l’homonucle´arite´ de H2 impose que p2 soit pair. Regardons de`s lors comment
l’on reconstruit le potentiel total a` partir de la connaissance de sa valeur pour 5 orientations
bien choisies de H2.
Graˆce a` la technique d’ajustement ponde´re´ mise au point sur l’he´lium, on connaˆıt le potentiel
HC3N-H2 en chaque R, θ pour cinq orientations de H2 x, y, z, a, b, choisies de la sorte :
x →
(
θ′ =
π
2
, φ′ = 0
)
y →
(π
2
,
π
2
)
z → (0, 0)
a →
(
arccos
(
1√
3
)
,
π
4
)
b →
(
π − arccos
(
1√
3
)
,
π
4
)
(A.11)
On veut obtenir le potentiel en tout θ′, φ′, sous l’hypothe`se, donc, que son de´veloppement sur
la base des harmoniques sphe´riques se limite a` p2 = 2.
Dans un de´veloppement directement re´el1, le potentiel peut s’e´crire comme
V (R, θ, θ′, φ′) =
∑
q1,q2,µ≥0
vp1p2µ(R)Pp1(θ)
[
Yp2−µ(θ
′, φ′) + (−1)µYp2µ(θ′, φ′)
]
(A.12)
1On ne se soucie pas ici de respecter les conventions molscat pour un syste`me baˆton-baˆton. Le re´sultat
final ne de´pendant pas des fonctions de base, on prend les fonctions que l’on veut : ici, ce sont simplement les
conventions expose´es ci-dessus.
170 ANNEXE A. ANNEXES DU CHAPITRE 3
Et si on se met a` R et θ1 fixe´s, on le re´crit
V (R, θ, θ′, φ′) .= Veff (θ′, φ′)
=
∑
p2,µ≥0
Cp2µ(R, θ)tp2µ(θ
′, φ′) (A.13)
ou`
Cp2µ(R, θ)
.
=
(∑
p1
vp1p2µ(R)Pp1(θ)
)
et
tp2µ(θ
′, φ′) .= Yp2−µ(θ
′, φ′) + (−1)µYp2µ(θ′, φ′) (A.14)
Pour connaˆıtre le potentiel, il faut donc de´terminer les coefficients Cp2µ. Les couples (p2, µ)
prennent pour valeur (0, 0), (2, 0), (2, 1) et (2, 2). On a ainsi un syste`me surde´termine´ de cinq
e´quations (les 5 orientations de H2) a` quatre inconnues. On peut calculer explicitement la matrice
T ayant pour composantes tp2µ(ω), ou` ω est une des cinq orientations. On a
T =
1√
π


1 −
√
5
2 0
1
2
√
15
2
1 −
√
5
2 0 −12
√
15
2
1
√
5 0 0
1 0 −
√
5
6 0
1 0
√
5
6 0


(A.15)
Ou` T11 = t00(x), et ainsi de suite. On re´sout maintenant
(Veff )i =
4∑
j=1
TijCj , i = 1, . . . , 5 (A.16)
ou` i est l’indice des orientations et j symbolise un des couples (p2, µ). On trouve imme´diatement
que le terme ✭✭ isotrope ✮✮ vaut
C00 =
√
π
2
[Veff (a) + Veff (b)] =
√
π
3
[Veff (x) + Veff (y) + Veff (z)] (A.17)
Dans les faits, le potentiel n’e´tant pas e´gal a` sa troncation a` p2 = 2, on a inte´reˆt a` prendre
pour le terme ✭✭ isotrope ✮✮ une moyenne non pas sur 2 ou 3 orientations, mais de re´partir c¸a
e´quitablement entre les orientations contenant de l’information2. Cela en fait au total 7 : les
cinq qu’on a ici, plus celles syme´triques a` a et b, avec juste φ′ = 2π − φ′. Mais vu les syme´tries
du syste`me, ces dernie`res sont ici e´gales a` a et b. Ainsi, on aura
C00 =
√
π
7
[2(Veff (a) + Veff (b)) + (Veff (x) + Veff (y) + Veff (z))] (A.18)
Et on posera
Viso
.
=
C00√
π
2Notons qu’en comparant les deux moyennes, on a aussi un moyen de ve´rifier la pre´cision de cette troncation
en p2
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Ceci nous donne le potentiel isotrope (en l’orientation de H2).
Par ailleurs,
Veff (z) =
1√
π
[C00 +
√
5C20]⇒ C20 = 1√
5
[
√
πVeff (z)− C00]
⇒ C20 =
√
π
5
[Veff (z)− Viso] (A.19)
Et
Veff (b)− Veff (a) =
√
5
6π
2C21 ⇒ C21 =
√
3π
10
[Veff (a)− Veff (b)] (A.20)
Finalement,
Veff (x)− Veff (y) = 1
2
√
15
2π
2C22 ⇒ C22 =
√
2π
15
[Veff (x)− Veff (y)] (A.21)
En re´injectant ceci dans la formule (A.13) et en employant les formes explicites des harmoniques
sphe´riques, on obtient
V (R, θ1, θ
′, φ′) = Viso +
1
2
[Veff (z)− Viso](3 cos2 θ′ − 1)
+
3
2
[Veff (a)− Veff (b)] sin θ′ cos θ′ cosφ′
+
1
2
[Veff (x)− Veff (y)] sin2 θ′ cos(2φ′) (A.22)
On peut a` loisir ve´rifier cette relation en calculant le potentiel donne´ par cette formule pour les
cinq orientations. On retombe bien sur les valeurs attendues. On a ainsi obtenu le potentiel en
tout point a` partir des 5 orientations. ¤
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I F 10 K 20 K 50 K 100 K
0 1 5.83e-11 4.68e-11 3.92e-11 3.72e-11
0 2 2.16e-10 2.26e-10 3.03e-10 3.97e-10
0 3 6.48e-11 6.40e-11 5.46e-11 5.07e-11
0 4 1.31e-10 1.86e-10 2.35e-10 2.47e-10
0 5 4.01e-11 5.39e-11 5.43e-11 4.91e-11
0 6 4.76e-11 9.67e-11 1.54e-10 1.64e-10
0 7 1.39e-11 2.77e-11 4.07e-11 4.33e-11
0 8 8.65e-12 2.87e-11 7.35e-11 9.64e-11
0 9 4.34e-12 1.16e-11 2.51e-11 3.43e-11
0 10 1.02e-12 5.14e-12 2.60e-11 4.94e-11
0 11 1.01e-12 3.82e-12 1.22e-11 2.37e-11
0 12 1.14e-13 7.18e-13 7.85e-12 2.40e-11
0 13 1.39e-13 9.28e-13 5.14e-12 1.55e-11
0 14 1.22e-14 1.36e-13 2.65e-12 1.21e-11
0 15 1.25e-14 1.87e-13 1.98e-12 9.63e-12
1 0 2.03e-11 1.59e-11 1.32e-11 1.24e-11
1 2 6.87e-11 5.96e-11 4.98e-11 4.66e-11
1 3 1.88e-10 2.20e-10 2.87e-10 3.48e-10
1 4 5.76e-11 6.30e-11 5.68e-11 5.17e-11
1 5 8.99e-11 1.46e-10 2.01e-10 2.13e-10
1 6 2.67e-11 4.14e-11 4.84e-11 4.70e-11
1 7 2.62e-11 6.30e-11 1.16e-10 1.33e-10
1 8 9.12e-12 2.02e-11 3.38e-11 3.95e-11
1 9 4.04e-12 1.61e-11 5.01e-11 7.39e-11
1 10 2.29e-12 7.39e-12 1.88e-11 2.93e-11
1 11 4.48e-13 2.69e-12 1.69e-11 3.70e-11
1 12 4.38e-13 2.17e-12 8.62e-12 1.97e-11
1 13 4.36e-14 3.82e-13 5.24e-12 1.82e-11
1 14 5.07e-14 4.86e-13 3.52e-12 1.26e-11
1 15 4.53e-15 7.26e-14 1.79e-12 9.16e-12
2 0 4.94e-11 4.83e-11 6.23e-11 8.04e-11
2 1 4.50e-11 3.74e-11 3.04e-11 2.82e-11
2 3 7.27e-11 6.65e-11 5.63e-11 5.14e-11
2 4 1.55e-10 1.96e-10 2.67e-10 3.20e-10
2 5 4.55e-11 5.46e-11 5.43e-11 5.14e-11
2 6 6.55e-11 1.14e-10 1.69e-10 1.85e-10
2 7 1.79e-11 3.15e-11 4.19e-11 4.41e-11
2 8 1.64e-11 4.43e-11 9.01e-11 1.10e-10
2 9 5.90e-12 1.48e-11 2.75e-11 3.52e-11
2 10 2.38e-12 1.08e-11 3.73e-11 5.94e-11
2 11 1.40e-12 5.20e-12 1.47e-11 2.53e-11
2 12 2.31e-13 1.76e-12 1.26e-11 2.97e-11
2 13 2.08e-13 1.35e-12 6.49e-12 1.67e-11
2 14 2.00e-14 2.41e-13 3.94e-12 1.46e-11
2 15 2.23e-14 2.91e-13 2.59e-12 1.05e-11
3 0 1.20e-11 1.04e-11 8.23e-12 7.43e-12
3 1 1.00e-10 1.05e-10 1.29e-10 1.52e-10
3 2 5.92e-11 5.07e-11 4.13e-11 3.72e-11
3 4 6.61e-11 6.33e-11 5.71e-11 5.35e-11
3 5 1.30e-10 1.71e-10 2.44e-10 2.97e-10
173
174 ANNEXE B. ANNEXES DU CHAPITRE 4
3 6 3.47e-11 4.58e-11 4.99e-11 4.99e-11
3 7 4.92e-11 9.18e-11 1.43e-10 1.63e-10
3 8 1.36e-11 2.58e-11 3.64e-11 4.07e-11
3 9 1.12e-11 3.39e-11 7.38e-11 9.39e-11
3 10 3.88e-12 1.13e-11 2.29e-11 3.14e-11
3 11 1.53e-12 8.10e-12 3.03e-11 5.03e-11
3 12 7.90e-13 3.67e-12 1.18e-11 2.20e-11
3 13 1.35e-13 1.30e-12 1.03e-11 2.51e-11
3 14 1.06e-13 9.06e-13 5.14e-12 1.43e-11
3 15 1.12e-14 1.73e-13 3.19e-12 1.22e-11
4 0 2.25e-11 2.57e-11 2.85e-11 2.87e-11
4 1 2.85e-11 2.56e-11 2.05e-11 1.79e-11
4 2 1.17e-10 1.27e-10 1.58e-10 1.83e-10
4 3 6.12e-11 5.37e-11 4.60e-11 4.23e-11
4 5 6.21e-11 6.00e-11 5.59e-11 5.41e-11
4 6 1.13e-10 1.53e-10 2.23e-10 2.78e-10
4 7 2.85e-11 3.99e-11 4.56e-11 4.77e-11
4 8 3.90e-11 7.79e-11 1.26e-10 1.47e-10
4 9 1.00e-11 2.12e-11 3.19e-11 3.75e-11
4 10 8.28e-12 2.77e-11 6.36e-11 8.31e-11
4 11 2.72e-12 9.07e-12 1.97e-11 2.83e-11
4 12 1.03e-12 6.43e-12 2.60e-11 4.41e-11
4 13 4.65e-13 2.73e-12 9.96e-12 1.95e-11
4 14 8.36e-14 1.01e-12 8.79e-12 2.19e-11
4 15 6.15e-14 6.67e-13 4.32e-12 1.25e-11
5 0 7.01e-12 6.80e-12 5.62e-12 4.77e-12
5 1 4.52e-11 5.41e-11 6.21e-11 6.17e-11
5 2 3.49e-11 3.22e-11 2.74e-11 2.46e-11
5 3 1.22e-10 1.33e-10 1.68e-10 1.97e-10
5 4 6.32e-11 5.48e-11 4.78e-11 4.52e-11
5 6 5.77e-11 5.69e-11 5.39e-11 5.35e-11
5 7 1.01e-10 1.41e-10 2.09e-10 2.64e-10
5 8 2.43e-11 3.58e-11 4.21e-11 4.54e-11
5 9 3.18e-11 6.82e-11 1.15e-10 1.36e-10
5 10 7.53e-12 1.78e-11 2.86e-11 3.47e-11
5 11 6.25e-12 2.33e-11 5.67e-11 7.54e-11
5 12 1.89e-12 7.33e-12 1.73e-11 2.56e-11
5 13 7.20e-13 5.29e-12 2.30e-11 3.97e-11
5 14 2.97e-13 2.14e-12 8.68e-12 1.75e-11
5 15 5.65e-14 8.33e-13 7.79e-12 1.97e-11
6 0 9.15e-12 1.18e-11 1.42e-11 1.38e-11
6 1 1.47e-11 1.48e-11 1.33e-11 1.18e-11
6 2 5.53e-11 6.49e-11 7.60e-11 7.69e-11
6 3 3.60e-11 3.42e-11 3.06e-11 2.87e-11
6 4 1.26e-10 1.35e-10 1.70e-10 2.02e-10
6 5 6.34e-11 5.48e-11 4.80e-11 4.64e-11
6 7 5.45e-11 5.46e-11 5.20e-11 5.24e-11
6 8 9.18e-11 1.33e-10 2.00e-10 2.53e-10
6 9 2.05e-11 3.21e-11 3.93e-11 4.32e-11
6 10 2.66e-11 6.08e-11 1.06e-10 1.27e-10
6 11 5.77e-12 1.52e-11 2.60e-11 3.23e-11
6 12 4.80e-12 2.00e-11 5.15e-11 6.96e-11
6 13 1.27e-12 5.92e-12 1.55e-11 2.35e-11
6 14 5.06e-13 4.43e-12 2.08e-11 3.65e-11
6 15 2.09e-13 1.77e-12 7.82e-12 1.60e-11
7 0 3.14e-12 3.40e-12 3.46e-12 3.26e-12
7 1 1.71e-11 2.27e-11 2.94e-11 2.99e-11
7 2 1.78e-11 1.81e-11 1.74e-11 1.64e-11
7 3 5.99e-11 6.92e-11 8.11e-11 8.36e-11
7 4 3.75e-11 3.55e-11 3.20e-11 3.09e-11
7 5 1.30e-10 1.38e-10 1.72e-10 2.04e-10
7 6 6.41e-11 5.51e-11 4.79e-11 4.68e-11
7 8 4.90e-11 5.14e-11 5.00e-11 5.10e-11
7 9 8.39e-11 1.26e-10 1.92e-10 2.45e-10
7 10 1.71e-11 2.88e-11 3.71e-11 4.13e-11
7 11 2.23e-11 5.47e-11 9.92e-11 1.20e-10
7 12 4.39e-12 1.31e-11 2.39e-11 3.03e-11
7 13 3.65e-12 1.73e-11 4.73e-11 6.50e-11
7 14 8.85e-13 4.88e-12 1.40e-11 2.18e-11
7 15 3.72e-13 3.79e-12 1.91e-11 3.40e-11
8 0 2.45e-12 3.71e-12 5.92e-12 6.61e-12
8 1 7.42e-12 7.64e-12 8.09e-12 8.10e-12
8 2 2.04e-11 2.68e-11 3.53e-11 3.73e-11
8 3 2.07e-11 2.04e-11 1.95e-11 1.91e-11
8 4 6.43e-11 7.28e-11 8.39e-11 8.71e-11
8 5 3.93e-11 3.66e-11 3.27e-11 3.21e-11
8 6 1.35e-10 1.41e-10 1.74e-10 2.06e-10
8 7 6.13e-11 5.40e-11 4.73e-11 4.65e-11
8 9 4.64e-11 4.98e-11 4.89e-11 4.99e-11
8 10 7.72e-11 1.21e-10 1.86e-10 2.38e-10
8 11 1.41e-11 2.61e-11 3.52e-11 3.97e-11
8 12 1.87e-11 4.95e-11 9.34e-11 1.15e-10
8 13 3.29e-12 1.12e-11 2.22e-11 2.86e-11
8 14 2.85e-12 1.51e-11 4.40e-11 6.14e-11
8 15 6.30e-13 4.10e-12 1.29e-11 2.04e-11
9 0 1.63e-12 1.63e-12 1.95e-12 2.18e-12
9 1 4.36e-12 6.65e-12 1.16e-11 1.41e-11
9 2 9.72e-12 9.76e-12 1.04e-11 1.11e-11
9 3 2.26e-11 2.93e-11 3.82e-11 4.09e-11
9 4 2.19e-11 2.15e-11 2.05e-11 2.06e-11
9 5 6.83e-11 7.61e-11 8.63e-11 8.93e-11
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9 6 4.00e-11 3.71e-11 3.31e-11 3.27e-11
9 7 1.39e-10 1.45e-10 1.76e-10 2.08e-10
9 8 6.15e-11 5.42e-11 4.73e-11 4.64e-11
9 10 4.28e-11 4.79e-11 4.80e-11 4.90e-11
9 11 7.08e-11 1.15e-10 1.82e-10 2.33e-10
9 12 1.24e-11 2.42e-11 3.40e-11 3.85e-11
9 13 1.57e-11 4.48e-11 8.83e-11 1.10e-10
9 14 2.56e-12 9.76e-12 2.08e-11 2.73e-11
9 15 2.22e-12 1.33e-11 4.12e-11 5.83e-11
10 0 5.35e-13 8.13e-13 2.00e-12 2.96e-12
10 1 3.46e-12 3.43e-12 4.29e-12 5.25e-12
10 2 5.48e-12 8.00e-12 1.40e-11 1.76e-11
10 3 1.10e-11 1.10e-11 1.17e-11 1.29e-11
10 4 2.53e-11 3.18e-11 4.04e-11 4.31e-11
10 5 2.26e-11 2.23e-11 2.12e-11 2.15e-11
10 6 7.26e-11 7.91e-11 8.83e-11 9.08e-11
10 7 3.96e-11 3.71e-11 3.35e-11 3.31e-11
10 8 1.43e-10 1.48e-10 1.78e-10 2.09e-10
10 9 5.99e-11 5.39e-11 4.74e-11 4.62e-11
10 11 3.91e-11 4.61e-11 4.73e-11 4.82e-11
10 12 6.54e-11 1.10e-10 1.76e-10 2.28e-10
10 13 1.04e-11 2.23e-11 3.29e-11 3.76e-11
10 14 1.32e-11 4.10e-11 8.42e-11 1.06e-10
10 15 2.07e-12 8.76e-12 1.98e-11 2.63e-11
11 0 7.81e-13 7.01e-13 9.42e-13 1.36e-12
11 1 9.99e-13 1.45e-12 3.88e-12 6.32e-12
11 2 4.76e-12 4.47e-12 5.51e-12 7.15e-12
11 3 6.42e-12 9.14e-12 1.56e-11 1.97e-11
11 4 1.23e-11 1.21e-11 1.26e-11 1.40e-11
11 5 2.77e-11 3.40e-11 4.23e-11 4.48e-11
11 6 2.33e-11 2.29e-11 2.17e-11 2.20e-11
11 7 7.65e-11 8.18e-11 9.01e-11 9.22e-11
11 8 3.88e-11 3.71e-11 3.38e-11 3.33e-11
11 9 1.46e-10 1.51e-10 1.80e-10 2.10e-10
11 10 5.77e-11 5.35e-11 4.75e-11 4.61e-11
11 12 3.73e-11 4.53e-11 4.71e-11 4.79e-11
11 13 6.08e-11 1.06e-10 1.73e-10 2.24e-10
11 14 8.98e-12 2.05e-11 3.16e-11 3.65e-11
11 15 1.10e-11 3.71e-11 8.00e-11 1.02e-10
12 0 1.37e-13 1.58e-13 6.17e-13 1.32e-12
12 1 1.52e-12 1.40e-12 2.02e-12 3.25e-12
12 2 1.22e-12 1.81e-12 4.83e-12 8.10e-12
12 3 5.13e-12 4.94e-12 6.19e-12 8.30e-12
12 4 7.25e-12 1.02e-11 1.69e-11 2.11e-11
12 5 1.31e-11 1.28e-11 1.32e-11 1.47e-11
12 6 3.00e-11 3.62e-11 4.40e-11 4.61e-11
12 7 2.34e-11 2.33e-11 2.22e-11 2.24e-11
12 8 7.98e-11 8.41e-11 9.16e-11 9.31e-11
12 9 3.97e-11 3.79e-11 3.45e-11 3.37e-11
12 10 1.50e-10 1.53e-10 1.81e-10 2.11e-10
12 11 5.80e-11 5.42e-11 4.81e-11 4.63e-11
12 13 3.51e-11 4.41e-11 4.67e-11 4.74e-11
12 14 5.58e-11 1.02e-10 1.68e-10 2.19e-10
12 15 7.63e-12 1.92e-11 3.11e-11 3.60e-11
13 0 2.74e-13 2.51e-13 4.17e-13 8.26e-13
13 1 2.47e-13 3.03e-13 1.26e-12 2.90e-12
13 2 1.79e-12 1.71e-12 2.57e-12 4.40e-12
13 3 1.43e-12 2.15e-12 5.56e-12 9.21e-12
13 4 5.33e-12 5.33e-12 6.70e-12 9.03e-12
13 5 8.10e-12 1.13e-11 1.82e-11 2.23e-11
13 6 1.30e-11 1.31e-11 1.37e-11 1.51e-11
13 7 3.17e-11 3.80e-11 4.55e-11 4.71e-11
13 8 2.29e-11 2.34e-11 2.25e-11 2.27e-11
13 9 8.24e-11 8.61e-11 9.27e-11 9.39e-11
13 10 3.91e-11 3.80e-11 3.50e-11 3.40e-11
13 11 1.54e-10 1.56e-10 1.83e-10 2.12e-10
13 12 5.73e-11 5.42e-11 4.84e-11 4.63e-11
13 14 3.22e-11 4.22e-11 4.60e-11 4.70e-11
13 15 5.06e-11 9.64e-11 1.64e-10 2.15e-10
14 0 4.14e-14 4.65e-14 2.24e-13 6.28e-13
14 1 4.92e-13 4.87e-13 8.89e-13 1.96e-12
14 2 2.96e-13 3.85e-13 1.63e-12 3.77e-12
14 3 1.94e-12 1.90e-12 2.92e-12 5.11e-12
14 4 1.64e-12 2.50e-12 6.21e-12 1.00e-11
14 5 5.74e-12 5.79e-12 7.19e-12 9.57e-12
14 6 8.88e-12 1.24e-11 1.94e-11 2.32e-11
14 7 1.32e-11 1.36e-11 1.41e-11 1.55e-11
14 8 3.39e-11 4.00e-11 4.70e-11 4.81e-11
14 9 2.30e-11 2.37e-11 2.29e-11 2.30e-11
14 10 8.51e-11 8.84e-11 9.42e-11 9.47e-11
14 11 3.91e-11 3.81e-11 3.52e-11 3.41e-11
14 12 1.56e-10 1.58e-10 1.83e-10 2.11e-10
14 13 5.52e-11 5.33e-11 4.84e-11 4.64e-11
14 15 2.97e-11 4.04e-11 4.53e-11 4.65e-11
15 0 7.63e-14 8.26e-14 1.76e-13 4.85e-13
15 1 7.92e-14 9.44e-14 4.75e-13 1.39e-12
15 2 5.94e-13 6.05e-13 1.13e-12 2.64e-12
15 3 3.68e-13 4.72e-13 1.92e-12 4.32e-12
15 4 2.18e-12 2.14e-12 3.24e-12 5.62e-12
15 5 1.97e-12 2.93e-12 6.86e-12 1.07e-11
15 6 6.61e-12 6.45e-12 7.74e-12 1.00e-11
176 ANNEXE B. ANNEXES DU CHAPITRE 4
15 7 9.99e-12 1.37e-11 2.06e-11 2.41e-11
15 8 1.35e-11 1.41e-11 1.47e-11 1.59e-11
15 9 3.60e-11 4.21e-11 4.85e-11 4.90e-11
15 10 2.40e-11 2.45e-11 2.36e-11 2.33e-11
15 11 8.63e-11 8.96e-11 9.49e-11 9.51e-11
15 12 3.85e-11 3.87e-11 3.61e-11 3.47e-11
15 13 1.56e-10 1.58e-10 1.83e-10 2.11e-10
15 14 5.35e-11 5.24e-11 4.83e-11 4.64e-11
Nota : Voir E.7.1 pour les matrices d’ajustement en tempe´rature (10-100 K) des taux jusqu’a`
J = 50.
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C.1 De´veloppement du potentiel 9d dans le syste`me body-fixed
2
C.1.1 Pre´ambule
Pour le syste`me que nous e´tudions ici, nous nous comparons essentiellement a` Sheldon Green
(137; 72). S’il e´tait toujours consciencieux et soigneux dans ses de´veloppements analytiques, une
chose n’a pas e´te´ sans nous poser des proble`mes. Sa re´fe´rence en matie`re d’alge`bre angulaire
est un livre de Silver, qui est absolument introuvable, en tout cas en Europe. Quand on sait le
caracte`re arbitraire des conventions de norme et de phase dans le domaine, le lecteur comprendra
que nous y avons parfois perdu quelques cheveux... Nous essaierons donc toujours de donner nos
conventions, afin qu’aucun quiproquo n’advienne.
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C.1.2 Les syme´tries du potentiel
Le syste`me body fixed 2 (BF2) est celui que nous de´crivions au de´but du chapitre 3 comme
une des alternatives aux conventions couramment utilise´es. Pour rappel, le repe`re orientant le
projectile voit son axe z coline´aire au vecteur intermole´culaire. Nous l’avons choisi pour exprimer
les syme´tries car elles sont plus facilement visualisables que dans l’autre syste`me de coordonne´es.
Dans ce syste`me, partons d’une expression ge´ne´rale et non norme´e du potentiel, ne supposant
aucune syme´trie (143).
V (R, θ, φ, θ2, φ2, χ)
1
=
∑
vp1q1p2q2,{k}(R)Tp1q1p2q2(θ, φ, θ2, φ2)poly{k}(χ)
(C.1)
avec
Tp1q1p2q2(θ, φ, θ2, φ2) = D
p1
q1q2(φ, θ, 0)D
p2
q20
(φ2, θ2, 0) (C.2)
ou` poly est un des monoˆmes du de´veloppement de Taylor sur les coordonne´es intramole´culaires.
La somme sur p1 et p2 sera toujours sous-entendue, alors que celle sur q1 et q2 sera parfois
explicite´e pour e´tablir les re`gles de syme´tries. Etudions a` pre´sent les diffe´rentes syme´tries.
Re´alite´ du potentiel
Elle impose V = V ⋆. Or
V ⋆ =
∑
v⋆p1q1p2q2{k}(R)D
p1
q1q2(φ, θ, 0)
⋆Dp2q20(φ2, θ2, 0)
⋆poly{k}(χ)
=
∑
v⋆p1q1p2q2{k}(R)(−1)q1−q2D
p1
−q1−q2(φ, θ, 0)(−1)q2Dp2−q20(φ2, θ2, 0)poly{k}(χ)
=
∑
v⋆p1−q1p2−q2{k}(R)(−1)q1Dp1q1q2(φ, θ, 0)D
p2
q20
(φ2, θ2, 0)poly{k}(χ)
⇒ (−1)q1v⋆p1−q1p2−q2{k} = vp1q1p2q2{k}
⇔ (−1)q1v⋆p1q1p2q2{k} = vp1−q1p2−q2{k} (C.3)
Syme´trie Cs (plan de H2O)
Cette syme´trie implique les transformations d’angles suivantes :

θ
φ
θ2
φ2

→


θ
−φ
θ2
−φ2

 (C.4)
Mais dans nos conventions (et donc celles de (29))
DIMN (−φ, θ, 0) = DIMN (φ, θ, 0)⋆ = (−1)M−NDI−M−N (φ, θ, 0)
⇒ V (R, θ,−φ, θ2,−φ2, χ)
=
∑
vp1q1p2q2{k}(R)D
p1
q1q2(−φ, θ, 0)Dp2q20(−φ2, θ2, 0)poly{k}(χ)
=
∑
vp1q1p2q2{i}(R)(−1)q1−q2Dp1−q1−q2(φ, θ, 0)(−1)q2Dp2−q20(φ2, θ2, 0)poly{k}(χ)
⇒ vp1q1p2q2{k} = (−1)q1vp1−q1p2−q2{k} (C.5)
1Dans cette relation, et dans les calculs suivants, {k} symbolisera toujours l’ensemble des exposants du poly-
noˆme de Taylor.
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Si l’on combine C.3 et C.5, on obtient
vp1q1p2q2{i} = v
⋆
p1q1p2q2{i} (C.6)
Les coefficients sont donc re´els, ce qui veut dire que l’on peut ne conserver que la partie re´elle
de la base. C’est ce qui conduit a` la disparition des sinus dans cette formulation.
Syme´trie par e´change des noyaux de H2
Cette syme´trie implique les transformations d’angles suivantes :

θ
φ
θ2
φ2

→


θ
φ
π − θ2
π + φ2

 (C.7)
Notons que
Dp2q20(π + φ2, π − θ2, 0) = (−1)q2D
p2
q20
(φ2, π − θ2, 0)
= (−1)q2+p2−q2Dp2q2−0(φ2, θ2, 0)
On a ainsi
V (R, θ, φ, π − θ2, π + φ2, χ)
=
∑
vp1q1p2q2{i}(−1)p2Dp1q1q2(φ, θ, 0)Dp2q20(φ2, θ2, 0)poly{k}(χ)
⇒ vp1q1p2q2{i} = (−1)p2vp1q1p2q2{i} (C.8)
Donc p2 est pair.
Rotation de l’eau suivie d’e´change des liaisons OH
Si l’on tourne l’eau de 180o autour de l’axe z, et qu’ensuite on e´change les longueurs des
deux liaisons OH, on se retrouve, du point de vue de la configuration, dans la situation initiale.
Cela revient a` faire φ→ φ+ π et ra → −ra. Calculons donc
Dp1q1q2(φ+ π, θ, 0) = (−1)q1Dp1q1q2(φ, θ, 0) (C.9)
⇒ V (R, θ, φ+ π, θ2, φ2, rH , α, rs,−ra)
=
∑
vp1q1p2q2{i}(−1)q1Dp1q1q2(φ, θ, 0)Dp2q20(φ2, θ2, 0)poly{k}(χ)(−1)ka (C.10)
Et l’e´galite´ du potentiel dans les deux configurations impose donc
(−1)q1+ka = 1 (C.11)
ce qui veux dire que q1 et ka doivent avoir la meˆme parite´.
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Syme´trie C2 (plan yz)
Sous cette syme´trie 

θ
φ
θ2
φ2

→


θ
π − φ
θ2
−φ2

 (C.12)
Cette syme´trie est brise´e lorsque l’on prend en compte le stretching asyme´trique. Par contre, elle
reste vraie si ra = 0, ou si ka = 0. Etudions-en donc les conse´quences au niveau des coefficients.
On a
Dp1q1q2(π − φ, θ, 0) = (−1)q1Dp1q1q2(φ, θ, 0)⋆
= (−1)q1(−1)q1−q2Dp1−q1−q2(φ, θ, 0)
= (−1)q2Dp1−q1−q2(φ, θ, 0),
Dp2q20(−φ2, θ2, 0) = D
p2
q20
(φ2, θ2, 0)
⋆
= (−1)q2Dp2−q20(φ2, θ2, 0)
Ainsi,
C2 ⇒ vp1q1p2q2{i} = vp1−q1p2−q2{i} (C.13)
Et l’on voit effectivement que si l’on pose ka = 0, cela implique par la syme´trie (C.11) que q1
est pair, et donc, par Cs, on retrouve (C.13).
Syme´trie d’inversion
De cette syme´trie, Claire Rist (143) a montre´ que si l’on supposait que le potentiel e´tait
somme d’interaction a` deux corps, elle imposait dans ce syste`me de coordonne´es
vp1q1p2−q2 = vp1q1p2q2 (C.14)
L’introduction de la de´pendance intramole´culaire ne change pas ce re´sultat. Si on fixe la forme des
mole´cules, le re´sultat C.14 est ge´ne´ral. Or la syme´trie d’inversion ne change pas la configuration
interne des mole´cules. (Meˆme la coordonne´e de stretch antisyme´trique ne change pas de signe
sous cette ope´ration.) Cette syme´trie imposerait donc, si le potentiel e´tait somme d’interactions
a` deux corps
vp1q1p2−q2{k} = vp1q1p2q2{k} (C.15)
La propension de ces termes a` eˆtre vraiment e´gaux si on les met tous deux dans la base d’ajus-
tement nous renseigne donc sur le caracte`re ✭✭ bi-corporel ✮✮ de l’interaction.
C.1.3 Synthe`se
Re´capitulons. Les syme´tries toujours vraies sont : la re´alite´ du potentiel ; la syme´trie Cs ; la
syme´trie par inversion des noyaux de H2 ; la syme´trie par rotation puis inversion de l’eau. Ces
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syme´tries impliquent les relations suivantes sur les coefficients :
vp1q1p2q2{ki} = v
⋆
p1q1p2q2{k} (C.16)
vp1q1p2q2{k} = (−1)q1vp1−q1p2−q2{k} (C.17)
p2 = 2n, n ∈ N (C.18)
(−1)q1 = (−1)ka (C.19)
Alors que deux syme´tries ne sont plus vraies : C2 et l’inversion de toutes les coordonne´es sous
hypothe`se d’un potentiel somme de termes a` deux corps. Elles auraient implique´
vp1q1p2q2{k} = vp1−q1p2−q2{k} (C.20)
vp1q1p2q2{k} = vp1q1p2−q2{k} (C.21)
C.1.4 Formules d’ajustement
Taˆchons a` pre´sent de retravailler quelque peu l’expression du potentiel a` partir des quatre
relations de syme´trie toujours ve´rifie´es.
Nous l’avons de´ja dit, la re´alite´ des coefficients implique celle de la base. De plus, on veut
maintenant que les fonctions de base soient norme´es. Ceci nous conduit a` e´crire
V = 2
∑
vp1q1p2q2{k} cos(q1φ+ q2φ2)d
p1
q1q2(θ)d
p2
q20
(θ2)
√
2p1 + 1
√
2p2 + 1
4π2
poly{k}(χ) (C.22)
On peut voir dans cette somme que tant q1 que q2 peuvent prendre des valeurs aussi bien positives
que ne´gatives. On de´compose la somme de la manie`re suivante, en oubliant provisoirement la
normalisation :∑
q1q2
· · · =
∑
q1≥0,q2≥0
1
1 + δq10
1
1 + δq20
· · ·+
∑
q1≥0,q2≤0
1
1 + δq10
1
1 + δq20
· · ·
+
∑
q1≤0,q2≥0
1
1 + δq10
1
1 + δq20
· · ·+
∑
q1≤0,q2≤0
1
1 + δq10
1
1 + δq20
· · · (C.23)
Appelons ces sommes respectivement Σ1,Σ2, Σ3 et Σ4. On a que
Σ4 =
∑
q1≤0,q2≤0
1
1 + δq10
1
1 + δq20
vp1q1p2q2 cos(q1φ+ q2φ2)d
p1
q1q2(θ)d
p2
q20
(θ2)poly(·)
=
∑
r1≥0,r2≥0
1
1 + δr10
1
1 + δr20
vp1−r1p2−r2 cos(−r1φ− r2φ2)dp1−r1−r2(θ)dp2−r20(θ2)poly(·)
=
∑
r1≥0,r2≥0
1
1 + δr10
1
1 + δr20
(−1)r1vp1r1p2r2
× cos(r1φ+ r2φ2)(−1)r1−r2dp1r1r2(θ)(−1)r2dp2r20(θ2)poly(·)
=
∑
q1≥0,q2≥0
1
1 + δq10
1
1 + δq20
vp1q1p2q2 cos(q1φ+ q2φ2)d
p1
q1q2(θ)d
p2
q20
(θ2)poly(·)
= Σ1 (C.24)
D’autre part,
Σ2 =
∑
q1≥0,q2≤0
1
1 + δq10
1
1 + δq20
vp1q1p2q2{i} cos(q1φ+ q2φ2)d
p1
q1q2(θ)d
p2
q20
(θ2)poly(·)
(C.25)
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Alors que
Σ3 =
∑
q1≤0,q2≥0
1
1 + δq10
1
1 + δq20
vp1q1p2q2{i} cos(q1φ+ q2φ2)d
p1
q1q2(θ)d
p2
q20
(θ2)poly(·)
=
∑
q1≤0,q2≥0
1
1 + δr10
1
1 + δq20
(−1)q1vp1−q1p2−q2{k}
× cos(−q1φ− q2φ2)(−1)q1−q2dp1−q1−q2(θ)(−1)q2dp2−q20(θ2)poly(·)
=
∑
q1≥0,q2≤0
1
1 + δq10
1
1 + δq20
vp1q1p2q2{k} cos(q1φ+ q2φ2)d
p1
q1q2(θ)d
p2
q20
(θ2)poly(·)
= Σ2 (C.26)
Ceci nous conduit a` e´crire (avec la normalisation)
V = 2(Σ1 +Σ2)
= 4
∑
q1≥0,q2≥0
1
1 + δq10
1
1 + δq20
vp1q1p2q2{k} cos(q1φ+ q2φ2)
×
√
2p1 + 1
√
2p2 + 1
4π2
dp1q1q2(θ)d
p2
q20
(θ2)poly(·)
+ 4
∑
q1≥0,q2≤0
1
1 + δq10
1
1 + δq20
vp1q1p2q2{k} cos(q1φ+ q2φ2)
×
√
2p1 + 1
√
2p2 + 1
4π2
dp1q1q2(θ)d
p2
q20
(θ2)poly(·)
(C.27)
Cette expression est vraie en toute ge´ne´ralite´. Il convient cependant de l’arranger quelque peu
pour la rendre applicable nume´riquement. Pour cela, remarquons encore les cas particuliers
suivants : lorsque q1 = 0, on voit apparaˆıtre dans Σ1
cos(q2φ2)d
p1
0q2
(θ)dp2q20(θ2), q2 ≥ 0 (C.28)
Alors que dans Σ2 vient le terme
cos(r2φ2)d
p1
0r2
(θ)dp2r20(θ2), r2 ≤ 0 (C.29)
On voit donc que si les p1 et p2 sont e´gaux tandis que q2 = −r2, les deux termes sont e´gaux. On
peut donc restreindre Σ2 a` q1 strictement positif, en e´liminant le facteur
1
1+δq10
.
De plus, le meˆme proble`me se pre´sente lorsque c’est q2 qui est nul. Cela conduit e´galement a`
l’e´limination de ce terme dans la somme. Le potentiel s’e´crit donc explicitement
V = 4
∑
p1,p2
p1∑
q1=0
min(p1,p2)∑
q2=0
∑
{k}
vp1q1p2q2{k} cos(q1φ+ q2φ2)
√
2p1 + 1
√
2p2 + 1
4π2
×dp1q1q2(θ)dp2q20(θ2)(rH − r0H)kH (α− α0)kb(rs − r0s)ksrkaa
+ 4
∑
p1,p2
p1∑
q1=1
−min(p1,p2)∑
q2=−1
∑
{k}
vp1q1p2q2{k} cos(q1φ+ q2φ2)
√
2p1 + 1
√
2p2 + 1
4π2
×dp1q1q2(θ)dp2q20(θ2)(rH − r0H)kH (α− α0)kb(rs − r0s)ksrkaa (C.30)
(C.31)
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Ou`, rappelons-le, p2 est pair, tandis que q1 et ka ont la meˆme parite´.
Regardons a` pre´sent ce qui se passe si l’on suppose que la syme´trie d’inversion reste vraie.
On part de la relation (C.27). On retravaille le deuxie`me terme :∑
q1≥0,q2≤0
1
1 + δq10
1
1 + δq20
vp1q1p2q2{k} cos(q1φ+ q2φ2)d
p1
q1q2(θ)d
p2
q20
(θ2)
=
∑
q1≥0,q2≥0
1
1 + δq10
1
1 + δ−q20
vp1q1p2−q2{k} cos(q1φ− q2φ2)dp1q1−q2(θ)dp2−q20(θ2)
=
∑
q1≥0,q2≥0
1
1 + δq10
1
1 + δq20
vp1q1p2q2{k} cos(q1φ− q2φ2)dp1q1−q2(θ)(−1)q2dp2q20(θ2)
(C.32)
Et peut ainsi regrouper ce terme avec le premier de (C.27), ce qui donne
V = 4
∑
q1≥0,q2≥0
1
1 + δq10
1
1 + δq20
vp1q1p2q2{k}
√
2p1 + 1
√
2p2 + 1
4π2
×dp2q20(θ2)
[
dp1q1q2(θ) cos(q1φ+ q2φ2) + (−1)q2dp1q1−q2(θ) cos(q1φ− q2φ2)
]
poly{k}(χ)
(C.33)
Ce de´veloppement des syme´tries et de leurs implications, quoique laborieux, e´tait ne´cessaire pour
bien comprendre dans les articles de Green sur ce syste`me (137; 72; 135) comment on arrivait a`
ses formulations. La nouveaute´ par rapport a` lui e´tant la relation entre un indice de rotation et
un exposant intramole´culaire. Cette relation reste vraie dans le syste`me body-fixed 1 (BF1) que
nous avons finalement employe´ pour la version finale du potentiel (voir chapitre 5).
C.2 De´rive´es du potentiel dans un repe`re space-fixed
Les de´rive´es du potentiel par rapport aux coordonne´es internes sont triviales, et ne seront
pas donne´es ici. La diffe´renciation par rapport aux angles est elle beaucoup moins e´vidente, et
est donne´e explicitement.
Pour cette application, on se place dans le syste`me de coordonne´es space fixed de Green
(137), ou` les deux mole´cules sont mobiles. On de´veloppe ainsi le potentiel intermole´culaire (sans
les coordonne´es internes) sur une base de fonctions angulaires :
V (R, θ, φ, θ′, φ′, α, β, γ) =
∑
p1q1p2p
vp1q1p2p(R)Tp1q1p2p(θ, φ, θ
′, φ′, α, β, γ) (C.34)
Ou`
Tp1q1p2p(θ, φ, θ
′, φ′, α, β, γ) = (1 + δq10)
−1 ∑
r1r2r
(
p1 p2 p
r1 r2 r
)
Yp2r2(θ
′, φ′)Ypr(θ, φ)
× [Dp1q1r1(α, β, γ) + (−1)p1+q1+p2+pDp1−q1r1(α, β, γ)]
(C.35)
Les
( · · ·
· · ·
)
sont les symboles 3j de Wigner. Ylm et les D
··· sont respectivement les har-
moniques sphe´riques et les matrices de rotation de Wigner. La somme porte quant a` elle sur
−p1 < r1 < p1, −p2 < r2 < p2, et r = −(r1 + r2).
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Commenc¸ons par de´river de fac¸on ge´ne´rique les fonctions composant notre base. Dans nos
conventions, on a ((5))
dPml (cos θ)
dθ
=
l cos θPml (cos θ)− (l +m)Pml−1(cos θ)√
1− cos2 θ (C.36)
De plus, on a la relation entre les coefficients de normalisation
c(l − 1,m) =
√
2(l − 1) + 1
4π
(l − 1−m)!
(l − 1 +m)!
=
√
2l − 1
4π
(l − 1−m)!
(l − 1 +m)!
=
√
2l − 1
2l + 1
√
l +m
l −m
√
2l + 1
4π
(l −m)!
(l +m)!
=
√
2l − 1
2l + 1
l +m
l −mc(l,m)
⇔ c(l,m) =
√
2l + 1
2l − 1
l −m
l +m
c(l − 1,m) (C.37)
Et on peut calculer les de´rive´es d’ Ylm
∂Y ml (θ, φ)
∂θ
= c(l,m)eimφ
dPml (cos θ)
dθ
= c(l,m)eimφ
l cos θPml (cos θ)− (l +m)Pml−1(cos θ)
| sin θ|
=
l cos θYlm(θ, φ)− (l +m) c(l,m)c(l−1,m)c(l − 1,m)Pml−1(cos θ)eimφ
| sin θ|
=
l cos θYlm(θ, φ)−
√
2l+1
2l−1(l −m)(l +m)Yl−1,m(θ, φ)
| sin θ| (C.38)
Ceci est la formule valable dans le domaine de de´finition des harmoniques sphe´riques. Cependant,
on peut voir par calcul que si on e´tend ce domaine de de´finition a` tout R, le module du sinus
disparaˆıt pour laisser la formule
∂Y ml (θ, φ)
∂θ
=
l cos θYlm(θ, φ)−
√
2l+1
2l−1(l −m)(l +m)Yl−1,m(θ, φ)
sin θ
(C.39)
Passons aux matrices de rotation. Dans les conventions de Silver (151), on e´crit
Dp1q1r1(α, β, γ) = e
iγq1dp1q1r1(β)e
iαr1 (C.40)
avec
djm′m(β) =< jm
′|exp(iβJˆy)|jm > (C.41)
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les matrices de rotation re´duites. Les conventions de Silver, bien e´videmment, sont diffe´rentes
de celles - plus couramment usite´es - de Brink et Satchler (29). La correspondance s’e´crit
djm′m(β)
Silver = dj−m′−m(−β)BS = djm′m(β)BS (C.42)
le signe des deux exponentielles en α et γ e´tant quant a` lui change´. On peut e´crire
Jˆy = − i
2
(Jˆ+ − Jˆ−) (C.43)
et ainsi
d
dβ
djm′m(β)
Silver =
d
dβ
djm′m(β)
BS
= − < jm′|exp(−iβJˆy)iJˆy|jm >
= −1
2
{
< jm′|exp(−iβJˆy)Jˆ+|jm > − < jm′|exp(−iβJˆy)Jˆ−|jm >
}
= −1
2
{
√
j(j + 1)−m(m+ 1) < jm′|exp(−iβJˆy)|jm+ 1 >
−
√
j(j + 1)−m(m− 1) < jm′|exp(−iβJˆy)|jm− 1 >}
= −1
2
{√
j(j + 1)−m(m+ 1)djm′m+1(β)−
√
j(j + 1)−m(m− 1)djm′m−1(β)
}
(C.44)
C.3 Re´alite´ de la base
Etudions plus en de´tail la question de la re´alite´ de la base. Pour ceci, on regarde deux termes
✭✭ syme´triques ✮✮ apparaissant dans cette dernie`re :
–
r1, r2, r = −(r1 + r2)→
(
p1 p2 p
r1 r2 r
)
, Yp2r2 , Ypr, D
p1
q1r1 , D
p1
−q1r1 (C.45)
–
−r1,−r2,−r = r1 + r2 →
(
p1 p2 p
−r1 −r2 −r
)
= (1)p1+p2+p
(
p1 p2 p
r1 r2 r
)
Yp2−r2 = (−1)r2Y ⋆p2r2
Yp−r = (−1)rY ⋆pr
Dp1q1−r1 = (−1)q1−r1Dp1⋆−q1r1
Dp1−q1−r1 = (−1)−q1−r1Dp1⋆q1r1
→ (1)p1+p2+p
(
p1 p2 p
r1 r2 r
)
(−1)r2Y ⋆p2r2(−1)rY ⋆pr
× [(−1)q1+r1Dp1⋆−q1r1 + (−1)p1+q1+p2+p(−1)−q1−r1Dp1⋆q1r1]
=
(
p1 p2 p
r1 r2 r
)
Y ⋆p2r2Y
⋆
pr
[
Dp1⋆q1r1 + (−1)p1+q1+p2+pDp1⋆−q1r1
]
(C.46)
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Et ainsi, si l’on effectue la somme de ces deux termes, on trouve(
p1 p2 p
r1 r2 r
)
2ℜ [Yp2r2Ypr {Dp1q1r1 + (−1)p1+q1+p2+pDp1−q1r1}] (C.47)
On peut donc restreindre la somme sur r1, r2, et r aux r1 positifs. Cependant, il faut prendre
garde au fait qu’en faisant cette de´marche de regroupement, on sommera deux fois les termes
avec r1 = 0. C’est pourquoi on ajoutera le facteur
1
1+δr1,0
.
Finalement, en se rappelant les de´finitions des Ylm et des matrices de Wigner, on obtient
pour le terme de base
Tp1q1p2p(θ, φ, θ
′, φ′, α, β, γ)
= (1 + δq10)
−1 ∑
r1≥0,r2r
(
p1 p2 p
r1 r2 r
)
2
1 + δr1,0
c(p2, r2)Pp2r2(cos θ
′)c(p, r)Ppr(cos θ)
× [dp1q1r1(β) cos(q1γ + r1α+ rφ+ r2φ′) + (−1)p1+q1+p2+pdp1−q1r1(β) cos(−q1γ + r1α+ rφ+ r2φ′)]
(C.48)
On fait ainsi totalement disparaˆıtre la partie imaginaire, et il ne reste dans ce terme de base que
des expressions re´elles. On a a` pre´sent tous les outils pour exprimer les de´rive´es du potentiel, ou
plutoˆt, ce qui revient au meˆme, des termes de base. On a
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∂Tp1q1p2p
∂φ
= (1 + δq10)
−1 ∑
r1≥0,r2r
(
p1 p2 p
r1 r2 r
)
2
1 + δr1,0
(−r)
× c(p2, r2)Pp2r2(cos θ′)c(p, r)Ppr(cos θ)
× [dp1q1r1(β) sin(q1γ + r1α+ rφ+ r2φ′) + (−1)p1+q1+p2+p id(−q1)]
∂Tp1q1p2p
∂φ′
= (1 + δq10)
−1 ∑
r1≥0,r2r
(
p1 p2 p
r1 r2 r
)
2
1 + δr1,0
(−r2)c(p2, r2)Pp2r2(cos θ′)c(p, r)Ppr(cos θ)
× [dp1q1r1(β) sin(q1γ + r1α+ rφ+ r2φ′) + (−1)p1+q1+p2+pid(−q1)]
∂Tp1q1p2p
∂θ
= (1 + δq10)
−1 ∑
r1≥0,r2r
(
p1 p2 p
r1 r2 r
)
2
1 + δr1,0
c(p2, r2)Pp2r2(cos θ
′)
× c(p, r)p cos θPpr(cos θ)− (p+ r)Pp−1,r(cos θ)
sin θ
× [dp1q1r1(β) cos(q1γ + r1α+ rφ+ r2φ′) + (−1)p1+q1+p2+p id(−q1)]
∂Tp1q1p2p
∂θ′
= (1 + δq10)
−1 ∑
r1≥0,r2r
(
p1 p2 p
r1 r2 r
)
2
1 + δr1,0
c(p, r)Ppr(cos θ)
× c(p2, r2)p2 cos θPp2r2(cos θ)− (p2 + r2)Pp2−1,r2(cos θ)
sin θ
× [dp1q1r1(β) cos(q1γ + r1α+ rφ+ r2φ′) + (−1)p1+q1+p2+p id(−q1)]
∂Tp1q1p2p
∂α
= (1 + δq10)
−1 ∑
r1≥0,r2r
(
p1 p2 p
r1 r2 r
)
2
1 + δr1,0
(−r1)c(p2, r2)Pp2r2(cos θ′)c(p, r)Ppr(cos θ)
× [dp1q1r1(β) sin(q1γ + r1α+ rφ+ r2φ′) + (−1)p1+q1+p2+p id(−q1)]
∂Tp1q1p2p
∂γ
= (1 + δq10)
−1 ∑
r1≥0,r2r
(
p1 p2 p
r1 r2 r
)
2
1 + δr1,0
(−q1)c(p2, r2)Pp2r2(cos θ′)c(p, r)Ppr(cos θ)
× [dp1q1r1(β) sin(q1γ + r1α+ rφ+ r2φ′)− (−1)p1+q1+p2+p id(−q1)]
∂Tp1q1p2p
∂β
= (1 + δq10)
−1 ∑
r1≥0,r2r
(
p1 p2 p
r1 r2 r
)
2
1 + δr1,0
c(p2, r2)Pp2r2(cos θ
′)c(p, r)Ppr(cos θ)
×
(
−1
2
)
[
{√
p1(p1 + 1)− r1(r1 + 1)dp1q1r1+1(β)−
√
p1(p1 + 1)− r1(r1 − 1)dp1q1r1−1(β)
}
× cos(q1γ + r1α+ rφ+ r2φ′)
+ (−1)p1+q1+p2+p id(−q1)] (C.49)
Notons que pour les de´rive´es par rapport a` θ et θ′, nous avons suivi les conventions indique´es.
Cependant, la routine nume´rique employe´e inclut le facteur c(l,m) dans la de´finition des Plm, ce
qui fait que le terme Pp−1,r se trouve multiplie´ non pas par (p+r), mais par
√
2p+1
2p−1(p+ r)(p− r)
(idem pour la de´rive´e par rapport a` θ′).
Toute puissance du nume´rique : pour ve´rifier ces magnifiques relations, rien de tel qu’une
diffe´rence finie. Ce fut fait et les relations pre´sente´es ici furent ainsi valide´es.
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C.4 Algorithme de Krylov
L’e´tude du complexe de van der Waals e´tait aussi pour moi l’occasion d’une excursion du
coˆte´ de l’analyse nume´rique. Il existe une se´rie de codes ge´ne´riques (89; 98) pour faire de la
spectroscopie vdW, mais le but n’e´tait pas de m’initier a` un code de ce type. Je me plongeai
donc dans un algorithme conc¸u par Pierre Valiron, pas encore publie´ a` notre connaissance. Cet
algorithme est particulie`rement cible´ pour la re´solution d’e´quations de Schro¨dinger stationnaires,
mais on verra qu’il est plus ge´ne´ral que cela. Ma taˆche fut donc de programmer et valider cet
algorithme, puis de l’appliquer a` notre syste`me.
Nous livrons ici cet algorithme2 de de´termination du spectre d’un proble`me hamiltonien
unidimensionnel. Il est base´ sur le principe variationnel, et peut eˆtre classe´ parmi les algorithmes
de Krylov (149). Il permet de de´terminer le spectre d’une matrice N ×N sans jamais la rendre
explicite, mais seulement par son action re´pe´te´e sur un vecteur initial (ou un ensemble de vecteurs
initiaux orthogonaux) de taille N . Cela pre´sente le grand avantage de travailler en dimension
m×N , ou`m le nombre de vecteurs ite´re´s, est ge´ne´ralement petit, au lieu de l’ordre N3 ne´cessaire
quand l’on fait une diagonalisation na¨ıve.
Supposons donne´e une matrice carre´e A, de dimension N . On suppose de plus qu’elle a un
spectre discret non de´ge´ne´re´ σA. Nous verrons que cette condition est remplie dans notre mode`le
de l’interaction vdW. Pour notre application, N sera simplement le nombre de points de grille
de la variable spatiale r. Le but est donc de connaˆıtre les e´nergies Ei ∈ σA, ainsi que les vecteurs
propres φi(r) de cette matrice. Supposons de plus que cette matrice est la repre´sentation d’un
ope´rateur hermitien. Nous savons alors quelle est son action sur n’importe quel vecteur. L’algo-
rithme s’e´crit
– De´part : choisir un vecteur initial normalise´ vp
– Ite´ration : jusqu’a` convergence, faire
v0 = vp
vk
.
= Akv0 = Avk−1, k = 1, . . . ,m− 1
Km(A, v) = {v0, v1, . . . , vm−1}
Km(A, v) est appele´ sous-espace de Krylov de dimension m de A. Re´soudre maintenant
le proble`me aux valeurs propres restreint a` Km(A, v). Explicitement, construire les deux
matrices
Hij
.
= 〈vi|A|vj〉 = 〈vi|vj+1〉 , la matrice hamiltonienne, et
Sij
.
= 〈vi|vj〉 , la matrice de recouvrement3.
Re´soudre ensuite Hw = ESw. w0 est le vecteur associe´ a` la plus petite valeur propre E0.
Poser vp = Σkw
k
0vk, k = 0, . . . ,m− 1 (passer le vecteur propre en repre´sentation r)
Poser vp = vp/||vp||.
2Note e´tymologique : contrairement a` ce qui pourrait eˆtre cru, le mot algorithme n’est pas d’origine grecque,
et n’a rien a` voir avec rythme. Il est le re´sultat de la latinisation du nom d’un grand mathe´maticien arabe, Al
Khowarizmi (780-850), conside´re´ par certains comme le fondateur de l’alge`bre moderne.
3〈·|·〉 est le produit scalaire standard : 〈f |g〉 =
R rmax
rmin
f(r)g(r)dr ≃ ΣNi=1f(ri)g(ri)δ, ou` δ = (rmax − rmin)/N .
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C.4.1 Etats excite´s
Montrons maintenant comment une simple ge´ne´ralisation de l’algorithme nous donne cette
fois tout le spectre de A. Pour ce faire, proce´dons de manie`re re´cursive. Supposons que nous
connaissons les n(n ≥ 1) premiers e´tats propres de A. Nous voulons trouver le n + 1e`me e´tat.
Par hypothe`se, il sera orthogonal aux n premiers e´tats propres. Plus exactement, c’est l’e´tat
propre de plus basse e´nergie orthogonal a` ces n e´tats. Ainsi, la seule chose a` faire est de choisir
un vecteur initial satisfaisant cette relation d’orthogonalite´, et d’appliquer le meˆme algorithme
que pour l’e´tat fondamental, mais en orthogonalisant (par un proce´de´ de Gram-Schmidt) chaque
vecteur ite´re´ par rapport aux n premiers e´tats.
C.4.2 Convergence et pre´cision de l’algorithme
Avant de l’appliquer a` notre syste`me, nous avons teste´ cet algorithme sur un proble`me simple,
dont nous connaissions the´oriquement le spectre (161) : la vibration interne d’une mole´cule
d’hydroge`ne avec un potentiel interatomique de Morse.
Le hamiltonien contient, en plus de ce terme de potentiel, un terme laplacien, qui n’est
pas sans poser quelques difficulte´s nume´riques. Nous avons teste´ diffe´rentes approches pour le
calcul du laplacien dans notre proble`me : Diffe´rences finies, splines cubiques (en prenant soit
directement la deuxie`me de´rive´e, soit deux fois la premie`re de´rive´e), et transforme´e de Fourier.
C’est cette dernie`re me´thode qui s’est finalement re´ve´le´e la plus stable.
Le choix du parame`tre m, la dimension du sous-espace de Krylov, est lui aussi crucial dans le
comportement nume´rique de l’algorithme. Un m trop petit rend la convergence tre`s lente, alors
qu’une trop grande valeur induit des instabilite´s fatales. Par ailleurs, nous avons garde´ la valeur
de m constante, quand nous aurions pu choisir de la faire e´voluer a` chaque ite´ration. Les valeurs
typiques de m se situent pour notre proble`me entre 5 et 10.
Deux grandeurs servent a` caracte´riser l’algorithme. Sa rapidite´ et sa pre´cision. La rapidite´
est le nombre d’ite´rations ne´cessaires pour atteindre une certaine convergence, i.e. telle que les
e´nergies aux pas nit et nit+1 diffe`rent de moins qu’un crite`re de convergence ǫ. A cause des
erreurs nume´riques, ǫ ne peut bien suˆr pas eˆtre aussi petit que nous le voulons. La pre´cision
est simplement la diffe´rence entre la valeur converge´e et la vraie valeur (the´orique, s’il y en a
une). C’est surtout pour eˆtre suˆr de la pre´cision que nous avons teste´ cet algorithme sur un cas
connu. Cette pre´cision de´pendra du pas h, le pas de discre´tisation de la variable spatiale. Pour
l’application a` l’eau, une pre´cision de quelques pour-cents sera suffisante.
Les re´sultats pour la rapidite´ sont extreˆmement bons. Pour un crite`re de convergence de 1%,
seules deux ite´rations sont ne´cessaires pour obtenir le fondamental, et quelques ite´rations de plus
pour les e´tats excite´s. Ceci, pour n’importe quelle valeur de h (typiquement entre 0.02 et 0.2
a0
4). Des tests mene´s avec un potentiel harmonique ont montre´ que cette qualite´ ne provenait
pas de la quasi-harmonicite´ du Morse.
Pour ce qui est de la pre´cision, un h trop petit provoque lui aussi des instabilite´s nume´riques.
Mais avec h ≃ 0.02a0 (grille de 255 points), l’erreur relative atteint presque la pre´cision machine.
Les tests faits avec des h plus grands montrent une de´pendance hautement non line´aire (une loi
de puissance avec puissance e´leve´e) de la pre´cision en fonction du nombre de points de grille.
En conclusion, cet algorithme pre´sente d’excellentes proprie´te´s de convergence et de pre´ci-
sion, et il me´riterait a` mon sens une publication, moyennant une analyse nume´rique plus pousse´e.
Pour son application a` H2O−H2, nous verrons que la principale limitation vient de l’obligation
4Pour rappel, la distance d’e´quilibre H-H vaut 1.4a0.
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de se´parer le proble`me en somme de contributions unidimensionnelles. Une chose inte´ressante
a` entreprendre serait donc de ge´ne´raliser cet algorithme a` plusieurs dimensions. D’un point de
vue the´orique, aucune difficulte´. Mais l’aspect nume´rique est moins e´vident au vu des proble`mes
d’instabilite´s, dus essentiellement au laplacien.
C.5 Changement de coordonne´es pour les espe`ces isotope´es
On ne conside`re ici que le passage du re´fe´rentiel d’inertie (RH2O) de l’eau a` celui de l’es-
pe`ce isotope´e (Riso). On suppose connues les coordonne´es xα et zα des atomes dans le syste`me
d’axes. Notons que les notations sont le´ge`rement modifie´es par rapport a` l’habitude : les angles
habituels sont (R, θ, φ, θ1, φ1), tandis que les coordonne´es dans le repe`re Riso seront ✭✭ prime´es ✮✮ :
(R′, θ′, φ′, θ′1, φ
′
1).
On est initialement dans le re´fe´rentiel d’inertie de l’eau. Ce re´fe´rentiel est tel que son origine
C est le centre de masse de l’eau, et ses deux axes x et z sont ses axes principaux d’inertie. La
premie`re condition s’e´crit
3∑
α=1
mα
−→r α = 0 (C.50)
Et la seconde
Iij
.
=
∑
α
mα(|−→r α|2δij − rαirαj) =
∑
α
mα

 z2α 0 −xαzα0 x2αz2α 0
−xαzα 0 x2α

 =

 Ix 0 00 Iy 0
0 0 Iz


(C.51)
Le passage du re´fe´rentiel d’inertie de l’eau a` celui de l’isotope est donne´ par deux grandeurs :
un vecteur de translation −→ρ du centre de masse, et un angle η de rotation des axes d’inertie. −→ρ
e´tant la diffe´rence de position des deux centres de masse, on a
−→ρ =
∑
α
(m′α −mα)−→rα (C.52)
L’angle η est donne´ par exemple par la composante d’un des axes d’inertie de l’isotope a` son
centre de masse C’ (I ′C′) dans le re´fe´rentiel de l’eau. Par de´finition,
(I ′C′)ij =
∑
α
m′α(|−→rα −−→ρ |2δij − (rαi − ρi)(rαj − ρj)) (C.53)
Et il faut diagonaliser ce tenseur :
I ′C′ = SDS
−1 (C.54)
La matrice S est la matrice des vecteurs propres de I ′C′ dans le repe`re de l’eau. L’angle de
rotation entre les axes de l’eau et ceux de l’isotope est donne´ par une des composantes (au
choix) de cette matrice :
η = arccosS11 (C.55)
La transformation de coordonne´es T est donc la composition d’une translation de vecteur ρ et
d’une rotation dans le plan xz d’angle η. Prenons un point P quelconque (il co¨ıncidera par la
suite avec le centre de la mole´cule H2). On a
−−→
C ′P )Riso = R(−η)
−−→
C ′P )RH2O = R(−η)(
−−→
CP −−→ρ ))RH2O (C.56)
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ou` R(−η) est la rotation d’angle −η et de centre C ′ dans le plan xz :
R(−η) =

 cos(η) 0 sin(η)0 1 0
− sin(η) 0 cos(η)

 (C.57)
Et on trouve les nouvelles coordonne´es sphe´riques a` partir de leur de´finition
−−→
C ′P =

 x′Py′P
z′P

 =

 R′ sin θ′ cosφ′R′ sin θ′ sinφ′
R′ cos θ′

⇒ R′, θ′, φ′ = ... (C.58)
Reste a` s’occuper du positionnement de H2. Les angles θ1 et φ1 sont de´finis dans un re-
pe`re translate´ par rapport au premier. Il s’agit donc d’appliquer la rotation R(−η) au vecteur
d’orientation de H2. Dans la pratique, on commencera donc, a` partir de θ1 et φ1, par recons-
truire les coordonne´es carte´siennes d’un des hydroge`nes (point Q), PQx, PQy et PQz. Ensuite,
on appliquera explicitement la rotation a` ce vecteur :
−−→
PQ))Riso = R(−η)
−−→
PQ))RH2O , et on trouve
les coordonne´es carte´siennes dans le repe`re paralle`le a` C ′x′y′z′, centre´ en P. Et finalement, on
reconstruira les nouvelles coordonne´es sphe´riques (θ′1 et φ
′
1) comme en (C.58).
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Annexe D
Annexes du chapitre 4
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D.1 Table des avance´es
La table suivante de´crit les avance´es faites dans les quatre dernie`res anne´es, en partant de la
liste de mole´cules a` e´tudier e´tablies dans le rapport basemole 2002 (10), base´e sur les priorite´s
Herschel et ALMA. Seuls sont expose´s les travaux ou` des taux sont calcule´s.
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mole´cule fait [2002-2006] en cours a` faire
CH+ re´actif +H, T. Stoecklin
H2O +H2 : R/Q/T< 20 K (55), R/Q/T< 1000 K, RV/Q,
R/C/T=100 K, RV/C/T< 4000 K Mn Mn
(cette the`se)
HDO R +H2, Gr
H2O +He, +H, Gr
NH3 +He R/T< 300 K (110) +H2, PES : Gr, R :Mn+Gr
RV : postdoc Gr
NH2D +H2, PES : Gr, R :Mn
CN(2Σ) R +H2
CO +H2 R/T< 70 K (annexe E.4.1) V +H2
CO+ R +H2
HCO+ R +H2
HCN, HNC R +He,+H2, Gr-Mn
H3O
+ R +H2
N2H
+ R et HyF/T< 50 K +He (51) R +H2, Mn
H2CO R +H2, Gr
H2CO R +H2, Gr
SO2 R +He,+H2, Mn-Md
HC3N R/Q et C/T< 100 K +He et H2 RV/Q +He, R. Moczynski RV +H2, Gr
cette the`se
Tab. D.1 – Quoi : R=rotationnel, RV=rovibrationnel,HyF=hyperfin V=vibrationnel ; me´thode :
Q=quantique, C=classique ; lieu : Mn=Meudon, Gr=Grenoble, Md=Madrid. Les indications
entre parenthe`ses sont les re´fe´rences bibliographiques.
Annexe E
Publications
E.1 Introduction
Cette annexe regroupe les publications parues ou soumises pendant ma the`se, dans l’ordre
chronologique. Pour chacune d’elles, les re´fe´rences aux endroits du corpus de ce manuscrit ou`
elles sont discute´es sont donne´es.
En plus des articles donne´s ici, un autre dont je suis co-auteur a e´te´ acce´pte´ apre`s la soute-
nance orale de cette the`se, pre´sentant les taux de rotation a` basse tempe´rature (> 20 K) pour
H2O–H2, et employant notre surface 9d moyenne´e. Il s’agit du manuscrit intitule´ “Influence of a
new potential energy surface on the rotational (de)excitation of H2O by H2 at low temperature”,
par M.-L. Dubernet, F. Daniel, A. Grosjean, A. Faure, P. Valiron, M. Wernli, L. Wiesenfeld,
C. Rist, J. Noga, et J. Tennyson. Il a e´te´ accepte´ le 2 aouˆt 2006 par la revue Astronomy and
astrophysics.
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E.2 H2O-H2, premier article, JCP 2005 communication
Journal of Chemical Physics, 122 (2005) 221102-1
“A full nine-dimensional potential-energy surface for
hydrogen molecule-water collisions”
A. Faure, P. Valiron, M. Wernli, L. Wiesenfeld, C. Rist, J. Noga, J.
Tennyson
E.2.1 Note
Cet article a e´te´ se´lectionne´ pour figurer dans le nume´ro du 15 juin 2005 du Virtual Jour-
nal of Biological Physics Research. Ce journal, publie´ par la socie´te´ ame´ricaine de physique et
l’institut ame´ricain de physique, en coope´ration avec nombre d’autres socie´te´s et publieurs, est
une compilation e´dite´e de liens vers des articles des publieurs participant, couvrant un domaine
spe´cifique de recherche de pointe1.
E.2.2 Re´sume´ et re´fe´rences
Un re´sume´ de cet article se trouve en 5.5.1 (page 144). Le calcul de la surface et sa topologie
sont pre´sente´s en premie`re partie du chapitre 5. La de´sexcitation vibrationnelle est brie`vement
expose´e dans la section 5.5.
1Traduction du mail envoye´ par le VJBIO
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A full nine-dimensional potential-energy surface for hydrogen
molecule-water collisions
Alexandre Faure,a! Pierre Valiron,b! Michael Wernli,c! Laurent Wiesenfeld,d! and
Claire Riste!
Laboratoire d’Astrophysique, Unité Mixte de Recherche (UMR) 5571, Centre National de la Recherche
Scientifique (CNRS), Université Joseph Fourier, B.P. 53, 38041 Grenoble cedex 09, France
Josef Nogaf!
Institute of Inorganic Chemistry, Slovak Academy of Sciences, SK-84536 Bratislava, Slovakia and
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Mlynská dolina CH1, SK-84215 Bratislava, Slovakia
Jonathan Tennysong!
Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6BT,
United Kingdom
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The hydrogen and water molecules are ubiquitous in the Universe. Their mutual collisions drive
water masers and other line emission in various astronomical environments, notably molecular
clouds and star-forming regions. We report here a full nine-dimensional interaction potential for
H2O−H2 calibrated using high-accuracy, explicitly correlated wave functions. All degrees of
freedom are included using a systematic procedure transferable to other small molecules of
astrophysical or atmospherical relevance. As a first application, we present rate constants for the
vibrational relaxation of the y2 bending mode of H2O obtained from quasiclassical trajectory
calculations in the temperature range of 500–4000 K. Our high-temperature sTù1500 Kd results are
found compatible with the single experimental value at 295 K. Our rates are also significantly larger
than those currently used in the astrophysical literature and will lead to a thorough reinterpretation
of vibrationally excited water emission spectra from space. © 2005 American Institute of Physics.
fDOI: 10.1063/1.1935515g
Since its discovery in interstellar space in 1969,
1
water
vapor has been detected in a great variety of astronomical
objects using both Earth-based and spaceborn observations
sfor a review, see Ref. 2d. Water is now known to be the third
most abundant molecule in the Universe, after H2 and CO.
Many rotational and rotation-vibration transitions have been
detected including many which yield spontaneous micro-
wave amplified stimulated emission of radiation smaserd.
Masers are prominent in star-forming regions where water
plays a central role in the chemistry and cooling of the mo-
lecular gas during protostellar collapse.
3
The modeling of
water line emission has thus received particular attention for
many years. Collisional rates are essential for describing en-
ergy exchange processes responsible for thermal balance and
line formation in astronomical environments. Spectral fea-
tures, such as maser emissions, are generally produced in
low-density conditions far from thermodynamic equilibrium
and through a complex competition between radiative and
collisional processes. A detailed knowledge of rates for all
microscopic processes that drive the populations of the emit-
ting levels is thus necessary to interpret the observed spectra.
Despite some recent progress in laboratory measurements of
state-to-state collision rates,
4
astrophysical models still rely
heavily on theoretical predictions owing to the vast network
of relevant states which span a wide range of excitation
energies.
The present work is particularly motivated by the mis-
sion of the European Space Agency’s Herschel Space Obser-
vatory 3.5-m telescope to be launched in mid-2007. Herschel
will observe water lines in regimes from the cold interstellar
medium to stellar, planetary, and cometary atmospheres, with
unprecedented sensitivity, spectral resolution, and calibration
precision. The detailed interpretation of these spectra will
critically depend on the accuracy of the available collisional
rate constants. Here we report calculations of rates for vibra-
tional relaxation of water by hydrogen molecules, the domi-
nant collision partners in molecular clouds.
5
The H2O−H2
collision complex is also of fundamental interest since it is
one of the simplest systems in which water exhibits a dual
identity as either proton donor or acceptor.
6
Moreover, the
vibrational relaxation of water is of great interest for model-
ing atmospheric processes and for understanding high-
temperature dynamics of combustion product gases.
7
The only available theoretical collisional rates for
H2O–H2 collisions were obtained by Phillips et al.
8
for ro-
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tational excitation in the temperature range of 20-140 K. Re-
cently, Dubernet and Grosjean
9
extended these calculations
down to 5–20 K where resonances were found to greatly
influence the excitation rates. At such temperatures, colli-
sional cross sections are particularly sensitive to the details
of the potential-energy surface sPESd.
10
Here, a new PES is
computed for H2O−H2 which significantly improves the ear-
lier PES’s.
11–13
In particular, the van der Waals minimum
region of the interaction is determined with a near-
spectroscopic precision s<1 cm−1d. To achieve this accuracy,
we not only performed very elaborate nonrelativistic elec-
tronic structure calculations, but also considered the vibra-
tional effects resulting from the four internal degrees of free-
dom of the molecules sthree for H2O and one for H2d. This
latter correction is routinely neglected in high-dimensional
sn.3d PES calculations. Only recent advances in theoretical
chemistry and computer technology enabled us to calculate
the full nine-dimensional intermolecular potential with such
precision.
Within the Born–Oppenheimer approximation, scattering
cross sections or bound rovibrational states are obtained by
solving for the motion of the nuclei on an “electronic” PES,
which is independent of the masses of the nuclei. Recent
studies have demonstrated that computational techniques
employing advanced treatments for both electronic and
nuclear motion problems have the ability to rival the accu-
racy of experimental data.
14–16
These studies all employed
convergent hierarchies of basis sets and correlation methods
to solve the electronic structure problem.
In contrast to conventional calculations, correlated meth-
ods that include explicitly the interelectronic coordinates into
the wave function can describe properly the electron–
electron correlation cusp sas pionereed in Ref. 17d and offer
a direct way of reaching the basis-set limit values within a
single calculation, i.e., without extrapolation. Among various
explicitly correlated methods,
18
the R12 coupled-cluster
theory with singles, doubles, and perturbative triples
fCCSDsTd-R12g sRef. 19d is computationally practical
20
and
proved highly accurate,
16,21–23
in particular using adequate
R12-suited basis sets sas in Refs. 24 and 25 for H to Ned.
Generalizing the idea of Kutzelnigg,
26
in CCSDsTd-R12, one
takes care of the correlation cusp by inclusion of linear terms
in the interelectronic coordinates into the exponential wave-
function expansion. Assuming a fair saturation of the one-
electron basis, the painful computation of three- and four-
electron integrals is avoided by introducing a resolution-of-
identity in the computational basis.
19
We constructed the full nine-dimensional H2O−H2 sur-
face using the following three-step procedure: sid a five-
dimensional rigid-rotor reference PES was computed at the
sstandardd CCSDsTd level of theory;
27
siid this reference sur-
face was then calibrated using 812 “high-cost” CCSDsTd-
R12 calculations; siiid the R12 corrected rigid-rotor surface
was finally extended to all nine-dimensions from a new set
of CCSDsTd calculations. The strategy of splitting the calcu-
lations into two levels of accuracy is necessary because of
the large computational cost of the R12 calculations s<40 h
on a IBM SP3 375-MHz machine for each nuclear geom-
etryd. Intermolecular energies were generated on grids using
a combination of the 812 CCSDsTd-R12 calculations and
325 000 CCSDsTd calculations.
28
These grid points were
chosen for 25 fixed intermolecular distances R sin the range
of 3−15a0d via random sampling for the angular coordinates
of H2 relative to H2O. Importance sampling was used for the
internal coordinates based on high-accuracy ground vibra-
tional wave functions of H2O sRef. 14d and H2.
29
At each
intermolecular distance, the interaction energy was then
least-square fitted using the combination of a 149-term ex-
pansion for the angular coordinates and a second-order
Taylor-type series expansion for the internal coordinates. The
accuracy of the angular expansion was monitored using a
self-consistent Monte Carlo error estimator.
30
A cubic spline
interpolation was finally employed over the whole intermo-
lecular distance range and was smoothly connected with
standard extrapolations to provide continuous expansion co-
efficients suitable for scattering calculations. The final accu-
racy of the nine-dimensional fit was found to be <1
−2 cm−1 in the long-range and minimum region of the inter-
action while the intrinsic accuracy of CCSDsTd-R12 calcula-
tions is also of the order of 1 cm−1. In contrast to intramo-
lecular studies,
14,16
the contribution of higher coupled-cluster
terms, and relativistic and non-Born–Oppenheimer effects is
minor for this intermolecular PES. Full details will be pre-
sented in a forthcoming article.
To compare with results available in the literature, the
nine-dimensional surface was vibrationally averaged over
the ground vibrational states
14,29
of the monomers. As shown
in Table I, the resulting five-dimensional surface gives a glo-
bal minimum in good agreement with the recent results of
Hodges et al. based on the scaled perturbation theory
sSPTd.
31
The best estimate of these authors, deduced from a
complete basis-set sCBSd extrapolation of CCSDsTd calcula-
tions, is even closer to our value, at −236.2 cm−1. In its
minimum-energy configuration, the H2 approaches the oxy-
gen atom along the water’s symmetry axis, i.e., water acts as
a proton acceptor. A secondary minimum, with the OH bond
and H2 in a T-shaped configuration, i.e., water as a proton
donor, was also obtained in good agreement with earlier
studies. Hodges et al.
31
used empirical vibrational ground-
state averaged geometries, in contrast to the customary
choice of equilibrium geometries. The remarkable agreement
with the CBS value of Hodges et al. is therefore not surpris-
ing. Indeed, our expansion is dominated by first-order terms
in the Taylor series which are exactly accounted for by state-
averaged geometries; higher-order terms only account for a
few cm−1 in the attractive region of the PES. We conclude
that employing state-averaged geometries
32
is a reliable ap-
proximation for including vibrational effects within a rigid-
rotor PES, as postulated by Mas and Szalewicz
33
ssee also
Jeziorska et al.
34
d. Finally, our nine-dimensional surface is
independent of nuclear masses and can therefore be used for
any water isotopolog such as HDO.
Recently, several studies have shown that inaccuracies in
the PES are the largest source of error in collisional rate
calculations ssee, e.g., Barnes et al.
35
d. In principle, scatter-
ing calculations based on the close-coupling sCCd method
36
can provide an absolute accuracy of a few percent for a given
PES. Unfortunately, the computational cost of CC calcula-
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tions increases dramatically with temperature, especially
when vibrational transitions are involved.
37
Approximate dy-
namical treatments of rotation by the coupled-state sCSd
method, the infinite order sudden sIOSd approximation, or
methods based on classical mechanics have therefore pro-
vided useful alternatives.
38,39
Here we have computed rate
constants for the vibrational relaxation of water using quasi-
classical trajectory sQCTd calculations. Rate constants and
broadening coefficients for pure rotational excitation within
the ground vibrational state of water are currently being
computed at the CC level and will be published elsewhere by
Dubernet et al.
40
To investigate rovibrational sdedexcitation processes,
QCT calculations were carried out using the standard classi-
cal trajectory method ssee, e.g., Ref. 39d. They were re-
stricted to the vibrational relaxation of the lowest excited
state of water, the v2 bending mode s010d which lies
1594.7 cm−1 above the ground state.
14
In contrast to quantum
approximate decoupling methods such as VCC-IOS si.e., CC
for vibration and IOS for rotationd, QCT calculations can be
performed without any dynamical approximation except the
intrinsic limitations of classical mechanics at low tempera-
tures where quantum effects are crucial. Some of us have
recently shown that the standard bin histogram method,
widely used in QCT calculations involving linear rotors, can-
not be generalized to the case of rotational transitions in
asymmetric top molecules owing to ambiguities in the as-
signment of the final rotational action.
41
To circumvent this
problem, rovibrational rates were Boltzmann averaged over
initial rotational states and summed over final rotational
states. Collisional energies were sampled for a canonical dis-
tribution. All other variables were Monte Carlo selected from
appropriate distributions. Stretching motions were neglected
by freezing the OH and H2 bonds at their effective rotational
values. The bending potential of water was accurately repre-
sented by the simple analytic form of Wu et al.
42
Because
vibrational transitions are rare at low collision energy, reli-
able statistics could be obtained only for temperatures above
500 K. Detailed balance was checked by calculating the re-
verse transition from s000d to s010d and was found to be
fulfilled within the quoted error bars. Figure 1 compares our
results with the current best estimate which is based on an
empirical equation derived from shock-tube measurements
of diatomic systems.
43,44
The single experimental result of
Zittel and Masturzo
45
at 295 K is also shown. For tempera-
tures above 1500 K, our results are about one order of mag-
nitude greater than the empirical predictions. Below 1500 K,
our rates are lower than 10−11 cm3 s−1 and must be consid-
ered only as lower limits since classical mechanics system-
atically underestimates rate constants at low temperatures
ssee, e.g., Ref. 38d. Furthermore, it can be noticed that QCT
results for Tù1500 K are compatible with the experimental
point at 295 K. Vibrational relaxation was found to be mostly
driven by the PES dependence on the bending coordinate,
with a minor contribution of centrifugal and other dynamical
effects. We also found a significant rotational enhancement
of the total vibrational rates, suggesting that quantum VCC-
IOS calculations might fail for molecule–molecule collision
pairs with large rotational constants, as already observed for
simpler systems ssee, e.g., Krems et al.
46
d. More elaborate
schemes such as VCC-CS might thus be needed to compute
TABLE I. Rigid-rotor geometries of molecules and global minimum energy Emin for the H2O−H2 complex. R
is the distance between the molecular centers of mass at the minimum. Results are presented for five different
theoretical models: PMMG, fourth-order perturbation theory sMP4d calculations of Phillips et al. sRef. 13d for
experimental equilibrium geometries; HWSH, SPT calculations of Hodges et al. sRef. 31d for empirical aver-
aged geometries in the ground vibrational states; this work, sad CCSDsTd-R12 calculations for theoretical
equilibrium geometries; sbd CCSDsTd-R12 calculations for theoretical averaged geometries in the ground vi-
brational states; scd average of the nine-dimensional fit over the ground vibrational wave functions.
This work
PMMG HWSH sad sbd scd
rHH sa .u . d 1.402 1.449 1.400 1.449 ¯
rOH sa .u . d 1.809 1.836 1.809 1.843 ¯
HOH sdegreesd 104.52 104.69 104.22 104.41 ¯
Emin scm
−1d -201.10 -240.72 -221.19 -234.88 -235.14
R sa .u . d 6.01 5.80 5.90 5.82 5.82
FIG. 1. Rate constant sin cm3 s−1d as a function of temperature for the
vibrational relaxation of H2Osv2d by H2. QCT results are plotted as filled
circles for Tù1500 K swith error bars corresponding to two Monte-Carlo
standard deviationsd and as arrows slower limitsd for T,1500 K. The dotted
curve denotes empirical rates reported by González-Alfonso et al. sRef. 44d.
The empty circle gives the experimental value of Zittel and Masturzo sRef.
45d at 295 K. The solid line corresponds to a standard interpolation of the
high-temperature sTù1500 Kd QCT results.
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reliable state-to-state rovibrational rates and also to check the
low-temperature dependence of the rate constant. Future
studies will investigate this important issue.
A full nine-dimensional PES for hydrogen molecule—
water collisions has been computed at high accuracy using
explicitly correlated calibration calculations. Its average over
the ground vibrational wave functions of the monomers com-
pares very well with the best available literature results. QCT
calculations for the vibrational relaxation of the water bend-
ing mode have been presented as a first application of this
PES. Our results in the temperature range of 1500-4000 K
confirm that the vibrational relaxation process is very fast
and our rates are compatible with the single experimental
point at 295 K. The astrophysical consequences of the
present study now have to be investigated. A particularly
important issue that needs detailed modeling is the connec-
tion between rate constants and line intensities in radiative
transfer models. A recent study by Grosjean et al.
47
has
shown a strong correlation between differences in rate con-
stants and predicted line intensities. For maser transitions,
predicted intensities should be even more sensitive to colli-
sional rates. The present results therefore suggest important
changes in the interpretation of vibrationally excited water
emission spectra from space. Laboratory measurements, even
for limited temperature ranges or for van der Waals dimers,
are also of crucial importance to further test our predictions.
Finally, the methodology described here is fully transferable
to the study of other molecule–molecule collision pairs of
astrophysical or atmospherical relevance.
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“The role of rotation in the vibrational relaxation of
water by hydrogen molecules”
A. Faure, L. Wiesenfeld, M. Wernli, P. Valiron
E.3.1 Re´sume´ et re´fe´rences
Un re´sume´ de cet article se trouve aussi en 5.5.1, juste derrie`re celui du premier article.
Les sections connexes au pre´sent article sont les meˆmes que pour le premier : chapitre 5, et
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The role of rotation in the vibrational relaxation of water
by hydrogen molecules
Alexandre Faure,a Laurent Wiesenfeld,b Michael Wernli,c and Pierre Valirond
Laboratoire d’Astrophysique, Unité Mixte de Recherche (UMR) 5571 Centre National de la Recherche
Scientifique (CNRS), Université Joseph Fourier, Boite Postale, 53, 38041 Grenoble
Cedex 09, France
Received 4 May 2005; accepted 19 July 2005
Vibrational relaxation cross sections of the H2O2=1 bending mode by H2 molecules are
calculated on a recent high-accuracy ab initio potential-energy surface using quasiclassical
trajectory calculations. The role of molecular rotation is investigated at a collisional energy of
3500 cm−1 and it is shown that initial rotational excitation significantly enhances the total
rotationally summed vibrational relaxation cross sections. A strong and complex dependence on
the orientation of the water angular momentum is also observed, suggesting the key role played by
the asymmetry of water. Despite the intrinsic limitations of classical mechanics, these exploratory
results suggest that quantum approximations based on a complete decoupling of rotation and
vibration, such as the widely used vibrational close-coupling rotational infinite-order-sudden
method, would significantly underestimate rovibrationally inelastic cross sections. We also present
some rationale for the absence of dynamical chaos in the scattering process. © 2005 American
Institute of Physics. DOI: 10.1063/1.2033767
I. INTRODUCTION
Water is the most abundant polyatomic molecule in the
universe. It has been observed in a great variety of astro-
nomical environments through rotational and rovibrational
lines including many which yield spontaneous microwave-
amplified stimulated emission of radiation MASER see,
e.g., Ref. 1. In the interstellar and circumstellar gases, hy-
drogen molecules are in general the dominant collision part-
ners. A detailed knowledge of the collision dynamics be-
tween H2O and H2 molecules is therefore essential for
describing energy exchange processes responsible for ther-
mal balance and water line formation in astrophysics. Water-
molecule collisions have also important applications in the
fields of atmospheric and combustion chemistry and, in this
respect, water-hydrogen is considered as a benchmark sys-
tem for theory.
2
Although there have been several theoretical studies on
the rotational excitation in H2O+H2 collisions,
3–7
no dynam-
ics calculations incorporating vibrational degrees of freedom
have been reported so far. There is, however, a number of
experimental results for the vibrational relaxation VR of
water in collisions with He, Ar, H2, HCl, N2, O2, and H2O
near room temperature see Refs. 8 and 9 and references
therein. All these studies have shown that the VR of water is
fast with rate constants in the range of 10−12−10−10 cm3 s−1.
Moreover, the importance of molecular rotation in promoting
the VR process has been demonstrated by measuring deuter-
ated isotopomers.
10
On the theoretical side, Ree and Shin
have reported semiclassical calculations for some of the
above systems see, e.g., Ref. 11 and have confirmed the
key role of molecular rotation below 1000 K. However,
these calculations were restricted to approximate empirical
models for the interaction potentials. More recently, Barnes
et al. have calculated the rate coefficients for vibrationally
inelastic processes in H2O+H collisions using an accurate
ab initio six-dimensional potential-energy surface PES.
12
The approximate vibrational close-coupling rotational
infinite-order-sudden VCC-IOS quantum dynamical treat-
ment was employed to compute the VR rate of the highly
excited 3=4 asymmetric stretching mode and a good
agreement with the experimental data at 293 K was obtained
see also Ref. 9.
In the case of H2O+H2, a high-accuracy nine-
dimensional PES has been obtained very recently by Faure
et al.
13
As in the case of H2O+H, full CC calculations are
impractical for this system owing to the excessively large
number of channels that should be considered. Moreover,
approximate decoupling treatments such as the VCC-IOS
method are questionable, at least for low initial vibrational
excitation, owing to the large rotational constants of both
H2O and H2. Indeed, the failure of VCC-IOS calculations
has been reported in the case of light diatom targets such as
HF see Ref. 14 and references therein. The quantum wave-
packet approach see, e.g., Ref. 15 might prove an efficient
alternative to full CC calculations but to our knowledge it
has yet to be developed for polyatomic targets.
Consequently, as an exploratory study, we have carried
out quasiclassical trajectory QCT calculations for the VR
of the H2O bending mode by H2. A short account of these
calculations has been published very recently in this
a
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We have shown, in particular, that the VR of water
is very fast with a rate constant larger than 10−11 cm3 s−1
above 1500 K, a result compatible with the single experi-
mental value of 1.310−12 cm3 s−1 at 295 K. In the present
article, we give full details of our QCT calculations. Our
main objective is to assess in detail the role of molecular
rotation on the VR process in order to test the reliability of
approximate quantum treatments such as the VCC-IOS
method in the case of low initial vibrational excitation. As
we explain below, the computation of state-to-state cross sec-
tions for an asymmetric top does require a quantum treat-
ment of rotation. The failure of the IOS approximation for
H2O would have serious consequences as less approximate
treatments such as the VCC coupled-states CS method are
computationally very challenging for polyatomic systems.
Our calculations are restricted to the lowest excited vibra-
tional state of water, the bending mode 2=1. This mode
indeed interacts most strongly with rotation because it has a
relatively low frequency and produces the largest effects in
the moments of inertia. Moreover, this mode is astronomi-
cally the most relevant.
16
A large number of atom-diatom studies have shown that
quasiclassical calculations agree well with quantum calcula-
tions if the collision energy is high enough for the tunneling
and threshold effects to be negligible see, e.g., Refs. 17 and
18. A very good agreement between QCT results and experi-
mental data have also been observed, for example, in Li2

+Ne collisions.
19
A particular advantage of classical mechan-
ics is that the computational time decreases with increasing
translational energy. It is thus particularly adapted to vibra-
tionally inelastic collisions for which cross sections are sig-
nificant at sufficiently high energy. Furthermore, QCT calcu-
lations can be performed without any dynamical
approximation in the treatment of molecular rotation. Classi-
cal mechanics also provides an intuitive picture to under-
stand the underlying mechanisms that may be difficult to
extract from quantum calculations. The classical approach is,
however, limited by the quantization of the rotational and
vibrational degrees of freedom which are treated as continu-
ous throughout a classical trajectory. These important issues
will be discussed in detail below.
The outline of the paper is as follows: in Sec. II, the
scattering calculations are briefly presented. The results of
our calculations are discussed and illustrated in Sec. III. Sec-
tion IV summarizes our conclusions.
II. QUASICLASSICAL TRAJECTORY CALCULATIONS
As a triatomic asymmetric top molecule, water has three
distinct vibrational modes and three distinct rotational
modes. In the normal-mode notation, 123 represents vi-
brational quanta in 1 symmetric stretch, 2 bend, and 3
asymmetric stretch, respectively. The first excited states of
each mode lie, respectively, 3657.1, 1594.7, and 3755.9 cm−1
above the ground state.
20
Rotational levels of water are la-
beled using standard asymmetric top notation as JK
a
K
c
, where
J is the rotational angular momentum, Ka is the projection of
J along the A-axis, and Kc is its projection along the
C-axis.
21
A diagram for the experimental H2O rovibrational
energy levels within 2=0 and 1 is presented in Fig. 1. This
diagram illustrates the strong bending-rotation coupling for
large J. The first excited vibrational state of H2 lies
4401.2 cm−1 above the ground state
22
and the rotational lev-
els of H2 are labeled using the rotational angular momentum
J2. All calculations presented below were carried out for a
single collisional energy of 3500 cm−1 and all high fre-
quency stretching modes were ignored by freezing the OH
and H2 bonds at their effective rotational values.
Quasiclassical calculations were carried out using the
standard classical trajectory method as described, e.g., by
Mayne.
23
The full nine-dimensional H2O–H2 PES was ob-
tained as a least-squares fit of the high-accuracy ab initio
points of Faure et al. using the combination of a 149-term
expansion for the angular coordinates and a second-order
Taylor-type series expansion for the internal coordinates.
13
The angular expansion is based on sets of spherical harmon-
ics and rotation matrices which are particularly adapted to
quantum calculations
24
and which provide analytical deriva-
tives for the classical equations of motion. In order to reduce
computational time in integrating these equations, a subset of
only 32 angular functions were retained resulting in a total of
96 basis functions for the six-dimensional PES i.e., includ-
ing all intermolecular coordinates but only the water bending
internal coordinate. This selection was found to reproduce
the ab initio values within a few cm−1 in the van der Waals
minimum region of the interaction and within a few percent
in the repulsive wall. The inclusion of additional angular
functions was tested and found to be negligible at the inves-
tigated collision energy.
A six-dimensional QCT code was developed extending
the five-dimensional method employed by Faure et al.
25
for
the study of rigid body NH3+CN collisions. A view of the
geometry can be found in Fig. 2. We have used the space-
fixed conventions of Phillips et al.
24
in defining the intermo-
lecular coordinates: R is the intermolecular center-of-mass
separation,  and  are the associated polar angles,  and
 describe the orientation of H2, and the orientation of the
water molecule is described by the Euler angles , , and 
which rotate the space-fixed axes to an axis system fixed in
the frame of the water molecule. The water molecule was
FIG. 1. Rovibrational energy-level diagram of H2Ov2=0 and 1 up to J
=24. The values are taken from Ref. 20.
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treated as a rigid bender with the following classical
vibration-rotation Hamiltonian
21
written here in the princi-
pal moment of inertia axis system:
Hvr = AJa
2 + BJb
2 + CJc
2 +
1
2I
pta
2 + V , 1
where A, B, and C are the rotational “constants” no
longer constants because of bending motion,  being the
flexible angle between the OH bonds, and Ja, Jb, and Jc are
the components of the water rotational angular momentum J
along the principal moment of inertia axes. I is the “moment
of inertia” for the bending motion and is given explicitly in
Ref. 21 where the convention is 	=
−. V describes the
intramolecular bending potential of water. We used the fol-
lowing analytic function, as given by Wu et al.:
26
V =
1
2k1u
2 + g1u
3, 2
where u=cos −cos eq and eq is the equilibrium value of .
In what follows, the instantaneous energies of rotation and
vibration of H2O are thus defined, respectively, as
Erot = AJa
2 + BJb
2 + CJc
2, 3
Evib =
1
2I
p
2 + V . 4
In the space-fixed frame, the coupling between rotation and
vibration occurs through i the dependence of the rotational
constants on the bend coordinate centrifugal coupling and
ii the dependence of the PES on the bend coordinate in-
termolecular coupling. In practice, the contribution of the
centrifugal coupling was found to be minor.
The classical equations of motion were numerically
solved using an extrapolation Bulirsch-Stoer algorithm.
27
Energy was conserved up to four digits, i.e., within a few
cm−1, while angular momentum was conserved up to eight
digits. In all calculations, water was initially taken in its first
excited bending mode 2=1 and cross sections were calcu-
lated for several sets of initial H2O and H2 rotational ener-
gies. Batches of 10 000 trajectories were found necessary to
get sufficient statistics for each set. The initial internal ener-
gies were assigned to correspond precisely to quantum states,
using the correspondence principle. For each molecule, the
classical rotational angular momentum was thus taken as
JJ+11/2, where J is the rotational quantum integer num-
ber. For water, initial values of the classical angular momen-
tum components Ja and Jc were simply assigned to the
pseudo-quantum-numbers Ka and Kc. This trivial initial se-
lection was found to reproduce exact quantum eigenvalues
within 10 cm−1 for the lowest rotational levels in 2=1 and
within a few percent for the highest ones, i.e., with sufficient
precision for our exploratory purposes. The translational en-
ergy was set at 3500 cm−1, which approximately corresponds
to the thermal-averaged velocity th at a temperature of
4000 K. This relatively large energy was necessary to get
good statistics, because of the rareness of vibrational transi-
tions. The initial value of the projection of the intermolecular
distance on the collision axis was set to 20 a.u. The initial
values of the vibrational and rotational phases and the mo-
lecular orientations were Monte Carlo selected from appro-
priate distributions. Finally, the maximum impact parameter
bmax for each batch of trajectories was taken as the smallest
impact parameter for which 1000 trajectories produced no
change in the vibrational state of water. In practice bmax was
found to range between 4 and 6 a.u. at the selected colli-
sional energy.
Two of us
28
have recently revisited the semiclassical
quantization of the rigid asymmetric rotor in the context of
final-state analysis in inelastic collisions. They have demon-
strated that the standard bin histogram method, widely used
in quasiclassical trajectory calculations involving linear tar-
get molecules, cannot be generalized to the case of asymmet-
ric top molecules owing to ambiguities in the assignment of
the final classical action J to a particular rotational quantum
state. These ambiguities result, for a given J, from pairs of
states which are indistinguishable within the bin histogram
approach at the quasiclassical, primitive semiclassical, and
uniform semiclassical levels of theory. This result implies
that state-to-state rotational and rovibrational cross sections
cannot be computed from a classical trajectory for an asym-
metric top. The usual final-state analysis used for diatoms
see, e.g., Blais and Truhlar
29
 cannot therefore be employed
here. However, “J-resolved” cross sections can still be com-
puted by implicit summation over all Ka and Kc for a given
J. As a result, Ka and Kc were not considered in the present
final-state analysis and the classical angular momenta J and
J2 were simply truncated to the nearest integers. This in turn
implies that the quantum ortho-/paradistinction of H2O and
therefore of H2 as well was neglected in our calculations
since no rigorous method of treating this distinction through-
out a classical trajectory exists for an asymmetric top. The
ortho-/paramodification should, however, be not crucial here
as we are not interested in detailed state-to-state processes
but rather on qualitative effects on rotationally summed cross
sections. Similarly, the final vibrational state analysis was
performed by a simple average of the vibrational energy of
water over several vibrational periods at the end of the tra-
jectory and by truncating the classical 2 using the
harmonic-oscillator approximation to the nearest integer
taking zero-point energy into account. The final rotational
FIG. 2. Scheme of the geometry of a scattering event in space-fixed con-
ventions. See the text for definitions of the intermolecular coordinates.
Oxyz is the space-fixed frame at asymptotic distance, b impact parameter,
 water bending angle; J rotational angular momentum of water, J2 rota-
tional angular momentum of H2, and L orbital angular momentum.
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energy was also obtained as the difference between the inter-
nal energy and the time-averaged vibrational energy.
According to the above Monte Carlo sampling, the
J-resolved cross section for the VR of water was calculated
for each set of initial rotational states as
2 = 1,JK
a
,K
c
;J2 → 2 = 0,J,J2 = 
bmax
2 Nr
N
, 5
where Nr is the number of trajectories leading to the final
state 2=0,J ;J2 and N is the total number of trajectories
sampled. This cross section has a Monte Carlo standard de-
viation of
 = 
bmax
2 Nr
N
N − Nr
NNr
1/2. 6
Finally, the total rotationally summed cross section is de-
fined as
2 = 1,JK
a
,K
c
;J2 → 2 = 0
= 	
J,J2
2 = 1,JK
a
,K
c
;J2 → 2 = 0,J,J2 . 7
It should be noted that within the rotational IOS approxi-
mation, the above total cross section does not depend on the
initial rotational states.
30
QCT calculations may serve to as-
sess the validity of VCC-IOS calculations by testing the de-
pendence of the total cross section on the initial rotational
states. As discussed in the Introduction, the VCC-IOS
method is the most common and tractable quantum ap-
proach to compute state-to-state rovibrational cross sections.
It is known to be valid when the rotational period of the
molecule is much longer than the collision time. For H2O,
the ratio of the rotational frequency 
1000 GHz to the
collision frequency 
th /2bmax is about 1 /10 for a tem-
perature of 4000 K. The reliability of the IOS approximation
is thus questionable, even for the high collision energy of
interest here.
Finally, it should be noted that Faure et al.
13
have di-
rectly computed rate constants instead of cross sections.
These rates which correspond to the integration and average
of the above total cross sections over thermal distributions of
initial collisional and rotational energies were obtained by a
direct Monte Carlo sampling of the initial rotational and col-
lisional energy distributions at a given temperature.
III. RESULTS AND DISCUSSION
A. Inelastic cross sections
Table I presents QCT total cross sections for the vibra-
tional relaxation of H2O2=1 by H2 at a collision energy of
3500 cm−1. The total cross section in atomic units is given
for different initial H2O and H2 rotational states. These initial
states were chosen in order to mimic the Boltzmann rota-
tional distribution at 4000 K where the most-populated states
are, respectively, JK
a
,K
c
=130,13 and J2=5. First, it can be no-
ticed that the rotation of both the target H2O and the projec-
tile H2 can greatly enhance the VR process, as already ob-
served for diatomic systems see, e.g., Ref 31. As explained
above, this result is in contradiction with the VCC-IOS pre-
diction. Second, the dependence of VR on rotation does not
simply correlate with the increase of angular momenta, as
observed for diatoms. Thus, for J=7, the total cross section
is significantly enhanced with respect to the rotationless
value and according to the Monte Carlo error only when
Ka=7 and Kc=0. This observation might simply reflect the
increase of rotational energies. However, for J=13 and J
=24, the highest initial energy levels do not have the largest
cross sections. Thus, while the rotational enhancement is
modest for all J when Ka=0, it becomes very large up to a
factor of 40 for J=13 and J=24 when both Ka and Kc are
nonzero. Another striking result occurs for J=24 when Ka
=24 and Kc=0: in this case, the cross section entirely van-
ishes and more than 95% of the trajectories lead to the exci-
tation of 2=2. This last result, however, must be viewed
with caution since the rigid bender approximation becomes
less and less valid as J increases. In any case, the increase of
excitation to 2=2 with increasing J was observed as a gen-
eral trend.
It is clear from the above observations that the rotational
asymmetry of water is crucial in interpreting the present VR
results. From the classical standpoint, impulsive collisions
are known to promote rovibrational energy transfer see, e.g.,
Ref. 32. VR cross sections are thus expected to increase
with increasing rotational velocities. Here, as observed for
J=13 and J=24, the largest cross sections do not necessarily
correlate with the largest rotational velocities Kc=0.
Rather, the increase of complexity of the internal water rovi-
brational motion seems to facilitate VR. This interpretation
in terms of complexity was already drawn by Zenevich
et al.
31
in their study on rovibrational energy transfer in H2
+H2 collisions, although in their case the enhancement of the
VR process resulted only from the increase of rotational en-
ergy. In the present case, we interpret our results as suggest-
ing that the energetic factor is dominant for low J while for
sufficiently large J the dynamics becomes dominated by the
complexity of the internal motion as determined by the initial
angular momentum orientation. It should also be noted that
TABLE I. Total cross sections in a.u. for the vibrational relaxation of the
H2O bending mode 2=1 by H2 as a function of initial rotational levels.
The initial experimental internal molecular energies are given in cm−1. The
collisional energy is 3500 cm−1. The values in brackets denote two Monte
Carlo standard deviations.
JK
a
,K
c
J2 Eint 2=1→2=0
00,0 0 1594.7 0.260.07
70,7 0 2180.6 0.300.08
73,4 0 2462.9 0.410.11
77,0 0 3109.9 1.210.15
130,13 0 3391.1 0.420.10
136,7 0 4442.7 3.550.39
1313,0 0 6220.6 1.800.28
240,24 0 7261.3 0.960.21
2412,12 0 10 841.3 9.980.64
2424,0 0 14 644.8 0.00
a
00,0 2 1950.6 0.400.11
00,0 5 3374.4 1.720.28
a
See text.
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for J5, no significant rotational enhancement was ob-
served. As a result, VCC-IOS calculations are expected to be
valid for low J at similar collision energies.
In order to get further insight into the VR mechanism,
we plot in Fig. 3 the rotational energy and J distribution of
water after the vibrational relaxation of H2O2=1 in vari-
ous levels of rotational excitation. Such plots have been pre-
sented previously for atom-diatom systems such as
Li2
*+Ne,
19
HF+Ar,
14
or CO+He.
33
In all these studies, the
diatomic targets were found to exhibit quasiresonant
vibration-rotation energy transfer when they were initially in
high rotational excitation: VR cross sections were shown to
peak at the final rotational states of =0 which are closest in
energy to the initial rotational state of =1. The final rota-
tional distribution was also found to narrow as the initial
collision energy decreases and as the initial rotational energy
increases. We note that a quasiresonant vibration-vibration
energy transfer was also observed by Lendvay et al.
34
in the
case of VR of H2O3=2–4 by H atoms. In this latter study,
the rotation of H2O was treated within the IOS approxima-
tion. In Fig. 3, we do observe similar although much less
marked trends. The rotational distribution after VR of the
lowest 00,0 level is broad and centered around J=5. As the
initial rotational excitation increases, the final rotational dis-
tribution narrows and shifts toward large J, peaking around
the initial J. However, as a single water angular momentum J
corresponds to a large distribution of rotational levels see
Fig. 1, we have also plotted the final water rotational energy
distribution. It can be noticed that this distribution peaks
around the initial value and that the average rotational energy
transferred per collision is rather small Erot is only a few
hundreds of cm−1 and decreases with increasing J. This sug-
gests that the VR process is only weakly rotationally inelas-
tic in H2O and that the vibrational energy excess is mainly
removed to translation and H2 rotation, as illustrated in Fig. 4
where it is observed that the final translation and H2 rotation
energy distributions are significantly heated up with respect
to the initial values. The quasiresonant nature of VR ob-
served in diatomic systems is therefore found to be only
minor here. However, as shown by Krems et al.
33
in the case
of CO, it is likely that H2O will also exhibit significant near-
resonant energy transfer at lower collision energy or higher
rotational excitation. Finally, we note that the broadness of
the final water rotational energy distribution in Fig. 4 indi-
cates the presence of “supercollisions” with large rotational
inelasticity larger than a few thousands of cm−1. These su-
percollisions have been observed experimentally and theo-
retically in larger and highly excited systems such as
benzene+Ar.
35
B. Structure of the scattering process
One of the particular advantage of classical mechanics is
to provide a detailed, time-dependent picture of the scatter-
ing event. In particular, sets of trajectories can be analyzed in
phase space to detect the absence or presence of irregular
chaotic dynamics. This type of analysis has been employed
with great success at several instances, in particular, for re-
active scattering where the concept of transition state TS
has been shown to be extremely useful. It was introduced
long ago on an heuristic basis see Truhlar et al.
36
for a
review and put on a sound basis recently.
37,38
Its application
to rotationally inelastic scattering has been suggested
recently,
7
but rovibrational transitions seem yet out of reach,
especially so for polyatomic targets. The concept of phase-
space tubes or conduits
39–41
provides another tool of poten-
tial interest for exploring the present dynamical system.
The first and main problem here is the high dimension-
ality of the representative phase space: we have nine gener-
alized coordinates and thus an 18-dimensional phase space.
The second problem is the very different nature of inelastic
scattering with respect to reactive scattering. While it is pos-
sible for the latter to easily define two or several discon-
nected asymptotic phase-space regions corresponding to the
different reactant/product channels, the task is much less
clear for inelastic scattering. In Refs. 7 and 42, some kind of
TS was indeed defined for the H2O–H2 system, but only
rotational deexcitation was considered. It is clear that the
dynamics generated by the rovibration of a rigid bender is
nonlinear, prone to bifurcations
43
and exhibits some chaos.
21
Adding to the rotation of the rigid bender its interaction with
FIG. 3. Final rotational energy and angular momentum distributions of
H2Ov2=0 after vibrational relaxation of H2Ov2=1 by H2. The initial
rotational states of water are, from top to bottom, JK
a
,K
c
=00,0, 136,7, and
2412,12. The initial rotational state of H2 is J2=0 in all three cases. The thick
vertical lines denote initial values.
FIG. 4. Final translational energy and H2 rotational energy distributions
after vibrational relaxation of H2Ov2=1. The initial H2O and H2 rotational
states are, respectively, JK
a
,K
c
=136,7 and J2=0. The thick vertical lines de-
note initial values.
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a projectile should only complicate dynamics by adding new
nonseparable interactions. However, the scattering system
being open, it is not obvious whether this underlying chaotic
dynamics appears in the actual observables.
We performed two tests for detecting a possible appear-
ance of chaotic dynamics in the scattering process. A first,
intuitive test is to look at actual vibrational relaxation trajec-
tories. Two typical examples are shown in Fig. 5. It can be
seen that VR occurs on a very short time scale, about 100 fs,
i.e., in a time comparable to a few vibrational periods about
20 fs and similar to the rotational period a few hundreds of
femtoseconds. We found no evidence of trajectories whose
vibrational energy varies on a longer time scale or whose
vibrational energy hops back and forth between several av-
erage values, indicating a complicated interplay between
translational and rovibrational dynamics. A second test for
the occurrence of chaotic dynamics is to look for some kind
of deflection function X=XF, where X is an observable and
F is a classical phase absent in a quantum calculation.
44
Here, we chose F to be the intermolecular azimuthal angle 
see Fig. 6. The observables are i the rotational energy of
water Eq. 3, ii the vibrational energy of water Eq. 4,
and iii the rotational energy of hydrogen. Two typical ex-
amples are presented in Fig. 6. The deflection functions are
found to be continuous and show no pattern of discontinui-
ties. In the presence of extended chaos arising from the
homo-/heteroclinic intersections of some large dimensionally
stable and unstable manifolds, these deflection functions
would show the characteristic fractal pattern of discontinui-
ties, at least in some domain of the incoming phases.
41,44,45
These large-scale structures are conspicuously absent here.
This absence of chaos may arise for two nonexclusive
reasons. One reason, obviously relevant here, is the short
collision time. As we have shown earlier,
44,46
the occurrence
of scattering chaos is possible if the residence time r in the
interaction region is much longer than the mean resonance
time represented here by the vibrational period vib. All nu-
merical experiments have shown that r
vib, precluding
any possible exploration of the chaotic phase-space. This can
also be understood in terms of phase space tubes:
39,40
tubes
drive the density of probability from the incoming
asymptotic region to the mixing region where the transition
occurs and from the interaction region towards the outgoing
asymptotic region. If r is very short, like here, then the two
tube systems incoming and outgoing cross each other in a
direct way, as found by Wadi and Wiesenfeld,
40
without any
back and forth oscillations along the vibrational/rotational
motions. In such a case, the measure of the chaotic phase
space, even if present in principle, becomes very marginal.
The second reason, which remains conjectural, is that there is
no large dimensional phase-space structure undergoing the
stretching and folding giving rise to chaos. In the case of an
18-dimensional phase space, one needs codimension-one di-
mensions 17 and 16 in the energy shell stable/unstable
manifolds, such as those observed in Refs. 37, 41, 45, and
47. These structures arise from a transition state, presumably
absent here but likely present at much lower collisional en-
ergy. In the present regime far above threshold, the chaotic
phase space could be of reduced dimensionality, its effect
remaining marginal.
IV. CONCLUSION
Vibrational relaxation cross sections of H2O2=1 by
H2 molecules have been calculated on the recent high-
accuracy ab initio potential-energy surface of Faure et al.
13
using quasiclassical trajectory calculations. The role of mo-
lecular rotation has been investigated at a collisional energy
of 3500 cm−1 and it has been shown that the initial rotational
excitation of both the target and the projectile can signifi-
cantly enhance the total rotationally summed vibrational
relaxation cross sections. The asymmetric top character of
water was also found to be crucial, as reflected by the strong
and complex dependence of cross sections on the orientation
of the water angular momentum. In contrast with systems
FIG. 5. Typical vibrational relaxation trajectories: internal energy of water
as a function of time. The black and gray lines denote, respectively, the
rotational and vibrational energies of water Eqs. 3 and 4. The dashed
line gives their sum. The initial rotational state of H2O is JK
a
,K
c
=00,0 left
panel and JK
a
,K
c
=136,7 right panel. The initial rotational state of H2 is
J2=0 in both cases. The approximate time scale of the collision is indicated.
FIG. 6. Deflection functions: final internal energies of H2O and H2 as a
function of the azimuthal angle . The solid and dashed lines denote the
H2O rotational and vibrational energies, respectively. The H2 rotational en-
ergy is given by the dot-dashed line. The horizontal dashed line gives the
upper limit 1594.7 cm−1 below which vibrational relaxation has occured
classically. In both panels, the initial H2O and H2 rotational states are, re-
spectively, JK
a
,K
c
=136,7 and J2=0. The final states are J=13 and J2=1 left
panel and J=17 and J2=2 right panel.
1-6 Faure et al. J. Chem. Phys. 123, 1 2005
E.3. H2O-H2, DEUXIE`ME ARTICLE, JCP 2005 211
exhibiting quasiresonant VR cross sections, the vibrational
energy excess was found here to be mainly removed to trans-
lation and H2 rotation. The absence of dynamical chaos was
shown and was attributed to the short collision time at the
selected collisional energy which is comparable to a few
vibrational periods. Despite the intrinsic limitations of clas-
sical mechanics, in particular, those related to the quantiza-
tion of the rotational degrees of freedom,
28
an important pre-
diction of these exploratory results is that quantum
approximations based on a complete decoupling of rotation
and vibration, such as the widely used VCC-IOS method,
would largely underestimate the rovibrationally inelastic
cross sections, except for low values of angular momenta. In
this respect, we would like to emphasize that the success of
the VCC-IOS approach for the VR of H2O3=4 by H
atoms
12
is not contradictory since for high initial vibrational
excitation there is a considerable mixing of vibrational states
and the role of rotation becomes minor see Ref. 34. For
lower initial excitation such as in the present study, more
elaborate treatments of rotation should prove necessary to
compute accurate state-to-state cross sections which are re-
quired, in particular, to interpret astronomical spectra of vi-
brationally excited water.
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ABSTRACT
Cross sections for the rotational (de)excitation of CO by ground state para- and ortho-H2 are obtained using quantum scattering calculations for
collision energies between 1 and 520 cm−1. A new CO−H2 potential energy surface is employed and its quality is assessed by comparison with
explicitly correlated CCSD(T)-R12 calculations. Rate constants for rotational levels of CO up to 5 and temperatures in the range 5−70 K are
deduced. The new potential is found to have a strong influence on the resonance structure of the cross sections at very low collision energies.
As a result, the present rates at 10 K differ by up to 50% with those obtained by Flower (2001) on a previous, less accurate, potential energy
surface.
Key words. molecular data − molecular processes − ISM: molecules
1. Introduction
Since its discovery in interstellar space more than 30 years ago
(Wilson et al. 1970), carbon monoxide (CO) has been exten-
sively observed both in our own and in other galaxies. CO
is indeed the second most abundant molecule in the Universe
after H2 and, thanks to its dipole moment, it is the principal
molecule used to map the molecular gas in galactic and ex-
tragalactic sources. CO is also currently the only molecule to
have been observed at redshifts as high as z = 6.42 (Walter
et al. 2003). Collisional excitation of rotational levels of CO
occurs in a great variety of physical conditions and emission
from levels with rotational quantum numbers J up to 39 have
been identified in circumstellar environments (Cernicharo et al.
1996).
Hydrogen molecules are generally the most abundant col-
liding partners in the interstellar medium, although collisions
with H, He and electrons can also play important roles, for ex-
ample in diffuse interstellar clouds. Rate coefficients for colli-
sions with H2 based on the potential energy surface (PES) of
Jankowski & Szalewicz (1998, hereafter JS98), have been cal-
culated recently (Mengel et al. 2001; Flower 2001). These rates
were found to be in reasonable agreement (typically within a
factor of 2 at 10 K) with those computed on older and less
⋆ Tables A1 and A2 are only available in electronic form at
http://www.edpsciences.org
accurate PES (e.g. Schinke et al. 1985). However, in contrast
to previous works, Mengel et al. (2001) and Flower (2001)
found the inelastic rates with ∆J = 1 larger than those with
∆J = 2 for para-H2. This result reflects the crucial importance
of the PES, whose inaccuracies are one of the main sources of
error in collisional rate calculations, especially at low temper-
atures (see, e.g., Balakrishnan et al. 2002). The JS98 surface
has been checked against experiment by a couple of authors.
Gottfried & McBane (2001), in particular, computed second
virial coefficients below 300 K and showed that the attractive
well of the PES was slightly too deep. A modification which
consists of multiplying the PES by a factor of 0.93 was there-
fore suggested by these authors. This modification was applied
by Mengel et al. (2001) and it was indeed found to produce
better agreement with measurements of pressure broadening
cross sections. On the other hand, the original PES was found
to give a very good agreement with experimental state-to-state
rotational cross sections measured near 1000 cm−1 (Antonova
et al. 2000). At these energies, however, only the short-range
repulsive region of the PES is probed. Finally, Flower (2001)
showed that the scaling of 0.93 has only minor influence on the
rotational rates and he employed the original PES.
Very recently, a new PES has been computed by Jankowski
& Szalewicz (2005, hereafter JS05). In contrast to the
JS98 surface, which was calculated within the symmetry-
adapted perturbation theory (SAPT), the JS05 surface has been
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obtained using the supermolecular approximation based on the
CCSD(T) method using correlation-consistent basis sets com-
plemented by bonding functions and basis set extrapolation. It
turned that the major inaccuracy of JS98 was due to the use of
a correction for the effects of the third and higher orders ex-
tracted in an approximate way from supermolecular SCF cal-
culations. It recently became clear that this correction should
not be used for nonpolar or nearly nonpolar monomers. If this
term is removed from JS98, the agreement of the resulting sur-
face with JS05 is excellent. Jankowski & Szalewicz (2005)
have employed their new PES to calculate rovibrational energy
levels of the para-H2−CO complex and they obtained a very
good agreement (better than 0.1 cm−1 compared to 1 cm−1 for
the JS98 surface) with the measurements by McKellar (1998).
The computed values of the second virial coefficients also agree
very well with the experimental ones. Full details can be found
in Jankowski & Szalewicz (2005). In the present paper, we
present new rate constants for the rotational excitation of CO
by H2 based on the JS05 surface. Our results are restricted to
low temperatures (T < 70 K) because the new PES calculations
are found to affect the rotational cross sections only at low col-
lision energy (Ecoll < 60 cm
−1). As shown below, differences
with the results of Flower (2001) range from a few percent to
50%. Such effects, if not dramatic, are significant in view of
the special importance of the CO−H2 system in astrophysics.
Furthermore, the present results are of particular interest for
comparisons with future measurements planned in Rennes by
Sims and collaborators (Sims 2005).
2. Method
2.1. Potential energy surface
Following the conventions of JS98, the CO−H2 “rigid-body”
PES is described by the following four Jacobi coordinates:
three angles θ1, θ2 and φ and the distance R denoting the in-
termolecular centre of mass separation. The angles θ1 and θ2
are the tilt angles of H2 and CO with respect to the intermolec-
ular axis, and φ is the dihedral angle. In the linear geometry, the
oxygen atom points toward H2 when θ2 = 0. The JS05 surface
has been obtained by averaging over the intramolecular ground
state vibration of H2, while CO was treated as rigid at its vibra-
tional ground-state averaged geometry. The JS05 surface has a
global depth of −93.049 cm−1 for the linear geometry with the
C atom pointing toward the H2 molecule (θ1 = 0, θ2 = 180
◦,
φ = 0) and for a centre of mass separation Rmin = 7.92 bohrs.
The (unscaled) JS98 and JS05 surfaces are presented in Fig. 1
and compared to independent CCSD(T)-R12 calculations us-
ing ground-state averaged geometries for CO and H2.
The latter calculations can be considered as high accuracy
state-of-the-art ab initio calculations. Indeed the CCSD(T)-R12
approach1 has been shown to produce intermolecular energies
1 The R12 coupled cluster theory with singles, doubles and pertur-
bative triples properly describes the electron-electron cusp by includ-
ing explicitly the inter-electronic coordinates into the wavefunction
(Noga & Kutzelnigg 1994; see also Noga & Valiron 2002, for a re-
view).
5 6 7 8 9
R (bohrs)
-100
-50
0
50
100
In
te
ra
c
ti
o
n
 e
n
e
rg
y
 (
c
m
-1
)
JS98
JS05
CCSD(T)-R12
θ
1
 = 90
o
θ
1
 = 0
o
θ
1
 = 0
o
θ
2
 = 90
o
θ
2
 = 0
o
θ
2
 = 180
o
Fig. 1. H2−CO interaction energy as a function of R for three copla-
nar configurations: (θ1, θ2) = (90
◦, 90◦), (0◦, 0◦) and (0◦, 180◦). The
dashed and solid lines denote the JS98 and JS05 calculations, respec-
tively. The filled circles correspond to independent CCSD(T)-R12 cal-
culations (see text).
with near spectroscopic accuracy without recourse to extrapo-
lation (Halkier et al. 1999; Müller & Kutzelnigg 2000; Faure
et al. 2005). In order to save some computing time and to im-
prove the numerical stability of the R12 operator, the core or-
bitals were frozen2 in the CCSD(T)-R12 calculations. We em-
ployed R12-suited basis sets including up to g functions for C
and O, and d functions for H (as developed in Noga & Valiron
2003; Kedžuch et al. 2005). The R12 results are assumed to
approach the basis set limit within 1−2 cm−1. In particular the
inclusion of a large set of bonding functions (corresponding
to the R12-suited H set) affects the interaction by ≈0.5 cm−1
only at 7 bohrs separation, while the counterpoise corrections
remain very small, generally below 1 cm−1.
Here, we can observe that the JS05 surface agree very
well with the CCSD(T)-R12 results while the JS98 sur-
face overestimates the depth of the CO−H2 potential well
by about 10−20%, as anticipated by Gottfried & McBane
(2001). However, the JS05 surface lies slightly below the
CCSD(T)-R12 one. This agrees with the observation in JS05,
based on extrapolations involving bases up to quintuple zeta
quality, that the potential is about 1–2 cm−1 too deep in the
region of the global minimum. On the other hand, the compar-
ison of the virial coefficients from JS05 with experiment sug-
gests that the exact potential is still deeper, probably due to
the effects resulting from theory levels beyond CCSD(T). We
also checked that the R12 values are recovered within 1 cm−1
by a basis set extrapolation involving larger (triple and quadru-
ple zeta) sets and the popular bonding functions proposed by
Williams et al. (1995). These comparisons provides a further
check of the quality of the new CO−H2 PES and also confirm
the suspected inaccuracies of the JS98 surface.
In order to interface the JS98 and JS05 surfaces with
the scattering code, the  routines of Jankowski &
Szalewicz (1998, 2005) were employed to generate a grid
2 This approximation is of little consequence as core correlation ef-
fects are minor for the CO-H2 interaction (about 0.3 cm
−1 at 7 bohrs
separation).
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of 57 000 geometries. These grid points were distributed in
19 fixed intermolecular distances R (in the range 4–15 bohrs)
via random sampling for the angular coordinates. At each in-
termolecular distance, the interaction potential V was least-
squares fitted over the following angular expansion:
V(R, θ1, θ2, φ) =
∑
l1l2l
vl1l2l(R)sl1l2l(θ1, θ2, φ), (1)
where the basis functions sl1l2l are products of spherical har-
monics and are explicited in Eq. (A9) of Green (1975). These
functions form an orthonormal basis set, and the expansion co-
efficients vl1l2l can thus be written as
3
vl1l2l(R) =
∫
θ1
∫
θ2
∫
φ
V(R, θ1, θ2, φ)s
⋆
l1l2l
(θ1, θ2, φ)
× sin θ1dθ1 sin θ2dθ2dφ. (2)
The latter expression remains valid for any truncated expan-
sion.
We selected an initial angular expansion including all
anisotropies up to l1 = 10 for CO and l2 = 6 for H2, resulting in
142 sl1l2l functions. The accuracy of the angular expansion was
monitored using a self-consistent Monte Carlo error estimator
(Rist et al. 2005), which also permitted to select the most perti-
nent angular terms. The resulting set was composed of 60 basis
functions involving anisotropies up to l1 = 7 and l2 = 4. A cu-
bic spline interpolationwas finally employed over the whole in-
termolecular distance range and was smoothly connected with
standard extrapolations to provide continuous expansion coef-
ficients suitable for scattering calculations. The final accuracy
of this 60 term expansion was found to be better than 1 cm−1
in the global minimum region of the PES while the individ-
ual expansion coefficients were converged within 0.01 cm−1. It
should be noted that the expansion does not reproduce exactly
the values of the potential energy at the grid points4, in con-
trast to the approach followed by Flower (2001) who used the
same number (25) of angular geometries and basis functions.
The main advantage of our approach is to guarantee the con-
vergence of the individual expansion coefficients, in particular
in the highly anisotropic short-range part (R < 6 bohrs) of the
interaction.
2.2. Scattering calculations
The  code (Hutson & Green 1994) was employed
to perform the rigid-rotor scattering calculations reported be-
low. All calculations were made using the rigid rotor approx-
imation, with rotational constants BCO = 1.9225 cm
−1 and
BH2 = 60.853 cm
−1. For para-H2 ( j2 = 0), calculations were
carried out at total energies (collision plus CO rotation) rang-
ing from 4 to 520 cm−1. Full close-coupling calculations were
performed between 4 and 160 cm−1, with steps of 0.2 cm−1 in
the resonance range 4−120 cm−1, and a much coarser step of
3 ⋆ denotes the complex conjugate. Note that the angular conven-
tions of Green (1975) are slightly different from those of Jankowski &
Szalewicz (1998).
4 The residual differences indicate the cumulative effects of the
higher expansion terms.
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Fig. 2. Inelastic deexcitation cross sections for CO in collisions with
para-H2 as a function of total energy. Both curves are the results of
our calculations with the unscaled JS98 PES (dashed curves), and the
JS05 PES (solid curves).
5 cm−1 between 120 and 160 cm−1. Between 160 and 520 cm−1,
the coupled-state approximation (McGuire & Kouri 1974) was
shown to reproduce full close-coupling calculations within a
few percent and was thus employed. The energy step was
20 cm−1 between 160 and 340 cm−1, and 30 cm−1 at higher en-
ergies. For ortho-H2, the same collision energy grid was used,
resulting in total energies in the range 126−642 cm−1. The
propagator used was the log-derivative propagator (Alexander
& Manolopoulos 1987). Parameters of the integrator were
tested and adjusted to ensure a typical precision of 1–2%. All
the calculations with para-H2 used a j2 = 0, 2 basis, while the
ortho-H2 calculations used only a j2 = 1 basis. Tests of this
basis were made at the highest energy, where inclusion of the
j2 = 3 (closed) state was found to affect cross sections by less
than one percent. At least three closed channels were included
at each energy for the CO rotational basis. At the highest en-
ergy, we had thus a j1 ≤ 18 basis. Transitions among all levels
up to j1 = 5 were computed. Finally, rate constants were cal-
culated for temperatures ranging from 5 to 70 K by integrating
the cross sections over essentially the whole collision energy
range spanned by the corresponding Maxwell-Boltzmann dis-
tributions. The energy grid was chosen so that the highest col-
lision for all transitions be about ten times larger than the high-
est temperature. The accuracy of the present rates is expected
to lie between 5 and 10% at 70 K, and probably better at lower
temperatures.
3. Collisional cross sections and rates
Figure 2 clearly illustrates the fact that the resonance pattern,
which is here of “shape” rather than “Feshbach” type as dis-
cussed by Flower (2001), strongly depends on the interaction
potential. We also note that the very fine grid used at the lowest
energies was necessary for a proper description of the reso-
nances. It can be observed that the cross sections converge at
higher energies (above the resonance regime), as the collision
energy becomes large compared to the potential energy well
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depth. As a result, rate constants are expected to differ signif-
icantly from those of Flower (2001) at very low temperatures
only.
We present in Tables 1 and 2 our rate constants at 10, 30
and 70 K, and those of Flower (2001) for comparison. We note
that especially at 10 K, rates can vary up to 50%. These dif-
ferences reflect the influence of three independent parameters:
(i) the high accuracy of the new ab initio potential energy cal-
culations, (ii) the use of a well converged expansion of the PES
over the angular basis functions and (iii) the careful descrip-
tion of resonances. It is however not clear how to discriminate
among the three effects. At 70 K (and beyond), our rates and
those of Flower (2001) agree within typically 10−20 %, as an-
ticipated from the convergence of the cross sections at high en-
ergy. We therefore conclude that the differences between our
results and those of Flower (2001) are astrophysically relevant
for temperatures below 70 K. Above this value, the inaccura-
cies of the JS98 PES have only a minor influence on the rota-
tional rates and the results of Flower (2001) and Mengel et al.
(2001) are reliable.
The para-H2 rates presented in the 30 K panel in Table 1
illustrate the respective contribution of the surface and of the
subsequent angular expansion and collisional treatment. Data
in Cols. 1 and 2 are based upon the same JS98 surface and the
differences are ascribable to the better convergence of the an-
gular expansion and to the finer description of the resonances.
Conversely, data in Cols. 2 and 3 are based upon the same an-
gular expansion and collisional treatment, and the differences
only reflect the improvement in the surface. Depending on ini-
tial and final rotation states, various situations may occur. In
some cases there is a compensation of errors for the surface
(as for 2–1, 3–0, 3–2), or for the expansion and collisional
treatment (as for 5–0). Collisional and surface errors may also
partially cancel out, as for the 1–0 rate, or add up as for the
2–0 rate. While the detailed behaviour seems complex and ir-
regular, in average the errors introduced by the older JS98 sur-
face are of the same order of magnitude as the errors introduced
by the limited angular expansion and energy mesh in the older
work by Flower (2001).
It is interesting to note that for collisions with para-H2, in-
elastic rates with ∆ j1 = 1 are larger than those with ∆ j1 = 2
while the reverse applies for ortho-H2. The propensity to fa-
vor even ∆ j1 over odd ∆ j1 has been explained semiclassically
by McCurdy & Miller (1977) in terms of an interference effect
related to the even anisotropy of the PES. The reverse propen-
sity can also occur if the odd anisotropy is sufficiently large,
as observed experimentally in the case of CO-He (Carty et al.
2004). Here, the propensity depends on the quantum state of
the projectile because in the para case ( j2 = 0), some terms
of the PES expansion (those associated with the quadrupole of
H2) vanish identically. Therefore, the even anisotropy of the
PES is larger with ortho-H2 than with para-H2 and ∆ j1 = 2
are favored. Note, however, that these propensity rules depend
on j1, ∆ j1 and the temperature. Another interesting point is
that the differences with the results of Flower (2001) are gen-
erally smaller with ortho-H2 than with para-H2. This again re-
flects the different anisotropies of the PES for para and ortho-
H2: in the ortho case, cross sections are larger and scattering
Table 1. Rotational deexcitation rates of CO in collision with para-H2
( j2 = 0) at three temparatures. I and F are the CO initial and final ro-
tation states, respectively. All rates are given in units of 10−10 cm3/s.
Third column recalls the rates of Flower (2001), obtained with the un-
scaled JS98 surface. Fourth column presents our rates obtained with
the JS05 surface. In the 30 K panel, the rates obtained with our expan-
sion of the JS98 surface are also presented.
I F Flower This work
Temp.: 10 K
1 0 0.281 0.332
2 0 0.229 0.305
3 0 0.064 0.052
4 0 0.020 0.031
5 0 0.007 0.010
2 1 0.697 0.722
3 1 0.412 0.502
4 1 0.114 0.096
5 1 0.042 0.062
3 2 0.816 0.794
4 2 0.526 0.620
5 2 0.153 0.125
4 3 0.888 0.822
5 3 0.656 0.759
5 4 0.925 0.662
I F Flower This work
Temp.: 70 K
1 0 0.336 0.344
2 0 0.300 0.320
3 0 0.098 0.083
4 0 0.035 0.044
5 0 0.020 0.024
2 1 0.636 0.602
3 1 0.486 0.509
4 1 0.177 0.161
5 1 0.061 0.080
3 2 0.681 0.659
4 2 0.567 0.591
5 2 0.221 0.205
4 3 0.678 0.689
5 3 0.631 0.654
5 4 0.748 0.705
I F Flower This work JS98 This work JS05
Temp.: 30 K
1 0 0.300 0.288 0.327
2 0 0.269 0.297 0.315
2 1 0.661 0.613 0.612
3 0 0.072 0.059 0.060
3 1 0.456 0.492 0.509
3 2 0.695 0.677 0.670
4 0 0.026 0.029 0.037
4 1 0.130 0.110 0.118
4 2 0.555 0.604 0.612
4 3 0.747 0.716 0.712
5 0 0.010 0.010 0.014
5 1 0.047 0.054 0.068
5 2 0.175 0.149 0.160
5 3 0.648 0.712 0.705
5 4 0.816 0.740 0.713
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Table 2. Rotational deexcitation rates of CO in collision with ortho-H2
( j2 = 1). The conventions are the same as for the para case.
I F Flower This work
Temp.: 10 K
1 0 0.388 0.379
2 0 0.596 0.559
3 0 0.105 0.071
4 0 0.083 0.061
5 0 0.015 0.016
2 1 0.730 0.712
3 1 0.842 0.831
4 1 0.159 0.124
5 1 0.124 0.105
3 2 0.801 0.748
4 2 0.862 0.894
5 2 0.188 0.150
4 3 0.827 0.786
5 3 0.896 0.972
5 4 0.871 0.695
I F Flower This work
Temp.: 70 K
1 0 0.402 0.350
2 0 0.629 0.468
3 0 0.114 0.090
4 0 0.079 0.063
5 0 0.027 0.028
2 1 0.684 0.620
3 1 0.858 0.728
4 1 0.199 0.174
5 1 0.124 0.111
3 2 0.732 0.686
4 2 0.871 0.808
5 2 0.236 0.216
4 3 0.757 0.711
5 3 0.880 0.844
5 4 0.779 0.719
calculations are less sensitive to small changes in the PES.
Similar effects have also been observed recently in the case of
H2O-H2 (Dubernet et al. 2005).
It is also of some interest to compare the present re-
sults with the CO-He rates obtained by Cecchi-Pestellini et al.
(2002). It is generally assumed that rates with para-H2 ( j2 = 0)
should be about 50% larger than He rates owing to the smaller
collisional reduced mass and the larger size of H2. We have
checked that the present H2 ( j2 = 0) rates are in fact within
a factor of 1−3 of the He rates. Thus, as already shown by
Phillips et al. (1996) in the case of H2O, rates for excitation
by H2 are not adequately represented by scaled rates for exci-
tation by He.
Finally, for use in astrophysical modelling, the temperature
dependence of the above transition rates k(T ) have been fitted
by the analytic form used by Balakrishnan et al. (1999):
log10 k(T ) =
4∑
n=0
anx
n, (3)
where the x factor was changed from T−1/3 to T−1/6 to achieve
a better fitting precision. The quadratic error on this fit is lower
than 0.1% for all transitions. The coefficients of this fit are pro-
vided as online material. For those who plan to use them, we
emphasize that these fits are only valid in the temperature range
5 ≤ T ≤ 70 K. Finally, excitation rates are not given in this pa-
per, but can be obtained by application of the detailed balance.
4. Conclusion
Cross sections for the rotational (de)excitation of CO by ground
state para- and ortho-H2 have been computed using quan-
tum scattering calculations for collision energies in the range
1−520 cm−1. A new, highly accurate, CO−H2 potential en-
ergy surface has been employed and it has been shown to
strongly influence the resonance structure of the cross sections
in the very low collision energy regime (Ecoll <∼ 60 cm−1).
Conversely, at higher energies, the effect of the new poten-
tial was found to be only minor. As a result, the present rate
constants are found to differ significantly from those of Flower
(2001), obtained on a previous and less accurate potential, only
for temperatures lower than 70 K. Transitions among all levels
up to j1 = 5 only were computed as higher states are generally
not populated at the low temperatures investigated here.
This work illustrates the relationship between the accu-
racy of the potential energy surface and the accuracy of the
corresponding inelastic cross sections for a simple system
of astrophysical relevance. Even at low temperatures, mod-
erate inaccuracies in the surface (in the 10–20% range) re-
sult in semi-quantitative inelastic rates with typical errors in
the 20–50% range with no dramatic amplification of errors.
However, this optimistic conclusion presents also a harder
counterpart, as we show that in order to obtain accurate in-
elastic rates one has to satisfy all three conditions, i.e., use
an accurate surface, a properly converged angular expansion,
and a detailed description of the cross-section resonances.
Consequently, the improvement of the accuracy of inelastic
rates, especially at higher temperatures when the number of
channels is large, represents a considerable computational ef-
fort. In this respect, the work by Flower (2001) represented an
excellent compromise to achieve a typical 20% accuracy below
100 K.
This work extends the initial objectives of the “Molecular
Universe” European FP6 network (2005–2008) and partici-
pates to the current international efforts to improve the descrip-
tion of the underlying microscopic processes in preparation of
the next generation of molecular observatories.
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Table A1. Fitting coefficients of CO-para-H2 rates, following for-
mula 3. I and F are the initial and final rotation states, respectively.
The rates thus obtained are in cm3 s−1.
I F a0 a1 a2 a3 a4
1 0 −10.413 4.162 −20.599 32.563 −16.889
2 0 −9.202 −7.997 18.452 −18.717 6.910
2 1 −0.379 −59.429 131.662 −127.161 45.605
3 0 −3.319 −35.329 53.745 −29.641 2.471
3 1 −7.042 −20.755 48.788 −49.875 18.607
3 2 −1.976 −48.986 107.139 −102.134 36.288
4 0 −8.004 −16.164 28.359 −21.986 6.026
4 1 1.979 −69.801 140.821 −125.047 40.556
4 2 −5.102 −34.014 82.717 −87.211 33.665
4 3 −1.891 −49.861 109.419 −103.434 35.726
5 0 7.564 −106.151 220.187 −205.770 72.462
5 1 −5.209 −32.541 67.718 −63.996 23.105
5 2 4.736 −91.653 203.779 −201.295 73.681
5 3 −5.607 −31.380 78.077 −83.702 32.930
5 4 −0.510 −60.401 137.793 −134.344 46.449
Table A2. Fitting coefficients of CO-ortho-H2 rates, following for-
mula 3. I and F are the initial and final rotation states, respectively.
The rates thus obtained are in cm3 s−1.
I F a0 a1 a2 a3 a4
1 0 −7.351 −11.062 5.033 16.394 −14.176
2 0 0.331 −68.556 162.123 −167.243 63.863
2 1 4.370 −90.464 207.213 −207.995 77.557
3 0 4.128 −88.472 191.123 −181.945 64.170
3 1 −1.466 −57.252 138.316 −144.752 55.539
3 2 −0.194 −61.716 141.443 −142.699 53.788
4 0 −6.118 −31.232 70.967 −70.685 25.956
4 1 5.330 −96.359 215.047 −212.299 77.662
4 2 −2.940 −49.481 124.615 −135.311 53.609
4 3 −1.454 −53.713 122.102 −121.151 44.472
5 0 5.241 −96.162 206.655 −199.255 72.234
5 1 −6.365 −27.561 61.697 −61.299 22.802
5 2 6.689 −107.753 249.875 −256.409 97.478
5 3 −3.812 −45.669 119.845 −134.502 54.860
5 4 1.082 −71.954 169.486 −173.174 64.402
E.5. PROCEEDING (A` REFEREE) DE PACIFICHEM 2005 223
E.5 Proceeding (a` referee) de Pacifichem 2005
Proceeding de Pacifichem, soumis
“Recent advances in calculating molecular collision
rates”
L. Wiesenfeld, A. Faure, M. Wernli, P. Valiron, F. Daniel, M.-L.
Dubernet, A. Grosjean, J. Tennyson
E.5.1 Re´sume´ et re´fe´rences
Cet article est de nature plus ge´ne´rale que les quatre autres. C’est une sorte d’e´tat de l’art du
calcul des taux de collision. C’est pratiquement tout le sujet de cette the`se qui est aborde´. Peu
de de´tails des re´sultats sont donne´s. Pour HC3N, les re´sultats de taux quantiques et classiques
sont donne´s en de´tail dans la section 4.5.2.
224 ANNEXE E. PUBLICATIONS
E.5. PROCEEDING (A` REFEREE) DE PACIFICHEM 2005 225
 ✂✁☎✄✆✁☎✝✟✞✡✠☞☛✟✌✎✍✏✝✟✄☎✁✆✑✓✒ ✝✕✔✂✍✏✖ ✄✆✗✘✖ ✍✏✞✙✒ ✝✘✚✜✛✣✢✏✖ ✁☎✄✆✗✟✖ ✍✎✤✥✔✂✢✎✖ ✖ ✒ ✑✦✒ ✢✏✝✧ ☞✍✏✞✙✁✆✑
L. Wiesenfeld, A. Faure, M. Wernli and P. Valiron
★ ✩ ✪ ✫ ✬ ✩ ✭ ✫ ✮ ✬ ✯✱✰ ✲ ✳✵✴ ✭ ✬ ✫ ✶ ✷ ✸✵✴ ✮ ✹ ✺ ✯✱✰ ✯✱✻ ✲ ✼✦✪ ✴ ✯ ✬ ✽✾✩ ✭ ✫ ✮ ✬ ✯✱✰ ✯✱✿✦✬ ✯ ❀ ✫ ✪ ✻ ✯ ❁ ❂✦❀ ✮ ✽✾✯ ✬ ✴ ✮ ✭ ❃ ❄✾✫ ✴ ✯ ✶ ✷ ❅ ❆✵✫ ✺ ✬ ✮ ✯ ✬ ❁
❇✵❈❊❉ ❋ ●✵❁ ❆✵❅ ❋ ❍ ■ ❏ ❑▲✿✦✬ ✯ ❀ ✫ ✪ ✻ ✯✱▼◆❃ ✰ ✯ ❖✾❁ ❆✙✬ ✩ ❀ P ✯
F. Daniel, M.L. Dubernet and A. Grosjean
✼✦✪ ✴ ✯ ✬ ✽✾✩ ✭ ✫ ✮ ✬ ✯✱✰ ✯✦❈✵✩ ✬ ✮ ✴ ❅ ◗❘✯ ✺ ✰ ✫ ❀ ❁ ★ ❙✙❚✵◗❘✳✎❂✦◗✆❚❊▼◆❯◆❚✵❱❲❍ ❑ ❑ ❳ ❁ ❉ ❁ ❈✵✻ ✩ P ✯ ❄✾✺ ✻ ✯ ✴ ❄✾✩ ❀ ✴ ✴ ✯ ❀ ❁ ❆✵❅ ❨ ❳ ❑ ❨ ❉▲◗✆✯ ✺ ✰ ✫ ❀❲▼◆✯ ✰ ✯ ❖✾❁ ❆✵✬ ✩ ❀ P ✯
J. Tennyson
❩❲✯ ✶ ✩ ✬ ✭ ❬✏✯ ❀ ✭ ✫ ❭ ❈✵✷ ✸✾✴ ✮ P ✴✾✩ ❀ ✰▲✳✙✴ ✭ ✬ ✫ ❀ ✫ ❬✦✸✾❁ ❂✦❀ ✮ ✽✾✯ ✬ ✴ ✮ ✭ ✸✏▼◆✫ ✻ ✻ ✯ ❪ ✯✱★✙✫ ❀ ✰ ✫ ❀ ❁ ★ ✫ ❀ ✰ ✫ ❀ ❫❴▼◆❑ ❙❊❵ ❇ ❛❲❁ ❂✦❜
❝✦❞ ❡ ❢ ❣ ❤ ✐ ❢ ❥
Interstellar clouds are mainly composed of hydrogen molecules whose molecular spectra are difficult to record. 
Major other components are polar molecules, whose rotational and ro-vibrational spectra are readily observed. Inelastic collisions 
of molecules with H2 and electrons are important processes to understand the formation and intensities of molecular spectral 
lines. We have calculated the interaction energy and various inelastic cross-sections and rates, for two important constituents of 
the interstellar media, H2O and HC3N.
❦✦❧ ♠ ♥◆♦ ♣ q r s
Interstellar medium, inelastic collision, rotational excitation, vibrational excitation, water, cyanoacetylene,
R-matrix theory.
t ✉◆✈✾✇✦s
98.38.Bn, 98.38.Dq, 34.50 Ez, 34.20Mq.
① ②❊③✆④❊⑤⑦⑥❊⑧❊⑨❊③✆① ⑤⑦②
A notable fraction of the ordinary matter mass of the galaxy is contained in various kinds of gaseous or granular
interstellar matter (ISM). Interstellar matter form vast clouds that fall into different categories, but share some 
features: low to extremely low densities, from 10
3
 part/cm
3
 to 10
10
 part/cm
3
, low temperatures (10 K d T d 300 K).
Overall, ISM comprises molecular and atomic gases, some ionized matter and grains of various compositions, which 
are covered with ices at low temperatures. Still, its dominant component is hydrogen (in the form mainly of H2,
except where strong UV radiation is important). Among all tools that astrophysics has to probe interstellar matter, 
molecular rotational spectroscopy is particularly valuable. Spectral lines of polar molecules are readily observed in 
the cm to sub-mm bands, corresponding mainly to various kinds of rotational or ro-vibrational transitions of polar 
molecules. A general and up-to-date introduction to ISM and its spectral properties may be found in [1].
In order to understand the spectra that we observe, two kinds of questions must be answered:
i. Why is the species that I record observed in the particular object I am interested in ?
ii. What is the line profile, including absorption/emission and intensity, of the various spectral transitions 
that I may record?
Answering question (i.) is a matter of astrochemistry. Models of chemistry depend on the one hand on the kinetics 
and thermodynamics of the hundreds of chemical reactions that proceed simultaneously in a typical ISM cloud and 
on the other hand on the physical conditions of the ISM under study. A recent review is [2].
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Answering question (ii.) requires the knowledge of two different pieces of information. On the macroscopic side, 
one has to know how the photon emitted by the source either the background source or the molecule itself is 
transmitted through the ISM in order to reach the antenna. In order to answer this question, we need a model of 
radiative transfer. Many such models exist, relying on various approximations., from the simplest ones, where the 
state of the gas is supposed to be in a steady state, homogeneous and optically thin (see [3] for an application) to the 
most sophisticated, allowing for even superradiance (maser) effects, see [4]. The other part of the question is 
microscopic: What is the excitation/deexcitation scheme of the molecule; is it excited via collisions with hydrogen 
molecules, electrons or photons?
We present in this short paper an overview of some recent work we have undertaken in order to answer the very 
last question. The next section presents a general theoretical scheme that allows for the calculation of inelastic cross-
sections and rates. Afterwards, we discuss two cases that we studied in detail in our group, followed by some 
conclusions.
 ✂✁☎✄✝✆✟✞✡✠✡✄✝☛✌☞✍✞✡✁☎✄✟✄✝✎ ✏✑✎ ✁☎✒✡✏
✞✡✓ ✔ ✕ ✔ ✖ ✗✙✘✙✚✜✛ ✢✑✣ ✔ ✕ ✔ ✛ ✣ ✤
As alluded to in the previous section, the different rotational levels ✥  of a molecule ✦ may be populated by 
inelastic collisions with other molecules. Since H2 is by far the most probable collision partner, molecule ✦
undergoes in effect two types of collisions at low temperatures, either with  para-H2:
✧
(
★✪✩ ✫
) + H2 (★ =0,2,) o ✧ (★✪✬ ✩ ✫ ) + H2 (★ =0,2,) , (1)
or else with ortho-H2, where H2 remains in ★ =1, 3, . In order to know the populations 
✧
(★✪✩ ✫ ), we need to calculate
either cross sections )(' ✭
✮ ✮V  ( ✯  being the collisional energy) or the collision rate at temperature ✰ , being defined as
   ³ ¸¸¹·¨¨©§ ✱✲ ✳✱✱✱✲ ✳✳✲ ✴ ✴✴ ✴ dexp)(8)( '
2/3
3'
VSP . (2)
The knowledge of the excitation rates ✵ ✶ ✶ ✷ (✰ ) allows one to define a critical density ✸ ✶
crit
, for the level ★ . It is defined 
as the density of collisional partner, ✸ (H2), at which collisions are as important as spontaneous emission [5]. The 
critical density may be defined as:
¦
¦ 
'
'
'
'
✮
✮ ✮
✮
✮ ✮
✹ ✺ ✻ ✼
✮ ✽
✾
✿
, (3)
where the sum is over all reachable states. It is often considered that for ✸ (H2) » ✸ ✶
crit
, for all ★  levels considered, 
molecule M is at the so-called Local Thermodynamical Equilibrium, its rotational temperature being that of H2. At 
lower densities, as mentioned earlier, more or less elaborate models must be used in conjunction with the values of 
✵ ✶ ✶ ✷ (✰ ). A good knowledge of ✵ ✶ ✶ ✷ (✰ ) is thus a necessary prerequisite for the precise determination of the physical 
conditions of the ISM.
The calculation of )('
✭
✮ ✮V goes into two parts, namely a potential part and a dynamical part. The first part
of the calculation amounts to determine the Potential Energy Surface (PES) between molecule ✦  and H2. Since
molecule
✧
 does not react with hydrogen nor does any hydrogen exchange occur in our systems, the interaction ✦ -
H2 is a typical ✫✪❀ ✸☎❁ ❂ ❃✙❄❅❀ ❀ ❆ ❇  complex, where the interaction energy is very weak. In all cases that have been 
calculated see [6][7] for representative examples binding energies are of the order of a few hundreds of wave-
numbers (cm
-1
). It is thus necessary to calculate the interaction between the two molecules with great care, all the 
more that each individual total molecular energy amounts to several tens of eV.
❈☎❉
✗✙✢✑✕
❉✑❊
✖ ❋✑✛
❊
✔ ✣ ✕ ✓ ●❍✖ ✗✙✘ ✖
❉
✘ ✗✙✕ ✔ ■❏✢✑✣
In order to calculate the intermolecular PES, the first step is somewhat similar to the first step of an 
ordinary intramolecular PES calculation. One must first define the geometry of the two molecules, as well as the 
position of one molecule with respect to the other. Molecule H2 is defined by the unique intermolecular length ❃ HH.
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The geometry of molecule 
 
 is defined by the 3 ✁ -6 internal coordinates ✂ ✄  ( ✁  being the number of atoms)
*
. The
position and orientation of molecule 
 
 and hydrogen molecule is then set with a vector ☎  that relates the centers of 
mass of 
 
 and H2 and by orienting 
 
 and H2 in one of the body-fixed frames or in the laboratory frame [8]. 
Summing up all possibilities, there are at most 4 angles (two to orient the internuclear vector with respect to 
molecule
 
, two to orient the linear molecule H2 with respect to the internuclear vector

) plus the three overall Euler 
angles to be defined. The intermolecular coordinates are usually denoted by :,✆ ZKHUHȍGHQRWHVFROOHFWLYHO\WKH
angles. One defines thus a series of sets { ✝ HH, ✂ ✄ , ✝ ȍ} and for each we solve the electronic Schrödinger equation by 
means of the methods of quantum chemistry, in order to find the various energies defined as:
✞ ✟ ✟ ✠
✡✡✡✡✡  
2Htotint ☛
. (3)
☞✍✌ ✎ ✎ ✏
is the Basis Superposition Error, arising from the fact that the quantum chemical basis space is not the same 
when calculating 
☞
✄ ,
☞
H2 and 
☞
tot. It can be accounted for by counterpoise (CP) corrections [41]. If ✂ ✄ and ✝ HH are 
taken either at their equilibrium values ✂ ✄ ✑ and ✝ HH
e
, or else at their mean values

, . ✂ ✄ ✒ and ✝ HH
0
, the calculations 
simplifies greatly, since the number of points at which to calculate (3) is reduced; by means of a rigid-body 
approximation. 
It is essential to account correctly for the electron correlation energy. Even if these correlations are always 
important to take into account, they are particularly important for van der Waals type of complexes. We employed a 
hierarchy of calculations, each more exact but with less points in the grid of { ✝ ȍ`7he largest set of energies ☞ 1 is
calculated in a CCSD(T) formalism with a suitable basis of atomic orbitals. It is fitted against a functional form 
particularly suitable for the subsequent scattering calculation. The following sets, 
☞ ✓
, either with a larger basis set or 
incorporating explicitly correlated wavefunctions of the R12 type [19], are fitted as corrections to the main set:
Estimations of the resulting accuracy are given in [11].
✔✖✕✍✗✙✘✛✚✢✜ ✣ ✤
From the knowledge of the PES, we are able to undertake the second part of the program, namely a 
collision calculation. For quantum dynamics it is customary to solve the close-coupling equations. This is usually 
performed with help of an existing code. Our choice went to the MOLSCAT code; see all technical details in 
[12][13]. The limitations on most quantum calculations come from the size of the matrices to be multiplied or 
inverted. While purely quantum calculations are feasible for rigid-body water and for rigid-body cyanoacetylene, up 
to ✥ a15, they become impractical or downright unfeasible if vibrations are included or if the number of channels to 
be included becomes too large. There exist various quantum approximations to the full close-coupling calculation, 
that neglect various coupling terms, thereby reducing the sizes of the matrices to be dealt with. These are the so-
called Infinite Order Sudden approximation (IOS) and Coupled States approximation. Their validity for the problem 
and energy at hand must each time be carefully validated; IOS calculations are particularly suitable if the energy 
differences between the various channels is tiny with respect to the collision energy. Thats why it has been used for 
collisions dealing with hyperfine levels. An alternate and very useful route is to use quasi-classical trajectories
(QCT), with initial conditions that fulfill quantization conditions and a final analysis with help of a binning method
[10][14]. This route is particularly suited for high energy collisions, where a quantum formalism leads to expensive 
calculations while the system may approach classical limits, despite some limitations in the treatment of quantum 
symmetries.
✦★✧ ✩ ✣ ✪ ✫ ✬✍✗✮✭✰✯✱✬✍✧ ✩ ✣ ✲✙✧ ✩✴✳✖✬✍✧ ✧ ✜ ✤ ✜ ✬✛✗✙✤
Despite low electron fraction in the ISM (about 10
-4
 in diffuse clouds and much smaller in dense clouds), 
electron collisions are very efficient in rotationally exciting molecules. This is because rate coefficients for electron-
impact excitation are typically 4-5 orders of magnitude greater than the corresponding rates for neutral excitations. 
Among different theoretical techniques for treating electron-molecule collisions, the molecular R-matrix method is 
* 3✵ -5 internal coordinates for linear molecules.
 There would be 5 intermolecular angles if the second molecule would be non-linear, two angles for the internuclear vector and ✶ ✷ ✸ ✹ ✹ Euler 
angles to orient the second molecule with respect to the first one.
 The mean value is taken as \\ ✺✺ 0  , where \ is the (ro-)vibrational wave-function of interest in the problem, usually but not 
necessarily the ground-state wave-function.
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one of the most successful (see, e.g. [29], and references therein). The basic idea of the 
 
-matrix method is the 
division of coordinate space into two regions, an inner region bounded by a sphere and an outer region. The inner 
region is designed to enclose the entire ✁ -electron target wave-function. The outer region is so chosen that for 
scattering problems it is only necessary to consider some simplified long-range, multipolar, interaction. The 
 
-
matrix is the mathematical tool designed to communicate the necessary information between the two regions. 
Electron-correlation effects are included in the target wavefunctions via configuration interaction expansions. 
 
-
matrix calculations have shown that simple long-range approximations (e.g. Coulomb-Born) are not reliable for 
computing rate coefficients and that rotational transitions with 'J>1, which are neglected in a pure dipolar 
approximation, do have significant cross sections. These calculations have been also demonstrated to give an 
accuracy rivaling, and sometimes exceeding [37] experiment. Present results for astronomical applications include 
H2
+
, HeH
+
, CH
+
, CO
+
, NO
+
, HCO
+
, H3
+
, H3O
+
 and isotopologs of water.
✂☎✄✝✆✟✞✡✠✡☛✌☞✍☛✌✂✏✎✡✑✡✒ ☞☎☛
The main incentives for our work are the two large new observatories that will come soon into operation,
namely the Herschel Space Observatory (HSO), and the large interferometer ALMA, both working in the sub-mm 
region. In order to prepare the interpretation of the molecular lines to be observed by HSO and ALMA, a series of 
molecules have been selected, whose collision rates have to be computed. Among those, two are of particular 
interest, namely water as H2O or its isotopologs [15], and HC3N, the first member of the cyanopolyynes family [16].
✄✝✓✕✔ ✖ ✗ ✘✕✙✡✚ ✆
✛✢✜ ✣ ✤ ✥✧✦✕★ ✩✫✪ ✥ ✬ ✭ ✤ ✮✰✯✌✬ ✱ ✱ ✲ ✳ ✲ ✬ ✮ ✳
Water is one of the main components of ISM, often the third in abundance, after H2 and CO. Even if 
difficult to observe from the ground based observatories, it has been abundantly seen by the ISO satellite and should 
be prominent in HSO spectra. It should be seen mainly in its vibrational ground state but also in the vibrationally 
excited states, mainly in the first excited binding mode ✴✧✵  = 1.
Several calculations have appeared in the literature, which deal with the H2O  H2 system, either dealing 
only with the van der Waals complex or else with the rotational inelastic collision [10][12][17][18]. We wish to
assess the previous surfaces by monitoring the accuracy as tightly as possible. Our aim is for a precision of the order 
of a few wave-numbers, even reaching 1 cm
-1
 in the region of the van der Waals complex. It is also important to 
include all degrees of freedom, on the one hand to be able to calculate ro-vibrational excitation, on the other hand to 
deal with the 
✥ e
 / 
✥ 0
 controversy : If we are to calculate rigid-body collisions, what is the geometry of the collisional 
partners to be chosen? In order to tackle those problems, we have calculated the full nine-dimensional PES of the 
H2O-H2 system, on the basis of a high accuracy monomer wavefunctions. It takes into account all degrees of 
freedom of the H2O-H2 system, in the Born-Oppenheimer approximation. . The PES combines conventional CP-
corrected CCSD(T) calculations and R12 calibration with large basis sets. Technical details are given in [10]. One of 
the main results of our set of calculations is the equilibrium energy of the H2O-H2 van der Waals complex. 
Evolution of that energy with time and calculation precision is given in figure 1.
Rotational excitations were calculated with help of the close-coupling formalism of the MOLSCAT
program, with parameters taken from [12]. Special care was taken to take fully into account all the resonances that 
occur at energies close to the potential well depth. A detailed account will be found in [20]. 
There are two other incentives for recalculating the H2O  H2 collision. One is to test the influence on the 
excitation rates stemming from the precision of the calculated PES, the other, the passage from equilibrium structure 
(
✥ e
) to mean structure (
✥ 0
). The comparison between our present, high-precision rate calculation and the previous 
one by S. Green and co-workers [17] is given in Table 1, for the lowest water transitions. It must be noted that the 
difference rarely exceeds a factor of 2. This has two consequences. Firstly, in order to calculate rough orders of 
magnitudes, neglecting for example all possible maser effects, a not too sophisticated PES might be sufficient, 
provided that it is calculated at the mean geometry. Secondly, if high-precision rates are looked after, it is essential 
to have a PES with a precision of the order of a few wave-numbers, and to extend the PES precise calculation into 
the long distance regime, especially so for very low energies. A detailed analysis of all these effects is underway.
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 ✂✁☎✄✂✆✂✝✟✞ ✠
Effective deexcitation rates for H2O, in cm
3s-1, with powers of ten in parenthesis. Rotational levels are 
labeled
11 ✡✡
☛
 . In ☞ ✌ ✍ ✎ ☞ ✏ ✑ , the ratio ✒ ✓ ✔ ✑ ✔ ✕ ✌ ✏ ✍ ✎ ✏ ✖ ✎ ✍ ✌ ☞ ✗ ✕☎✘ ✙ ✚ ☞ ✎ ✎ ☞ ✒ ✑ ✔ ✌ ✍ ✎  [17] is also given.
✛ ✜ ✢ ✣ ✢ ✤ ✥ ✦ ✣ ✤ ✣ ✧✩★ ✢ ✜ ✤ ✥ ✦ ✣ ✤ ✣ ✧✫✪✬✤ ✣ ✧✮✭ ✯ ✰✲✱ ✳ ✤ ✴ ✤ ✵ ✶✲✭✷✪✬✤ ✣ ✧✮✭ ✯ ✰✸✱ ✹ ✴ ✣ ✺ ✹ ✵ ✶✸✭✻✪✬✤ ✣ ✧✼✞ ✯ ✯ ✰✸✱ ✳ ✤ ✴ ✤ ✵ ✶✸✭
✞ ✽ ✾ ✿ ✞ ✿ ✾ ✽
3.34 (-11) ❀✬❁ ❂ ❃ 2.85 (-10) ❄ ❁ ❅ ❆ 4.05 (-11) ❄ ❁ ❆ ❆
✭✮✽ ✾ ❇ ✞ ✿ ✾ ✽
3.38 (-11) ❄ ❁ ❆ ❈ 1.09 (-10) ❄ ❁ ❄ ❀ 3.74 (-11) ❄ ❁ ❃✬❄
✭✮✽ ✾ ❇ ✞ ✽ ✾ ✿
1.60 (-11) ❅✬❁ ❉ ❃ 1.10 (-10) ❄ ❁ ❄ ❊ 1.26 (-11) ❅✬❁ ❂ ❋
✭✂❇ ✾ ✽ ✞ ✿ ✾ ✽
3.23 (-12) ❅✬❁ ❈ ❃ 2.79 (-11) ❄ ❁ ❋ ❅ 4.59 (-12) ❅✬❁ ❉ ❅
✭✂❇ ✾ ✽ ✞ ✿ ✾ ✽
3.30 (-11) ❄ ❁ ❃ ❉ 6.66 (-11) ❄ ❁ ❀ ❋ 3.55 (-11) ❄ ❁ ❃✬❄
✭✂❇ ✾ ✽ ✭✮✽ ✾ ❇
1.87 (-11) ❀✬❁ ❄ ❀ 9.09 (-11) ❄ ❁ ❄ ❄ 1.89 (-11) ❄ ❁ ❂ ❅
Since we are equipped with a full non-rigid body PES, we also undertook a calculation of the vibrationally inelastic 
cross-section )(' ●❍ ❍V  and of the corresponding rate ■ ❏ ❏ ❑ (▲ ) ❑ . Both the rate and the cross section are summed over all 
rotational states. The vibrational mode of H2O with the lowest energy is the bending mode, at 1594.7 cm
-1
. We 
simplified the dynamics to that of a rigid bender: all bond lengths set, HOH bond angle variable and overall 
translation/rotation [14]. Even with this simplification, the size of a fully quantum calculation is way too large to be 
feasible. We resorted to a canonical classical Monte-Carlo simulation, with a binning of the outgoing state into the 
various vibrational states, not distinguishing between the rotational states. A graph of the variation of ■
❏ ❏ ❑
(▲ ) with 
500 K < ▲ < 4000 K is given in figure 3. It indicates that the previous estimations greatly ▼ ◆ ❖ P ◗ estimate the 
importance of the ■ ❏ ❏ ❑ (▲ ) and that the vibrational excitation is roughly two orders of magnitude ❘ ❙❯❚ ❱ ❱ P ◗  than the 
rotational excitation.
❲✮❳ ❨❬❩✲❭❫❪❯❴
 Evolution of the global minimum energy 
in the different calculation: Schwenke[21]; Zhang[18]; 
Balasubramanian[22]; Philips[17]; Hodges [23];
 Faure [10].
❲✮❳ ❨❬❩✲❭❫❪❯❵
Computed and measured Differential Cross 
Section (DCS) of electron-water scattering, at 4eV. The 
DCS is summed over all final states (including elastic 
channel), solid line. Squares, experiment [40].
❛
❚ ❜ P ◗ ❝ ❞✮❱ P ❡ ❜ ◗ ❢ ◆❤❣☎❢ ❱ ❱ ✐ ❘ ✐ ❢ ◆ ❘
In the last two decades, electron collisions with water have been studies extensively, both experimentally 
and theoretically (see the recent review by [39]). This is unsurprising as these collisions play a crucial role in a great 
variety of research fields other than astrophysics, such as atmospheric physics and radiation biology. Figure 2 
compares our ❥ -matrix results at 4 eV with the latest differential measurements of [40]. The agreement between 
theory and experiment is very good over the whole measured angular range. Full details on the scattering 
calculations can be found in [37]. An important finding is that dipole forbidden transitions do have appreciable rate 
coefficients which cannot be neglected in any detailed population model of water. Among possible applications of 
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these calculations, the excitation of cometary water by electrons is one of the most relevant. Rotational rates as well 
as critical densities for H2O, HDO and D2O can be found in [38] 
 ✂✁ ✄✆☎✞✝✞✟✡✠ ☛
 Rate coefficient for vibrational relaxation 
of H2O (Q2=1) by H2. Full dots and arrows, Faure et al. 
[14]. Open dot, experimental, [24]. Dotted line, 
extrapolation of [25].
 ✂✁ ✄✆☎✞✝✞✟✡☞ ☛
 Rate coefficient for rotational deexcitation
of HC3N (✌ ini=15, ✍✏✎ 100 K) by para-H2. Black 
line, quantum close coupling calculations; gray 
line, QCT calculations [35].
✑✓✒✕✔✕✖✘✗✕✔✕✙ ✚ ✛ ✚ ✜ ✒✕✖✢✚ ✣✕✤✥✑✧✦ ★
Cyanoacetylene (HCCCN) is a fairly common molecule in ISM and it has been observed in a variety of 
environments. It is linear, implying a simple rotation spectrum and it has a large electric dipole 724.3|P Debye,
making it readily observable [30][31]. Only one calculation on the collisional processes undergone by HC3N exists
[32].We have undertaken the calculation of the HC3N  H2 PES, with both molecules in their ground vibrational 
states and with mean bond lengths ( ✩
0
 structure). Again, the calculation is at the CCSD(T) level, with some points 
calculated at the R12 level in order to set the overall precision. For the collision with para-H2, quantum (✌ d15) and 
quasi-classical (✌ t15) calculations were performed. An example is given in figure 4. It displays two prominent 
features: First, the propensity rule favoring the ,4,2r '✪ transitions. This propensity rule stems from the 
approximate symmetry of the HC3Npara-H2 PES, that resembles to a prolate ellipsoid at long and short distances. 
The influence of the HC3N dipole on the PES is important only in the van der Waals complex region. Second, the 
QCT calculations reproduce well the mean values of the rates, but fail, as expected, to reproduce the above-
mentioned propensity rule. It must be also noticed that the error bars represent the statistical error of the Monte-
Carlo QCT calculations. As such, they grow as the total rate diminishes, as does the number of trajectories 
exhibiting the rare transitions.
Since the nitrogen atom N has a nuclear spin ✫ =1, the rotational transitions exhibit a hyperfine structure, which is 
mainly observed for the 01o ✬  transition [33][34].  We have also calculated some rates involving the different 
hyperfine levels (quantum number ✭ ). These rates are obtained by using the same quantum dynamics for the spatial 
dependence of the collisional cross-sections, but incorporating the relevant angular momentum recoupling schemes, 
see [26]. These hyperfine rates may be used to try to model the physical conditions in a gas where the various 
hyperfine transitions are not in LTE conditions. Some representative rates are presented in figure 5, for various 
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allowed transitions. Comparison of the upper and lower panels, right columns, shows that the 
 ✁ ' ' transitions 
are favored. Detailed analysis of those hyperfine effects will be described elsewhere.
✂☎✄ ✆✞✝✠✟☛✡✌☞ ✍
  ✎☛✏✒✑ ✓✕✔✗✖ ✘ ✙ ✘ ✚ ✎☛✛ ✜ ✢ ✣ ✣ ✤ ✥ ✤ ✢ ✦ ✥ . Hyperfine rates for some rotational deexcitations. Left column, ✧ ini=2,
★
ini=1 (upper panel), 2 (lower panel); ✧ final=0. Right column,. ✧ ini=2,
★
ini=1 (upper panel), 2(lower panel); ✧ final=1.
Solid lines, 
★
final = 1; Dashed line, 
★
final =0; dotted-dashed, 
★
final=2.
✩✫✪✭✬✫✩✫✮✗✯✫✰✒✱ ✪✭✬
In this paper, we have presented two sets of state-of-the-art calculations, pertaining to some of the most 
important molecules in interstellar clouds, H2O and HC3N. For water, we have calculated inelastic collisions with 
hydrogen molecules. These calculations show that using a precise potential energy surface and a careful description 
of near threshold behavior yields very reliable values of cross-sections and rates. With a similar approach as the one 
followed here, very precise inelastic rates were obtained for the CO-H2 collision [36]. 
For high collision energies, quantum description of the collision become very impractical and quasi-classical 
rates are a reasonable alternative, giving deexcitation rates both for vibrational processes and/or high rotational 
quantum numbers.
✲✫✩✫✳✭✬✫✪✭✴✵✮✷✶✗✸✫✹✭✺✻✶✷✬✽✼✷✰✒✾
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“Rotational excitation of water by hydrogen
molecules : comparison of results from classical and
quantum mechanics”
A. Faure, L. Wiesenfeld, M. Wernli, P. Valiron
E.6.1 Re´sume´ et re´fe´rences
Cet article compare les taux classiques obtenus par la me´thode expose´e en 2.4.3 a` ceux
quantiques, en utilisant la surface de Philips et al. (136). Un re´sume´ est donne´ dans la section
2.4.3.
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Rotational excitation of water by hydrogen molecules:
Comparison of results from classical and quantum mechanics
Alexandre Faure,a Laurent Wiesenfeld,b Michael Wernli,c and Pierre Valirond
Laboratoire d’Astrophysique, UMR 5571 CNRS, Université Joseph-Fourier,
BP 53, 38041 Grenoble Cedex 09, France
Received 13 March 2006; accepted 18 April 2006; published online 7 June 2006
Quasiclassical trajectory calculations are carried out for rotational excitation of water by hydrogen
molecules. State-to-state rate coefficients are determined at 100 K and are compared to available
quantum results. A good agreement between classical and quantum rates is observed for downward
transitions, with an average accuracy of classical results better than a factor of 2. It is thus found that
the ambiguities described by Faure and Wiesenfeld J. Chem. Phys. 121, 6771 2004 can be
solved in the particular case of waterlike asymmetric-top molecules. © 2006 American Institute of
Physics. DOI: 10.1063/1.2204032
I. INTRODUCTION
In a recent article, two of us
1
revisited the semiclassical
quantization of the rigid asymmetric rotor in the context of
quasiclassical inelastic collisions. This work was motivated
by the astrophysical need for collisional rate coefficients for
a variety of molecules over a wide range of temperatures
typically from 10 to 2000 K. The computational cost of
quantum calculations indeed increases dramatically with the
number of coupled channels, i.e., with the total energy, and
the exact quantum approach is, in practice, limited to the low
temperature regime typically T100 K. By contrast, the
computational time required for quasiclassical trajectory
QCT calculations decreases as the collisional energy in-
creases, and such calculations have been shown to accurately
reproduce quantum results in the most favorable cases see,
e.g., Mandy and Pogrebnya
2
and references therein. The
QCT approach is thus expected to provide a useful alterna-
tive in the computation of state-to-state rate coefficients at
high temperatures.
As shown by Faure and Wiesenfeld,
1
however, the stan-
dard bin histogram method, which is routinely used in QCT
calculations involving linear molecules, cannot be general-
ized to the case of an asymmetric rotor owing to ambiguities
in the assignment of the final classical action. These ambi-
guities result from pairs of levels which are indistinguishable
within the binning procedure at all the common levels of
classical theory, i.e., quasiclassical, primitive semiclassical,
and uniform semiclassical. As a result, for a given angular
momentum J, one single level is unambiguously assigned,
while the other 2J levels arise in pairs see Figs. 2–5 in Ref.
1 and Table I. Thus, for an asymmetric prolate molecule in
J=1, using the standard notation JKaKc
where Ka and Kc are
pseudoquantum numbers corresponding to projections of J
along the axis of least and greatest moments of inertia, re-
spectively, level 101 is unambiguously assigned, while lev-
els 111 and 110 are indistinguishable.
14
We were therefore
compelled to conclude that rotational transitions involving
such pairs of levels are intrinsically not calculable from
purely classical trajectories.
In this letter, we show, however, that in the particular
case of waterlike molecules, that is, asymmetric rotors with
i dipole along the axis of the intermediate moment of iner-
tia and ii ortho and para modifications nuclear spin iso-
mers, the ambiguities can be solved by taking advantage of
the quantum ortho/para collisional selection rule. It is indeed
well known that spin modifications are associated with dif-
ferent rotational levels in the molecule and that the intercon-
version from ortho to para is highly forbidden, both radia-
tively and collisionally.
3
The key point is that in the case of
waterlike molecules, each pair of indistinguishable levels
contains both an ortho and a para state. By applying the
above ortho/para selection rule, the nuclear spin symmetry
of the initial rotational state thus unambiguously determines
the final rotational state, since both states must belong to the
same spin symmetry. This procedure is, in fact, very similar
to the one employed for linear molecules with spin modifi-
cations such as H2. In this latter case, the final rotational
quantum number is indeed simply taken to be the nearest
even odd integer of J when the initial state is of para
ortho symmetry see, e.g., Ref. 4. We again emphasize that
for an asymmetric rotor, however, the ambiguities described
by Faure and Wiesenfeld
1
can be solved only in the present
particular case, whereas for other species such as H2CO
with dipole along the axis of the least moment of inertia,
ambiguities remain. To the best of our knowledge, the
present results provide the first ever comparison between
quasiclassical and quantum calculations for the rotational ex-
citation of an asymmetric-top molecule.
II. CALCULATIONS
All calculations presented below were performed at a
single temperature of 100 K with rigid molecules. The water
a
Electronic mail: Alexandre.Faure@obs.ujf-grenoble.fr; http://www-
laog.obs.ujf-grenoble.fr/afaure/
b
Electronic mail: Laurent.Wiesenfeld@ujf-grenoble.fr; http://www-
laog.obs.ujf-grenoble.fr/wiesenfe/
c
Electronic mail: Michael.Wernli@obs.ujf-grenoble.fr
d
Electronic mail: Pierre.Valiron@obs.ujf-grenoble.fr; http://www-
laog.obs.ujf-grenoble.fr/valiron/
THE JOURNAL OF CHEMICAL PHYSICS 124, 214310 2006
0021-9606/2006/12421/214310/3/$23.00 © 2006 American Institute of Physics124, 214310-1
236 ANNEXE E. PUBLICATIONS
and hydrogen geometries were taken at their effective rota-
tional values, that is, those corresponding to the spectro-
scopically determined rotational constants. For each mol-
ecule, the classical rotational angular momentum was taken
as JJ+11/2, where J is the rotational quantum integer
number. For water, initial values of the classical angular mo-
mentum components were simply assigned to the
pseudoquantum numbers Ka and Kc. This trivial initial selec-
tion was found to reproduce exact quantum eigenvalues
within a few cm−1 see Table I. In all calculations, the hy-
drogen molecule was taken initially in its J=1 ortho state.
Batches of 10 000 trajectories were run using the procedure
described in Faure et al.,
5
except that i water was taken as
rigid, ii the rigid-body H2O–H2 potential energy surface
PES of Phillips et al.,
6
for which quantum calculations are
available,
7
was employed iii rate coefficients were com-
puted by a direct Monte Carlo sampling of the initial colli-
sional energy Maxwell-Boltzmann distribution at 100 K,
and iv the assignment of the final rotational state of H2O
was based on the quantum ortho/para collisional selection
rule discussed in the previous section. This latter point is the
most important here. The final analysis procedure was the
following: a time averaging of the angular momentum com-
ponents over several rotational periods at the end of the
trajectory was performed and the resulting Ka and Kc
just like J were truncated to the nearest integers. These
averages are obviously not directly equal to the pseudoquan-
tum numbers Ka and Kc, as shown in Table I, but by impos-
ing the nuclear spin symmetry of the initial rotational state,
the correspondance is unambiguous. It should be noted, how-
ever, that a small fraction below 10% of the trajectories
were rejected owing to inconsistent final values e.g., J=2,
Ka=0, and Kc=1. For H2, a final state analysis was not
required as rate coefficients must be summed over the final
H2 rotational levels see below.
Some test calculations were also performed using the
recent high-accuracy H2O–H2 PES of Faure et al.,
8
on
which quantum calculations are currently in progress.
9
At the
classical level, the two PES were found to give very similar
rotational rates with maximum changes of about 20%, in
agreement with the preliminary low temperature quantum
calculations of Dubernet.
9
The only available quantum calculations for the rota-
tional excitation of H2O by H2J=1 at T20 K are those of
Phillips et al.
7
These authors calculated rates for the excita-
tion of para and ortho H2O out of the five lowest rotational
levels at kinetic temperatures from 20 to 140 K. As QCT
calculations for transitions in the upward endoergic direc-
tion are known to overestimate cross sections near thresholds
see, e.g., Mandy et al.
4
, downward transitions are prefer-
able here since rotational thresholds in H2O can exceed
100 K. This threshold effect results from the fact that the
rotational degrees of freedom of a molecule are classically
active at energies below quantum thresholds. We have there-
fore selected the initial water levels as the highest initial
levels included by Phillips et al.,
7
that is, 220 for the para
water and 303 for the ortho water, in order to make compari-
sons with the largest possible number of downward transi-
tions. The quantum rates can be found in Tables II and V of
Phillips et al.
7
Their accuracy was estimated by these authors
to be better than 20% for the assumed interaction potential. It
should be noted that these rates are summed over the final H2
rotational levels for astrophysical applications and therefore
do not strictly obey a detailed balance. A detailed balance is,
however, satisfied within the calculation error because tran-
sitions to the J=3 level of H2 are negligible at low tempera-
tures.
III. RESULTS AND DISCUSSION
The results are presented in Fig. 1 where classical and
quantum rate coefficients are plotted as a function of the
rotational energy transferred in H2O. We can first notice that
both the magnitude and pattern of rates are in qualitative
agreement. Secondly, the agreement is much better for down-
ward transitions i.e., negative transferred rotational ener-
gies than for upward ones, as expected from the above con-
siderations on threshold effects.
15
In panel b, classical and
quantum deexcitation rates are even found to agree within
error bars. The differences are, however, not uniform among
transitions, as shown in panel a where larger discrepancies
are observed. No systematic trends are evident, except that
quasiclassical rate coefficients for downward transitions are
always lower than quantum ones. This again reflects the
threshold effect but is, in this case, related to the rotational
degrees of freedom of H2. This competing effect also ex-
plains why the lowest upward transitions 220→313 and
303→312 with thresholds of 6.1 and 36.6 cm
−1, respectively
have classical rates lower than quantum ones. We also ob-
serve that, despite overestimation, quasiclassical rates for
higher upward transitions follow closely the quantum pat-
terns.
For all eight downward transitions presented in Fig. 1,
the average ratio between quasiclassical and quantum rates is
0.72, with a minimum of 0.28 and a maximum of 0.91. Simi-
lar ratios were obtained for other initial levels, suggesting a
systematic decrease of quantum rate coefficients for down-
ward transitions by, typically, 30%. Such an agreement is
very encouraging in view of the simple approach employed
both to assign the final rotational levels and to account for
the ortho/para selection rule. This indicates that the complex
TABLE I. Rotational levels, nuclear spin symmetry, energies in cm−1, and
time average of Ka and Kc for the levels J=0,1 ,2 of para and ortho H2O.
Ka and Kc have been truncated to the nearest integers. QCT and QM
denote, respectively, quasiclassical and exact rigid-body quantum mechan-
ics energies. These latter were obtained from Townes and Schawlow Ref.
13.
JKaKc
Spin symmetry QCT QM Ka Kc
000 para 0.00 0.00 0 0
101 ortho 23.80 23.80 0 1
111 para 37.16 37.16 1 0
110 ortho 42.40 42.40 1 0
202 para 66.15 70.13 0 2
212 ortho 79.51 79.51 0 2
211 para 95.25 95.25 1 0
221 ortho 135.32 135.32 2 0
220 para 140.57 136.59 2 0
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quantum collisional propensity rules, as observed in Fig. 1,
are not incompatible with a pure classical description of the
collision. Of course, larger differences would be observed for
transitions with higher J i.e., J2 since these corre-
spond to processes of lower probabilities with rate coeffi-
cients lower than 10−11 cm3 s−1, for which classical me-
chanics is known to be poor.
2,8
Finally, we note that an even
better agreement between classical and quantum results
might be obtained by employing the Gaussian weighting pro-
cedure proposed by Bonnet and Rayez.
10,12
Future works will
address this issue, of particular interest when rovibrational
channels are involved.
16
In summary, the present work shows that the ambiguities
described by Faure and Wiesenfeld
1
can be solved in the
particular case of waterlike molecules. Let us recall that such
molecules possess the dipole along the axis of intermediate
moment corresponding to “b-type” transitions and ortho/
para modifications. In the case of H2O–H2, QCT state-to-
state rate coefficients for downward rotational transitions
J2 were found to be in qualitative agreement with
quantum results, with an average accuracy better than a fac-
tor of 2. For similar systems, classical mechanics might thus
prove very useful at temperatures where quantum calcula-
tions are not feasible. Molecules with small rotational con-
stants, that is, those for which the number of coupled chan-
nels is prohibitively large at modest collisional energies, are
particularly suitable. Among possible interstellar species, cy-
clopropenylidene cyclic-C3H2 is a very interesting candi-
date. Indeed, Green et al..
11
have performed quantum calcu-
lations for C3H2 colliding with He atoms by employing the
infinite-order-sudden approximation IOSA, which is the
only practical quantum approximation at high temperatures.
These authors also compared the IOSA with the more exact
coupled state approximation at a single collisional energy of
40 cm−1. It would be thus very interesting to perform QCT
calculations for this system.
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FIG. 1. Rate coefficients, at 100 K, for
the rotational excitation and deexcita-
tion of para and ortho H2O by ortho
H2J=1 as a function of the H2O
transferred rotational energy. The H2O
molecule is initially in its para 220 a
and ortho 303 b rotational levels. The
black line denotes the present QCT re-
sults, while the grey line gives the
quantum results of Phillips et al.
1996. The elastic peaks at zero en-
ergy are not plotted for clarity. Error
bars correspond to an accuracy of 20%
for the quantum results see text and
to two Monte Carlo standard devia-
tions for the QCT results.
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Astronomy and Astrophysics, soumis en juillet 2006
“Rotational Excitation of Cyanoacetylene by
Hydrogen Molecules and Helium Atoms at Low
Temperature”
M. Wernli, L. Wiesenfeld, A. Faure, P. Valiron
E.7.1 Re´sume´ et re´fe´rences
Cet article e´tait en pre´paration avant ma soutenance (d’ou` l’absence de re´fe´rences explicites
dans le corpus du manuscrit) et a e´te´ soumis en juillet 2006. La version donne´e ici est a` quelques
de´tails pre`s celle soumise.
Il expose tout d’abord de fac¸on succincte la strate´gie de calcul des surfaces de potentiel et
leur ajustement. dans une seconde partie, les taux de collisions sont donne´s, calcule´s par voies
quantiques et classiques. Ces taux sont compare´s a` ceux de (73). On illustre le phenome`ne d’in-
terfe´rence et l’importance des grands ∆J , l’absence de diffe´rence entre ortho et para hydroge`ne,
le bon comportement des taux classiques et des ceux de (73), et le rapport entre He et H2. Un
mode`le d’e´quilibre statistique montre que les interfe´rences ne sont pas responsables a` elles seules
de l’inversion de population pouvant se produire entre 104 et 106 cm3/s.
Pour rappel, le calcul et l’ajustement des surfaces est de´taille´ dans le chapitre 3, quand les
calculs de collision le sont dans le chapitre 4.
Les tables de mate´riel online donnant les coefficients d’ajustement des taux de 10 a` 100K et
pour J ≤ 50, tre`s volumineuses, ne sont pas donne´es ici. Se reporter a` la version publie´e dans
Astronomy & Astrophysics.
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ABSTRACT
Aims. Rates for rotational excitation of HC3Nby collisions with He atoms and H2 molecules are computed for kinetic temperatures in the range
5−20 K and 5−100 K, respectively.
Methods. These rates are obtained from extensive quantum and quasi-classical calculations using new accurate potential energy surfaces
(PES). The HC3N– He PES is in excellent agreement with the recent literature. The HC3N– H2 angular dependence is approximated using 5
independent H2 orientations. An accurate angular expansion of both PES suitable for low energy scattering is achieved despite the severe steric
hindrance effects by the HC3N rod.
Results. The rod-like symmetry of the PES strongly favours even ∆J transfers and efficiently drives large ∆J transfers. Despite the large dipole
moment of HC3N , rates involving ortho-H2 are very similar to those involving para-H2, because of the predominance of the geometry effects.
Excepted for the even ∆J propensity rule, quasi classical calculations are in excellent agreement with close coupling quantum calculations.
As a first application, we present a simple steady-state population model that shows population inversions for the lowest HC3N levels at H2
densities in the range 104−106 cm−3.
Conclusions. The HC3Nmolecule is large enough to present an original collisional behaviour where steric hindrance effects hide the details of
the interaction. This finding, combined with the fair accuracy of quasi classical rate calculations, is promising in view of collisional studies of
larger molecules.
Key words. molecular data - molecular processes
1. Introduction
Cyanopolyyne molecules, with general formula HC2n+1N, n ≥
1, have been detected in a great variety of astronomical en-
vironments and belong to the most abundant species in cold
and dense interstellar clouds (Bell et al. 1997). One of these,
HC11N, is currently the largest unambiguously detected inter-
stellar molecule (Bell & Matthews 1985). The simplest one,
HC3N (cyanoacetylene), is the most abundant of the family.
In addition to interstellar clouds, HC3Nhas been observed in
circumstellar envelopes (Pardo et al. 2004), in Saturn satellite
Titan (Kunde et al. 1981), in comets (Bockele´e-Morvan et al.
2000) and in extragalactic sources (Mauersberger et al. 1990).
Furthermore, HC3Nhas been detected both in the ground level
and in excited vibrational levels, thanks to the presence of low-
lying bending modes (e.g. Wyrowski et al. 2003). Owing to a
low rotational constant and a large dipole moment, cyanoacety-
lene lines are thus observable over a wide range of excita-
tion energies and HC3N is therefore considered as a very good
probe of physical conditions in many environments.
Radiative transfer models for the interpretation of observed
HC3Nspectra require the knowledge of collisional excitation
rates participating to line formation. To the best of our knowl-
edge, the only available collisional rates are those of Green
& Chapman (1978) for the rotational excitation of HC3N by
He below 100 K. In cold and dense clouds, however, the most
abundant colliding partner is H2. Para-H2 (J = 0) has generally
been assumed to be quite similar to He except for the smaller
reduced mass (Green & Chapman 1978). As a result, the rates
for excitation by para-H2 (J = 0) have been obtained so far by
scaling the rates for He, while rates involving ortho-H2were
unknown.
In the present study, we have computed new rate coeffi-
cients for rotational excitation of HC3Nby He, para-H2 (J = 0)
and ortho-H2 (J = 1), in the temperature range 5−20 K for
He and 5−100 K for H2. A comparison between the different
partners is presented and the collisional selection rules are in-
vestigated in detail. The next section describes details of the
PES calculations. The cross-section and rate calculations are
presented in Section 3. A discussion and a first application
of these rates is given in Section 4. Conclusions are drawn in
Section 5. The following units are used throughout except oth-
erwise stated: bond lengths and distances in Bohr; angles in
degrees; energies in cm−1; and cross-sections in Å2.
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2. Potential energy surfaces
Two accurate interatomic potential energy surfaces (PES) have
recently been calculated in our group, for the interaction of
HC3Nwith He and H2. Both surfaces involved the same ge-
ometrical setup and similar ab initio accuracy. An outline of
those PES is given below, while a detailed presentation will be
published in a forthcoming article.
In the present work, we focus on low-temperature collision
rates, well below the threshold for the excitation of the lower
bending mode ν7 at 223 cm
−1. The collision partners may thus
safely be approximated to be rigid, in order to keep the number
of degrees of freedom as small as possible. For small van der
Waals complexes, previous studies have suggested (Jeziorska
et al. 2000; Jankowski & Szalewicz 2005) that properly aver-
aged molecular geometries provide a better description of ex-
perimental data than equilibrium geometries (re geometries).
For the H2O – H2 system, geometries averaged over ground-
state vibrational wave-functions (r0 geometry) were shown to
provide an optimal approximation of the effective interaction
(Faure et al. 2005a; Wernli 2006).
Accordingly, we used the H2 bond separation rHH =
1.44876 Bohr obtained by averaging over the ground-state
vibrational wave-function, similarly to previous calculations
(Hodges et al. 2004; Faure et al. 2005a; Wernli et al. 2006).
For HC3N , as vibrational wave-functions are not readily avail-
able from the literature, we resorted to experimental geometries
deduced from the rotational spectrum of HC3Nand its isotopo-
logues (Thorwirth et al. 2000; see also Table 5.8 in Gordy &
Cook 1984). The resulting bond separations are the follow-
ing: rHC1 = 1.998385; rC1C2 = 2.276364; rC2C3 = 2.606688;
rC3N = 2.189625, and should be close to vibrationally averaged
values.
For the HC3N– He collision, only two coordinates are
needed to fully determine the overall geometry. Let R be the
vector between the center of mass of HC3Nand He. The two
coordinates are the distance R = |R| and the angle θ1 between
the HC3N rod and the vector R. In our conventions, θ1 = 0 cor-
responds to an approach towards the H end of the HC3N rod.
For the collision with H2, two more angles have to be added,
θ2 and φ, that respectively orient the H2molecule in the rod-R
plane and out of the plane. The HC3N– He PES has thus two
degrees of freedom, the HC3N– H2 four degrees of freedom.
As we aim to solve close coupling equations for the scat-
tering, we need ultimately to expand the PES function V over
a suitable angular expansion for any intermolecular distance R.
In the simpler case of the HC3N– He system, this expansion is
in the form:
V(R, θ1) =
∑
l1
vl1 (R) Pl1 (cos θ1) , (1)
where Pl1(cos θ1) is a Legendre polynomial and vl1 (R) are the
radial coefficients.
For the HC3N– H2 system, the expansion becomes:
V(R, θ1, θ2, φ) =
∑
l1l2l
vl1l2l(R)sl1l2l(θ1, θ2, φ), (2)
where the basis functions sl1l2l are products of spherical har-
monics and are expressed in Eq. (A9) of Green (1975). Two
new indices l2 and l are thus needed, associated respectively
with the rotational angular momentum of H2 and the total or-
bital angular momentum, see also eq. (A2) and (A5) of Green
(1975).
Because the Legendre polynomials form a complete
set, such expansions should always be possible. However,
Chapman & Green (1977) failed to converge above expan-
sion (1) due to the steric hindrance of He by the impenetra-
ble HC3N rod, and Green & Chapman (1978) abandoned quan-
tum calculations, resorting to quasi classical trajectories (QCT)
studies. Similar difficulties arise for the interaction with H2.
Actually, as can be seen on figure 1 for small R values, the in-
teraction is moderate or possibly weakly attractive for θ1 ∼ 90
◦
and is extremely repulsive or undefined for θ1 ∼ 0, 180
◦, lead-
ing to singularities in the angular expansion and severe Gibbs
oscillations in the numerical fit of the PES over Legendre ex-
pansions.
Accordingly, we resorted to a cautious sampling strategy
for the PES, building a spline interpolation in a first step, and
postponing the troublesome angular Legendre expansion to a
second step. All details will be published elsewhere. Let us
summarize this first step for He, then for H2.
For the HC3N– He PES, we selected an irregular grid in
the {R, θ1} coordinates. The first order derivatives of the angu-
lar spline were forced to zero for θ1 = 0, 180
◦ in order to com-
ply with the PES symmetries. For each distance, angles were
added until a smooth convergence of the angular spline fit was
achieved, resulting to typical angular steps between 2 and 15◦.
Then, distances were added until a smooth bicubic spline fit
was obtained, amounting to 38 distances in the range 2.75 –
25 Bohr and a total of 644 geometries. The resulting PES is
perfectly suited to run quasi classical trajectories.
We used a similar strategy to describe the interaction with
H2, while minimizing the number of calculations.We selected a
few {θ2, φ} orientation sets, bearing in mind that the dependence
of the final PES with the orientation of H2 is weak. In terms of
spherical harmonics, the PES depends only on Yl2m2 (θ2, φ), with
l2 = 0, 2, 4, . . . and m2 = 0, 1, 2, . . ., |m2| ≤ l2. Terms in Yl2m2
and Yl2−m2 are equal by symmetry. Previous studies (Faure et al.
2005b; Wernli et al. 2006) have shown that terms with l2 > 2
are small, and we consequently truncated the Yl2m2 series to l2 ≤
2. Hence, only four basis functions remain for the orientation
of H2 : Y00,Y20,Y21 and Y22.
Under this assumption, the whole HC3N– H2 surface can
be obtained knowing its value for four sets of {θ2, φ} angles
at each value of R. We selected actually five sets, having thus
an over-determined system allowing for the monitoring of the
accuracy of the l2 truncation. Consequently, we determined
five independent PES, each being constructed similarly to the
HC3N– He one as a bicubic spline fit over an irregular grid in
{R, θ1} coordinates. The angular mesh is slightly denser than for
the HC3N– He PES for small R distances to account for more
severe steric hindrance effects involving H2 . In total, we com-
puted 3420 {R, θ1, θ2, φ} geometries. Finally, the HC3N– H2 in-
teraction can be readily reconstructed from these five PES by
expressing its analytical dependence over {θ2, φ} (Wernli 2006).
For each value of the intermolecular geometry {R, θ1} or
{R, θ1, θ2, φ}, the intermolecular potential energy is calculated at
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the conventional CCSD(T) level of theory, including the usual
counterpoise correction of the Basis Set Superposition Error
(Jansen & Ross 1969; Boys & Bernardi 1970). We used aug-
mented correlation-consistent atomic sets of triple zeta quality
(Dunning’s aug-cc-pVTZ) to describe the HC3N rod. In order
to avoid any possible steric hindrance problems at the basis set
level, we did not use bond functions and instead chose larger
Dunning’s aug-cc-pV5Z and aug-cc-pVQZ basis set to better
describe the polarizable (He, H2) targets, respectively. All cal-
culations employed the direct parallel code D12 (Noga
et al. 2003-2006).
Comparison of the HC3N– He PES with existing surfaces
(Akin-Ojo et al. 2003; Topic & Wolfgang 2005) showed an
excellent agreement. The HC3N– para-H2 (J = 0) interaction
(obtained by averaging the HC3N– H2 PES over θ2 and φ) is
qualitatively similar to the HC3N– He PES with a deeper min-
imum (see values at the end of present Section). As illustrated
in Figure 1, these PES are largely dominated by the rod-like
shape of HC3N , implying a prolate ellipsoid symmetry of the
equipotentials.
In a second step, let us consider how to circumvent the dif-
ficulty of the angular expansion of the above PES, in order to
obtain reliable expansions for He and H2 (eqs 1 and 2).
Using the angular spline representation, we first expressed
each PES over a fine θ1 mesh suitable for a subsequent high l1
expansion. As expected from the work of Chapman & Green
(1977), high l1 expansions (1) resulted in severe Gibbs oscil-
lations for R in the range 5–7 Bohr, spoiling completely the
description of the low energy features of the PES. Then, hav-
ing in mind low energy scattering applications, we regularized
the PES by introducing a scaling function S f . We replaced
V(R, θ1, ...) by S f (V(R, θ1, ...)), where S f (V) returns V when
V is lower than a prescribed threshold, and then smoothly sat-
urates to a limiting value when V grows up into the repulsive
walls. Consequently, the regularized PES retains only the low
energy content of the original PES, unmodified up to the range
of the threshold energy; it should not be used for higher colli-
sional energies. However, in contrast to the original PES, it can
be easily expanded over Legendre functions to an excellent ac-
curacy and is thus suitable for quantum close coupling studies.
We selected a threshold value of 300 cm−1, and improved the
quality of the expansion by applying a weighted fitting strat-
egy (e.g. Hodges et al. 2004) to focus the fit on the details of
the attractive and weakly repulsive regions of the PES. Using
l1 ≤ 35, both the He and H2 PES fits were converged to within
1 cm−1 for V ≤ 300 cm−1. These expansions still describe the
range 300 < V < 1000 cm−1 to within an accuracy of a few
cm−1.
The corresponding absolute minima are the following (in
cm−1 and Bohr): for HC3N– He, V = −40.25 for R = 6.32
and θ1 = 95.2
◦; for HC3N– para-H2 (J = 0), V = −111.24 for
R = 6.41 and θ1 = 94.0
◦; and for HC3N– H2 , V = −192.49 for
R = 9.59, θ1 = 180
◦, and θ2 = 0
◦.
3. Inelastic cross section and rates
In the following J1, J
′
1
, denote the initial and final angular mo-
mentum of the HC3Nmolecule, respectively, and J2 denote the
Fig. 1. The HC3N– para-H2 PES. The HC3Nmolecule is shown at
scale. Equipotentials (in cm−1) : in dashed red, -100, -30 -10, -3; in
solid black, 0; in blue, 10, 30, 100, 300, 1000, 3000. The dotted circle
centered at the HC3Ncenter of mass with radius R = 6.41 Bohr illus-
trates the angular steric hindrance problem occurring when the collider
rotates from the vicinity of the minimum towards the HC3N rod.
angular momentum of H2. We also denote the largest value of
J1, J
′
1
as J1up.
The most reliable approach to compute inelastic cross sec-
tions σJ1J ′1 (E) is to perform quantum close coupling calcula-
tions. In the case of molecules with a small rotational con-
stant, like HC3N (B = 4549.059 MHz, see e.g. Thorwirth et al.
2000), quantum calculations become soon intractable, because
of the large number of open channels involved. While obser-
vations at cm-mm wavelengths culminates with J1up . 24
(Audinos et al. 1994), sub-mm observations can probe transi-
tion as high as J1up = 40, at a frequency of 363785 GHz and a
rotational energy of 202.08cm−1 (Pardo et al. 2004; Kuan et al.
2004; Caux 2006). It is thus necessary to compute rates with
transitions up to J1 = 50 (E = 386.8 cm
−1), in order to properly
converge radiative transfer models. Also, we aim at computing
rates up to a temperature of 100 K for H2. We resorted to two
methods in order to perform this task. For J1up ≤ 15, we per-
formed quantum inelastic scattering calculations, as presented
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Table 1. Details of the quantum M cross section calculation pa-
rameters. J1up(HC3N) ≤ 15 (10 for He). Methods: CC, Coupled chan-
nels, CS, Coupled states approx., IOS, Infinite Order Sudden approx.
σJ1J
′
1
(E), HC3N– para-H2 collisions
Etot (cm
−1) Energy step (cm−1) Method
0.3→ 60 0.1 CC
60→ 110 10 CC
40→ 200 10 CS
50→ 800 10 − 100 IOS
σJ1 J
′
1
(E), HC3N– ortho-H2 collisions
0→ 30 1 CC
σJ1 J
′
1
(E), HC3N– He collisions
0→ 25 0.1 CC
25→ 100 5 CC
100→ 150 10 CC
in next subsection 3.1. For J1up > 15, we used the QCTmethod,
as presented in subsection 3.2.
For He, of less astrophysical importance ([He]/[H]∼ 0.1),
only quantum calculations were performed and were limited to
the low temperature regime (T=5−20 K and J1 < 10).
3.1. Rotational inelastic cross sections with M
All calculations were made using the rigid rotor approximation,
with rotational constants BHC3N = 0.151739 cm
−1 and BH2 =
60.853 cm−1, using the M code (Hutson & Green 1994).
All quantum calculations for HC3N– ortho-H2 were performed
with JH2 ≡ J2 = 1. Calculations for HC3N– para-H2were per-
formed with J2 = 0. We checked at Etot = Ecoll+Erot = 30 cm
−1
that the inclusion of the closed J2 = 2 channel led to negligible
effects.
The energy grid was adjusted to reproduce all the details of
the resonances, as they are essential to calculate the rates with
high confidence (Dubernet & Grosjean 2002; Grosjean et al.
2003; Wernli et al. 2006). The energy grid and the quantum
methods used are detailed in table 1. Using this grid, we calcu-
lated the whole resonance structure of all the transitions up to
J1 = 15 for the HC3N– para-H2 collisions. At least 10 closed
channels were included at each energy to fully converge the
HC3N rotational basis. We used the hybrid log-derivative/Airy
propagator (Alexander & Manolopoulos 1987). We increased
the parameter STEPS at the lowest energies to constrain the
step length of the integrator below 0.1 to 0.2 Bohr, in order
to properly follow the details of the radial coefficients. Other
propagation parameters were taken as the  default val-
ues.
Two examples of deexcitation cross-sections are shown in
figure 2. We see that for energies between threshold and about
20 cm−1 above threshold, the cross-section displays many
shape resonances. In a semi-classical point of view, those shape
resonances manifest the trapping of the wave-packet between
the inner repulsive wall and the outer centrifugal barrier, see
Wiesenfeld et al. (2003); Abrol et al. (2001). At energies higher
than about 20 cm−1 above threshold, all cross-sections become
smooth functions of the energy.
10 20 30
Energy [cm-1]
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Fig. 2. HC3N– H2 collisions. Quantum deexcitation cross sections for
transitions J1 = 1→ 0 (lower trace) and J1 = 4→ 2 (upper trace) as a
function of the energy E=Ecoll+Erot(HC3N). Full line, para-H2 collisions
(0.1 cm−1 energy spacing); open circles, ortho-H2 .
Figure 2 also shows that ortho-H2 inelastic cross-sections
follow very closely the para-H2 ones, including the position of
resonances. Examination of all cross-sections reveals that the
relative difference between σJ1J′1(E, para) and σJ1J
′
1
(E, ortho)
is less than 5%. This justifies a posteriori the much smaller
amount of computational effort devoted to ortho-H2 collisions
as well as the neglect of J2 = 2 closed para-H2 channels. A de-
tailed discussion of this behaviour is put forward in section 4.1.
3.2. Quantum rates and classical rates
The quantum collisional rates are calculated for J1up ≤ 15,
at astrophysically relevant temperatures, from 5 K to 100 K.
We average the cross-sections described in the preceding sec-
tion over the Maxwell distribution of velocities, up to a ki-
netic energy at least 10 times kT . The quantum calculations
at the higher end of the energy range are approximated at the
IOS level (see table 1), which is justified at these energies by
the smallness of the rotational constant BHC3N. Also we used a
coarse energy grid for the IOS calculations because the energy
dependence of the cross-sections becomes very smooth.
For values of J1 > 15, the close coupling approach enters
a complexity barrier due to the rapid increase of the number
of channels involved in calculations, while memory and CPU
requirements scale as the square and the cube of this number,
respectively. Resorting to quantum CS or IOS approximations
is inaccurate, because the energy is close to threshold for high-
J1 channels. In the meanwhile, the accuracy of classical ap-
proximations improves for higher collisional energies. For the
energy range where J1 > 15 channels are open and for deexci-
tation processes involving those channels, we employ a Quasi-
Classical Trajectory (QCT) method, which has been shown at
several instances to be a valid approximation for higher colli-
sional energies and large rates (Chapman & Green 1977; Lepp
et al. 1995; Mandy & Progrebnya 2004; Faure et al. 2006).
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For Monte-Carlo QCT methods, we must devise a way of
defining an ensemble of initial conditions for classical trajec-
tories, on the one hand, and of analyzing the final state of each
trajectory, on the other hand. Contrary to the asymmetric ro-
tor case (like water, see Faure & Wiesenfeld 2004), the analy-
sis of final conditions for a linear molecule is straightforward.
Using the simplest quantization approximation, we bin the final
classical angular momentum J′
1
of HC3N to the nearest integer.
While the quantum formalism goes through a microcanonical
calculation—calculating σJ1J′1 (E) for fixed energies, then aver-
aging over velocity distributions— it is possible for QCT calcu-
lations to directly resort to a canonical formalism, i.e. to select
the initial velocities of the Monte-Carlo ensemble according to
the relevant Maxwell-Boltzmann distribution and find the rates
as:
kJ1J
′
1
=
(
8kT
piµ
)1/2
pib2
max
N
Ntot
(3)
where bmax is the maximum impact parameter used (with the
impact parameter b distributed with the relevant b db probabil-
ity density) and N is the number of trajectories with the right fi-
nal J′
1
value among all Ntot trajectories. The Monte-Carlo stan-
dard deviation is:
δkJ1J′1
kJ1J
′
1
=
(
Ntot − N
NtotN
)1/2
, (4)
showing that the accuracy of the method improves for larger
rates. The bmax parameter was determined by sending small
batches of 500 to 1, 000 trajectories for fixed b values; values
of 20 ≤ bmax ≤ 26 Bohr were found. We then sent batches of
10, 000 trajectories for each temperature in the range 5−100K,
with a step of 5K. Trajectories are integrated by means of a
Bu¨rlich-Stoer algorithm (Press et al. 1992), with a code similar
to that of Faure et al. (2005b). Precision is checked by conser-
vation of total energy and total angular momentum.
Some illustrative results are shown in tables 2 and 3 and
are illustrated in figures 3 and 4.
As an alternative to QCT calculations, we tested J-
extrapolation techniques, using the form of DePristo et al.
(1979) generally used by astrophysicists (see for example
Scho¨ier et al. (2005), section 6). We found that even if it repro-
duces the interference pattern, the extrapolation systematically
underestimates the rates, for J1 ≥ 20. Hence, QCT rates are
more precise in the average.
For H2, all deexcitation rates kJ1J′1(T ), J1 , J
′
1
≤ 50, are
fitted with the following formula (Wernli et al. 2006):
log10
(
kJ1J
′
1
(T )
)
=
4∑
n=0
a
(n)
J1J
′
1
x
n (5)
where x = T−1/6. As some transitions have zero probability
within the QCT approach, the above formula was employed
when rates were bigger than 10−12 cm3s−1 for at least one grid
temperature. For these rates, null grid values were replaced by
a very small value, namely 10−14 cm3s−1, to avoid fitting irreg-
ularities. All rates not fulfilling this condition are set to zero.
Table 2. HC3N– para-H2 collisions. Quantum deexcitation rates in
cm3 s−1, for J′
1
= 0, for successive initial J1 and for various tempera-
tures. Powers of ten are denoted in parenthesis.
J1 T = 10K T = 20K T = 50K T = 100K
1 2.03(-11) 1.59(-11) 1.32(-11) 1.24(-11)
2 4.94(-11) 4.83(-11) 6.23(-11) 8.04(-11)
3 1.20(-11) 1.04(-11) 8.23(-12) 7.43(-12)
4 2.25(-11) 2.57(-11) 2.85(-11) 2.87(-11)
5 7.01(-12) 6.80(-12) 5.62(-12) 4.77(-12)
6 9.15(-12) 1.18(-11) 1.42(-11) 1.38(-11)
7 3.14(-12) 3.40(-12) 3.46(-12) 3.26(-12)
8 2.45(-12) 3.71(-12) 5.92(-12) 6.61(-12)
9 1.63(-12) 1.63(-12) 1.95(-12) 2.18(-12)
10 5.35(-13) 8.13(-13) 2.00(-12) 2.96(-12)
11 7.81(-13) 7.01(-13) 9.42(-13) 1.36(-12)
12 1.37(-13) 1.58(-13) 6.17(-13) 1.32(-12)
13 2.74(-13) 2.51(-13) 4.17(-13) 8.26(-13)
14 4.14(-14) 4.65(-14) 2.24(-13) 6.28(-13)
15 7.63(-14) 8.26(-14) 1.76(-13) 4.85(-13)
1 3 5 7 9
∆ J1
0
0,5
1
1,5
2
2,5
R
at
e 
[cm
3 /s
]
He present
para-H2 present
He Green&Chapman 1978
Fig. 3. HC3N– He and HC3N– H2 collisions. Quantum close coupling
excitation rates, from J1 = 0, at 20 K. Dashed lines, QCT HC3N– He
calculations (Green & Chapman 1978); full lines, present calculations
for He and H2 .
Note that below 20 K, QCT rates for low-probability tran-
sitions may show a non physical behaviour. All a
(n)
J1J
′
1
coeffi-
cients are provided as online material, for a temperature range
5 K ≤ T ≤ 100 K. We advise to use the same rates for col-
lisions with ortho-H2 as for para-H2, since their difference is
smaller than the uncertainty on the rates themselves. Rates with
He were not fitted, but can be obtained upon request to the au-
thors.
4. Discussion
4.1. Para and ortho H2 cross-sections
A comparison of the σJ1J′1(E) cross sections for HC3Nwith
ortho-H2 and para-H2 is given in figure 2. It can be seen that
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Fig. 4. HC3N -para H2 collisions. Deexcitation rates, from J1 = 15, at 10 K (left panel) and 100 K (right panel). Full black line, quantum
calculations; dashed line, Monte-Carlo quasi-classical calculations with error bars.
Table 3. HC3N– para-H2 collisions. Quantum or QCT (
†) deexcitation
rates in cm3 s−1, for J1 − J
′
1
= 1, 2, 3, 4, for various temperatures and
representative values of J1. Powers of ten are denoted in parenthesis.
J′
1
J1 T = 10K T = 20K T = 50K T = 100K
0 1 2.03(-11) 1.59(-11) 1.32(-11) 1.24(-11)
0 2 4.94(-11) 4.83(-11) 6.23(-11) 8.04(-11)
0 3 1.20(-11) 1.04(-11) 8.23(-12) 7.43(-12)
0 4 2.25(-11) 2.57(-11) 2.85(-11) 2.87(-11)
5 6 6.34(-11) 5.48(-11) 4.80(-11) 4.64(-11)
5 7 1.30(-10) 1.38(-10) 1.72(-10) 2.04(-10)
5 8 3.93(-11) 3.66(-11) 3.27(-11) 3.21(-11)
5 9 6.83(-11) 7.61(-11) 8.63(-11) 8.93(-11)
10 11 5.77(-11) 5.35(-11) 4.75(-11) 4.61(-11)
10 12 1.50(-10) 1.53(-10) 1.81(-10) 2.11(-10)
10 13 3.91(-11) 3.80(-11) 3.50(-11) 3.40(-11)
10 14 8.51(-11) 8.84(-11) 9.42(-11) 9.47(-11)
15 16 † 1.45(-10) 1.49(-10) 1.80(-10) 2.28(-10)
15 17 † 1.06(-10) 1.03(-10) 9.60(-11) 1.18(-10)
15 18 † 8.71(-11) 9.38(-11) 7.93(-11) 8.24(-11)
15 19 † 7.59(-11) 6.81(-11) 6.23(-11) 7.10(-11)
25 26 † 1.14(-10) 1.50(-10) 1.83(-10) 2.30(-10)
25 27 † 1.13(-10) 1.05(-10) 1.18(-10) 1.31(-10)
25 28 † 8.55(-11) 8.38(-11) 8.34(-11) 7.76(-11)
25 29 † 7.67(-11) 7.45(-11) 8.31(-11) 7.02(-11)
35 36 † 1.16(-10) 1.34(-10) 1.73(-10) 2.32(-10)
35 37 † 9.63(-11) 1.12(-10) 1.21(-10) 1.11(-10)
35 38 † 8.33(-11) 9.20(-11) 8.56(-11) 9.19(-11)
35 39 † 8.77(-11) 8.51(-11) 7.65(-11) 7.51(-11)
the difference between the two spin species of H2 may be con-
sidered as very small, in any case smaller than other PES
and cross-section uncertainties. This is an unexpected result,
as sizeable differences between para-H2 and ortho-H2 inelastic
cross-sections exist for other molecules. These differences
were expected to increase for a molecule possessing a large
dipolar moment, in view of the results obtained for the C2
molecule (Phillips 1994), the COmolecule (Wernli et al. 2006),
the OH radical (Offer et al. 1994), the NH3 molecule (Offer
& Flower 1989; Flower & Offer 1994) and the H2O molecule
(Phillips et al. 1996; Dubernet & Grosjean 2002; Grosjean et al.
2003; Dubernet et al. 2006), due to the interaction between the
dipole of the molecule and the quadrupole of H2 (J2 > 0).
This apparently null result deserves an explanation. We fo-
cus on equation (9) of Green (1975). This equation describes
the different matrix elements that couple the various chan-
nels in the close-coupling equations. Some triangle rules apply
which restrict the number of terms in the sum of equation (9);
the relevant angular coupling algebra is represented there as a
sum of terms of the type
(
l L′ L
0 0 0
) (
l1 J
′
1
J1
0 0 0
) (
l2 J
′
2
J2
0 0 0
) {
L′ L l
J12 J
′
12
J
}
, (6)
where we have the potential function expanded in terms of Eqs.
(4) and (A2) in Green (1975), by means of the coefficients vl1l2l.
The symbol (. . .) are 3- j symbols, the {. . .} is a 6- j symbol, see
Messiah (1969). We also define J12 = J1 + J2. We have the
following rules:
– The para-H2 inelastic collisions are dominated by the J2 =
0 channel (the J2 = 2 channel is closed till Ecoll &
365.12 cm−1). Then, only the l2 = 0 may be retained
(J2 = J
′
2
= 0), due to the third 3- j symbol in eq.(6).
– The ortho-H2 remains in J2 = 1, implying l2 = 0, 2.
– For inelastic collisions, J1 , J
′
1
implies potential terms
with l , 0, because of the 6- j term in Eq.(6). Indeed,
J2 = J
′
2
and J1 , J
′
1
entail J12 , J
′
12
.
The key point is thus to compare the vl1l2l(R) coefficients
(eq. 2) with l , 0 in the two cases:
– l2 = 0 para and ortho contributions;
– l2 = 2 ortho contribution only.
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Fig. 5. Comparison of the coupling terms (l , 0) in the HC3N–
H2 potential as a function of the intermolecular distance. CSS is(∑
l,0,l1
vl1l2l(R)
2
)1/2
. Terms with l2 = 0 are common to ortho and para
H2 , while the l2 = 2 curve represents purely ortho terms. See text.
Figure 5 displays such a comparison. We notice that the cou-
pling is largely dominated by the l2 = 0 contribution, terms
which are common to collisions with para and ortho conforma-
tions. This is particularly true for R < 10 Bohr, the relevant
part of the interaction for collisions at temperatures higher than
a few Kelvin. At a higher intermolecular separation, terms im-
plied only in collisions with ortho-H2 become dominant, but in
this regime the potential is also less than a few cm−1. Sizeable
differences in rates between ortho and para forms are thus ex-
pected only either at very low temperatures, or possibly at
much higher temperatures, with the opening of H2 (J2 = 2, 3)
channels.
4.2. Propensity rules
In figure 3, we compare the various rates that we obtain here
with the ones previously published by Green & Chapman
(1978). These authors used a coarse electron-gas approxima-
tion for the PES, and computed rates by a QCT classical ap-
proach. Despite these approximations, we see that the rates
obtained by Green & Chapman (1978) are qualitatively com-
parable with the quantum rates obtained here, in an average
way. However, as table 3 and figures 4 and 3 show clearly,
only quantum calculations manifest the strong ∆J = 2 propen-
sity rule. This rule originates in the shape of the PES, be-
ing nearly a prolate ellipsoid, dominated by the rod shape
of HC3Nand not dominated by the large dipole of HC3N
molecule (3.724 Debye). Because of the very good approxi-
mate symmetry θ1 ↔ π − θ1, the l1 even terms (equation (6)
and Green (1975)) are the most important ones, directing the
inelastic transition toward even ∆J1. This propensity has also
been explained semi-classically by McCurdy & Miller (1977)
in terms of an interference effect related to the even anisotropy
of the PES. These authors show in particular that the reverse
propensity can also occur if the odd anisotropy of the PES
is sufficiently large. This reverse effect is indeed observed in
Fig. 4 for transitions with ∆J > 10.
Besides this strong ∆J = 2 propensity rule, one can see
from table 3 and figures 3, 4 that the rod-like interaction drives
large ∆J transfers. For instance, for T > 20 K, rates for ∆J > 6
are generally larger than rates for ∆J = 1, and rates for ∆J > 8
are only one order of magnitude below those for ∆J = 2. This
behaviour is likely to emphasize the role of collisional effects
versus radiative ones.
We can also observe that the ratio kJ1J′1 (He)/kJ1J
′
1
(para-H2)
is in average close to 1/2.4, and thus not ∼ 1/
√
2, as generally
assumed. But it is also far from being a constant, as already
observed for H2O (Phillips et al. 1996) or CO (Wernli et al.
2006). Our data shows that the 1/
√
2 scaling rule results in
errors up to a factor 3.
4.3. Population inversion and critical densities
Because of the strong ∆J1 = 0, 2, 4 propensity rule, population
inversion could be strengthened if LTE conditions are not met,
even neglecting hyperfine effects1 (Hunt et al. 1999). In order
to see the density conditions giving rise to population inver-
sion, we solved the steady-state equations for the population
of the J = 0, 1, . . . , 15 levels of HC3N , including collisions
with H2 (densities ranging from 10
2 to 106 cm−3), a black-
body photon bath at 2.7 K, in the optically thin approximation,
(Goldsmith 1972) :
dni
dt
= 0 = +
∑
j,i
n j
[
A ji + B ji nγ
(
ν ji
)
+ k ji nH2
]
−ni
∑
j,i
[
Ai j + Bi j nγ
(
νi j
)
+ ki j nH2
]
(7)
where i, j are the levels, nγ is the photon density at temperature
Tγ and nH2 is the hydrogen density at kinetic temperature TH2 .
Figure 6 shows the results at TH2 = 40 K. The curve show the
population per sub-levels
∣∣∣J1,mJ1
〉
. For a consequent range of
H2 densities, 10
4
. nH2 . 10
6, population inversion does occur,
for 0 ≤ J1 ≤ 2, 3, 4. Our new rates are expected to improve the
interpretation of the lowest-lying lines of HC3N , especially so
in the 9 - 20 GHz regions (cm-mm waves), see for example
Walmsley et al. (1986); Takano et al. (1998); Hunt et al. (1999),
and Kalenskii et al. (2004) for a recent study. Moreover, from
the knowledge of both collision coefficients ki j and Einstein
coefficients Ai j, it is possible to derive a critical density of H2 ,
defined as:
n⋆i (T ) =
∑
j<i Ai j∑
j<i ki j
(8)
The n⋆ density is the H2 density at which photon deexcitation
and collisional deexcitation are equal. The evolution of n⋆ with
J1 at T = 40 K is given in figure 7. It can be seen that for
many common interstellar media, the LTE conditions are not
fully met.
It must be underlined that similar effects should ap-
pear for the whole cyanopolyyne (HC5,7,9N) family, where
cross-sections should scale approximately with the rod length
1 Hyperfine effects in HC3N inelastic collisions will be dealt with in
a forthcoming paper, Wiesenfeld et al. (2006)
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Fig. 7. H2 critical density n
⋆ (in cm−3) for the HC3N– para-
H2 collisions, at T = 40K, equation (8). For j ≤ 15, quantum rates,
for j > 15, classical rates. The change of method explains the small
discontinuity between j = 15, 16. The increase of critical density at
j = 1 is related to the propensity rule, see figure 4.
(Bhattacharyya & Dickinson 1982). It is expected that the
propensity rule ∆J1 = 2, 4, . . . should remain valid. Also, the
critical density should decrease for the higher members of the
cyanopolyyne family, as the Einstein Ai j coefficients, hence fa-
cilitating the LTE conditions.
5. Conclusion
We have computed two ab initio surfaces, for the HC3N– He
and HC3N– H2 systems. The latter was built using a carefully
selected set of H2 orientations, limiting the computational ef-
fort to approximately five times the HC3N– He one. Both sur-
faces were successfully expanded on a rotational basis suitable
for quantum calculations using a smooth regularization of the
potentials. This approach circumvented the severe convergence
problems already noticed by Chapman&Green (1977) for such
large molecules. The final accuracy of both PES is a few cm−1
for potential energy under 1000 cm−1.
Rates for rotational excitation of HC3Nby collisions with
He atoms and H2molecules were computed for kinetic tem-
peratures in the range 5 to 20 K and 5 to 100 K, respectively,
combining quantum close coupling and quasi-classical calcu-
lations. The rod-like symmetry of the PES strongly favours
even ∆J1 transfers and efficiently drives large ∆J1 transfers.
Quasi classical calculations are in excellent agreement with
close coupling quantum calculations but do not account for
the even ∆J1 interferences. For He, results compare fairly with
Green & Chapman (1978) QCT rates, indicating a weak depen-
dance to the details of the PES. For para-H2, rates are in aver-
age significantly larger than the generally assumed
√
2 scaling
rule. Despite the large dipole moment of HC3N, rates involving
ortho-H2 are very similar to those involving para-H2, due to the
predominance of the rod interactions.
A simple steady-state population model shows population
inversions for the lowest HC3N levels at H2 densities in the
range 104−106 cm−3. This inversion pattern manifests the im-
portance of large angular momentum transfer, and is enhanced
by the even ∆J1 quantum propensity rule.
The HC3Nmolecule is large enough to present an origi-
nal collisional behaviour, where steric hindrance effects hide
the details of the interaction, and where quasi classical rate
calculations achieve a fair accuracy even at low temperatures.
With these findings, approximate studies for large and heavy
molecules should become feasible, including the modeling of
large ∆J transfer collisions and ro-vibrational excitation of low
energy bending or floppy modes.
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