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ABSTRACT 
In this paper we establish conditions that are at least sufficient for the second 
order conditions of Lagrange optimization to hold. 
1. INTRODUCTION 
To be able to establish second order conditions for Lagrange minimiza- 
tion (maximization), we first have to determine conditions that are at least 
sufficient for the quadratic form x’Ax to be positive (negative) whenever the 
nonzero vector x satisfies a set of homogeneous linear constraints Rx = 0. (See 
[3, p. 531 or [4, pp. 60-631 for details.) 
Samuelson [4, 376-3781 formulated this important problem and obtained 
a set of necessary and sufficient conditions that are valid if B,,,, defined 
below, is nonsingular. Lancaster [3, pp. 366-3641 pointed out this additional 
assumption and offered an alternative proof by way of Finsler’s theorem and 
Schur complements. In this paper we attempt a full treatment of the 
problem using the weapons provided by Lancaster. 
2. RESULTS 
THEOREM 1 (Finsler). Let A be a real symmetric matrix, and let C be a 
real symmetric positive semi&finite matrix. Then x’Ax is positive whenever 
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X’CX = 0 and x #0 iff A + (IC is a symmetric positive definite matrix for all 
p 2 (L*, for some positive scalar p*. 
Proof. The “only if” statement has been proved for p = p* by Bellman 
[l, pp. 76-771. The converse and the extension to p > p* are trivial. n 
THEOREM 2. Let A be a real symmetric n X n matrix, and let B be a real 
m X n matrix. Then x’Ax is positive whenever Bx = 0 and x#O i# the 
determinants 
>o for r=1,2 ,..., n, 
where A, is the r x r matrix in the northwest corner of A, B, is the m x r 
matrix whose columns are the first r columns of B, and D, is a matrix of r 
columns whose rows form a basis for the row space of B,. 
Proof. Substituting C= B’B in Theorem 1, we have the result that 
x’Ar > 0 whenever Bx = 0 (i.e., x’B’Bx = 0) and x #O iff A + pB’B is positive 
definite for all p > p*. But A + pB’B is positive definite iff (A, + pB;B,I > 0 
for r=l 2 , , . . . , n. It only remains to establish, for large p, that ]A, + pB,‘B,j 
has the same sign as i, 
I I r 
iQ if the second expression is not zero, and 
rr 
that there is a nonzero solution to Bx = 0 and x/Ax < 0 if it is zero. 
We may write B, = E,D,, where E, has full column rank and D, has full 
row rank. Thus 
(using [2, p. 461). N ow pE,TE, is positive definite, so that for sufficiently large 
P7 
sign 1 A, + pB,’ B, I= sign 
provided that the last expression is not zero. 
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Suppose that 
0 - *, 
I I Or’ A,., = ” 
Then there exists a nonzero column matrix 
VT 
[ I x such that I 
i.e., 0,X, = 0 and 0: vr + A,hr = 0. 0: has full column rank, so vr is zero if X, is 
zero and we deduce that X, is nonzero. Premultiplying the second expression 
by hi and substituting in the first, we have 
?(A,& = 0, 
so that if 
then a nonzero x- A, 
[ I 
exists such that x/Ax= 0 and Bx=O. 
0 
This completes the proof of the theorem. 
COROLLARY 1 (Samuelson). Let A be a real symmetric n X n matrix, let 
B be a real m x n matrix, and let B,,, be nonsingular. Then x’Ax is positive 
whenever Bx = 0 and x # 0 i# 
0 - BT I I 4’ A, >o for r=m+l,m+2 ,,.., n. 
Proof, If r > m, the conditions of the theorem hold with D, = B,. 
If T < m, B, has full column rank, so D, is nonsingular and 
42 R. W. FAREBROTHER 
COROLLARY 2 (Samuelson). Let A be a real symmetric n X n matrix, and 
let B be a real m X n matrix. Then x’Ax is positive whenever Bx = 0 and x # 0 
if IB,I is nonzero and takes the sign of ( - l)m for r = m + 1, m + 
2 ,...,n. 
COROLLARY 3 (Samuelson). Let A be a real symmetric n X n matrix, and 
let B be a real m X n matrix. Then r’Ax is positive whenever Bx = 0 and x # 0 
if takes the sign of ( - 1)” for r = m,m + 1,. . . , n. 
COROLLARY 4. Let A be a real symmetric n X n matrix, and let B be a 
real m X n matrix. Then x’Ax is negative whenever Bx = 0 and x#O iff 
takes the sign of ( - 1)’ for r = 1,2,. . . , n. 
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