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Abstract
We propose an information theoretic approach to the representation and comparison of
color features in digital images to handle various problems in the area of contentbased image retrieval. The interpretation o f color histograms as joint probability
density functions enables the use o f a wide range of concepts from information theory
to be considered in the extraction of color features from images and the computation
of similarity between pairs of images. The entropy o f an image is a measure of the
randomness of the color distribution in an image. Rather than replacing color
histograms as an image representation, we demonstrate that image entropy can be used
to augment color histograms for more efficient image retrieval. We propose an
indexing algorithm in which image entropy is used to drastically reduce the search
space for color histogram computations. Our experimental tests applied to an image
database with 10,000 images suggest that the image entropy-based indexing algorithm
is scalable for image retrieval of large image databases. We also proposed a new
similarity measure called the maximum relative entropy measure for comparing image
feature vectors that represent probability density functions. This measure is an
improvement of the Kullback-Leibler number in that it is non-negative and satisfies
the identity and symmetry axioms. We also propose a new usability paradigm called
Query By Example Sets (QBES) that allows users, particularly novice users, the ability
to express queries in terms of multiple images.
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1. Introduction
“A picture is worth a thousand words.”
Unknown
1.1

Visual Inform ation Retrieval

Digital images are an increasingly important class o f data, especially as computers
become more usable with greater memory and communication capacities. As the
demand for digital images increases, the need to store and retrieve images in an
intuitive and efficient manner arises. Hence, the field of content-based image retrieval
(CBIR) focuses on intuitive and efficient methods for retrieving images from
databases based solely on the content contained in the images. This dissertation
develops an information theoretic view of images that improves the speed o f retrieval
of images. By expanding the interpretation of color in images to include an
information theoretic description, we derive a new indexing method for the contentbased retrieval of images from an image database that improves upon the performance
of existing approaches based on color features in an image. Additionally, we pose a
new usability problem for CBIR systems and propose a solution compatible with our
information theoretic interpretation of images.
The corpus of CBIR research has focused on the definition of new visual
feature representations for images that provide a meaningful discriminant for
conducting similarity queries (Carson et al., 1997; Flickner et al., 1995; Gray, 1995;
Ioka, 1989; Jacobs et al., 1995; Pass et al., 1996; Pentland et al., 1996; Smith &
Chang, 1995; Strieker, 1992). Most current representations of visual features are based
on vector forms. Concomitant with these efforts, research has also focused on multi-

1
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dimensional indexing techniques to speed up the retrieval process from large image
databases with complex feature representations (Beckman et al., 1990; Guttman, 1984;
Ng & Sedighian, 1996; Samet, 1990; Sellis et al., 1987). New research directions that
expand existing visual feature representations are needed to improve retrieval
performance and efficiency. The representation of visual features can generally
classified into several levels. As is depicted in Figure 1, a visual object has different
levels of representation based on the complexity of the representation and the level of
information aggregation. Our example assumes three levels of representations: the
image level, which is the most general and complex; the vector level, which
aggregates information into a vector representation; and the number level, which
represents the highest level of aggregation and the least amount of complexity.

u

Image
Increasing Complexity

<V 1,V2>...,V n >

Vector

Increasing Aggregation

ne R
Number

Figure 1. Representation levels of visual objects.

As one aggregates information from the image level to the number level, the
information contained in a given representation levels is not guaranteed to be unique

2
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to the representation at higher levels. Thus, it is with care that one must depend on the
information content of a given level. Optimally, an automated method will incorporate
multiple representation levels into computing a value or decision. This dissertation
will present such a method and demonstrate the results obtained from processing
multiple representation levels exceed the results from processing a single level.
Alternative query paradigms and the classification of data are also necessary in
order to build a complete body of knowledge in this area and to engineer effective and
user-friendly CBIR systems.
1.1.1

Background and M otivation

Digital images are used throughout science, engineering, business, and personal
computing. There are several reasons for the proliferation o f images throughout
general computer usage. The demilitarization of imaging and satellite technology has
made it possible to capture data in high-resolution formats and from almost any region
of the world. The emergence and explosive use of the World Wide Web CWWW) as a
global network allows people to gather and share images en masse Indeed, some
estimates have conservatively put the number of images available on the W W W at
between 10 and 30 million (Sclaroff et al., 1997). The impetus to merge television,
entertainment, and computing technology into a cohesive platform is a forcing
function for the miniaturization, low-cost fabrication, and increased capacity of
memory and secondary storage devices.
As the popularity of digital images grows, so does the need to organize, store, and
retrieve images from collections or databases. The professional usage of digital image
collections spans several fields.

3
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• The health care field is increasingly adopting the digital storage of imaging
technology (e.g., CT scan and MRI) over hard-copy film. As such, the need to
retrieve information based on content plays a critical role in automated diagnostic
and on-line educational systems.
•

Law enforcement use digital imagery to store facial and fingerprint information on
victims and suspects as well as historical records of crime scenes. The ability to
retrieve “mug shots” from image databases based on the similarity analysis of
content enables law enforcement to capture criminals in a more timely manner.

• Remote sensing technology from orbiting satellites and airplanes is used to
monitor environmental conditions such as the erosion of coastal land. In addition,
multi-spectral and hyper-spectral imaging modalities are used to monitor many
environmental phenomena. Since many environmental processes are irreversible,
CBIR may be employed to provide faster monitoring of the environment.

In general, “information retrieval” is the process of converting a request for
information into a meaningful set of references. For decades, “information retrieval”
was practically limited to “alphanumeric information retrieval”, but current trends
demand that the definition be expanded to include “visual information retrieval”. The
definition of CBIR has generally been accepted to be the process of retrieving a set of
desired images from an image database based on features of the images that can be
automatically extracted from an image. Textual annotation has been used to construct
hybrid Visual Information Retrieval systems, but it is generally accepted that textual
annotation of images in not included in the field of CBER.

4

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

There are sharp distinctions between the textual and visual information and the
nature of their respective retrieval methods. First, textual information can be regarded
as a one-dimensional array of tokens. Words are composed of tokens, sentences
composed of words, etc. There is a hierarchical nature to this process, but the
fundamental information gathering proceeds in a sequential manner. This is not true of
visual objects. Images are two-dimensional and algorithms for image processing are
not obligated to proceed along any predetermined dimension. Digital video is threedimensional when one considers that the sequence of frames is a function of the
dimension of time.
Another distinction between textual and visual information is the nature of the
retrieval process. The retrieval of textual information is based on discovering semantic
and/or syntactic similarity between textual entities. Visual information retrieval, on the
other hand, is concerned with discovering perceptual similarity. The concept of
perceptual similarity is made clear by examining the kinds of queries that users are
likely to expect to use when retrieving images from an image database. Although there
is a marked lack of research on understanding the needs of users of CBIR systems, an
analysis of the image features and attributes that can be used to construct effective
CBIR queries might include the following items:

•

the presence or absence of a particular color, texture, shape, or combination of
these features (e.g., 30% Aubergine and Sunburst pixels)

•

the presence, absence, or arrangement of specific types of objects (e.g., Royal
Bengal Tiger)

5

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

•

the depiction of a particular type o f event (e.g., Football game)

•

the presence of named persons, places, or events (e.g., Nick Saban at a press
conference)

•

the description of a subjective emotion or a personally significant characterisitic
(e.g., LSU fans at a conference bowl game)

This list of image features and attributes is presented in increasing levels of
subjectiveness and abstraction. A classification of query types based on a similar
analysis of image features and attributes was developed by (Eakins & Graham, 1999).
They aggregated queries founded on image content into three levels of increasing
complexity.
Queries of type level 1 are comprised of primitive features, such as color, shape,
and texture. This type of query is objective and composed of features directly derived
from images using image processing algorithms. There is no need to consult external
data sources for classification guidance. Examples of this type of query include
“retrieve all images with red blobs in the middle of the image”, “retrieve images that
contain blue squares, rectangles, and diamonds”, and “retrieve images that look
similar to this image”. This latter type of query is called query by example and is a
major focus of CBIR research, including this dissertation. Level 1 queries correspond
to the first item in the list above. Examples of the types of Level 1 queries are given in
Figure 2.

6
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Color

Figure 2. Level 1 query example for Lena image

Queries o f the type level 2 are comprised of logical features that require some
level of inference about the identity of things in the image. An outside knowledge base
is required for this type of query. The field of computer vision, particularly the
subfield concerned with model-based vision operations, falls into this category. Level
2 queries can be further classified as queries of objects o f a given type (item two in the
list above) and queries of individual objects or persons, as is depicted in Figure 3.

Find a picture o f a woman.

Figure 3. Level 2 query example for the Lena image

Level 3 queries are composed of abstract notions and attributes and require a
significant amount of higher level reasoning about meaning and purpose. Typically, it
is very difficult to automate this type of reasoning. Because the link between image
content and abstract concepts requires complex reasoning and subjective judgment,

7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

systems based on this type o f visual processing will incorporate a “human in the loop”
to guide the computer to a correct solution. A query o f this type is given in Figure 4.

Find a picture o f a
posing fashion model.

Figure 4. Level 3 query example for the Lena image

Level 1 queries are generally considered to be the focus of CBIR research and
systems development. Levels 2 and 3 are considerable harder to implement, as
exemplified by several decades o f computer vision research. They can be considered
semantic image retrieval, a subcategory of CBIR. The distinction between Level 1 and
Level 2 is not artificial; there exists a significant gap between them in terms o f what
computer science and cognitive modeling can currently deliver. This knowledge
representation and modeling gap (or chasm, depending on who you ask) is commonly
referred to as the semantic gap.
Information theory has been an important application in image compression
and coding. The initial work of (Shannon, 1948) formulated the foundation of
information theory in terms of the information capacity of communication channels.
The fundamental notion of information entropy describes a theoretical lower bound on
the number of bits necessary to encode information. This concept has been useful in
the development of image compression algorithms (Gonzalez & Woods, 1992;
Pianykh, 1998). The use o f information theory concepts to developed methods in

8
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image interpretation has received little attention. In (Jagersland, 1995), the entropy of
an image was used derive a description of scale in an image. The effort focused on the
fact that in an image, the information content of a scene is typically confined to a
small range of scales. In this dissertation, we describe an approach to the application
of the information entropy of an image in computing a similarity value between pairs
of images. We present experimental results of our approach given general
unconstrained digital imagery.
1.1.2

General CBIR Computational Framework

The basic problem addressed in this dissertation is the specification of unconstrained
query images by a user to a CBIR system to search and retrieve a set of result images
that are similar to the images initially specified. The search and retrieval process is
based on the visual features contained in the images that comprise both the query set
and the image database.
The general computational framework of a CBIR system is depicted in Figure
5. The entire process starts with the construction of an image database. The images to
be added to the database are processed by a feature extraction algorithm. The output of
this algorithm is a feature representation, which is the data structure actually stored in
the database and used to compute similarity. The same feature extraction algorithm is
used to process the query image and the images contained in the database. Hence, the
same feature representation is computed for the query image as was for each image in
the database. The similarity measure then compares the query feature representation
with each of the feature representations in the database. Those feature representations

9
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deemed “similar” are returned to the user as a result set. It is not strictly necessary that
an image be specified as part of the query.
Queries can be specified by sketches or by graphical user interface tools
(Flickner at al., 1995; Gray, 1995). However, the ultimate result of the query
specification must be the same feature representation that is used by the database to
store and index images. The specification of the query can be with an example image,
a user drawn sketch, o r explicit information from the user about the primitive features
of interest.

Query Image

1 1 i
Feature Extraction
Feature Extraction
23
34
43
12

ss

54
56

10
76
23

8?

I

23
27
19
40

86

22

|

Similarity Measure

Image Database

[p-

27

20
41

1

Q uery Index

Resultfs) |

Figure 5. Computational framework o f CBIR systems

1.1.3

Visual Features

The extraction of visual features from an image is one of the fundamental operations
of CBIR. Visual features are properties of an image that are extracted using image

10
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processing, pattern recognition, and computer vision methods (Duda & Hart, 1973;
Gonzalez & Woods, 1992; Horn, 1986). Most methods o f feature extraction focus on
color, texture, shape, and spectral properties o f images and, thus, are considered
required elements at the primitive level.
Color is by far the most common visual feature used in CBIR, primarily
because of the simplicity of extracting color information from images (Flickner et al.,
1995; Gray, 1995; J. Huang, 1998; Pass & Zabih, 1996; Smith & Chang, 1995; Smith,
1997; Strieker, 1992; Swain & Ballard, 1991). (Strieker & Swain, 1994) present a
thorough analysis of effectiveness o f color histograms intersection for CBIR. Color
histograms describe the distribution of pixels of each color in the color space of the
image. The algorithms developed in (Gray, 1995; J. Huang, 1998; Pass & Zabih, 1996;
Smith, 1997) augment color histograms with other derivative visual features, such as
spatial coherence or edge information. (Carson et al., 1997) develop a region based
color query method. These methods show impressive results for particular sets of
image, but it is generally easy to “break” these methods with other images sets.
A commonly accepted color space from which color histograms are
represented does not exist. Despite the many color spaces available, the perception of
color is subjective. This lack of a commonly accepted color space makes the
comparison of the different CBIR methods difficult to compare. Many methods use
the Red-Green-Blue (RGB) color space, at least as a starting point, since image pixel
values are commonly stored as RGB 3-tuples. However, the RGB color space lacks
perceptual uniformity, and, hence, it is rarely used as the final color space for colorbased feature extraction methods. Li (Flickner et al., 1995), pixels values sampled

11
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from the RGB color space are quantized into 242424=4096 (the highest-order 4 bits
from the red, green, and blue color channels are used) color value and transformed to
the Munsell color space. (Pass et al., 1996) use the RGB color space by quantizing the
highest-order 2 bits from each color channel for 222222=64 color values. The RGB
color space is transformed to the CIE-LUV color space and quantized into 512 color
values in (Gray, 1995). A set o f desirable properties for color transformations and
quantizations are presented in (Smith, 1997). hi his analysis, Smith determines that the
transformation and quantization of the RGB color space to the HSV color space
(Gonzalez & Woods, 1993) is the only common transformations and quantizations that
satisfy the properties are uniformity, completeness, compactness, and naturalness
(Smith, 1997).
Texture is a pervasive yet ill defined property of images; it can be difficult to
define, but we know it when we see it. The analysis of texture in digital images has
received much attention in the areas of machine vision, pattern recognition, and image
processing (Gonzalez & Woods, 1993; Haralick et al., 1973; Picard & Minka, 1995).
In (Picard, 1996), texture is described as lacking a specific complexity, containing
high frequency information, and having a finite range of scalability. Second-order
statistics are calculated for an image by calculating the relative brightness of pairs of
pixels. From this, texture is measures in terms of periodicity, directionality, and
randomness (Liu & Picard, 1996). A statistical approach developed in (Haralick et al.,
1973) is the gray level co-occurrence matrix. This method characterizes texture by
generating statistics of the distribution of intensity values as well as position and
orientation of similar valued pixels. A structural approach to texture representation is

12
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characterized by generating complex texture patterns from lower level texture
primitives, similar to how regular languages are generated by finite state automata.
Recent approaches compute texture present in images by employing spectral methods,
namely Fourier (Prasad & Iyengar, 1997) and wavelet transforms (Chang & Kuo,
1993; Laine & Fan, 1993).
The recognition of shapes is a fundamental perceptual activity, and it is natural
that shape-based queries are a component of the primitive level. A number of features
o f an object’s shape in an image are computed for each object in an image and stored.
Like color histogram intersection, a query image is analyzed in terms of the same
object characteristics and the computer features of the query image are compared to
the features of the stored images. Those stored features that best match the query
image features are used as the result set. Shape features take on many geometric and
non-geometric forms, such as aspect ratio, circularity, moment invariants (Flickner et
al., 1995), and active contour models, or “snakes”, (Terzopoulos & Szeliski, 1992).
An example image (QBE) or user sketch is commonly used to construct the shapebased query.
Spectral methods, such as Fourier and wavelet transforms, are used outside of
texture analysis to extract features from images. In (Jacobs et al., 1995), wavelets are
used to search an image database from a low resolution example image or user-drawn
sketch. Their approach created image signatures of the query and stored images from
the Haar wavelet decomposition method. Each signature is a truncated and quantized
version of the coefficients computed from the images. A similarity comparison is
made by determining the number of significant coefficients in common between the

13
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example signature and the stored signatures in the database. The Fourier-Mellin
transform is compared to the Haar wavelet decomposition method in (Cherbuliez,
1997).
1.1.4

Sim ilarity M easurement

The objective o f a CBIR query is to efficiently search and retrieve images from a
database that are similar to the query image specified by a user. This objective is in
contrast to the typical DBMS query in that it is focused on similarity matching and not
exactness. Similarity matching is the process of approximating a solution based on the
computation o f a similarity function between a pair o f images, and the result is a set of
likely values. Exactness, however, is a precise concept. The computation of result sets
based on similarity measures has two basic forms. The first form is called ^-nearest
neighbor queries, which are queries that return the k most similar images from the
database. The second form is called range-based queries, which are queries that return
any number of images with similarity measure values within a fixed bound T.
The form of the similarity measurement function D (v) depends on the form of
the feature representation. Most features are ultimately represented as n-dimensional
vector spaces, or histogram spaces, because it offers a convenient mathematical
framework to define D (y). Definitions for D (y ) are explored in more depth in Section
2.4 of Chapter 2.
1.1.5

User Analysis

The field o f CBIR research is incomplete with respect to user analysis. Since the focus
of research within the CBIR research community is generally on feature extraction and
indexing methods, the only literature that does exist on user analysis is sparse and
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originates from outside the field. In (Omager, 1997; Markkula & Sormumen, 1998),
user typology is developed in the context of newspaper journalists. (Hastings, 1995)
studied CBIR user queries of art image collections. (Keister, 1994) describes an
automated image retrieval system at the National Library o f Medicine. Her analysis of
user queries suggests there is a heterogeneous manner of issuing queries based on the
user’s background. Medical professionals issued queries in a manner not focused on
the images themselves (e.g., what are the different gray levels in a given region) but
on the presence of anomalies in the image (e.g., brain tumors in M RI scans). However,
image professionals, such as newspaper and television personnel, are more visually
oriented, and, as such, used graphics-oriented vocabulary to construct their queries.
This research suggests two things. First, research efforts have focused on the
expressed or perceived needs of users, which may be different from their actual needs.
Second, a general framework for understanding image search and usage is yet to be
developed but is necessary to apply CBIR systems to a general population of users.
1.2

Problem Statements

Most research efforts have focused on expanding the number or breadth o f visual
features available for use in CBIR systems. As mentioned, color, texture, shape, and
spectral methods have been developed and combined to varying degrees with different
levels of success. In particular, histograms as a representation of color were developed
in the mid-1990’s. However, researchers have not developed other representations for
color beyond color histograms.

15
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1.2.1

Previous Work

Virtually all CBIR systems allow searching capability based on color, an approach
pioneered in (Chang & Fu, 1981). Most research and commercial CBIR systems that
have been developed, such as QBIC (Flickner et al., 1996), Virage (Gupta, 1996),
Excalibur (Feder, 1996), and Photobook (Pentland et al., 1996) employ color together
with other visual features as a search and retrieval mechanism. The results presented
in (Strieker & Swain, 1992) placed color histograms on a firm theoretical foundation,
as will be seen in Chapter 2. In his doctoral research, (Smith, 1997) developed binary
representations of color histograms. However, most previous work in color feature
extraction and, to a large degree, feature extraction in general, focuses on an approach
restricted to a single vector-based representation of features. In particular,
representation of color in image has not been investigated much beyond color
histograms.
1.2.2

Proposed Solutions

W e offer an alternative description of color beyond color histograms. An information
theoretic approach based on utilizing the entropy of an image to compute a simpler
key value for an image feature vector is developed in this dissertation. The use of
image entropy implies a close relationship to the use of color as the primary visual
feature of images that determines similarity. It also suggests a representation hierarchy
for color where performance requirements can be considered with fidelity
requirements, as depicted in Figure 1.

16
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13

Summary

The organization of this dissertation is as follows. Chapter 2 presents the feature
representations and similarity measurements that are used for this work. Color is the
main feature that is used, and a consistent theory of color is presented. Also, the theory
for developing our similarity metrics is presented for several different distance
metrics.
In Chapter 3, the information theory is introduced along with an interpretation
of images as probability density functions. These two concepts will be used to develop
the idea of image entropy as a visual feature with potential use in CBIR systems. Two
similarity measures based on information theory are developed and analyzed.
In Chapter 4, image entropy is used to develop an indexing algorithm. The
results of this algorithm are compared to the existing color histogram method and
another entropy method developed in Chapter 3. The results of experimentation are
presented that show our entropy-based method leads to better retrieval performance
under some conditions.
Chapter 5 concludes the dissertation by offering several avenues for further
research based on the current work. Additionally, a new usability method is presented
as an afterword in Chapter 5.
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2. Color Feature Representation and Similarity M easurem ent
2.1

Introduction

This chapter is focused on the development of a unified framework for color feature
representation and similarity measurement. This framework will be the basis for
assumptions in subsequent chapters on information theoretic approaches to describing
images and for constructing queries from multiple example images. The following
objectives will form the basis for this discussion:

1. Extraction o f visual features from images
2. Representation of visual images for storage and indexing
3. Computation of similarity between two instances of visual features

Color is chosen as the primary and singular visual feature upon which these
objectives are addressed. The justification for considering only color are the
ubiquitous nature of color in all digital images, the richness of the developed theory
for color, and that color is the standard feature upon which other CBIR research efforts
compare newly developed visual feature theories.
2.2

Extraction of Color Features from Images

The extraction of color features from digital images depends on an understanding of
the theory of color and the representation of color in digital images. Color spaces are
an important component of relating color to its representation in digital form. The
transformations between different color spaces and the quantization o f color
information are primary determinants of a given feature extraction method.

18
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2.2.1

Principles and Human Perception o f Color

Color was first “discovered” in 1666 by Sir Isaac Newton as he observed that white
light passing through a prism is separated into a continuous spectrum of colored light
from violet to red. Since then, science has thoroughly investigated the physical and
perceptual properties of color. Color is perceived is light, a form of electromagnetic
radiation covering a narrow band of the electromagnetic spectrum between the
wavelengths (A.) of 350nm to 780nm. Light originates from self-luminous sources,
reflection from objects, or the transmission through a translucent medium.
Figure 6 shows the distribution of wavelengths in the electromagnetic (EM)
spectrum including the spectrum of visible light. Blue light occurs at wavelengths less
than red light. Cosmic rays from outer space and radio and television signals form the
extreme ends of the EM spectrum.
o.ooooi nm

350 nm

780 nm

UltraViolet

loo m
Microwaves

Radio

Figure 6. The electromagnetic spectrum
The human eye, through the receptors present in the retina called rods and
cones, perceives color as linear combinations o f three primary colors. These primary
colors, red (R), green (G), and blue (B), have specific wavelength values of 700nm,
546.lnm , and 435.8nm, respectively.
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Chromatic light is colored light. The basic terms used to describe chromatic
light are hue, saturation, and brightness. Hue is used to describe the dominant
wavelength or perceived color of an object. It is the “redness” of an apple or the
“yellowness” of a banana. Saturation refers to purity of a hue or the distance a color is
from a gray of equal intensity. Red is highly saturated while pink is not. Brightness is
the chromatic analogue of intensity for achromatic light. Hue and saturation are
sometimes combined and referred to as chromaticity.
Given the response functions fr(A,), fg(A.), and fb(A.) for each of the primary
colors, the following equation of the electromagnetic response for a wavelength X is
defined as
F(X) = Xfr(A.) + Yfg(A.) + Zf b(X)
The values (X,Y,Z) are called the tristimulus values for color F(A.) and denote
the respective amounts or red, green, and blue necessary to form a color. Commonly,
the tristimulus values are used to specify a color in terms of its trichromatic
coefficients
X
X X+Y+Z

Y
y _ X+Y+Z

Z
Z _ X+Y+Z

Tristimulus values are, in general, normalized. Thus, the trichromatic
coefficients are likewise normalized. While X, Y, and Z may all be equal to 1, the
trichromatic coefficients are subject to the relation x+y+z=l. The primary colors and
tristimulus color theory is the mechanism that allows televisions to display the colors
we see. Cathode ray tubes (CRTs) have three channels of red, green, and blue. By
varying the voltage of each channel and combing their outputs, each pixel on a
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television screen can output a large array of colors. Secondary colors are specified in
terms of the primary colors. Magenta is form from equal amounts of red and blue
light. Yellow is formed from equal amounts of red and green light. Cyan is formed
from equal amounts of green and blue light. For pigments used for print, the primary
and secondary color designations are reversed (Gonzalez & Woods, 1992).
2.2.2

Properties of Color Spaces

A color space (or color model) is used to specify a three-dimensional color coordinate
system and a subspace o f the system in which colors are represented as points. The
most common color space for digital images and computer graphics is the RGB color
space in which colors are represented as linear combinations of red, green, and blue
color channels. The primary reason for the ubiquity of the RGB color space is due to
the use o f the color space in CRT monitors and color raster graphics devices.
Additionally, most digital image formats store pixel values from the RGB color space.
The geometry of the RGB color space is characterized in Figure 7.
Green
(0,1,0)
d .U i
Red
( 1,0 ,0)
Blue
(0,0,1)

(0 ,0 ,0 )

Figure 7. RGB color cube geometry
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Because of its ubiquity, it would seem reasonable to base the color feature
extraction algorithms on the RGB color space. However, there are important
theoretical disadvantages to the RGB color space that preclude its use in a setting
dependent on modeling human

perception. Therefore,

we will advocate a

transformation of the source image pixel values from the RGB color space to another
color space. Additionally, the transformed color values will be quantized to a set of
color values smaller in size than the original size of the transformed color space.
Different color spaces are analyzed based on three properties. The properties
we are most interested in a color space possessing are uniformity, completeness, and
uniqueness.
A uniform color space is one in which the metric distance between points in
the color space corresponds to the perceptual distance (or similarity) of the points.
Studies have experimentally shown that humans are most sensitive to color changes in
the blue channel and least sensitive to color changes in the green channel.
A complete color space contains points for all perceptually discemable colors.
A color space is unique if two distinct points in the color space represent two
perceptually different colors.
The RGB color space is not perceptually uniform. The distance between two
points in the color space does not suggest that the two colors are similar or dissimilar.
Additionally, the three color channels of the RGB color space do not vary consistently
with one another with respect to brightness. Therefore, the pixels of the images in the
image database and query examples must be transformed into an alternative color
space that satisfies the properties o f uniformity, completeness, and uniqueness. The
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only common alternative color space that satisfies these conditions is the CEE family
of color spaces.
2.2.3

CIE Uniform Chrom aticity Scale Color Spaces

In an effort to define a perceptually uniform color space, the Commission
Internationale de l’Eclairage (CIE) developed the L*-u*-v* (CIELUV) and the L*-a*b* (CIELAB) color spaces based on their Uniform Chromaticity Scale (UCS) diagram
(Hunt, 1987; Berger-Shunn, 1994). While these color spaces are not strictly
perceptually uniform, they are much closed to perceptual uniformity than most other
color spaces. The first stage in the definitions of each color space is the linear
transformation of the RGB color space to XYZ color space. Each transformation then
defines a non-linear transformation from XYZ color space to their respective color
space with respect to the chromaticity coordinates of a reference white illuminant with
tristimulus values Xn, Yn, Zn.
The RGB—»XYZ transformation given by the matrix

^ RGB

-»

XYZ

0.49
0.17697
0 .0

0.31
0.8124
0.01

0.2
0.01063
0.99

was developed in 1931 by CIE to counteract the presence of negative values in color
matching functions based on the common RGB tristimulus system (Hunt, 1987).
The CIE UCS diagram is formed by plotting u’ and v \ where
u =

4X
X + 15Y + 3Z

,

9Y
v= ■
X + 15Y + 3Z

The CIELUV color space is a three-dimensional space composed of the following
values
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L*=116(Y/Yn)V3-16

forY/Yn >0.008856

L* =903.3(Y/Yn)

forY/Yn <0.008856

u* = 13L*(u’- u ’n)
v*= 13L V —v’J
The commonly used CIELAB color space is likewise a three-dimensional
space determined by the following formulae.
L* = 116(Y /Y n)1/3-1 6

for Y/Yn >0.008856

V =903.3( Y /Y n)

for Y /Yn <0.008856

a =500 (x / x „ F - ( y / y „ F ]

F —(z / z qF ]

b* = 200 "(y / y d

The color space is cylindrical with L* forming the primary axis and varying
from 0 to 100. The coefficients a* and b* may each vary between -80 and 80 (BergerShunn, 1994).
The difference formula for points the CIELAB color space is defined as

f

f

AE* = [(Aa*)2 +-(Ab* + (AL*

This Euclidean metric corresponds to the distance (similarity) between two colors in
the CIELAB color space.
W hite

Green

Blue

Yellow

Red
Black

Figure 8. CIELAB color space geometry.
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The CIELUV and CIELAB color spaces were created in 1976 as alternatives to
color spaces that assumed luminance was constant for all colors. An equal amount of
emphasis is placed on chromaticity and luminance. As a result, the three properties
desirable of a color space in perceptually sensitive application, uniformity,
completeness, and uniqueness, are satisfied. This dissertation will use the CIELAB
color space as a foundation for feature representation and similarity measurement. The
use o f the CIELUV color space has been used as early as (Ioka, 1989). This choice is
motivated primarily because of the almost perceptual uniformity of the space, a
characteristic that is a departure from most other CBIR approaches. A detailed
description of the transformation of a point in RGB color space to CIELAB color
space is given in Appendix A.
The domain of values for L*, a*, and b* are from R and, hence, necessitate that
a quantization be applied to partition the CIELAB color space into non-overlapping
partitions which completely cover the original continuous space. Our attempt to
quantize the CIELAB color space strikes a balance between fidelity and the
dimensionality of the resulting quantization. The axis defined by L* defines the
brightness of the color, that is blackness to whiteness. The a* and b* axes are defined
by an opponent color theory (Berger-Shunn, 1994) in which the a* ordinate describes
the redness (+80) to greenness (-80) of a color, and the b* ordinate shows the
yellowness (+80) to blueness (-80) of a color. Since a* and b* define the most
significant characteristic of a color, namely its chroma, the quantization o f these
values will be higher than for L*. This is justified by another argument. The human
visual system discerns changes in brightness by much larger gaps than changes in
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color. Especially as L* increase, the human eye cannot detect changes in brightness for
small changes in the value o f L*. Thus, the brightness values do not require as fine a
resolution as the chroma colors. Additionally, L* can be quantized into equidistant
bins as opposed to bins fit to logarithmic distances from zero because the logarithmic
response of the human visual system has been accounted for in the transformation
formulas from the RGB color space to the CIELAB color space.
The axis defined by L* defines the brightness o f the color, that is blackness to
whiteness. The L* axis is quantized to five equidistant bins corresponding to L* = {[0,
20), [20, 40), [40, 60), [60, 80), [80, 100]}. The a* and b* axes are defined by an
opponent color theory (Berger-Shunn, 1994) in which the a* ordinate describes the
redness (+80) to greenness (-80) of a color, and the b* ordinate shows the yellowness
(+80) to blueness (-80) of a color. If both the a* and b* axes is partitioned into eight
bins, i.e., {[-80, -60), [-60, -40), [-40, -20), [-20, 0), [0, 20), [20, 40), [40, 60), [60,
80]}, then the quantization of the CIELAB color space results in M = 5*8*8 = 320
distinct colors.
2.2.4

Summary of Other Color Spaces

Many other color spaces exist, each with advantages and disadvantages. As
mentioned, the RGB color space is an additive color space made popular by the
ubiquity of CRTs to display digital images. While easy to implement, it is not linear
with respect to human visual perception. Additionally, the RGB color space dependent
on the device displaying the colors. The CMY (Cyan, Magenta, Yellow) color space is
used mostly for printing output. The transformation from RGB to CMY is complex,
and the CMY space is also not perceptually uniform. The HSL (hue, saturation,

26

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

lightness) color space has several co-spaces it shares characteristics with (HSV (hue,
saturation, value) & HSI (hue, saturation, intensity)). The common perception that the
HSL and related color spaces are perceptually uniform is erroneous; the
transformation from RGB space to this family o f spaces is linear. The main attraction
of these color spaces is the separation of chromaticity (hue & saturation) from
luminance (intensity, brightness, and value). The YIQ, YUV, and YCrCb color spaces
are used for NTSC, PAL, and JPEG standards, respectively. They are highly device
dependent and also perceptually non-uniform. A summary of the comparisons between
the different color spaces is given in Table 1.

Table 1 Summary of Color Space Comparisons

RGB
CMY
HSL,
HSV, HSI
YIQ,
YUV,
YCrCb
CIELUV,
CIELAB

2.3

UNIFORM

COMPLETE

UNIQUE

No
No
No

Yes
Yes
Yes

No
No
Yes

DEVICE
INDEPENDENT
No
No
No

No

Yes

No

No

Yes

Yes

Yes

Yes

Color Histograms as Representation o f Color Features

The transformation of points in the RGB color space to the quantized CIELAB color
space requires an appropriate representation that captures the distribution of the colors
in an image. The most common representation, and the one employed in this
dissertation, is the color histogram. The color histogram captures the distribution of
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colors in an image or region of an image,, and its unnormalized definition is the
following formula
x

Y

x=I y=I

where M is the number of quantized colocrs, X and Y are the width and height,
respectively, o f an image I, and 8 is the Kromecker delta function. In this dissertation,
M = 320 as presented in the section describing quantization of the CIELAB color
space. Normalization of the color histograms: is a necessary computation to ensure a
unit variance between elements of a histogram, i.e., to eliminate the dependency on the
number of pixels that comprise the histogram. Normalized histograms are computed
by dividing each element of the histogram by th e length of the histogram.
An analysis of the metrical properties of the color histogram space is given in
(Strieker & Swain, 1992). The definition of a mormalized color histogram space is
M
i=l

The color histogram space H is a subset of ar» M-dimensional vector space and forms
the face of an M-dimensional simplex (thus, it is an M-l-dimensional simplex). In
order for two distinct histograms h; and hj to b-e distinguishable from one another, they
must be separated by a non-zero distance t. T his property is called t-difference and
describes H as a Hausdorf space. The value o f t depends on the composition o f the
image data set. However, Strieker & Swain discovered a bimodal shape to distance
distributions for two large image data collection

(one of which was randomly

generated). The bimodal behavior of the distance distribution suggests that reasonable
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values o f the variable t are found in the first interval of the distance distribution with a
large slope. More importantly, this also suggests that the distances between color
histograms o f images with similar colors or images containing all the colors o f the
color space are small. Strieker & Swain define the concept of the capacity of a color
histogram space.
D efinition 2.1 Given an M-dimensional histogram space H, a function D(-,-)
fo r computing the distance between two histograms, and a distance threshold t, the
capacity o f H is the maximum number o f t-dijferent histograms that are contained in
H.
A lower bound for the capacity o f H is derived via coding theory in (Strieker &
Swain, 1992). While the number is not important for our purposes, the concept of a
capacity will be used in Chapter 3. Also, the relationship between the capacity and
information theory is an interesting one that is also developed in Chapter 3, albeit in a
different direction.
2.4

Com putation of Sim ilarity between Feature Representations

Once the feature representation space has been defined as an M-dimensional color
histogram space, the problem of defining the similarity between two images is
described as the distance between two points in the color histogram space, denoted as
D(p,q) for points p and q. We now provide a formal definition of similarity.
Definition 2.2 An image v is more similar to u than another image w is to u i f
D(u,v)<D(u,w).
In (White & Jain, 1996b), similarity measurements are defined in terms o f the
following parameters:
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•

A query object u and similarity measurement function D (v ) such that references
are ordered in increasing value with respect to D(u,v), V v e A.

• A parameter k e 7? is used as an upper bound for the cardinality o f the set of
nearest-neighbor references as computed by D.
• T e R+ places an upper bound on the distance that database vectors can be from u
in order to be included in the result set R, i.e., R = {v e A | D(u, v) < T}.

The second item describes the k-nearest neighbor form of similarity while the third
item describes the range-based form for similarity.
Once the abstract notion of similarity is defined in terms of distance, several
mathematical formulas for the distance function can be defined. The terms distance
function and similarity function are used interchangeably in this dissertation.
2.4.1

M etric Spaces

The distance between two points in a space can be classified as either metric or nonmetric. The distance is a function of the two points and must satisfy a set of metric
axioms in order to be considered a metric distance function. Otherwise, the function is
considered non-metric.
Definition 2.3

A set X with elements called points is called a metric space i f

fo r any two points p and q in X there is a number D (p,q)e SR called the distance from
p to q such that

1. D(p,q) > 0 if p^q

(non-negativity);

2. D(p,q)=0

(identity);
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3. D(p,q) = D(q,p)

(symmetry);

4. D(p,q) < D(p,r) + D(r,q) V r eX

(triangle inequality)

Any function D(p,q) satisfying these three properties is called a distance function
or metric function (Rudin, 1976).
2.4.2

Minkowski Metrics

A general class of distance metrics is the Minkowski metrics or LT-norms\

Dr(p.q)=JS |P i-< ii|r
i=I

The most commonly used Minkowski distances correspond to r-values of one,
two, and infinity. The D i(v ) distance function is called the Hamming distance, and it
corresponds to the Lt-norm.

Di(pJq) = SlPi~qi
I
i=l
The D 2 (v ) distance function is the well-known Euclidean distance, well-known by
school children in the earliest algebra courses. The corresponding norm is the L 2 norm.

D 2(p,q) =

i= l

_cl ^ 2

The D o o (v ) distance reduces to
D ~ (P ,q ) = max j-|pj - qj[
which is the maximum coordinate or Chebyshev distance.
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Many other definitions are possible. However, the field of mathematical
analysis has focused analytic efforts on these three definitions.
2.4.3

Histogram Cosine Distance

The histogram cosine distance function is closely related to the L 2 -norm and is
commonly used to compute similarity between text documents (Smith, 1997). The
inner product of two vectors p and q is given by
p • q = p Tq = [p| |q| cos 0
Thus, solving for 0, we have
D * (p ,q ) = 0 = cos

-i p Tq
|P||9

The histogram cosine distance function measures the difference in direction
between two vectors irrespective of the magnitude. The relationship between the
histogram cosine distance and the L 2 -norm is depicted in Figure 9.

Figure 9. Comparison of histogram cosine distance to the L2 norm
W e see that the histogram cosine distance between p and q l is equal to the
histogram cosine distance between p and q2. However, D 2 (p,qi) and D 2 (p,q 2 ), are
clearly not equal. Therefore, the histogram cosine distance is not a true distance
function in the strictest sense since it fails to satisfy the triangle inequality. Still,
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researchers have discovered that satisfying the triangle inequality is not necessarily
imperative in order to define a similarity measure that models human perception.
2.4.4

Quadratic Form Distance in an Oblique Coordinate System

The general quadratic form for a vector is

D Q(p,q) =

(P

- q ) TA( p - q )

where A is typically a symmetric square matrix. The form for A varies for different
distance calculations. In (Ioka, 1989; Niblack et al., 1993), the matrix A is defined as a
color similarity matrix with
d ^ C p C j)
a *J

d max

The vectors Cj and cj are the 1th and j* colors in the histogram space. The
function d 2 (Ci,c,) is the Euclidean distance between colors c4 and Cj, and d ^ is the
maximum distance between any two colors in the color space. The effect of computing
D q (v )

is the magnitude of the distance between

p

and

q

weighted by the distance

between the colors in the color space. The difference between color amounts and
similar colors is accounted for in this formula. Other quadratic forms include the
Mahalanobis form (Duda & Hart, 1973).
2.4.5

Discussion o f Distance Metrics and Sim ilarity

Strictly speaking, the mathematical concept o f similarity is the mapping of items to
positive real numbers, typically in the range of [0,1]. A similarity function does not
necessarily have to satisfy the properties of distance metrics, and, in practice, the
triangle inequality is the property that is usually relaxed. In fact, studies have been
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conducted that show perceptual similarity may not be modeled by any o f the
properties that define a metric function (Santini & Jain, 1999; Tversky, 1977).
In his doctoral dissertation, (Smith, 1997) empirically tested the Li norm, the
L 2 norm, the quadratic form distances, and others to determine retrieval performance.
His conclusion was that there was little difference in retrieval accuracy. Additionally,
the Li norm is is statistically more robust to measurement outliers than the L 2 norm.
This dissertation will use the L[ distance to compute the similarity between two points
in a color histogram space given the smaller computational effort compared to other
distance functions. Additionally, the development of an information theoretic
description of a digital image will be one-dimensional. Therefore, the comparison
between color histograms and the informational description can be facilitated by
considering an identical distance metric.
2.5

Summary

In this chapter, we have developed a unified framework for color feature extraction,
representation, and similarity measurement that form the foundation and underlying
assumptions for the research presented in this dissertation. Several color spaces were
presented and evaluated as a basis for the extraction of color features from digital
images.
Despite the efficiency of basing the color features on the RGB color space, the
pixels will be transformed from the RGB color space to the CIELAB color space
because o f the latter color space’s property of perceptual uniformity. A quantization of
the CIELAB color space was also presented.
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We described color histograms as the feature representation for this
dissertation. Color histograms are a succinct and natural representation fo r
multidimensional data. Along with the efficiency of this type of representation, there
is a large body of mathematical theory on the subject of finite dimensional vector
spaces that can be brought to bear in the analysis.
We presented and described several distance functions for computing the
similarity between points in the color histogram space. Several of these functions are
metric, while others are not. Despite the fact that human perception o f similarity is
likely not metric, the use o f distance functions that are metric have the advantage o f
being computationally efficient and backed by a large amount of mathematical theory.
Also, studies have shown that there may be no practical difference between metric and
non-metric distance functions at this time. This dissertation uses the Li distance
function to compute similarity between feature points in the color histogram space.
This chapter presented the foundation for subsequent chapters where comparisons
and analysis are performed compared to the Lj distance function on a color histogram
space.
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3. Entropy as a Visual Feature o f Im ages
Color histograms have been shown to be a promising method for indexing into image
databases. However, for very large image databases and histogram spaces with large
dimensions, the computational cost of performing distance calculations can be
prohibitive. This chapter suggests an alternative viewpoint of color histograms based
on information theory that offers the potential for a substantial increase in retrieval
performance.
The motivation for this chapter is the desire to reduce the dimensionality of the
color histogram space in order to provide a substantial improvement in retrieval
performance. Several dimension reduction techniques have been developed, such as
principle component analysis (Gerbrands, 1981; Gonzalez & Woods, 1992) and
column-wise clustering (Duda & Hart, 1973). Generally, these techniques reduce the
dimensionality of the histogram space from re to £ > 1.
This chapter develops the theory necessary to reduce the dimensionality o f the
color histogram space to one. The entropy of an image is a measure of the information
content of the image. As will be seen, the Shannon entropy function maps an ndimensional vector to the set of real numbers, and, hence, it can be regarded as a
dimension reduction to one-dimensional space.
This chapter begins by analyzing the color histogram space from a
probabilistic point of view. The concept of image entropy is then presented as a
possible visual feature in the context of CBIR. Two new similarity measures based an
information theoretic interpretation o f images are presented in detail. The first
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similarity measure is based on the idea of image entropy. The similarity between
probability density functions forms the foundation for the second similarity measure.
The chapter then concludes with an indexing method incorporating color histograms
and image entropy.
3.1

Color Histogram s as

P r o b a b ility

Density Function

A description of color histograms and the space they constitute was presented in
Chapter 2 in the context of representation of color features in an image database. This
section expands the discussion by describing a color histogram as an estimation of the
first-order joint probability density function of an image. This description is important
in allowing us to use methods from information theory to expand the characterization
of images on the basis o f their color contents.
A discrete image I=F(N[,N 2 ) of size N 1XN2 can be statistically characterized as
the joint probability density function
P(D —p { F (l,l), F(1,2),...,F(N 1, N ,)}
If each pixel value is statistically independent from all other pixel values, then
the joint probability density function is factored into the following form
p (I) = p { F (l,l)} p{F (l,2)}.. .p{F (N j, N ,) }
which is the product of its first-order (one-dimensional) marginal densities. For a
discrete set of values, the interpretation of p{F(i,j)} is developed on the basis of the
finite range of possible values for F(i,j). For a digital image source, these values are
the possible colors at each pixel, or reconstruction levels. It is generally assumed that
the distribution of colors across an image follows a uniform distribution, i.e., each
color has a 1/M probability to be assigned to a pixel.
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For digital images, the probability density function is a joint probability
density function because the pixels, as discrete random variables, are not functions of
one another. Additionally, pixels are assumed to be statistically independent because
the value of a pixel is not a function of other pixel values. Furthermore, the digital
image source is assumed to be ergodic in the sense that successive samplings of a
certain pixel do not determine or effect the outcome of future values at that pixel.
Another way to regard this property is that image sources are memoryless.
The Laplacian and Rayleigh joint probability density models are used as
statistical descriptions in analog analysis of image systems (Pratt, 1978). However, for
quantized discrete random variables, i.e., digital images, histograms of the color
distribution in an image provide an adequate estimation of first- and second-order joint
probability density functions for the image.
For an ergodic image source, the first-order joint probability density function is
estimated by the first-order spatial histogram for an image
h(i) -

N(C'>
N.-N,

where N(i) is the number of pixels in the image that are of color c;. Despite a change
in notation, this formula is identical to the formula of color histograms given in
Section 2.3. Figure 3.1 contains the histograms for the red, green, and blue responses
for the image of the Mona Lisa. The shape of the histograms demonstrates a pattern in
which the response for each of the tristimulus values at the darker end of the histogram
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is greater than the response at the brighter end. The Mona Lisa is a good example of
the color distribution typical of most natural images.

Red Channel

Color

Green

Color

Blue

Color

Figure 10. Mona Lisa and the histograms of the tristimulus channels
The approximation of the second-order joint probability density function plays
a role significantly less than the approximation o f the first-order probability density
function in image analysis. For completeness, the second-order joint probability
density function of an image is estimated by the second-order spatial histogram of an
image. The latter is a measurement o f the occurrence of pairs o f pixels at given color
values separated by a specific distance. The interested reader is referred to (Gonzales
& Woods, 1992; Pratt, 1978) for details of the second-order spatial histogram formula.
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3.2

Inform ation Theory and the Entropy Function

Given a vector v of numbers from a set {xi, x2, x

n} where the probability that x,- e

v is pi=P(xd, the entropy of v is given by the formula
H(v) = - ^ p ilog2(pi)
i=l

The mathematics describing H(v) in the context o f communications theory was
developed in (Shannon, 1948) and is the most common definition of entropy in the
literature. It should be clear that H(v) is a function of the probability distribution of
some random variable and not a function of the actual values the variable may assume.
3.2.1

M athem atical Properties o f Entropy

As seen in Figure 11, H(v) is a continuous, positive, and concave function of [0,1]Qe
91“ that maps to [0,1] e 91. The function H(v) = 0 when Vj = 1 and vj = 0 for all j^i.

Q8

0 .6

'

02

Figure 11. Entropy function in two dimensions
The following mathematical properties of H(v) are stated without proof (Cover &
Thomas, 1991).
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1. H(v) > 0
For 0 < p(x) < 1, log(p(x)) < 0. Thus, it follows that —p(x)log(p(x)) > 0.
2. H(pi, p2, p

n) < H (l/n, 1 / n , 1 / n ) = Iog2(n)

The entropy of a probability distribution is maximized when the distribution of
values is uniform.
3. Given a pair of discrete random variables (X,Y) with a joint probability
distribution p(x,y), the joint entropy is defined as
H(X, Y) =

^ P(x>y)log(p(x, y »
*

y

4. If (X,Y) ~ p(x,y), then the conditional entropy H(Y|X) is defined as
H(Y | X) =

£
*

p (x»y)1og(p(y | x))

y

5. Theorem 3.1 (Chain Rule)
H(X, Y) = H(X) + H(Y | X)
6. Theorem 3.2 (Independence Bound on Entropy)
Given a pair o f discrete random variables (X,Y) with a joint probability
distribution p(x,y), then H(X, Y) < H(X) + H(Y) with equality iff X and Y are
independent.

3.2.2

Sensitivity o f the Entropy Function

Before pursuing a quantitative description of similarity between images represented as
entropy values, we investigate the sensitivity of the entropy function to small
perturbations in the probability distribution function. Given a uniform probability
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distribution v ={pi=l/M , p 2 = l/M ,..., Pm=1/M} associated with the maximum entropy,
assume that a new vector u assumes the form
u,-=v.H-Ay.

, £ AX = °

The Taylor polynomial expansion to the second derivative of H(u) is
H(u) = H ( v ) + £ f ^ - A v , + J - £ g | ( A v , ) >
The first partial derivative with respect to H(u) evaluates to
3H (u )
3 v (.

= -l-£ln f-I-+ A v,
VM

The second partial derivative with respect to H(u) evaluates to
32H(u ) _

1

Bv'2

— + Av.
M
If these partial derivatives are evaluated at Avi=0, then the Taylor polynomial for H(u)
becomes
H ( u ) = H ( v ) ~ X ( A Vl.)2
The term associated with the first derivative becomes zero based on the assumption
that SAv;= 0. Therefore, we conclude from this sum that if u represents a small change
in the probability distribution v, then the corresponding difference |H(u) —H(v)| is
likewise small.
3.3

Image Entropy as a Visual Feature

The interesting definition of color histograms as first-order joint probability density
functions suggests that the entropy of an image can be calculated. In fact, this is
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exactly the case. The definition of v is derived from the interpretation of first-order
spatial histograms as a joint probability density function describing an image. An
element v,- is the percentage o f pixels in the image I which belong to the quantized
color i. This value is also a close approximation to the value o f the joint probability
density function value p, at i. Since each histogram bin v,- corresponds to a probability
function value pt-, the entropy of an image is calculated as
M
H ( v ) = - X v ilog(v <)
i=l

Table 2 gives the entropy values calculated by the formula for some
recognizable digital images. Clown, Lena, and Mandril have complex color
distributions and, hence, have higher entropy values. Image such as Pleides have a
smaller entropy value.

Table 2. Entropy values for some recognizable digital images.

Clown
Entropy = 4.61455

Lena
Entropy = 4.92325

Mandril
Entropy = 6.13507

Venice
Entropy = 4.29557

Mona Lisa
Entropy = 3.63569
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For a digital image source, there are many interpretations o f H(v), including
•

The average uncertainty o f v.

•

The theoretically least number of bits necessary to encode v.

•

A measure o f the randomness of the color distribution in v.

In increase in image entropy corresponds to more uncertainty and more
information contained in an image. Thus, the use o f image entropy as a discriminant
between two images is based on the idea that a meaningful difference between two
image entropy values corresponds to a meaningful difference between the two source
images. For example, in Table 2 a meaningful difference between the entropy values
for the Pleides and Venice images corresponds to a meaningful difference between the
images themselves.
Our interest will focus on the third interpretation of H(v) since it seems to hint that
entropy captures a characteristic of an image meaningful in making a determination of
whether images are similar. The Shannon definition o f H(v) assigns information based
on “sharpness” of the distribution that an event, or a group of pixels will have a given
color value, will occur. Based on the mathematical properties above, H(v) = 0 implies
a digital image has all pixel values set to the same value. Additionally, H(v) is
maximized when all possible colors in the color space of the image are equally
represented. Intuitively, this means we can express more information in an image that
has more colors than in an image with fewer colors.
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The possible range o f entropy values for images are demonstrated in Figure 12 and
Figure 13. Figure 12 plots the entropy values for a set o f 10,000 unconstrained natural
images depicting many different objects and activities. The plot of entropy values in
Figure 13 is for a set of 500 randomly generated images. The graphs show the
expected behavior that random images have higher entropy values than normal
images. The graphs also demonstrate that the entropy values fall in a narrow range for
the set of natural images while the entropy values are nearly linear for the set of
random images.
The fact that set of random images generated a nearly linear plot of entropy values
is not surprising. The narrow range of entropy values for the natural images is likewise
not unexpected. It is intuitive that most images are not dominated by mostly dark or
bright colors (i.e., luminance values of either low or high values). Except for certain
classes of images, such as the class of astronomical images, most images contain a
significant amount of color detail. The behavior of the plot Figure 12 is a
reinforcement of this phenomenon.

Entropy for 10000 Images
Mean = 2.552
Standard Deviation = 0.836054

in
C
T>
CO

CTS
CO
C—
*

CO
CO
CO
C\2

z>2>-

lO

CO

Image
Figure 12. Plot of entropy for a database o f 10000 unconstrained images.
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Entropy for 500 Random Images
Mean = 3.55317
Standard Deviation = 0.082183

CO

Images
Figure 13. Plot o f entropy for a database of 500 random images.

3.4

Sim ilarity M easurement o f Image E ntropy

A fundamental element of comparing images that are in a certain representation is the
definition of similarity. As shown in the discussion of similarity measures for color
histogram spaces in Chapter 2, the definition of the similarity function depends on the
metrical properties of the space in which the representations are defined. For color
histogram spaces, the definition of similarity in term s of norms is natural given the
theory of finite dimensional vector spaces. The definition of similarity between points
in entropy space must be based on an understanding of the metrical properties of the
space regardless of whether a metric or non-metric sim ilarity function is defined.
In this section, we focus on two forms of sim ilarity measures. The first form is
based on the familiar Li-norm between points in a color histogram space. This form is
compared to the standard Li-norm and the relationship between them is explored. The
second similarity measure is new formulation based on the concept of relative entropy
between two probability distribution functions. W hile not strictly a metric, this
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entropy-based similarity measure has two o f the three properties of the definition of a
metric. The two information theoretic similarity measures are compared to the
canonical Lt-norm between points in a color histogram space.
3.4.1

Entropy Difference

The definition of similarity between color images is based on the Li-norm between
two points in the color histogram space. In the entropy space, this definition
degenerates to the absolute value of the difference between two entropy values. The
formula is given by
Entropy (P. q) = |H(p) - H(q)|
which is a straightforward application of the definition of a Minkowski metric given in
Section 2.4.2. As such, the similarity metric

D u _ E n tr o p y

possesses the four properties of

any distance function on a metric space, namely the non-negativity property, the
identity axiom, the symmetry axiom, and the triangle inequality property.
This rather simple formulation has some interesting implications and
properties. It is obvious that since this definition is simply subtraction over values in
the interval [0,1], then the space is r-different for some value of t greater than zero.
The color histogram space H forms the faces of an M-dimensional simplex
(Section 2.3). Recall that a set of points vi,v2,...,v M in
by the linear combinations Xi vi+y\.2v2+...+

spans a hyperplane defined

such that A.1+A.2+...4-A.m = 1. Figure

3.5 shows a 2-simplex defined by three unit vectors ei, e2, and

Any linear

combination v=X iei +A.2e2+A.3e 3 where A.i+A.2+A-3=1 translates to a point on the face of
the triangle. If the entropies of the points on the face of the 2-simplex are plotted as a
contour, then the distribution is such that the minima are found at the vertices of the 2-
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simplex. The maximum entropy corresponds to the point at the center of the 2-simplex
corresponding to 1/3 ei + 1/3 ez + 1/3 e 3 . This is demonstrated in Figure 14.

HCe^d) = maximum

Figure 14. A color histogram space of dimension 3 represents a 2-simplex, or a
triangle.

Geometrically, the entropy minima correspond to points in the color histogram
space that are a maximal distance from one another. The interpretation in terms of the
content of digital binary images is a completely white image and a completely black
image are more similar to one another (with entropies equal to zero) than to any other
image. This includes a white image with a single back pixel. This will have a serious
implication for using the use o f entropy values in an indexing algorithm for color
images.
An interesting relationship exists as a quantitative description of the bounds on
the entropy function by the Li-norm of two probability density functions p and q. The
bounds is expressed in the following theorem.
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Theorem 3.3 (Lj Bound on Entropy)
Let p and q be two probability density functions over a space H such that

Hp -< 4 . , = S l P i
Then,
|H ( P > — H C , ) | < - | | p — q | | L l o g t M

.

Proof. The chord defined by t and t + v, where v < V2 , has a maximum slope at t = 0 or
t = 1- v. Therefore, for 0 < t < 1 —v, we have
|f(f)—f(f+v)| <max{f(y),f(l—v)}=—v logv
where f(r) is defined by the function graphically depicted in Figure 15.

0.6

as
-

0.4

1
c

02
03

06

t
Figure 15. Plot of f(t) = - t log t.

Given two probability density functions p and q, let r = |p - q|- Then,
|H(p) —H(q)| = - y , P.tog Pi + X <hIoS

^ - P i i o g P i + q ilo g q i

Pilospj -+-qi1°gqi|
49

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Since
r log r = |p —q| log (|p - q |) > p log p - q log q
we have
X | - p flog Pi + q ;log q t | < X —|Pi —q E| log |p, - q , | = X ' riIoS ri

log

||p- <

?

ip

A

il,

l o g |p - q ||Li)

l og[iip A

l

, i,p

q|L'

^ ||p - q||Ll log [ H I -||p - q||Li log (j|p - q||Li ).
r

= ~Up ~ q|!L £

\

ii— S i— Iog
llp-qlL
F ^ lL T

- Up - ^IL, los (j|p - ^IL, ) S i c - r

n ip -q |L ,

—||p —q|L, I o g ( j | p - q | | L )

= - | | p - q | | L|l0s

Up - q|L, 1
|H |

This completes the proof ■.

This upper bound on |H(p) — H(q)[ provides an important insight into the
expected results o f using entropy as an indexing key for image in an image database.
We would expect that fewer results be retrieved for the entropic L[-norm than for the
color histogram Li-norm.
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It was shown that a meaningful difference between image entropy values for
two images implies a meaningful difference between the images themselves. This is
primarily a function of the entropy definition as a measure of the information for a
given source. However, from a perceptual perspective, the converse is not necessarily
true. That is, a gross perceptual difference in images does not imply a difference in
entropy values. The value |H(p) —H(q)| can approach zero for two very dissimilar
images and, yet, be greater than zero for two very similar images. For example, in
Table 3, three images are shown. Two of these images display randomly distributed
black pixels on a white background in proportions of 50% and 75%. They are named
blackSO and black75 respectively. The other bicolor image, named red50, has a
random distribution of red pixels over 50% of the image. The entropy differences are
\U(black50) - U(red50)\ = 0.0 and |H(black.75) -

U.(red50)\ = |H(black.75) -

¥L(black50)\ = 0.130812. Even to the most casual of observers, blackSO and black.75
are much more perceptually similar than blackSO and redSO.

Table 3. Entropy Values for Three Random Images.

blackSO
H(black50) = 0.69147

black.75
H (black7S) = 0.562335

red50
Yl(red50) = 0.69147

From an information theoretic point of view, however, this is not true. The
reason is that black50 and blackwhite have identical distributions of black and white
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pixels, namely there is a 50% allocation to the black pixel bin, a 50% allocation to the
white pixel bin, and a 0% allocation to all other colors. The image black75, on the
other hand, has a 75% allocation to the black pixel bin, a 25% allocation to the white
pixel bin, and a 0% allocation to all other color bins. Thus, from the information
theoretic perspective, there is no difference in the information necessary to code
black50 and redSO. However, there is a difference between the information necessary
to code blackSO and black75. Hence, the entropy values are different for blackSO and
black75 but not for blackSO and redSO.
From this discussion, we can conclude that the use of |H(p) —H(q)| as the sole
measure of similarity may be inappropriate. Color histogram comparisons using the Li
norm can distinguish the difference between redSO and black.75. Therefore, we do not
assert that |H(p) —H(q)| is capable of providing a meaningful similarity measure based
on entropy values alone. This should not be a very surprising to the reader since such
an assertion would suggest that a single real number contains more information than a
vector for distinguishing between two images. The vector always contains more
information than the single real number, particularly since the single number is an
aggregation of the vector via the entropy function.
Instead, we assert that the main benefit of using |H(p) —H(q)| as a similarity
measure is that it suggests an extremely efficient method for retrieving images from a
database. While the details and performance analysis is presented in Chapter 4, we
highlight a basic entropy indexing method. The strategy is to use the entropy number
as a filter to generate an interim result set of images. This interim image result set is
then indexed based on the standard retrieval method using the Lt-norm between points
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in the color histogram space. It should be clear that for all but the most pathological of
image databases, the interim result set will be much smaller in size than the entire
image database. This idea is expanded upon in Chapter 4, and the reader is referred
there for more details.
3.4.2

Maximum Relative Entropy

The primary drawback of the entropy difference formula in the previous section is that
it only measures similarity between two distinct probability density functions only
after the entropies for the two distributions have been computed. Approaches such as
the Li-norm defined on the color histogram space perform the similarity measurement
prior to aggregating a feature into a single number. We present an alternative approach
to the Li-norm that follows our theme of using concept from information theory to
measure image similarity.
The relative entropy or Kullback-Leibler distance measures the distance
between two probability density functions. The relative entropy is given by
D (P || q ) = £

P rlog £ Jr

q i

where, to ensure continuity, we assume that 0 log 0/q = 0 and p log p/0 = ®=>.
There is an interesting relationship between relative entropy and physics. A
simplistic interpretation of the second law of thermodynamics states that “the entropy
of the universe is always increasing” (Feynman et al., 1977). The definition of
“universe” is any system isolated from external influences. The concept of “entropy”
is defined in statistical thermodynamics as the logarithm of the number of states in the
isolated system. If each state is equally probable, then this definition corresponds to
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the information definition of entropy. If the probability density functions p and q are
modeled as Markov chains each with n states (Cover & Thomas, 1991), then it can be
shown that the relative entropy D(p„ jj q„) decrease as n increases. If p and q are
modeled as Markov chains, then the distance between the two distributions decreases
as time increase. Let q be a stationary distribution (non-changing in time). If q is
uniform, then the entropy of p increases as time increases. This is the correlation to the
to the physics of thermodynamics of a states in an isolated system being equally
probable. However, in general, the decrease in relative entropy does not necessarily
imply an increase in entropy of the stationary distribution is not uniform.
The relative entropy D(p || q) between two probability density functions p and
q captures an intuitive notion of contrast between two images. Recall that the entropy
of an image captures the amount of information expressed by the colors present in an
image. Images with more colors contain more information than images with fewer
colors. The relative entropy captures the contrast in expressed information between
two images. Two images with a similar representation of colors will have a lower
relative entropy value than two images in which one has several more colors
represented than the other image.
Table 4 shows the relative entropy values between two pairs of images.
Flower02 is compared to Flower04 and redr25, an image with 25% red pixels
uniformly distributed across the image. The relative entropy value D(Flower02 ||
Flower04) = 3.96028, which is less than the relative entropy value D(Flowei02 ||
redr25) = 50.998. By observance, Flower02 and Flower04 contain a similar
distribution of colors. However, there is an appreciable difference in the colors
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distribution between Flowei02 and redr25, notably that redr25 does not contain any
dark colors pixels.
Table 4. Comparison o f D(p || q) Values.

Flower04

redr25

D(Flower02 || Flower04)

D(Flowei02 || redr25) =

= 3.96028

50.998

Flower02

It can be shown that D (p || q) > 0 with equality if and only if pi = q, for all i.
This is known as the information inequality theorem. However, the relative entropy is
not a metric in the strict sense o f the word since it does not satisfy the symmetry
axiom or the triangle inequality. As discussed, there are similarity measures used in
CBIR systems that are not true metrics. The triangle inequality is typically the
condition that is relaxed in the definition of non-metric similarity measures. In
practice, it is assumed that the condition D(p,q) = D(q,p) be valid for any similarity
measure.
We define the maximum relative entropy function to be

(p,q) = max{D( p || q ) , D ( q |j p)}
This definition has the following properties.
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Proposition 3.4 DmreCp.q) satisfies the identity and non-negativity axioms.
Proof. The information inequality theorem implies DmreCp^) > 0 since D(p || q) > 0
and
D(q || p) > 0. Additionally, if pi = q* for all i, then D(p || q) = D(q || p) = 0. Thus,
D m re (p ,q )

= max{0,0} = 0 ■.

Proposition 3.5 DmreCp^) satisfies the symmetry axiom.
Proof. DmreCp.q) = max{D(p || q), D (q || p )} = max{D(q || p), D(p || q)} = D ^ ^ p ) ■-

It is not true that

D m re( p , q )

satisfies the triangle inequality. However, as

discussed in Chapter 2, the fact that a function is not metric does not disqualify its use
as a similarity measure.
3.4.3

Comparison of Sim ilarity Measures

The comparison of the Li norm for color histograms (referred to hereafter as the Li
norm), the entropy difference formula, and the maximum relative entropy formula was
based on two databases composed of 500 images. One database contained
unconstrained natural imagery randomly sampled from the database of 10,000 images.
The second database was composed of images whose pixel values and positions were
randomly generated from a uniform distribution. Additionally, the effect of the
number of colors used to represent the images in the database was examined.
Histograms of dimension 320, 64, and 8 were tested. The entropy difference formula
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was included in the analysis for completeness, although we have shown that entropy
difference does not provide an adequate measure of similarity.
The distance distribution for each data set and each color dimension was
determined by computing the distance between each pair of images using the three
similarity measures. This experiment was repeated three times, once for each color
dimension (320, 64, 8). Figure 16 and Figure 17 show the behavior of each similarity
measure with respect to the type of imagery and the dimension o f the color space.
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Figure 16. Distance distributions for 500 natural images
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In each graph in Figure 16, it is shown that the Li norm provides an upper
bound after some threshold distance value. It can be seen from these graphs that the
number of pairs o f images tapers off quickly at distances equal to or greater than these
thresholds. The Li norm, however, provides an even distribution of distance values
across most pairs of images, particularly lower color dimensions. A similar behavior is
observed in Figure 17, albeit on a much smaller scale.
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Figure 17. Distance distribution for 500 random images
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It is seen from these graphs that the number of pairs o f images tapers off
quickly at distances equal to or greater than these thresholds. The Li norm, however,
provides an even distribution o f distance values across most pairs o f images,
particularly lower color dimensions. A similar behavior is observed in Figure 17,
albeit on a much smaller scale.
Table 5 provides the approximate values for the database o f 500 natural
images. The entropy difference and maximum relative entropy similarity measures
create a clustering effect at distances below these thresholds.
Table 5. Li Norm Threshold Values for Natural Imagery.
320 Colors

64 Colors

8 Colors

- 0 .4 5

-0 .3 5

- 0.325

The implication of this behavior is that the entropy difference and maximum
relative entropy similarity measures are both sensitive to deviations between
probability density functions representing images. Therefore, the number o f images
categorized as “similar” by the entropy difference and maximum relative entropy
similarity measures is greater than the images categorized as “similar” by the Li norm.
This will have an important implication in Chapter 4 for our entropy-based indexing
algorithm.
3.5

Sum m ary

The focus of this chapter was on an information theoretic description of images. The
interpretation of digital images as probability density functions enabled us to define
the concept of image entropy. Image entropy was described in terms of the
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randomness in the distribution o f colors in an image. Although image entropy has
received attention in the image compression area, our interest was in using entropy as
a possible visual feature in content-based image retrieval.
Two similarity measures based on image entropy were formulated. The first
measure to describe the similarity between two images was based on the difference
between the image entropy values for the image. The entropy difference formula was
analyzed and shown to have potential when used in conjunction with other similarity
measures. The second entropy-based similarity measure presented in this chapter was
the maximum relative entropy function (MRE). The MRE function was a refinement of
the relative entropy, or Kullback-Leibler number, to provide a measure that satisfied
the symmetric axiom as well as the non-negative and identity axioms. The relative
entropy measure does not satisfy the symmetry axiom. We showed through analysis
and example that the MRE function has a potential utility to computing the similarity
between two images.
The next chapter will focus on utilizing these two information theoretic similarity
measures as part of the indexing process for a content-based image database.
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4. Indexing Based on Im age Entropy
At the core o f content-based image retrieval is the requirement that database elements
m ust be indexing to facilitate retrieval in an efficient manner. This chapter presents a
new indexing algorithm for content-based image retrieval based on the entropy
difference formula presented in the previous chapter. The performance o f this
algorithm is compared to the Li norm for color histograms and the maximum relative
entropy formula also presented in the previous chapter. The effectiveness o f these
similarity measures in retrieving relevant images from an image database is studied.
Additionally, the runtime performance o f these three similarity measures is studied.
The results o f these performance measures will show quantitative improvements in
retrieval effectiveness and runtime performance when the Li norm is coupled with the
image entropy in two-step retrieval process.
4.1

Enhancem ent o f Li Norm w ith E ntropy Difference

Color histogram indexing is based on the computation o f distances between points in
the color histogram space. Functions such as the Li norm take two vectors and
compute the distance between them, effectively providing a mapping from 9lM to 9?.
The maximum relative entropy function provides the same mapping. For very large
databases that must be searched, sophisticated indexing methods are required to
alleviate the computational effort in sequentially searching a list o f images.
The k-nearest neighbor rule classifies a query histogram v based on the
retrieval o f the k nearest histograms in the image database. The alternative range
query is a clustering method that labels as similar all database samples within a given
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distance T of the query histogram v. Because traditional Database Management
Systems (DBMSs) do not handle multidimensional data very efficiently, methods such
as point quad-trees, k-d trees, R-trees, R*-trees, and R+-trees have been proposed to
index and retrieve data contained in multidimensional spaces (Duda & Hart, 1973;
Sellis etal., 1987; Samet, 1990).
The computation of the entropy of each image in the image database suggests
an interesting possibility for improving the computational efficiency of search the
database without using the sophisticated multidimensional indexing methods listed
above.
The Entropy Enhanced Li Norm (EELN) algorithm is outlined as follows:
1. F o r each image I in the image database, computed H(I).
2. Sort the list of image entropies {H(Ij)} in ascending order —*• L.
3. Com pute H(Iq) given a query image Iq,.
4. Search L for the H(Ij) such that |H(Ij) - H(Iq)| < e.
5.

I n s e r t I;

►R en tro p y -

6. Search Rentropy for the kz closest color histograms using the histogram Linorm.
The fundamental idea o f the EELN algorithm is graphically depicted in Figure 18.

Li Norm

Entropy Difference

Figure 18. Li norm search space reduction process via EELN
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The EELN algorithm is based on using the image entropy difference formula
to decimate the number of items for an Lj norm search in the image database. We have
shown in Section 3.4.1 that using image entropy in the absence of other information
does not discriminate among images satisfactorily. However, based on the analysis in
Section 3.4.3, the entropy difference formula can be applied to the database to return
an initial set of retrieved images. This initial set, which is smaller in size than the
entire database, is then searched using the L[ norm to retrieve a final set o f images
similar to the initial query image.
This algorithm will have maximum effectiveness if two conditions relating to
performance are met. These conditions are as follows:

1. The set of images retrieved from the EELN algorithm must be a proper subset of
the set of images retrieved from using the Li norm alone. This implies that the size
of the results set from the EELN algorithm should be strictly less than the size of
the result set from using the Li norm alone. Additionally, this implies that there
should be no false positives contained in the result set of the EELN algorithm.
Subjectively, we should expect that the quality of the result set from the EELN
algorithm is greater than the quality of the result set from using the Li norm alone.
2. The EELN algorithm should execute faster than the Li norm, particularly for very
large image databases.
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In subsequent sections, it will be quantitatively shown th a t both conditions are
satisfied.
4.2

Experim ental Configuration

The experimental configuration for a process as subjective; as computing similarity
between images must be careful arranged to gauge results with other methods and
remove any perceptual biases of the experimenter. The two experimental tools used in
this work to minimize human subjectivity are random sam pling and a large sample
space in the form of a large image database. A large database size ensures that a
particular class of images, such as medical images or images -of people, does not affect
the methods being tested. An additional purpose of a large database size is that the
scalability of the methods under investigation can be tested.
We tested three similarity measures (Li norm for color histograms, the EELN
algorithm presented in Section 4.1, and the maximum relative entropy function
presented in Chapter 3.0) with respect to color as a valid visu_al feature to discriminate
between images. It is important to note that we are comparing “apples to apples” in
our experiment. Visual features such as shape, edges, and texture are not tested (the
reader is referred to Section 5.2 for a discussion of future worle.)
Our master database consists of 9,972 unconstrained images of various sizes
collected from several sources. Image databases from Stanford, Caltech, INRIA, and
IBM were combined with random images collected from th e WWW into our master
database. Our database contains realistic and synthetic images, such as images of
animals,

humans in

various

activities,

landscapes,

architecture,
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and

space.

Additionally, the database is not dominated by any class o f images (e.g., medical
images).
Table 6. Query Images Used to Benchmark Similarity Measures.

Our benchmarks are based on 20 query images given in Table 6. Each query
has a unique correct answer manually determined by inspection. The query images
were randomly determined prior to the manual determination o f the unique correct
answer. As seen in Table 6, these query images represent various situations.
The scalability o f the methods presented in this dissertation was tested across
several image databases sizes. The set of 20 queries were tested across 19 image
database of sizes 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 2000, 3000, 4000,
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5000, 6000, 7000, 8000, 9000, and 9972. This resulted in 380 result sets for each
similarity measure. Each database was randomly sampled from the same master
database (except the database o f size 9972, which represented a test on the master
database.) If the unique correct answer for each of the query images in Table 6 was not
included in a database, then an image was removed by random draw and replaced with
the unique correct answer. The results of applying the 20 query images to a database
were averaged to present a single measure of the effectiveness of a given method.
4.3

Retrieval Perform ance o f Entropy Based Sim ilarity Measures

Let D be an image database and Q be the query image. A query on D is expressed as
function R = f(D,Q) where R is (hopefully) a nonzero subset of D. Let Rli = fu(D,Q),
Rf.Pi n = fEELN(D.Q), and Rmre = fMRE(D,Q) be result sets of image similar to Q by using
the Li norm, EELN algorithm, and maximum relative entropy similarity measures,
respectively.
As a global property of images, color histograms are susceptible to false positive
matches. There are two basic questions to answer concerning the retrieval
performance of the similarity measures presented in this dissertation compared to the
Li norm retrieval method for color histograms:

1. Are false positives in Rli removed in Reeln and Rmre?
2. Are new false positives introduced in Reeln and Rmre that aren’t in Rli ?

The first question addresses whether the entropy-based methods increase the
accuracy of the Li norm for color histograms. The determination of accuracy is a two-
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step process involving both quantitative measurement and subjective judgement. The
first step is to ensure that

R eeln c : R l i

determine if the images in

R li

and R m r e

c:

but not in either

R l i.

An inspection of the results to

R eeln

or

R m re

or dissimilar to the

query image is the second step. The reliability of the entropy-based methods compared
to the Li norm is addressed by the second question and is checked by the same set
relationships between

R l i , R eeln ,

and R m re -

The theory in Chapter 3.0 and Section 4.1 predict that the entropy-based methods
improve the accuracy of the Li norm and have the characteristic of being more
reliable. The following subsections will show that experimentally, these predictions
are confirmed.
4.3.1

Retrieval Performance o f the EELN Algorithm

Our experiments indicate that the EELN algorithm exhibits good accuracy and
reliability. A particularly desirable feature of the algorithm is the reduction of the
search space for the second pass Li norm. In our experiments, the EELN algorithm
reduces the search space substantially. In some cases, the reduction is better then half
the size of the original database. An area for future efforts is the analysis and
prediction of search space reductions based on the images in the original database.
Such an analysis will focus on the image entropy function. In our work, we analyzed
twenty different query images across nineteen different databases. For each of the
twenty query images in Table 6, the intermediate search space produced by the
entropy difference formula ranged was reduced to factors between 2.63:1 to 1.63:1 as
shown in Table 7.
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Table 7. Original vs. Reduced Database Size for EELN Algorithm.
Original Size
100
200
300
400
500
600
700
800
900
1000
2000
3000
4000
5000
6000
7000
8000
9000
9972

Avg. Reduced size
38
96
162
221
286
350
427
491
549
598
1024
1622
2184
2557
2956
3329
3754
4229
4662

Avg. Reduced Ratio
2.63 : 1
2.08 : 1
1.85 : 1
1.81: 1
1.75 : 1
1.71 : 1
1.64: 1
1.63 : 1
1.64: 1
1.67 : 1
1.95 : 1
1.85 : 1
1.83 : 1
1.96 : 1
2.03 : 1
2.10 : 1
2.13 : 1
2.13 : 1
2.14 : 1

The result sets for the EELN algorithm were commensurately smaller than the
result sets for the Li norm, as shown in Figure 19 and Figure 20. Two result sets were
generated for each of the twenty query images. One result set corresponded to the Li
norm and the other result set corresponded to the EELN algorithm. An average result
set size across the twenty query images was computed for each differently sized
database and plotted. The result sets were analyzed to determine whether one or more
images were contained in R eeln but not in R li. It was determined that R e e ln was a true
subset of R li across all query images and database sizes. That is, R eeln
R eeln-
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R li

=

L I Norm vs. EELN (100 to 1000)
v: 80
60 k 40 =
20
v:
A

L l Norm
EELN

Database Size
Figure 19. Result set size comparison for Li norm and EELN for database sizes
between 100 and 1000

L l Norm vs. EELN (1000 to 9972)
£
I
4

1500 1000 500 -

L l Norm
EELN

Database Size

Figure 20. Result set size comparison for Li norm and EELN algorithm for database
sizes between 1000 and 9972

A qualitative analysis of the set RLi - R eeln was performed by visual
inspection. The focus of the judgment made for this analysis was to determine how
dissimilar the items in R li but not in R eeln were to the query image. Each query image
was inspected across all database sizes. It was discovered that, in general, the images
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not in R e e ln could be interpreted as dissimilar to the query image. This implies that the
use of image entropy captures some characteristic of perceptual similarity.
Table 8 is an example of the result sets for the Li norm and the EELN
algorithm for a given query image across a database of size 100. The query image
used in both retrieval methods is given in Figure 21. There are two dominating color
characteristics present in this image. The first characteristic is the presence of a
red/orange background. Dark pixels approximate to black dominate the foreground.
Thus, we should expect to retrieve images with these two themes, albeit with different
spatial layouts.

Figure 21. Query image used for Li norm and EELN queries in Table 4.3

The similarity of the image in Figure 21 to the result sets in Table 8 was
judged to be acceptable compared to the entire database from which the results sets
were obtained. The result set for the EELN algorithm a proper subset of the result set
for the Li norm. The two images in R li and not in R eeln have properties that suggest a
reasonable explanation for exclusion from R eeln- The first image marked “Not
Included” has very little red and orange color. However, it does contain a large region
of white pixels. The second image marked “N ot Included” has reddish-orange pixels
as well as dark pixels. However, it also contains a large region of blue pixels
corresponding to the sky above the mountain peaks.
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Table 8. Result sets from Li Norm and EELN to an image database o f size 100.
EELN

Lt NORM

■1
IB
■
BB
B

bi

BB
■
^B

Not Included

■
■
H
■

Not included

Hi
Hi
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The entropy values and the color histograms of the non-included images were
analyzed, and it was determined that the presence of the bright region in the first
image and the blue region in the second image affected their exclusion from the result
set. The entropy difference has the effect of being a large enough filter so that these
two images are not part o f the intermediate result set upon which the Li norm is
subsequent applied in the EELN algorithm.
This general theme was repeated over several query images and databases
sizes, hi general, it appears that the entropy difference formula acts as a filter for
images with a well-represented count of pixels for some color not contained in the
query image. This is the behavior predicted by the theory for image entropy in Chapter
3. W e thus concluded that the EELN algorithm offers an improvement in retrieval
performance in terms of accuracy and reliability over the use of the Li norm alone.
4.3.2

Retrieval Perform ance o f the Maxim um Relative Entropy M easure

The retrieval performance of the maximum relative entropy measure was analyzed for
the same 2 0 query images as the EELN algorithm. It was discovered that the
maximum relative entropy measure provides some improvement over the L[ norm.
However, in some cases, the result set from using maximum relative entropy measure
was not a proper subset o f the result set from the Li norm. It was determined that Rli
and Rmre shared between 85% and 93% of the same images. But in every case, the
size of Rmre was less than the size of R li- Figure 2 2 and Figure 2 3 graphically depict
the behavior o f the result set sizes for both methods.
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L l Norm vs. M RE (100 to 1000)
v: 80
it 60 20

L l Norm
-

Max. Relative
Entropy (MRE)
Database Size

Figure 22. Result set size comparison for the Li norm and MRE measures for image
databases of size 100 to 1000

L l Norm vs. M RE (1000 to 9972)
S
3
4

1500 1000
500 -

L l Norm
Max. Relative
Entropy (MRE)
Database Size

Figure 23. Result set size comparison for the Li norm and MRE measures for image
databases of size 1000 to 9972

The conclusion drawn from these experiments is that the EELN algorithm
provides a viable alternative to the use o f the Lt norm as a similarity measure. The
filtering behavior of the entropy difference not only reduces the search space for the
Li norm part of the algorithm, but it also serves to remove images that have color
characteristics that make them dissimilar to the given query image.
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The maximum relative entropy function has some utility as a similarity
measure for content-based image retrieval. Further studies should focus on the ability
o f the function to mimic human perceptual abilities. Additionally, studies are required
to determine if images included in the result set for the maximum relative entropy
measure but not included in the result set for the Li norm are similar than to the query
image but not captured by the Li norm.
4.4

Runtime Performance o f Entropy Based Sim ilarity M easures

The runtime performance of the EELN algorithm and the maximum relative entropy
measures compared to the L t norm across the 19 databases is depicted in Figure 24.
The run time values were normalized to between 0.0 and 1.0 in order to remove the
bias of the software and hardware.
The EELN algorithm executes significantly faster than either the Li norm or
the maximum relative entropy function. This is the expected behavior since the initial
step of the EELN algorithm performs a single subtraction operation for each element
in the database. This is in contrast to applying vector operations for each element in
the image database. The next stage of the EELN algorithm then applies the Lj norm to
the intermediate result set of items deemed similar to the query image. Comparing the
difference of the entropy values to a threshold makes the determination of similarity.
Therefore, we conclude that a reduction in the search space for the Li norm similarity
measure produces a result faster than searching the entire image database with the Li
norm similarity measure.
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Avg. Performance Across Queries
EELN
0.5 -

L l Norm
CO

Database

Max.
Relative
Entropy

Figure 24. Runtime performance of the three similarity measures across 19 databases

The second behavior to notice is the slower performance of the maximum
relative entropy measure compared to the Li norm. This is not unexpected since the
calculation o f the maximum relative entropy measure for each element of the
probability density function required two divisions and the computation of the
logarithm of the result. The Li norm, on the other hand, requires the absolute value of
the difference between each element in the probability density function.
The performance of the three similarity measures as a function of the queries is
depicted in Figure 25. This graph is interesting to study because it depicts the stability
of the three similarity measures across the 20 queries given in Table 6.
W hile the L l norm and the maximum relative entropy function remains
essentially stable as the query image changes, the EELN algorithm exhibits a wider
variation in run time performance. The range of normalized run time values for the
EELN algorithm as a function of the query image was between 0.19934 and 0.484502.
This behavior may be accounted for by software overhead based on the use o f the C++
Standard Library < v e c t o r > container class as a part of the EELN implementation.
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Average Runtime Performance for 20 Queries
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Figure 25. Runtime performance of the Lj Norm, EELN, and MRE retrieval methods

4.4

Summary

We have presented a new indexing algorithm called EELN that combines image
entropy with the Li norm. The application of the entropy difference formula to the
entire database results in a markedly smaller search space of images for the second
phase of the algorithm employing the Li norm. This results in improved runtime
performance as the size o f the image database increases. However, its stability across
query images may fall within a wider than expected range compared to the Li norm
and maximum relative entropy functions.
The maximum relative entropy measure was compared to the Li norm and EELN
similarity measures. Our experimental results across various subsets o f a 9972 image
database suggest that the maximum relative entropy similarity formula may be an
effective measure of similarity between pairs of images, although the run time
performance is not as good as the Li norm. A primary conclusion of our test show that
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the maximum relative entropy measure warrants further research attention, particularly
to determine if the maximum relative entropy function models human perceptual
abilities better than the Li norm as our qualitative conclusions suggest.
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5. Conclusions
5.1

Contributions

W e have explored the application of information theoretic concepts to image
interpretation tasks. Information theory has long been applied to image compression
research, but it has received little attention outside of this application (Jagersand,
1995). W e have approached the problem of content-based image retrieval from an
information theoretic point of view to show that information theory does indeed have a
place in image interpretation research. The interpretation of images as joint probability
density functions suggests that the concept of entropy can be applied to images.
Most efforts in CBIR focus on expanding the breadth of visual features of
images. Color has long been known to be a valid discriminant between images.
However, research focused on color has proceeded little beyond the representation of
color as a color histogram and the application of Minkowski metrics, such as the Li
and L 2 norms, to compare images as color histograms (Strieker & Swain, 1992; Smith,
1997).
This dissertation developed information theoretic analysis and techniques to
explore in more depth the use of color in CBIR systems. In particular, our
contributions are

1. Two Information Theoretic Sim ilarity Measures - Two new similarity
measures for CBIR based on information theory had been developed. These new
measures are based on the concept of image entropy. The entropy difference
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form ula is a simple approach to discriminating between images by comparing the
absolute value o f the difference between entropy values for two images. It was
shown that this approach has some merit, particularly if combined with other
measures. The maximum relative entropy measure was developed to correct the
relative entropy function for the lack of satisfaction of the symmetric axiom. This
measure was shown to have good discriminating characteristics compared to the Li
norm.
2. Entropy Enhanced Li Norm (EELN) Algorithm - The entropy difference
formula was combined with the Li norm to develop a new indexing algorithm that
scales well with large image databases and provides good discriminating results
when compared to the Li norm.

5.2

Future Directions

The application of information theory to image interpretation and CBIR poses many
questions for further exploration. One area that warrants further investigation is the
extension of the concept of entropy to other visual features. We have limited our
discussion to color only, but many other visual features are possible. A definition of
entropy applied to visual features such as shape, texture, and regions and the
formulation of a consistent general theory of image entropy would be a major step.
Another area for further research is the investigation of the effects different
color space transformations and quantizations have on the definition and use o f image
entropy. In Chapter 2, we developed the CIELAB color space with a linear
quantization as our color space for images in a database. A comparison of the
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CIELAB color space to other spaces such as RGB and HSV and the resultant effects
on image entropy properties might provide some insight into comparing images from
different color spaces without having to apply a transformation from one color space
to another. This would enable “on the fly” comparison to be made on a grand scale,
such as over the WWW.
The maximum relative entropy measure should be studied from the context of
its ability to model human perception. Comparisons with the L l norm show that the
result set from the maximum relative entropy function intersected with the result set
from the L l norm is not equivalent to the latter result set. Other non-metric similarity
measures exhibit similar behavior. A study comparing the maximum relative entropy
function to other non-metric measures that mimic human perception would provide an
interesting linkage between information theory and psychology.
5.3

Afterword

To conclude this dissertation, we propose a new query paradigm called Query By
Example Sets (QBES). There is little focused research in the area o f query
specification and usability. The most common forms o f query specification are query
by example (QBE), query by sketch (QBS), and explicitly specifying the primitive
features of interest (e.g., “find all image with 30% cerulean pixels”). O f these three,
QBE is the most useful to users of CBIR systems since it allows them to specify their
desires directly without requiring them to have expert knowledge of digital images.
QBE is not an optimal query paradigm. In fact, the optimal query paradigm is
based on the success of bridging the semantic gap and employing natural language
processing to allow users to issue queries through common language and speech.
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However, these research areas are not yet mature to handle this task. An alternative
improvement on QBE allows users to specify more then one image as an example and
uses the additional information contained in the multiple images to refine the query
above what QBE would return. One drawback of QBE is that it limits a user to a
single image per query to express a concept that may be highly subjective.
Additionally, a single image may contain content ambiguous or unrelated to a users
requirements. It is known that humans learn concepts most effectively through
examples. For example, students of mathematics leam concepts such as algebra and
calculus by performing exercises (examples of said concepts) as homework. Children
are taught proper (or, sadly, in some cases, improper) behavior patterns by the
examples parents and other adults given them. The same is true of rich and complex
machine learning methods, such as artificial neural networks (ANN) in which training
sets are critical to success. However, a training set of one example is rarely, if not
impossibly, sufficient to allow an ANN to generalize an intended target concept.
Given the importance of examples to express highly abstract and subjective concepts,
a desirable property of QBE interfaces in CBIR systems would allow users the
capability to provide more than one image as a pictorial example.
W e conclude with possible suggestions for solutions to the QBES problem. It
is clear that at some point in the process, an aggregation step is necessary. The primary
determinant of a possible solution is the point at which the aggregation is to occur.
There are two possible points at which aggregation can occur.
In the aggregated query version of QBES, the query images that comprise the
query set are aggregated prior initiating retrieval from the CBIR system. The
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aggregation o f the images must be done is such as way to produce a meaningful query
composite that represents information from each of the images in the query set. One
possible approach to performing the aggregation is based on the Hausdorff distance
function (Huttenlocher & Rucklidge, 1992). The Hausdorff distance measures the
distance between two point sets and has had some utility in model-based com puter
vision. Another approach is to consider some type o f averaging operator that combines
the query images based on constraints placed in pixel, color histogram, or entropy
values. An example is to compute the minimum and maximum entropies of the query
images and only retrieve those images from the database whose entropy values fall
within the min-max range.
The aggregated result set method regards aggregation as a post-retrieval
process. One approach to aggregating result sets is to use set theory to com bine the
individual result sets into a single result set. The intersection of the individual result
sets would yield a result set whose elements were computed to be similar to each of
the query images. The union of the individual result sets, however, would include any
image computed to be similar to any image in the query set. As stated, a set
intersection approach is much more restrictive than a set union approach would b e.
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Appendix. Derivation o f CIELAB

—>

RGB Transformation

The details o f the transformation from RGB color space to CIELAB colors space is
presented. The development of this transformation is based on information found in
(Berger-Schunn, 1994; Ford &Roberts, 1998; Hunt, 1987; Poynton, 1999).
Let

be the

( R n,G n3 n )

In North America,

R G B

( R n,G n3 n )

tristimulus values of the standard white illuminant.
is called Illuminant C and has the following

chromaticity coordinates

xr = 0.67
yr = 0.33
xg = 0.21
Xb = 0.14
yb = 0.08
xn = 0.310063 j'n = 0.316158

Rn

ro
ll

Gn
Bn
White

Table 9. Chromaticity Values of Illuminant C.
Using the formula z = 1 —x —y, we can calculate zr = 0.0, zg = 0.08, Zb = 0.78, and zn
= 0.373779 from the values in Table 9.
If we make the valid assumption that the relative luminance, yn, is unity, then
we have the following system of linear equations
a rx r

+

ax

+

a bx b =

a rY r

+

a gy g

+

a by b

=

a rZ r

+

a gZ g

+

a bZ b

=

yn
1
~

yn

This system can be solved for ar, ag, and ab given x,, y,-, and z* (i = r,g,b), and as a
result, the following matrix-vector formula is derived
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'0.60684805 2 0.17350806 1 0.20034389 4 R '
0.29889530 9 0.58662249 2 0.11448222 5 G
0.0
0.06609830 9 1.11620169 4 B

=

X'
Y
Z

By setting [R,G,B]T to their maximal channel values [255,255,255]T, we can solve for
the corresponding values of
X n = 255(arxr + agx g + a bxb) = 250.0785
Yn = 255(a ryr + agyg + abyb) = 255.00
Z„ = 255(arzr + agzg + a bzb) = 301.4865
Given these values for Xn, Yn, and Zq, we can convert a pixel p=(R,G,B) from RGB
color space to CIELAB color space by following these steps.

S te p l: Convert (R,G,B) to (X,Y,Z) using the matrix formula
X
Y

0.49
= 0.17697

Z

0.0

0.31

0.2

R

0.8124

0.01063

G

0.01

0.99

B

Step 2: Compute L , a , and b from the following formulas

116
L* = <

r „Y

'\V 3

903.3

-1 6

if — >0.008856
Y.

-1 6

if — <0.008856
Y„

a* = 500(f(X /X n) —f(Y /Y n))
b* = 200 (f(Y /Y n) —f( Z /Z n))
where
f(t) =

VT
7.787t

+ 0.138

if t > 0.008856
if t < 0.008856
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