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List of abbreviations 
5HT = serotonin 
5-HTT = serotonin transporter 
5-HTTLPR = serotonin-transporter-linked polymorphic region 
ABC = avidin biotin complex 
AC1 = adenylate cyclase 1 
ACSF = artificial cerebro spinal fluid 
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AP = action potential 
BC = barrel cortex 
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E = embryonic day 
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LGN = lateral Geniculate Nucleus 
LI = layer I 
LII/III = layer II/III 
LIV = layer IV 
LV = layer V 
LVI = layer VI 
M1 = primary motor cortex 
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MAPK = mitogen-activated protein kinases 
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The human cerebral cortex, an evolutionary marvel of neural architecture. How do those 
millions of neural connections intricately assemble to create such human personalities, 
thoughts and sensations? In order to appreciate these complex underlying neural 
phenomena, as neuroscientists, we must often be reductionist in our investigative approach. 
To better understand how our exterior world is represented into our interior world, the 
present thesis zooms into a small portion of the brain, a cortical column located in the rat 
primary somatosensory cortex. We explore the blueprint of connections and decode activity 
patterns within these neural circuits by using the neuromodulator serotonin, as a tool to 
address some long-standing questions regarding brain structure and function, and help 
uncover new details of neuronal organisation in both normal and aberrant cortical 
development. 
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1. Somatosensation, cortical representation and afferent pathways 
Somatosensation is the collective sense of touch which enables us to feel our environment 
through the specialised receptors in our skin. While in primates, the glabrous hairless skin 
of the hand palm and fingers serves as sensory organ to palpate objects and obtain tactile 
information, rodents use their whiskers, organised in a series of rows and columns on the 
whisker pad located on each side of the snout (Fig. 1A). Using their whiskers, rodents 
acquire somatosensory information by their deflection onto objects in the environment, like 
the digits of the human, they obtain information regarding their shape, texture and location. 
An essential feature of somatosensation, which enables tactile discrimination, is the strict 
topological organisation of the somatosensory system from the peripheral receptive fields 
through the trigeminal nucleus and nuclei of the thalamus, onto the primary somatosensory 
cortex (S1) (Fig. 1A-B).  
Fig. 1. Afferent excitatory signal flow arising from the stimulation of a whisker on the snout towards S1 
barrel cortex in the rodent. A. Whiskers on the snout are organised in a series of rows and arcs which can be 
mapped somatotopically onto cortical columns within S1 (Woolsey and Vand der Loos 1970). Input from the 
deflection of whiskers onto an object in the environment activates mechanoreceptors at the base of the whisker 
(Ebara et al. 2002) which transmits single whisker information to the trigeminal nucleus in the brainstem 
(organised in barrelettes). The trigeminal nucleus transmits towards the ventroposteromedial (VPM, organised into 
barreloids) and posteromedial (POm) nuclei of the thalamus which in turn project two main cortical afferent 
pathways known as lemniscal and paralemniscal. VPM transmits lemniscal information towards S1 whereas POm 
transmits paralemniscal information. While single whisker representation dominates along the afferent pathway, 
S1, S2 as well as M1 have all been shown to be provide feedback projections as early as in the brainstem (Furuta 
et al. 2010). In brief, lemniscal afferents input onto LIV of S1 which in turn transmit to LII/III associative layers 
which then project to the LVb output layer. B. Visualisation of barrels in a tangential section following 
cytochrome oxidase tissue processing. C. Visualisation of barrels in situ in a corticothalamic slice preparation 
(Land and Kandler 2002) used for electrophysiological recording and anatomical reconstruction. Stars represent 
individual barrels and are visualised in respect to the six layers and sublayers. S1: primary somatosensory cortex; 
S2: secondary somatosensory cortex; M1: primary motor cortex. 
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The human brain homunculus, translated from Latin to “little man in the brain” represents 
this cortical organisation where parts of the body map onto the cortical surface in ratio 
corresponding to their importance in peripheral receptor density. The equivalent in rats, the 
sensory ratunculus, is used to figuratively represent this organisation in the rat brain and 
shows a prominent area allocated to the whiskers which serve as a major sensory organ for 
interaction with the environment. While keeping the human somatosensory cortex in mind, 
this thesis will focus on the primary somatosensory cortex of the rodent, the so called barrel 
cortex. 
 
Somatosensation is an active process involving sensory as well as motor systems 
(Brecht 2007; Crochet et al. 2011; Feldmeyer et al. 2013a). Where in humans fingers will 
palpate an object of interest in order to feel its textile features, the rodent macrovibrissae 
(whiskers) will position themselves in space, scanning the environment in a series of timed 
protraction and retraction cycles (5-15Hz) (Berg and Kleinfeld 2003; Voigts et al. 2008). 
The contact of a whisker onto an object during a whisking cycle will provide the necessary 
spatio-temporal information for the construction of a sensory percept. A whisker touch 
contains a great deal of information consisting of the amplitude of the whisker deflection, 
the direction, duration, acceleration/deceleration on contact, frequency of the contact, force  
Fig. 2. Lemniscal and paralemniscal afferent pathways toward the primary somatosenrory cortex – S1 
(modified from Feldmeyer 2012a) A. Schematic representation of signal flow originating from thalamic nuclei 
towards S1. The core dmVPM nucleus of the thalamus conveys lemniscal information mainly towards LIV as well 
as towards LVb, VIa and lower LII/III (fushia line). The POm conveys paralemniscal information towards LI and 
LVa as well as to the septal region of LIV (green line). Paralemniscal afferents travel though the septal area and 
also project to secondary somatosensory S2 as well as to primary motor M1. Barrel regions (grey) and septal 
region (interbarrel area) merge early on in LIV. B. VPM (red) and POm (green) thalamocortical afferent labelling 
with different adeno-associated viruses showing a complementary pattern of distribution (overlay in yellow). 
Primary somatosensory (S1); Secondary somatosensory (S2); Primary motor (m1); dorsolateral (dl) dorsomedial 
(dm) Ventroposteromedial (VPM); Posteromedial (POm). 
  A B 
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along the axial shaft and resonance frequency of the whisker (Hartmann et al. 2003). The 
information contained by a touch onto an object will therefore provide the necessary input 
to the receptive nerve and the influx will be transmitted along its respective afferent 
pathways towards S1 (Fig. 1A).   
 
Somatosensory anatomical pathways of the rat convey information from what was 
touched, where and when it was touched as well as the position of the whiskers in respect 
to the object that was touched. Two major parallel pathways transmit this information 
towards S1. Although at least four parallel pathways are currently being discussed, this 
thesis will focus on the well described lemniscal and paralemniscal pathways (Yu et al. 
2006; Brecht 2007; Feldmeyer et al. 2013a). The lemniscal pathway transmits sensory 
information regarding the deflection of a whisker onto an object whereas the paralemniscal 
pathway contains sensory-motor input regarding the positioning of the whisker in space. 
Structurally, the lemniscal system relays somatosensory information via the principal 
trigeminal nucleus to the thalamic ventroposteromedial nucleus (VPM) which mainly 
projects to cortical layer IV (LIV) and partly to LVb, II/III and VIa. The paralemniscal 
pathway also runs via the trigeminal nucleus, but from there projects towards the 
posteromedial thalamic nucleus (POm) and further targets LVa, II/III and septal regions 
within S1 (Fig. 2). 
2. Cortical column and barrel cortex microcircuitry 
Our brain represents a complex interface to the world. Scientists believe that information 
concerning the details of our environment is represented in small working units, neurons, 
which collectively through their network of connections have the possibility to store and 
modulate, in real time, the representation of the world which surrounds us. A fundamental 
approach in understanding the functional organisation of the neocortex uses the notion of 
modules, cortical columns, where neurons aligned orthogonally through the six layers of 
the cortex compose an archetypical circuit which encodes a specific portion of the receptive 
field. The cortical column is believed to represent a common structural template for 
neocortical function across primary sensory systems (Mountcastle 1997). Within the rodent 
somatosensory system, neighbouring columns, defined by the limits of the LIV barrels, 
encode information stemming from neighbouring whiskers from the rodents snout. The 
barrel column is organised in such a way that it is both highly specialised, with defined 
layers dedicated to a single whisker processing of its related receptive fields, and highly 
integrative, with layers in which inputs from different whiskers merge. Information 
transferred from the thalamus into the cortex will then undergo a series of permutations 
across different functional layers within the barrel column (Fig. 1A-3). The details of the 
signal processing underlying the conversion of tactile input into specific cortical output is 
still poorly understood. However, according to the simplified concept of the cortical 
canonical circuit, thalamocortical (TC) afferents reaching S1 follow a common processing 
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stream by way of layer LIV and the border of LVb/LVI towards LII/III and then LVa and 
VI (Feldmeyer 2012b; Feldmeyer et al. 2013a). The contribution of individual neuronal 
classes within this canonical circuit strongly depends on their laminar position, their cell 
type specific input/output synaptic connectivity as well as their intrinsic 
electrophysiological properties. While electrophysiological properties relate to the temporal 
characteristics of the spike output, cellular morphology (axonal and dendritic neurite 
projections) define the circuits which influence their spatiotemporal dynamics (Gilbert and 
Wiesel, 1979; Connors and Gutnick, 1990; Callaway, 1998, Schubert et al, 1991). Without 
extensively reviewing the function of every layer, we will introduce the two main layers 
which have been the focus of the present thesis, the granular LIV as well as the associative 
LII/III. 
 
2a.  Layer IV (Lamina Granularis Interna) 
Within S1, LIV directly receives TC afferents from the VPM whose single axons project 
almost exclusively within the walls of one barrel (Jensen and Killackey 1987) and synapse 
onto both excitatory and inhibitory cells. We find three different morphological classes of 
excitatory neurons within LIV, the spiny stellate (SpSt), pyramidal (Pyr) and star pyramidal 
(StPyr) cells, which have been shown to display different functional properties. The spiny 
stellate cell is the hallmark cell of LIV, possesses a round/ellipsoid soma with a star-shaped 
dendritic arborisation which is orientated towards the centre of the barrel. Its axonal 
arborisation is mainly restricted to the home column within LIV and LII/III (Lübke et al. 
2000; Schubert et al. 2003). This columnar restriction develops postnatally where around 
postnatal day (P) 4-10, axons project across towards neighbouring columns (NCs), and re-
confines to the limits of the home column (HC) by the third postnatal week (Bender et al. 
2003). SpSt cells show a high level of local excitatory interconnections which serve to 
amplify thalamic input before being relayed to supragranular layers (Feldmeyer et al. 
1999). Indeed, SpSt mainly receive information from within their home barrel, acting as 
“segregators” subserving single whisker information (Petersen and Sakmann 2000; 
Schubert et al. 2003). In contrast, LIV pyramidal cells are described as “integrators” and 
have been shown to receive information from all layers as well as across columns (Staiger 
et al. 2004). They possess a pyramidal-shaped cell body and an apical dendrite which spans 
vertically towards the pia, with axonal projections towards both supra and infra granular 
layers, acting as integrators of information within the column (Staiger et al. 2004). 
Interestingly, the development of LIV neurons has been shown to be a two-step process 
where initially all neurons appear pyramidal-shaped and through activity, slowly retract and 
lose their apical dendrite, sculpting their dendritic arborisation into the SpSt morphology 
(Callaway and Borrell 2011).  
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Thalamocortical axons from the VPM also target fast spiking interneurons within 
LIV (Cruikshank et al. 2007; Kimura et al. 2010), which feedforward onto SpSt cells (Daw 
et al. 2007). This disynaptic connection allows a short time window for correlated 
excitatory input to merge onto excitatory LIV cells before the onset of inhibiton. 
Consequently, feedforward inhibition within the LIV makes it possible to gate incoming 
peripheral stimuli and preserve their spatio-temporal aspects (Gabernet et al. 2005; Roux 
and Buzsáki 2015). Taken together, LIV appears to represent a pivot structure within the 
cortical column, projecting to all layers within its associated columnar borders (except LI). 
Furthermore, beyond this columnar restriction, LIV excitatory neurons feedforward into 
LII/III, LV and LVI  and also project to S2 as well as V1 (Massé et al. 2016) and M1 and 
send feedback connections to thalamus through LV and LVI (for review see Feldmeyer 
2012b).  
 
2b.   Layer II/III (Pyramidalis Externa/ Lamina Granularis Interna) 
Supragranular layer II/III is the direct recipient of LIV, whereby a stimulation within LIV 
produces a direct millisecond depolarisation of neurons within LII/III, followed by a spread 
of depolarisation over multiple columns (Petersen and Crochet 2013). LII/III pyramidal 
cells project mainly locally to other LII/III pyramidal cells (Feldmeyer et al. 2006) as well 
as beyond the boundaries of a barrel column onto neighbouring LII/III columns. LII/III has 
been shown to be involved in receptive field plasticity in which the merging of multiple 
column receptive fields function to form a sensory percept (Stern et al. 2001; de Kock, 
Kerr, et al. 2007). LII/III receives weak, but highly reliable input from LIV (Feldmeyer et 
al. 2002). Since LIV to LII/III transmission is rather weak, it therefore requires 
synchronous activity in order to be efficiently transmitted. Some LII/III pyramidal neurons 
have been shown to send feedback collateral projections onto LIV inhibitory neurons 
(Thomson and Bannister 2003) which could mediate the necessary coordinated temporal 
activity across these two layers (Thomson and Morris 2002). Interestingly, some LII/III 
neurons project down to LV while completely avoiding LIV (Feldmeyer et al. 2006) which 
suggests a heterogeneous functional organisation within this supragranular layer. 
Furthermore, LII/III has been shown to receive only a small percentage of LIV excitatory 
input, with a majority arising from long range intra and inter-cortical projections (Huang et 
al. 1998; Massé et al. 2016) which suggests an associative function of LII/III as well as a 
site for top-down sensory integration within S1 (Rockland and Lund 1982; Armstrong-
James et al. 1992). Furthermore, it has been suggested that LII/III is important for cortex 
dependent learning since inactivation of LII/III has been shown to impair learning of the 
Gap Crossing (GC) task, but does not prevent performance on the task if it has been learned 
prior to the inactivation (Diamond et al. 1999). Through feedback arising from other 
cortical regions, the function of LII/III in the acquisition of the GC has been suggested to 
involve the reinforcing of the LIV to LV synapse associated with whisker contacts onto the 
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platform, thus permitting an efficient LV output to motor related areas (Mercier et al. 1990; 
Diamond et al. 1999). Indeed, as mentioned above, LII/III pyramidal cells project to LVb 
which is a complex layer of sensory and non-sensory integration (Schubert et al. 2001 
Larkum, 2013, Gilbert and Sigman, 2007) as well as a main cortical output layer (Reyes 
and Sakmann 1999; Adesnik and Scanziani 2010). There is a general consensus amongst 
the scientific community with regard to the presence of a sublaminar, finer organisation 
within the LII/III (Bureau et al. 2006; Feldmeyer 2012a) although its exact structural and 
functional organisation still remains to be elucidated. 
3. Barrel cortex development and critical periods within S1  
Brain regions undergo defined, transient periods of development termed “critical periods”, 
where internal as well as environmental conditions must be met to enable normal neural 
organisation and function (Hensch 2005; Kanold and Shatz 2006; Erzurumlu and Gaspar 
2012; Levelt and Hübener 2012). In utero, the initial process of cortical differentiation into 
specialised areas (arealization) is controlled genetically (Cohen-Tannoudji et al. 1994, for 
review see Rash and Grove 2006) whereas the development of the neural microcircuits 
embedded within these areas has been shown to be controlled by molecular guidance cues 
(Uziel et al. 2006), intrinsic activity (Yang et al. 2013; Assali et al. 2014), as well as 
neuromodulator activity (Zhu et al. 2002; Gaspar et al. 2003). TC afferents find their target 
regions with the help of attraction/repulsion molecules such as ephrins and netrins (Bonnin 
et al. 2007). Also, subplate neurons (SN) have been shown to play a prominent role in 
guiding thalamic axons to their target cortical regions (Kanold 2009; Tolner et al. 2012) as 
well as in strengthening the thalamocortical synapse (Friauf and Shatz 1991). Furthermore, 
neuromodulatory systems including the serotonergic system, have been shown to affect the 
function of netrins (Bonnin et al. 2007), ephrins (Xing et al. 2015), as well as SNs (Kanold 
and Luhmann 2010) and impact the laminar organisation of cortical circuitry (Riccio et al. 
2011; Murthy et al. 2014; Frazer et al. 2015). 
 
The timing of critical periods for the somatosensory system is strongly linked to 
the timing of the developmental phases for corticogenesis and the relevant cortical 
innervation. In the rodent brain, thalamic neurons are born between embryonic day (E)13 
and E19 and their axons have been shown to arrive at their appropriate cortical related 
region around E15 prior to the birth of their target neurons (Rakic 1976). At birth, most 
thalamic fibers have invaded the cortical plate, as well as LV and LVI, as well as LIV and 
by the end of the first postnatal week, thalamic afferents project into a barrel related pattern 
within LIV (Rebsam et al. 2002; López-Bendito and Molnár 2003). From P10-14, TC 
afferents undergo fine scale restructuring and pruning of their axons into their final barrel 
related clusters within LIV (Bender et al. 2003; Schubert et al. 2003). Barrels formed by the 
clustering of LIV neurons around TC afferents is seen as early as P3 and reaches a mature 
organisation by P7 (Persico et al. 2001; Fox 2002). LIV excitatory neurons start extending 
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their projections towards LII/III around P11 and reach an adult phenotype around P33 
(Callaway and Katz 1992), nevertheless, it should be noted that the LIV to II/III synapse 
remains very plastic throughout adult life (Fox 1992).  
 
An essential property of sensory maps is their ability to adapt to an ever-changing 
environment, in such manner that the different patterns of experience will translate into a 
corresponding alteration in map structure. At around P14 the sensory organs start to be 
actively stimulated, eyes open allowing light to trigger receptors in the retina to activate 
pathways towards the primary visual cortex (V1). In S1, whisking behaviour is also 
initiated around P14, time at which a central pattern generator allows active whisking to 
take place (Landers and Philip Zeigler 2006). One of the first studies to bring forward the 
notion of critical period for experience dependent plasticity was performed by Hubel and 
Wiesel (1963), where blocking of afferent input to one eye caused a shift in the 
organisation of V1 cortical columns and a loss of visual function in the occluded eye. In S1, 
such deprivation experiments are performed by plucking or trimming selected whiskers 
from the snout, which interrupts activity along the afferent pathways towards the cortex, 
and have revealed multiple forms of somatosensory plasticity (Woolsey and Van der Loos 
1970 for review, see Fox 2002). A rather elegant experiment performed by Narboux-Nême 
and colleagues (2012), as way to specifically evaluate the effect of thalamocortical 
glutamatergic release onto the development of cortical maps involved the conditional 
knockout of proteins of the presynaptic active zone (RIM1-2) solely within TC afferents. 
As Rim1-2 are involved in vesicle exocytosis, the authors were able to demonstrate that 
reducing glutamatergic release specifically from TC afferents had no effect on TC 
patterning but was essential for the cytoarchitectonic barrel formation where dendrites 
normally orient towards the presynaptic TC release sites (Narboux-Neme et al. 2012). Thus 
the proper transfer of activity arising from the activation of peripheral receptors is crucial 
for the proper development of primary cortical structures.  
 
Activity shapes the organisation of both glutamatergic (excitatory) and 
GABAergic (inhibitory) networks within S1 (Isaacson and Scanziani 2011; Le Magueresse 
and Monyer 2013). The synaptic balance between the complex connectivity of excitatory 
and inhibitory neurons is crucial for optimal performance of numerous neural processes 
such as the generation of oscillatory discharge behaviour or the neuronal firing response to 
sensory stimulation. By the third postnatal week (P16– P21), the pattern of GABA 
immunoreactivity reflects that found in the mature brain (Del Rio et al., 1992). 
Interestingly, this time point has been shown to coincide with the closing of the critical 
period for experience dependent plasticity. Indeed, Glutamic Acid Decarboxylase 65 
(GAD65) knockout mice, in which the synaptic isoform of GABA producing enzyme is 
inactivated, show no closure of the critical period and consequently no occurrence of ocular 
dominance plasticity (Hensch et al. 1998), an effect that has been shown to be rescued by 
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infusing the GABA agonist, Diazepam, into the brain of these mice. In contrast, an early 
increase in inhibitory signalling renders mice insensitive to monocular deprivation, as is 
normally seen in adults following the closing of the critical period (Iwai et al. 2003). 
Furthermore, it is possible to reinstate the critical period in adult mice through sensory 
deprivation, where dark rearing prolongs the critical period characterised by a reduced 
inhibitory function (Huang et al. 2010). In S1 barrel cortex, preventing afferent input by 
trimming the whiskers before (but not after) P15, results in reduced parvalbumin (a calcium 
binding protein found in a subpopulation of inhibitory neurons) expression and a reduced 
inhibitory control of spiny neurons within LIV (Jiao et al. 2006). A functional balance 
between excitatory and inhibitory networks is essential for the gating of thalamic input 
(Kimura et al. 2010; Zhang et al. 2011), receptive field plasticity (Foeller et al. 2005) and 
the synchronisation of brain rhythms (Luhmann et al. 2016) all essential for the normal 
development and performance of somatosensory behaviour.  
 
Today, the notion of a strict time point, with no coming back after the closure of 
the critical period in adulthood, has been challenged. For example, it is generally thought 
that the thalamocortical synapse is plastic before P7, with limited ability for changes past 
this time point, whereas plasticity at the LIV to LII/III synapse persists well into adulthood 
(Fox 1992; Lu et al. 2001). However recent studies have shown that thalamocortical 
afferents have the ability to significantly reorganise following sensory deprivation past the 
established critical period, in adulthood (Oberlaender, Ramirez, et al. 2012; Yu et al. 2012). 
It remains nevertheless evident that the timing of certain developmental processes are 
crucial for normal neural structure/function and that homeostatic changes during these 
critical periods can have long lasting effects (Fagiolini et al. 1994).  
4. Serotonin, modulator of neural activity and development of 
somatosensory cortex 
Neuromodulators such as serotonin (5-HT) can influence the development of cortical 
microcircuits (see section 3). 5-HT is one of the earliest neuromodulators to be synthetized 
and can be released by axons before the establishment of classical synapses. 5-HT is 
synthetized by 9 neuronal clusters (B-1 to B-9) found in the brainstem within the raphe 
nuclei which provide a dense innervation towards the brain stem, spinal cord (caudal group 
B1-3) diencephalon and telencephalon (rostral group B4-9). Involved in a multitude of 
neurodevelopmental processes (Gaspar et al. 2003; Serretti et al. 2006), the first evidence 
of serotonin (5-HT) playing an important role in the development of the somatosensory 
cortex was first put forward by an observed transient serotonergic innervation overlapping 
the LIV barrel pattern during the first postnatal weeks (Fujimiya et al. 1986; D’Amato et al. 
1987). Interestingly, the positive 5-HT immunostaining was found at the terminal endings 
of glutamatergic TC projections arising from the VPM whereby lesioning the thalamic 
Chapter 1 
9 
 
nuclei completely abolished the observed barrel-like immunoreactivity (Lebrand et al. 
1996). The serotonin transporter (SERT) transiently expressed from E15 to P10 on TC 
projections is responsible for the reuptake of ambient extracellular 5-HT at the synapse 
(Lebrand et al. 1998; Gaspar et al. 2003). Meanwhile, incoming 5-HT terminals which 
originate from the raphe nuclei invade the cortex, elaborating a profuse branching pattern 
(Bennett-Clarke et al. 1997). Released 5-HT is therefore taken up by TC afferents, stored in 
vesicles and degraded within glutamatergic neurons who do not synthetize it (Fig. 4). The 
developmental role of this reuptake is unknown although several functions have been 
hypothesized such as the possible combined glutamatergic and serotonergic co-release at 
the TC synapse (Evrard et al. 2012) or the possible regulation of intracellular pathways by 
5-HT (Lebrand et al. 1996; Koldzic-Zivanovic et al. 2006). This highly interesting question 
still remains to be elucidated. 
 
 
Fig. 3. Transient expression of 5-HT contained in fibers within LIV of primary visual (V1) and primary 
somatosensory (S1) and absence in primary motor cortex (M1). From P0 to P7 the pattern develops and 
disappears at P10 in S1 (V1 not shown). Interestingly, a secondary region of 5-HT immunoreactivity can be 
observed in LVb (white arrow), another site of termination of TC afferents. Dense serotonergic afferents innervate 
all layers of the cortex at all time points. Modified from Dori et al., (1996). 
 
 
Of particular interest to us is the fact that 5-HT modulates neurotransmission at the TC 
synapse by reducing glutamatergic release (Rhoades et al. 1994; Laurent et al. 2002). 
Indeed, Laurent et al. (2002) were able to demonstrate the “inhibitory” effect of 5-HT on 
presynaptic glutamatergic release by adding 10µm of 5-HT to a TC slice preparation, 
stimulating TC afferents and recording the response in excitatory LIV neurons. They 
observed a shift in release probability from paired pulse depression to facilitation, 
indicative of a reduced release probability (Cheetham and Fox 2011), which was reversible 
and mimicked by the 5-HT1B CP93129 specific antagonist. 5-HT1B receptors are 
→ 
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transiently expressed on TC afferents during the first two postnatal weeks and are 
negatively coupled to AC1. Activation of 5-HT1B receptors expressed on TC axons results 
in a series of second messenger cascades which results in the reduced release of glutamate 
at the TC synapse (Fig. 4). As presynaptic glutamatergic release from the TC afferents 
induces the neuronal clustering of postsynaptic excitatory cells in the typical barrel 
formation (Narboux-Neme et al. 2012), rodent models which prevent the reuptake (Sert-/-) 
 
 
 
 
Fig. 4. Schematic diagram illustrating the modulation of 5-HT at the developing TC synapse within S1 
where a VPM afferent terminal synapses upon an excitatory neuron within LIV. A presynaptic action 
potential activates voltage gated Ca2+ channels where the inflow of intracellular Ca2+ activates adenylyl cylase 1 
(AC1) catalyzing the formation of cAMP which in turn activates protein kinase A (PKA). PKA regulates 
glutamatergic neurotransmitter release directly by phosphorylating the RIM1/SNARE complex involved in 
glutamatergic exocytosis. The serotonergic neuron releases 5-HT into the synaptic cleft which activates 
presynaptic 5-HT1B receptors on TC afferents. The 5-HT1B inhibitory G-protein coupled receptor blocks AC1 
activity. The serotonin transporter (5-HTT/SERT) expressed on the presynapse of TC afferents as well as on raphe 
afferents, reuptakes 5-HT where it is then packaged within vesicles by VMAT2 and degraded by MAOA. 
Blocking of SERT, either genetically or pharmacologically results in elevated 5-HT at the synaptic cleft, increased 
5-HT1B receptor activation and consequently in reduced glutamatergic release. Released glutamate can mediate 
its effects by binding to postsynaptic AMPA, NMDA and metabotropic glutamate receptors which results in Ca2+ 
inflow, depolarisation and NMDA activation. In layer IV neurons, intracellular Ca2+ activate the AC1-cAMP-PKA 
pathway which together with the Ras-GAP-MAPK pathway. NeuroD2 and LMO4, allow signals to converge into 
the nucleus, influencing the expression of proteins responsible for neuronal aggregation (Ince-Dunn et al. 2006) 
into barrel walls and orientation of dendrites toward barrel hollows (adapted from Hong Li and M Crair 2011) . 
 
or degradation (Maoa-/-) of 5-HT have been shown to exhibit less organised or complete 
absence of barrel formation (Cases et al. 1996; Vitalis et al. 1998). The phenotype is 
rescued in double knockout mice of SERT/5-HT1B or MAOA/5-HT1B (Salichon et al. 
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2001) demonstrating the involvement of 5-HT1B receptor activation in mediating this 
effect. It is conceivable that for sensory systems in general and for the somatosensory 
system in particular, reduction in activity at the TC synapse, resulting from increased 
ambient 5-HT levels during critical periods of development, would lead in a phenotype 
resembling that obtained through sensory deprivation (Chen et al. 2015).  
 
5. The Serotonin transporter knockout rat (Sert-/-) model 
The clearance of extracellular 5-HT is sustained by the serotonin transporter (5-HTT in 
humans, SERT in rodents) found on serotonergic neurons as well as transiently expressed 
on glutamateric neurons during early cortical development. Reduced function of 5-HTT 
during early human neurodevelopment, either by drugs which inhibit its activity (e.g. 
selective serotonin reuptake inhibitors, SSRIs) or altered genetic expression (short variant 
of the serotonin transporter-linked polymorphic region, 5-HTTLPR) has been shown to 
give rise to an array of neurological phenotypes such as anxiety and depression but also 
personality traits linked to affective disorders (Canli and Lesch 2007; Homberg et al. 
2010). Mice models of Sert knockout (Bengel et al. 1998) have been used extensively in 
research over the past decades and have provided us with valuable data concerning the role 
of 5-HT in neurodevelopment (for reviews see Gaspar et al. 2003; van Kleef et al. 2012) A 
rat model of Sert loss of function (Sert-/-) was generated by N-ethyl-N-nitrosurea (ENU)-
driven target-selected mutagenesis (Smits et al., 2004, 2006) which shows both increased 
5-HT levels (Fig. 5; Mathews et al. 2004; Homberg et al. 2007) and a phenotype 
comparable to the Sert KO mouse (Kalueff et al. 2010) and therefore constitutes a 
important model for the study of increased 5-HT levels. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. 5-HT brain concentration of adult Sert+/+ and Sert -/- obtained through in vivo microdialysis of ventral 
hippocampus. Basal levels of 5-HT in Sert-/- are 8 fold those measured in Sert+/+. Sub-cutaneous injection of the 
selective serotonin inhibitor (SSRI) citalopram, resulted in a rise in extracellular 5-HT concentration in Sert-+/+ but 
not in Sert-/-. Taken from (Homberg et al. 2007). 
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6. Window into the barrel cortex, aims and outline of the thesis 
Beyond the fundamental knowledge acquired regarding somatosensory processing within 
S1, it should be mentioned that the barrel cortex represents an excellent model system to 
investigate cortical organisation related to function (for review see Diamond 1995). This is 
why the rodent somatosensory system has been such an extensively studied model based on 
its clear-cut localization of receptive fields with the borders of the barrels neatly delineating 
the column limit to the septum. Technically, the easily identified barrels in situ do not 
require any complex anatomical processing of the brain tissue for visualization due to the 
densely packed layer IV somata. Indeed, this unique visual landmark has been employed as 
a useful guide in numerous electrophysiological and anatomical studies (for review see 
Feldmeyer et al. 2013b). 
  
The present thesis work made use of the clear-cut cellular topology of the 
“normally” developed rat barrel system as a model. Understanding the detailed structure 
and function of the cortical microcircuits which underlie normal somatosensory processing 
help us define the basics for evaluating alterations which underlie disease (Courchesne et 
al. 2007). It is still not clear how alterations in the matrix of connections that form a 
cortical column can help us explain changes in sensory processing. The particular 
topological organisation of the primary somatosensory therefore represents a distinct model 
structure to attempt to investigate such phenomena. As proper development of cognitive 
constructs depends on accurate sensory integration, changes in the way somatosensory 
information is integrated can therefore be linked to neurodevelopmental disease. Here, 
within Chapters II-VI, I undertake a detailed analysis of some of the morphological and 
functional properties of neurons within the different layers of cortical column in healthy, 
wildtype rats (Sert+/+) and compare these same features to those of the Sert-/- rat, having 
been exposed to elevated 5-HT levels during critical periods of its development. Serotonin 
not only serves as a tool to evaluate its neuromodulatory effect on activity but also serves a 
“bench to bedside” purpose in evaluating the consequences of exposing the developing 
brain to elevated levels of 5-HT, which could translate to being exposed to SSRIs which 
alter brain 5-HT homeostasis during critical periods of neural development. 
 
In the following Chapter II, I address the anatomical and intrinsic electrophysiological 
properties of LIV excitatory networks of the Sert-/- rat. I characterise the input/output 
connectivity of the two main excitatory neuronal population of LIV, the spiny stellate and 
pyramidal cells using single neuron morphological reconstructions. Furthermore, I evaluate 
the intrinsic electrophysiological properties of LIV excitatory neurons in the Sert-/- rat 
model. As a result, I demonstrate a cell type specific alteration of the connectivity profiles 
of excitatory neurons within the LIV of the Sert-/- rat barrel cortex. In Chapter III, I 
perform an extensive study on the function of synaptic integration within LIV of the Sert-/- 
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rat. Using bipolar stimulation of TC afferents and whole cell patch clamp recording of 
excitatory neurons in LIV, I demonstrate an impaired inhibitory control of afferent input in 
Sert-/- rats. I further reveal many deficits in inhibitory synaptic function using anatomical 
and molecular biology methods. Furthermore, I measure synaptic propagation within the 
barrel column using multi electrode array (MEA) and reveal increased synaptic activity 
within the LIV of the barrel cortex. As knowledge of both the anatomical connections and 
their functional properties can help us understand whisker movement ‘representation’ 
within the cortical circuitry, I analyze the whisker performance of Sert-/- rats on a spatial 
location task using the Gap Crossing and reveal an increased temporal response to whisker 
touch. In Chapter IV, I perform an in depth investigation of the normally developed LII/III 
networks, direct recipients of LIV input along the canonical circuitry. The presence of a 
sublaminar organisation within the LII/III has been hypothesised (Shepherd et al. 2005; 
Bureau et al. 2006) and the degree to how lemniscal and paralemniscal pathways integrate 
within the supragranular networks is still under debate. I map the input/output connectivity 
of regular spiking pyramidal neurons using glutamate uncaging and reveal a novel cellular 
organisation within the associative LII/III. The following Chapter V uses the findings 
obtained in Chapter IV to characterise the input/output connectivity of the excitatory 
neuronal population within LII/III of the Sert-/- rat. By using this distinct sublaminar 
distribution to evaluate our findings, I am able to reveal a functional correlate whereby 
SERT mainly influences structure and function at the level of lemniscal thalamic input 
within the barrel column. In Chapter VI, I address the question as to whether electrical 
conductivity of brain tissue is frequency-dependent and if the frequency of propagating 
electrical signals has a direct impact on the temporal aspects of recorded local field 
potentials (LFPs). I inject different frequencies of sinusoidal current in the LVb of the 
barrel cortex and measure its extracellular propagation within the cortical circuitry. This 
chapter serves to provide both fundamental knowledge on how signals propagate within 
cortical columns but also offers important knowledge for the interpretation of MEA data, as 
was obtained in chapters III and V. Finally, in Chapter VII, I attempt to provide a 
perspective for the results presented in these latter research articles. 
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Abstract 
Homeostatic regulation of serotonin (5-HT) concentration is critical for normal 
topographical organisation and development of thalamocortical (TC) afferent circuits. 
Down-regulation of the serotonin transporter (SERT) and the consequent impaired reuptake 
of 5-HT at the synapse, results in a reduced terminal branching of developing TC afferents 
within the primary somatosensory cortex (S1). Despite the presence of multiple genetic 
models, the effect of high extracellular 5-HT levels on the structure and function of 
developing intracortical neural networks is far from being understood. Here, using juvenile 
Sert knockout (Sert-/-) rats we investigated, in vitro, the effect of increased 5-HT levels on 
the structural organisation of (i) the thalamocortical projections of the ventroposteromedial 
thalamic nucleus towards S1, (ii) the general barrel-field pattern and (iii) the 
electrophysiological and morphological properties of the excitatory cell population in layer 
IV of S1 (spiny stellate and pyramidal cells). Our results confirmed previous findings that 
high levels of 5-HT during development lead to a reduction of the topographical precision 
of TCA projections towards the barrel cortex. Also, the barrel pattern was altered but not 
abolished in Sert-/- rats. In layer IV, both excitatory spiny stellate and pyramidal cells 
showed a significantly reduced intracolumnar organisation of their axonal projections. In 
addition, the layer IV spiny stellate cells gave rise to a prominent projection towards the 
infragranular layer Vb. Our findings point to a structural and functional reorganisation, of 
TCAs, as well as early stage intracortical microcircuitry, following the disruption of 5-HT 
reuptake during critical developmental periods. The increased projection pattern of the 
layer IV neurons suggests that the intracortical network changes are not limited to the main 
entry layer IV but may also affect the subsequent stages of the canonical circuits of the 
barrel cortex. 
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Introduction 
Serotonin (5-hydroxytryptamine; 5-HT) modulates key processes of mammalian brain 
development (Gaspar et al., 2003; Daubert and Condron 2011; van Kleef et al., 2012) . 
Throughout critical periods of neural development, extracellular 5-HT homeostasis is 
maintained by the serotonin transporter (SERT), responsible for the reuptake of 5-HT at the 
synapse (Blakely et al., 1991). SERT function can be modulated by the common 5-
HTTLPR polymorphism in humans (Lesch et al., 1996; Champoux et al., 2002) or by a 
mutation of the SLC6SA4 gene in rodents (Olivier et al., 2008) which both leads to a 
general increase in extracellular 5-HT brain levels. Elevated 5-HT levels during critical 
developmental stages have been associated with changes in cognitive function, emotional 
processing as well as sensory perception (Canli and Lesch, 2007; Homberg et al., 2010). 
Previous studies in rodent models have shown that important structural changes in the 
neural circuitry underlie the observed behavioural phenotypes that result from a disrupted 
5-HT homeostasis (Persico et al. 2001; Salichon et al. 2001; Esaki et al. 2005; Canli and 
Lesch 2007; Wellman et al. 2007; Lee 2009; Riccio et al. 2011). 
 
Perceiving and correctly interpreting sensory information in the mature brain requires a 
high degree of precision in the topographical organisation of the sensory pathways. 
Because of the strong topographic relationship of the whisker receptive fields mapped onto 
layer IV barrels (Woolsey and Vand der Loos, 1970; Diamond, 1995), the rodent primary 
somatosensory cortex (S1) represents a unique structure for the study of cortical 
development. Following whisker deflection, the spatio-temporal information concerning 
the stimulus is transmitted along the lemniscal pathway via the brainstem and thalamus 
before reaching S1. During neural development, afferent axonal projections from neurons 
in the ventroposteromedial nucleus of the thalamus (VPM) grow by relying on the temporal 
expression of a series of guidance cues eventually resulting in a topographic innervation of 
the input layers of S1 (López-Bendito and Molnár, 2003; Bonnin et al., 2007). The 
development of primary sensory cortices is also strongly dependent on a tight regulation of 
extracellular 5-HT concentrations regulated by SERT, transiently expressed on growing 
thalamocortical afferents (TCAs) from E15 to P10 in rats (Bennett-Clarke et al., 1996; 
Lebrand et al., 1996; Lebrand et al., 1998; Rebsam et al., Gaspar 2002). Increasing 
extracellular 5-HT levels, either by blocking its reuptake or its degradation, have been 
shown to cause a deregulation of guidance cues resulting in a reduction of axon terminals 
innervating S1 (Cases et al., 1996; Salichon et al., 2001; Lee 2009). Also, presynaptic 
glutamatergic release from the TCAs instructs the neuronal clustering of postsynaptic 
excitatory cells in the typical barrel formation (Narboux-Neme et al. 2012). Serotonin (5-
HT1-B) receptor is co-expressed on TCAs during development, and its activation has been 
shown to negatively regulate glutamatergic vesicle release at the TC synapse (Laurent et 
al., 2002). A reduced thalamic innervation accompanied with a decreased synaptic 
transmission has been shown to produce an alteration in the topography of the layer IV 
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barrel field pattern (Cases et al. 1996; Narboux-Neme et al. 2012; van Kleef et al., 2012). 
The main excitatory target neurons of the TCA projections are the pyramidal and spiny 
stellate cells in layer IV, whose dendritic fields orient and cluster around the incoming 
thalamic input (Staiger et al., 1996; Datwani 2002). Interestingly, Lee et al. (2009) have 
demonstrated morphological changes in dendritic organisation following a pharmacological 
increase of 5-HT. The efferent axonal projection from layer IV towards the associative 
supragranular layers differs greatly between both classes of excitatory cells (Staiger et al., 
2004; Feldmeyer 2012). Whereas spiny stellate cells are considered to be the neuron type 
that most distinctively reflects the columnar organisation of S1, both on the structural and 
functional level by projecting within the home column and keeping information segregated, 
pyramidal cells project to neighbouring columns to allow integration of information 
between multiple columns (Schubert et al., 2003). Changes in the input-output 
microcircuitry of these layer IV neurons could considerably alter the intracortical 
processing of somatosensory information (Feldmeyer et al., 2013).  
 
In order to study the effect of increased developmental 5-HT levels on both the afferent and 
efferent connectivity of the excitatory layer IV cell population, we used juvenile Sert 
knockout (Sert-/-) rats, known to exhibit 9-fold increases in brain 5-HT levels (Homberg et 
al., 2007). We first performed a classical characterisation of our model by evaluating the 
posteromedial barrel subfield (PMBSF) anatomy of S1 using a cytochrome oxidase 
staining. We then validated the effect of high 5-HT on the anatomical organisation of TCAs 
by analyzing the morphology of thalamic afferents arising from the VPM nucleus to the 
input layer IV using in vitro biocytin tracing. Our main goal was to quantify the structural 
changes in the dendritic and axonal arborizations of pyramidal and spiny stellate cells and 
to further analyze their intrinsic electrophysiological properties using whole cell patch 
clamp technique. A changed organisation of the thalamic afferents, combined with elevated 
extracellular 5-HT levels could alter the cortical microcircuitry as well as the physiological 
mechanisms involved in the early intracortical signal processing of somatosensory 
information.  
 
Material and methods 
Animals 
Experiments were performed on male juvenile (postnatal day 21-25) Wistar rats. Sert-/- 
(Slc6a41Hubr) rats were generated by ENU-induced mutagenesis (Smits et al. 2006). All 
animals were bred and reared in the Central Animal Laboratory of the Radboud University 
Nijmegen Medical Centre (Nijmegen, The Netherlands). Breeding animals were derived 
from outcrossing heterozygous (Sert+/-) knockout rats for eight generations. Experimental 
animals were derived from homozygous breeding. We genotyped the animals routinely in 
order to confirm their genetic background. Animals were supplied with food and water ad 
libitum and were kept on a 12 h:12 h dark:light cycle (lights on at 0600 h). All experiments 
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were approved by the Committee for Animal Experiments of the Radboud University 
Nijmegen Medical Centre, Nijmegen, The Netherlands, and all efforts were made to 
minimize animal suffering and to reduce the number of animals used.  
Morphological analysis of the barrel field 
Cytochrome Oxidase staining and analysis  
Animals were anesthetized with isofluorane and decapitated. The brains were extracted and 
cortices were dissected and placed between two glass slides compressed within a distance 
of 1.2 mm in a PFA 4% solution for 48 hours. The glass was removed and the tissue was 
postfixed overnight before being transferred to PBS 0.1M. The tissue was embedded in 2% 
agarose and cut at 60µm with a vibratome (Leica). CO activity was revealed as described 
by Wong-Riley and Welt (1980). In brief, sections were incubated in phosphate buffer (0.1 
M; pH 7.4) containing (mg/ml): 0.6 cytochrome C, 0.5 diaminobenzidine, 45 sucrose and 
0.3% catalase for 4 hours at 40°C. 
Morphometric quantification of the barrel field  
The CO stained tissue including the PMBSF barrel field was photographed at 5x 
magnification and pictures were analyzed using NIH ImageJ software. The external contour 
of barrels was outlined and areas were measured. The width of the septa between adjacent 
barrels was defined by the length of the line segment between two barrel borders of a 
straight line connecting the two barrel centroids (Fig. 1). 
 
Electrophysiology and thalamocortical axon tracing  
Acute thalamocortical slices from the rat somatosensory cortex containing the pathway 
from the thalamus to the barrel cortex (Agmon and Connors 1991) were used for both 
electrophysiology and TCA tracings. Following anesthesia and decapitation, brain tissue 
containing the barrel cortex was excised, quickly removed from the skull, and stored in ice-
cold artificial cerebro-spinal fluid (ACSF) oxygenated with carbogen (95% O2, 5% CO2). 
ACSF consisted of (in mM): 124 NaCl, 1.25 NaH2PO4, 26 NaHCO3, 2 CaCl2, 5 MgCl2, 3 
KCl, 10 glucose at pH 7.4. The hemispheres were separated and cut with a 55° angle from 
the midline according to the rat brain coordinates of Land and Kandler (2002). The tissue 
block containing the region of interest was glued to a chilled Vibratome platform (Microm 
HM 650 V, Microm, Germany) and slices (300µm thickness for electrophysiology and 
600µm for TCA tracings) were cut. The slices were stored in an incubation chamber 
containing carbogenated ACSF at room temperature for at least 1 h, then transferred to the 
recording chamber and submerged in 32°C ACSF (Ca2+ 2mM, Mg2+1.8mM) at a flow rate 
of 1 ml/min. 
Electrophysiology  
Layer IV pyramidal cells were identified using an upright microscope (Axioskop FS, Carl 
Zeiss, Göttingen, Germany) fitted with 2.5x and 40x objectives. The barrel field was 
visualised at low magnification and the individual cells were selected within the barrels at 
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high magnification using an infrared enhanced quarter-field illumination. Somatic whole-
cell recordings were performed using borosilate glass pipettes with a tip resistance of 4-6 
MΩ. Patch pipettes were filled with (in mM): 13 KCl, 117 K-gluconate, 10 K-HEPES, 2 
Na2ATP, 0.5 NaGTP, 1 CaCl2, 2 MgCl2, 11 EGTA, and 1% biocytin. Membrane 
capacitance and series resistance were not compensated. Cells were selected at a minimum 
depth of -60µm to retain the maximum network and minimize cutting artifacts. Each cell 
was characterised for its resting membrane potential and passive and active intrinsic 
membrane properties by injection of a series of depolarising pulses until reaching action 
potential firing. Electrophysiological data was not corrected for a liquid junction potential 
of ca. -10 mV. 
Signal acquisition and analysis 
The signals were amplified (SEC-05L; npi-electronics, Tamm, Germany), filtered at 3 kHz, 
and digitized using an ITC-16 interface (Instrutech, Great Neck, NY). Data were recorded, 
stored, and analyzed with PC-based software (TIDA 4.1 for Windows; Heka Electronik, 
Lambrecht, Germany). After recording, the slices were photographed in the bath chamber 
to document the topography of barrel-related columns and laminae as well as the respective 
position of the patch electrode. The slices were then fixed in 4% buffered 
paraformaldehyde and stored at 4°C overnight.  
Tracing of thalamocortical axons 
Acute thalamocortical brain slices (600µm thickness) were obtained in the same manner as 
for the electrophysiology slice preparation. Following the vibratome slicing, brain slices 
were positioned on an interface chamber (Harvard Apparatus) superfused with ACSF and 
maintained at 32°C. A maximum of 2 acute slices per hemisphere were used in order to 
preserve the complete VPM to S1 axonal pathway. The VPM nucleus of the thalamus was 
identified under binocular magnification and a biocytin crystal (Sigma) was positioned at 
the centre. The slices were maintained in the chamber for a period of 6h allowing active 
transport of the biocytin along the afferents (King et al. 1989). The slices were then fixed 
overnight in a 4% PFA solution and cryoprotected in 30% sucrose solution before cryostat 
reslicing to 300µm thickness. The tissue was processed for ABC-DAB staining (adapted 
from Staiger et al. 2004). In short, slices were permeated with Triton-X (0.5%), 
endogenous peroxidase activity was blocked by 1 hour incubation with H2O2 (1%) and the 
slices were incubated with ABC (1:400; Vector Laboratories, Burlingame, CA) for 48h at 
4ºC. Peroxidase was revealed by incubation with DAB+H2O2, and the staining was 
intensified by brief (1-8 min) incubation with AgNO3, followed by 10 min AuCl for 
enhanced photoresistance. The sections were counter-stained for CO histochemistry to 
visualize the TCA position within the barrelfield using a protocol as described in section 
TCA and single cell  
Morphometric analysis 
Following the staining procedure, the slices were analyzed using an upright brightfield 
microscope (Zeiss AxioImager A1) with a motorized stage (Ludl MAC 3000, 
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Microbrightfield Europe, Germany). Video pictures were acquired using a FireWire-
connected digital camera (Qimaging 01-MBF-2000R-CLR-12, MBF Europe) using the 
Neurolucida reconstruction software (Vers. 10, Microbrightfield Europe, Germany). For 
quantitative morphometrical analysis of both, TCA and single excitatory neurons in the 
layer IV, the data was not corrected for the histochemistry related shrinkage. For the 
reconstruction of TCA we selected slices that contained distinguishable terminal clusters 
arising from a moderate amount of individual axon projections in cortical layer VI/Vb. 
The somatodendritic morphology of the biocytin stained neurons was used to discriminate 
between the spiny stellate and pyramidal cells. We did not subclassify into star pyramidal 
and pyramidal cells, since previous studies have reported that the two morphological types 
show no obvious differences in their functional integration within the networks of the S1 
cortex (Schubert et al. 2003). Neurons were selected for reconstruction based on images 
taken with 2.5x (Zeiss EC Plan-Neofluar 2.5x, NA: 0.0075) and 10x (Zeiss EC Plan-
Neofluar 10x, NA: 0.3) magnification. Neurons from both genotypes were reconstructed at 
40x magnification (Zeiss EC Plan-Neofluar 40x, NA: 0.75) in Neurolucida, resulting in a 
3D vector representation of (i) apical dendrites, (ii) basal dendrites, (iii) axons, and (iv) 
axonal boutons. The border of the cortex, columns, layers and barrels were added in either 
2.5x or 5x magnification as closed contours, aided by overlays of “native” pictures of the 
same slice in the electrophysiological recording chamber, i.e. before histological 
processing. The finished reconstructions were quantified with NeuroExplorer 
(MicroBrightField): We used the “Neuron Summary”, “Layer Length” and “Marker and 
Contour” analyses to obtain per-compartment quantifications for apical and basal dendrites, 
axons and axonal boutons. Statistical analyses were carried out in SPSS (SPSS Inc, 
Chicago, IL).  
 
Statistical analysis 
All data were acquired blindly and tested for normal distribution using a Shapiro-Wilk test. 
For the electrophysiological analyses, we used a multivariate analysis (MANOVA) to test 
for statistically significant differences between the two genotypes and a discriminant 
analysis to test for differences on the cellular population level. For the anatomical analyses, 
we performed a two-way ANOVA followed by a Bonferroni correction for post-hoc 
pairwise comparisons. All values are given as mean ± standard error of mean (SEM). 
 
Results 
We investigated the effect of high 5-HT levels on the development of the afferent 
projections from the thalamus to the input layer of S1 in juvenile (P21-P25) Sert-/- rats, 
compared to Sert+/+ rats with “normal” brain 5-HT levels. To this end, we first 
characterised the morphological properties of the terminal axonal projections of VPM 
neurons to the layer IV of S1. We then investigated the overall barrel field organisation as 
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well as the morphological and intrinsic functional properties of the main excitatory target 
neurons of VPM axons in the layer IV.   
 
Blocking 5-HT reuptake during development alters thalamocortical projections and 
organisation of the barrel field in S1 cortex. 
  
Reduced “home” barrel specific innervation by TCAs in Sert-/- rats. The typical 
somatotopic axon patterning in S1 consists of segregated thalamic afferents synapsing onto 
the layer IV cell clusters of the barrels. In the “normally” developed rat somatosensory 
system, single thalamocortical afferents of the VPM predominantly form their terminal 
clusters in one individual barrel of the cortical layer IV (Oberlaender, de Kock, et al. 2012) 
and its respective barrel associated cortical column. In Sert-/- mice this topographical 
organisation has been reported to be impaired (Persico et al. 2001). To evaluate the 
thalamic afferent distortion in our Sert-/- rat model we evaluated differences between the 
organisation of terminal projections of individual TCAs of Sert-+/+ (n = 11) and Sert-/- rats 
(n = 8) by means of their (i) total axon length found above the level of cortical layer Vb, (ii) 
their level of arborization and (iii) the number of presynaptic boutons within the layer IV. 
Furthermore, we quantified the lateral axonal extensions in reference to the home barrel, 
septa and neighbouring barrels.  
 
In both Sert-+/+ and Sert-/- rats, the VPM projections revealed distinguishable terminal axon 
clusters in S1 layer IV which were aligned with the CO staining of the large barrels. Within 
S1, between layer Vb and Va, TCAs gave rise to several side collaterals and continued 
towards layer IV where they formed extensively arborized axonal clusters. We classified 
the barrel that was vertically aligned with the arising TCA in the deeper infragranular 
layers as the home barrel (HB). Besides the rich innervation of layer IV, in both genotypes 
the collaterals often extended into the supragranular layers II/III.   
A striking difference between Sert-+/+ and Sert-/- rats was apparent with TCAs of the Sert-/-  
rats giving rise to fewer axon collaterals within the HB L IV. Furthermore, the terminal 
fields were laterally more widespread and were less confined to the home column 
(Fig.s1A/B). Superimposing several of the reconstructed TCAs with respect to the position 
of their home barrel still revealed a dense and distinguishable cluster of axons within the 
HB and a more diffuse innervation of the septa and NC. For a more detailed study of 
TCAs, we performed a quantitative morphometric analysis of axonal parameters (axonal 
length, the number of nodes, and number of endings; Table 1) in reference to the relevant 
compartments of the barrel field (HB, septa and NB). The mean bouton densities in the 
present study are comparable to previous findings (Lu & Lin, 1993) and in both genotypes, 
the boutons were evenly distributed over the axon branches within layer IV.  
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Fig. 1. Thalamocortical afferent projection pattern in the layer IV. Overlay of 5 reconstructions for the Sert+/+ 
(A1) and Sert−/− (A2) rats, respectively, in reference to the barrel borders stained by cytochrome oxidase. 
Percentages are given for the total axon length (B1), number of nodes (B2), and number of boutons (B3) 
innervating the home barrel (HB), Septa (S), and neighboring barrel (NB) (Sert+/+ n = 11; Sert−/− n = 8). Grey 
shaded areas indicate the position of the respective home and adjacent barrels. Data are mean ± SEM, asterisks 
mark significant differences between genotypes. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. 
 
Axon length, nodes and relative bouton distribution across the 3 compartments (HB, S and 
NB) were significantly different for both genotypes (P < 0.0001; two-way ANOVA; Fig. 
1B). While in Sert+/+ rats between 89.9% and 100% of the TC axon was restricted to the 
home barrel (97.75 ± 1.41%), Sert-/- rats showed only 60.91 ± 6.4% in the HB with an 
increased lateral innervation of the septa and the neighbouring barrel (P = 0.001; Fig. 1B1). 
In the latter, only 1 out of the 8 reconstructed TCAs remained exclusively within the barrel 
associated column. The remaining Sert-/- TCAs had between 41% and 67% of their axon 
restricted to their HB. Also, while the total number of nodes and boutons per TCA were 
similar (Table 1), they were both found in higher percentages in their neighbouring 
compartments compared to Sert+/+ TCAs (% nodes in HB: Sert+/+ 100 ± 0%, Sert -/- 63.2 ± 
8.9%, P = 0.004; % boutons in the HB: Sert+/+ 97.7 ± 1.3%, Sert-/- 58.6 ± 7.1%, P = 0.001). 
Taken together, TCAs of Sert-/- rats innervate a larger cortical surface and are less confined 
to their home barrel within S1. 
 
Distorted but not abolished barrel field formation in Sert-/-. Synaptic transmission of 
peripheral input from the thalamus to the cortex is crucial for the development and 
refinement of layer IV topographic maps. Previous studies have shown a reduced definition 
of the barrel borders or in some cases, a complete abolishment of barrel field formation in 
rodents having been exposed to high 5-HT levels during early developmental periods (for 
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review see Van Kleef et al., 2012). In order to evaluated the general barrel field 
morphology, cytochrome oxidase staining was used to visualize the neuronal densities of 
the PMBSF centres in tangential slices of Sert+/+ (n=6) and Sert-/- (n=6) rats. In contrast to 
previous reports where high levels of 5-HT during development have completely impaired 
barrel field formation, we could identify a complete barrel field containing distinct barrels 
in our Sert-/- rats (Fig. 2A). However, compared to the barrel field of Sert+/+ rats, the barrel 
borders in Sert-/- rats appeared less sharp and the septal areas more extensive. We quantified 
the area allocated to both, barrels and septa, respectively (Fig. 2B). On average, Sert-/- rats 
had a more than 25% reduced barrel size (25.3 ± 1.4%, P = 0.0075; Fig. 2C). These 
differences in size were most prominent in the large barrels of the D and E rows. In 
contrast, in Sert-/- rats, the width of the septa between the barrels was robustly increased 
almost 2-fold along the rows (190.3 ± 1.4%; P = 0.01) and more than 2.5-fold along the 
arcs (261.9 ± 15%; P = 0.0075). The combination of decreased barrel size and increased 
septa width (see Fig. 2E) resulted in a barrel field that, as a whole, remained similar in size 
for both genotypes.  
 
Fig. 2. Representative cytochrome oxidase stained tangential sections of layer IV Sert+/+ (A1) and Sert−/− (A2) 
P21 rats (Sert+/+ n = 6; Sert−/− n = 6). The sections were photographed and barrel areas (C and E) and septal 
distances (D and E) were quantitatively analyzed (B).Barrel areas of Sert−/− rats were determined corresponding to 
rows A-B: 1–4; C-D-E: 1–5, septa were divided into rows A–E and Arcs 1–5. The edges of the barrel borders 
were evaluated in the grey level pixel values (?GL) over distance from the barrel to the septa (D) and showed a 
reduced steepness in Sert−/− compared to Sert+/+ (F). Scale bars = 1mm. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. 
 
In order to address whether the wider septa and reduced barrels in Sert-/- rats are based on a 
broadening of the barrel borders we measured the “steepness” of the barrel edges by 
evaluating the change in CO staining intensity between the barrel and the septa over 
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distance. We calculated the slope of change of the grey level pixel values (ΔGL) over 
distance, between the minimal (barrel) and maximal brightness (septum; Fig. 2B). In our 
data sample, CO labeling within barrels and the respective septum was most reliable and 
homogeneous for the C1 and the C2 barrels. The slope of ΔGL across these barrel borders 
was significantly steeper in Sert+/+ (ΔGL/mm: -666.3 ± 87.5) than in Sert-/- rats (ΔGL/mm: -
314.4 ± 29.0; P = 0.008; Fig. 2F), indicating less sharp and broader borders between barrels 
and septa in Sert-/-. In summary, CO staining of S1 layer IV revealed a slightly altered, but 
not abolished barrel pattern in Sert-/- rats, showing changes that indicate a spatially less 
organised neuronal clustering in layer IV.  
 
Blocking of 5-HT reuptake affects structural, but not intrinsic functional properties of 
excitatory neurons in the layer IV barrels. The main excitatory target neurons of TCAs 
originating from the VPM are spiny stellate and pyramidal neurons within the layer IV 
barrels. We investigated how the elevated 5-HT levels, changes in TCA projections and 
altered barrel field organisation in Sert-/- rats affect the intrinsic electrophysiology 
properties of layer IV excitatory cells. We furthermore evaluated the afferent 
(somatodendritic) and efferent (axonal) organisation of these layer IV neurons, which form 
a crucial backbone of the early intracortical signal processing of tactile sensory 
information. We recorded from a total of 73 neurons which were classified according to 
their action potential firing patterns as Regular Spiking (RS) or Intrinsic Bursting (IB) as 
well as their somatodendritic morphology as pyramidal (Pyr) or spiny stellate (SpSt) 
neurons.  
 
Intrinsic electrophysiology of layer IV excitatory neurons. We investigated whether the 
anatomical changes in the afferent thalamocortical pathways were accompanied by changes 
in excitability of the excitatory layer IV neurons. We used whole cell patch clamp 
recordings to investigate both passive and active intrinsic membrane properties following a 
sustained current injection (Sert+/+ : n = 32, Sert-/- : n = 41). A summary of the most relevant 
intrinsic electrophysiological properties recorded is given in Table 2. In agreement with 
previous studies, (Chagnac-Amitai and Connors 1989; Feldmeyer et al., 1999; Schubert et 
al., 2003; Staiger et al., 2004) in Sert+/+ rats, excitatory layer IV neurons were classified as 
being either regular spiking (RS; n = 16) or intrinsically burst spiking (IB; n = 16; Fig. 3A). 
IB cells differed from RS cells most prominently in (i) eliciting an initial doublet or triplet 
of action potentials (Aps) riding upon a depolarising envelope at just suprathreshold 
stimulation, (ii) showing significantly shorter 1st inter-spike intervals (RS: 46.1 ± 2.1 ms; 
IB: 11.1 ± 4.3 ms; p < 0.001), and (iii) a reduced 2nd AP amplitude (RS: 69.2 ± 2.3; IB: 
55.6 ± 2.3; p < 0.001). Across all neurons morphologically identified as spiny stellate cells 
or pyramidal cells, the two firing patterns were equally distributed (Table 2).  
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In Sert-/- rats we could identify RS and IB cells (RS: n = 26; IB = 15) in both morphological 
classes of excitatory layer IV neurons, the only difference being that RS cells were the 
prevalent class amongst pyramidal cells, whereas spiny stellate cells tended to be more of 
the IB type (Table 2). Apart from this, layer IV excitatory neurons from Sert-/- rats had 
similar membrane properties, including passive and active membrane properties (Table 1). 
We performed a discriminant analysis of layer IV electrophysiological properties of both 
Sert+/+ and Sert-/- rats to evaluate their relationship to either the morphological or the 
electrophysiological class. The results showed a clear segregation of both morphological 
and electrophysiological classes with both genotypes overlapping within these two groups 
(Fig. 3B). These results indicate that the 
intrinsic electrophysiological properties of 
layer IV excitatory cells remain unchanged 
following exposure to high 5-HT 
concentrations during development and the 
related alterations of the TCA and barrel 
field organisation. 
 
 
 
 
 
 
Fig. 3. Action potential firing pattern and 
discriminant analysis of electrophysiological 
andmorphological properties of excitatory layer 
IV cells. (A) Representative whole cell current clamp 
recordings showing regular spiking (RS) and 
intrinsically bursting (IB) firing patterns in Sert−/− 
excitatory layer IV cells. Both firing patterns were 
observed in both genotypes (Sert+/+ and Sert−/−) as 
well as both morphological classes (spiny stellate 
cells and pyramidal cells). (B) Canonical score plots 
based on discriminant analysis of the genotype 
specific electrophysiological (upper panel) and 
morphological classes (lower panel) as a-priory 
groups. Plots were based on two functions which 
combined the best characteristics defining either the 
firing patterns (B1; function 1: high and low current 
1st ISI; function 2: firing threshold, 2nd AP amplitude) 
and morphological classes (B2; function 1: Vrmp, 
high current 2nd ISI; function 2: high current 1st ISI, 
2nd AP amplitude). Both analysis properties show no 
segregation of genotype specific populations. 
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Dendritic organisation and axonal 
projections of layer IV excitatory cells. 
We next investigated the detailed 
dendritic and axonal morphology of both 
classes of layer IV excitatory cells using a 
quantitative morphometric analysis. In the 
normally developed barrel cortex, layer 
IV excitatory neurons, and in particular 
spiny stellate cells, the dendritic and 
axonal organisation is strongly aligned 
with the respective home barrel and its 
associated cortical column. We performed 
3-D reconstructions of a total of 34 
electrophysiologically classified and 
biocytin labeled neurons for 
somatodendritic morphological 
quantification (Sert+/+: SpSt: n = 7, Pyr: n 
= 8 and Sert-/- : SpSt: n = 8, Pyr: n = 11). 
Additionally we reconstructed the axon in 
cells where (i) the collaterals were well 
preserved and stained and (ii) the main 
descending axon remained uncut at least 
until it reached the deeper layer Vb of the 
barrel cortex (Sert+/+: SpSt: n = 7, Pyr: n = 
6 and Sert-/- : SpSt: n = 5, Pyr: n = 9). 
Representative reconstructions and 
overlays of SpSt and Pyr cells are shown 
in Fig.s 4 and 5. 
 
 
One key dendritic property of SpSt cells in the “normal” rodent barrel cortex is that the 
primary dendrites that emerge from an ovoid or round soma stay within the borders of their 
HB (Staiger et al., 2004). We found that the dendrites of both Sert-+/+ and Sert-/- SpSt cells 
rarely extended beyond a barrel border. As a consequence, neurons of both genotypes that 
were located close to a barrel wall gave rise to an asymmetric dendritic arborization (Fig. 
4A/C). This indicates that, in Sert-/- rats, the somatodendritic organisation is still well 
aligned with the general barrel pattern. Dendrites of pyramidal cells, however, typically 
extend into adjacent layers and into the septum, in particular the apical dendrite which in all 
cells of our sample reached the upper layer II/III or layer I where it terminated in a small 
unobtrusive tuft (Fig. 4B/D).  
Fig. 4 . Somatodendritic organization of excitatory 
spiny stellate (A,C) and pyramidal (B,D) cells in 
Sert+/+ and Sert-/- layer IV barrel cortex. Micrographs 
of a biocytin stained spiny stellate (A) and pyramidal 
(B) cells in acute slice and representative 
morphological reconstructions; spiny stellate (C) and 
pyramidal (D) of both genotypes. Grey shaded areas 
indicate the position of the respective home barrel. 
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For a more detailed quantitative evaluation of the dendritic organisation in Sert+/+ and in 
Sert-/- excitatory layer IV neurons, we characterised the morphometrical properties of basal 
and apical dendritic in terms of the total number of primary dendrites, the number of nodes, 
endings, dendritic span (covered surface area) and the complexity (number of 
endings/number primary dendrites; Table 3A). Compared to Sert+/+ cells, Sert-/- SpSt cells 
showed an increased length (Sert+/+: 2585.1 ± 116 µm; Sert-/-: 3800.3µm ± 483; p = 0.039) 
and an increased number of primary dendrites (SpSt: Sert+/+: 3.6 ±0.2; Sert-/-: 5.3 ± 0.3; p ˂ 
0.001; Student’s t test), but decreased dendritic complexity (endings/ primary dendrites: 
SpSt: Sert+/+: 7.1 ±0.6; Sert-/- : 4.3 ± 0.3; p = 0.001). Pyramidal cells showed no significant 
differences in the number of branching dendrites (Pyr: Sert+/+: 3.9 ±0.3; Sert-/-: 4.7 ± 0.4) 
and no changes were found in their complexity (Pyr: Sert+/+: 3.4 ±0.1; Sert-/- : 3.4 ± 0.4).  
 
The general axonal projection pattern of Sert-/- spiny stellate and pyramidal cells showed 
striking differences compared to that of Sert+/+ cells, which was particularly obvious when 
superimposing reconstructed neurons in respect to their location within the home barrel 
(Fig. 5). SpSt cells in Sert+/+ rats revealed, individually and as a population, a projection 
pattern that was almost exclusively restricted to their home column. While the main 
descending axon projected toward the white matter with few collaterals in the deeper 
infragranular layers Vb and VI, recurrent collaterals formed dense projection fields within 
the layer IV and II/III of the HC (Fig. 5A1). Sert+/+ pyramidal cells possessed more 
collaterals that projected into neighbouring columns, spanning up to 3 columns, but their 
main projection fields were still found within the layers IV and II/III of the HC (Fig. 5B1). 
In contrast, in Sert-/- rats spiny stellate and pyramidal cells, this prominent restriction to the 
HC was absent. Both morphological classes gave rise to numerous collaterals that projected 
into the septa and neighbouring columns within layer IV and II/III (Fig.s 5A2-B2). 
Furthermore, in particular Sert-/- SpSt cells possessed numerous projections into the deeper 
infragranular layers (Fig. 5A2).  
 
The detailed axonal properties were quantified on the basis of the axon length, number of 
nodes, endings and bouton number and density (for summary see Table 3B). The layer and 
column specific properties of the axonal projections of layer IV SpSt and Pyr cells were 
evaluated by compartmentalized analysis, which included the home column (HC), septal 
column (SC) and neighbouring column (NC), as well as all cortical layers. Layer II/III of 
the home column was further subdivided into equally sized compartments reflecting the 
upper and lower layer II/III. Our results show that while the length of the axonal 
projections as well as total number of boutons remained unchanged in Sert-/- SpSt and 
pyramidal cells, the axonal distribution pattern underwent significant cell type specific 
redistributions (P < 0.0001, ANOVA; Fig.s 6A/B). Whereas in Sert+/+ SpSt, 93 % of the 
axon, 97 % of the nodes and 94 % of the boutons were found in the HC, in Sert-/- rats only 
68 % of the axon, 79 % of the nodes and 69 % of the boutons were found in this 
Input/output excitatory connectivity of LIV Sert-/-  
28 
 
compartment (P <0.001, P = 0.002, P <0.001 respectively). These redistributions of the 
axon projections from the HC toward septal and neighbouring columns were most 
prominent in the granular and supragranular layers. There, the axon collaterals established 
significantly more boutons, while bouton numbers in the respective layers of the HC were 
reduced (Fig. 6A). This reduction in HC layer II/III of Sert-/- rats mainly resulted from 
fewer axonal projections into the upper layer II/III, where axonal length and bouton 
numbers were halved (P = 0.042 and P = 0.048, respectively). Furthermore, we found that 
in Sert-/- SpSt cells, all parameters of axonal projections toward the infragranular layer Vb 
of the HC were significantly increased by the 2 to 3-fold, i.e. axon length (Sert+/+: 539 ± 
149 µm; Sert-/--: 1805 ± 254 µm; P = 0.001) arborizations (number of nodes; Sert+/+: 1.7 ± 
0.6; Sert-/- : 13.0 ± 1.7; P = 0.002) and bouton numbers (Sert+/+: 104 ± 32; Sert-/- : 333 ± 71; 
P = 0.009). 
 
 
Fig. 5. Intracortical axonal projection pattern of excitatory cells in Sert+/+ and Sert−/− layer IV of the barrel 
cortex. Representative morphological reconstruction(s) of the somatodendritic structure (blue) and axonal 
projections (red) of spiny stellate cells (A1,B1) and pyramidal cells (A2,B2) in Sert+/+ and Sert−/− cortex. Overlay 
of 5 reconstructed neurons aligned to their position within their home barrels which illustrates the main axonal 
projection patterns on the population level. Grey shaded areas indicate the position of the respective home barrel 
(centre) and adjacent barrels. 
 
Quantitative analysis of Sert-/- pyramidal cells revealed less prominent differences to those 
of Sert+/+ pyramidal cells, partially due to a higher variability in the axon projections which 
were extensive in both genotypes. While the qualitatively observed increase in 
transcolumnar projections was not significant on the quantitative level, the bouton 
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distribution in the HC supragranular layers was significantly reduced (% layer IV boutons 
within HC: Sert+/+: 39.3 ± 5.1%; Sert-/-: 22.2 ± 4.0%; P = 0.02; Fig. 6B). As in Sert-/- SpSt 
cells, this reduction in HC associated projections was most prominent for axon collaterals 
in the upper layers II/III (axon length: Sert+/+: 2801 ± 499 µm, SertSert-/-: 4713 ± 602 µm, P 
= 0.014; number of nodes; Sert+/+: 19.2 ± 0.6; Sert-/-: 13.0 ± 1.7; P = 0.002) and bouton 
numbers (Sert+/+: 104 ± 32; Sert-/-: 333 ± 71; P = 0.009).  
As a whole, the quantitative evaluation of the morphological properties of layer IV SpSt 
and pyramidal cells in Sert-/- rats revealed a cell type specific loss of home column specific 
restriction of their axon projections and to an increased descendent projection into the 
infragranular layers of the S1 cortical networks.    
 
 
 
Fig. 6. Quantitative analysis of the axonal projection pattern of excitatory spiny stellate (A) and pyramidal 
cells (B) in Sert+/+ and Sert−/− layer IV barrel cortex. Schematic drawings (left panels) illustrate the significant 
changes in relative bouton distribution within the individual layers (I–VI), highlighting layers specific shifts from 
home column (HC) to septal or neighbouring column (NC) and vice versa. Histograms (right panels) represent the 
most relevant layer specific axonal properties (length, nodes, and boutons number) per genotype. Data are mean ± 
SEM, asterisks mark significant differences between genotypes. ∗p < 0.05; ∗∗p < 0.01. 
 
 
Discussion 
There is accumulating evidence showing that 5-HT plays a key role in the network 
formation within the developing brain, in particular for the correct establishment of the 
topographic organisation of the somatosensory system (Cases et al., 1996; Salichon et al., 
2001; Persico et al., 2001; Gaspar et al., 2003; Xu et al., 2004; Van Kleef et al., 2012). The 
present study shows that increased 5-HT levels during critical neurodevelopmental stages 
not only distorts the topographic wiring between the thalamus and the individual barrels in 
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the layer IV of the primary somatosensory cortex but also affects the efferent axonal 
connectivity of layer IV excitatory networks. In these networks, which form the backbone 
of early intracortical processing of tactile sensory information (for review see Brecht 2007; 
Petersen 2007; Dirk Feldmeyer et al., 2013), we found (i) a reduced dendritic complexity of 
spiny stellate cells within the layer IV barrels, (ii) a decrease in the intracolumnar 
restrictions of projections towards the associative supragranular layers II/III and (iii) 
increased axonal projections towards the infra-granular layer Vb.   
 
Reduced topographical precision of thalamocortical innervation of the S1 cortex. 
During neural development, growing thalamic projections from the dorsal thalamus 
transiently express Sert (for review see Gaspar et al., 2003, van Kleef et al. 2012) and reach 
the input layer IV of the barrel cortex around P7, guided by molecular cues that are 
modulated by 5-HT concentrations (Bonnin et al., 2007; Bonnin et al., 2012). Changes in 5-
HT concentrations during this critical neurodevelopmental period (Erzurumlu and Kind 
2001) affects thalamocortical pathfinding and alters the barrel-like clusters of 
thalamocortical afferents (Bonnin et al. 2007, 2012; Li and Crair 2011). Our analysis of 
individual TCAs projecting from the VPM to S1 showed that in both Sert+/+ and Sert-/-
axonal clusters formed more densely in the input layer IV of S1. While normally individual 
thalamic axon mainly project to one barrel and its associated column, (Oberlaender, de 
Kock, et al. 2012) TCAs of Sert-/- rats innervated a broader field within the layer IV. These 
results are in agreement with previous studies in Sert-/- and monoamine oxidase (MAOA)-/- 
mice (Cases et al., 1996; Young-Davies et al., 2000; Persico et al., 2001; Salichon et al., 
2001; Rebsam et al., 2002). Interestingly, we observed a clear barrel pattern in both the 
acute brain slices and CO-processed tissue of the Sert-/- rats which allowed us to quantify 
the level of organisation of TCA innervation in respect to the barrel associated cortical 
column. Our data show that in Sert-/- rats, the thalamocortical innervation has lost its 
predominant one-to-one association to the individual home barrel by projecting extensively 
into the layer IV septa as well as into the neighbouring barrels. Together with our finding 
that TCAs are less arborized and possess fewer boutons within their respective home barrel, 
this loss in topographic precision could result in a reduced transmission efficiency of tactile 
sensory signals between individual barreloids of the VPM and the cortical layer IV. In vitro 
studies have shown that the VPM to layer IV synapse forms and refines into its 
topographical organisation during the first post-natal week, time after which the ability to 
induce plasticity at the layer IV synapse decreases (Feldman et al., 1999; Fox 2002). The 
Sert-/- phenotype observed at P21 could indicate an immature system where the critical 
developmental time window is delayed. Recent in vivo studies have shown that sensory 
deprivation could reorganise TCA receptive fields in adult (3-month-old) animals 
(Oberlaender et al., 2012). It remains to be investigated if the Sert-/- TCA topography can 
be rescued over time, through sensory experience.  
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Altered but not abolished barrel field organisation in Sert-/- rats. A reduction in the 
synaptic transmission of peripheral input towards the cortex either through a reduced TCA 
structure or through a reduced synaptic activity at the TC synapse results in an altered 
development of the barrel field, which could also be consequent to elevated 5-HT levels 
during development. While some studies have reported that increases of 5-HT during 
critical developmental time points prevent the formation of the barrel field (Cases et al. 
1996; Rebsam et al., 2002; Persico et al., 2001; Salichon et al., 2001), our observations 
point to a milder phenotype in the Sert-/- rat. Although the barrel formation is clearly 
visible, the delimitation between barrel and septa is more diffuse. The individual barrels of 
the Sert-/- are smaller in comparison to those of the Sert+/+ rats and the septal areas are 
significantly enlarged. Although, the CO pattern show that the neuronal clustering of 
granular cells within the layer IV seems to be less defined, we found that, similar to Sert+/+ 
rats, the dendritic organisation of excitatory spiny stellate cells of the Sert-/- rats remain 
aligned with edge of the barrel borders. Also, the cause and consequences of a widened 
septum in Sert-/- rats is unknown. Interestingly, the neurons within the septa of the layer IV 
mainly project to the whisker related area of the primary motor cortex (M1) (Alloway et al., 
2004). A modification in the circuits involved in sensorimotor control of whisking 
behaviour could hypothetically result in changes in active sensory discrimination. Indeed, 
Sert-/- mice have been reported to show impairments in the spontaneous gap crossing task 
(Pang et al. 2011a).  
 
Excitatory neural networks in layer IV of the Sert-/- rat. In the rodent somatosensory 
system, the main excitatory target neurons of the TCAs originating from the VPM are the 
spiny stellate and the pyramidal neurons within the barrels of S1 in layer IV (for review see 
Petersen 2003; Brecht 2007). Previous studies have shown that the layer IV excitatory 
neurons establish a highly interconnected local excitatory network which is capable of 
amplifying the sparse thalamic input before it is relayed towards the supragranular layers 
(Stratford et al., 1996; Feldmeyer et al., 1999, 2002; Schubert et al. 2003). Our results show 
that in Sert-/- rats, these excitatory networks undergo cell type specific structural changes. 
These changes will be discussed in detail below. However, the intrinsic 
electrophysiological properties of layer IV excitatory neurons were not affected by 
excessive exposure to 5-HT during development. This key neuronal feature regulates and 
defines neuronal excitability as well as the temporal characteristics of the information 
output (Connors and Gutnick 1990). Neither passive, nor active electrophysiological 
properties of both spiny stellate and pyramidal cells showed detectable differences across 
genotypes. Although in vitro studies have shown that acute 5-HT exposure influences 
neuronal excitability and synaptic plasticity (Waterhouse et al., 1986; Schmitz et al., 1995; 
Foehring et al., 2002) our findings imply that constant increased 5-HT levels do not cause a 
lasting change in neuronal excitability that could alter the reception of incoming thalamic 
input. 
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Cell type specific changes in general dendritic organisation. The dendritic organisation 
of neurons is regulated by presynaptic glutamatergic release as well as by surrounding 
monoaminergic levels (Gonzales-Burgos1996; Levitt et al. 1997; Hayashi et al. 2010). As 
mentioned above, spiny stellate cells within the barrels of layer IV typically have spatially 
confined dendritic trees that are restricted to the inside of a barrel and clusters around the 
thalamic afferent terminals (Callaway and Borrell 2011; Staiger et al., 2004). Also, layer IV 
pyramidal and star-pyramidal cells, pooled in our study, give rise to an apical dendritic tree 
that extends the neuronal receptive surface towards the supragranular layers (Schubert et 
al., 2003; Staiger et al., 2004). We found no changes in the general principles of barrel-
associated dendritic organisation of layer IV excitatory cells of Sert-/- rats. However, the 
spiny stellate cells showed an increased number of elongated dendrites, that were altogether 
less complex when compared to Sert+/+ spiny stellate cells. In contrast, layer IV pyramidal 
cell dendrites were indistinguishable between genotypes. Although loss in dendritic 
complexity, number of primary dendrites or elongated dendrites is in line with previous 
studies performed in various regions of the rodent brain (Norrholm and Ouimet 2000; Bou-
Flores et al., 2000; Lee and Lee 2012), it contradicts others (Lee 2009). These different 
results could be based on (i) the cell-type and region specific differences in 5-HT receptor 
expression (for review see Gaspar et al., 2003; Daubert and Condron 2011), (ii) the age at 
which the study is carried out and (iii) the timing as well as the duration of the increased 
exposure to high 5-HT levels. Indeed, the effect of 5-HT receptor activation on basic 
dendritic (re)organisation can be rapid. The reduced dendritic complexity of spiny stellate 
cells in Sert-/- could lead to an altered local signal processing of tactile information (see 
Varga et al., 2011) The cell type specific nature of these dendritic alterations could be 
explained by the fact that the two classes of excitatory cells receive different sources of 
intracortical inputs, i.e. spiny stellate cells are almost exclusively involved in local intra-
barrel signal processing, whereas pyramidal cells are wired across layers and columns 
(Schubert et al., 2003).  
 
Loss of intracolumnar dominance of excitatory layer IV output connectivity. Even 
though many studies have broadly investigated the link between 5-HT and disorganised 
thalamocortical axonal projections towards S1 (for review see Van Kleef et al., 2012) the 
resulting effect of this disorganisation on the intracortical connectivity remains 
unanswered. In layer IV, excitatory neurons typically show two main projection domains: 
one within the HB in layer IV, the other one in the supragranular layers II/III (Petersen and 
Sakmann 2000; Lübke et al., 2000; Dirk Feldmeyer et al., 2002; Staiger et al., 2004; 
Joachim Lübke and Feldmeyer 2007). There is a clear distinction between the projection 
patterns of layer IV spiny stellate and pyramidal cells. Spiny stellate cells project almost 
exclusively within their home column whereas pyramidal cells, in addition to their 
prominent intracolumnar projections, also project into neighbouring columns (Staiger et al. 
2004). Interestingly, our data demonstrate that in Sert-/- rats, the excitatory cells within the 
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layer IV have lost their prominent intracolumnar associated projection pattern, most 
importantly the spiny stellate type. Spiny stellate cells show a significant expansion of their 
projections into the septa and transcolumnar layer IV and II/III, at the expense of weakened 
intracolumnar projections. Also, the ascending axons of excitatory layer IV neurons 
preferentially form contacts with the basal dendrites of pyramidal cells within the 
supragranular layers II/III (Feldmeyer et al. 2002). The loss of columnar organisation 
within these important modules of the canonical microcircuitry of S1 (for review see 
Douglas and Martin 2004; Joachim Lübke and Feldmeyer 2007; Schubert et al., 2007) 
could imply important changes in the feed forward of sensory information towards the 
associative layers. However, the nature of the cellular population contacted by these 
increased transcolumnar projections still needs to be identified and could be both excitatory 
and/or inhibitory neuronal populations.  
 
Another interesting finding of this study was the presence of significantly increased 
downward projections of layer IV excitatory cells towards the layer Vb. The latter 
projections of layer IV cells towards the infragranular layers are known to be typically 
sparse (Gilbert and Wiesel 1983; E M Callaway and Wiser 1996; J Lübke et al., 2000; D 
Schubert et al., 2001, 2003; Staiger et al., 2004) and the consequences of these alteration 
may be complex since neurons in the layer Vb of S1 are a secondary target of TCAs of the 
VPM as well as major cortical output neurons (for review see Brecht 2007). Consequently, 
this connection may potentially modulate intracortical signal processing at the input as well 
as at the cortical output level.  
 
It will be of interest to investigate whether the reorganisation of intracortical wiring found 
in Sert-/- rats is long lasting and persists throughout the life-span. Especially the 
intracortical connections such as the layer IV to II-III synapse which remain plastic and can 
be modulated throughout adulthood (Feldman 2000; Fox 2002; Dirk Feldmeyer et al. 2002; 
Bender et al., 2003; Shepherd et al. 2005), and the refinement could be compensated for at 
older ages.  
 
Functional consequences. The typical topographic columnar organisation of the barrel 
cortex is characterised by the segregated thalamic afferents projecting to the layer IV 
barrels and the subsequent cell type specific intracolumnar projections towards the layers 
II-III. It is hypothesised that the intracortical sensory networks can correctly interpret 
complex spatial and temporal aspects of incoming sensory information, through the 
coexistence of neurons that can keep the spatial specificity of information within one 
column (signal segregators) and neurons that integrate information (signal integrators) 
across cortical columns (Schubert et al., 2003, 2007). In the barrel cortex, layer IV spiny 
stellate cells have very small suprathreshold receptive fields (Brecht et al., 2004) and are 
thought to be the archetype of a signal segregator since they (i) receive spatially precise 
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information via TCAs of the VPM, (ii) receive intracortical information almost exclusively 
from neurons in their home barrel and (iii) transmit information within their column (for 
review see Brecht, 2007). Our findings show that in Sert-/-, both TCAs as well as the 
intracortical projections of the excitatory layer IV cells do not possess this spatial 
specificity. It will be of interest to evaluate the behavioural consequences of these structural 
deficits. Indeed, in vivo functional and behavioural studies on rodents having been exposed 
to high 5-HT levels during brain development show changes in stimulus evoked cortical 
activity (Esaki et al., 2005; Pang et al., 2011). 
 
Also, it is of great interest to clarify how the cumulated effects of the thalamocortical 
disorganisation, the altered excitatory layer IV projections and the constant elevated 5-HT 
levels in Sert-/- rats, could affect other crucial parts of the intracortical networks. Two of 
these candidate networks are (i) the associative layers II/III, central for the correct 
integration and interpretation of tactile sensory information arising from layer IV (Douglas 
and Martin 2004; Lübke and Feldmeyer 2007; Schubert et al., 2007) and (ii) the inhibitory 
interneuronal population, crucial in dynamically shaping the receptive field properties and 
ensuring coincidence detection of excitatory signals by allowing a window of opportunity 
for incoming thalamic information to integrate within the layer IV barrels (Gabernet et al. 
2005; Sun et al. 2006; Cruikshank et al. 2007; Kimura et al. 2010). 
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Tables. 
Table 1. Structural organisation of thalamocortical afferent innervation of the barrel 
cortex. 
  length [µm] nodes boutons 
Total Sert+/+ 2976 ± 302 28.6 ± 3.5 632 ± 74 
 Sert-/- 4903 ± 823 ** 31.6 ± 3.3 1137 ± 160 * 
HC L4 Sert+/+ 1905 ± 155  24.6 ± 3.4 452 ± 44 
 Sert-/- 1227 ± 211*** 10.8 ± 3.3 * 280 ± 41 ** 
NC L4 Sert+/+ 25.1 ± 17.3  0.0 ± 0.0 5.1 ± 3.5 
 Sert-/- 354.1 ± 116.9 *** 1.8 ± 0.7 * 93.6 ± 29.8 * 
Septum Sert+/+ 19.2 ± 9.6   0.0 ± 0.0  7.0 ± 3.8 
 Sert-/- 415.8 ± 110.5 *** 3.0 ± 1.2  101.6 ± 31.9 *  
HC L2/3 Sert+/+ 426.7 ± 127.8 0.1 ± 0.1 108.7 ± 37 
 Sert-/- 536.8 ± 151.6 2.3 ± 0.7 144.6 ± 40.2 
NC L2/3 Sert+/+ 33.3 ± 33.3 0.0 ± 0.0 11.8 ± 11.8 
 Sert-/- 370.5 ± 181.7** 1.8 ± 2.2 111.8 ± 55.9 
Sept L2/3 Sert+/+ 8.2 ± 8.2 0.0 ± 0.0 2.4 ± 2.4 
 Sert-/- 297.8 ± 123.4*** 1.1 ± 0.5  75.0 ± 31.0 
HC, Home column; NC, neighboring column; Data are means ± SEM. P<0.05 *; P<0.01 **; P<0.001 ***.  
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Table 2. Electrophysiological Properties of Layer IV excitatory neurons. 
 
Active properties were measured by 1 just suprathreshold stimulation, eliciting 2-4 APs, or 2 by stronger 
depolarising current injection, eliciting 10-14 APs. No significant differences were found between SpSt and Pyr 
across both genotypes. Data are means ± SEM. Pyr, pyramidal cell; SpSt, Spiny stellate cell; ISI, inter-stimulus 
interval. 
  
 
  
  Sert+/+ Sert-/-  
 Pyramidal cell Spiny stellate cell Pyramidal cell Spiny stellate cell 
Passive properties n = 22 n = 10 n = 30 n = 11 
Vrmp [mV]                             69.2 ± 1.4 -67.4 ± 1.9 -70.6 ± 1.4 -67.7 ± 2.1 
Rm [MΩ]                             142.5 ± 11.8 157.9 ± 23.4 128.0 ± 13.7 145.8 ± 17.6 
τm [ms]                                 15.8 ± 1.3 15.8 ± 1.8 15.9 ± 1.2 16.1 ±1.6 
Active properties    
AP threshold1 [mV] -37.4 ± 1.3 -31.6 ± 1.4 -37.0 ± 1.1 -36.8 ± 2.4 
AP amplitude [mV] 77.6 ± 9.9 69.5 ± 5.0 78.2 ± 9.3 76.4 ±12.7 
AP halfwidth [ms] 1.3 ± 0.4 1.4 ± 0.2 1.4 ± 0.3 1.3 ± 0.3 
1st ISI – weak1 [ms] 27.2 ± 5.9 28.7 ± 8.4 43.6 ± 8.8 24.3 ± 8.9 
1st ISI – strong2 [ms] 9.0 ± 0.8 7.3 ± 1.0 10.3 ± 1.1 13.7 ± 3.7 
AP firing Pattern     
Regular Spiking 54.5% 40% 73.3% 36.4% 
Instrinsic Bursting 45.5% 60% 26.7% 63.6% 
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Table 3. Morphological properties of Layer IV excitatory neurons. 
 
  Spiny stellate cells Pyramidal cells  
 Sert+/+ Sert-/- Sert+/+ Sert-/- 
Somatodendritic n = 7 n = 8 n = 8 n = 11 
Soma size (µm) 161.3 ± 12.7 157.1 ± 13 204 ± 13.2 206.8 ± 22.5 
Primary dendrites (n)                            3.6 ± 0.2 5.3 ± 0.3*** 3.8 ± 0.3 4.7 ± 0.4 
Nodes (n)                             24.9 ± 1.1 22.4 ± 1.7 13.5 ± 1.1 14.5 ± 1.4 
Endings (n) 28.6 ± 0.9 27.6 ± 1.7 17.1 ± 1.3 19.3 ± 1.4 
Length (µm) 2585 ± 116 3800 ± 483* 1905 ± 154 2344 ± 216 
Covered Surface (µm²) 80726 ± 8536 86948 ± 9393 67292 ± 8706 83963 ± 9569 
Apical dendrite     
Length (µm) - - 1988 ± 220 1874 ±180 
Nodes (n) - - 12.6 ± 1.7 14.7 ± 2 
Endings (n) - - 13.8 ± 1.8 15.8 ± 2 
Covered surface (mm²) - - 0.167 ± 0.029 0.142 ± 0.017 
Axonal n = 7 n = 5 n = 6 n = 9 
Axonal length (µm)                                 17201 ± 1872 18820 ± 1739 21253 ± 2046 18720 ± 1741 
Axonal nodes (n) 79.4 ± 5.7 107 ± 4.6** 124.2 ± 17.7 100.7 ± 8.5 
Axonal endings (n) 79.7 ± 5.7 108 ± 4.3** 123.8 ± 17.3 102.1 ± 8.6 
Boutons (n) 3889± 447 3968 ± 335 4447± 465 4059 ± 443 
Bouton density (/100µm) 21.5 ± 1.2 21.4 ± 1.3 20.9 ± 1.9 20.9 ± 0.8 
Covered surface (mm²)     
The covered surface of a structure was calculated by a 2-dimensional dimensional convex hull estimation of the 
structure perimeter. Data are means ± SEM. P<0.05 *; P<0.01 **; P<0.001 ***.  
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Abstract 
Neural activity is essential for the maturation of sensory systems. In the rodent primary 
somatosensory cortex (S1), high extracellular serotonin (5-HT) levels during development 
impair neural transmission between the thalamus and cortical input layer IV (LIV). Rodent 
models of impaired 5-HT transporter (SERT) function show disruption in their topological 
organisation of S1 as well as in the expression of activity regulated genes essential for 
inhibitory cortical network formation. It remains unclear how such alterations affect the 
processing of sensory information within cortical LIV. Using serotonin transporter 
knockout (Sert-/-) rats we demonstrate that high serotonin levels during development impair 
feedforward inhibition, result in fewer perisomatic inhibitory synapses as well as a 
depolarised GABA reversal potential and reduced expression of KCC2 transporters. At the 
neural population level, reduced feedforward inhibition increases excitatory drive 
originating from LIV, facilitating stimulus representations in the recipient supragranular 
layers (LII/III). At the functional level the consequence of these changes in network 
excitability resulted in faster integration of sensory information, as Sert-/- rats required 
fewer whisker touches to locate tactile targets of interest and did so with faster reaction 
times. These results highlight the importance of serotonergic homeostasis for the 
maturation of activity driven cortical networks.  
 
Keywords: 5-HT, 5-HTT, feedforward inhibition, inhibition, serotonin, somatosensory.  
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Introduction  
Sensory experience and neuronal activity collectively drive the development of inhibitory 
cortical circuitry (Huang 2009) which occurs during the 2nd postnatal week in the rodent 
neocortex (Luhmann and Prince 1991; Daw et al. 2007; Huang 2009; Zhang et al. 2011; Le 
Magueresse and Monyer 2013). Sensory deprivation during this critical period, which leads 
to reduced neural transmission between the thalamus and sensory cortex, has been 
associated with an impaired maturation of inhibitory synapses (Kilman et al. 2002; Hensch 
2005; Gao et al. 2014), lower inhibitory drive (Chamma et al. 2012), deficits in 
feedforward inhibitory mechanisms (Chittajallu and Isaac 2010) as well as altered 
excitatory and inhibitory receptive field maturation within cortical layer IV (LIV) 
(Shoykhet et al. 2005).  
 
Rodents exposed to elevated brain serotonin (5-HT) levels early in development represent 
useful models to investigate the effects of such reduced afferent activity at the 
thalamocortical (TC) synapse. During the first postnatal weeks, 5-HT1B receptor activation 
on TC synapses impairs the probability of glutamate release onto neurons within the main 
input LIV of the somatosensory cortex (Rhoades et al. 1994; Laurent et al. 2002). The 
serotonin transporter (SERT), transiently found on TC axons from embryonic day 15 to 
postnatal (P) day 10 reuptakes 5-HT at the TC synapse (D’Amato et al. 1987; Lebrand et al. 
1998; Gaspar et al. 2003). Blockage of SERT, either genetically or pharmacologically, 
results in impaired topological TC innervation and organisation of the barrel field in 
cortical LIV (Gaspar et al. 2003; Lee 2009; Miceli et al. 2013; Chen et al. 2015) as well as 
reduced expression of GABAergic markers important for inhibitory synapse formation 
(Guidotti et al. 2012). Hence, regulating extracellular 5-HT levels during the first two 
postnatal weeks is critical for proper thalamocortical synaptic transmission and 
consequently, maturation of the intracortical circuits (Chen et al. 2015). 
 
Synaptic inhibition is crucial for proper sensory signal processing (Miller 2003; Wilent and 
Contreras 2005; Isaacson and Scanziani 2011) as microcircuits such as those which mediate 
feedforward inhibition (FFI) in cortical LIV allow the gating of incoming peripheral stimuli 
and preserve their spatio-temporal aspects (Gabernet et al. 2005; Roux and Buzsáki 2015). 
In S1 cortical networks, this is possible through the topologically organised projections of 
TC axons of the ventroposteromedial thalamic nucleus (VPM) onto both excitatory 
neurons, i.e. spiny stellate and pyramidal cells, and inhibitory interneurons (in particular 
GABAergic parvalbumin positive fast spiking neurons) in the cortical LIV barrels (Porter 
et al. 2001; Sun et al. 2006; Cruikshank et al. 2007, 2010; Hull and Scanziani 2007; Kimura 
et al. 2010). Since the thalamocortical afferents (TCAs) of the VPM transmit 
monosynaptically onto excitatory neurons, whereas the inhibitory input requires disynaptic 
transmission, this circuit allows a short time window (1-2 ms) for temporally relevant 
information to be integrated before the inhibitory input shunts any latent response (Miller et 
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al. 2001; Swadlow 2003; Bruno and Sakmann 2006a). Furthermore, FFI prevents excessive 
recurrent excitation of the extensively interconnected excitatory LIV neurons (Feldmeyer et 
al. 1999; Schubert et al. 2003). SERT dysfunction and consequently high 5-HT levels 
during development affect the topological organisation of the barrel field as well as the 
expression of GABAergic markers (Cases et al. 1996; Persico et al. 2001; Salichon et al. 
2001; Rebsam et al. 2002; Guidotti et al. 2012; Miceli et al. 2013; Chen et al. 2015), 
suggesting that it could affect the formation and maturation of the inhibitory circuits 
involved in mediating sensory integration within the input LIV of the barrel cortex. Here, 
we investigated the role of 5-HT in the development of FFI circuits and its control of 
excitatory networks in layer IV barrels of S1 using Sert-/- rats. A combination of 
electrophysiological, anatomical, molecular and behavioural approaches revealed that 
juvenile Sert-/- rats are impaired at many levels affecting inhibitory control. We found 
reduced perisomatic inhibitory synaptic innervation of excitatory LIV neurons, reduced 
inhibitory drive due to a depolarised GABAA reversal potential (EGABA), as well as a 
reduced membrane expression of the KCC2 chloride transporter. Accordingly, Sert-/- rats 
showed an increased excitability of LIV to LII/III pathways and integrated sensory 
information faster, making perceptually based decisions with significantly fewer whisker 
contacts on a spatial object localization task. 
 
Materials and Methods 
Animals  
Experiments were performed on male juvenile (postnatal day 20-23) Wistar rats. Sert-/-
(Slc6a41Hubr) rats were generated by ENU-induced mutagenesis (Smits et al. 2006). 
Experiments were performed on male juvenile (postnatal day 20-23) Wistar rats. Sert-/-
(Slc6a41Hubr) rats were generated by ENU-induced mutagenesis (Smits et al. 2006). All 
animals were bred and reared in the Central Animal Laboratory of the Radboud University 
Nijmegen (Nijmegen, The Netherlands). Breeding animals were derived from outcrossing 
heterozygous (Sert+/-) knockout rats for eight generations. Experimental animals were 
derived from homozygous breeding. We genotyped the animals routinely in order to 
confirm their genetic background. Animals were supplied with food and water ad libitum 
and were kept on a 12 h: 12 h light : dark cycle (lights on at 0600 h). The light:dark cycle 
was inversed for the Gap Crossing behavioural experiment. All experiments were approved 
by the Committee for Animal Experiments of the Radboud University Nijmegen Medical 
Centre, Nijmegen, The Netherlands, and all efforts were made to minimize animal 
suffering and to reduce the number of animals used. 
 
Electrophysiological recordings 
Slice preparation  
Acute thalamocortical slices from the rat somatosensory cortex containing the pathway 
from the thalamus to the barrel cortex (Agmon and Connors 1991) were used. Following 
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anesthesia and decapitation, brain tissue containing the barrel cortex was excised, quickly 
removed from the skull, and stored in ice-cold artificial cerebro-spinal fluid (ACSF) 
oxygenated with carbogen (95% O2, 5% CO2). ACSF consisted of (in mM): 124 NaCl, 1.25 
NaH2PO4, 26 NaHCO3, 1 CaCl2, 5 MgCl2, 3 KCl, 10 glucose at pH 7.4. The hemispheres 
were separated and cut with a 55° angle from the midline according to the rat brain 
coordinates of Land and Kandler (2002). The tissue block containing the region of interest 
was glued to a chilled Vibratome platform (Microm HM 650 V, Microm, Germany) and 
slices (300 µm thickness) were cut. The slices were stored in an incubation chamber 
containing carbogenated ACSF at room temperature for at least 1 h, then transferred to the 
recording chamber and submerged in 32°C ACSF 124 NaCl, 1.25 NaH2PO4, 26 NaHCO3, 
2 CaCl2, 1.8 MgCl2, 3 KCl, 10 glucose at pH 7.4. at a flow rate of 1 ml/min. 
Voltage-Clamp recordings 
Layer IV excitatory neurons were identified based on their perisomatic morphology using 
an upright microscope (Olympus, Germany) fitted with 2.5x and 40x objectives. The barrel 
field was visualized at low magnification and the individual cells were selected within the 
barrels at high magnification using an infrared enhanced quarter-field illumination (DGC, 
Luigs & Neumann, Ratingen, Germany). Somatic whole-cell recordings were performed at 
room temperature using borosilate glass pipettes with a tip resistance of 4-6 MΩ. Patch 
pipettes were filled with (in mM): 115 CsMeSO3, 20 CsCl, 10 Hepes, 2.5 MgCl2, 4 
Na2ATP, 0.4 NaGTP, 10 Na-Phosphocreatine, 0.6 EGTA). Cells were selected at a 
minimum depth of -60 µm to retain the maximum network and minimize cutting artifacts. 
GABAA/AMPA ratio recording was performed as previously described (Chittajallu and 
Isaac 2010) in AP5 (100 µM) where input onto LIV excitatory cells was evoked by placing 
a bipolar stimulation electrode in the thalamic afferents and applying a 200 µs pulse of 
maximal intensity in order to ensure the recruitment disynaptic inhibitory post synaptic 
currents (IPSC) with a monosynaptic excitatory post synaptic current (EPSC) on the 
recorded LIV excitatory neuron. The ratio of the peak GABAA mediated IPSC amplitude 
(recorded at Vh 0 mV) to the peak amplitude of the AMPA receptor–mediated EPSC 
(recorded at Vh −70 mV), refers to the GABAA/AMPA ratio. Thalamic release probability 
onto excitatory and fast spiking (FS) interneurons was recorded as paired pulse ratio (PPR) 
of evoked EPSCs at Vh-70 mV, at varying inter-stimulus intervals (ISIs; 50 and 100 ms). 
The latter was recorded using a K-gluconate based intracellular solution which allowed us 
to identify and characterise the firing response of FS interneurons as well as their intrinsic 
properties (see current clamp recordings). For evoked IPSCs, a bipolar stimulation 
electrode was placed within the recorded LIV barrel at a minimum distance of 50 µm from 
the recorded cell, which was held at +10 mV. Paired pulse stimulation was delivered at 
with a 200 µs pulse at different ISIs (50, 100, 200 and 500 ms). PPR was calculated as the 
ratio of Amplitude 2/Amplitude1. Miniature Inhibitory post synaptic currents (mIPSCs) 
were recorded at holding potential (Vh) of +10 mV In ACSF containing 1 µM TTX and 100 
µM AP5 (Tocris Bioscience). Miniature excitatory post synaptic currents (mEPSCs) were 
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recorded at Vh -70 mV in ACSF containing 1 µM tetrodotoxin (TTX) and 100 µM 
picrotoxin (PTX) (Tocris Bioscience). 
Current-Clamp recordings 
Somatic, whole cell current clamp recordings were performed using a K-gluconate based 
intracellular solution (13 KCl, 117 K-gluconate, 10 K-HEPES, 2 Na2ATP, 0.5 NaGTP, 1 
CaCl2, 2 MgCl2, 11 EGTA at pH 7.4). FS interneurons were characterised for their resting 
membrane potential and passive and active intrinsic membrane properties by injection of a 
series of depolarising pulses until reaching action potential firing. Electrophysiological data 
were not corrected for a liquid junction potential of ca. -10 mV. Inhibitory reversal 
potential was measured as previously described (Staiger et al. 2004). A bipolar stimulation 
electrode was placed within the thalamic afferents and a 200 µs pulse was applied until a 
first IPSP could be observed in the recorded LIV neuron. After identification of the first 
IPSP, the stimulation strength was doubled to ensure a strong disynaptic inhibition and the 
recorded neuron was held at different membrane potentials using a voltage-clamp 
controlled current-clamp mode (VCcCC; from -80 to -40 mV). The time at which the peak 
IPSP (around Vh -40 mV) was observed was used to determine the membrane potential 
with zero net flow equal to 0 mV.  
Signal acquisition and analysis.  
The signals were amplified (SEC-05LX; npi-electronics, Tamm, Germany), filtered at 3 
kHz, and digitized using a Power1401 interface (CED, Cambridge, England). Data were 
recorded, stored, and analyzed with PC-based software (Signal, CED). After recording, the 
slices were photographed in the bath chamber to document the topography of barrel-related 
columns and laminae as well as the respective position of the patch electrode.  
 
Histochemistry and neuronal quantification 
Tissue processing and immunofluorescence  
Histology was performed on thalamocortical slices following intracardial perfusion (4% 
paraformaldehyde in phosphate buffered solution (PBS, 0.1 M, pH 7.4). The hemispheres 
were separated and cut with a 55° angle from the midline according to the rat brain 
coordinates of Land and Kandler (2002) to preserve pathway from the thalamus to S1 and 
60 µm slices were embedded (2% agarose) and cut using a vibratome (Microm HM 650 V, 
Thermo Fisher Scientific, USA). Slices were rinsed and blocked overnight at 4°C in 10% 
normal goat serum (Invitrogen, CA, USA) and 10% normal donkey serum (D9663, Sigma-
Aldrich, St Louis Mo, USA) in PBS containing 0.05% Triton-X and 1% BSA on a shaking 
table at 4°C. Primary antibodies chicken-anti NeuN (1:500; ABN91, Millipore, Billerica, 
MA, USA), mouse-anti GAD67 (1:1000; Mab5406, Millipore) and rabbit-anti GABA 
(1:500; A2052, Sigma-Aldrich) were incubated for 48 hours 4°C to ensure thorough tissue 
penetration. Secondary antibodies, Alexa Fluor® 488-AffiniPure donkey anti-chicken 
(1:200; 703-545-155, Jackson Immunoresearch, West Grove, PA, USA), Alexa Fluor® 568 
goat anti-mouse (1:200; Invitrogen) and Alexa Fluor® 647 goat anti-rabbit IgG (1:200; 
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Invitrogen) were incubated at room t° for 3 hours. Slices were mounted in Dako fluorescent 
mounting medium (Dako North America Inc., Carpinteria, CA, USA). Negative control 
experiments were performed by incubation without primary antibodies. Image acquisition 
Mosaic scans with a voxel size of 1.52×1.52×0.99 μm were taken using the Leica TCS SP5 
confocal microscope equipped with Argon-, DPSS 561- and HeNe 633-lasers at a 
magnification of 20×. Throughout imaging, the same laser power and photomultiplier 
settings were used. Large multi-tile images were created using the automated stitching 
plugin provided in the Leica Application Suite Advanced Fluorescence (LAS AF) software. 
Using the GAD67 channel, the same S1 column was manually selected in six subsequent 
sections for each animal. The selected columns were then analyzed using a Matlab based 
automated cell counting method that uses a combination of filtering and correction methods 
to collect data on the amount of inhibitory and excitatory neurons within a barrel column 
(see below).  
Automated Cell Counting analysis 
All image analyses were performed using custom-written Matlab routines running on 
Matlab 2012b with Image Processing Toolbox (Mathworks). For localization of the 
positively stained nuclei, we first applied a 3D median filter (ROI: 3x3x3 pixels) and the 
resulting image was used for vignette correction (Zheng et al. 2009). This process ensured 
homogenous illumination throughout the cortical volume and accounted for the intensity 
variation in the signal. For background subtraction the background was estimated by 
dilation (disk, 15 pixels in radius). To increase the SNR and amplify the signal from 
weakly stained neurons, we applied contrast-limited adaptive histogram equalization (8x8 
tiles). Images were then converted to the greyscale (256 levels) before the separation of 
foreground (i.e. signal) from the background using an adaptive threshold (2-level; (Otsu 
1979). Nuclear localization was performed using a modified watershed (Meyer 1994), so 
called the marker-based watershed method; Markers were calculated by applying regional 
maxima transform on (greyscale) foreground pixels smoothed by morphological opening-
by-reconstruction operation (Vincent 1993). To ensure accurate detection of cell 
boundaries image dilation (1 pixel) is applied to the B&W foreground before watershed 
segmentation. Finally, objects with a surface volume <70 pixels (empirically determined) 
are removed by morphological opening. Cell density is calculated from tissue volume 
measured by confocal microscopy. The collected data were binned into 20 bins per section, 
which were combined to represent their respective layers. Neuronal densities and IN-to-
neuron ratios were analyzed for the entire column and per layer.  
Statistical Analysis of the Reliability of Automated Counting 
Three human observers independently counted varying number of 3-D image s stacks from 
different antibody staining, using Vaa3D software (Peng et al. 2010). Three identical copy 
of each image stack were placed in the manual counting dataset in random order, and the 
human observers did not notice the repeated appearing of the same samples. 
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Quantification of inhibitory synapses onto somata of excitatory layer IV neurons 
Immunofluorescence, image acquisition and analysis 
Tissue was acquired and processed as previously described for the neuronal quantification 
immunohistochemistry protocol in the exception that a lower Triton-X concentration 
(0.01%) was used to prevent disruption of membrane proteins. Using a Zeiss Axio Imager 
Z1 fluorescent microscope, equipped with an ApoTome system, the centre of a LIV barrel 
was localized at 20X based on dense GAD67 immunofluorescence labeling. Increased 63X 
magnification was then used to image and select single excitatory neuronal cell bodies, 
based on a NeuN positive and GABA-negative immunolabeling. A total of 91 Sert+/+ and 
82 Sert-/- layer IV neurons were imaged. Circumference of neurons was calculated and 
perisomatic inhibitory GAD67 puncta were quantified using NIH ImageJ software. Data 
are given as number of inhibitory synapse/µm.  
 
Determination of KCC2 and NKCC1 protein concentration  
Tissue acquisition and cross-linking  
Acute thalamocortical slices from P21 Sert+/+ (n = 12) and Sert-/- (n = 12) were obtained in 
the same manner as for electrophysiological recordings (see above). Punches of barrel 
cortex from 3 subsequent 300 µm slices submerged in ice-cold ACSF, were taken 
bilaterally using a 2 mm micropunch (Harris Inc.), following stereotactic coordinates of 
Land and Kandler (2002), snap frozen in liquid nitrogen and stored at 80°C. Cell surface 
protein fractions were extracted using the BS3 crosslinking method (Kasri et al. 2009) using 
1 mM of the chemical crosslinking agent (BS3, #21580, Thermo Fisher Scientific) in ice 
cold PBS. The crosslinking reaction was quenched by adding ice-cold 50 mM Tris-HCl 
(pH 8.0). Samples were homogenized in ice-cold RIPA buffer (150 mM NaCl, 1% Triton 
X-100, 0.5% Na-deoxychelate, 0.1% SDS, 50 mM Tris pH 8.0) containing protease 
inhibitors (Roche Holding AG, Basel, Switzerland) and phosphatase inhibitors (Roche 
Holding AG, Basel, Switzerland). Tissue homogenisation was achieved by 10 rotations of a 
pestle in the Eppendorf tube. Subsequently, the samples were placed in a rotator at 4°C for 
30 minutes followed by centrifugation at 13000 rpm at 4°C for 20 minutes. The supernatant 
was transferred to a new tube and the pellet was discarded. A fraction of the supernatant 
was taken for determination of the protein concentration using the bicinchoninic acid 
(BCA)-assay (Thermo Fisher Scientific). Throughout these procedures, pairs of Sert+/+ and 
Sert-/- samples were processed in parallel to minimize variability. Protein concentration was 
determined, samples were diluted to equal concentrations and incubated with 50 mM 
Dithiothreitol (DTT) in Laemmli Sample Buffer (Bio-Rad Laboratories, Inc., Hercules, 
CA, US) at 95°C for 5 minutes. 
Western blotting and analysis 
Samples were resolved in 4–15% polyacrylamide gels (Bio-Rad Laboratories, Inc., 
Hercules, CA, US). Proteins were transferred to a nitrocellulose membrane (Bio-Rad 
Laboratories, Inc., Hercules, CA, US). Membranes were blocked for an hour in 5% nonfat 
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dry milk in PBS-Tween (0.05%) and incubated in the following primary antibodies (diluted 
in PBS-Tween 0.05% containing 1% nonfat dry milk): polyclonal rabbit-anti KCC2 
(1:1000; ab49917, Abcam, Cambridge, England), polyclonal rabbit-anti NKCC1 (1:500; 
ab59791, Abcam) or monoclonal mouse anti-γ-tubulin (1:2000; T5326, Sigma-Aldrich) 
overnight at 4°C. After an hour of extensive washing in PBS-Tween (0.05%), membranes 
were incubated in horseradish peroxidase (HRP) conjugated antibodies (1:8000) in PBS-
Tween (0.05%) containing 1% nonfat dry milk; goat anti-rabbit IgG (#G21234, Invitrogen) 
for KCC2 and NKCC1 and goat anti-mouse IgG (#115-035-062, Jackson 
ImmunoResearch) for γ-tubulin. After incubating for one hour at room temperature, blots 
were washed extensively again and revealed using the SuperSignal West Femto or Pico 
Chemiluminescent Substrate (Bio-Rad Laboratories, Inc., Hercules, CA, US) . 
Western blots were analyzed using the Bio-Rad Image Lab 5.0 software. Due to 
crosslinking, high molecular weight multimeric complexes were formed that remained in 
the top portion of the polyacrylamide gels forming multiple bands, which was analyzed in 
its entirety. A measure for surface expression of KCC2 and NKCC1 was obtained by 
dividing the intensities of the crosslinked (surface) fraction by the monomeric (internal) 
fraction.  
 
Multi Electrode Array recordings 
For investigating stimulus evoked intracortical signal propagation, we used extracellular 
recordings of local field potentials (LFPs) in slices mounted on multi electrode arrays 
(MEAs) kept under submerged conditions (identical to the conditions described above for 
whole cell patch clamp recordings and following a protocol described previously (Bakker 
et al. 2009). In brief, we used uncoated standard MEA chips (Multichannel Systems, 
Reutlingen, Germany) containing 60 TiN electrode with a diameter of 30 µM spaced 200 
µM centre to centre. The slices were positioned in such a way that the 4th row of MEA 
electrodes was aligned to cortical layer IV (LIV) and kept in place by a harp grid. This way 
all cortical layers were covered by at least one row of electrodes while vertically each 
barrel associated column was covered by 1 to 2 columns of MEA electrodes (see Fig. 6A). 
We allowed 30 minutes of incubation for the tissue to settle and ensure good connection 
with the MEA electrodes. Pictures were taken for later assignment of electrodes to cortical 
columns and layers during analysis.  
We applied electrical stimulation as monophasic voltage pulses (200 µs at -1000 mV) by a 
MEA electrode that was aligned with a LIV barrel of interest (see Fig. 6A) using a stimulus 
generator (STG2004, Multichannel Systems, Reutlingen, Germany). Recording electrodes 
were blanked from 20µs before until 100µs after the pulse. Signals from the MEA 
electrodes were band pass filtered filtered (0.1Hz high pass filter and 3kHz low pass filter), 
acquired by the PC-based data software MC Rack (Multichannel Systems) and digitized at 
a sampling rate of 10 kHz. Each stimulation protocol was repeated 8 times at 10 second 
intervals.  
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Pharmacology 
We pharmacologically dissected the main components of stimulus evoked LFPs. After the 
standard 30 min incubation in aCSF and recording of the stimulus evoked LFPs, we added 
in a first step CNQX (100 µM, Sigma-Aldrich) in order to block AMPA receptor mediated 
responses and in a second step, following another 30 min incubation, we added TTX (1 
µM, Sigma Aldrich) in order to also block voltage gated sodium channels and thus action 
potential generation in the slice. Stimulus evoked LFPs were recorded during each of the 3 
conditions. LFPs typically consisted of a more or less prominent TTX sensitive fast action 
potential volley (within 2 ms post stimulus, (see Bakker et al. 2009), followed by a slower 
negative, mainly CNQX sensitive AMPA component (see also Fig. 6B) representing local 
postsynaptic excitatory activity.  
Analysis and creation of average maps of intracortical excitatory signal propagation  
MEA analysis was carried out with a custom made Matlab-based analysis toolbox 
(MEAMEA, developed in house). Based on the averages over 8 recorded sweeps, for each 
electrode we determined the negative peak amplitude of the synaptic excitatory component. 
Pictures were analyzed for the position of columns and layers and used to determine the 
layer and column specific LFP responses. LFPs recorded from electrodes within the 
cortical column containing the stimulated LIV barrel were assigned to home column (HC) 
responses, those within the adjacent cortical column to neighbouring column (NC) 
responses. For the quantitative analyses for each layer of interest in HC and NC the 
electrode delivering the strongest LFP responses was considered, respectively. For the 
construction of genotype specific average maps of excitatory signal propagation, including 
a visualization of confidence levels of evoked responses, we used a method to project 
individual response maps into a template map (Staiger et al. 2014). In brief, we matched the 
slice-specific laminar and columnar cytoarchitecture with a template using vertical and 
horizontal scaling. This procedure involved, as a first step, translating, scaling and rotating 
LFP response maps with known layer and column specific positioning of the electrodes 
until an optimal match with a template’s centre barrel position, overall barrel size, slice 
orientation and pial surface was obtained. We estimated individual confidence levels that 
the averaged activity  at a given point differed from zero with , 
where  was the number of contributing slices,  the sample standard deviation, and  
the cumulative Student’s t-distribution. For display purposes, only those template grid 
points to which at least three slices contributed ( ) and for which  (zero 
activity excluded by “one sigma”) were considered further. 
 
Gap-crossing paradigm 
Tactile object localization training was performed on the gap-crossing task under no-visible 
light. Animals did not receive any reward for successful task execution, nor did they 
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receive any whisker deprivation. The training was performed on the automated version of 
the paradigm where the target position was controlled by linear actuators. The position of 
the target platform was drawn from a Gaussian distribution and the target position was set 
prior to the onset of the trial. The mean of the distribution was increased (range: 3-7) and 
the variance was reduced (range: 1-3) with increased number of sessions to ensure that 
animals can be tested in large range of tactile distances. This training procedure also 
compensated the body growth across days.   
The training lasted 5 days starting from postnatal day (P) 23. Two sessions of habituation to 
the apparatus on P21 and P22 were performed before animals were exposed to a gap. The 
entire first session, and the first half of second habituation session were performed under 
white light. Each training session lasted for 30 min or 20 successful trials (whichever 
comes first). A high-speed camera (PIKE AVT F-032B) positioned above the target 
platform in conjunction with infrared backlights (wavelength=820 nm; NERLITE) placed 
under the elevated platforms was used to visualize whisker based tactile exploration of the 
target as described before (Voigts et al. 2015).     
Automated analysis of tactile exploration statistics 
All image analyses were performed using custom-written Python routines using the 
OpenCV, Numpy, Scipy and StatsModels toolboxes. A background image was computed 
as the average of 30 frames taken before the animal entered the field of view and subtracted 
from all the frames. Platforms edges were detected in this background picture as the 
positions of a transition from a low to a high brightness in the illumination. The nose was 
assumed to be the dark point closest to the target platform edge as detected after automated 
adaptive thresholding (Otsu 1979). Crossing time was defined as the moment the animal’s 
nose has passed the platform edge by more than 20 pixels. The contacts were determined as 
follow. A one-pixel-high line was extracted on each side of the target platform edge for 
every frame. From these lines two spatio-temporal images were constructed where the 
horizontal axis is the position along the platform edge and the vertical axis is time. In this 
representation whiskers are V-shaped objects: during the protraction phase the whisker is 
coming closer to the centre and during the retraction phase it is going back to the sides. 
After application of a median filter, those V-shaped objects were detected and labeled 
through a connected-components analysis. Whiskers detected on one side of the platform 
were assigned to the ones detected on the other side based on geometric proximity. If a 
whisker was detected before but not after the platform edge then it was considered to be a 
contact. This approach, without requiring us to trace the entire whisker length, yielded the 
number of contacts occurring during each frame. The time series were further analyzed by 
genotypes and gap distances. All statistical tests are two-sided independent sample t-tests. 
Values are reported as mean ± standard error of the mean, in the text as well as on graphs 
with a shaded area. 
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Results 
 
Reduced efficiency of feedforward inhibition at the LIV thalamocortical synapse of 
Sert-/- rats. Efficient integration of sensory input within the circuitry of the primary 
somatosensory cortex requires coincidence detection of temporally correlated synaptic 
activity through feedforward mechanisms, which require proper excitatory/inhibitory 
function (Higley and Contreras 2003; Celikel et al. 2004; Foeller et al. 2005; Marik et al. 
2010). In order to test the efficiency of feedforward inhibition we first verified that LIV 
excitatory neurons of both Sert-/- and Sert+/+ rats received excitatory and inhibitory input 
following thalamic fiber stimulation. We measured excitatory post synaptic potentials 
(EPSPs) and inhibitory post synaptic potentials (IPSPs) onto LIV excitatory neurons using 
whole-cell current clamp (CC) recordings in combination with orthodromic stimulation of 
TCAs via a bipolar stimulation electrode positioned in the white matter below LVI (Staiger 
et al. 2004), Fig. 1A). We identified excitatory LIV Sert+/+ and Sert-/- neurons based on their 
perisomatic appearance and their action potential firing pattern and classified them as 
regular spiking or burst spiking as previously described (Miceli et al. 2013), Fig. S1). All 
excitatory neurons had a stable resting membrane potential of < -60 mV. For morphological 
confirmation a subset of LIV excitatory cells (n = 20) were filled with biocytin and 
classified as being either spiny stellate (SpSt; n = 11) or pyramidal (Pyr; n = 9) neurons 
(Fig. S1). In agreement with our previous study (Miceli et al. 2013), we found no genotypic 
differences in the basic intrinsic electrophysiological properties of either excitatory cell 
classes (Miceli et al. 2013), Table 1). In all recorded excitatory LIV cells of both Sert+/+ and 
Sert-/- rats, TCA stimulation reliably induced a monosynaptic EPSP in CC at a holding 
potential (Vh) of -65 mV. Increasing the stimulation intensity resulted in higher amplitude 
EPSPs until the feedforward inhibitory circuits were recruited, which induced a fast 
disynaptic hyperpolarising IPSP in all recorded neurons of both genotypes (Fig. 1A). Due 
to the lack of cell-type specific differences in stimulus-evoked responses upon TCA 
stimulation we considered LIV excitatory neurons as one group. We investigated thalamic 
integration of excitatory/inhibitory inputs by measuring GABA (Vh = 0 mV) and AMPA 
(Vh = -70 mV) currents onto LIV excitatory neurons of both genotypes following strong 
thalamic afferent stimulation in whole-cell voltage clamp. GABA/AMPA ratios were 43% 
lower in Sert-/- rats (Fig. 1B; Sert+/+ 4.27 ± 0.90, n = 13; Sert-/- 2.45 ± 0.34, n = 17; p < 
0.05), demonstrating a reduced inhibitory control of the excitatory LIV neurons. 
 
As a next step we tested whether in Sert-/- rats, the FFI was affected by an altered intrinsic 
neuronal excitability and/or changes in the synaptic release probability for thalamocortical 
input onto two relevant cortical target cell populations, i.e. excitatory as well as fast spiking 
(FS) inhibitory neurons in LIV. To this end, we recorded LIV FS inhibitory neurons (Sert+/+ 
n = 6, Sert-/- n = 6), which were identified based on their ovoid soma shape as well as their 
high frequency, non-adapting AP firing pattern (Fig. S2A; (Porter et al. 2001). 
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Fig. 1. Sert-/- rats show reduced feedforward inhibition onto layer IV excitatory neurons. (A) Left, schematic 
of the recording depicting bipolar stimulation in the thalamocortical afferents originating from the Ventro Postero 
Medial nucleus (VPM) with whole cell recording of a monosynaptic excitatory input and disynaptic inhibitory 
input onto an excitatory neuron within a LIV barrel. Right, example current clamp recording showing input onto a 
LIV excitatory neuron following thalamic afferent stimulation with increasing stimulation strength resulting in 
truncation of the EPSP by disynaptic IPSP in both Sert+/+ (black) and Sert-/- (grey). (B) Left, example voltage 
clamp traces depicting approximate mean of Sert+/+ (black) and Sert-/- (red) GABA currents recorded at Vh 0mV 
and AMPA currents recorded at Vh -70 mV. Right, histogram of mean GABA/AMPA ratio of Sert+/+ (black; n = 
13) and Sert-/- (red; n = 17) recorded in voltage clamp. (C) Example voltage clamp trace and histogram of 
experiment testing release probability of thalamic afferents onto excitatory LIV neurons using paired pulse 
stimulation of 50 and 100 ms inter stimulus intervals Sert+/+ (grey; n = 18) and Sert-/- (red; n = 17). Data are 
represented as mean ± SEM, * p < 0.05 (t-test). Action potential firing pattern of fast spiking (FS) interneurons is 
found in Fig. S2-A and control for release probability onto FS interneurons in Fig. S2-B.  
 
The intrinsic membrane properties of inhibitory LIV FS neurons were similar across both 
genotypes (Table 1), implying no change in the intrinsic excitability. We tested the release 
probability of the thalamocortical synapses using paired-pulse stimulation of the TCAs 
(Stevens 2003). Using whole cell voltage clamp (Vh -70 mV), stimulation of TCAs at inter-
stimulus intervals (ISI) of 50 and 100 ms revealed no significant changes in the paired-
pulse ratio (PPR) of excitatory current responses onto excitatory LIV neurons (Fig. 1C; 50 
ms: Sert+/+ 0.97 ± 0.06, n = 18; Sert-/- 1.03 ± 0.11, n = 17; t(28) = 0.47, p = 0.65; 100 ms: 
Sert+/+ 1.06 ± 0.08; Sert-/- 1.00 ± 0.08, t(33) = 0.48, p = 0.63) as well as onto inhibitory FS 
cells (Fig. S2B).   
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Furthermore, we tested the reversal potential of the fast disynaptic GABAA mediated 
inhibitory input (EGABA) onto LIV excitatory cells using a strong TCA stimulation. While 
recording excitatory LIV neurons in current clamp at varying membrane potentials 
(between -80 to -40 mV) we observed a significantly depolarised inhibitory reversal 
potential in Sert-/- LIV excitatory neurons (Fig. 2; Sert+/+ -68.18 ± 1.67 mV, n = 18; Sert-/- -
62.47 ± 2.00 mV, n = 19; t(35) = 2.20; p < 0.05).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Sert-/- rats show a depolarised inhibitory reversal potential in LIV excitatory neurons. (A) Example 
current clamp traces of postsynaptic responses recorded in LIV excitatory neurons at different membrane 
potentials in (-80 to -40 mV) following maximal bipolar stimulation (2 x stimulation intensity for eliciting a first 
truncating IPSP) of thalamocortical afferents of Sert+/+ and Sert-/-. (B) Plot of post-synaptic potential amplitudes at 
different holding potentials in Sert+/+ (grey; n = 18) and Sert-/- (red; n = 19). (C) Histogram of mean reversal 
potential in Sert+/+ and Sert-/-, which was determined at x-intercept and averaged. Data are presented as mean ± 
SEM, *p < 0.05 (t-test). 
 
Taken together, these results show that the FFI circuits of Sert-/- rats possess a reduced 
efficiency in mediating inhibitory control of excitatory LIV neurons. This was supported by 
a 43% reduction in GABA/AMPA ratio as well as a depolarising shift in EGABA. Next, we 
investigated the network mechanisms that could contribute to this reduction in inhibitory 
drive within LIV.  
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Reduced inhibitory synapses onto somata of layer IV excitatory neurons of Sert-/- rats. 
SERT dysfunction has previously been shown to alter the migration of inhibitory neurons 
during embryonic development (Riccio et al. 2009; Frazer et al. 2015). Therefore a reduced 
GABA/AMPA ratio and subsequent reduction in inhibitory control in the FFI circuit of 
Sert-/- rats could be mediated by a lower number of inhibitory neurons along a cortical 
column. 
 
Fig. 3. Reduction in inhibitory control in Sert-/- rat is not due to changes in density or laminar distribution 
of excitatory and inhibitory neurons within a cortical column. (A) Left, photomicrographs of single 
fluorescence channels for all neuron identification (NeuN), interneuron identification (GABA) and barrel 
identification (GAD67). Right, photomicrograph showing merged immunolabeling of one thalamocortical slice 
(60 µm) with GAD67, NeuN and GABA positive neurons. (B) The limits of barrel borders were determined from 
the GAD67 labeling in LIV and extrapolated to all layers (dashed lines). (C) Excitatory and inhibitory neurons 
distribution were quantified from 6 subsequent slices (total 360 µm). Left, NeuN+ neuron density distribution and 
right, GABA+ neuron distribution were used to identify excitatory (NeuN+, GABA- somata) and inhibitory 
(GABA+ somata) neuron distribution across a barrel column. (D-E) Normalized (from Pia to white matter) 
distribution of excitatory and inhibitory- neuronal densities along a cortical column and histogram of layer 
quantifications (Sert+/+ 13 barrels in 5 animals; Sert-/- 10 barrels in 5 animals) show no significant changes in the 
density and laminar distribution of neuronal populations in Sert-/- rats. (F) GABA+ to total neuron ratio show 
absence of difference in Sert-/- rat. 2-way ANOVA with Bonferroni correction was used for data in D, E and F. 
All data are presented as mean ± SEM. 
To evaluate the density and laminar distribution of excitatory and inhibitory neurons, we 
performed immunohistochemistry on thalamocortical slice preparations and reconstructed a 
barrel column at soma resolution to measure neuronal densities of excitatory and inhibitory 
neurons (Fig. 3 A-C; see Materials and Methods). The total number of neurons per tissue 
volume was determined by counting NeuN positive (NeuN+) somata and that of inhibitory 
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and excitatory cells by counting GABA positive (GABA+) and NeuN+/GABA- somata, 
respectively. We used glutamate decarboxylase 67 (GAD67) labeling to determine the 
dimensions of the individual LIV barrels (Meyer et al. 2010). We found no significant 
genotypic differences between the total columnar densities of excitatory neurons (Sert+/+ 
2.32 E+06 ± 4.84 E+04/mm3, n = 13; Sert-/- 2.50 E+06 ± 3.67 E+04/mm3, n = 10; F(1,5) = 
2.02, p = 0.08) and inhibitory neurons (Sert+/+ 3.92 E+05 ± 8.18 E+03/mm3; Sert-/- 4.25 
E+05 ± 1.62 E+04/mm3, F(1,5) = 1.70, p = 0.14) as well as in the ratio of inhibitory 
neurons to total neurons (Sert+/+ 22.37 ± 0.22%; Sert-/- 23.13 ± 0.23%, F(1,5) = 2.17, p = 
0.06). Likewise, we found no significant genotypic differences in the layer specific 
numbers and densities across the cortical column (Fig. 3D-  
 
Fig. 4. Sert-/- rats show a reduced 
number of inhibitory synapses 
targeting the soma of excitatory 
layer IV neurons. (A) Single 
confocal planes of LIV excitatory 
neurons (NeuN+/Gad67-) used for 
quantification of perisomatic 
GAD67 puncta/µm in Sert+/+ and 
Sert-/-. White arrow heads mark 
puncta onto a representative soma 
of a pyramidal cell. (B) Histogram 
depicting mean puncta/µm in 
Sert+/+ (grey, n = 82) and Sert-/- 
(red, n = 91) neurons. (C) Top, 
example voltage clamp trace of 
mEPSCs recorded in excitatory 
LIV neurons of both Sert+/+ and 
Sert-/- at Vh = -70 mV. Bottom, 
cumulative probability 
distributions and histograms of 
amplitude and frequency of 
mEPSCs in Sert+/+ (grey; n = 12) 
and Sert-/- (red; n = 11). (D) Top, 
example voltage clamp trace of 
miniature inhibitory post synaptic 
currents (mIPSCs) recorded in 
excitatory LIV neurons of both 
Sert+/+ and Sert-/- at Vh = +10 mV. 
Bottom, cumulative probability 
distributions and histograms of 
amplitude and frequency of 
mIPSCs in Sert+/+ (grey; n= 17) 
and Sert-/- (red; n = 16). Left, 
example voltage clamp trace of evoked IPSCs onto LIV excitatory neurons within a barrel at different inter-
stimulus-intervals (ISI; 50, 100, 200 and 500 ms) at Vh = +10 mV in the presence of AMPA/NMDA blockers. 
Right, line plot depicting paired pulse ratio (PPR) Amp2/Amp1 at varying ISIs in Sert+/+ (grey; n = 8) and Sert-/- 
rats (red; n = 9). Data are represented as mean ± SEM, * p < 0.05 and *** p < 0.001 (t-test).  
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With unaltered neuronal densities within the barrel circuits, a lower GABA/AMPA ratio on 
the synaptic level could be indicative of either a reduced GABAergic input, an increased 
AMPAergic input or a combination of both. To directly quantify the number of GABAergic 
inputs any given LIV excitatory neuron receives, we first classified individual 
NeuN+/GAD67- somata as excitatory neurons within layer IV barrels (Fig. 4A). Since 
GAD67 is also expressed in the presynaptic terminals of inhibitory neurons (Pinal and 
Tobin 1998; Huang et al. 2007) we quantified GAD67 puncta that were localized onto the 
soma of excitatory cells, a typical innervation domain of inhibitory FS LIV basket cells 
(Huang et al. 2007), as a measure of perisomatic inhibitory synaptic contacts. We observed 
a 18% reduction in perisomatic bouton numbers in Sert-/- rats, indicating fewer inhibitory 
synapses targeting layer IV excitatory neurons (Fig. 4B; Sert+/+ 0.30 ± 0.01 synapses/µm, n 
= 82; Sert-/- 0.24 ± 0.01 synapses/µm, n = 91; t(177) = 5.95, p < 0.001). Additionally, we 
functionally assessed the strength and number of both excitatory and inhibitory synapses 
onto LIV excitatory neurons, using whole-cell voltage clamp recordings of miniature 
postsynaptic currents. We found no differences in miniature excitatory postsynaptic current 
(mEPSC) frequency (Sert+/+ 5.87 ± 0.36 Hz, n = 12; Sert-/- 6.00 ± 0.48 Hz, n = 16; t(21) = 
0.20, p = 0.42) or amplitude (Fig. 4C; Sert+/+ 10.44 ± 0.48 pA; Sert-/- 10.70 ± 0.44 pA; t(21) 
= 0.36, p = 0.36) thereby excluding any change in AMPA receptor expression. However, in 
Sert-/- rats, miniature inhibitory postsynaptic currents (mIPSCs) were significantly reduced 
in both their frequency (Sert+/+ 4.4 ± 0.3 Hz; Sert-/- 3.4 ± 0.3 Hz; t(31) = 2.34, p < 0.01) and 
amplitude (Fig. 4D ; Sert+/+ 33.5 ± 1.9 pA; Sert-/- 28.2 ± 1.9 pA; t(31) = 1.95, p < 0.01).  
 
The lower frequency of mIPSCs recorded in Sert-/- LIV excitatory cells could be due to 
either a reduced number of inhibitory synapses onto LIV cells, supported by our finding of 
reduced number of perisomatic GAD67 puncta, and/or due to a diminished presynaptic 
probability of release of inhibitory vesicles. We tested the dynamic changes in presynaptic 
transmitter release by evoking inhibitory vesicle release in the vicinity of the recorded layer 
IV excitatory neurons using a paired-pulse of varying inter-stimulus-intervals (ISI; 50, 100, 
200 and 500 ms). Because mIPSCs recorded onto LIV excitatory cells most abundantly 
originate from local cortical inhibitory networks (Porter et al. 2001; Beierlein et al. 2003), 
IPSCs were evoked within the home barrel in the presence of AMPAR/NMDAR blockers. 
We detected no differences in the PPRs (Fig. 4E; Sert+/+ n = 8; Sert-/- n = 9; 50 ms, p = 0.90; 
100 ms, p = 1.0; 200 ms, p = 0.12; 500 ms, p = 0.18) indicating similar levels of release 
probability. 
 
Depolarised GABA reversal potential associated with lower GABAA receptor and 
KCC2 transporter expression within S1 of Sert-/- rats. The depolarised EGABA of LIV 
excitatory neurons as well as the smaller mIPSC amplitudes observed in Sert-/- rats 
demonstrate an altered driving force for GABA receptor mediated ionic currents. In 
addition, the smaller mIPSC amplitudes could be caused by a downregulated expression of 
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GABAA receptors. Furthermore, the alpha 1 (α1) subunit of GABA receptors has been 
shown to be located at parvalbumin-positive perisomatic synapses onto pyramidal cells, 
involved in FFI (Nusser et al. 1996; Freund and Katona 2007). To investigate possible 
changes in expression, we quantified the amount of GABAA receptor α1 and α2 subunits in 
total S1 protein extracts from somatosensory cortex tissue using Western Blot. We 
observed a 22 % reduction in GABAA α1 receptor subunit expression in Sert-/- rats 
compared to Sert+/+ rats (Fig. 5A; Sert+/+ 1, n = 4; Sert-/- 0.78 ± 0.06, n = 4; t(3) = 3.38, p < 
0.05) whereas GABAA α2 receptor subunit expression was comparable across the 
genotypes (Fig. 5B; Sert+/+ 1, n = 4; Sert-/- 0.88 ± 0.08, n = 4; t(3) = 1.39, p = 0.26). We 
further investigated the molecular mechanisms that could underlie the altered driving force 
of GABA receptor mediated ion currents. Throughout development, a sequential expression 
of two chloride transporters, NKCC1 and KCC2, help to define the reversal potential for 
chloride, and therefore the drive for GABAA mediated inhibitory responses, being 
depolarising in the early postnatal phase and shunting or more hyperpolarising in the 
mature brain (Ben-ari et al. 2007).  
 
Fig. 5. Reduced inhibitory 
drive in Sert-/- rats is associated 
with a decrease in GABAA α1 
subunit expression as well as a 
reduced KCC2 chloride 
extruder protein expression 
within S1. (A) Western blot 
analysis of GABAA α1 subunit 
expression in S1 total protein 
lysates of Sert+/+ (n = 4) and Sert-
/- rats (n = 4). Left, Loading 
control. Right, Western blot and 
histogram showing total 
GABAA α1 receptor subunit 
expression normalized to Sert+/+. 
(B) Western blot analysis of 
GABAA α2 receptor subunit 
expression in S1 total protein 
lysates of Sert+/+ (n = 4) and Sert-
/- rats (n = 4). Left, loading 
control. Right, western blot and 
histogram showing total 
GABAA α2 subunit expression normalized to Sert+/+. (C) Left, surface and internal NKCC1 protein levels were 
determined by BS3 cross-linking method using S1 protein lysates of Sert+/+ and Sert-/- with non-crosslinked control 
(Ctrl). Right, histograms showing quantification of total NKCC1 expression normalized to γ-tubulin and surface 
NKCC1 expression normalized to internal expression in Sert+/+ (dark grey; n = 12) and Sert-/- (light grey; n = 12). 
(D) Left, surface and internal KCC2 protein levels were determined by BS3 cross-linking method using S1 protein 
lysates of Sert+/+ and Sert-/- with non-crosslinked control (Ctrl). Right, histograms showing quantification of total 
KCC2 expression normalized to γ-tubulin and surface KCC2 expression normalized to internal expression in 
Sert+/+ (dark grey; n = 12) and Sert-/- (light grey; n = 12). All data are presented as mean ± SEM, *p < 0.05 and **p 
< 0.01 (t-test). 
Inhibitory control in LIV of Sert-/- 
56 
 
In this respect, an increase in NKCC1 or decrease in KCC2 could explain the observed 
depolarised inhibitory reversal potential. We therefore quantified the protein expression of 
both chloride transporters in somatosensory cortex tissue using Western Blot of total S1 
cross-linked protein lysates to obtain a ratio of functional surface (S) to the internal (I) 
expression of chloride transporters of P21 Sert+/+ and Sert-/- rats. We found no genotypic 
differences in terms of total protein expression and S/I ratios for NKCC1 (Fig. 5C; total: 
Sert+/+ n = 12, Sert-/- n = 12; Sert-/- 1.05 ± 0.09; t(11) = 0.53, p = 0.60; S/I: Sert-/- 0.98 ± 
0.11; t(11) = 0.16, p = 0.87). However, while the total expression of KCC2 showed no 
genotypic differences (Fig. 5D; Sert+/+ 1, n = 12, Sert-/-; Sert-/- = 1.07 ± 0.66, n = 12; t(11) = 
0.36, p = 0.72), we found KCC2 S/I expression to be significantly reduced in Sert-/- rats 
(Fig. 5D; Sert-/-= 0.76 ± 0.09; t(11) = 2.56, p < 0.05), exhibiting a 24% decrease in surface 
expression.  
 
Taken together, our data indicate a reduction in the number of functional inhibitory 
synapses targeting LIV excitatory neurons associated with a decrease in postsynaptic 
GABAA α1 receptor expression. Combined with the measured depolarised EGABA and 
reduced surface expression of KCC2 chloride extruder, these results may directly explain 
the observed decrease in efficiency of inhibitory control within the LIV circuits of Sert-/- 
rats. 
 
Increased intracortical signal propagation and accelerated tactile navigation during 
object localization in Sert-/- rats. Our structural (synaptic), functional and molecular 
findings show a strong reduction in inhibitory control within the FFI circuits of LIV, which 
could change how cortical circuits integrate sensory information coming from the periphery 
(Foeller et al. 2005; Celikel and Sakmann 2007). We tested intracortical excitatory signal 
propagation by recording local field potentials (LFPs) in brain slices mounted on multi 
electrode arrays (MEAs) following standardized bipolar electrical stimulation (-1 V, 200 
µs) of neuronal circuits in LIV (Fig. 6A). We compared the negative stimulus induced 
CNQX sensitive (i.e. AMPA receptor mediated) synaptic component of layer and column 
specific LFPs (Fig. 6B, see Material & Methods for details) between Sert+/+ (n = 20) and 
Sert-/- rats (n = 20) in LIV, upper LII/III and LVb. Mapping the confidence levels for all 
excitatory LFP responses upon LIV stimulation across experiments revealed a widening of 
the horizontal spread of the excitatory responses into the neighbouring cortical columns in 
Sert-/- as compared to Sert+/+ (Fig. S3). We furthermore found a general increase in the 
response amplitudes of the excitatory synaptic LFP component (Fig. 6C; F(1,8) = 10.2 p < 
0.0001) in particular within the home column. There, excitatory synaptic LFP amplitudes 
were increased by 87.9% within LIV (Sert+/+ -141.6 ± 12.3 µV; Sert-/- -266.1 ± 20.4 µV; 
t(8) = 10.5, p < 0.001), and by 57.9 % in the upper supragranular LII/III, Sert+/+ -77.7 ± 9.0 
µV; Sert-/- -122.7 ± 13.9 µV; t(8) = 3.8, p < 0.01). This implies that in the somatosensory 
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cortex of Sert-/- rats, efferent excitatory signal propagation between LIV circuits and its 
projection target is generally increased. 
 
Fig. 6. Intracortical excitatory signal propagation following activation of LIV networks is increased in Sert-/- 
rats. (A) Photograph of an 
acute brain slice mounted 
on a multi electrode array 
(MEA) chip and schematic 
representation of slice 
positioning relative to 
electrode positions (black 
dots). Electrical stimulation 
of LIV networks was 
applied by a block voltage 
pulse through a MEA 
electrode positioned in a 
LIV barrel (red dot). HC: 
(stimulated) home column, 
NC: neighbouring column. 
(B) Pharmacological 
identification of main 
components of evoked 
LFPs. Representative LFP 
response in LIV first under 
(i) aCSF condition (black 
trace), showing a fast 
action potential volley 
(arrow 1) and a slow 
AMPA mediated synaptic 
component (arrow 2), (ii) 
after 30 min under 100 µM 
CNQX (red trace) and (iii) 
after 30 min under 100 µM 
CNQX + 1 µM TTX (grey 
trace). (C) Averaged maps 
of excitatory signal 
propagation, constructed by linearly transforming individual maps (Sert+/+: n = 15; Sert-/-: n = 15) to the cortical 
template shown as grey background centred to one LIV barrel centre (black dot). The maps illustrate the averaged 
amplitude of excitatory synaptic LFP responses with confidence levels ≥68.3%. (D) Average negative (excitatory) 
synaptic peak amplitudes of LFPs following LIV stimulation for Sert+/+ (n = 20) and Sert-/- rats (n = 20). Data were 
obtained from the electrode delivering the strongest LFP response in each of the three layers of interest (upper 
LII/III = 2nd electrode row; LIV = 4th electrode row,; LVb = 6th electrode row) separately for HC and NC. Traces 
show representative averaged LFP recordings at the respective laminar positions in the HC. Data are means ± 
SEM. Asterisks indicate significant differences between the two genotypes. 2-way ANOVA with Bonferroni 
correction was used. Data are represented as mean ± SEM, **p < 0.01 **, and *** p < 0.001. See Fig. S3 for maps 
of confidence levels of the excitatory response. 
 
To address the role of altered FFI in LIV in processing tactile information, we tested and 
compared Sert+/+ (n = 8) and Sert-/- (n = 8) juvenile rats on the spontaneous gap-crossing 
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task (Voigts et al. 2008, 2015). On this task animals are required to locate an elevated 
tactile target in darkness after they are positioned on an elevated home platform located at a 
distance from the target platform. Before each trial, the target was pseudorandomly 
positioned at “nose” or “whisker” distances where animals could collect tactile information 
using mechanoreceptors in the skin and/or with their whiskers (Fig. 7A). Tactile 
exploration of the target platform was observed using high-speed infrared imaging (Voigts 
et al. 2008; Pang et al. 2011b) and tactile evidence (i.e. duration of whisker contact; Fig. 
7B) before successful object localization was quantified using video recordings (see 
Materials and Methods; Fig. 7C).  
 
Fig. 7. Sert-/- rats show faster 
decision-making during tactile 
object localization. (A) Cartoon 
representation of the behavioural 
task. (B) Schematic representation 
of temporal distribution of tactile 
exploration on a given trial and 
key independent parameters 
extracted for the quantification of 
tactile exploration. (C) Temporal 
distribution of whisker contacts 
onto target prior to successful 
object localization. 25 randomly 
chosen trials at whisker distances 
in each genotype were plotted after 
aligning the trials at gap-cross.  
Peri-contact time histograms (top) 
were normalized to the sum of all 
contacts on each trial. (D) 
Learning curves, described as the 
maximum distance animals could 
successfully locate the target 
across sessions (Sert-/- n = 8, Sert+/+ 
n = 8 animals). I Histogram showing total duration of exploration prior to successful object localization when the 
object was located either at “nose” distances in Sert+/+ (grey; n = 60 trials) and Sert-/- (red; n = 39 trials), or at 
“whisker” distance (Sert+/+, n = 60; Sert-/-, n = 51 trials). (F) Histogram showing the latency between the first 
contact and the successful object localization with target locations at nose distance in Sert+/+ (grey; n = 60 trials) 
and Sert-/- (red; n = 39 trials), or at whisker distance (Sert+/+, n = 60 trials; Sert-/-, n = 51 trials). (G) Temporal 
distribution of whisker contacts was comparable across genotypes. Diamonds denote outliers * p < 0.05 and *** p 
< 0.001 (2-way ANOVA and t-test). See Fig. S4 for temporal distribution of whisker contacts. 
 
Rats of both genotypes were able to learn the task at comparable rates (Fig. 7D; Learning 
effect: F = 84.52; p < 0.001; Genotype effect: F = 0.22; p = 0.64, 2-way ANOVA with df = 
1). However analysis of the total duration of tactile exploration showed that Sert-/- rats 
made significantly less contacts compared to Sert+/+ prior to successful object localization 
when the object was located at distances where the animals could reach it using only their 
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whiskers (Fig. 7E; Sert+/+ 1.06 s ± 0.17; Sert-/- 0.62 s ± 0.1; p = 0.042; t = 2.057; n = 59 and 
51 trials respectively). At shorter, “nose”, distances the two groups were not significantly 
different (Fig. 7E; Sert+/+ 0.83 ± 0.16; Sert-/- 0.55 ± 0.11; p = 0.19; t = 1.32; n = 60 and 39 
trials respectively). The latency between the first contact and the successful object 
localization was significantly shorter for Sert-/- rats when the target was located at whisker 
(Fig. 7F; Sert+/+ 2.49 s ± 0.19; Sert-/- 1.77 ± 0.17; p < 0.01; t = 2.720; n = 59 and 51 trials 
respectively) but not at nose distances (Sert+/+ 2.39 ± 0.24; Sert-/- 2.37 ± 0.26; p = 0.966; t = 
0.43; n = 60 and 39 trials respectively), suggesting that Sert-/- rats not only required less 
tactile information to successfully locate the target, but also did so faster than Sert+/+ rats 
(Fig. 7G) without altering the temporal distribution of tactile contacts with the target (Fig. 
S4).  
Discussion 
We investigated how increased 5-HT levels alter the development of inhibitory control 
within primary somatosensory cortical networks and how this further impacts sensory 
integration using a model of Sert loss of function (Sert-/-). Quantifying the feedforward 
inhibitory drive in the Sert-/- rat barrel cortex, we showed that elevating brain 5-HT levels 
during critical periods of development results in reduced inhibitory control at the LIV 
thalamocortical synapse of juvenile rats. Indeed, at many levels, we find deficits in the 
development of the inhibitory circuitry within the Sert-/- genotype reflected by: (i) a 
reduction in GABA/AMPA ratio in LIV excitatory neurons, (ii) fewer functional soma-
targeting inhibitory synapses onto LIV excitatory neurons, (iii) a decreased GABAA α1 
receptor expression, (iv) a depolarised EGABA in excitatory LIV neurons and (v) a decrease 
in membrane KCC2 chloride extruder. On the level of the intracortical excitatory circuitry, 
we find an increased signal propagation following stimulation of LIV networks. 
Interestingly, when evaluating the ability of Sert-/- rats to detect the location of an object in 
space using their whiskers, we observe faster reaction times as well as fewer whisker 
contacts (i.e. less sensory exploration) required to successfully locate the platform.  
 
The development and fine balance of excitatory and inhibitory cortical networks that 
mediate FFI is essential for gating incoming thalamocortical input, for effectively blocking 
recurrent excitation and preserving distinct signaling in cortical networks (Sun et al. 2006). 
We show that FFI is impaired in the Sert-/- rat, where the GABAergic disynaptic 
transmission onto LIV excitatory neurons, following thalamic stimulation is significantly 
reduced. This mechanism relies on the recruitment of soma targeting fast spiking 
interneurons (Daw et al. 2007; Chittajallu and Isaac 2010) for effectively shunting latent 
incoming information. Although our thalamic stimulation combined with single neuron 
recording does not allow us to reliably quantify and compare the strength of 
thalamocortical inputs onto both excitatory and inhibitory populations simultaneously, we 
could clearly demonstrate a strong reduction in soma-targeting inhibitory synapses onto 
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Sert-/- LIV neurons. Furthermore, the observed reduction of GABA α1 receptor subunit 
expression suggests a reduction in perisomatic parvalbumin positive inhibitory synapses 
directly involved in FFI (Freund and Katona 2007). Together with the observed depolarised 
EGABA, we show multiple levels of impaired inhibitory control which affect Sert-/- rats and 
directly impact the integration of somatosensory information within the input layer of S1.  
 
FFI allows temporally correlated thalamic excitation to summate onto excitatory LIV 
neurons before engaging a strong inhibitory shunt for any latent information. It is 
hypothesised that a reduction in inhibitory control would therefore diminish spike-timing 
precision and result in a widening of the time window during which positive feedback can 
play a role in amplifying the excitatory response (Fox et al. 1996; Kyriazi et al. 1996; 
Puzerey and Galán 2014). Successful localization of an object in the environment requires 
the preservation of complex spatial and temporal information along intracortical 
somatosensory networks. With others, we have previously shown that the Sert-/- phenotype 
exhibits a disrupted topological organisation of the barrel cortex (Cases et al. 1996; van 
Kleef et al. 2012; Miceli et al. 2013; Chen et al. 2015). Despite their altered topological 
organisation we show here that Sert-/- rats still successfully integrate sensory information 
from the periphery, locating tactile targets of interest using solely whisker touch. 
Interestingly increased excitability along the intracortical projections rather facilitates the 
integration of sensory information across whisk cycles such that Sert-/- rats required fewer 
whisker touch and showed faster response times compared Sert+/+ rats. This was surprising 
as previous studies implied impaired tactile performance in Sert-/- mice (Pang et al. 2011b) 
and postnatally fluoxetine (SERT inhibitor) exposed rats (Lee 2009). Whether this 
discrepancy arises from species differences or is based on the transient pharmacological 
intervention is currently unclear. Regarding our findings, we argue that the reduction in 
inhibitory control of LIV excitatory neurons combined with the broadened barrel 
organisation (Miceli et al. 2013) and increased synaptic transmission from LIV to LII/III 
(in space and time) might serve as a compensatory mechanism to amplify and make sense 
of potentially weak and non-topologically organised, incoming peripheral signals. The 
broadening of the excitatory signal propagation into adjacent cortical columns in Sert-/- rats 
is in agreement with the reduced column specific axonal projection patterns of LIV 
excitatory neurons (Miceli et al. 2013). Reasons for the increased strength of excitatory 
synaptic transmission observed for local LIV networks as well as between LIV and LII/III 
could theoretically be found in (i) increased numbers of activated excitatory LIV neurons, 
either due to increased neuronal densities or intrinsic excitability, or (ii) due to increased 
numbers and more efficient excitatory synapses established by these LIV neurons. 
However, the results of the present as well as a previous study (Miceli et al. 2013) rule out 
the latter interpretations. A possible explanation could be that upon stimulation of layer IV 
networks which activate both excitatory and inhibitory neurons, the disinhibition found in 
Sert-/- rats prevents proper cut of the stimulation induced action potential firing of 
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excitatory cells, and consequently results in increased local neuronal firing. Future in vivo 
electrophysiological as well as imaging studies will be important in evaluating and 
quantifying the total effect of this reduced inhibitory control on the excitatory response 
following whisker deflection. On the other hand functional assessment of the consequence 
of broadened axonal projections and receptive fields might benefit from studying tactile 
exploration during fine scale texture discrimination. 
 
The maturation of functional excitatory and inhibitory circuits within sensory cortices 
depends on experience and relies on afferent neuronal activity to develop (Foeller et al. 
2005; Hensch 2005; Jiao et al. 2006; Lee et al. 2007; Spiegel et al. 2014). We have 
previously shown that the input/output connectivity of Sert-/- rat resembles that of an 
immature cortex possessing extensive transcolumnar as well as infragranular axonal 
innervations (Miceli et al. 2013). Here, the fewer soma targeting inhibitory synapses onto 
excitatory LIV neurons observed in Sert-/- rats as well the depolarised EGABA and lower 
KCC2 surface expression are all indicative of an immature system (Chattopadhyaya et al. 
2004; Blaesse et al. 2006). The latter could result from lower incoming peripheral synaptic 
activity during the 1st postnatal weeks, a time at which the thalamic to LIV barrel pathway 
matures and the somatotopic pattern forms (Erzurumlu and Gaspar 2012). During this 
critical period, SERT is transiently found on growing thalamic afferents where it regulates 
extracellular 5-HT levels and modulates activity at the TC synapse (Rhoades et al. 1994; 
Laurent et al. 2002). A disruption of Sert function during these critical time points results in 
excessive presynaptic 5-HT1B receptor activation leading to impaired glutamatergic 
release upon LIV barrel neurons (Laurent et al. 2002). Reduction in incoming peripheral 
activity during this early critical period, such as whisker trimming from birth, reduces the 
number of inhibitory synapses (Micheva and Beaulieu 1995) and thus delays inhibitory 
circuit formation. Similarly, visual deprivation has been shown to decrease mIPSC 
frequency as well as GAD67 puncta density onto pyramidal cells of primary visual cortex 
(Gao et al. 2014). We believe that the reduced peripheral activity during the 1st postnatal 
weeks of sensory experience results in the observed decrease in mIPSC frequency and 
amplitude as well as the depolarised EGABA. As genetic ablation of Sert in rats is associated 
with reduced gene expression of transcription factor Npas4, Brain-Derived Neurotrophic 
Factor (BDNF) and GABAergic markers in the prefrontal cortex during early development 
(Guidotti et al. 2012), it is possible that BDNF, regulated by Npas4, serves as an upstream 
force driving the differential development of cortical excitatory/inhibitory circuitry in Sert-/- 
rats (Hong et al. 2008; Spiegel et al. 2014). 
 
Changes in developmental SERT signalling have been linked to differential sensitivity to 
features of environmental stimuli (Belsky et al. 2009). A high prevalence of the short (s), 
low expressing variant of the serotonin transporter polymorphic region (5-HTTLPR) occurs 
in human populations and has been related to the Sensory Processing Sensitivity (SPS) 
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personality trait. Interestingly, 5-HTTLPR s-allele carriers as well as individuals scoring 
high on the Highly Sensitive Person (HSP) scale (high SPS) show increased sensitivity to 
both the adverse and supportive features of environmental stimuli (Aron et al. 2012; Pluess 
and Boniwell 2015) and are at higher risk for depressive disorders (Liss et al. 2005). As 
proper integration of primary sensory information is crucial for developing reliable and 
accurate constructs of our environment, the reduced inhibitory control within the cortical 
input LIV in S1 of Sert-/- rats, as identified in the present study, may provide a lead towards 
understanding the role of 5-HT homeostasis and its contribution to SPS and related 
neurological diseases.  
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Table 1. Electrophysiological properties of LIV excitatory and fast spiking 
interneurons. 
 
 
Active properties were measured by 1 just suprathreshold stimulation, eliciting 2-4 Aps, or 2 by stronger 
depolarising current injection, eliciting 10-14 Aps. No significant differences were found between regular spiking, 
intrinsically bursting or fast spiking interneurons across both genotypes. Data are means ± SEM. ISI, inter-
stimulus interval; fAHP, fast hyperpolarising potential. 
 
 
 
 
 
 
 
 
 
 
 
 Regular spiking Intrinsically bursting Fast spiking 
 Sert+/+ Sert-/- Sert+/+ Sert-/- Sert+/+ Sert-/- 
Properties n = 21 n = 27 n = 19 n = 18 n = 6 n = 6 
Passive intrinsic       
Vrmp [mV]                             -69.5 ± 1.5 -67.8 ± 1.4 -70.1 ± 1.0 -71.6 ± 3.5 -79.8 ± 1.3
 -75.4 ± 3.0 
Rm [MΩ]                             156.6 ± 13.0 131.1 ± 13.2 149.2 ± 14.0 140.9 ± 15.2 182.3 ± 41.8 182.2 ± 48.5 
τm [ms]                                 20.5 ± 1.9 18.9 ± 1.8 17.2 ± 1.8 17.5 ± 1.9 11.0 ± 1.3 11.5 ± 1.8 
Active intrinsic       
AP threshold 
[mV]1 
-37.8 ± 1.1 -36.7 ± 1.1 -35.0 ± 1.1 -38.4 ± 2.0 -39.8 ± 1.0 -41.3 ± 1.2 
AP amplitude 
[mV] 
79.2 ± 1.6 73.6 ± 5.9 73.2 ± 3.2 77.4 ± 4.7 68.2 ± 3.6 59.5 ± 5.0 
AP halfwidth 
[ms] 
1.3 ± 0.1 1.5 ± 0.1 1.4 ± 0.1 1.3 ± 0.1 0.8 ± 0.1 0.8 ± 0.1 
1st ISI [ms]1  45.7 ± 6.6 52.8 ± 7.4 10.5 ± 2.5 7.5 ± 2.5 20.8 ± 3.1 30.8 ± 4.0 
3rd ISI [ms]2 44.8 ± 2.3 46.2 ± 3.1 39.7 ± 1.4 41.4 ± 2.5 23.4 ± 3.1 30.4 ± 3.6 
9th ISI [ms]2 62.1 ± 2.0 59.0 ± 1.6 66.5 ± 2.8 67.2 ± 4.4 23.3 ± 2.9 29.8 ± 3.1 
9th/3rd ISI ratio 1.2 ± 0.1 1. 5 ± 0.1 1.7 ± 0.1 2.3 ± 0.1 1.0 ± 0.1 1.0 ± 0.0 
fAHP [mV]     13.8 ± 2.3 13.4 ± 2.1 
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Supplementary Material 
 
Fig. S1. Morphology and action potential firing pattern of Sert+/+ and Sert-/- LIV excitatory neurons.  
Micrographs of a biocytin stained spiny stellate (A) and pyramidal (B) cells in Sert+/+ and Sert-/- LIV. 
Representative whole cell current clamp recordings showing regular spiking (RS, left panel) and intrinsically 
bursting (IB, right panel) firing patterns in Sert+/+ and Sert-/- excitatory layer IV cells. Both firing patterns were 
observed in both genotypes (Sert+/+ and Sert-/-) as well as both morphological classes (spiny stellate cells and 
pyramidal cells). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S2.  Thalamocortical input 
onto Sert+/+ and Sert-/- fast spiking 
inhibitory interneurons in LIV. 
(A) Representative whole cell 
current clamp recordings showing 
fast spiking (FS) firing patterns in 
Sert+/+ and Sert-/- inhibitory layer IV 
cells. (B) Schematic, example 
voltage clamp trace and histogram 
of experiment testing release 
probability of thalamic afferents 
onto inhibitory LIV fast spiking 
neurons using paired pulse 
stimulation of 50 and 100 ms inter stimulus intervals. No significant differences were found across both genotypes 
(50 ms, Sert+/+ 1.51 ± 0.23, n = 5; Sert-/- 1.58 ± 0.19, n = 6; t(9) = 0.20, p = 0.84, 100 ms Sert+/+  1.46 ± 0.16, n=6; 
Sert-/- 1.43 ± 0.10, n = 6, t(10) = 0.15, p = 0.89). Data are represented as mean ± SEM. 
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Fig. S3. Averaged maps of 
excitatory signal propagation, 
constructed by linearly 
transforming individual maps 
(Sert+/+: n = 15; Sert-/-: n = 15) to 
the cortical template shown as grey 
background centred to one LIV 
barrel centre (black dot). The maps 
illustrate the confidence levels for 
the evoked excitatory synaptic LFP 
responses.  
 
 
 
 
 
 
 
 
 
 
 
Fig. S4. Gap crossing performance of Sert-/- rats compared to Sert+/+ 
rats. Sert-/- and Sert+/+ rats show similar duration (A) and number (B) of 
tactile exploration epochs. (C) Relative position of the animals to the target 
were comparable across genotypes suggesting that any difference in tactile 
information collected is not a by-product of different motor exploration 
patterns across genotypes.  Diamonds denote outliers. Data are represented 
as mean ± SEM, * p < 0.05 and *** p < 0.001 (2-way ANOVA and t-test).
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Abstract 
Recent experimental evidence suggests a finer genetic, structural and functional 
subdivision of the layers which form a cortical column. The classical layer II/III (LII/III) of 
rodent neocortex integrates ascending sensory information with contextual cortical 
information for behavioural read-out. We systematically investigated to which extent 
regular-spiking supragranular pyramidal neurons, located at different depths within the 
cortex, show different input-output connectivity patterns. Combining glutamate-uncaging 
with whole-cell recordings and biocytin filling, we revealed a novel cellular organisation of 
LII/III: (i) “Lower LII/III” pyramidal cells receive a very strong excitatory input from 
lemniscal LIV and much fewer inputs from paralemniscal Lva. They project to all layers of 
the home column, including a feedback projection to LIV whereas transcolumnar 
projections are relatively sparse. (ii) “Upper LII/III” pyramidal cells also receive their 
strongest input from LIV, but in addition, a very strong and dense excitatory input from 
Lva. They project extensively to LII/III as well as Lva and Vb of their home and 
neighbouring columns, (iii) “Middle LII/III” pyramidal cell show an intermediate 
connectivity phenotype that stands in many ways in-between the features described for 
lower versus upper LII/III. “Lower LII/III” intracolumnarly segregates and transcolumnarly 
integrates lemniscal information whereas “upper LII/III” seems to integrate lemniscal with 
paralemniscal information. This suggests a fine-grained functional subdivision of the 
supragranular compartment containing multiple circuits without any obvious 
cytoarchitectonic, other structural or functional correlate of a laminar border in rodent 
barrel cortex. 
 
Keywords: cortical microcircuits; barrel-related column; lemniscal system; paralemniscal 
system; caged glutamate 
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Introduction 
The supragranular compartment within the primary somatosensory (barrel) cortex of 
rodents is difficult to separate into a genuine layer (L) II or III, due to its homogeneous 
appearance in cytoarchitectonic stains (Welker and Woolsey 1974). This has hampered 
progress in establishing cell type-specific and behaviourally-relevant circuits with only few 
studies showing some aspect of LII versus LIII differences (Shepherd et al. 2005; Bureau et 
al. 2006) whereas in most other studies neurons were pooled into a common LII/III. 
 
Several forms of plasticity have been associated preferentially with LII/III (Diamond et al. 
1994; Feldman and Brecht 2005; Bruno et al. 2009), suggesting that its synapses are highly 
mutable and constitute a substrate for learning and memory based on tactile information 
(Guic-Robles et al. 1992; Harris et al. 1999). Recent in vivo studies applying optogenetics, 
electrophysiology and calcium imaging have shown the behavioural relevance of these 
neurons, as well as their functional diversity (Houweling and Brecht 2008; Sato and 
Svoboda 2010; Oberlaender, Ramirez, et al. 2012; Chen et al. 2013; Feldmeyer et al. 
2013a; Petersen and Crochet 2013). However, the precise underlying circuitry remains 
largely unclear. In the barrel cortex, a whisker representation map is formed by neuronal 
clusters in LIV (Woolsey and Van der Loos 1970). Spiny neurons within LIV issue strong 
and cell type-specific projections to the supragranular compartment (Staiger et al. 2004), 
where they preferentially form synapses with basal dendrites of pyramidal cells (Feldmeyer 
et al. 2002). This afferent input provides sensory information for integrative computations 
in LII/III (Waters et al. 2003), the outcome of which is then transferred to Lva/b (Kampa et 
al. 2006; Adesnik and Scanziani 2010). These projections together form an important part 
of the canonical microcircuit of cortical columns, which are the basic functional modules of 
the neocortex (cf. Mountcastle 1997; Douglas and Martin 2004b; Schubert et al. 2007; 
Feldmeyer 2012b). Nevertheless, neighbouring supragranular excitatory neurons can differ 
considerably in their connectivity. These differences seem to depend on the functional 
circuit into which they are embedded rather than their particular (sub)laminar location 
(Yoshimura et al. 2005; Brown and Hestrin 2009; Ko et al. 2011; Benedetti et al. 2013). In 
order to define the underlying differences in connectivity pattern of LII/III pyramidal 
neurons and to identify a possible laminar border within the LII/III, we performed a 
detailed mapping of monosynaptic, intracortical inputs onto pyramidal cells within the 
supragranular compartment of barrel-related columns by using flash-release of glutamate 
and axonal reconstruction following whole cell recording and biocytin filling. All recorded 
supragranular pyramidal cells showed a weak input from intralaminar sources. Our results 
define for the first time a gradual change in the source of input along the radial axis of 
LII/III, where pyramidal cells located in lower LII/III mainly received excitatory inputs 
from LIV (i.e. lemniscal) with a gradual transition of inputs targeting the upper LII/III, 
which are mainly arising from LIV and Lva (i.e. paralemniscal; Bureau et al. 2006; Yu et 
al. 2006; Wimmer et al. 2010), across the lower and upper LII/III within the somatosensory 
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cortex. Analysis of the axon distribution suggested a stronger segregation of projections to 
the home column (including LIV) for lower LII/III. When approaching upper LII/III, a 
continuous change of the axon configuration was observed, with increased transcolumnar 
projections, necessary for effective cross-whisker integration of pyramidal cells within the 
supragranular layers of the barrel cortex. An important question for future studies will be 
how these circuits analyzed in vitro here, relate to the processing of sensory information in 
the behaving animal, where most studies in vivo studies have found sparse coding to be the 
typical scheme in supragranular layers II/III (Brecht et al. 2003; de Kock, Bruno, et al. 
2007; Kock and Sakmann 2009). 
 
Materials & Methods  
Slice preparation and chemicals  
All experiments were performed in accordance to the German and Dutch Law on the 
Protection of Animals. Male Wistar rats (postnatal days 20 – 25) were deeply anaesthetized 
with isoflurane and decapitated. Brain slices of 300 µm thickness, containing the primary 
somatosensory cortex (barrel cortex; Paxinos and Watson 1998) were produced by 
sectioning either coronally following standard procedures or, for reasons of comparison 
with studies of other groups (Shepherd et al. 2003, 2005), in an oblique angle 
approximately in parallel to the barrel arcs (Finnerty et al. 1999, VT1000S vibratome, 
Leica; Germany).  
Slices were pre-incubated for 1h at 34°C and later kept at room temperature in oxygenated 
(carbogen 95% O2/5% CO2) artificial cerebrospinal fluid that was modified for cutting and 
storage purposes (cACSF). Compared to standard ACSF (in mM: 124 NaCl, 1.25 
NaH2PO4, 26 NaHCO3, 1.6 CaCl2, 1.8 MgCl2, 3 KCl, 10 glucose, at pH 7.4), in cACSF 
the concentrations of Ca2+ and Mg2+ were modified in order to reduce neuronal activity (1 
CaCl2, 4 MgCl2).  
Electrophysiology 
Slices were transferred to a fixed stage recording submerged chamber (standard ACSF flow 
rate of ~1 ml/min at 36° C) in an upright microscope (Axioskop FS; Carl Zeiss, Germany). 
The barrel field was visualised at low magnification (2.5x) under bright field conditions 
(Fig. 1A) and a target region in the LII/III in vertical register with a LIV barrel was selected 
for recording. Following visual identification at 40x magnification (40x/0.75 W; Olympus, 
Germany) using infrared-enhanced quarter field illumination, whole-cell recordings from 
single or pairs of supragranular pyramidal neurons were performed in current-clamp as well 
as voltage-clamp controlled current-clamp mode (VCcCC) using two synchronised SEC-
05L amplifiers (npi-electronics, Germany). The VCcCC technique ensures stable holding 
potentials during long time current clamp recordings by compensation of slow spontaneous 
changes in the holding potential (integration time >100 sec). Borosilicate glass patch 
pipettes (electrode resistance 5 – 7 MΩ) were filled with (in mM): 13 KCl, 117 K-
gluconate, 10 K-HEPES, 2 Na2ATP, 0.5 NaGTP, 1 CaCl2, 2 MgCl2, 11 EGTA and 1% 
Cellular organisation of associative LII/III 
70 
 
Fig. 1 Combination of dual whole-cell patch clamp recording of supragranular pyramidal neurons and 
caged glutamate photolysis. A1) Photomicrograph of a coronal slice of the rat primary somatosensory (barrel) 
cortex taken directly after an experiment with both recording electrodes positioned in the supragranular 
compartment. White boxes within the grid mark the position of the recorded pyramidal neuron somata in vertical 
alignment with a LIV barrel (stippled white outlines). At 10 sec intervals, up to 450 fields of 50 x 50 µm in size 
(black grid) were stimulated in sequence covering all cortical layers and at least 2 barrel-related columns. The 
cross indicates medial (m), lateral (l), dorsal (d) and ventral (v) directions. A2) Confocal images of biocytin filled 
supragranular pyramidal cells after streptavidin-Alexa 488 staining. Cells were recorded (from left to right) in 
lower, middle and upper LII/III. B) Direct responses and synaptically mediated activity in a LII/III pyramidal cell, 
induced by sequential uncaging of glutamate. B1) Schematic illustration of the laminar and columnar organisation 
of the cortical region investigated with caged glutamate photolysis. Superimposed are the somatodendritic 
reconstruction of the recorded neuron and a topographic map of origins of glutamate induced activity. Color code 
represents the delay between flash stimulus and the onset of first detected flash-related activity in the recorded 
cell. Activity with delay to onset times <6 ms is restricted to fields containing dendrites of the recorded neuron 
and represents direct responses. B2) Recordings of the membrane potential at Vh = -60 mV obtained after flash 
stimulation (yellow arrows) of fields as indicated by the numbers in B1. B3) Histogram of the delays to onset of 
activity for all flash-induced responses of 35 completely mapped supragranular pyramidal neurons shows a clear 
separation of short-latency direct responses from longer-latency synaptic responses. Direct responses, starting 
almost immediately after flash stimulation at perisomatic sites and reaching threshold in (1). Direct responses 
followed by flash-induced excitatory postsynaptic potentials (EPSPs, 3,4). Flash-induced multiple EPSPs (5,6). 
Flash-induced inhibitory postsynaptic potential (IPSP); the IPSP truncates the weak preceding direct response (7). 
C) Flash stimulation-induced action potential firing of supragranular pyramidal cells recorded at Vrmp (n = 41). 
Each square in the grid represents one stimulated field. Percentages represent the proportion of neurons where 
stimulating at a given horizontal or vertical distance to the recorded soma resulted in action potential (AP) firing. 
Note that there was no single case of AP induction below the soma. Roman numerals in all Figures denote cortical 
layers. Scale bars: 200 µm (A1, B1); 100 µm (A2) 
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biocytin. Electrophysiological data were not co rrected for a junction potential of ca. -10 
mV. The signals were filtered at 3 kHz and digitized using an LIH-16000 interface (Heka 
Elektronik, Germany). Data were recorded, stored and analyzed with PC-based software 
(TIDA 5 for Windows; Heka Elektronik, Germany). Passive intrinsic electrophysiological 
properties were tested at resting membrane potential (Vrmp) by applying hyperpolarising 
current injection (50 pA) whereas active properties were analyzed by applying depolarising 
current injections ranging from 50 pA to 300 pA at Vrmp. We classified the supragranular 
pyramidal cells by means of their firing properties into regular spiking neurons of the slow 
adapting type 1 (SA1) and type 2 (SA2), as well as fast adapting (FA) neurons (c.f. Fig. 
2A; Gottlieb and Keller 1997; Cho et al. 2004). This classification was mainly based on the 
neurons’ ratio of the 3rd and the 9th inter-spike interval (ISI) (Cho et al. 2004). Neurons of 
the SA1 type have a 3rd/9th ISI ratio of < 1.67, those of the SA2 type of >1.67, whereas in 
FA neurons ceased AP firing before generating the 10th AP. When dual recordings were 
performed, a second neuron was selected in the same column that was positioned either 
laterally at a distance of <100 µm or vertically to the first cell at a distance of > 200 µm; 
Fig. 1A1, 2B/C). For the column-wide comparison of neuronal properties we 
electrophysiologically classified the excitatory neurons of LIV, Lva and LVb into either 
regular spiking or intrinsically burst spiking neurons, based on criteria described previously 
(Schubert, Staiger, Cho, Kötter, et al. 2001; Schubert et al. 2003, 2006). 
Scanning of glutamate evoked activity  
Our setup and experimental procedures for photolysis of caged glutamate were described in 
detail previously (Kötter et al. 2005; Schubert et al. 2006). Briefly, to map functional 
connectivity of single neurons, caged glutamate L-glutamic acid, γ-[α-carboxy-2-
nitrobenzyl]ester; Invitrogen, The Netherlands) was added to circulating ACSF (total 
volume 5 ml), resulting in a 0.5 mM concentration. In control experiments with blocked 
synaptic transmission, low Ca2+/high Mg2+ ACSF containing (in mM) 0.2 CaCl2 and 4 
MgSO4 was used. For local stimulation, UV light pulses from a Xenon arc lamp (Rapp 
OptoElectronic, Germany) were focused on 50 µm x 50 µm large areas. Illumination 
intensity was calibrated to a value that ensured action potential generation only upon 
perisomatic photostimulation (i.e., at distances <100 µm) from the soma at Vrmp. In 
agreement with previous studies (Schubert, Staiger, Cho, Kötter, et al. 2001; Schubert et al. 
2003, 2006; Kötter et al. 2005), in no control trial recorded at Vrmp, we induced AP firing 
by stimulation of fields located more than 75 µm vertically above the soma and 50 µm in 
horizontal register from the soma (n = 41 supragranular pyramidal neurons, Fig 1C). Thus, 
as described in detail previously (Schubert, Staiger, Cho, Kötter, et al. 2001; Schubert et al. 
2003, 2006) our calibration allowed (i) mapping at (sub)laminar spatial resolution of at 
least 75-100 µm and (ii) excluded the induction of di-synaptic network activation. While 
mapping the synaptic connectivity, the cell was held at a potential (Vhold) of -60 mV in 
voltage-clamp controlled current-clamp mode (VCcCC) to reveal hyperpolarising 
inhibitory synaptic inputs, in addition to depolarising excitatory synaptic inputs (Fig 1B). 
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The intrinsic properties of the recorded cells were controlled before and after termination of 
each mapping experiment. 
 
Fig. 2 Functional input connectivity differs between pyramidal cells in upper and lower parts of LII/III. A) 
Intrinsic electrophysiology: Upon depolarising current injection LII/III pyramidal cells generally showed regular 
spiking action potential firing patterns of either slow-adapting type I (RS-SA1, A1), slow-adapting type II (RS-
SA2, A2) or fast-adapting type (RS-FA, A3). B/C) Functional input connectivity of pyramidal cells simultaneously 
recorded in opposite (B) or the same part of LII/III (C). B1) Individual functional input maps of a pyramidal cell 
recorded in the upper third (= upper LII/III, left panel) and lower third of LII/III (= lower LII/III, right panel). 
Middle panel: somatodendritic reconstructions of the two simultaneously recorded neurons superimposed on 
photomicrographs of the native coronal slice. Left and right panels: schematic representation of layers, barrels 
(dark grey), columns and septa based on the framed area in the middle panel. Superimposed are the individual 
reconstructions with a topographic map of their synaptic input origins. EPSPs are color-coded by integral value, 
IPSPs are blue. Where glutamate stimulation evoked both, only the IPSP is shown. Note the sparse excitatory 
inputs onto the lower LII/III pyramidal cell originating from Lva B2) Representative layer specific excitatory and 
inhibitory inputs onto LII/III pyramidal cells. Inputs were recorded in the two pyramidal cells after stimulating 
locations as depicted in the maps shown in B1, at a holding potential (Vh) of -60 mV. C) Functional input maps of 
pyramidal cells recorded simultaneously in upper LII/III both show extensive excitatory inputs originating from 
LIV and Lva. Scale bar: 200 µm  
Data acquisition and analysis of glutamate induced activity 
In the recorded neuron, photolysis of caged glutamate induced two main types of activity: 
(i) Direct responses, induced by activation of glutamate receptors within the recorded cell’s 
membrane and (ii) synaptic inputs induced by activation of presynaptic neurons within the 
respective flashed field. The properties and reliability of direct responses as well as 
synaptic inputs upon flash stimulation have been investigated and described in detail before 
for several other classes of excitatory cortical neurons (Schubert et al. 2006). In agreement 
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with these previous studies, control mappings of pyramidal neurons in LII/III in low 
Ca2+/high Mg2+-ACSF (n = 8) showed that direct responses occurred only (i) when 
stimulating fields that contained dendritic extensions of the recorded neuron and (ii) at 
short latency varying between 0.5 ms (perisomatic stimulation) and 6 ms (most distal parts 
of an apical dendrite; Fig. 1B). These short delays between stimulation and onset of activity 
reliably distinguished direct responses from flash-induced synaptic inputs; the latter having 
a delay-to-onset always longer than 7 ms in LII/III pyramidal cells (Fig. 1B3).  
 
To distinguish between flash-induced activity and spontaneous events, we determined for 
each cell the total integral value of all spontaneous events within a recording time window 
of 150 ms. The highest integral value of spontaneous activity obtained in 40 control 
recordings without stimulation was set as the cell-specific activity threshold. Likewise, 
following stimulation, for each individual recording we determined the total integral value 
of all events within our analysis window (150 ms post stimulus). If direct responses were 
induced, their integral values were subtracted from the integral of the synaptic activity 
(Schubert et al. 2006; see Fig 1B2). Only excitatory activity that exceeded the cell-specific 
activity threshold was accepted as a glutamate-induced response, which might result in an 
underestimation of weak synaptic inputs. All integral values of glutamate-induced synaptic 
responses were corrected by the mean cell-specific integral value of spontaneous activity. 
Glutamate-induced responses were analyzed and superimposed on the respective sites of 
the slice photomicrographs. In order to quantitatively analyze the connectivity maps, we 
determined (i) the density and (ii) the strength of synaptic inputs arising from a given layer. 
For determining the density, we calculated the percentage of fields within this layer that 
delivered excitatory or inhibitory inputs upon flash stimulation separately for the barrel-
associated home column (HC), septal columns (SC) and neighbouring columns (NC). To 
determine the strength of induced excitatory inputs we used the integral value of all EPSPs 
within the post-stimulus time window of 150 ms.  
Histological procedures  
After recording, slices were fixed in phosphate-buffered 4% paraformaldehyde for 24 h at 
4°C. For visualization of the biocytin-filled neurons, slices were processed as described 
previously (Staiger et al. 2004). Furthermore, for most of the slices we used an additional 
silver/gold intensification following the protocol of Bender et al. (2003). The barrel field 
was either visualised by cytochrome oxidase histochemistry, or the barrel pattern of the 
micrograph of the native slice was transferred manually into the reconstruction. 
Reconstruction and morphological analysis of the biocytin-labeled neurons were made 
using a Nikon Eclipse 800 (Nikon, Germany) attached to a computer system (Neurolucida; 
MBF Bioscience Europe). Data were not corrected for tissue shrinkage. However, from 
several measurements we have estimated the shrinkage to be around 10-15% in x-/y-axes 
and 40-60% in the z-axis. The reconstructed cells were (i) superimposed onto the 
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photomicrograph of the native slice using standard graphics software and (ii) quantitatively 
analyzed with Neuroexplorer (MBF Bioscience Europe).  
Statistical analysis 
For assumption-free comparison of neuronal properties across a cortical column, in a first 
step, we performed a classical sliding window analysis of excitatory neuronal of cortical 
layers II/III to LVb. For each individual neuron, we determined the relative vertical 
position within a column by quantifying the distance between the Lva-IV border and the 
pia. The LIV-Va border was assigned to the 0% position, the pia to 100% and positions 
within the infragranular layers to negative values accordingly (see Fig. 5A). We performed 
the sliding window analysis of individual functional (input connectivity) and structural 
(somatodendritic) properties at a window span and step size of 10% of the relative distance 
between LIV-Va border and the pia. At this step size each window contained data of a 
minimum of 5 neurons.  
In a second step, we tested the general structural and functional similarity of neurons by 
performing an unsupervised hierarchical cluster analysis using Ward’s linkage method. We 
only included parameters of which data was available for neurons of all layers i.e. subsets 
of somatodendritic and functional input connectivity properties. The functional properties 
included in this analysis were: layer-specific density of excitatory synaptic inputs 
originating from LII/III, LIV, Lva, LVb and LVI of the home column and the neighbouring 
column, layer-specific density of inhibitory synaptic inputs originating from home column 
LII/III, LIV, Lva (no consistent quantitative data was available for inputs from LVb and 
LVI) and total density of excitatory as well as inhibitory inputs from the home column. As 
structural data, we furthermore considered the following somatodendritic properties: (i) 
total number of endings, (ii) length of the apical dendrite, (iii) total number of dendrites and 
(iv) maximal trunk diameter of the apical dendrite. Sufficient quantitative axonal data was 
not available for the entire set of neuronal populations.  
To analyze to which extent neurons in LII/III can be considered as populations 
with statistically similar input/output properties, in a third step we performed an adapted 
sliding window analysis in which we compared the properties of one neuron population 
with a population that was becoming increasingly distant from the first one. For this 
analysis we assigned the relative vertical position of the recorded somata within LII/III, (LI 
border = 0%; LIV border = 100%) and tested from which vertical position in LII/III neuron 
populations differed structurally and functionally significantly from a reference population 
at the upper and lower limits of LII/III, i.e. a population at the LI or LIV border. This 
multiparametric analysis (MANOVA, Bonferroni corrected) included sets of dendritic, 
axonal, intrinsic electrophysiological and synaptic input properties that showed significant 
correlation with the relative soma position within LII/III. The adapted sliding window 
analysis was performed with windows of 20% span of the relative distance between LIV-
II/III border and pia. This span within LII/III covered a similar proportion of the cortical 
column as the window span used for the classical sliding windows analysis of the entire 
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cortical column. For each set of parameters, the sliding windows were moved in steps of 
5% from a base window at the LI border downwards to LIV; and, vice versa, from a base 
window at the LIV border upwards to LI. We defined the lower boundary of where the 
reference population in upper LII/III becomes statistically dissimilar from their 
counterparts below, i.e. where the MANOVA comparison dropped below p = 0.05 in the 
downward sliding window approach. Likewise, in the upward approach we defined the 
upper boundary of lower LII/III by a drop below p = 0.05. In order to obtain a concrete 
number for the depth of these statistical borders, sigmoidal functions (Yin et al. 2003) were 
fit to each of these two sets of p values: , with  indicating 
depth. To obtain a decreasing sigmoidal function we set  in this formula. 
The parameters indicate the depths for the beginning , maximum change , and end 
 of the sigmoidal growth. We also calculated bands by scanning the entire sigmoid 
parameter space, i.e., , where  can vary from 0 to just less than 100%. We 
took steps of 0.1% in each parameter, resulting in a total of 167 million sigmoidal functions 
trialed. The bands calculated this way provide a visual representation of the uncertainties of 
the fit.  
For analysis of the properties of the three neuronal populations that were defined by the 
adapted window analysis (i.e. equally sized parts of LII/III: upper, middle and lower 
LII/III), we performed a multiparametric discriminant analysis. The analysis was done 
independently for structural and functional properties. Statistical analysis of individual 
parameters was performed using a linear regression (Pearson correlation) and a multivariate 
analysis of variance (MANOVA) with layer-specific data as repeated measures and 
Bonferroni correction for post-hoc pairwise comparisons (SPSS 9; SPSS Inc.). If not 
mentioned differently, data are presented as mean ± SEM. 
Construction of average functional maps  
We also applied a novel procedure to illustrate the average functional connectivity of 
neuronal populations in upper, middle and lower LII/III, including a visualization of the 
confidence levels of evoked synaptic inputs. For this method the individual inputs maps 
were projected into a template map by matching the slice-specific laminar and columnar 
cytoarchitecture with the template using vertical and horizontal scaling. This procedure 
involved, as a first step, translating, scaling and rotating photomicrographs of the native 
slice in a graphics program until an optimal match with a template’s centre barrel position, 
overall barrel size, slice orientation and pial surface was obtained. For every template grid 
point we then calculated the corresponding position in the original photomicrographs, and 
hence in the glutamate-induced activity maps, by mathematically inverting the used 
transformations. Since the reorientation and scaling procedure used only linear 
transformations and translation, this inversion was exact. Subsequently, we averaged the 
activity found in the corresponding glutamate-induced activity maps and assigned these 
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averages  to the template grid points, displaying only average values for which 
significant experimental evidence had been obtained. To ensure that our maps were not 
marred by the varying number of contributing slices for different template grid points, we 
estimated individual confidence levels that the averaged activity  at a given point 
differed from zero with , where  was the number of contributing 
slices,  the sample standard deviation, and  the cumulative Student’s t-distribution. For 
display purposes, only those template grid points to which at least three slices contributed (
) and for which  (zero activity excluded by “one sigma”) were considered 
further.  
 
Results 
Previous studies (Shepherd et al. 2005; Bureau et al. 2006) imply that pyramidal neurons in 
the supragranular layers II/III (LII/III) of the rodent barrel cortex show different 
morphological and function properties, depending on whether they are located in the upper 
part of LII/III, i.e. close to LI, or in the deeper part, i.e. close to LIV. Here, we investigated 
whether and how the input-output properties of pyramidal cells are related to their somatic 
position in LII/III and whether there are indications for definable laminar borders in LII/III. 
We used slice preparations of juvenile rats containing the barrel cortex, and focused on 
supragranular pyramidal neurons in a barrel-related column. All 162 neurons included in 
our study were filled with biocytin and morphologically classified as pyramidal cells 
having a resting membrane potential (Vrmp) more negative than -60 mV. In a first step, in 
order to describe general differences between neurons that are located closer to LI versus 
those closer to LIV we horizontally segregated LII/III into three equally sized parts, i.e. 
upper LII/III, middle LII/III and lower LII/III. Given that in our acute slice preparations the 
distance between the border to LI and LIV was approximately 400µm (Fig. 1), each part 
had a vertical extent of 130-140 µm. 
 
Electrophysiology and general functional input connectivity of LII/III pyramidal 
neurons. Supragranular pyramidal neurons (n = 162) belonged to one of three different 
subclasses of regular spiking neurons: slow adapting types 1 (SA1) and 2 (SA2), and fast 
adapting (FA) (Cho et al., 2004, Fig. 2A, for details see Materials and Methods). Whereas 
SA1 and SA2 firing patterns were observed throughout LII/III, FA neurons were absent in 
the upper LII/III (Table 1).  
 
We investigated the layer-specific distribution of intracortical excitatory and inhibitory 
inputs of supragranular pyramidal neurons (n=44) at Vh = -60 mV using multisite focal 
photolysis of caged-glutamate in combination with whole cell recordings of single (n = 24) 
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or simultaneous recordings of two neurons (n = 10). In the latter case, we recorded and 
mapped two pyramidal neurons at similar cortical depth within LII/III (n = 5) or at different 
cortical depth (vertical distance > 200 µm; n = 5; see Fig. 2B/C). These simultaneous 
recordings allowed us to directly observe differences between neurons of different 
supragranular positions under identical experimental conditions. In agreement with 
previous studies, after identifying and excluding spontaneous as well as direct responses 
(see Materials and Methods), this procedure produced detailed maps with (sub)laminar 
spatial resolution (~75 µm) showing monosynaptic origins for excitatory and inhibitory 
inputs onto the recorded neurons (Fig. 2B/C, cf. Figs. 3, Schubert et al., 2001; Schubert et 
al., 2003; Schubert et al., 2006).  
 
Fig. 3 Pyramidal 
neurons with sparse or 
prominent Lva inputs 
show depth dependent 
distribution within 
LII/III. Impact (density 
of inputs × average 
strength) of excitatory 
inputs from LII/III vs. 
Lva. Throughout LII/III 
(upper row: upper LII/III, 
middle row: middle 
LII/III, lower row: lower 
LII/III) a subset of 
neurons received 
intracolumnar excitatory 
inputs from Lva which 
had either a higher (left 
side) or lower impact 
(right side) than local 
inputs from LII/III. Pie 
charts show the proportion 
of these two subsets in 
dependency of the 
position within LII/III 
(upper LII/III: n = 14; 
middle LII/III: n = 16; 
lower LII/III: n = 14) 
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In general, supragranular pyramidal neurons received most of their synaptic inputs from 
within their home column. Stimulus-evoked excitatory postsynaptic potentials (EPSPs) 
originated most prominently from the supragranular compartment itself, but also from LIV 
(Fig. 2B1/C). Excitatory inputs from LIV of the home column often consisted of numerous 
EPSPs of high amplitudes (> 2mV) and, as a summation of excitatory inputs, of high 
integral values (> 0.1 mV*sec) within a time window of 150 ms post stimulus.  
 
A striking difference between neurons in lower LII/III as compared to those in upper 
LII/III, was that the latter, in 12 out of 14 cases, received prominent excitatory input from 
Lva, the main cortical target layer of the paralemniscal pathway. We weighted the 
functional impact of the excitatory inputs originating from a given layer by multiplying the 
layer specific density and the average strength of excitatory inputs. We found that lower 
LII/III possessed mainly neurons in which the impact of local inputs exceeded that of Lva 
(12 out of 14 neurons; Fig. 2B, Fig. 3). Gradually, towards middle and upper LII/III, the 
occurrence of these neurons became sparse. Whereas in middle LII/III still half of the 
neurons (8 out of 16) showed higher impact local inputs, the upper LII/III possessed mainly 
neurons in which the impact of Lva inputs exceeded that of local ones (11 out of 14; 4Fig. 
2B, Fig. 3). Hyperpolarising inhibitory synaptic potentials (IPSPs) were induced less 
frequently, namely in about 10% of the fields that delivered synaptic inputs. IPSPs 
originated mainly from the intracolumnar domains of LI to lower II/III, but also from Lva 
(Fig. 2B2). The strength of induced excitatory inputs per layer was typically heterogeneous 
and could range from weak (integral values <0.05 mV*s) to strong (≥0.1 mV*s) inputs. For 
reasons described previously (Schubert et al., 2001), we did not determine the strength of 
inhibitory inputs. The inhibitory functional input connectivity appeared similar for neurons 
throughout LII/III.  
 
General somatodendritic structure and output connectivity of LII/III pyramidal cells. 
Our morphological data are based on reconstructions of the somatodendritic domain of 59 
neurons and of the intracortical axonal projections of 22 well-preserved neurons. All 
pyramidal cells possessed several (2 to 7) basal dendrites that emerged from an ovoid to 
pyramidal shaped soma and an apical dendrite that always reached LI (Fig.4). Two main 
groups of pyramidal cells were recognizable: those with “atypical” (oblique) apical 
dendrites and those with “typical” (straight) ones (Fig. 4A). Typical pyramidal cells could 
be found throughout LII/III, whereas the atypical ones were detected nearly exclusively (18 
out of 19) in upper LII/III. In terms of the output connectivity, a common feature of all 
neurons was that the main axonal stem descended toward or into the white matter, giving 
rise to a local plexus as well as several more distant horizontal or recurrent collaterals. The 
main terminal fields of these intracortical collaterals, apart from the ones found within the 
supragranular layers, were the infragranular Lva and LVb. Interestingly, for lower LII/III 
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Fig. 4 Morphological properties of LII/III pyramidal neurons show depth dependent changes. A) 
Reconstructions of pyramidal neurons in upper, middle and lower LII/III; somata and dendrites in dark blue, axons 
in red. Grey areas in LIV illustrate barrels. Lower panels: six neurons superimposed by aligning their home 
barrels; upper panels: one example neuron. Scale bars: 100 µm  
 
pyramidal cells, also LIV of the home column was a prominent target (HC, Fig.4). Unlike 
pyramidal cells in lower LII/III, those in upper LII/III typically traversed LIV with few (if 
any) collateral branches. Besides this difference, pyramidal neurons in lower LII/III 
showed axonal projections that were as a whole more restricted to their respective home 
column then those in the upper LII/III, although some horizontal or oblique collaterals 
projected to the neighbouring septa or barrel columns. Neurons in middle LII/III showed 
axonal projection patterns that appeared to be in between that of the upper and lower LII/III 
(Fig. 4).  
Structural and functional input/output connectivity of excitatory neurons can define 
layer borders. Our data, so far described, confirm and greatly extend the assumption that 
LII/III pyramidal cells show significant differences in their input/output connectivity, 
dependent on whether they are located in the upper LII/III or lower LII/III. We tested 
whether the underlying structural and functional properties change in a way that would 
support the presence of one or more distinct layers within LII/III. Previous studies suggest 
that, within a layer, neurons of a particular morphological class share input/output 
properties (Schubert et al. 2007; Thomson and Lamy 2007; Feldmeyer 2012b). We 
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performed a sliding window analysis that compared structural and functional properties of 
adjacent neuron populations within a certain span of the cortical depth. 
 
Fig. 5 Changes in functional and structural properties of excitatory neurons mark borders between established 
cortical layers but not within LII/III. A) Native slice image illustrating the designation of the relative vertical 
soma position of recorded excitatory neurons in S1 cortex. The distance between pia and the LIV-Va border was 
set to 100% with the latter being set to 0%. Accordingly, positions in the infrangranular layers were assigned to 
negative percentages. B) Examples of structural (B1) and functional properties (B2) in relation to the relative soma 
position of excitatory neurons recorded in LII/III to LVb (LII/III: n = 44; LIV: n= 24; Lva: n = 27; LVb: n = 15). 
Data points are coded for home layer and subclass of the recorded excitatory neurons. C) Classical sliding window 
analysis (window span and step size: 10%) showing at which relative soma position individual structural and 
functional parameters (tested functional properties: n = 15, structural dendritic properties: n = 5) change 
significantly between adjacent windows. Grey shaded areas mark the range in which individual brain slice 
cytoarchitecture revealed layer borders. D) Dendrograms following unsupervised hierarchical cluster analysis of 
excitatory neurons of cortical LII/III to LVb based on 15 functional properties and 5 structural properties (Ward’s 
linkage). The color code marks the relative position of the recorded neurons, labels in the diagrams highlight the 
dominant cell type found in a cluster. SpSt: spiny stellate neuron, RS pyr: regular spiking pyramidal cell, IB pyr: 
intrinsically bursting pyramidal cell. 
 
To increase the validity of this test, we extended this analysis by including excitatory 
neurons of LIV (n = 24), Lva (n = 27) and LVb (n = 15 in addition to the pyramidal 
neurons of LII/III (n = 44). The relative position of all somata was determined in relation to 
the LIV-Va border (for details see Material & Methods, Fig. 5A). For this analysis (into 
which LVI is not included because it has not been studied by us so far) we focused on the 
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somatodendritic structure and functional input connectivity since these parameters were 
available for the entire data set in a quantified manner. A list of the parameters used in this 
analysis is provided in Material & Methods. Depending on the relative soma position, most 
functional and structural properties of the neurons of a certain layer showed abrupt changes 
at one or more established laminar borders (relative border positions LII/III-LIV: 35-40%, 
LIV-Lva: 0%, Lva-Vb: -15%-20%; Fig. 5B). In LII/III such changes were absent. In 
agreement with this, the classical sliding window analysis at a window width of 10% 
showed that at every established layer border, a number of functional properties changed 
significantly (p < 0.01, Fig. 5C), most consistently, in terms of layer-specific intracolumnar 
and transcolumnar density of excitatory inputs. However, there was no single functional 
property that showed significant changes at every classical border. The analysis of the 
structural properties failed to detect the Lva-Vb border although all tested dendritic 
properties changed at the LII/III-IV. Furthermore, unsupervised hierarchical cluster 
analysis of the dendritic properties showed that the population of LII/III neurons was not 
found in separate clusters (Fig 5D1). Analysis of the 15 functional properties revealed a 
subset of upper LII/III neurons that formed a cluster with Lva pyramidal neurons. Relevant 
properties for this clustering were the excitatory inputs from LIV and Lva, which for both 
of these neurons reflect a main source of input (c.f. Schubert et al., 2006). 
 
Statistically similar populations of pyramidal neurons in LII/III. The classical sliding 
window analysis of our data does not support the notion that LII/III contains laminar 
borders. However, we found that several structural and functional properties changed 
gradually within LII/III resulting in significant linear correlation (Pearson correlation) in 
respect to soma position. These properties were found amongst intrinsic 
electrophysiological properties, functional input connectivity as well as structural input and 
output connectivity (examples are illustrated in Fig. 6A-D). A summary of the tested 
intrinsic electrophysiological data is provided in Table 1, for morphological data see Tables 
2 & 3. In terms of functional input connectivity, we found a significant linear correlation 
for density and strength of excitatory inputs originating from Lva of the home column 
(density: R = -0.74, p <0.001; strength R = -0.58, p < 0.001) as well as for the strength of 
excitatory inputs originating from LIV of the neighbouring column (R = 0.31, p = 0.038). 
The linear change of neuronal properties in respect to depth implies that these individual 
properties are indeed heterogeneous in LII/III. Therefore, depending on where in LII/III 
pyramidal neurons and their respective networks are positioned, they may serve different 
functions in intracortical sensory signal processing. In order to quantitatively assess the 
input/output connectivity of LII/III neuronal networks, we tested up to which position 
within LII/III, neuron populations of the upper and the lower LII/III can still be considered 
as statistically similar. For this purpose, we performed an adapted sliding window analysis 
on the different sets of somatodendritic, axonal, intrinsic electrophysiological and 
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functional input parameters (tested properties are given in Material & Methods). We tested 
for differences both in the LI → LIV and LIV → LI direction (see Materials and Methods  
for details). In the parameter sets we included only those parameters that correlated 
significantly with vertical depth. The resulting p-values (MANOVA, Bonferroni corrected) 
reflect the similarity between the neural population in the base windows and the one in the 
sliding window. Base window and starting point for the sliding window were at the border 
to LI (0% vertical depth) or at the border to LIV (100% vertical depth), respectively. We 
did not find extended plateaus of similar p-values in any set of tested parameters, except 
where the test window overlapped extensively with the base window at the upper and lower 
supragranular borders (Fig. 6E). Using χ² fits of sigmoids on the calculated MANOVA p-
values for the individual sets of parameters, we could determine the vertical depth at which 
the neuron populations within the sliding window became significantly different from the 
respective base window populations. In the LI → LIV direction, neuronal populations 
became significantly different (i.e., p < 0.05) from the base population at depths between 
27.0 and 35.4% depending on analysis window size and respective set of parameters (best 
fit, Fig. 6E). In the LIV → LI direction differences reached significance at depths between 
57.0 and 74.9%, except for the intrinsic electrophysiological properties. Combined χ² fits 
on all neural properties (excluding the intrinsic electrophysiological ones), yielded 32.7% 
(LI → LIV) and 64.4% (LIV → LI), respectively. Taking into account the variation across 
individual sets of parameters and fit uncertainties (shown as bands in Fig. 6E), our data 
allows a separation of LII/III into three equally sized parts. Therefore, for further 
quantitative analysis of the input/output connectivity of pyramidal cell populations in 
LII/III, we used the segregation into lower, middle and upper LII/III as we previously had 
introduced them for the general comparison between neurons in different location within 
LII/III. Note that because of the gradual change of input/output properties the neurons 
within each part still have to be considered as heterogeneous. 
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Fig. 6 Properties of individual pyramidal cells correlate with soma position in the supragranular LII/III. Depth has 
been scaled to range from 0% (border to LI) to 100% (border to IV). Red lines illustrate linear correlations. A) 
Intrinsic electrophysiology: Membrane-resistance (Rm) and 1st interspike interval (ISI) to just suprathreshold 
stimulation (n = 162; Rm: p <0.001, 1st ISI: p <0.001). B) Functional input connectivity: Excitatory synaptic input 
density and strength (upper II/III: n = 14, middle II/III: n = 16, lower II/III: n = 14; input density HC Lva: p 
<0.001, input strength HC Lva: p <0.001, NC LIV: p < 0.05). C) Structural input properties (dendritic properties, 
n = 59; Pearson correlation: p <0.001 each) and (D) output properties (axonal properties, n = 22; home column LI 
& LIV: p <0.001, LVb: p < 0.01). E) On the neuronal population level, a modified sliding window analysis 
illustrates statistical similarity of neuronal properties within upper and within lower LII/III. Neuronal population 
properties of a base window at the top (0 to 20%, red) and bottom (80 to 100%, blue), respectively, are compared 
with an equally sized sliding window. Sigmoidal fits to the MANOVA p values are shown as black lines (best fit) 
and bands (uncertainty for 50% increase of v2 ). Boundary values for upper LII/III at 32.7% and lower LII/III at 
64.4%, respectively, derive from the intersection of the best fit sigmoids with p=0.05 (vertical/horizontal dashed 
lines). HC = home column. NC = neighbouring column. 
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Fig. 7 Excitatory and inhibitory input 
connectivity patterns of neural 
populations in upper, middle and lower 
LII/III. Averaged connectivity maps are 
constructed by linearly transforming 
individual maps (upper LII/III: n = 14; 
middle LII/III: n = 16; lower LII/III: n = 
14) to the cortical template shown as grey 
background. White triangles label the 
positions of the recorded neurons, a cross 
the alignment centre in the home barrel. A1) 
Averaged strength of excitatory inputs with 
confidence levels ≥68.3%. A2) Confidence 
levels for the origins of excitatory inputs. 
B) Averaged maps constructed for the 
confidence levels of inhibitory inputs 
Functional input properties of 
neuronal populations in lower, 
middle and upper LII/III. To 
visualize the representative input 
connectivity for the pyramidal 
cells in lower, middle and upper 
LII/III, we constructed average 
maps of the strength and reliability 
of the excitatory inputs 
(confidence maps, Fig. 7A) as well 
as of the reliability of the 
inhibitory inputs (Fig. 7B). 
Discriminant analysis based on the 
excitatory functional connectivity 
revealed that the neuronal 
populations of lower, middle and 
upper LII/III (sliding-window-derived groups) were clearly distinguishable (lower LII/III: n 
=14; middle LII/III: n = 16; upper LII/III: n = 14; p = 0.025, Wilk’s lambda, 93% correct 
classification). Accordingly, the canonical scores plots showed the three groups as only 
weakly overlapping populations (Fig. 8A), with the most important discriminating factors 
being density and strength of excitatory Lva inputs from the home column. In contrast, 
discriminant analysis of the density of inhibitory inputs failed in reliably distinguishing 
groups (43% correct classification) and the respective canonical scores plot showed 
extensively overlapping populations (Fig. 8B). In agreement with this, no parameter of 
inhibitory input connectivity revealed any significant correlation with the soma position. 
Consequently, whereas excitatory input properties are clearly different for pyramidal cell 
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networks of lower, middle and upper LII/III, the inhibitory connectivity appears to be 
generally similar within LII/III. 
 
Intralaminar excitatory synaptic inputs. In general, supragranular pyramidal neurons 
received local excitatory inputs mainly from HC and SC fields (Fig. 2B/C). These inputs 
were patchy, as reflected by moderate levels of confidence in the average maps (Fig. 7B). 
Inputs typically consisted of one or a few EPSPs of 0.3 to 1.5 mV in amplitude. Within the 
HC about 20% of the stimulated fields generated excitatory inputs of weak or moderate 
strength (0.07 ± 0.02 mV*s, n = 44; Fig. 8C). Even the strongest individual excitatory 
inputs rarely reached integral values larger than 0.15 mV*s. Compared to the dominance of 
local synaptic inputs in other cortical layers (cf. Schubert et al., 2007), this seems 
comparatively weak (Holmgren et al. 2003). We investigated whether this reflected an 
underestimation which was possibly caused by neurons preferentially receiving inputs from 
their “own” local network and not from other parts of LII/III. However, we found no 
significant preference for the local networks, neither in density (lower LII/III, p = 0.09; 
middle LII/III, p = 0.5; upper LII/III p = 0.9) nor in the strength of excitatory inputs (lower 
LII/III p = 0.7; upper LII/III, middle LII/III, p = 0.7; p = 0.9; data not shown). For 
excitatory inputs originating from supragranular fields of the neighbouring column, we 
found a distinct reduction of almost 50% in density (p < 0.0001), although no significant 
reduction in input strength was found. The density and strength of excitatory inputs did not 
change significantly for supragranular fields of the septum as compared to that of the home 
column (density: p = 0.2; strength: p = 0.1, Fig. 8C).  
 
Excitatory synaptic inputs from lemniscal LIV are strong across the entire LII/III. 
LIV represented the most prominent source of excitatory inputs onto supragranular 
pyramidal neurons (Fig. 2B/C, 7A). Flash-induced inputs typically consisted of several, 
large amplitude EPSPs (up to 4 mV, Fig. 2B2). Thus, neurons within the home barrel 
provided strong and reliable excitatory inputs onto all supragranular pyramidal neurons 
(Fig. 7A). On average, in almost 60% of the fields within the home barrel, photo 
stimulation resulted in partially very strong inputs (0.17 ± 0.03 mV*s; n = 44, Fig. 8C). 
Excitatory inputs arising from barrels in the neighbouring column were generally less dense 
(14.2 ± 3.9%, p < 0.001; n = 44) and weaker than those of the home barrel (0.05 ± 0.01 
mV*s; p <0.001). However, the strength of inputs from the neighbouring barrels was 
significantly higher for pyramidal neurons in lower LII/III (0.08 ± 0.02 mV*s; n = 12) than 
for those in upper LII/III (0.03 ± 0.005 mV*s; n = 14, p = 0.05). Excitatory inputs from the 
septa between the barrels were very heterogeneously distributed: for a number of pyramidal 
cells these excitatory inputs were lacking entirely (lower LII/III: 3/14, middle LII/III: 3/16; 
upper LII/III: 4/14). In the remaining neurons such inputs had densities ranging from 26% 
to 50%. Whereas neurons in lower LII/III received inputs from the septum that were of 
similar strength as those from the barrel of the home column (0.27 ± 0.1 mV*s; Fig. 8C2). 
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Fig. 8 Neural populations in upper, middle and lower LII/III differ significantly in their layer-specific 
functional input connectivity. A/B) Canonical scores plots of the properties of flash-evoked (A) excitatory and 
(B) inhibitory inputs (upper LII/III: n = 14; middle LII/III: n = 16; lower LII/III: n = 14) following discriminant 
analysis of the three a priori groups. Function 1 and 2 are linear combinations of properties that best discriminate 
the groups. Confidence ellipses surround the group centroids (asterisks). C) Layer- and column-specific density 
(C1) and strength (C2) of origins for excitatory inputs from the home (HC), septal (SC) and neighbouring (NC) 
column onto pyramidal cell populations in upper, middle and lower LII/III as shown in A). D) Layer- and column-
specific density of origins for inhibitory inputs onto pyramidal cell populations in upper, middle and lower LII/III 
as shown in B). Data are means ± SEM. Asterisks indicate significant differences between different populations. 
MANOVA, Bonferroni corrected: p < 0.05 *, p < 0.01 **, and p < 0.001 *** 
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Excitatory synaptic inputs from infragranular layers are dominated by 
“paralemniscal” Lva. The third prominent source for excitatory inputs was the 
infragranular Lva. Inputs arising from stimulated fields of Lva typically consisted of few 
EPSPs (usually 1-2, up to 5) with moderate amplitudes from 0.5 to 2 mV (Fig. 2B2). 
However, excitatory inputs from this layer revealed the most prominent differences 
between the neuronal networks in lower, middle and upper LII/III (Figs. 7A and 8C). 
Whereas for lower LII/III pyramidal cells Lva was typically a minor source for excitatory 
inputs, intracolumnar Lva was the second-most dense and a highly consistent source of 
strong excitatory inputs onto upper LII/III pyramidal cells (61 ± 2.1%; 0.15 ± 0.02 mV*s, 
Figs. 7A and 8). In comparison, the intracolumnar excitatory inputs from Lva into lower 
and middle LII/III were significantly less dense (lower vs. upper LII/III: p < 0.001; lower 
vs. middle LII/III: p < 0.01; middle vs. upper LII/III: p < 0.01; Fig. 8C1), weaker (lower vs. 
upper LII/III: p < 0.001; middle vs. upper LII/III: p < 0.01; Fig. 8C2) and less consistent 
(Fig. 7A2). For inputs originating from Lva of the neighbouring column, density and 
strength were generally reduced. For Lva inputs originating from below a septum, we 
found no significant reduction of input density and the inputs remained relatively strong 
networks in lower (0.10 ± 0.03 mV*s) and upper LII/III (0.10 ± 0.02 mV*s). Amongst the 
deeper infragranular LVb and LVI, only LVb provided a reliable source of excitation 
(confidence level >80%), typically consisting of one or a few low-amplitude EPSPs (0.3 – 
1 mV; Fig. 7A, cf. Fig. 8).  
 
Inhibitory synaptic inputs. As mentioned above, our data imply similar inhibitory input 
patterns for all supragranular pyramidal cells, which in the home column consisted of two 
main sources of prominent, slowly rising and decaying hyperpolarisations at Vh = -60 mV 
(Fig. 2B2): (i) supragranular LII/III including LI and (ii) Lva (Figs. 7B and 8D). From 
home column LI, some pyramidal neurons of upper (3/14 neurons) and middle LII/III 
(2/16) received inhibitory inputs with densities ranging from 8 – 51% (Fig. 8D), whereas 
none (0/14) of the neurons in lower LII/III received such inputs. The main source was 
intracolumnar LII/III, providing IPSPs from on average 6% - 10% of the fields (Fig 8D). In 
addition, about 25% of supragranular pyramidal cells received inhibitory inputs from Lva 
(Fig. 7B). These IPSPs were not prominent (Fig. 2B2) and originated from between 4% and 
20% of the fields in Lva (Fig. 8D). Occasionally, neurons received inhibitory inputs from 
the supragranular septal column, whereas IPSPs from the neighbouring column were 
typically absent. 
 
Structural input-output relationships of pyramidal cells in LII/III. A summary of all 
morphometric data is given in Tables 2 and 3. As for the functional input properties, 
discriminant analysis showed that the neuronal populations of lower, middle and upper 
LII/III were significantly different (somatodendritic parameters: lower LII/III: n = 20; 
middle LII/III: n = 19, upper LII/III: n = 20; p = 0.001, Wilk’s lambda, 78% correct 
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classification; axonal properties: lower LII/III: n = 7; middle LII/III: n = 6, upper LII/III: n 
= 9; p = 0.001, 100% correct classification). The most important discriminating properties 
were the morphological parameters that also showed a significant correlation with the depth 
of the soma. We found significant correlations with the soma position for the vertical soma 
diameter (p = 0.005), vertical and horizontal dendritic span (p < 0.001 each), number of 
primary dendrites (p = 0.02) and the maximal diameter of the basal dendrites (p = 0.01). In 
terms of axonal properties, we found significant correlations for bouton numbers in LI (p = 
0.003), LIV (p < 0.001) and LVb (p = 0.007) of the home column (HC) and LI of the septal 
column (SC, p = 0.04). In agreement with the discriminant analysis, canonical scores plots 
displayed a partial overlap between the three groups for the dendritic properties (Fig. 9A), 
whereas axonal properties of the pyramidal cell populations were represented in distinct 
clusters (Fig. 9B).  
 
Fig. 9 Neural populations in 
upper, middle and lower 
LII/III differ significantly 
in their layer-specific 
structural output but not 
input properties. A, B) 
Canonical scores plots of 
(somato-)dendritic (A, upper 
LII/III: n = 20, middle LII/III: 
n = 19, lower LII/III: n = 20, 
p = 0.01, Wilk’s lambda) and 
axonal properties (B, upper 
LII/III: n = 9, middle LII/III: 
n = 6, lower LII/III: n = 7; p 
<0.01). C) Layer- and 
column-specific distribution 
of axonal boutons. Greyscale 
intensity represents mean 
numbers within each cortical 
area. White arrows mark the 
most prominent projections. 
 
The main distinguishing somatodendritic properties between neurons in lower, middle and 
upper LII/III were differences in the maximal vertical dendritic span, which was 
significantly longer in lower LII/III neurons (394.9 ± 76.3µm) than for those of the upper 
LII/III (281.2 ± 56.5 µm, p = 0.002). Interestingly, the average total length of the dendrites 
was comparable for all groups of pyramidal cells. Evidently, a smaller vertical dendritic 
span was compensated by a broader horizontal span and vice versa. We found that 
correlations existed across all supragranular compartment values of the vertical and 
horizontal span of the apical dendrites (R = -0.44, p = 0.001). Thus, the appearance of 
atypical pyramidal cells in the upper LII/III likely reflects dendritic reorganisation due to 
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the proximity to the pial surface, since we found no differences in input maps of oblique 
versus straight pyramidal cells. 
 
The axonal output connectivity showed several prominent differences between lower, 
middle and upper LII/III. A summary of the axonal properties is given in Table 2 and 3 and 
Fig. 9C. The main terminal fields of LII/III neurons were the supragranular compartment 
and infragranular Lva and LVb. As a whole, axonal projections of pyramidal neurons in 
lower LII/III were more restricted to their respective home column then those of the upper 
LII/III, although some horizontal or oblique collaterals projected to the neighbouring septa 
or barrel columns (Fig. 9C, see also Fig. 4B). In comparison, pyramidal neurons in upper 
LII/III formed higher numbers of boutons (i) in the neighbouring column (NC, lower 
LII/III: 50 ± 25; upper LII/III: 188 ± 53; p = 0.05, MANOVA, Bonferroni corrected; Fig. 
9C) and (ii) in LI of the home column (lower LII/III: 41 ± 13, upper LII/III: 183 ± 40, p 
<0.01). Furthermore, for neurons of lower LII/III large numbers of boutons were found in 
LIV of the home column, which is in surprising contrast to neurons in upper LII/III (lower 
LII/IIII: 392 ± 43; upper LII/III: 95 ± 20; p < 0.001, Fig. 9C, Table 3). After passing lower 
LII/III and LIV, a further prominent termination field for neurons throughout LII/III was 
established in LV within the home column, from which horizontal collaterals also extended 
into adjacent septa and neighbouring columns. This transcolumnar output was prominent in 
Lva but also extended into LVb. LVI received only very few projections from the entire 
supragranular compartment. Overall, pyramidal cells in middle LII/III showed axonal 
projection patterns with features that were intermediate to those in lower and upper LII/III 
(Fig. 4 and 9C). 
 
Discussion 
We present evidence that multiple circuits are embedded in the classical layer II/III of rat 
barrel cortex. We find structurally and functionally distinct pyramidal neurons, which 
display a depth-dependent gradual change of connection properties (Fig. 10). In rats, 
pyramidal neurons of lower LII/III are dominated in their input connectivity by the 
lemniscal pathway and also feedback signals to the layer of origin of their main input, 
which is LIV. Pyramidal cells in upper LII/III are also profoundly influenced by these 
lemniscal projections, but in addition can effectively interface the paralemniscal pathway 
by virtue of their strong inputs from Lva. The middle LII/III is, however, occupied by an 
intermediate population of pyramidal cells, which structurally and functionally reflects a 
mixture of upper and lower LII/III properties.  
 
A major outcome of rodent in vivo calcium imaging studies within LII/III has been the 
finding that the topological characteristics of sensory stimuli are preserved at the columnar 
population level, whereas considerable variability can be found at the individual cell level. 
In the visual cortex this was shown for stimulus orientation (Ohki et al. 2005) and 
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retinotopy, (Smith and Häusser 2010), in the auditory cortex for tonotopic organisation 
(Bandyopadhyay et al. 2010; Rothschild et al. 2010). In the somatosensory cortex, principal 
whisker dominance appears shifted toward adjacent whiskers for a number of supragranular 
excitatory neurons (de Kock, Kerr, et al. 2007; Sato et al. 2008). This could be based on the 
specific circuits in which the neurons are embedded (Sato and Svoboda 2010). These in 
vivo studies have concluded that multiple circuits have to be laid out within LII/III, circuits 
which might depend on the different target regions of the projection neurons (Chen et al. 
2013). However, the investigation of the cellular circuitry organisation remains subject to 
technical limitations and still requires, dissection of the functional and structural features in 
vitro. Yoshimura et al. (2005) pioneered the idea of multiple segregated circuits within the 
supragranular compartment of rodent visual cortex, mainly based on the finding that pairs 
of connected pyramidal neurons receive highly correlated excitatory inputs, both locally 
and from LIV, a feature which was not found in unconnected pairs.  
 
Fig. 10 Properties of 
supragranular 
pyramidal neurons 
imply a structural and 
functional continuum. 
A) Schematic drawing of 
the functional input 
connectivity of pyramidal 
neurons in upper and 
lower LII/III on neuron 
population (network) 
level. The thickness of 
arrows represents the 
layer-specific density of 
origins for excitatory 
(red) and inhibitory 
(blue) inputs, the color 
intensity average strength 
of excitatory inputs. For 
simplification, densities 
<10% for excitatory and 
<5% for inhibitory inputs 
are not shown. The 
position of the 
arrowheads indicates the 
target layer and does not 
imply subcellular target 
specificity. B) Schematic 
representation of 
gradually changing 
properties of individual 
pyramidal neurons in 
LII/III. Left panel: 
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Functional input connectivity: Neurons receiving mainly excitatory inputs from LIV (“lemniscal layer”) are given 
in green With increasing additional excitatory inputs from Lva (“paralemniscal layer”) neurons are represented in 
more yellowish colors. Note that neurons that receive sparse or prominent inputs from Lva can be found 
throughout LII/III with decreasing frequency of occurrence from upper to lower LII/III, respectively. Right panel: 
Structural output connectivity: Gradual change of axonal projection properties within the supragranular 
compartment: the more yellow the shading of the neurons and arrows, the higher the preference for horizontal 
projections, the more green the shading the higher the preference for vertical projections into LIV.  
 
Here we studied the putative existence of multiple parallel pathways within the 
supragranular compartment of the rodent barrel cortex and found several new and 
important features. Firstly, there is a gradual change in the composition and information 
content of these circuits when moving from LIV toward the pia. Secondly, lemniscal LIV 
and paralemniscal Lva contribute differently to the input gradient (as compared to: 
Shepherd and Svoboda, 2005 and Bureau et al., 2006). Thirdly and importantly, this does 
not only apply to the functional input but also to the axonal output connectivity. 
 
Diverse functional input connectivity of supragranular pyramidal cells. Our results 
indicate strong and effective information transmission from LIV and Lva, which both 
represent important cortical entry points for parallel streams of sensory information, to 
LII/III. Previous studies showed that pyramidal neurons of the supragranular compartment 
integrate sensory information obtained via the lemniscal pathway from neurons in LIV 
barrels (Dantzker and Callaway 2000; Petersen and Sakmann 2001; Shepherd et al. 2005). 
In agreement with this, all our supragranular neurons received extensive and powerful 
excitatory input from the associated home barrel. However, in addition, we found that the 
deeper a pyramidal cell was located, the stronger the excitatory input was that it received 
from LIV of neighbouring columns. This gradual change of properties suggests a functional 
continuum wherein more superficial neurons preferentially perform whisker-specific 
segregation of lemniscal sensory information, while deeper pyramidal neurons integrate 
sensory information (i.e., associate principal and adjacent whisker input across cortical 
columns). The more superficially a pyramidal cell was located, the more likely it was to 
also receive prominent excitatory input from Lva. Therefore, upper LII/III-pyramidal 
neurons receive lemniscal and paralemniscal information and are likely to interface with 
the two signal processing pathways. In middle LII/III, we found the two functional types 
equally distributed. These features suggest complex signal processing capabilities in the 
supragranular compartment: one can hypothesise that upper LII/III segregates whisker-
specific lemniscal but integrates multiwhisker paralemniscal input, whereas lower LII/III 
integrates the whisker-specific lemniscal input, and middle LII/III might contribute to these 
processing streams in a flexible manner.  
 
To which extent do networks within the supragranular compartment interact? Previous 
studies have found a substantial number of connections between local excitatory and 
inhibitory neurons (Holmgren et al. 2003; Feldmeyer et al. 2006; Avermann et al. 2012; 
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Fino et al. 2013). In the present study, supragranular connectivity of pyramidal cells was 
typically reflected by moderate excitatory inputs from home, septal and neighbouring 
columns and scattered but reliable local inhibitory modulation. Interestingly, we did not 
find any preference for receiving synaptic inputs from the same depth of LII/III. This 
implies extensive interaction between neurons of lower, middle and upper LII/III. 
Furthermore, we revealed a so far unreported sparse but reliable inhibitory connection 
between Lva and supragranular pyramidal cells, which might play a role in fine tuning the 
interaction of the two signal processing pathways. This input could be mediated by 
Martinotti-type inhibitory interneurons (Silberberg and Markram, 2007), whose in vivo 
function is thought to support adaptive linear encoding of sensory stimuli (Murayama et al., 
2009). 
 
Dendritic morphology and axonal projections of supragranular pyramidal cells. 
Previous studies have distinguished “typical” pyramidal neurons in LIII and “atypical” 
ones in LII (Peters and Kara 1985; Thomson and Bannister 1998; Van Brederode et al. 
2000). Our quantitative analysis suggests that all LII/III pyramidal neurons possess similar 
dendritic length to sample a comparable amount of diverse inputs. Hence the obliqueness of 
those neurons close to the pial surface is likely to be a compensatory growth mechanism, 
without any unique functional properties so far having been associated with that 
morphology (Mason and Larkman 1990). 
 
Interestingly, the axonal arborizations showed many significant differences. Firstly, all 
upper LII/III-pyramidal cells issued extensive transcolumnar axonal projections, whereas 
only a fraction of the lower LII/III-pyramidal cells did. Although the sparseness of 
transcolumnar projections in lower LII/III-pyramidal cells could be a slice artifact 
(Stepanyants et al. 2009), a recent in vivo study in rat barrel cortex supports the notion that 
the transcolumnar projections of cells in the upper supragranular compartment are more 
extensive (Bruno et al. 2009). Also in vivo data from cat visual cortex exists that presents 
evidence for similar projection patterns of supragranular pyramidal neurons as we have 
reported in the present study (Stepanyants et al. 2008). Previous in vitro studies have also 
shown differential projection targets of supragranular pyramidal cells, however, only in a 
qualitative manner (Van Brederode et al. 2000; Larsen and Callaway 2006; Barbour and 
Callaway 2008). In the quantitative study of Lübke et al. (2003), no differences have been 
reported between pyramidal neurons located at different depths, probably because of a bias 
toward recording from the heterogeneous population of middle LII/III and thereafter 
pooling the results. Secondly, upper LII/III not only receives strong input from Lva, but 
also feeds back by projecting more densely into Lva than LVb, the latter being the 
preferred target of lower LII/III pyramidal cells. This is in agreement with Thomson and 
Thomson and Bannister (1998) as well as Otsuka and Kawaguchi (2008), which both could 
show target cell specificity for the LII to Lva and the LIII to LVb connections. Thus, 
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“paralemniscal layers” (upper LII/III and Lva) and “lemniscal layers” (lower LII/III and 
LVb) have preferential reciprocal excitatory connections, which agrees well with recent 
paired recording data (Lefort et al. 2009). Thirdly, a novel feature discovered in our study 
is the relatively high number of boutons carried by lower LII/III-pyramidal cells into LIV. 
This feedback projection was considered to be mainly targeting inhibitory interneurons 
(Thomson and Bannister 2003). However, our previous glutamate uncaging studies showed 
that excitatory LIV neurons also receive functional inputs from lower LII/III (Schubert et 
al., 2003). Interestingly, a similar excitatory feedback loop between LIII and LIV was 
recently proposed for the primary auditory cortex (Barbour and Callaway 2008), suggesting 
a general circuit property.  
 
Organisation of the supragranular compartment: continuum versus layers. What 
causes the appearance of a continuum-like organisation of neuronal properties within the 
supragranular compartment? On the one hand, one could speculate about a novel network 
organising principle whose computational power is not yet understood but could allow a 
more flexible functional integration of lemniscal and paralemniscal pathways. On the other 
hand, a set of very “thin” layers, difficult to sample specifically, may cause the impression 
of a continuous change of neuronal properties. Recent data on the distribution of molecular 
markers show differential sometimes gradually spread-out patterns (Lein et al. 2007; 
Sorensen et al. 2015). To clarify what the basis for the gradually changing structural and 
functional variations within LII/III is, we propose that future studies perform spatially fine-
grained analyses of the morphological and functional properties of molecularly defined 
pyramidal neurons (cf. Molnár and Cheung 2006; Sugino et al. 2006). This will lead to 
further refinement of our concepts of the canonical and non-canonical pathways within and 
between cortical columns (Douglas and Martin 2007; Schubert et al. 2007; Thomson and 
Lamy 2007; Feldmeyer 2012b). 
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Table 1. Electrophysiological properties of supragranular pyramidal neurons 
Properties           upper II/III     middle II/III          lower II/III               Depth corr. 
Passive intrinsic                n = 60          n = 47                     n = 55                          R (n = 162) 
Vrmp [mV]                         -69.3 ± 0.9                    -69.4 ± 0.7 -70.9 ± 0.8                   -0.15 
Rm [MΩ]                           110.2 ± 5.8***               86.1 ± 4.9**1 77.7 ± 3.0                   -0.49** 
τm [ms]                               18.7 ± 0.7*                  18.1 ± 1.3 14.9 ± 0.6                    -0.3** 
Active intrinsic 
AP threshold1 [mV]         -47.7 ± 0.6*                   -47.7 ± 0.7*2 -49.9 ± 0.5                    -0.12 
AP amplitude [mV]          78.5 ± 1.1                      79.5 ± 1.3 82.6 ± 1.2                     0.13 
AP halfwidth [ms]              1.7 ± 0.1**                     1.5 ± 0.1*1 1.5 ± 0.1                    -0.27** 
1st ISI – weak1 [ms]        151.9 ± 9.7**                 108.7 ± 5.9**1 102.0 ± 7.6                    -0.32** 
1st ISI – strong2 [ms]         54.8 ± 3.0**                   47.2 ± 3.2**1 44.7 ± 3.2                    -0.22* 
Firing pattern2 
RS-SA1 type                        82.4% 71.7%                              61.4% 
RS-SA2 type                        17.6% 23.9%                              27.3% 
RS-FA type                            0% 4.3%                              11.4% 
Data are means ± SEM. Active properties were measured: 1 just suprathreshold, eliciting 2-4 Aps, or 2 by stronger 
depolarising currents, eliciting 10-14 Aps. Asterisks mark significant differences upper LII/III vs. lower LII/III 
(*), upper LII/III vs. middle LII/III (*1) and lower LII/III vs. middle LII/III (*2): MANOVA, Bonferroni corrected, 
p < 0.05 *, p < 0.01 **, p < 0.01 ***. “Depth corr.” Is the Pearson correlation of a parameter with relative soma 
position (0% = border LI-LII/III, 100 % = border LII/III-LIV). Firing patterns were classified by the adaptation 
ratio (9th/3rd ISI): ≤1.67 RS-SA1 vs. >1.67 RS-SA2. Neurons that stopped firing were classified as fast adapting 
RS-FA.  
  
Chapter 4 
95 
 
Table 2. Morphological properties of supragranular pyramidal neurons  
 
Properties        upper II/III          middle II/III   lower II/III   Depth corr. 
Somatodendritic           n = 20                             n = 19        n = 20    R (n = 59) 
Horizontal soma diameter [µm]           15.4 ± 0.3                     16.1 ± 0.8                 15.6 ± 0.5  -0.1 
Vertical soma diameter [µm]               18.3 ± 0.5**                    20.6 ± 0.7*1              22.0 ± 0.6 0.36** 
Soma area [µm2]                                  177.7 ± 6.7                  214.0 ± 18.0               214.6 ± 11.8 0.1 
Vertical dendritic span [µm]                281.2 ± 12.6**                372.7 ± 14.6*1              394.9 ± 17.1 0.7*** 
Horizontal dendritic span [µm] 
     Apical                                             319.0 ± 15.8**              262.1 ± 15.8*1               214.7 ± 13.0*2 -0.49** 
     Basal                                               215.8 ± 7.1                  218.1 ± 7.5                  214.7 ± 13.0  0.06 
No. of primary dendrites [n]                   5.9 ± 0.3                       4.9 ± 0.2                      5.2 ± 0.2  -0.3* 
Max. dendritic diameter [µm] 
     Basal                                                  2.4 ± 0.1                      2.6 ± 0.1                      2.9 ± 0.2  0.32** 
     Apical                                                 3.9 ± 0.2                      3.9 ± 0.2                     4.9 ± 0.2  0.03 
Length basal dendrites [µm]                2664 ± 162                  2680 ± 148                  2919 ± 136                    0.11 
Length apical dendrites [µm]               2874 ± 153                  2856 ± 145                 2791 ± 134                     0.02 
No. of dendritic endings [n] 
     Basal                                                     35.4 ± 1.5               29.7 ± 1.7                     32.9 ± 1.6  -0.25 
     Apical                                                   27.9 ± 1.8                 26.4 ± 1.3                    25.6 ± 1.1  -0.13 
Axonal    n = 9                     n = 6              n = 7    R (n = 22) 
Total axonal length [µm]                     10695 ± 558            11268 ± 1239                   11332 ± 812                0.15 
Total bouton No. [n]                              1999 ± 167             1930 ± 263                        1887 ± 220               -0.13 
Bouton density [n/100 µm]                     18.5 ± 0.8                17.1 ± 1.3                         16.5 ± 0.9  -0.2 
Data are means ± SD. Asterisks mark significant differences in upper LII/III vs. lower LII/III (*) and in upper 
LII/III vs. middle LII/III (*1): MANOVA, Bonferroni corrected, p < 0.05 *, p < 0.01 **, p < 0.01 ***. “Depth 
corr.” Is the Pearson correlation of a parameter with relative soma position (0% = border LI, 100 % = border LIV). 
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Table 3: Layer- and column-specific bouton distribution 
 
Nr. Of bout                               upper II/III           middle II/III       lower II/III             Depth corr. 
Home columns  n = 9                           n = 6            n = 7      R (n = 22) 
LI                                               183 ± 40**                    49 ± 16*1 41 ± 13                       -0.57** 
LII/III                                         705 ± 82                    675 ± 83 573 ± 93                       -0.21 
LIV                                              95 ± 20***                      225 ± 67*2 392 ± 43                        0.73*** 
Lva                                             254 ± 35                    260 ± 46 317 ± 99                        0.09 
LVb                                            136 ± 15*                  153 ± 25*2 252 ± 36                        0.56** 
LVI                                              79 ± 16                      56 ± 12 37 ± 9                         -0.33 
Neighbouring columns 
LI                                                 88 ± 28*                    14 ± 10 5 ± 3                         -0.44 
LII/III                                         188 ± 52*                               99 ± 24 50 ± 25                       -0.38 
LIV                                               21 ± 17                    42 ± 33 29 ± 12                        0.28 
Lva                                               50 ± 22                  134 ± 54 40 ± 18                       -0.25 
LVb                                               33 ± 14                    65 ± 29 51 ± 21                        0.14 
LVI                                               10 ± 7                         0 ± 0 7 ± 7                          0.01 
Septal columns 
LI                                                 13 ± 3*                        8 ± 3 2 ± 1                        -0.44* 
LII/III                                           46 ± 9                       66 ± 19 20 ± 6                        -0.16 
LIV                                                8 ± 5                        14 ± 7 10 ± 4                         0.15 
Lva                                               15 ± 4                        33 ± 7**2 6 ± 3                        -0.13 
LVb                                              11 ± 3                        10 ± 4 15 ± 6                         0.09 
LVI                                                 0 ± 0                         0 ± 0 1 ± 1                         0.18 
 
Data are means ± SEM. Asterisks mark significant differences between the neuron populations in upper LII/III vs. 
lower LII/III (*), upper LII/III vs. middle LII/III (*1) and lower LII/III vs. middle LII/III (*2): MANOVA, 
Bonferroni corrected, p < 0.05 *, p < 0.01 **, p < 0.001 ***. “Depth corr.” Is the Pearson correlation of a 
parameter with relative soma position (0% = border LI-LII/III, 100 % = border LII/III-LIV). 
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Abstract 
There is growing evidence demonstrating that maintaining brain 5-HT homeostasis during 
critical neurodevelopmental periods is important for proper structure and function of 
sensory systems, including neocortical sensory circuits. In the somatosensory system the 
serotonin transporter (SERT) maintains 5-HT concentrations at the thalamocortical (TC) 
synapse within the primary somatosensory cortex (S1). Sert-/- rat models show increased 
extracellular 5-HT levels and develop aberrant axonal projections of both TC afferents and 
excitatory neurons in cortical input layer IV. Furthermore, upon activation, this input layer 
IV in Sert-/- rats shows increased synaptic transmission. In the present study we investigated 
the associative LII/III of Sert-/- juvenile rats, direct recipients of LIV input. We dissected 
the upper and lower LII/III based on their underlying functional connectivity. Using multi 
electrode array (MEA) and miniature excitatory post synaptic current (mEPSCs) 
recordings, we found an increase in synaptic activity specifically in the upper LII/III. Using 
morphometric analysis of 3D reconstructed pyramidal neurons we show a loss in the 
typical axonal projection pattern for both upper and lower LII/III neuronal populations. 
Dendritic and axonal projections of both neuronal populations seem to be altered 
specifically around the thalamocortical input domains of the lemniscal pathway in the Sert-/- 
rat. Furthermore, both upper and lower LII/III neurons of Sert-/- rats show increased 
horizontal axonal innervation of upper layer II/III neighbouring columns. These data 
demonstrate that increasing exposure to 5-HT levels during development could directly 
impact cross columnar integration and therefore whisker representation in primary 
somatosensory cortical networks. 
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Introduction 
Serotonin (5-HT) functions as a classical neurotransmitter, a neuromodulator (Laurent et al. 
2002; Ciranna 2006) as well as a regulator of synaptic plasticity (Gu and Singer 1995, 
Kojic et al., 2001) having multiple neurodevelopmental effects within the central nervous 
system (Erzurumlu and Gaspar 2012). Therefore, regulating 5-HT homeostasis is crucial 
for the normal development of cortical structures and their related function (Cases et al. 
1996; Lebrand et al. 1998; van Kleef et al. 2012; Witteveen et al. 2013). Increase in 
extracellular 5-HT caused by a reduced function of the serotonin transporter (SERT), 
transiently expressed on thalamocortical afferents (TCAs) during early cortical 
development, affects the connectivity of neural projections into as well as within the 
primary somatosensory cortex (S1) (van Kleef et al. 2012; Miceli et al. 2013). A major 
feature of S1, enabling proper somatosensory perception and discrimination relies on the 
strong topographic relationship of the whisker receptive fields mapped onto the layer IV 
barrels (Woolsey and Vand der Loos 1970; Diamond 1995). Peripheral information 
resulting from the contact of a whisker on objects in the environment results in a series of 
computations along the afferent somatosensory pathway towards S1. Excitatory 
information arriving into S1, is processed along the canonical pathway (LIV-II/III-Va) 
within the barrel related cortical circuitry (Lübke and Feldmeyer 2007) and we could 
previously show that the topological organisation of two major input synapses of the barrel 
cortex canonical circuitry are disrupted in the Sert-/- model (Miceli et al. 2013). Indeed, the 
TCAs of Sert-/- rats show extensive neighbouring barrel projections and the LIV excitatory 
neuron population, pyramidal (Pyr) and spiny stellate (SpSt) cells alike, both show 
increased neighbouring barrel projections towards the associative layers II/III (LII/III). 
Furthermore, the Sert-/- rat shows an increased synaptic activity within the LIV circuitry 
(Chapter III of this thesis). It is currently unknown how such changes in network structure 
and function affect the remaining layers of the canonical intracortical circuitry of the Sert-/- 
barrel cortex, in particular the main target of layer of LIV projections, i.e. LII/III 
(Feldmeyer et al. 2002).  
 
LII/III are known as associative layers because of their horizontal projections which 
transmit excitatory information across cortical columns (Brecht et al. 2003; Feldmeyer et 
al. 2006), cells in LII/III increase the receptive field size of stimuli representation within S1 
(Armstrong-James et al. 1992). Layer II/III can be divided into an upper LII/III and a lower 
LII/III depending on the functional connectivity of their excitatory neuronal populations 
(Staiger et al. 2014). For the excitatory pyramidal cell population of lower LII/III excitatory 
input originates from the TCAs and in major part from the corresponding LIV barrel 
(lemniscal pathway) whereas those in upper LII/III mainly receive their excitatory input 
from both from the LVa (paralemniscal pathway) and LIV. It has been proposed that lower 
LII/III receives direct input from the lemniscal pathway TCAs and feedback signals to the 
main input LIV. On the other hand, upper LII/III serves as a structure where information 
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from stimuli and whisker touch transmitted by the lemniscal pathway (Brecht 2007) merge 
to motor information from the whisker movement, transmitted by the paralemniscal 
pathway.  
Understanding the structure and function of the cortical microcircuits which underlie 
normal (healthy) somatosensory processing help us define the basics for evaluating 
alterations which underlie disease. For this, the clear topological organisation of the 
primary somatosensory cortex therefore offers a suitable model structure. SERT 
dysfunction and consequently high 5-HT levels during development affect LIV excitatory 
transmission as well as axonal projections towards associative LII/III. Here, we investigate 
in detail the synaptic processing and morphological organisation of Sert-/- rat LII/III by 
segregating the upper and lower neural circuits. Our results show that elevated brain 5-HT 
levels during development increased the cross columnar integration within the upper LII/III 
of the barrel cortex. Following an extracellular stimulation of upper and lower LII/III, we 
observed an increased synaptic transmission within the neighbouring columns of upper 
LII/III using multi electrode array (MEA) recordings. When evaluating the underlying 
single cell anatomical structure, using single neuron morphological 3D-reconstructions, we 
found a loss of organisation of axonal projections of neurons located in the lower as well as 
upper LII/III in Sert-/- rats. Additionally, we show that the AMPA mediated currents are 
increased specifically in the upper LII/III which could directly affect the amplitude of 
synaptic activity observed on the MEA. Taken together, these results show increased 
projections as well as synaptic transmission across cortical columns within the associative 
LII/III of the Sert-/- rat, which could directly affect the temporal integration of primary 
somatosensory information.  
 
Materials and Methods 
Animals  
Experiments were performed on male juvenile (postnatal day 20-23) Wistar rats. Sert-/-
(Slc6a41Hubr) rats were generated by ENU-induced mutagenesis (Smits et al. 2006). All 
animals were bred and reared in the Central Animal Laboratory of the Radboud University 
Nijmegen (Nijmegen, The Netherlands). Breeding animals were derived from outcrossing 
heterozygous (Sert+/-) knockout rats for fifteen generations. Experimental animals were 
derived from homozygous breeding. We genotyped the animals routinely in order to 
confirm their genetic background. Animals were supplied with food and water ad libitum 
and were kept on a 12 h: 12 h light : dark cycle (lights on at 0600 h). The light:dark cycle 
was inversed for the Gap Crossing behavioural experiment. All experiments were approved 
by the Committee for Animal Experiments of the Radboud university medical centre, 
Nijmegen, The Netherlands, and all efforts were made to minimize animal suffering and to 
reduce the number of animals used. 
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Electrophysiological recordings 
Slice preparation  
Acute thalamocortical slices from the rat somatosensory cortex containing the pathway 
from the thalamus to the barrel cortex (Agmon and Connors 1991) were used. Following 
anesthesia and decapitation, brain tissue containing the barrel cortex was excised, quickly 
removed from the skull, and stored in ice-cold artificial cerebro-spinal fluid (ACSF) 
oxygenated with carbogen (95% O2, 5% CO2). ACSF consisted of (in mM): 124 NaCl, 1.25 
NaH2PO4, 26 NaHCO3, 1 CaCl2, 5 MgCl2, 3 KCl, 10 glucose at pH 7.4. The hemispheres 
were separated and cut with a 55° angle from the midline according to the rat brain 
coordinates of Land and Kandler (2002). The tissue block containing the region of interest 
was glued to a chilled Vibratome platform (Microm HM 650 V, Microm, Germany) and 
slices (300 µm thickness) were cut. The slices were stored in an incubation chamber 
containing carbogenated ACSF at room temperature for at least 1 h, then transferred to the 
recording chamber and submerged in 32°C ACSF 124 NaCl, 1.25 NaH2PO4, 26 NaHCO3, 2 
CaCl2, 1.8 MgCl2, 3 KCl, 10 glucose at pH 7.4. at a flow rate of 1 ml/min. 
Voltage-Clamp recordings 
Layer II/III excitatory neurons were identified based on their perisomatic morphology 
using an upright microscope (Olympus, Germany) fitted with 2.5x and 40x objectives. The 
barrel field was visualised at low magnification and the individual cells were selected at 
high magnification using an infrared enhanced quarter-field illumination (DGC, Luigs & 
Neumann, Ratingen, Germany). Lower II/III neurons were selected starting at the upper 
barrel limit and upper LII/III directly under the LI border. Somatic whole-cell recordings 
were performed at room temperature using borosilate glass pipettes with a tip resistance of 
4-6 MΩ. Patch pipettes were filled with (in mM): 115 CsMeSO3, 20 CsCl, 10 Hepes, 2.5 
MgCl2, 4 Na2ATP, 0.4 NaGTP, 10 Na-Phosphocreatine, 0.6 EGTA and 1% biocytin. Cells 
were selected at a minimum depth of -60 µm to retain the maximum network and minimize 
cutting artifacts. Miniature excitatory post synaptic currents (mEPSCs) were recorded at Vh 
-70 mV in ACSF containing 1 µM TTX (tetrodotoxin) and 100 µM PTX 
(picrotoxin)(Tocris Bioscience).  
Multi Electrode Array recordings 
For investigating stimulus evoked intracortical signal propagation, we used extracellular 
recordings of local field potentials (LFPs) in slices mounted on multi electrode arrays 
(MEAs) kept under submerged conditions (identical to the conditions described above for 
whole cell patch clamp recordings and following a protocol described previously (Bakker 
et al. 2009). In brief, we used uncoated standard MEA chips (Multichannel Systems, 
Reutlingen, Germany) containing 60 TiN electrode with a diameter of 30 µM spaced 200 
µM centre to centre. The slices were positioned in such a way that the 4th row of MEA 
electrodes was aligned to cortical layer IV (LIV) and kept in place by a harp grid. This way 
all cortical layers were covered by at least one row of electrodes while vertically each 
barrel associated column was covered by 1 to 2 columns of MEA electrodes. We allowed 
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30 minutes of incubation for the tissue to settle and ensure good connection with the MEA 
electrodes. Pictures were taken for later assignment of electrodes to cortical columns and 
layers during analysis.  
We applied electrical stimulation as monophasic voltage pulses (200 µs at -1000 mV) by a 
MEA electrode that was aligned with a LIV barrel of interest using a stimulus generator 
(STG2004, Multichannel Systems, Reutlingen, Germany). Recording electrodes were 
blanked from 20µs before until 100µs after the pulse. Signals from the MEA electrodes 
were band pass filtered filtered (0.1Hz high pass filter and 3kHz low pass filter), acquired 
by the PC-based data software MC Rack (Multichannel Systems) and digitized at a 
sampling rate of 10 kHz. Each stimulation protocol was repeated 8 times at 10 second 
intervals.  
Pharmacology 
We pharmacologically dissected the main components of stimulus evoked LFPs. After the 
standard 30 min incubation in aCSF and recording of the stimulus evoked LFPs, we added 
in a first step CNQX (100 µM, Sigma-Aldrich) in order to block AMPA receptor mediated 
responses and in a second step, following another 30 min incubation, we added TTX (1 
µM, Sigma Aldrich) in order to also block voltage gated sodium channels and thus action 
potential generation in the slice. Stimulus evoked LFPs were recorded during each of the 3 
conditions. LFPs typically consisted of a more or less prominent TTX sensitive fast action 
potential volley (within 2 ms post stimulus, (see Bakker et al. 2009), followed by a slower 
negative, mainly CNQX sensitive AMPA component representing local postsynaptic 
excitatory activity.  
Analysis and creation of average maps of intracortical excitatory signal propagation.  
MEA analysis was carried out with a custom made Matlab-based analysis toolbox 
(MEAMEA, developed in house). Based on the averages over 8 recorded sweeps, for each 
electrode we determined the negative peak amplitude of the synaptic excitatory component. 
Pictures were analyzed for the position of columns and layers and used to determine the 
layer and column specific LFP responses. LFPs recorded from electrodes within the 
cortical column containing the stimulated LIV barrel were assigned to home column (HC) 
responses, those within the adjacent cortical column to neighbouring column (NC) 
responses. For the quantitative analyses for each layer of interest in HC and NC the 
electrode delivering the strongest LFP responses was considered, respectively. For the 
construction of genotype specific average maps of excitatory signal propagation, including 
a visualization of confidence levels of evoked responses, we used a method to project 
individual response maps into a template map (Staiger et al. 2014). In brief, we matched the 
slice-specific laminar and columnar cytoarchitecture with a template using vertical and 
horizontal scaling. This procedure involved, as a first step, translating, scaling and rotating 
LFP response maps with known layer and column specific positioning of the electrodes 
until an optimal match with a template’s centre barrel position, overall barrel size, slice 
orientation and pial surface was obtained. We estimated individual confidence levels that 
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the averaged activity  at a given point differed from zero with 
, where  was the number of contributing slices,  the 
sample standard deviation, and  the cumulative Student’s t-distribution. For display 
purposes, only those template grid points to which at least three slices contributed ( ) 
and for which  (zero activity excluded by “one sigma”) were considered 
further. 
 
Single cell morphometric analysis 
Following the staining procedure, the slices were analyzed using an upright brightfield 
microscope (Zeiss AxioImager A1) with a motorized stage (Ludl MAC 3000, 
Microbrightfield Europe, Germany). Video pictures were acquired using a FireWire-
connected digital camera (Qimaging 01-MBF-2000R-CLR-12, MBF Europe) using the 
Neurolucida reconstruction software (Vers. 10, Microbrightfield Europe, Germany). For 
quantitative morphometrical analysis, the data were not corrected for the histochemistry 
related shrinkage. Neurons were selected for reconstruction based on images taken with 
2.5x (Zeiss EC Plan-Neofluar 2.5x, NA: 0.0075) and 10x (Zeiss EC Plan-Neofluar 10x, 
NA: 0.3) magnification. Neurons from both genotypes were reconstructed at 40x 
magnification (Zeiss EC Plan-Neofluar 40x, NA: 0.75) in Neurolucida, resulting in a 3D 
vector representation of (i) apical dendrites, (ii) basal dendrites, (iii) axons, and (iv) axonal 
boutons. The border of the cortex, columns, layers and barrels were added in either 2.5x or 
5x magnification as closed contours, aided by overlays of “native” pictures of the same 
slice in the electrophysiological recording chamber, i.e. before histological processing. The 
finished reconstructions were quantified with NeuroExplorer (MicroBrightField): We used 
the “Neuron Summary”, “Layer Length” and “Marker and Contour” analyses to obtain per-
compartment quantifications for apical and basal dendrites, axons and axonal boutons.  
 
Statistical analysis 
All data were acquired blindly and tested for normal distribution using a Shapiro-Wilk test. 
Statistical analysis was performed using repeated 2-way ANOVA with post hoc pair-wise 
comparisons (Bonferroni corrected) and unpaired two-tailed Student’s t test (SPSS 9; SPSS 
Inc., Chicago, IL). All F and T values are given in the text, p < 0.05 was considered a 
significant difference. All values are given as mean ± standard error of mean (SEM). 
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Results 
We investigated the effect of high 5-HT levels on the structural and functional development 
of excitatory neuronal projections within the associative layers II/III of S1 using juvenile 
(P20-P23) Sert-/- rats. We subdivided the LII/III considering the lower portion of the LII/III 
which mainly receives lemniscal projections from TC afferents as well as LIV/ LVb input, 
and the upper portion of LII/III which receives projections from paralemniscal pathway 
originating from LVa. Finally, we investigated the synaptic properties of excitatory neurons 
within upper and lower LII/III using miniature excitatory postsynaptic recordings 
(mEPSCs).  
 
Increased intracortical signal propagation in upper LII/III of Sert-/- rats. We have 
previously shown that Sert-/- rats have an increased signal propagation within local LIV and 
LII/III following a LIV extracellular stimulation (Miceli et al., unpublished, Chapter 3 of 
this thesis). In order to evaluate synaptic transmission within the associative LII/III of the 
Sert-/- rat model we performed in vitro MEA recordings within acute thalamocortical brain 
slices of S1 barrel cortex. We first investigated the synaptic propagation which followed a 
local extracellular stimulation of upper and lower LII/III across the home column and 
neighbouring column within LII/III as well as towards the infragranular layers. In 
particular, we tested LII/III intracortical excitatory signal propagation by recording local 
field potentials (LFPs) in brain slices mounted on multi electrode arrays (MEAs) following 
standardized bipolar electrical stimulation (-1 V, 200 µs) of neuronal circuits in upper and 
lower LII/III (Fig. 1). We compared the negative stimulus induced CNQX sensitive (i.e. 
AMPA receptor mediated) synaptic component of layer and column specific LFPs between 
Sert+/+ (upper LII/III n = 20; lower LII/III n = 18) and Sert-/- rats (upper LII/III n = 20; 
lower LII/III n = 18) in the home column (HC) and neighbouring column (NC) of upper/ 
lower LII/III, LIV and LVb. We found a general increase in the response amplitudes of the 
excitatory synaptic LFP component in upper LII/III following both a local upper LII/III 
stimulation (F(8) = 10.88, p < 0.0001) and a lower LII/III (F(8) = 2.69, p = 0.0072) where 
excitatory synaptic LFP amplitudes were increased by 90% within upper LII/III HC (Sert+/+ 
-108.2 ± 3.5 µV; Sert-/- -205.4 ± 17.6 µV; t(8) = 7.4, p < 0.001), and by 56 % in the lower 
LII/III, Sert+/+ -108.7 ± 2.6 µV; Sert-/- -169.1 ± 19.3 µV; t(8) = 5.4, p < 0.01). Following a 
lower LII/III stimulation, no significant changes were found within the HC of LIV although 
a trend was clearly observed showing a 64% increase in the LFP response of Sert-/- rats 
(Sert+/+ -21.7 ± 29.9 µV; Sert-/- -35.6 ± 30.4 µV; t(8) = 1.1, p > 0.05 ). Furthermore we 
could not find any differences in LVb following an upper LII/III stimulation (Sert+/+ -1.27 ± 
3.5 µV; Sert-/- 0 ± 0 µV; t(8) = 0.10, p > 0.05). Interestingly we found a very strong 
increase in horizontal activity within upper LII/III neighbouring columns which had a 
164% increased amplitude of signal propagation (Fig 1; t(8) = 3.7, p < 0.01). This implies 
that in the somatosensory cortex of Sert-/- rats, excitatory signal propagation within the 
Associative LII/III of Sert-/- barrel cortex 
106 
 
LII/III circuitry and neighbouring columns projection targets are generally increased 
especially within the upper LII/III. 
 
 
Fig. 1. Intracortical excitatory signal propagation following activation of LII/III networks is increased in 
Sert-/- rats. (A) Photograph of an acute brain slice mounted on a multi electrode array (MEA) chip and schematic 
representation of slice positioning relative to electrode positions (black dots). Electrical stimulation of upper and 
lower LII/III networks was applied by a block voltage pulse through a MEA electrode positioned in the LII/III of 
barrel column (red dot). HC: (stimulated) home column, NC: neighbouring column. (B) Pharmacological 
identification of main components of evoked LFPs. Representative LFP response in LIV first under (i) aCSF 
condition (black trace), showing a fast action potential volley (arrow 1) and a slow AMPA mediated synaptic 
component (arrow 2), (ii) after 30 min under 100 µM CNQX (red trace) and (iii) after 30 min under 100 µM 
CNQX + 1 µM TTX (grey trace). (C) Averaged maps of excitatory signal propagation, constructed by linearly 
transforming individual maps (upper LII/III Sert+/+: n = 20; Sert-/-: n = 20; lower LII/III Sert+/+: n = 18; Sert-/-: n = 
18 ) to the cortical template shown as grey background centreed to one LIV barrel centre (black dot). The maps 
illustrate the averaged amplitude of excitatory synaptic LFP responses with confidence levels ≥ 68.3%. (D) 
Histogram showing average negative (excitatory) synaptic peak amplitudes of LFPs following an upper or lower 
LII/III stimulation (upper LII/III Sert+/+: n = 20; Sert-/-: n = 20; lower LII/III Sert+/+: n = 18; Sert-/-: n = 18 ). Data 
were obtained from the electrode delivering the strongest LFP response in each of the three layers of interest 
(upper LII/III = 2nd electrode row; LIV = 4th electrode row,; LVb = 6th electrode row) separately for HC and NC. 
Traces show representative averaged LFP recordings at the respective laminar positions in the HC. Data are means 
± SEM. Asterisks indicate significant differences between the two genotypes. 2-way ANOVA with Bonferroni 
correction was used. Data are represented as mean ± SEM, **p < 0.01 **, and *** p < 0.001.  
 
A B 
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Fig. 2. Structural input/output connectivity of excitatory neurons within the associative layers II/III based on their 
location in the upper and lower compartment. Somatodendritic structure (blue) and axonal projections (red). (A) 
Overlay of 5 upper LII/III morphologically reconstructed neurons aligned to their position within their home 
barrels. Upper Sert -/- Pyr axonal projections increase their lateral projections into neighbouring columns and have 
increased back propagating collateral within LIV and LVb. Dendritic organisation remains unchanged . (B) 
Overlay of 5 lower LII/III reconstructed neurons aligned to their position within their home barrels. Within the 
lower LII/III, Sert-/- neurons lose their columnar organisation and show increased LIV and LVb innervation. 
Dendrite numbers are reduced within the lower LII/III Sert-/- pyramidal neurons whereas their complexity is 
increased. The total length of the axonal projections as well as total number of boutons remained unchanged in 
Sert-/- rats. Grey shaded areas indicate the position of the respective home barrel.  
 
Changes in input/output organisation of neural projections within the upper and 
lower compartment of the associative LII/III. The increased synaptic transmission 
within the neighbouring columns of Sert-/- upper LII/III observed in the present study could 
underlie changes on the structural output level of excitatory neurons found in LII/III. As 
previous studies have shown a loss of columnar organisation within the output of LIV Sert-
/- excitatory neurons (Miceli et al., 2013), we investigated the somatodendritic and axonal 
morphology of pyramidal neurons which directly receive LIV axonal projections within the 
upper and lower LII/III of both Sert+/+ and Sert-/- juvenile rats.  
       Sert+/+ upper LII/III    Sert
-/- upper LII/III 
    Sert-/-lower LII/III     Sert+/+ lower LII/III 
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To characterise the development of excitatory LII/III afferents, a total of 28 pyramidal 
neurons, identified with an apical dendrite reaching LI, were morphologically reconstructed 
in 3D following biocytin labelling (Upper LII/III: Sert+/+ n = 7, Sert-/- n= 7; Lower LII/III: 
Sert+/+ n = 7, Sert-/- n = 7). Soma size and ovoid/pyramidal shape was not altered in all 
reconstructed Sert-/- neurons (Table 1). In normally developed LII/III neurons, the dendritic 
branching matches the vertical alignment of LIV axonal projections which form a columnar 
restricted innervation domain (Lübke et al. 2003). Interestingly, the lower LII/III 
somatodendritic arbor, main recipient of LIV excitatory projections, showed a decreased 
number of primary dendrites (Sert+/+: 6.0 ± 0.3; Sert-/-: 4.9 ± 0.3; t(12) = 2.8, p < 0.01) and 
an increased complexity of their endings (Sert+/+: 3.4 ± 0.3; Sert-/-: 5.3 ± 0.5; p < 0.01). An 
important morphological difference between neurons of upper versus lower LII/III can be 
observed by the apical dendrite. The upper LII/III apical dendrite spreads horizontally 
caused by the reduced space between the soma and the pial surface. The length of the apical 
dendrite of Sert-/- was not altered in both upper and lower LII/III. 
 
Axonal projections within the LII/III respect the columnar organisation depending on their 
location. Whereas lower LII/III neurons show strong barrel related restrictions, an increase 
in horizontal projections across neighbouring columns can be observed towards the upper 
LII/III (Staiger et al. 2014). Indeed, upper LII/III has been shown to act as an integrative 
domain where projections from lemniscal and paralemniscal pathways merge and 
projections to neighbouring column function for cross-whisker integration of information 
within the barrel microcircuitry (Brecht et al. 2003; Staiger et al. 2014). We investigated 
the axonal projections of upper LII/III and lower LII/III pyramidal neurons by using a 
compartmentalized analysis which included the home column (HC), neighbouring column 
(NC), as well as all cortical layers. Layer II/III of both the HC and NC was subdivided into 
equally sized compartments to separate the upper versus the lower LII/III. Cells at the 
upper boarder to LI (upper LII/III) and lower boarder to LIV (lower LII/III) were chosen to 
avoid the middle domain consisting of a mixed population. Upper and lower LII/III neurons 
in Sert+/+ rats resembled morphological characteristics recently reported (Staiger et al. 
2014) with upper LII/III possessing extensive horizontal axonal projections into 
neighbouring columns of LII/III, and a long vertical axon projecting towards the white 
manner comprising horizontal projections within infragranular layers with few to no 
branching in LIV, and horizontal projections in LVa (Fig. 2 and 3). Sert+/+ lower LII/III 
axonal projections possess fewer horizontal projections and in contrast to upper LII/III, 
possess extensive LIV back propagating terminals (Fig. 2 and 3). Sert-/- pyramidal neurons 
in both upper and lower LII/III showed significant morphological differences as compared 
to Sert+/+ neuronal populations. Upper LII/III neurons of Sert-/- rats showed an increase in 
axonal length and nodes within the neighbouring column of the upper LII/III (axonal 
length: Sert+/+: 640.5 ± 192.3; Sert-/- : 144.6 ± 278.7; t(11) = 2.4, p < 0.05; axonal nodes: 
Sert+/+: 2.1 ± 1.1; Sert-/-: 8.7 ± 2.3; t(12) = 2.7, p < 0.05 ). Furthermore they showed 
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increased backpropagating axonal projections and nodes towards the LVb HC (axonal 
length: Sert+/+: 947.2 ± 162.9; Sert-/-: 1786.0 ± 303.9; t(12) = 2.6, p < 0.05; axonal nodes: 
Sert+/+: 3.4 ± 1.0; Sert-/-: 10.0 ± 1.9; t(14) = 3.1, p < 0.01).  
Lower LII/III neurons of Sert-/- also possessed extensive axonal projections within the 
upper LII/III NC (axon length: Sert+/+: 401.2 ± 95.2 µm; Sert-/-: 1038 ± 218.5 µm; t(9) = 
2.8, p < 0.05; number of nodes: Sert+/+: 1.5 ± 0.6; Sert-/-: 5.8 ± 1.3; t(9) = 3.1, p < 0.05). In 
lower LII/III, neurons of the Sert-/- rats, possessed increased backprojection towards layer 
IV HC ( Sert+/+: 1524 ± 222.8; Sert-/-: 2862 ± 423.0; t(10) = 3.0, p < 0.05).  
 
 
Fig. 3. Quantitative analysis of axonal projection pattern of pyramidal cells located in the upper LII/III (A) and 
lower LII/III (B) of Sert+/+ and Sert−/− barrel cortex. Schematic drawings (left panels) illustrate the significant 
changes in bouton distribution within the individual layers (I–VI), highlighting layers specific shifts from home 
column (HC) to neighbouring column (NC). Histogram reflecting dendritic properties. Histograms (right panels) 
represent the most relevant layer specific axonal properties (length, nodes, and boutons number) per genotype 
(Sert+/+ in grey and Sert−/− in red) . Data are mean ± SEM, asterisks mark significant differences between 
genotypes. ∗p < 0.05; ∗∗p < 0.01. 
 
Boutons distribution matches putative synapse location as bouton swellings have been 
shown to reflect neurotransmitter filled vesicles on axonal terminals (Lu, S. M. and Lin 
1993; Anderson et al. 1998). Also, identification of boutons at the resolution of the light 
microscope has been confirmed through electron microscopy to be reliable indicator of one 
or more synapses (Anderson et al. 1998). Here, the bouton distribution on the axonal 
projections of Sert-/- rats matches the differences previously observed (described above) 
with both upper and lower LII/III neurons having increased upper LII/III bouton density 
within the NC (upper LII/III Sert+/+ : 131.6 ± 31.0; Sert-/- : 385.5 ± 81.4; t(12) = 3.2, p < 
0.01; lower LII/III Sert+/+: 95.7 ± 31.0; Sert-/- : 242.0 ± 38.5; t(9) = 3.0, p < 0.05). 
A B 
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Furthermore, Sert-/- upper LII/III excitatory neurons have increased number of boutons in 
their HC within LVb (Sert+/+ : 165.8 ± 30.6; Sert-/- : 428.3 ± 80.7; t(13) = 3.2, p < 0.01). 
Lower LII/III have increased boutons distribution in their LIV (Sert+/+ : 268.6 ± 50.3; Sert-/- 
: 623.2 ± 94.1; t(10) = 3.6, p < 0.01). The morphological analysis shows a strong cell type 
specific redistribution of excitatory axonal patterns in Sert-/- rats depending on their location 
within the upper or lower LII/III.       
 
Increased amplitude of Miniature Excitatory Post Synaptic Currents (mEPSCs) in 
upper LII/III of Sert-/- rats. 5-HT has previously been shown to influence synapse 
formation specifically targeting the LII/III (Jitsuki et al. 2011a). To address whether 
increased excitatory signal propagation in upper LII/III is associated with an increased 
AMPA receptor mediated current, we functionally assessed the strength and number of 
excitatory synapses onto upper and lower LII/III excitatory neurons, using whole-cell 
voltage clamp recordings mEPSCs. No difference was found in the frequency of mEPSCs 
in upper LII/III (Sert+/+ 6.15 ± 0.70 Hz, n = 10; Sert-/- 5.33 ± 0.88 Hz, n = 6; t(14) = 0.54, p 
= 0.60) and lower LII/III (Sert+/+ 9.97 ± 1.72 Hz, n = 5; Sert-/- 7.79 ± 0.56 Hz, n = 13; t(16) 
= 1.51, p = 0.15). In contrast, we found layer specific differences in mEPSC amplitude 
where upper LII/III was increased in Sert-/- rats (Sert+/+ 9.13± 0.36 pA, n = 10; Sert-/- 11.02 
± 0.81 pA, n = 6; t(14) = 2.30, p < 0.05), while lower LII/III remained unchanged (Sert+/+ 
11.11± 0.98 pA, n = 5; Sert-/- 10.90 ± 0.79 pA, n = 13; t(16) = 0.29, p = 0.78). The absence 
of mEPSC frequency change suggests that the amount of excitatory synapses targeting the 
LII/III is not altered nor is the release probability onto neurons within the LII/III. The 
increased amplitude of AMPA mediated currents within neurons of the upper LII/III could 
therefore directly contribute to the increased synaptic transmission following a LII/III 
stimulation.  
Fig. 4. Sert-/- rats show a specific 
increase in AMPA receptor in upper 
LII/III. (A) Top, example voltage clamp 
trace of mEPSCs recorded in upper 
LII/III pyramidal neurons of both Sert+/+ 
and Sert-/- at Vh = -70 mV. Bottom, 
cumulative probability distributions and 
histograms of amplitude and frequency of 
mEPSCs in Sert+/+ (grey; n = 12) and Sert-
/- (red; n = 11) upper LII/III. (B) Top, 
example voltage clamp trace of mEPSCs 
recorded in lower LII/III pyramidal 
neurons of both Sert+/+ and Sert-/- at Vh = -
70 mV. Bottom, cumulative probability 
distributions and histograms of amplitude 
and frequency of mEPSCs in Sert+/+ 
(grey; n= 17) and Sert-/- (red; n = 16) in 
lower LII/III. Data are represented as 
mean ± SEM, * p < 0.05 (t-test).  
A 
B 
Chapter 5 
111 
 
Discussion 
Serotonin/5-HT is an important neuromodulator involved in multiple neurodevelopmental 
processes. Extensive evidence shows the role of 5-HT in establishing the topographic 
organisation of the somatosensory system (Miceli et al., 2013- Chapter 3 of this thesis; 
Cases et al., 1996; Salichon et al., 2001; Persico et al., 2001; Gaspar et al., 2003; Xu et al., 
2004; Van Kleef et al., 2012). We have previously shown that the input/output connectivity 
of LIV excitatory neurons of Sert-/- rats lose their columnar organisation (Miceli et al., 
2013) and show increased synaptic transmission responses within the LIV of the barrel 
cortex (Miceli et al., 2016). The present study investigated the structural and functional 
organisation of the associative layers II/III of Sert-/- rats which directly receive LIV input 
and are thought to be a major anatomical substrate for multiple column receptive field 
integration within S1 (Brecht et al. 2003). Since the input/output connectivity of pyramidal 
neurons located in the associative layers II/III are functionally distinct based on their 
location in the lower versus upper layers (Staiger et al. 2014) for the present study, we 
investigated the upper and lower compartment of the LII/III separately. Neurons in the 
lower layers II/III directly receive input from the lemniscal pathway via LIV and Vb 
whereas neurons located in the upper LII/III additionally receive paralemniscal input 
through LVa (Bureau et al. 2006; Staiger et al. 2014). Using multi electrode array 
recordings, morphological single neuron reconstructions, as well as miniature excitatory 
post synaptic current recordings, we find that the Sert-/- rat model shows increased synaptic 
activity within the associative layers, specifically within its upper LII/III. Furthermore, the 
input/output connectivity of LII/III neurons is affected in a sublayer specific manner 
showing a decreased dendrite numbers in lower LII/III and increased cross columnar 
axonal projections within the upper LII/III. Here, increased synaptic activity was also 
associated to an increased AMPA currents within the upper LII/III pyramidal cell 
population. Taken together these results show that increased 5-HT levels during early 
development mainly affects the upper associative LII/III, which may directly influence 
integration of somatosensory information of afferent lemniscal and paralemniscal pathways 
as well as across multiple cortical columns.  
 
Dendritic organisation in Sert-/- rats. Neuronal dendrites organise themselves around their 
input domains, regulated by presynaptic glutamatergic release as well as by surrounding 
monoaminergic levels (Gonzales-Burgos1996; Levitt et al. 1997; Hayashi et al. 2010). As 
LIV neuronal output projections significantly decrease their HC projections and have 
increased arborisation within the NC of associative supragranular layers II/III, we 
quantitatively assessed the somatodendritic organisation of Sert-/- LII/III pyramidal neurons 
and compared them to those of Sert+/+. Whereas the somatodendritic organisation of upper 
LII/III neurons were unaltered, lower LII/III dendritic branches were fewer in numbers but 
were nevertheless more complex. Lower LII/III pyramidal cells directly receive 
thalamocortical as well as LIV excitatory input (Bureau et al. 2006; Staiger et al. 2014), 
Associative LII/III of Sert-/- barrel cortex 
112 
 
which both show loss of home column specificity within the Sert-/- rat model (Miceli et al. 
2013). Furthermore, TCAs projecting to the lower LII/III show transient expression of Sert 
responsible for the reuptake of 5-HT at the synapse, directly influencing glutamatergic 
release at the synapse. The Sert-/- rat model therefore shows a reduction in HC afferents 
towards lower LII/III who as well as a reduced glutamatergic release. However, it is 
important to mention that TCAs also lose their columnar organisation whereas no change 
can be found on the somatodendritic arborisation of LIV excitatory neurons which directly 
receive from these projections. 5-HT seems to have contradicting effects of dendritic 
growth, being repulsive or permissive depending on experimental conditions and the 5-HT 
receptor involved (Trakhtenberg and Goldberg 2012). Further experiments will be needed 
to elucidate the effect of 5-HT on dendritic arborisation. The present results nevertheless 
put forward the importance of preserving laminar separation when testing effects within a 
barrel column of S1.  
 
Axonal projections of layer II/III excitatory cells lose their typical output pattern and 
show increased synaptic transmission within the upper LII/III. Previous studies have 
shown a link between 5-HT and disorganised axonal projections of thalamocortical 
projections and LIV excitatory output projections towards the supragranular LII/III within 
S1 (Miceli et al., 2013; also for review see Van Kleef et al., 2012). Lower LII/III pyramidal 
neurons directly receive thalamocortical projections which transiently express Sert during 
the 1st postnatal week (Bennett-Clarke et al., 1996; Lebrand et al., 1996; Lebrand et al., 
1998; Rebsam et al., Gaspar 2002), as well as LIV input acting as a main lemniscal 
pathway integrator (Feldmeyer 2012b). They typically project into upper LII/III, 
neighbouring columns as well as towards infragranular layers (LVa-b). One major 
characteristic of the lower LII/III axon projections towards infragranular layers is that they 
almost completely omit LIV (see Fig. 2 as well as Staiger et al. 2014). Interestingly, Sert-/- 
lower LII/III projections toward infragranular layers give rise to several side-collaterals and 
establish a multitude of boutons in LIV. When evaluating the synaptic activity in LIV 
following a lower LII/III stimulation, we could not find a significantly increased signal 
propagation although a trend could still be observed. Indeed, LFP evaluation within LVb 
can be problematic due to the dipole created by their long apical dendrites where opposing 
polarities (negative currents around the soma and positive at the apical dendrites) can 
cancel themselves and prevent detection (Bakker et al. 2009; Einevoll, Kayser, et al. 2013). 
In agreement with this, upper LII/III axonal projections into layer Vb, which showed 
increased LVb branching in Sert-/- also did not result in changes on the LFP level. 
Nevertheless, the increase of axonal backpropagation towards LIV and LVb in Sert-/- could 
have complex effects on information processing at the input level as both layers are 
primary targets of lemniscal TCAs.  
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Typically, upper LII/III pyramidal cells have extensive transcolumnar axonal projections, 
whereas only a fraction of lower LII/III pyramidal cells do (Staiger et al. 2014). 
Interestingly, a main finding of the present study shows that both upper and lower Sert-/- 
axonal projections had increased branching towards neighbouring columns and increased 
boutons within the upper LII/III. Functionally, stimulating the lower LII/III resulted in an 
increased synaptic activity exclusively within the upper LII/III. Besides inputs from LIV, 
upper LII/III typically receives its intracortical input from LVa acting to integrate 
paralemniscal and lemniscal somatosensory information (Staiger et al. 2014). Sert-/- 
pyramidal cells within the upper LII/III showed increased axonal output towards 
neighbouring columns with increased boutons numbers within both the home column and 
neighbouring columns. Following a stimulation of upper LII/III, we could find an 
associated increase in synaptic transmission both within the HC and NC of the upper LII/III 
compartment. We could previously show that Sert-/- rats obtained quicker response times on 
a simple spatial location task using a gap crossing (Miceli et al., unpublished, Chapter 3 of 
this thesis). Furthermore, our previous results also demonstrated a loss of inhibitory control 
associated with an increased synaptic transmission within LIV. Taken together, our latter 
results combined to the increased multiple column activation and therefore whisker 
integration we find in the LIV (Miceli et al. 2013) as well as in in the upper LII/III (present 
study), could reduce the time necessary for sensory integration and lead to an increased 
temporal response on the behavioural level (Celikel and Sakmann 2007).    
 
Increased synaptic activity linked to changes in AMPA receptor expression within the 
upper LII/III of Sert-/- rats. Serotonin is a major regulator of neural plasticity in the brain 
(Bennett-Clarke et al. 1995; Kojic et al. 2000; Normann and Clark 2005). The increase in 
synaptic activity observed within the upper layer II/III could be mediated by increased 
AMPA receptor insertion based on either an increased numbers of synapses and/or a 
strengthening of the synapses. We tested this possibility by measuring miniature EPSCs in 
both upper and lower layer II/III. We found increased amplitude changes exclusively in the 
upper LII/III which could directly influence the amplitude of synaptic transmission 
following an extracellular stimulation. Interestingly our previous results could not show 
any changes in AMPA receptor insertion in the excitatory LIV neurons (Miceli et al., 
2016). It is possible that 5-HT effects function in a layer specific manner as it has 
previously been shown to potentiate GLUR1 receptor insertion specifically at the LIV to 
LII/III synapse (Jitsuki et al. 2011a). A very high connectivity ratio can be observed 
between LIV spiny neurons and LII/III pyramidal cells (Feldmeyer et al., 2002; Silver et 
al., 2003; Sarid et al., 2007; Lefort et al., 2009). Interestingly, paired recording studies 
reported comparable connectivity ratios between L4 excitatory neurons and pyramidal cells 
found in both upper and lower LII/III (Feldmeyer et al., 2002; Lübke et al., 2003; Lefort et 
al., 2009). 5-HT2A/2C receptors are found on the proximal dendrites of LII/III pyramidal 
cells as well as on synaptic spines (de Almeida and Mengod, 2007; Gonzalez-Maeso et al., 
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2008). 5-HT binding of 5-HT2A/2C receptors has been shown to activate the ERK1/2 
signalling pathways which results in increased phosphorylation of AMPA receptor subunit 
GluR1(Lesch and Waider 2012). Furthermore, it is interesting to note that in the Sert-/- rat 
barrel cortex GLUR1 protein expression is increased (Miceli et al, unpublished results). 
The present study emphasize the importance of investigating plasticity mechanisms in the 
Sert-/- rat model. One can speculate that the long lasting increase in 5-HT found in the 
brains of these rats increases the window for synaptic plasticity and delays the critical 
period.  
 
Lemniscal targets within Sert-/- barrel cortex are mainly affected. During early barrel 
cortex development, SERT is found on TCAs arising from the VPM. These TCAs project 
to LIV and Via, and to a lesser extent Vb and lower LII/III, transmitting the main lemniscal 
input into S1 (Feldmeyer 2012b). SERT found on the presynapse of TCAs is responsible 
for the reuptake of 5-HT at the synaptic cleft. During the first postnatal weeks, 5-HT1B 
receptor activation on TC synapses impairs the probability of glutamate release of TCAs 
onto their target cells (Rhoades et al. 1994; Laurent et al. 2002) resulting in reduced 
activity at those synapses where SERT function is impaired. As discussed previously, LIV 
neurons, main contact population of TCAs are significantly affected in the Sert-/- rat (Miceli 
et al. 2013). However, it remained open if other neuronal populations directly contacted by 
TCAs, such as excitatory neurons within the lower LII/III and neurons located at the border 
of LVb and VI are also affected in this model. The present results show that pyramidal cells 
located in the lower LII/III have increased projections towards LIV and pyramidal cells 
located in the upper LII/III have increased projections towards LVb. Interestingly, the 
changes seem to occur where lemniscal input is present. The present research focused on 
juvenile animals in which the cortical circuitry is still undergoing refinement as the LIV to 
LII/III synapse is thought to remain plastic within adulthood (Fox 1992). It would be 
therefore relevant to investigate whether the alterations typically for the found in the 
juvenile Sert-/- phenotype will remain at later developmental time points or whether these 
changes will resorb themselves.  
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Table 1. Morphological properties of layer II/III neurons. 
 Lower LII/III pyramidal 
cells 
Upper Layer II/III 
pyramidal cells 
 Sert+/+ Sert-/- Sert+/+ Sert-/- 
SOMATODENDRITIC 
PROPERTIES 
n = 7 n = 7 n = 8 n = 11 
Soma size (µm) 212.1 ± 23.4 183.5± 7.9  189.7 ± 20.3 161.4 ± 12.7 
Primary dendrites (n) 6.0 ± 03 4.9 ± 0.3* 6.5 ± 0.7 5.6 ± 0.5 
Length (µm) 2640.3 ± 252.2 2871.3 ± 206.3 2688.6 ± 318.3 2255.0 ± 102.0 
Nodes (n) 20.4 ± 2.2 25.4 ± 2.3 33.9 ± 3.5 31.3 ± 1.6 
Complexity 3.4 ± 03 5.3 ± 0.5** 4.5 ± 0.7 4.7 ± 0.4 
Covered surface (µm2) 90113 ± 11982 106182 ± 11287 76818 ± 9107 62228 ± 3795 
APICAL DENDRITE     
Length (µm) 3063.6 ± 200.5 2968.7 ± 258.9 3007.7 ± 297.6 3341.8 ± 147.3 
Nodes (n) 25.4 ± 2.0 25.3 ± 2.4 28.4 ± 2.9 29.8 ± 1.0 
Covered surface (mm2) 162643 ± 9962 174654 ± 10992 147583 ± 17499 147747 ± 6327 
AXONAL 
PROPERTIES 
    
Length (µm) 13479.1 ± 2500.3 
16720.5 ± 
2357.9 
12242.4 ± 
1578.1 
14532.2 ± 
1152.2 
Nodes (n) 72.6 ± 10.9 93.6 ± 12.9 70.0 ± 9.5 83.9 ± 8.8 
Boutons (n) 2689.4 ± 679.2 3497.8 ± 735.2 2504.3 ± 496.3 3533.1 ± 402.0 
Bouton density 
(n/100µm) 
18.9 ± 1.7 21.1 ± 2.2 20.0 ± 2.2 24.1 ± 1.6 
The covered surface of a structure was calculated by a 2-dimensional dimensional convex hull estimation of the 
structure perimeter. Data are means ± SEM. P<0.05 *; P<0.01 **; P<0.001 ***
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Abstract 
Brain research investigating electrical activity within neural tissue is producing an 
increasing amount of physiological data including local field potentials (LFP) obtained via 
extracellular in vivo and in vitro recordings. In order to correctly interpret such 
electrophysiological data it is vital that we adequately understand the electrical properties 
of the neural tissue itself. An ongoing controversy in the field of neuroscience is whether 
such frequency-dependent effects bias LFP recordings and affect the proper interpretation 
of the signal. On macroscopic scales and with large injected currents, previous studies have 
found various grades of frequency-dependency of cortical tissue, ranging from negligible to 
strong, within the frequency band typically considered relevant for neuroscience (less than 
a few thousand hertz). In this study, we performed a detailed investigation of the 
frequency-dependency of the conductivity within cortical tissue at microscopic distances 
using small current amplitudes within the typical (neuro)physiological µm-and sub-
nanoampere range. We investigated the propagation of LFPs, induced by extracellular 
electrical current injections via patch-pipettes, in acute brain slices in vitro using multi-
electrode-arrays. Based on our data we determined that for a hundred-fold increase in 
signal frequency (from 5 to 500 Hz) the cortical tissue conductivity increases between 0 
and 50 %. This implies moderate, if any, frequency-dependent effects within the frequency 
range of physiological LFPs within cortical tissue. Our biophysical modelling indicated that 
these effects will have very small consequences for the typical analysis and modelling of 
LFPs obtained from extracellular brain recordings. 
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Introduction  
With the rapid development of multi-electrodes with tens, hundreds or thousands of 
electrode contacts, the use of in vivo and in vitro extracellular recordings of neural activity 
experiences a renaissance (Andersen et al. 2004; Buzsáki 2004; Buzsáki et al. 2012; 
Einevoll, Lindén, et al. 2013). Accurate and reliable interpretation of the neuronal signals 
requires a thorough understanding of the electrical properties of the underlying brain tissue 
(Nunez and Srinivasan 2006; Einevoll, Lindén, et al. 2013). One particularly pertinent 
question is whether the extracellular electrical conductivity of brain tissue is frequency-
dependent and thus biases the recorded electrophysiological signals (Gilja and Moore 
2007). The brain’s extracellular medium consists of tightly packed cell membranes 
embedded in cerebro-spinal fluid (CSF) (for review see Syková and Nicholson, 2008). For 
frequencies relevant for neural recordings, i.e., less than a few thousand hertz, the cellular 
membranes of neurons and glia cells are expected to be largely non-conducting so that 
currents can easily pass around them through the more conductive CSF (Nicholson and 
Syková, 1998; Peters et al., 2001b; Pettersen et al., 2012; Nelson et al., 2013). If so, it may 
be expected that the frequency-independent conductivity of the CSF would translate into 
largely frequency-independent conductivity of the extracellular brain tissue. 
 
Earlier studies (Nicholson and Freeman 1975) indeed found such frequency independence. 
However, later studies (Gabriel et al. 1996, 2009) suggested a strong frequency-dependent 
increase of tissue conductivity for frequencies below 100 Hz, in the range of physiological 
local field potentials (LFP) (Bédard et al. 2004; Bédard and Destexhe 2009). Such a 
frequency dependency would bias recorded LFP signals towards lower frequencies. 
However, the study of Gabriel et al. (1996) employed a two-electrode set-up, where 
electrodes are used both for current injection and measurement of extracellular potentials 
which can be sensitive to electrode polarisation and potentially have large effects on the 
measured conductivity (Gabriel et al. 1996; Mirtaheri et al. 2005; Nelson et al. 2008; Ishai 
et al. 2013).In contradiction to the these findings, more recently, Logothetis et al. (2007) 
used a four-electrode set-up, employing separate electrodes for injection and measurement, 
eliminating the electrode-polarisation artefact (Mirtaheri et al. 2005; Logothetis et al. 2007; 
Goto et al. 2010; Ishai et al. 2013; Wagner et al. 2014). This study observed a negligible 
frequency dependency of the conductivity in vivo with frequencies ranging between 10 and 
5000 Hz (Logothetis et al. 2007). Yet, in this study the distance between the electrodes was 
3 millimeters, and test currents within the microampere range, larger than the sub-
nanoampere currents typically passing through membranes of neurons in in vivo conditions. 
It was later argued that these high current amplitudes could mask a real frequency-
dependency of the extracellular conductivity within local brain microcircuits when 
recording LFPs in an in vivo situation (Bédard and Destexhe 2009).  
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In the present in vitro study, we investigated within the rodent primary somatosensory 
(barrel) cortex, the frequency dependency of electrical properties of brain tissue at the 
microscopic level, both in terms of distances between current source (mimicking a genuine 
neural source of activity) and recording electrode (~100 micrometer) as well as in terms of 
the current amplitudes (0.1-0.5 nanoampere). Our experimental data shows a moderate, if 
any, frequency dependency of the electrical conductivity, constrained to be at maximum a 
50% increase in conductivity for a hundred-fold increase in neuronal signal frequency from 
5 to 500 Hz. Further, biophysical modelling indicated that these effects will have very 
small consequences in the typical analysis and modelling of LFPs obtained from 
extracellular brain recordings.  
 
Materials & Methods 
Experimental methods 
Animals. 
All animals were bred and reared in the Central Animal Laboratory of the Radboud 
university medical Centre (Nijmegen, The Netherlands). Animals were supplied with food 
and water ad libitum and were kept on a 12 h:12 h dark:light cycle (lights on at 0600 h). All 
experiments were approved by the Committee for Animal Experiments of the Radboud 
university medical centre, Nijmegen, The Netherlands, and all efforts were made to 
minimize animal suffering and to reduce the number of animals used.  
Acute brain slice preparation.  
Brain slices were obtained from male juvenile (postnatal day 21-25) Wistar rats. Following 
decapitation performed under anesthesia, the brain tissue containing the barrel cortex was 
excised, quickly removed from the skull, and transferred to ice-cold cutting-and-storage 
artificial cerebro-spinal fluid (ACSF) oxygenated with carbogen (95% O2, 5% CO2). 
Cutting-and-storage ACSF consisted of (in mM): 124 NaCl, 1.25 NaH2PO4, 26 NaHCO3, 1 
CaCl2, 5 MgCl2, 3 KCl, 10 glucose at pH 7.4. Afterwards thalamocortical brain slices of 
200 µm thickness were produced following a protocol described by Land and Kandler 
(2002) in ice cold carbogenated ACSF using a vibratome (Microm HM 650 V, Microm, 
Germany) . The brain slices were collected and stored in an incubation chamber containing 
carbogenated ACSF at room temperature for at least 1 hour.  
Multi-electrode-array recording. 
For electrophysiological recordings we transferred the slices individually to the Multi 
Electrode Array (MEA) recording chamber (standard 60 electrodes MEA chip, 
60MEA200/30iR-Ti-gr, MCS GmbH, Germany) under submerged conditions. The 
recording chamber and the attached MEA amplifier system (MEA1060-Up amplifier, MCS 
GmbH, Germany) was mounted on a fixed stage upright microscope (BX51WI, Olympus 
Europe GmbH, Hamburg, Germany) and attached with an IR-sensitive CCD video camera 
system (DAGE IR-100, DAGE-MTI, USA). In the recordings chamber the slices were 
continuously superfused at room temperature with carbogenated recording ACSF (ACSFR; 
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124 NaCl, 1.25 NaH2PO4, 26 NaHCO3, 2 CaCl2, 1 MgCl2, 3 KCl, 10 glucose at pH 7.4; 0.5 
ml/min). Under low magnification (4-fold) we placed the brain slices in such a way that 
somatosensory cortical layers were aligned with the electrode rows whereas electrode row 
number 4 was always positioned underneath the barrels in cortical layer IV. Consequently, 
barrel-associated cortical columns were vertically aligned with respective columns of 
electrodes of the chip. Slices were held in position by Teflon-coated harp grids (ALA, 
Geneva, United States) and were left a minimum of 30 minutes before the onset of 
electrophysiological recording in order to ensure proper contact between electrodes and the 
cortical tissue. Electrical activities were simultaneously recorded with 60 substrate-
embedded titanium nitride electrodes with 30 µm diameters, 200 µm-spacing, arranged in 
an 8 × 8 matrix. After 1200 × amplification (single-ended amplifier, bandwidth 0.1 Hz to 3 
kHz) signals were sampled at a rate of 20 kHz employing a commercial data acquisition 
system (MCRack, MCS GmbH, Germany) and further analyzed. 
Current injection protocol.  
Borosilate glass pipettes (patch pipettes) with a tip resistance of 4-6 MΩ were filled with 
ACSFR solution, and used for current injection either into brain tissue or into ACSF bath 
solution. Control ACSF (ACSFC; 31 NaCl, 0.3 NaH2PO4, 6.5 NaHCO3, 0.5 CaCl2, 0.25 
MgCl2, 0.75 KCl, 2.5 glucose at pH 7.4) contained 1/4th of the NaCl concentration of 
ACSFR and was used for current injection into bath solution only. ). Under visual control at 
40x magnification (40x/0.75 W; Olympus, Germany) using infrared-enhanced quarter field 
illumination for contrast enhancement (DGC, Luigs & Neumann, Ratingen, Germany) we 
inserted the patch pipettes into layer Vb of the primary somatosensory cortex. A motorized 
bio-manipulator and microscope stage system (SM7, Luigs & Neumann, Germany) which 
was coupled to a microscope control software system (Morgentau M1, Morgentau 
Solutions, Germany), allowed us exact positioning of the patch pipette in three dimension, 
in respect to the depth, the cortical layers and the MEA electrodes. Within the tissue, for 
each experiment the tip of the pipette was positioned at two different depths in order to 
allow current injections at two different distances from the closest recording electrode in 
the MEA chip (distances of 100 and 125 µm). We took care to position the electrode within 
the extracellular matrix as far away as possible from any neighbouring neuronal somata. 
For the ACSF control experiments, the patch pipette was positioned at the same distance to 
the MEA electrodes as for the tissue experiment. Oscillatory current of varying amplitude 
(175, 300 and 500 pA maximum deflection) and frequency (5, 60, 100, 300 and 500 Hz) 
were injected through the patch pipette (SEC-05L; npi-electronics, Tamm, Germany). The 
range of current amplitudes was chosen because it represents a range that may occur under 
physiological conditions in cortical neurons during subthreshold and suprathreshold 
excitation: based on our previous studies, excitatory neurons in layer Va and Vb of the rat 
somatosensory cortex can be expected to have input resistances at around 120 MΩ and 
membrane potentials of ca. -70 mV (considering corrections for liquid junction potentials 
of ca. 10 mV (Schubert et al., 2001, 2006). A transient injection of 175 pA to a cortical 
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layer VI pyramidal cell would therefore depolarise a cell by approximately 20 mV, but 
rarely induce spiking, whereas 500 pA can be expected to induce strong spiking. 
 
Theoretical background 
Volume conductor theory.  
Transmembrane currents give rise to extracellular potentials (Nunez and Srinivasan 2006). 
In the commonly used volume conductor theory the electrical properties of a medium, e.g., 
brain tissue, are described in terms of an electrical conductivity, σ, which in principle can 
be a scalar or a tensor, real or complex (Pettersen et al. 2012). In an infinite brain-tissue 
volume conductor where the extracellular conductivity σT of the brain tissue is assumed 
real (ohmic), isotropic (same in all directions) and homogeneous (same at all positions), the 
fundamental formula giving the contribution from a transmembrane current I(t) at position 
(x’,y’,z’) to the extracellular potential 𝜙ℎ(𝑥, 𝑦, 𝑧, 𝑡)in the brain tissue at a position (x,y,z) is 
given by (Holt and Koch, 1999; Pettersen et al., 2012; Lindén et al., 2014), 
𝜙ℎ(𝑥, 𝑦, 𝑧, 𝑡) = 14𝜋𝜎𝑇 𝐼(𝑡)�(𝑥−𝑥′)2+(𝑦−𝑦′)2+(𝑧−𝑧′)2.  (1) 
Here the potential is assumed measured by an (ideal) extracellular point-electrode, and the 
electrical ground (zero potential) is set to be infinitely far away. For a thorough review of 
its derivation, assumptions and limitations, see Hämäläinen et al. (1993); Nunez and 
Srinivasan (2006); Pettersen et al. (2012). 
The present MEA set-up does not correspond to an infinite homogeneous volume 
conductor, but by using the Method of Images, Equation (1) can be extended to also be 
applicable for in vitro slice MEA measurements where one has a three-layered medium 
(non-conducting MEA plate, brain tissue slice, and ACSF bath) (Ness et al. 2015), see 
Figure 1A. With a single current point source I(t) positioned at (x',y',z') in the middle slab 
of a three-layered medium (i.e., a lower, non-conducting glass electrode plate, an 
electrically homogeneous brain tissue slice with vertical extension from z=0 to z=h, and an 
infinitely thick ACSF layer covering the brain slice), the extracellular potential at the 
electrode-slice boundary (z=0) is given by Ness et al. (2015) as: 
𝜙𝑀𝑀𝑀(𝑥, 𝑦, 0, 𝑡) =2𝜙ℎ(𝑥, 𝑦, 0, 𝑡) + 2∑ �𝜎𝑇−𝜎𝑆𝜎𝑇+𝜎𝑆�𝑛∞𝑛=1 �𝜙ℎ(𝑥, 𝑦, 2𝑛ℎ, 𝑡) + 𝜙ℎ(𝑥, 𝑦,−2𝑛ℎ, 𝑡)�(2) 
Here 𝜙ℎ(𝑡)is given by Equation (1), and σS is the electrical conductivity of the ACSF. Note 
that for σT = σS, this reduces to give twice the size of the the potential predicted from the 
homogeneous point-source equation (1). This is as expected for a source positioned in a 
semi-infinite half-space above a semi-infinite non-conducting medium (Jackson 1998; Ness 
et al. 2015). The expression contains an infinite sum, but in practise the sum converges fast 
when terms are added. When evaluating the expression, we have here truncated the series at 
20 terms, which gives sufficient accuracy (Ness et al. 2015). In the present study, the 
current source I(t) corresponds to a current injection directly into the extracellular part of 
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the brain tissue (Figure 1B), however the formalism is equally valid when the current 
source stems from transmembrane currents (Lindén et al. 2014). 
 
Correction for electrode polarisation. Electrode Polarisation (EP) originates at the 
electrolyte-metal interfaces of current carrying electrodes, and can severely complicate 
conductivity estimation (Schwan 1992; Gabriel et al. 1996; Martinsen and Grimnes 2008). 
The procedure followed for EP correction by Gabriel et al. (1996) and others (Schwan, 
1992; Mirtaheri et al., 2005; Ishai et al., 2013; Wagner et al., 2014) was to first estimate the 
effect of EP in ACSF measurements where the salt content of ACSFC was scaled down to 
have a similar conductivity as brain tissue. Since the conductivity of ACSF should be 
frequency-independent, any frequency dependence observed in the experimentally 
measured ACSF conductivity is assumed to be due to electrode polarisation. In our 
experimental set-up, current is injected into saline or neural tissue by a patch-clamp 
electrode, and flows to ground, which is a silver ball located at distance within the saline 
bath. Since EP is assumed to stem from the electrolyte-metal interface of current-carrying 
electrodes, and since we are measuring the potential relative to ground for a fixed current 
source, we reckon that the electrode polarisation occurs at the silver-ball ground electrode 
(personal communication, Ørjan Martinsen and Håvard Kalvøy). This means that for a 
given frequency, the EP impedance (ZEP) should be the same for tissue measurements and 
saline measurements, since the electrolyte-metal interface at the silver ball is unaffected by 
the presence of the neural slice.  
The equivalent electric circuit for our experimental set-up is shown in Figure 1B. 
For a current I(t) injected into a saline bath (purely resistive, i.e., σS is real) at position r’ = 
(x’,y’,z’) above a MEA electrode plate, the electric potential in the MEA plane at position r 
= (x,y,z), relative to ground far away, can be written as 
𝜙(𝑟, 𝑡) = 1
2𝜋𝜎𝑆
𝐼(𝑡)|𝑟−𝑟′| = 𝑍𝑆(𝑟)𝐼(𝑡)(3) 
where Zs is the impedance (or resistance) of the saline medium, σS is the conductivity of the 
medium, and |r - r’| is the distance between the point source and the measurement point 
(Ness et al. 2015). For an injected sinusoidal current I(t) with an angular frequency ω=2πf, 
phase α, and amplitude I0, we can write I(t) = I0ej(ωt + α), j being the imaginary unit. The 
recorded potentials will then also be sinusoidal, and for a resistive medium, they will have 
the same phase as the input current. If we also have to consider a electrode-polarisation 
impedance ZEP, it has to be added in series with Zs, giving the following expression for 
sinusoidal current, 
𝜙(𝑟, 𝑡) = (𝑍𝑠(𝑟) + 𝑍𝑀𝐸)𝐼(𝑡). (4) 
Note that this expression assumes sinusoidal input currents, but since an arbitrary signal 
can be represented as a sum of sinusoids, it can be extended to also cover more complicated 
cases (see section Homogeneous frequency-dependent medium). The recorded potentials 
will also in this case be sinusoidal, 𝜙(𝑟, 𝑡) = 𝜙0(𝑟)𝑒𝑗�𝜔𝑡+𝛽(𝑟,𝜔)�, where a phase shift might 
have been introduced from the EP so that 𝛽 ≠ 𝛼.𝜙0(𝑟,𝜔) and 𝛽(𝑟,𝜔) are experimentally 
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measured at each recording electrode. In the way the experimental protocol was 
implemented, the phase of the injected current, 𝛼(𝜔), relative to the measured potential 
was not available, and was therefore obtained from current injections in saline, see below. 
For a given angular frequency, we can write equation (4) as 
𝜙0(𝑟,𝜔)𝑒𝑗𝛽(𝑟,𝜔) = �𝑍𝑆(𝑟) + 𝑍𝑀𝐸(𝜔)�𝐼0𝑒𝑗𝑗(𝜔).  (5)  
We know that for a given angular frequency, 𝑍𝑀𝐸(𝜔) = 𝑅𝑀𝐸(𝜔) + 𝑗𝑋𝑀𝐸(𝜔)  should be a 
constant, i.e., be the same for all MEA recording electrodes, and it can therefore be 
estimated as 
𝑍𝑀𝐸(𝜔) = 𝑎𝑎𝑒𝑟𝑎𝑎𝑒 �𝜙0(𝑟,𝜔)𝐼0 𝑒𝑗�𝛽(𝑟,𝜔)−𝑗(𝜔)� − 12𝜋𝜎𝑆|𝑟−𝑟′|�.    (6) 
This can be used to minimize the expression 
𝜙0(𝑟,𝜔)
𝐼0
𝑒𝑗�𝛽(𝑟,𝜔)−𝑗(𝜔)� − 1
2𝜋𝜎𝑆|𝑟−𝑟′| − 𝑍𝑀𝐸(𝜔) = 0 ,    (7) 
to obtain estimates of the conductivity σS and input current phase α for each frequency. An 
internal consistency check is that the imaginary part of 𝜙0(𝑟,𝜔)
𝐼0
𝑒𝑗�𝛽(𝑟,𝜔)−𝑗(𝜔)�, 
corresponding to XEP, should show no frequency dependence with position, since saline is a 
purely Ohmic medium with no imaginary component of the impedance.  
The impedance in the neural-tissue recordings can be written as 
𝑍𝑇(𝑟,𝜔) = 𝜙0(𝑟,𝜔)𝐼0 𝑒𝑗�𝛽(𝑟,𝜔)−𝑗(𝜔)� − 𝑍𝑀𝐸(𝜔),   (8) 
where it is not a priori known if 𝑍𝑇(𝑟,𝜔)will have a significant imaginary part, i.e., exhibit 
any capacitive properties. We can however assume that both the imaginary and real part of 
𝑍𝑇(𝑟,𝜔) should be approximately proportional to 1/|r| (see section below, Homogeneous 
frequency-dependent medium), and thus, if the imaginary part of 𝑍𝑇(𝑟,𝜔) is found to be 
independent of r, this would imply negligible capacitive properties, and resistive neural 
tissue. If so, one can estimate the conductivity σT of the tissue using Equation (2). A fitting 
procedure was implemented to estimate the conductivity of the slice and the EP based on 
this equation and the experimental data, assuming a constant conductivity σS for the ACSFR 
of 1.5 S/m. This value was estimated from current injections in ACSFR at 500 Hz, and is in 
full agreement with previously reported values (Nunez and Srinivasan 2006; Logothetis et 
al. 2007).  
Homogeneous frequency-dependent medium.  
It has been suggested that the electrical conductivity is frequency-dependent also in the 
frequency range relevant for extracellular recordings in the brain, i.e., less than a few 
kilohertz (Bédard and Destexhe 2009). To obey causality, i.e., that an extracellular 
potential 𝜙(𝑡) originating from a transmembrane current I(t) does not occur prior to the 
onset of the current, a frequency-dependent conductivity will require that it is complex, i.e., 
𝜎~(𝑓) = 𝜎ℜ(𝑓) + 𝑗𝜎ℑ(𝑓) (Toll 1956; Plonsey and Heppner 1967; Orfanidis 2004). Here 
𝜎ℑ(𝑓) = 2𝜋𝑓𝜋(𝑓) (Martinsen and Grimnes 2008) where 𝜋(𝑓)is the permittivity of the 
medium. In polar form this can be expressed as 𝜎~(𝑓) = |𝜎~(𝑓)|𝑒𝑗𝑗(𝑓) where 𝜃(𝑓) =
𝑎𝑟𝑎𝑡𝑎𝑛�𝜎ℑ (𝑓) 𝜎ℜ⁄ (𝑓)�. In this case Equation (1) generalizes to 
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𝜙ℎ(𝑟, 𝑡) = ∫ 14𝜋�𝜎ℜ(𝑓)+𝑗𝜎ℑ(𝑓)� 𝐼(𝑓)𝑒𝑗2𝜋𝜋𝜋|𝑟−𝑟′|∞−∞ 𝑑𝑓 = ∫ 𝑒−𝑗𝑗(𝜋)4𝜋|𝜎~(𝑓)| 𝐼(𝑓)𝑒𝑗2𝜋𝜋𝜋|𝑟−𝑟′| 𝑑𝑓∞−∞ (9) 
where I(f) is the Fourier-transformed current given by I(f)= ∫∞ I(t) e-j2πftdt. 
Causality requires a particular relationship between the real (𝜎ℜ(𝑓)) and 
imaginary parts (𝜎ℑ(𝑓) = 2𝜋𝑓𝜋(𝑓)) of the conductivity, or equivalently, between the 
frequency response of the magnitude, 𝜎~(𝑓), and the phase shift, θ(f), called the Bode 
relation (Clark 2004; Warwick 2010; Bechhoefer 2011). The phase shifts, θ(f), can under 
these assumptions be reconstructed from an experimentally measured |𝜎~(𝑓)|, by using the 
cepstrum method, for implementational details see Clark (2004). Having obtained the phase 
shifts θ, the guaranteed causal extracellular potentials were calculated using Python's 
Scipy.fftpack, 
𝜙ℎ(𝑟, 𝑡) = ℜ�𝑖𝑖𝑖𝑖 � 𝑒−𝑗𝑗(𝜋)𝐼(𝑓)4𝜋|𝜎~(𝑓)||𝑟−𝑟′|�� (10) 
where 𝐼(𝑓) = 𝑖𝑖𝑖[𝐼(𝑡)] is the current transformed to the frequency domain by a Fast 
Fourier Transform. This approach lets us link a measured magnitude of the conductivity, |𝜎~(𝑓)|, to the phase shift, θ(f), notice however that it requires full knowledge of the 
magnitude response over the entire frequency spectrum. In this study we interpolate and 
extrapolate based on sparse data, and thus our resulting complex conductivity should not be 
considered more than a plausible approximation. 
Data analysis.  
For each recording, 50 sweeps of 2.5 seconds were averaged over the 60 electrodes of the 
MEA chip, and the signal amplitude and phase was extracted at the stimulated frequency 
using a Fast Fourier Transform (FFT). An illustration summarizing our approach is given in 
Figure 1C. Statistical analysis was performed using multivariate ANOVA with post hoc 
pairwise comparisons (Bonferroni corrected), paired two-tailed Student’s t test and linear 
regression analysis (SPSS 9; SPSS Inc., Chicago, IL). Data are presented as individual 
recordings or as mean ± SEM. During all tissue and ACSF recordings, certain recording 
electrodes showed weaker amplitude responses than expected, and were marked as spurious 
and removed from further analysis. 
Cross validation. For cross validation we repeated all of the analysis using only half the 
experimental data, either using odd numbered sweeps, or even numbered sweeps. This led 
to very minor adjustments of the individual estimated conductivities, and had no significant 
effect on the analysis. 
Method validation.  
To test the robustness of our conductivity-estimation procedure, we made model-based test 
data with similar noise characteristics as those found within the experimental data. The 
forward modelling was based on Equation (2), and stored in the same form as the 
experimental data. Even for very high noise levels, our method gave an unbiased estimation 
of both the electrode impedance and the extracellular conductivity for all tested injection 
positions within the slice. We also confirmed that small errors in localization of the current 
injection, or the conductivity of ACSFR, only changed the overall magnitude of the 
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conductivities, and not the frequency-dependence. Furthermore, we produced anisotropic 
test data, based on an anisotropic version of Equation (2) (Ness et al. 2015), to determine 
how sensitive our analysis was to structural anisotropies of the tissue, such as the vertically 
aligned organisation of apical dendrites in the cortex. 
Computational modelling.  
To estimate the effect of a frequency-dependent conductivity on measured extracellular 
potentials, we show the effect on the extracellular potential from a single-cell model based 
on the experimentally constrained layer Vb cortical pyramidal cell model (Hay et al. 2011). 
The cell model was given synaptic input, modelled as an exponentially decaying 
conductance using ExpSyn in NEURON, in one case arriving at the soma, strong enough to 
elicit a spike, and in another case arriving at the apical dendrite not strong enough to elicit a 
spike. The synaptic input arrived 20 ms after the onset of the virtual recording, with a decay 
constant of 2 ms, a weight of 0.01 and 0.05 µS for the non-spiking and spiking case 
respectively. In a third case we used white-noise current input, similar to Lindén et al. 
(2010) and Ness et al. (2016), i.e., a sum of sinusoids of equal amplitude, but random 
phases. The input current was scaled to have a standard deviation on 8 pA, resulting in 
voltage fluctuations in the soma with a standard deviation of 0.8 mV. The neural 
simulations had a time step of 1/32 ms, and the first 1000 ms of the simulation was 
discarded to make sure the cell was in its resting state. The cell’s resting membrane 
potential was set uniformly to -70 mV in both cases by shifting the passive leak reversal 
potential of the cell prior to the simulation onset. The calculation of the extracellular 
potentials assumed that the cell was embedded in an infinite, homogeneous, isotropic, but 
frequency-dependent medium (Equation 10), and the extracellular potentials were 
calculated at three virtual electrode points at different heights along the axis of the main 
apical dendrite, corresponding to 0, 500 and 1000 µm relative to the soma. The distance 
from the axis of the main apical dendrite was 50 µm away for all three electrodes. 
All neural simulations were done with LFPy (Lindén et al. 2014), a Python package with 
interface to NEURON (Hines and Carnevale 1997; Carnevale and Hines 2006; Hines et al. 
2009). All modelling and plotting was done in Python (Langtangen 2012). For the 
interested reader, a Python package with the code to reproduce all result figures in this 
paper, and all experimental data will be available upon request.  
 
Results 
To assess the frequency dependency of electrical conductivity within cortical tissue, we 
mimicked a genuine neural source of currents by injecting sinusoidal currents into the 
extracellular medium of an acute cortical brain slice via a stimulation electrode (i.e., patch 
pipette; Figure 1). In all experiments we applied identical sets of sinusoidal current-
injection protocols, consisting of five consecutive frequencies (5, 60, 100, 300 and 500 Hz), 
three amplitudes (maximum deflection: 175, 300 and 500 pA), and two different distances 
between the tip of the stimulation electrode and the nearest recording electrode of the MEA 
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(125 and 100 µm). This allowed us to precisely estimate the brain tissue conductivity for 
each of the 30 arrangements (5 frequencies x 3 amplitudes x 2 distances) as illustrated in 
Figure 1C (also see Materials & Methods).  
 
Fig. 1. Experimental setup. A) Current was injected by a patch electrode into the extracellular medium of a 200 
µm thick thalamocortical slice preparation immersed in ACSF (excitatory cells are represented in red, and 
inhibitory cells in grey). The extracellular potential was measured simultaneously by all electrodes of the 
Multielectrode Array (MEA) beneath. . B) The recording set up can be represented as an equivalent circuit where 
current flows from the patch clamp electrode towards the ground, while the electric potential is recorded by a 
voltmeter. I(t) = injection current, ZPC = Patch clamp impedance, ZT = tissue impedance, ZEP = Electrode 
polarisation impedance, V = Voltmeter (MEA electrodes). C) Schematic overview of the recording and analysis 
routine. C1) Picture photograph of the acute brain slice preparation during the current injection and LFP recording. 
Sinusoidal current (red) was injected via a patch pipette (white arrow) into the cortical tissue. Asterisks mark the 
centres of the barrels in layer IV of the somatosensory cortex. C2) LFP recording via the MEA. The array shows 
for each electrode the 50 recorded sweeps (grey) and, superimposed, the average LFP (black). C3) The LFP 
amplitude and phase at a given current injection frequency was extracted from the averaged LFPs using a Fast 
Fourier Transformation. C4) With the amplitude and phase of the LFP and injected current we can find the total 
impedance, Z(r) = ZT(r) + ZEP = φ0(r) / I0 e(j (β(r) – α (Equation 8). The real part of Z (Re(Z), C4, top), shows a 
decay with distance towards a constant, from which we can find the tissue conductivity (black line, Equation 2) 
and REP (blue line). The imaginary part of Z is constant, implying Im(Z) ≈ XEP (red line), and Im(ZT) ≈ 0. 
 
Frequency-dependent effects in saline measurements. As a first step, in order to assess 
how the frequency of electrical signals affects their propagation within neural tissue, we 
determined the intrinsic frequency-dependent properties of the experimental set-up. For 
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frequencies less than ~1 kHz (Schwan 1992; Gabriel et al. 1996; Ishai et al. 2013), current 
carrying electrodes are expected to be influenced by electrode polarisation (EP; (Schwan 
1992; Gabriel et al. 1996; Ishai et al. 2013), which may substantially influence the 
measured conductivity of our experiments in the brain tissue. Since the conductivity of 
ACSF is known to be frequency-independent for the tested frequency range (≤ 500 Hz) 
(Gabriel et al. 1996, 2009; Nunez and Srinivasan 2006; Wagner et al. 2014), we expected 
any frequency dependency observed here to be due to EP. An influence of technical factors 
upstream the stimulation electrode in the stimulation/recording amplifier system was 
considered as being negligible. 
 
To evaluate the effect of EP, we first injected a sinusoidal current following the protocol 
described above (5 frequencies, 3 amplitudes, 2 distances), with a patch pipette positioned 
in ACSF only, i.e., no brain tissue in the recording chamber. EP is expected to occur at the 
electrode-electrolyte interface of current carrying electrodes (current is injected at the patch 
clamp electrode tip and leaves through the ground electrode). Placing the stimulation in 
standard recording ACSFR alone resulted in generally high conductivities at around 1.3 – 
1.5 S/m (Fig. 2A, Table 1), which is more than 2 times as high as the expected 
conductivities in brain tissue superfused with ACSFR (Goto et al., 2010 Fig. 2B). We 
addressed this by also testing EP in control ACSFC containing 1/4th of the standard NaCl 
(31 mM NaCl, see Material and Methods, Fig. 2A). In ACSFC our experiments resulted in 
conductivities being generally in the range of 0.5 S/m (Fig. 2A), therefore similar to the 
expected conductivities in brain tissue (Logothetis et al. 2007). For both, ACSFC and 
ACSFR, at all tested injection frequencies we found no significant effect of neither the 
current amplitude nor the distance between injection and recording electrodes on the 
conductivity (2-way ANOVA; current injection amplitude - ACSFR: F(8) =0.45, p = 0.88 
ACSFC: F(8) = 0.06, p = 0.99; electrode distance - ACSFR: F(4) = 2.15, p = 0.11; ACSFC: 
F(4) = 0.57, p = 0.68; Fig. 2A, Table 1). In contrast, we found a slight frequency-dependent 
increase in conductivity, especially for current injections into ACSFR. For ACSFR, from 5 
Hz to 500 Hz conductivity increased by approximately 50% (from on average 1.1 S/m to 
1.55 S/m, linear regression slope = 0.0007, R2 = 0.72). For current injections into ACSFC 
the frequency-dependent increase (33 %, on average 0.48 S/m to 0.64 S/m from 5 Hz to 
500 Hz, linear regression slope = 0.0003, R2 = 0.46) was significantly lower as compared to 
ACSFR (F(1,58) = 26.55, p ˂ 0.0001, Fig. 2A).  
 
As neither current injection amplitude nor distance between injection and recording 
electrodes affected the recorded conductivity, in the following we pooled these 
measurements (ACSFR: n = 6, ACSFC: n = 12) to further compare to conductivity 
measurements obtained in cortical tissue.  
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Fig. 2. Current amplitude, distance and 
frequency-dependence of conductivity within 
ACSF and neural tissue. Conductivities were 
determined for different current amplitudes 
(175 pA, 300 pA, 500 pA), distances between 
injection and closest recording electrode (100 
µm, 125 µm) and current injections of 
different frequencies (5 Hz, 60 Hz, 100 Hz, 
300 Hz, 500 Hz). A) Current conductivity 
(S/m) within ACSF (ACSFR, n = 6, light 
grey) and control ACSF (ACSFC, n = 12, 
black). Parameter specific frequency-
dependence is shown for the pooled data of 
the remaining two parameters. Data is shown 
as mean (diamonds) and individual data points 
(dots). B) Current conductivity of neural tissue 
(n = 9 different brain slices in grey, mean is 
plotted in red). C) Comparison of data 
recorded in ACSF and in cortical neural tissue 
based on data shown in A and B. Conductivity 
as a function of frequency for ACSFR (light 
grey), ACSFC, (dark grey) and neural tissue 
(red) as absolute values (left panel) and 
normalized to the value at 5 Hz (middle 
panel). Right panel: Difference between 
phases measured in ACSF and neural tissue. 
Data are means ± SEM. 
 
 
Cortical tissue shows moderate frequency dependency similar to saline. In order to 
evaluate the intrinsic conductivity of cortical tissue and its possible frequency-dependent 
nature, we applied the current injection and recording protocols as previously described for 
current injection into ACSF only. We placed the stimulation electrode in the extracellular 
space between visually identified neurons in 200 µm thick acute brain slice preparations 
containing the primary somatosensory (barrel) cortex (see also Fig. 1). There, we injected 
currents of different frequencies, amplitudes and of varying distances from the closest 
recording electrode using the same protocol as described above for the testing of EP. We 
decided upon thin slice preparations as it allowed us to optimally visualize the individual 
neurons in the vicinity of the patch pipette using infrared enhanced imaging. By placing the 
patch electrode as far away from neuron somata and proximal dendrites as possible, we 
prevented our stimulation to activate intracellular signal propagation of nearby cells.  
As a whole, the determined tissue conductivities showed values between 0.4 and 0.6 S/m 
(Fig. 2B, Table 1) and were, as expected, similar to the conductivities we found for ACSFC 
(Fig. 2C). Similar to the results obtained in ACSFR and ACSFC, for each of the tested 
frequencies increasing the amplitude of current injection had no significant effect on the 
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tissue conductivity (2-way ANOVA; current injection amplitude - F(8) = 0.02, p = 1.00; 
electrode distance - F(4) = 0.14, p = 0.97 Fig. 2B).  
 
In cortical tissue we observed a frequency-dependent linear increase of conductivity of 
approximately 50 % over the entire range of tested frequencies (linear regression slope 
0.0004; R2 = 0.112). This frequency-dependent increase was a robust phenomenon 
observed in each of the individual experiments (Fig. 2B), and the frequency dependent 
increase found in cortical tissue was not significantly different than the frequency-
dependent increase found in ACSF (F(1,258) = 0.04, p = 0.84). Consequently, the 
conductivity in both saline and neural tissue showed no dependence on the current 
amplitude or distance between injection and recording site, but an increase with frequency. 
(Fig. 2B).  
 
When directly comparing the frequency dependence of the neural-tissue conductivity with 
the corresponding results for ACSFR and ACSFC, we found the frequency dependence to be 
very similar for saline as well as tissue (Fig. 2C). This similarity was also confirmed by 
comparing the trends of the conductivities normalized to the conductivity estimated at 5 Hz 
(Fig. 2C). The frequency-dependence of the conductivity of saline (ACSFR and ACSFC) 
can be assumed to be an artefact of the recording equipment (Martinsen and Grimnes 
2008), and the same artefactual frequency dependence can be expected to be also present 
during testing the neural-tissue conductivity. Together with the similarities between 
frequency-dependent increase of conductivity in saline and tissue, this implies that the real 
frequency-dependence of neural-tissue conductivity is at most moderate. 
 
Phase-measurements imply lack of capacitive effects in cortical tissue. A capacitive 
extracellular medium would imply a conductivity described by a complex number, 
𝜎(𝑓) → 𝜎(𝑓)+j2πfϵ(𝑓), where f is the frequency, ε(f) is the permittivity of the tissue, and j 
marks the second term as imaginary (Hämäläinen et al., 1993b; Nunez and Srinivasan, 
2006; Pettersen et al., 2012). For a simple sinusoidal current injection, this would 
correspond to a phase shift between the injected current and the measured potential (Nunez 
and Srinivasan 2006). However, in our experimental set-up an observed phase shift 
between the injected current and recorded extracellular potential does not necessarily result 
from capacitive tissue, as the intrinsic properties of electrodes can also induce substantial 
phase shifts (Nelson et al. 2008; Ishai et al. 2013). To circumvent this complication, we 
compared the phases retrieved from recordings in either neural tissue or ACSF derived 
using identical current-injection protocols. A phase difference here would imply capacitive 
effects in the neural tissue since no capacitive effects should occur in ACSF (Martinsen and 
Grimnes 2008). We found no phase differences between recordings in saline (ACSFR and 
ACSFC) and recording in neural tissue for any of the injected frequencies (Fig. 2C), 
indicating that any capacitive effects were negligible.  
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Modelling shows that the effect of the maximally allowed frequency-dependence is 
negligible. The mean increase in tissue conductivity over the tested frequency range of 5 
Hz to 500 Hz was found to be less than 50%. Using modelling, we tested the resulting 
effect of this amount of frequency dependency on recorded extracellular potentials, 
compared to a fixed frequency-independent average value. We used a large pyramidal cell 
model from cortical layer Vb (Hay et al., 2011)⁠. Here, for completeness, we tested two 
alternatives: (i) an increase in conductivity that stops at 500 Hz, and (ii) one that continues 
to rise linearly (Fig. 3A1/B1). Furthermore we simulated the consequences of a 25% as 
well as a 50% frequency-dependent increase in tissue conductivity.  
 
The local field potential (LFP), the low-frequency part of the recorded cortical extracellular 
potential, is in vivo thought to be dominated by synaptic currents and their associated 
dendritic and somatic return currents (Einevoll, Kayser, et al. 2013). We found that the 
extracellular potential generated by single synaptic input to the apical dendrite of a 
pyramidal cell was little affected by the presently observed frequency-dependence of the 
cortical conductivity (Fig. 3A2/B2). We observed that even a 50% increase in conductivity 
from 5 to 500 Hz had a negligible effect. Since signals from synaptic input have very little 
signal power above 500 Hz, these 
values were not affected by the 
assumption made for the conductivity 
above 500 Hz.  
 
 
Fig. 3. Simulated effect of frequency-dependent 
conductivity on extracellular potential arising 
from dendritic synaptic input (A) as well as 
somatic spike (B). Middle panel: 
Somatodendritic reconstruction of a layer V 
pyramidal neuron and three simulated 
extracellular recording electrodes (black dots, I 
- III). Extracellular recording of a synaptic input 
was simulated to take place at the level of the 
distal apical dendrite (red star), an action 
potential (spike) was simulated to be induced at 
the soma (blue star). A1) Three different 
conductivity profiles, corresponding to a 
constant conductivity (red), or a linear increase 
in conductivity of 25 % from 5 to 500 Hz, that 
either stops increasing at 500 Hz (grey), or 
continues to rise linearly (black dashed). A2-3) Normalized extracellular responses at electrodes I-III following 
the dendritic synaptic input (A2) or the somatic spike (A3) for the different conductivity profiles shown in A1. B1) 
Three different conductivity profiles similar to A1 but for a 50 % increase in conductivity. B2/3) Normalized 
extracellular responses at electrodes I-III following the dendritic synaptic input (B2) or the somatic spike (B3) for 
the different conductivity profiles shown in B1. 
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For a spike, the impact on the extracellular potentials of a frequency-dependent 
conductivity in the frequency range observed here is seen to be modest (Fig. 3A3/B3), 
although more prominent than for the situation with synaptic input. For the spike recorded 
in the extracellular space close to the soma, the peak-to-peak amplitude for the average 
conductivity was 33.1 µV, which was reduced to 31.7 µV for a 25 % increase in 
conductivity and 31.0 µV for a 50 % increase in conductivity if we consider that the 
increase stopped at 500 Hz. Assuming that the increase continued linearly beyond 500 Hz, 
the values decreased to 28.9 µV and 27.7 µV for the 25 % and 50 % increase, respectively. 
While these latter results are substantially different from the results found assuming a fixed 
average conductivity, they stem from the assumption of an ever-increasing conductivity 
above 500 Hz. This implies very high conductivity values for the highest frequencies 
contained in the spike signal which are particularly important for determining the peak-to-  
 
 
 
Fig. 4. Effect of frequency-dependent conductivity 
on extracellular potentials arising from white noise 
input. A) Somatodendritic reconstruction of a layer 
V pyramidal neuron and three simulated 
extracellular recording electrodes (black dots, I - 
III) and the location of simulated somatic white 
noise current input (red star). B) Three different 
conductivity profiles, corresponding to a constant 
conductivity (red), a linear increase in conductivity 
from 5 to 500 Hz of 25 % (grey) and of 50 % 
(black dashed). C) Excerpts of normalized LFP 
signals recorded at the electrode points I-III for the 
different conductivity profiles in B and diagrams 
showing the respective normalized power spectral 
density of the LFPs. D) Amplitude of somatic 
membrane potential response as a function of 
frequency in response to the white noise current 
input. peak spike amplitude. The conductivity in 
this frequency range is far beyond our 
experimentally probed frequency range, and we 
suspect that the conductivity values used are too 
high. Thus the estimated peak-to-peak amplitude 
for this scenario is too low, and the deviation from 
the frequency-independent case less than the 
computations imply.  
 
LFPs are often interpreted in terms of their power spectral density (PSD), i.e., the power of 
the signal at different frequencies, and it is therefore of interest to estimate the impact of a 
frequency-dependent conductivity of neural tissue on the LFP PSD. We injected white-
noise current, i.e., an input current with equal amplitude at all frequencies, to the soma of a 
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cortical pyramidal cell model (Hay et al., 2011, Fig. 4A). As for the modelling of the 
consequences of frequency-dependent increase of conductivity on signals originating from 
synaptic inputs and spikes, we calculated the resulting LFP at different positions along the 
apical dendrite, considering constant conductivity as well as an increase in the conductivity 
of 25 % or 50 % (Fig. 4B). At all recording electrode positions a low-pass filter effect 
originating from intrinsic dendritic filtering was clearly visible (Fig. 4C; Lindén et al., 
2010; Ness et al., 2016). The effect of an increase in the conductivity of 25 % or 50 % from 
5 to 500 Hz had a negligible effect on the shape of the LFP PSD, compared to the strong 
shaping caused by the cable-properties of the cellular membrane, i.e., the intrinsic dendritic 
filtering.   
 
Discussion  
In acute in vitro brain slice preparations of the juvenile rat barrel cortex, we investigated 
the electrical conductivity of neural tissue at the sub-millimeter range, by injecting 
extracellular low-amplitude current of different frequencies, ranging between 5 and 500 
Hz. Our results indicate that tissue conductivity is not affected by neither the position nor 
the amplitude of the injected current, confirming that current injection within the 
extracellular medium can be successfully modeled as a point source, and that as expected, 
neural tissue is a linear conductor for small, sub-nanoampere currents (Nunez and 
Srinivasan 2006).    
 
The main aim of our study was to investigate to which extent the conductivity of cortical 
brain tissue is affected by the frequency of electrophysiological neuronal signals generating 
the recorded extracellular potential (Gilja and Moore 2007). Our analysis of the brain-tissue 
experimental data implied a frequency-dependency of the conductivity corresponding to an 
average moderate increase of about 50% over a hundred-fold increase in frequency (5-500 
Hz). However, a similarly sized increase was observed also for saline. As saline is known 
to be an Ohmic medium and thus have a frequency-independent conductivity, the observed 
weak conductivity increase must in this case be due to the experimental set-up. Thus our 
results are compatible with an electrical conductivity with no or a moderate (about 50% 
over two orders of frequency magnitude) frequency dependence in the probed frequency 
range. This implies that cortical neural tissue in vitro exhibits a similar frequency-
dependency at the hundredth micrometer level with physiological current amplitudes, as it 
has previously been reported at the macroscopic scale in vivo (Nunez and Srinivasan 2006; 
Logothetis et al. 2007; Wagner et al. 2014). 
 
A 50% increase of the extracellular conductivity over 5 to 500 Hz would imply that the 500 
Hz frequency component of the LFP is reduced by a factor of ~0.66 as compared to the 5 
Hz component. As illustrated by biophysical modelling, such a 50 % increase will have a 
modest effect on the modelling and analysis of LFPs originating from from synaptic events 
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or even spikes. In the latter case the main effect of a higher conductivity at higher signal 
frequencies will mainly be a slight reduction of the LFP amplitude of the sharp sodium 
peak. The observed frequency-dependence is also far too small to account for purported 1/f 
power laws in the LFP power (Bédard et al. 2006; Bédard and Destexhe 2009) that would 
require an average increase of the conductivity by about 10000% from 5 to 500 Hz.  
 
When comparing our results with previous studies (see Fig. 5), we find that our observed 
moderate frequency-dependence of cortical tissue conductivity is qualitatively in good 
agreement with several previous in vivo studies (Nunez and Srinivasan 2006; Logothetis et 
al. 2007; Wagner et al. 2014). Logothetis et al. (2007) found an increase of about 25% in 
conductivity from 10 Hz to 5000 Hz in vivo in monkeys, while Wagner et al. (2014) 
observed a similar frequency-dependence for 10-1000 Hz in cats. Elbohouty (2013)  
 
measured the conductivity in slices of mouse cerebral cortex from 20 Hz to 2 MHz, and 
also found a similar moderate increase between 20 and 1000 Hz. The study of Gabriel et al. 
(1996) stands out as the results presented are unique in observing a strong frequency-
dependence of the conductivity below 100 Hz (Fig. 5). However, in the latter study, the 
authors expressed concerns that the low-frequency values might be inaccurate due to 
inadequate correction for electrode polarisation in their two-electrode setup. Furthermore 
Wagner et al., (2014) used similar recording equipment without observing an equally high 
frequency-dependency below 100 Hz. Taken together, we conclude that for frequencies 
ranging between 5 and 500 Hz, the frequency-dependence of the electrical conductivity of  
cortical tissue is moderate, and for modelling and analysis purposes largely negligible both 
in vitro and in vivo.   
 
 
Fig. 5. Literature review of 
reported conductivities in 
various species and 
experimental setups. Gabriel et 
al. (1996): Data from bovine 
brains recorded with a two-
electrode set-up. Elbohouty 
(2013): Data recorded in vitro 
in slices of mouse cerebral 
cortex with a two-electrode 
set-up. Logothetis et al. 
(2007): Data from monkey, 
recorded with a four-electrode 
set-up. The average 
conductivity value, 0.405 S/m, 
combined with the reported 
increase of about 25 %. Wagner et al. (2014): Recordings from cat cerebral cortex with a two electrode set-up, 
similar to the set-up used by Gabriel et al. (1996). Nunez and Srinivasan (2006): Data from rabbit brain. 
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While our approach of injecting sinusoidal currents and measuring voltage responses can 
be extended to frequencies outside the present frequency range from 5 to 500 Hz, it should 
be noted that for frequencies less than some hertz, diffusion of ions in the extracellular 
space may play a role in setting up the electrical currents in situations comprising the 
emergence of large ionic concentration gradients. Such transient ionic gradients in the 
extracellular space could, e.g., occur due to strong spatially restricted neuronal network 
activity resulting in efflux of potassium from the cells and its local accumulation the 
extracellular fluid (Halnes et al. 2015). These diffusive electrical currents would, however, 
be independent of the imposed transmembrane currents (or in this case currents injected by 
the electrode) and thus not affect the present measurement of the extracellular conductivity. 
However, based on measurements of transmembrane impedance, Gomes et al. (2015) 
suggested large imaginary components of the extracellular electrical conductivity with their 
origin in ion diffusion, even for frequencies as high as 1000 Hz. Their argument was based 
on the fact that models with a purely resistive extracellular medium could not account for 
their measured transmembrane impedance power spectra. Their modelling was performed 
using simplified stylized stick model neurons, however. With a biophysically more detailed 
multicompartmental neuron model (Hay et al. 2011) we obtain a qualitatively different 
power spectrum and observe a transmembrane impedance power spectrum that is generally 
in good agreement with the experimental findings of Gomes and coworkers (Fig. 4D, c.f. 
Figure 2B in Gomes et al. (2015). On balance, we thus find that the overall evidence points 
to an essentially real (Ohmic) extracellular conductivity with negligible effects from ionic 
diffusion in the frequency range between 5 and 500 Hz.     
Previous reports have shown that the conductivity of brain tissue is anisotropic, especially 
if the underlying cytoarchitecture exhibits a strongly ordered organisation of apical 
dendrites and/or fiber bundles (Nicholson and Freeman 1975; Goto et al. 2010). Our 
experimental set-up could in principle also be used to probe for anisotropy of the 
conductivity as the brain slice preparations of the barrel cortex we used for our experiments 
preserve the ordered organisation of the pyramidal cells’ apical dendrites, which run 
orthogonally to the pia and in parallel to the tissue surface. In the same cortical region, 
Goto et al. (2010) found up to 50% higher conductivity along the primary axis of the large 
pyramidal cell’s apical dendrites as compared to the lateral directions. In contrast to this, in 
our study, recording extracellular potentials via a MEA, we did not observe any anisotropy. 
However, by exploring effects of putative anisotropies in biophysical forward modelling 
data, we previously found that MEA potentials are rather insensitive to anisotropies (results 
not shown, but see Ness et al. (2015). Therefore our approach using a MEA recording 
system does not allow us to draw strong conclusions about the anisotropic properties of 
tissue conductivity. 
 
While our results are compatible both with no frequency dependence and a moderate 
frequency dependence of the electrical conductivity in cortical tissue within the 
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investigated frequency range, the overall trend of the results arising from various studies 
(depicted in Fig. 5) seem to imply a modest increase in the conductivity between 5 and 
1000 Hz. If this is the case, it would seem plausible based on biophysical properties, that at 
lower frequencies, the extracellular currents are conveyed by ions meandering between the 
largely insulating cells in the tissue (Peters et al. 2001), possibly enhanced by ionic currents 
passing through cells via open ion channels (Meffin et al. 2012, 2014). For frequencies of 
tens of hertz or more, one might expect that capacitive currents may additionally contribute 
to such neuron-crossing currents and thus provide a gradually increasing conductivity with 
frequency. 
 
Nelson et al. (2008) and Nelson and Pouget (2010) argue that under the assumption that the 
proper recording equipment is used, one does not need to worry about how the electrode 
properties affect the measured LFP. Our results, and most of other studies, also indicate 
that the filtering properties of the tissue itself should be a minor factor in shaping the LFP. 
Thus the interpretation of the LFP should focus on cell and network properties, without the 
added complication of electrode and tissue effects. As pointed out by Nelson and Pouget 
(2010), this might be one of the rare cases in neuroscience where what makes everything 
easier in terms of data interpretation, is also likely to be true.  
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Table 1. Conductivities in ACSF and brain tissue following different current injection 
conditions. 
ACSFR conductivity (S/m)  
 Current amplitude, n = 6  Electrode distance, n = 6 
Frequency 175pA 300pA 500pA  100µm 125µm 
5Hz 1.03 ± 0.02 1.24 ± 0.00 1.16 ± 0.00  1.07± 0.14 1.23 ± 0.03 
60Hz 1.29 ± 0.02 1.26 ± 0.03 1.27 ± 0.01  1.23 ± 0.01 1.27± 0.02 
100Hz 1.23 ± 0.05 1.30 ± 0.02 1.27 ± 0.01  1.29 ± 0.01 1.24 ± 0.03 
300Hz 1.36 ± 0.04 1.42 ± 0.02 1.39 ± 0.03  1.42 ± 0.01 1.36 ± 0.03 
500Hz 1.55 ± 0.06 1.60 ± 0.03 1.56 ± 0.00  1.60 ± 0.02 1.54± 0.03 
 
 
Brain slice conductivity (S/m)  
  Current amplitude, n = 54  Electrode distance, n = 54  
Frequency 175pA 300pA 500pA  100µm 125µm 
5Hz 0.37 ± 0.03 0.37 ± 0.04 0.38 ± 0.04  0.37 ± 0.03 0.38 ± 0.03 
60Hz 0.40 ± 0.04 0.41 ± 0.04 0.42 ± 0.04  0.41 ± 0.04 0.41 ± 0.03 
100Hz 0.43 ± 0.05 0.42 ± 0.05 0.43 ± 0.05  0.42 ± 0.04 0.43 ± 0.04 
300Hz 0.48 ± 0.05 0.47 ± 0.05 0.47 ± 0.05  0.47 ± 0.04 0.48 ± 0.04 
500Hz 0.55 ± 0.05 0.54 ± 0.05 0.54 ± 0.05  0.53 ± 0.04 0.56 ± 0.04 
Table 1: Conductivities in ACSF and brain tissue following different current injection conditions. Current 
amplitude and electrode distance do not affect frequency dependent increase in conductivity. Groups were 
compared using two-way ANOVA. Overall test statistics: ACSFR: amplitude P = 0.89, F(8) = 0.88, distance P = 
0.15, F(4) = 0.15; ACSFC: amplitude P = 0.99, F(8) = 0.99, distance P = 0.71, F(4) = 0.71; Brain slice amplitude: 
amplitude P -1.0, F2,12 = 34.57, distance P = 0.99, F2,12 = 34.57.  
ACSFC conductivity (S/m)  
 Current amplitude, n = 12  Electrode distance, n = 12 
Frequency 175pA 300pA 500pA  100µm 125µm 
5Hz 0.46 ± 0.05 0.49 ± 0.04 0.48 ± 0.02  0.49 ± 0.03 0.46± 0.03 
60Hz 0.52 ± 0.02 0.51± 0.02 0.50 ± 0.02  0.51 ± 0.02 0.52± 0.02 
100Hz 0.55 ± 0.03 0.53 ± 0.02 0.53 ± 0.02  0.52 ± 0.02 0.55± 0.02 
300Hz 0.59 ± 0.03 0.60 ± 0.03 0.59± 0.04  0.57 ± 0.03 0.61± 0.02 
500Hz 0.63 ± 0.04 0.64 ± 0.05 0.63± 0.05  0.62 ± 0.03 0.65± 0.03 
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1. Effects of serotonin on activity.  
Activity is crucial for both development and refinement of the primary sensory cortex – S1 
(Erzurumlu and Kind 2001; Hensch 2005; Feldmeyer et al. 2013a) Interestingly, 
electroencephalography (EEG) recordings of preterm infants have been able to reveal the 
presence of spontaneous electrical activity prior to birth and functional sensory input 
(Khazipov et al. 2004; Vanhatalo et al. 2005). In rodents, even though active whisking does 
not start until the 2nd postnatal week, from birth on, spontaneous activity has been shown to 
drive the development of cortical networks (Luhmann et al. 2016). Following birth, 
peripheral input coming from the mother grooming her pups passively activates the 
whiskers on the snout (see box1) and transmits activity to S1 (Akhmetshina et al. 2016). 
The knockout of NMDA receptors abolishes barrel formation (Iwasato et al. 1997, 2000) 
demonstrating that glutamatergic 
neurotransmission is necessary for the 
topological development of S1. More 
specifically, a strong reduction in 
glutamatergic presynaptic release 
specifically at the thalamocortical 
synapse, (Narboux-Neme et al. 2012) 
has been shown to disrupt barrel field 
formation and produce a similar 
structural phenotype as the one 
described here for the Sert-/- rat. 
Indeed, I could show a reduced barrel 
field organisation within the 
posteromedial barrel subfield 
(PMBSF) of the Sert-/- rat, an 
increased septae size, as well as a 
greater number of primary dendrites 
within both LIV and lower LII/III, 
both of which receive TC input. 
Interestingly, most changes observed 
at the structural level concern neurons 
in the recipient layers of the lemniscal 
pathway. SERT mRNA expression 
has been shown in the ventral 
posteromedial nucleus (VPM) but 
very small levels in the posteromedial 
nucleus (POm) nucleus of the 
thalamus (Lebrand et al. 1998).  
Box 1.   Effect of  Sert-/- on maternal touch 
Following birth, the maternal licking and grooming 
(LG) of the pups provides the first passive 
somatosensory input towards S1. Maternal LG exerts 
a profound influence and enduring changes in the 
dendritic morphology and synaptic function of 
LII/III pyramidal neurons of S1 (Smit-Rigter et al. 
2009). Furthermore, neonatal handling and maternal 
deprivation has been shown to increase Ih currents 
involved in oscillatory spindle activity (Schridde et 
al. 2006, see in text point 1.1 and 1.2) and maternal 
LG has been shown to  promote GABAergic 
maturation (Luscher et al. 2011). Maternal behavior 
has been investigated in TPH2 -/- and PET1 -/- mice 
which are depleted of 5-HT. Both mouse models 
show very low maternal care, often resulting in death 
of the offspring (Angoa-pérez and Kuhn 2015). 
Models of reduced developmental 5-HT do not show 
deficits in barrel cortex formation, probably due to 
the absence of excessive 5-HT1B receptor activation 
in these models. Until now, no study has evaluated 
maternal care in SERT-/- rats. Rodent models of 
depression have been shown to spend less time LG 
their pups and SERT-/- is known for its anxiety and 
depressive phenotype (Olivier et al. 2008; Homberg 
and Lesch 2011) which are both related to reduced 
maternal care (Dayer 2014). Interestingly, selective 
serotonin reuptake inhibitiors (SSRIs) administration 
to mothers resulted in increased pup licking (Angoa-
pérez and Kuhn 2015). It would be of great interest 
to study this phenomenon and effects on BC 
formation using the SERT-/- rat model. 
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Serotonin has been shown to alter activity at the thalamocortical synapse (Rhoades 
et al. 1994; Laurent et al. 2002; van Kleef et al. 2012). The thalamic afferents grow 
sequentially as of E16, time at which they can be seen leaving the thalamus and reach the 
region of the cortical plate corresponding to LIV by P0 (Erzurumlu and Jhaveri 1990). A 
transient 5-HT1B receptor expression can be found on growing TC afferents ending at the 
end of the second post-natal week (Bennett-Clarke et al. 1993). 5-HT1B receptor activation 
results in reduced glutamatergic vesicle release through lower Adenyl cyclase 1 activity 
(AC1) modulating cAMP production (Bouhelal et al. 1988; Bonnin et al. 2007). The 
serotonin transporter SERT, expressed in TC afferents assures the regulation of 
extracellular 5-HT levels by regulating its reuptake within these glutamatergic neurons (van 
Kleef et al. 2012). Models of Sert-/- are associated with increased brain 5-HT levels as they 
cannot regulate synaptic 5-HT homeostasis by removing them from the synaptic cleft. 
Rodent models of increased 5-HT such as the Sert-/- and the monoamine oxidase A 
knockout (Maoa-/-), which lacks the degrading enzyme for 5-HT, result in excessive 5-
HT1B stimulation (Cases et al. 1996; Persico et al. 2001; Salichon et al. 2001) and results 
in disturbed barrel field organisation. This has been shown to produce abnormal 
development of both thalamocortical and retinal axons which retain immature 
characteristics (Gaspar et al. 2003). Furthermore, it has recently been shown that SERT 
expression on TC afferents and not raphe afferents is responsible for the structural changes 
at the barrel field level (Chen et al. 2015). The function of thalamic clustering and overall 
topological organisation of primary sensory cortices affect the spatio-temporal processing 
of incoming stimuli (DeAngelis et al. 1999). The barrelless (Brl) mouse, a spontaneous 
mutant which lacks AC1 is characterised by TC afferent overlap and the absence of visible 
barrels within the PMBSF. Interestingly, the Brl mouse can still perform on tactile sensory 
tasks and has shown a shorter latency of LIV neuron activation following surround whisker 
activation (Welker et al. 1996). Single- versus multi-whisker activation both lead to 
accurate decision-making on a sensory detection task, where multi-whisker function serves 
to increase temporal aspects of decision making (Hutson and Masterton 1986; Celikel and 
Sakmann 2007). These results corroborate our findings that Sert-/- rats require fewer inputs 
for correct responses on the gap crossing task. Welker and colleagues (1996) argue that the 
overlap of TC afferents generates a cortical neuronal receptive field that is more 
appropriate to a continuous and less discriminate representation of the tactile periphery 
(Welker et al. 1996). The gap crossing task embodies such a stimulus in that the detection 
of the presence of a platform does not require complex sensory discrimination abilities. 
This is in sharp contrast to a novel object discrimination task which would involve the 
ability to discriminate between intricate textures and has recently been reported to be 
impaired in the Sert-/- rat (Kroeze et al. 2016). 
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The effects of 5-HT on cortical development are not solely mediated through the 
neuromodulation of activity. Indeed reducing glutamatergic release specifically from TC 
afferents is associated with an intact TC organisation (Narboux-Neme et al. 2012) whereas 
this topological organisation is highly disrupted in the Sert-/- rat. The TC as well as the 
cortical, vertical and horizontal laminar organisation rely on a complex spatio-temporal 
pattern of expression of transcription factors and cellular signalling mediated through the 
release of neurotransmitters and growth factors (for review, Molnár et al. 2003). SERT 
could serve to buffer extracellular 5-HT levels which define the gradient at which 
molecular cues could exert their attractive and repulsive effects on growing afferents 
(Vitalis et al. 2013; Witteveen et al. 2013). Increased 5-HT has been shown to modify the 
axonal response to guidance molecules such as the ephrins and/or netrins (Nicol 2006; 
Bonnin et al. 2007). Furthermore, the sources of 5-HT also differ as it has been shown that 
maternal as well as placental levels of 5-HT can enhance concentrations in the developing 
embryonic brain (Côté et al. 2007; Bonnin et al. 2011) even before serotonergic neurons 
differentiate. There is an important need to precisely delineate the developmental time 
points at which 5-HT can exert its effects. Enhancing 5-HT levels early in life is 
detrimental for circuit formation. In contrast, increased 5-HT later in life promotes 
plasticity mechanisms (Maya Vetencourt et al. 2008; Jitsuki et al. 2011b; Dayer 2014) 
which might help to compensate for some of the alterations caused in early life. 
Nevertheless, it is clear that certain effects that have taken place during critical periods or 
before the closing of developmental time window of certain brain structures has closed can 
have long lasting consequences. The numerous functions of 5-HT offer a great challenge in 
identifying the consequences of developmental SERT loss of function, either genetically or 
pharmacologically, on brain development in general and of the barrel cortical circuitry in 
particular. 
1.1 Spontaneous activity for columnar organisation. 
Neuronal activity, including early spontaneous and later sensory evoked, directly regulates 
thalamocortical circuit formation as well as the topological organisation of the barrel 
cortex. In the rodent, the six layers of the cerebral cortex are generated in an inside-out 
pattern during the prenatal and early postnatal stages ending during the first postnatal week 
(Rakic 1974; Hevner et al. 2003). An interesting aspect of cortical development is that early 
spontaneous events occur before peripheral input is transmitted through active whisking 
which can be first observed around the 2nd post-natal week (Adelsberger et al. 2005; 
Vanhatalo et al. 2005; Landers and Philip Zeigler 2006). This spontaneous recurrent 
activity offers the first sources of depolarisations and contributes to the formation and 
refinement of topographic maps (Assali et al. 2014, for review see Hanganu-Opatz 2010) as 
well as the development of the cortical columnar architecture (for review see Ackman and 
Crair 2014). For example, interfering with retinal spontaneous activity has been shown to 
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alter ocular dominance columns and increase the receptive field size of neurons in the 
primary visual cortex of ferrets (Huberman et al. 2006). 
Fig. 1. Characteristic spontaneous activity patterns of early cortical developmental stages and timeline of their 
appearance in the rodent brain (taken from Luhmann et al., 2016). A. Correlated and uncorrelated calcium 
transients from the Ventricular Zone (VZ) starting at E15 in the rat cortex. B. Spontaneous calcium transients of 
Cajal-Retzius (CR) and non-Cajal-Retzius (NCR) neurons in the Medial Zone (MZ) of rat at P0. C. Spontaneous 
cortical early network oscillations (cENOs) in P3 rat neocortical neurons. D. Gamma oscillations and spindle 
bursts occurring spontaneously or can be evoked by sensory-motor activity (Khazipov et al. 2004; Minlebaev et al. 
2011) in in the somatosensory cortex (S1) of a P3 rat. They have been recorded as early as P0 in the rodent cortex 
(Luhmann et al. 2016). Both have shown to be affected by 5-HT. E. In P6 rat neocortical slices, cENOs are 
replaced by cortical giant depolarising potentials (cGDPs), transiently present with a peak at P6-P10 and ending 
by the 2nd postnatal week. They rely on depolarising GABA. cGDPs resemble classical GDPs extensively 
described in the hippocampus (Ben-Ari 2002) 
 
In the newborn rat S1, both spindle bursts and gamma oscillations (Fig. 1) which originate 
from the thalamus have been shown to synchronise local neocortical networks into 
functional pre-columns (Minlebaev et al. 2011; Yang et al. 2013). Spontaneous, spindle-
like oscillations have been recorded in the late prenatal as well as early postnatal stages in 
rodents and decline during the 2nd postnatal week (Khazipov et al. 2004). The neuronal 
circuitry underlying the generation of spindle activity is still largely unknown. They have 
been shown to be generated in the thalamus where they can induce synchrony locally 
within neuronal networks measuring 200 to 400 µm in diameter, corresponding to the size 
of single whisker-associated cortical columns in the immature barrel cortex (Yang et al. 
2016). Spindles can be recorded at birth within thalamocortical loops of S1 and disappear 
at the end of the 1st postnatal week (Luhmann et al. 2016). As previously described, the 
thalamic VPM mainly projects to LIV, with collaterals into LVb and LVI. Corticothalamic 
feedback pyramidal neurons are mostly found within the upper LVI. Within the cortex 
these neurons display vertically oriented axon projections that ascend towards LIV or LV 
and they possess a well-developed apical dendritic tuft in LIV or LV (Killackey and 
Sherman 2003; Ledergerber and Larkum 2010). This position allows to integrate both 
highly processed information coming from LV with direct thalamic input in both LIV and 
LVI (Thomson 2010). Outside the cortex, the corticothalamic neurons project back to VPM 
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passing through the thalamic reticular nucleus (nRT). The nRT, made up of 3 distinct layers 
of GABAergic inhibitory cells (Spreafico et al. 1991), is organised topologically (Guillery 
and Harting 2003) and can directly inhibit thalamocortical activity through its direct 
connection to the VPM.  
 
 
 
Fig. 2. Thalamocortical – corticothalamic circuit involved in spindle generation (modified from Astori et al. 
2013). (A) Sensory afferents reach the cerebral cortex through their respective thalamic nuclei (Red; 
somatosensory input – VPM → S1, visual input – dorsal lateral geniculate nucleus → primary visual cortex –V1). 
Both somatosensory and visual thalamocortical projections pass through the thalamic reticular nucleus (nRT in 
green) before reaching the cortex. Neurons in layer VI of S1 project back to the VPM with collaterals in nRT 
(information relating to the visual system is omitted for simplicity). The connection between TC neurons and 
neurons in the nRT allow spindle waves of oscillation. The rhythmic inhibition provided by the nRT (green trace) 
onto TC cells cause their membrane to hyperpolarise and results in a rebound burst of activity (red trace) which 
activate both nRT as well as cortical cells (blue trace). Spindles can be generated in thalamus, and resist cortical 
deafferentation in the nRT. Nevertheless the cortical feedback has been shown to be important for synchronisation 
over the large spread thalamic nuclei (Contreras et al. 1996). Reticular neurons have the ability to communicate 
with each other by synaptically released GABA, dendrodendritic synapses and gap junctions (modified from 
Landisman et al. 2002).  
 
Both thalamocortical and corticothalamic afferents send glutamatergic collaterals 
into nRT as they project to and from the cortex (Fig. 2). This reciprocal circuit serves to 
provide inhibitory feedback to thalamic neurons (Temereanca and Simons 2004) but also 
serves as an oscillator for generating thalamic spindle bursts of 10-20 Hz frequency 
(Khazipov et al. 2004). Indeed, the nRT has been described as a “pacemaker” region as 
thalamic neurons lose their ability of generate spindle oscillations when depriving them of 
nRT input (Steriade et al. 1985) whereas the nRT maintains its oscillatory activity even 
after deafferentation (Steriade et al. 1987). Such repetitive, synchronised activity, found in 
both thalamus and cortex offers an ideal foundation for potentiating the thalamocortical 
circuitry during early cortical development (Feldman et al. 1999) as well as maintaining 
and amplifying stimulus representation at a time where peripheral input is sparse. 
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1.2  Effects of serotonin on oscillatory behaviour within 
thalamocortical loops of S1 
Dorsal raphe afferents have been shown to innervate thalamic nuclei in the first postnatal 
week. These serotoninergic fibers have been described to form dense axonal patches and 
terminals upon neuronal clusters in nRT and are distributed broadly throughout the nucleus 
(Lavoie and Parent 1991). Interestingly, 5-HT has been shown to modulate oscillatory 
behaviour within neuronal circuits (Lee and McCormick 1997; Celada et al. 2013). 
Generally speaking, at the physiological level, an oscillator can synchronise and coordinate 
activity within an ensemble of neurons and for optimal function, requires temporal 
precision as well as a balance between excitatory/inhibitory neurons and the ion channels 
that support their function (Buzsáki 2009). Within thalamocortical loops, two main ion 
currents sustain the oscillatory behaviour of thalamocortical neurons (Fig. 3), the 
hyperpolarisation activated mixed cation (Na+ and K+) current, known as the Ih (pacemaker) 
current, and the low-threshold Ca2+, IT current which are both activated at different 
membrane potentials. The Ih current is an inward rectifying Na+/K+ current which slowly 
activates when the membrane potential reaches values lower than -55mV. Ih currents appear 
to be the generator of the “pacemaker” potential that occurs in between low-threshold Ca2+ 
spikes during rhythmic burst firing in single thalamocortical neurons (McCormick and 
Pape 1990; Soltesz et al. 1991).  
 
Serotonin can disrupt neural oscillation activity by affecting the physiological 
properties of neurons both in the VPM as well as in the nRT. The neuromodulator effects 
of 5-HT has been shown to depolarise TC neurons through 5-HT2AR activation, thereby 
preventing the rebound Ca2+ mediated bursts, and completely abolishing spindle activity in 
these cells, (Lee and McCormick 1997). Additionally, 5-HT enhances Ih currents in 
thalamocortical neurons, where a positive shift in Ih prevents the hyperpolarisation needed 
for low threshold Ca2+ spikes. In the nRT, 5-HT depolarises inhibitory cells via 5-HT2A-
1C receptor activation, resulting in increased inhibition (IPSPs) onto TC neurons, thus 
leading to a shift from oscillatory to single spike activity (McCormick 1992). Interestingly, 
5-HT serves to reduce glutamatergic release of TC afferents onto neurons of the nRT, as it 
is found at the thalamocortical synapse (Laurent et al. 2002), activation of transiently 
expressed 5-HT1B receptors on TC afferents reduces glutamatergic release probability and 
EPSC amplitude onto neurons of the nRT (Evrard and Ropert 2009). Because of the closely 
interconnected inhibitory neurons found within the nRT, reducing excitation onto the nRT 
could have complex effects. Further work will be required to unravel the effect of 5-HT on 
the functional microcircuitry of thalamocortical loops in spindle generation.  
 
Chapter 7 
145 
 
 
 
Fig. 3. Spindle oscillation in thalamocortical neurons and effect of 5-HT. A. Rhythmic burst in thalamocortical 
neurons is generated by the interaction of the low threshold calcium current It and the hyperpolarisation-activated 
cation Ih (modified from Buzsáki 2009). Hyperpolarizing beyond -65 millivolts activates Ih which slowly 
depolarises the membrane until activation of It results in a low-threshold Ca2+ spike. The spike deactivates Ih. A 
hyperpolarisation follows the termination of the spike which reactivates Ih and the cycle repeats itself. The rate of 
Ih activation therefore determines the interval between successive CA2+ spikes where decreasing Ih decreases the 
frequency of rhythmic burst firing and an increase in the amplitude of each burst, while increasing Ih increases the 
frequency and lowers the amplitude (modified from McCormick and Pape 1990). B. Experiment performed by 
Lee and McCormick (1997) where 5-HT (500 µM) is injected into the ferret perigeniculate nucleus. Intracellular 
recording shows depolarisation, switch to tonic firing mode and blockade of spindle waves. C. Local lateral 
geniculate nucleus (LGN) 5-HT application and intracellularly recording of thalamocortical neuron shows a slow 
membrane depolarisation of 2 mV, abolition of rebound Ca2+ mediated bursts, and diminished spindle IPSPs. 
 
The broader physiological role of 5-HT on thalamocortical loops and spindle 
activity during early cortical development remains to be clearly elucidated. In later adult 
stages, it has been proposed to alter conscious states as increases in 5-HT are associated 
with shifts from slow-wave sleep to wakefulness by inhibiting sleep associated spindles 
(Astori et al. 2013). Taken together, the findings presented here highly strengthen the 
importance of maintaining 5-HT homeostasis in early thalamocortical loop development. 
Indeed, changes in oscillatory behaviour could have far reaching effects on the topological 
organisation of S1 before active whisking develops. SERT has been found to be transiently 
expressed in thalamocortical VPM neurons with peaks found at P0, thus at a time at which 
spindles have been observed in the thalamocortical loop (Lebrand et al. 1996). The function 
of this early Sert expression is still unknown. It has been hypothesised that the uptake of 5-
HT and storage by vesicles in the thalamocortical endings could allow for the use of 5-HT 
as a borrowed transmitter (Lebrand et al. 1996). Rhythmic behaviour such as oscillations 
need a balance between opposing forces such as excitation and inhibition to generate and 
maintain (Atallah and Scanziani 2009; Buzsáki 2009). Interestingly, GABAA antagonists 
do not significantly affect the frequency of spindle-burst oscillations in newborn rats but 
A B 
C 
General Discussion 
146 
 
rather serve to spatially restrict spindle activity to certain structures (Minlebaev et al. 
2007). 
 
Considering the inhibitory effects of 5-HT on glutamatergic release in TC neurons at a time 
where inhibitory systems are still immature (Ben-ari et al. 2007), it would be interesting to 
evaluate the role of 5-HT co-release in spindle oscillatory behaviour. Taken together, the 
loss of topological axonal organisation of excitatory neurons in the barrel cortex of Sert-/- 
rats (observed in Chapter 2 and 5 of this thesis) could directly result from a disruption in 
spindle oscillation during the first postnatal week. This is particularly likely since changes 
observed in our model seem to be directly coupled to abnormal VPM afferent input. 
 
2. Effect of serotonin on sensory gating in the thalamus. 
The nRT of the thalamus forms both a 
feedforward (for corticothalamic) and 
feedback (for thalamocortical) inhibitory 
system that regulates the coupling and 
activity between these structures. With 
maturation of inhibitory networks, the 
strong GABAergic feedback provided by 
the nRT upon TC neurons serves to 
sharpen the temporal aspects of excitatory 
input to the cortex by preventing 
prolonged depolarisation of the thalamus 
(Brecht and Sakmann 2002; Bruno and 
Sakmann 2006b; Petersen 2007). In 
chapter 3 of this thesis, I demonstrate that 
the Sert-/- rat exhibits a reduced inhibitory 
control of thalamic afferent input towards 
LIV. I also show that stimulation of LIV 
produces an increased synaptic activity in 
LIV. A model of lateral inhibition has 
been proposed (Pinault and Deschênes 
1998; Ferrarelli and Tononi 2011) 
whereby cortical neurons in one cortical 
column, activated by a sensory stimulus 
(e.g. visual or tactile), could inhibit 
thalamic input within the neighbouring 
barreloid and thus increasing the contrast 
and response to this particular stimulus 
Fig. 4. Schematic representation of excitatory and 
inhibitory connections involved in thalamocortical 
loop mechanism of lateral inhibition (taken from 
(Ferrarelli and Tononi 2011). Thalamocortical 
afferents project to input LIV which transmits to 
cortical output LVI. Corticofugal projections would 
excite an inhibitory cell in nRT which inhibits cell 
a thalamocortical cell in the neighboring barreloid. 
Excitatory connections in red and inhibitory in 
black. The grey circuitry (*) has been deactivated 
by lateral inhibition.  
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(Fig. 4). Considering this network model, enhanced activity in LIV of Sert-/- could increase 
the corticothalamic sharpening of input within a home barrel helping to compensate for 
diffuse thalamocortical input. Evaluating LVI structural and functional input/output 
connectivity in the Sert-/- would therefore be very informative since LVIa receives direct 
lemniscal input from the thalamus input (Bureau et al. 2006). 
 
In view of the reduced feedforward inhibition within LIV of Sert-/- rats, it would of 
course be essential to evaluate the inhibitory control within earlier thalamic stations in this 
same model. Indeed, a strong GABAergic feedback from the nRT onto thalamic neurons 
has been shown to prevent prolonged depolarisation of VPM neurons which serves to 
sharpen the spatio-temporal aspect of peripheral sensory input (Temereanca and Simons 
2004; Mease et al. 2014). As discussed previously, thalamic neurons project almost 
exclusively to one home barrel in the LIV of S1, keeping a strict topological organisation of 
single whisker representation. On the other hand, thalamus itself receives input not only 
from S1 but also from secondary sensory modalities as well as from primary motor cortex 
(M1). Interestingly, taken together the number of corticothalamic projections is about 
tenfold higher than thalamocortical projections (Lübke and Feldmeyer 2007).  
 
Furthermore, the nRT sends input to all nuclei of the dorsal thalamus (Ferrarelli and Tononi 
2011) including POm, where it can influence multimodal integration of sensory 
information. The CT loops therefore act as top-down modulators of primary sensory 
information integration where experience, as well as cognitive and emotional states 
contribute to anticipate somatosensory behaviour within the primary circuitry (Gabernet et 
al. 2005; Pais-Vieira et al. 2013). As our cognitive constructs are built on our 
representation of the outside world through accurate integration of sensory information, 
impaired somatosensory gating from both thalamocortical feedforward as well as 
corticothalamic control could cause sensory overload which could lead to 
neurodevelopmental disorders.  
 
3. Effect of early 5-HT homeostasis disruption and autism? 
An increasing amount of literature supports a role for 5-HT in the etiology of autism 
spectrum disorder (Takeuchi 2005; Whitaker-Azmitia 2005; Croen et al. 2011; Veenstra-
VanderWeele et al. 2012; Kinast et al. 2013; Ciranna and Catania 2014; Harrington et al. 
2014). In humans for instance, the short allele polymorphism which reduces Sert 
expression has been reported to increase the risk of autism development (Devlin et al. 
2005; Murphy and Lesch 2008). Although the Sert-/- rat cannot be regarded as a direct 
model of autism, it does possess a number of overlapping phenotypes such as displaying 
reduced social interactions, increased self-grooming, and impaired sensory-motor 
integration (Kalueff et al. 2010; Dayer 2014). Therefore, the investigation of the Sert-/- rat 
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can provide insight in the effects of 5-HT imbalance on circuit organisation related to this 
neurological disorder. Autism is a complex brain syndrome reflected by the heterogeneity 
of its symptoms and intensity in which they present themselves. Generally, it includes 
social interaction deficits, verbal and non-verbal communication deficits as well as 
repetitive stereotypic behaviours, with a diagnosis emerging within the first 2 years of life 
(Miyazaki et al. 2007). It has been proposed to posess a gene/environment component 
(Simonoff 2012) and as a potential critical period disorder (Fagiolini and Leblanc 2011). In 
particular, the atypical response to 
sensory stimuli is a key aspect of autistic 
behaviour which makes it interesting in 
the context of Sert-/- (Marco et al. 2011). 
Psychophysical studies in autistic patients 
have shown an impairment in tactile 
discrimination which has been linked to a 
deficit in inhibiting neighbouring cortical 
columns (Tommerdahl et al., 2007). 
Also, experimental evidence suggests 
that excitatory/inhibitory balance is 
affected where GABAergic signalling has 
been shown to be altered in both human 
and animal models of autism (Rubenstein 
and Merzenich 2003; Blatt and Fatemi 
2011). 
I have shown that Sert-/- rats 
exhibit a decreased inhibitory control of 
excitatory information linked to a 
reduced GABAA receptor expression and 
fewer soma targeting inhibitory contacts 
(GAD67 positive) upon pyramidal cells 
within the LIV. Furthermore, in juvenile 
Sert-/- (P20-23) excitatory neurons within 
LIV exhibited a depolarised reversal 
potential linked to a reduced KCC2 
chloride extruder expression. Indeed, 
early in development, inhibitory neurons 
demonstrate a depolarising phenotype 
due to their elevated intracellular 
concentration of chloride [Cl-]i. The 
KCC2 increased expression during the 
first postnatal weeks serves to reduce [Cl-
Box 2.   Depolarizing GABA in cortical 
development 
During development, the intracellular chloride 
concentration of neurons decreases, allowing a 
transition from the depolarizing effects of GABA 
towards hyperpolarizing effects within the first 2 
postnatal weeks (Ben-ari et al. 2007; Rheims et al. 
2008; Le Magueresse and Monyer 2013).  
In immature neurons, binding of GABA causes an 
efflux of negatively charged chloride ions which results 
in a depolarization of the cell membrane. In mature 
neurons, binding of GABA causes an influx of 
negatively charged chloride current bringing about a 
hyperpolarization of the cell membrane. Reversal 
potential of chloride depends on the expression of two 
major chloride co-transporters, NKCC1 in immature 
neurons and KCC2 chloride extruder which, in cortex, 
is upregulated between E14 and P14 (Uvarov et al. 
2007).  
Depolarizing GABA is thought to mediate many 
neurodevelopmental processes (Rheims et al. 2008; 
Cherubini et al. 2011; Chamma et al. 2012), facilitating 
neuronal migration and proliferation as well as 
promoting synaptic activity in immature networks 
(Akerman and Cline 2006). In P4-5 cortical networks, 
spontaneous cortical giant depolarizing potentials 
(cGDPs) synchronize localized neuronal assemblies 
and depend on depolarizing GABAA (Allene et al. 
2008). Furthermore KCC2 expression promotes 
excitatory/inhibitory balance in cortical networks. This 
is obtained by regulating the positioning of migrating 
interneurons, whereby increased KCC2 expression 
stops interneuron migration, thus enabling a balance 
between ambient hyperpolarizing GABA and 
depolarizing glutamate (Bortone and Polleux 2009). A 
recent study has shown the effects of depolarizing 
GABA on the perinatal critical period during which an 
abrupt switch from depolarizing to hyperpolarizing 
occurs and serves as a neuroprotective mechanism 
during birth. Interestingly, two animal models of 
autism (Valproic acid and Fragile X mutation) are 
associated with an overall decrease in KCC2 expression 
and are unable to regulate this sharp hyperpolarization 
during birth (Tyzio et al. 2014). 
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]I and render inhibitory cells progressively hyperpolarising (see box 2). KCC2 has been 
shown to be down-regulated in both valproic acid (VPA) treated rats and in fragile X 
(Fmr1) knockout mice, both models of autism which display an increased depolarised 
GABA drive within the first postnatal weeks (Tyzio et al. 2014). There seems to be an 
important role played by 5-HT in mediating upregulation of KCC2 function through 5-
HT2A receptor activation (Bos et al. 2013). Furthermore, there appears to be an inverse 
correlation between SERT occupancy and 5-HT2A receptor binding (Erritzoe et al. 2010). 
SERT-/- mice show a 42% decrease in cortical 5-HT2A receptor density (Rioux et al. 1999). 
It has been shown that Selective Serotonin Reuptake Inhibitors (SSRIs), which block SERT 
function and augment extracellular 5-HT levels, influence KCC2 expression in the brain of 
(Karpova et al. 2011). An interesting study from the University of Montréal evaluated data 
derived from almost 150,000 pregnancies and was able to show an 87% increased risk for 
autism diagnosed in the offspring following antidepressant use but an impressive 200% 
increased risk when considering specifically SSRI prescriptions (Boukhris et al. 2016). 
SSRIs have been shown to cross the placental barrier (Homberg et al. 2010; Bonnin et al. 
2011; Olivier et al. 2014) and affect 5-HT levels in the foetus. Furthermore, they can be 
passed via breast feeding and affect 5-HT levels in the newborn brain (Kim et al. 2006; 
Capello et al. 2011). Experimentally, using SSRI administration to help dissect the 
developmental time points at which increased 5-HT can confer its effects offers a great 
translational advantage. Similarly, conditional Sert-/- models, where SERT is absent in 
glutamatergic versus raphe afferents at different time windows, will also be helpful in 
determining the role played by 5-HT in circuit structure and function (Chen et al. 2015). 
Nevertheless, more studies will be needed to unravel the underlying cortical microcircuitry 
of such complex diseases.  
 
Conclusion  
In the present thesis work, I made use of the clear and well delineated topological 
organisation of the barrel cortex microcircuitry to identify structural and functional changes 
linked to increased 5-HT levels during critical periods of development using the Sert-/- rat 
model. I believe that there is a wealth of knowledge to be gained in elucidating the network 
organisation of both healthy and pathological neuronal circuits, by determining their 
morphology and connectivity as well as their electrophysiological properties. Moreover, 
new molecular and genetic markers are emerging which will enable us to more accurately 
redefine cortical organisation and function (Hevner et al. 2003; Molnár and Cheung 2006; 
Anastasiades et al. 2016; Mihalas et al. 2016). Also, new hypotheses on the canonical 
circuitry have been proposed such as those derived from the elegant experiments of 
Constantinople and Bruno (Science, 2013) suggesting the existence of two parallel streams 
of thalamic input entering superficial and deep cortical layers with independent processing 
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abilities. Such findings, indeed add a further layer of complexity to the modular cortical 
columnar concept and serve to refine our knowledge regarding the computational 
capabilities of cortical networks. However, it is important to keep in mind that 
characterisation of neuronal structure and function has mainly been obtained through 
experiments using laboratory animals and to what degree these data translate to the human 
condition is still an open question. Acquisition and processing of human tissue does entail 
many caveats such as the use of pathological tissue, the delay in processing and age 
differences of the samples. Nevertheless, from studies performed on human tissue a new 
picture of neuronal organisation of the human cerebral cortex is slowly emerging (Bianchi 
et al. 2013; Mohan et al. 2015) and, with time, it will be interesting to see how it 
complements that obtained through animal experimentation.  
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Summary 
The clear topographical organisation of the barrel cortex offers a strong model to evaluate 
factors that may lead to neurodevelopmental changes in cortical circuitry (Chapter 1). 
Within the primary somatosensory cortex of the rodent, the receptive fields of whisker 
sensory organs are mapped onto the so called barrels within LIV. These cortical barrels 
delineate a vertical columnar organisation where neurons function to compute single 
whisker information. Depending on the location within the six layers of the cortex, neurons 
segregate or integrate information within and across columns serving to compute multi-
whisker information within S1. Elucidating the complex rules of organisation and function 
of single neurons within the microcircuitry of the healthy brain will provide a clear model 
to evaluate the organisation relating to aberrant cortical development. Serotonin (5-HT), is 
an important neuromodulator involved in cortical development. A large amount of research 
has been dedicated to the study of 5-HT involvement in barrel cortex development. There is 
strong evidence that changes in 5-HT homeostasis during critical periods of developments 
affects the topological organisation of S1.  
 
In Chapter 2 of the present thesis, we add to the understanding of the consequences of 
altered developmental 5-HT homeostasis by further characterising the single cell 
morphology and connectivity within the Layer IV (LIV) microcircuitry of the barrel cortex, 
using the Sert-/- rat model. We show that increases in 5-HT levels during early cortical 
development results in an altered but not abolished barrel field organisation, affects both 
the topological organisation of thalamocortical afferents (TCAs) towards LIV as well as the 
input/output connectivity of the two main excitatory cell populations within the primary 
somatosensory cortex. We find that both pyramidal and spiny stellate cells lose their 
prominent intracolumnar associated projection pattern. Furthermore, we find increased 
downward projections of layer IV excitatory cells towards the layer Vb. Taken together, the 
altered connectivity pattern found in the Sert-/- rat barrel cortex may potentially modulate 
intracortical signal processing at the input as well as at the cortical output level.  
 
In Chapter 3, we expand our functional understanding of the manner in which 5-HT 
influences thalamocortical integration within the input LIV of the Sert-/- rat. We show that 
increases in 5-HT levels during early developmental periods results in impairment of 
feedforward inhibition. This reduction of inhibitory control within the input layers of S1 is 
associated with a reduction of perisomatic inhibitory synapses onto pyramidal cells as well 
as a depolarised reversal potential in excitatory neurons within the LIV barrels. When 
testing synaptic propagation in LIV neurons, we find an increased local field potential 
activity following LIV stimulation. Interestingly, these changes are associated with faster 
integration times on an object location behavioral task. Taken together these data show 
extensive alterations within the structure and function of both thalamic and LIV input 
circuits of Sert-/- rats.  
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In Chapter 4, leaving serotonin aside, we investigate the “normally developed” associative 
layers II/III, direct recipients of LIV input and we perform an extensive characterisation of 
neuron structure and their functional input/output connectivity. We demonstrate a clear 
sub-laminar functional distinction between neurons within the upper and lower LII/III. 
Neurons located within the lower LII/III receive direct thalamic input and integrate 
lemniscal afferent information whereas upper LII/III neurons integrate both lemniscal and 
paralemniscal input. Furthermore, upper LII/III neurons exhibit extensive horizontal 
projections within the neighbouring barrels for integrating multiple whisker information.  
 
In Chapter 5, we use the information acquired in the previous chapter to better dissect and 
evaluate the input/output connectivity of LII/III neurons of Sert-/- rats. We find that 
increases in 5-HT during early development give rise to an increase in synaptic activity 
within the associative layers, specifically within upper LII/III. Also, the input/output 
connectivity of LII/III neurons is modified in a sub-layer specific manner with more 
numerous cross-columnar axonal projections and increased AMPA currents in the upper 
LII/III pyramidal cell population. The results presented in Chapters 2, 3 and 5 directly 
allow us to better understand changes in both the structure and function of the barrel cortex 
when disrupting 5-HT homeostasis during early development.  
 
Chapter 6 serves to elucidate the healthy cortical microcircuitry by expanding the 
knowledge regarding the mechanisms of signal propagation within the barrel column. Our 
experiments in Chapter 3 made use of the multi electrode array technique. However, an 
important question with regard to the use of this methodology, which remains open to 
debate, relates to the possible differential effects on signal propagation through nervous 
tissue depending on the frequency of source stimulus used. To verify the latter, we carried 
out an in depth electrophysiological investigation using the rat barrel cortex as a model. We 
found that injection of sinusoidal current within the LVb of the barrel column results in a 
minimal frequency dependant propagation within the circuitry. The overall data clearly 
demonstrated that the effect of frequency on the signal recording was indeed negligible.  
 
Taken together, the data derived from this thesis help us to better understand the barrel 
cortex microcircuitry both in normally developed neural tissue and following exposure to 
elevated 5-HT levels during critical periods of development.  
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Samenvatting 
De duidelijke topografische organisatie maakt de barrelcortex tot een goed model voor 
onderzoek aan de veranderingen in de hersenontwikkeling van corticale circuits 
(Hoofdstuk 1). In de primaire somatosensorische cortex van knaagdieren zijn de receptieve 
velden van de snorharen geprojecteerd op de zogeheten barrels in laag IV. Deze corticale 
barrels omlijnen een verticale kolomnaire organisatie waarbinnen de neuronen 
samenwerken om de informatie van een enkele snorhaar de verwerken. Afhankelijk van 
hun plaats in de cortex integreren of segregeren de neuronen in of tussen kolommen om de 
informatie van meerdere snorharen in S1 te verwerken. Het ontrafelen van de complexe 
organisatie en functie van individuele neuronen in het microcircuit van het gezonde brein 
biedt een goed model om de verstoorde onwikkeling te kunnen bestuderen. Serotonine (5-
HT) is een belangrijke neuromodulator die betrokken is bij hersenontwikkeling. Er is veel 
onderzoek gedaan naar de betrokkenheid van 5-HT in de ontwikkeling van de barrelcortex. 
Er is sterk bewijs dat veranderingen in de homeostase van 5-HT tijdens de kritieke periode 
van de ontwikkeling een effect hebben op de topologische organisatie van S1. 
In hoofdstuk 2 van deze thesis dragen we bij aan de huidige kennis door een verdere 
karaterisatie van de neuronale morfologie en connectiviteit van individuele neuronen het 
microcircuit inlaag IV (LIV) in de barrelcortex van Sert-/- ratten. We tonen aan dat een 
toename in de concentratie van 5-HT tijdens de vroege corticale ontwikkeling leidt tot een 
veranderde, maar niet afwezige, organisatie van de barrels zowel van de topologische 
organisatie van de thalamocorticale afferenten (TCAs) alsook van de 
input/outputconnectiviteit van de twee voornaamste celpopulaties in de primaire 
somatasensorische cortex. We laten zien dat pyramidecellen en spiny stellatecellen hun 
prominente intracolumnaire projectie patroon verliezen. Daarnaast vinden we een toename 
in dalende projecties van excitatoire cellen in laag IV naar laag Vb. Samengevat wijst dit 
erop dat het veranderde connectiviteitspatroon in de barrelcortex van SERT-/- ratten 
mogelijk de intracorticale signaalverwerking aan zowel het corticale input- als 
outputniveau moduleert. 
In Hoofdstuk 3 verbreden we ons funtionele begrip van de manier waarop 5-HT 
thalamocorticale integratie binnen de inputlaag IV van de Sert -/- rat beinvloed. We laten 
zien dat een toename van de 5-HT concentratie tijdens de vroege ontwikkeling leidt tot een 
verstoring van feed-forward inhibitie. Deze afname van inhibitoire controle binnen de 
inputlagen van S1 gaat vergezeld van een afname van perisomatische inhibitoire synapses 
op pyrmidecellen alsook een gedepolariseerde omkeerpotentiaal in excitatoire neuronen 
binnen de LIV barrels. Het testen van synaptische propagatie in LIV neuronen toont een 
toename van locaal veld potentiaal activiteit na LIV stimulatie. Deze veranderingen gaan 
vergezeld van snellere integratietijden in een object-locatie gedragstest. Samen laten deze 
data uitgebreide veranderingen zien in de structuur en functie van zowel thamalische en 
LIV input circuits in SERT-/- ratten. 
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In Hoofdstuk 4 verlaten we serotonine en onderzoeken we de ‘normaal ontwikkelde’ 
associerende lagen II/III, die directe input krijgen van LIV en doen we een uitgebreidde 
karakteritie van de neuronale structuur and hun functionele input/output connectiviteit. We 
laten een duidelijk sublaminaire functioneel oderscheid zien tussen neuronen in de 
bovenkant en onderkant van laag II/III. Neuronen in de onderkant van LII/III krijgen 
directe thalamische input en integreren lemniscale afferente informatie terwijl de neuronen 
in de bovenkant van laag II/III lemniscale en paralemniscale input integreren. Daarnaast 
hebben de neuronen in de bovenkant van laag II/III uitgebreidere horizontale projecties 
binnen de naburige barrels om informatie van meerdere snorharen te integreren. 
In Hoofdstuk 5 gebruiken we informatie uit de vorgaande hoofdstukken om de input-
/outputconnectiviteit van LII/III neuronen in Sert-/- ratten beter te ontleden en evalueren. 
We vinden dat een toename van de 5-HT concentratie tijdens de vroege ontwikkeling leidt 
tot een toename van synaptische activiteit binnen de associatieve lagen, specifiek in de 
bovenkant van LII/III. Daarnaast is de input/output sonnectiviteit van LII/III neuronen op 
een sub-laag specifieke manier gemodificeerd, met meer cross-columnaire axonale 
projecties en een toename van AMPA-stroom in de neuronpopulatie aan de onderkant van 
laag II/III. De resultaten van de hoofdstukken 2, 3 en 5 geven ons de mogelijkheid de 
verschillen veroorzaakt door het verstoren van de 5-HT homeostase tijdens de vroege 
ontwikkeling in zowel de structuur als de functie van de barrelcortex te bestuderen. 
Hoofdstuk 6 heeft als doel het beschrijven van het gezonde corticale microcircuit door het 
vergroten van de kennis van de mechanismen van signaaloverdracht binnen een 
barrelkolom. Onze experimenten in Hoofdstuk 3 maken gebruik van de Multi Electrode 
Array-techniek. Echter, een belangrijke vraag die tot nu toe onderwerp van discussie is 
heeft betrekking op de invloed van de frequentie van de gebruikte stimulatie op de de 
signaaloverdracht in zenuwweefsel. Om dit te onderzoeken hebben we diepgaand 
electrofysiologisch onderzoek gedaan, waarbij we de barrelcortex van de rat als model 
gebruikt hebben. We hebben gevonden dat injectie van een sinusoide stroom binnen LVb 
van de barrelcortex leidt tot een minimale freqeuntie afhankelijke signaaloverdracht in het 
circuit. De data toont duidelijk aan dat het effect van de frequentie op de meting van het 
signaal inderdaad te verwaarlozen was. 
Samengevat geeft de data uit deze thesis ons de mogelijkheid de microcicuits van de 
barrelcortex zowel in normale ontwikkeling als na blootstelling aan verhoogde 5-HT 
concentraties tijdens de kritieke periode beter te begrijpen. 
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