We suggest a pragmatic extension of the nonparametric copula-graphic estimator to a depending competing risks model with covariates. Our model is an attractive empirical approach for practitioners in many disciplines as it does not require knowledge of the marginal distributions. Although non-observable and only set-identifiable in most applications, classical duration models typically impose ad-hoc assumptions on their functional forms. Instead of directly estimating these distributions, we suggest a plug-in regression framework which utilises an estimator for the observable cumulative incidence curves which specification can be visually inspected. We perform simulations and estimate an unemployment duration model to demonstrate the advantages of our model compared to classical duration models such as the Cox proportional hazard model.
Motivation
Competing risks duration models are characterized by only observing the transition into the risk which occurs first. Transition times into other states are not observed, although they are known to be later than the observed transition. The marginal distribution, F j , of a latent competing random variable T j , is usually of key interest for causal inference as it is a feature of the data generating process. Since T j is only partially observed, the estimation of F j is challenging and requires a number of assumptions on the model. As a matter of fact, F j is only set identified if one is not willing to make assumptions on it and if the dependence structure between risks (the copula) is unknown (Cox 1962; Tsiatis 1975) . The copula is a multivariate distribution function joining the F j s, and it contains no information about F j . For an introduction to copula modeling for practitioners see Trivedi and Zimmer (2005) . Without additional assumptions on the copula and the marginal distributions, the latter cannot be identified or estimated. This is a distinctive feature of competing risks models which renders crafting and estimation difficult. Let us illustrate this problem with the help of a simulated model, with known F j and known cumulative incidences, Q j . Q j is the so-called subdistribution function for risk j which describes the distribution of observed transitions into risk j. The latter is identified and can be easily estimated in an application without assumptions on the copula. Figure 1 plots F j and Q j for a known two risks model. If the dependence structure and F j are unknown, the latter can only be bounded by Q j and Q 1 +Q 2 (Peterson 1976) . It is apparent that these intervals can be rather wide and a variety of functional forms for F j would be compatible with these bounds. For a known copula, however, F j is identifiable and can be consistently estimated. The literature distinguishes between direct estimation and indirect estimation of F j when the copula is known. If there is some knowledge about F j such as a parametric or semiparametric form, it can be directly estimated by maximum likelihood techniques. Chen (2010) suggests a semiparametric transformation model which includes the proportional odds and proportional hazard model as special cases. As a drawback of this approach, direct estimation of F j requires knowledge about F j to set-up the likelihood function. In contrast to the direct approach, indirect approach requires no prior knowledge about F j , and F j is still identifiable and can be consistently estimated using the copula-graphic estimator (Zheng and Klein 1995) . The copula-graphic estimator exploits the existence of a 1-1 relationship between F j and Q j given a known copula. In the example of Figure 1 , this means that if F j was unknown, it can still be determined by the observable Q j given a known copula. The indirect approach appears therefore preferable if there is no knowledge about F j . However, the indirect approach has an important practical disadvantage as the copula-graphic estimator is not yet extended to a regression model framework. We are only aware of one approach discussed in Braekers and Veraverbeke (2005) . Braekers and Veraverbeke's nonparametric model is restricted to one continuous covariate. Their estimator is a kernel smoother of many copula-graphic estimates in the neighborhood of a value of the covariate. Being nonparametric by nature, it is impracticable to being carried over to the multiple regression framework. Moreover, it is subject to the curse of dimensionality. Most importantly, as the copula-graphic estimator is often computationally expensive in applications, an extension to more than one continuous regressors appears to be impracticable. This paper closes this gap by proposing a regression model for the copula-graphic estimator (REGCGE). We derive closed form solutions for latent marginal distributions and for covariate effects on these distributions by assuming an Archimedean copula. Although, our approach is rather pragmatic and it only involves standard tools of statistics, it is the unique combination of different pieces which enables us to construct the first regression model for the copula-graphic estimator.
We are able to establish a direct link between F j and the observable Q j s conditional to many covariates. Our approach works with any model for Q j for which there is a consistent and asymptotically normal estimator. Special cases of our model therefore include semiparametric (Fine and Gray 1999) , parametric (Jeong and Fine 2007) , nonparametric (Kalbfleisch and Prentice 2002) or quantile regression estimator (Peng and Fine 2009 ) for Q j . We claim that our approach is appealing for empirical research as it is difficult to test direct assumptions on F j , while restrictions on Q j can be directly verified by data. We derive a closed form solution for the REGCGE which can be easily adopted to different models for Q j . We present specific solutions for a number of models including parametric models for Q j (odds-rate transformation (Dabrowska and Doksum 1988) , accelerated failure time, proportional odds) and a semiparametric proportional cause specific subdistribution hazard model (Fine and Gray 1999) . Our implementation of the estimation approach is fast as it is based on closed form solutions and the main computational effort is the numerical solution for the maximum likelihood estimator for Q j . It avoids the computational burden coming from the estimations of the series of copula-graphic estimators which are required for the method by Braekers and Veraverbeke (2005) . We assess the applicability and the finite sample performance of the REGCGE by means of a number of simulations. We assess the effect of misspecifying Q j and the effect of misspecifying the dependence structure, in particular by making wrong assumptions about the copula family and their parameters. We also demonstrate how the specification of the model for Q j can be visually inspected. This is something that is not possible for direct models for F j without imposing additional assumptions. We then demonstrate REGCGE's applicability to real data with the help of an exemplary unemployment duration model. We visually inspect the fit of various models for Q j to inform ourself about the preferred specification. As the dependence structure between risks is unknown in this example, we conduct a sensitivity analysis with respect to the dependence structure. We therefore obtain intervals for latent marginal distributions and partial covariate effects on these distributions which are due to the non-identifability of the model. While this application is more of illustrative nature, we show practical applicability with large scale data in a follow-up paper. Lo, Stephan, and Wilke (2012) apply the REGCGE with semiparametric Q j (Fine and Gray 1999) to large scale administrative unemployment duration data covering 25% of the German working population to estimate the effect of a policy change on five competing risks. STATA code for the REGCGE is available on request from the first author.
Section 2 introduces the basic 2 risks REGCGE and discusses various extensions. In Section 3 we derive the relevant closed form expressions for the REGCGE for a number of parametric and a semiparametric model for Q j . Section 4 conducts various simulation studies to assess the practical performance of the REGCGE. Section 5 presents an application to unemployment duration data and the last section provides a final discussion.
The Model
We consider a model with j = 1, 2 competing random variables T j ∈R + with an unknown marginal distribution function F j (t; x) = Pr(T j ≤ t; x)∈[0, 1] and marginal survival function S j (t; x) = 1-F j (t; x). x∈R k is a K × 1 vector of observable covariates. We focus on a two risks model for simplicity, although the model can be extended to more risks without additional assumption. Due to the competing risks structure it is only possible to observe (T, δ, x) with δ = argmin j {T j } and T = min j {T j }. Let (t i , δ i , x i ) be i = 1, …, N realisations of (T, δ, x) and Q j (t; x) = Pr(T j ≤ t, δ = j; x) be the cumulative incidence curve for risk j = 1, 2. The cause specific hazard is h j (t; x) = lim Δt→0 (1/Δt)Pr{t ≤ T < t+Δt, δ = j|T ≥ t, x} = Q′ j (t; x)/S(t; x) with ( ; ) ( ; )/ .
is the survival function of the minimum. The net hazard function is λ j (t; x) = -∂lnS j (t; x)/∂t.
Suppose C ω (S 1 , S 2 ; x) is a known copula function with known copula parameters ω∈R P . P is one or two for most copulas. Zheng and Klein (1995) show that S j is identified if C ω is known. Their approach, known as the copula-graphic estimator, does not contain x, although Q j (t; x) could be estimated nonparametrically for many different x by using stratified samples. In this paper we suggest a regression setting for the copula graphic estimator with covariates. We therefore develop a regression setting for S j (t; x) given Q j (t; x) and C ω (‧) to avoid stratified or local estimation.
In a regression setting, S j (t; x) can be determined using two approaches: First, it is possible to specify the joint likelihood function if C ω (‧) is known, and S j (t; x) belongs to a known parametric or semiparametric family with unknown coefficients ψ j for all j. The log-likelihood function for a sample of size N is:
The second equality is due to the relationship between the cause specific hazard function and the net hazard function:
( ; ) ln ln ( ; ) ( ; ).
See also (8.19) and (8.20) in Kalbfleish and Prentice (2002) . Standard methods can be applied to estimate ψ j by maximizing l. Chen (2010) considers the case when S 1 (t; x; ψ 1 ) and S 2 (t; x; ψ 2 ) belong to a semiparametric transformation model which includes the proportional hazard and the proportional odds models as special cases. Note that direct specification of the joint distribution is substantially different to the idea of the copula-graphic estimator.
The main idea of the copula-graphic estimator is to avoid direct parametric or semiparametric modeling of S j (t; x).
The second approach is to generalise the copulagraphic estimator to a model with covariates. We are only aware of one such attempt. Braekers and Veraverbeke (2005) use nonparametric kernel estimators for S j (t; x) but their approach is limited to K = 1 and practically difficult to extend to more dimensions because of the curse of dimensionality and a high computational burden. In this paper we extend the copula-graphic estimator to a regression model with many covariates.
Identifiability In this paragraph we show that there exist closed form solutions for the unknown S j (t; x) and for marginal covariate effects on these distributions given known Q j (t; x) and known or assumed copula C ω (S 1 , S 2 ; x). In order to derive the closed form solution for S j (t; x), we impose some structure on the copula. Archimedean copulas belong to a family of distribution functions which are characterized by the existence of the copula generator φ ω . Since φ ω has several regularities, it is possible to derive a closed form solution for S j (t; x). A violation of this assumption would make it computationally much harder to determine the marginal distributions, though it is not ultimately required for identifiability (Zheng and Klein 1995) . While the copula is still allowed to be different for all values of x, there are clearly practical constraints on how ω or C ω are allowed to vary with x. = ( ( ; )).
See Appendix 1 for the proof. This result is a generalization of equation (7) in Rivest and Wells (2001) who consider a model without covariates. Note that the result can be carried over to a model with more than two risks, independent censoring, and some examples of non-Archimedean copula without additional assumption. For more details see Subsection 2.3.
Q j can be directly estimated from data without specifying the copula function. It therefore differs from the common approach to identification of the competing risks models which directly specifies and estimates S j (t; x). We claim that it is easier to check the specification of Q j (t; x) as it describes an observed rather than a latent quantity. It is therefore easier to verify consistent estimation of Q j (t; x) in an application than verifying the consistency conditions for direct estimators for S j (t; x).
To study the effect of a change in x on the survival probability it is possible to compute S j (t; x) for different values of x and to compare the resulting probabilities. For a continuous covariate it is also possible to consider the marginal effect ∂S j (t; x)/∂x k which can be derived from equation (2) either explicitly or numerically. There exists a closed form solution for the marginal effect under an additional assumption on the copula.
Assumption 2 C ω (S 1 , S 2 ; x) does not depend on x:
We can then write
where 0 ( ; )= ( ; ) ; and
It follows that 0 ( ; ) ( , ) / ,
and
which can be used to write down a convenient closed form for the marginal effect ∂S j (t; x)/∂x k .
Proposition 2 Under Assumptions 1 and 2 we have
This result follows directly from equations (3)-(7).
It is apparent that the marginal effect (8) depends on t and x in a non trivial way. In an application the marginal effect may be determined at the sample mean of the covariates or as the average population marginal effect (AME) which is
Archimedean Copulas
The latent marginal distribution and the marginal effects do not only depend on the cumulative incidence but also on the dependence structure which is characterized by the copula function C ω . In the case of an Archimedean copula this reduces to the choice of the copula generator φ ω . Different copula generators imply different tail dependence.
If the researcher has some knowledge about the latter, it can be used to inform about the choice of φ ω . This subsection describes a number of popular Archimedean copula generators and related functionals which are required in equations (2), (3) or (8) to obtain the closed form solutions for the latent marginal distribution S j (t; x) and the marginal effect of a continuous covariate change on S j . We also suggest a practical way to proceed if the dependence structure is not known.
Frank Copula
The Frank copula has no upper and lower tail dependence. It allows for positive and negative dependence between risks. The copula generator
with ω∈(-∞, ∞)\{0} and φ ω (t) = -ln(t) for ω = 0. Then we have for ω≠0
Clayton Copula
The Clayton copula has lower tail dependence and is limited to positive dependence between risks. The copula generator is φ ω (t) = [t 
(1 ) ( )=
( 1 (1 ) ) .
t t t t t t t u u u u u
Unknown Dependence Structure C ω will be unknown in many applications and the question arises whether the proposed method is then of any use. It is important to note that the absence of prior information about the dependence structure precludes identifiability of the model as the dependence structure cannot be estimated without additional assumptions. This is an important aspect of the competing risks model. As a solution we suggest a sensitivity analysis in C ω by varying the functional form C and its parameters ω. It is possible to determine ( , ) j S t C ω for all j for different functional forms of C and parameters ω. Note that j j S S = for the true dependence structure. Then
Using an analogous procedure it is possible to determine equivalent intervals for the partial covariate effects. We have made attempts to derive analytical bounds for S j (t; x) and for partial covariate effects to avoid the sensitivity analysis but were not successful with this. In the model without covariates analytical bounds were derived by Peterson (1976) . It is clear that analytical bounds are wider than the interval obtained by a sensitivity analysis and the two only coincide if the sensitivity analysis has captured all important aspects. Still, we believe that the latter is helpful in providing an idea about the relevance of not knowing the dependence structure. In Section 4 we present results of simulation studies for the effect of varying C ω on the width of the interval for S j (t; x) and for the partial covariate effects.
Estimation and Large Sample Properties
Equation (2) forms the basis of our model for estimating S j (t; x). When C ω (‧) is known, the right hand side is nothing else than a known function of Q j (t; x) as
It is therefore straightforward to estimate S j (t; x) by ˆ( ; ) j S t x in a second stage after Q j (t; x) was first estimated by ˆ( ; ):
where 2 1(
S t x The model is very general as ˆ( ; ) j Q t x can be nonparametric, semiparametric or parametric. In any case the large sample properties of ˆ( ; ) j Q t x determine the large sample properties of ˆ( ; ), j S t x something that is elaborated in more detail below. If Q j (t; x) is parametric or semiparametric, there may be an analytical solution to equation (2). We derive closed form solutions for a number of popular regression models in Section 3. If there is no analytical solution to equation (2), it is to be obtained my means of numerical methods. The same is true for the marginal effect of a covariate change on S j (t; x). The marginal effect is often of prime interest in applications.
Proposition 3 Suppose ˆ( ; ) j Q t x converges in probability to Q j (t; x) for all j and ˆ( ; ) t Q x converges to a distribution with 2 × 2 covariance matrix Σ Q as N→∞. Then under Assumption 1, we have: 1. ˆ( ; ) j S t x converges in probability to S j (t; x), and 2. ˆ( ; ) 
Model Extensions
This subsection considers three extensions to the model: 1) independent censoring, 2) multiple competing risks, and 3) non-Archimedean copula.
Independent Censoring Empirical researchers face the presence of independent censoring in many data sets and the question arises whether the previous results apply to this setting. Independent censoring occurs for example at the end of the observation period. We follow here the notion of independent censoring which is commonly used in the Biostatistics literature about competing risks models. Independent censoring is not a competing risk but represents some incomplete data structure. Independent competing risks and independent censoring are therefore not the same and should be treated separately.
As the definition of Q j (t, x) remains unchanged for all j in the presence of independent censoring, Propositions 1 and 2 directly carry over and no modification is necessary. Attention has to be paid to estimation as a consistent estimator for Q j (t; x) needs to take into account the independent censoring.
Multiple Competing Risks
Let us now consider a model with risks j = 1, …, J. It is straightforward that Propositions 1-3 also hold in presence of more than two risks without additional assumption. We therefore omit a formal presentation.
Beside this observation our model possesses very appealing practical features if the objective of the research is limited to a smaller number of risks or if a subset of risks is not even recorded in the data. Putting it to a more extreme situation, the question arises whether it is required to estimate Q j and S j for all risks j even if the research is only about one risk j = k and if there is no data available about transitions into other states than kalthough transitions into other risks have taken place but have not been recorded in the data. As a matter of fact this is not uncommon in empirical research.
In the following we show that it is possible to focus the analysis on a smaller risk set if transition times of these risks are available in the data. This feature follows directly from properties of the Archimedean copula. Similar to Lo and Wilke (2010) for the copula-graphic estimator without covariates, it is possible to reduce a multiple competing risks model to a two competing risks model with one risk of interest and one pooled risk without direct interpretation.
More specifically, the risk pooling approach exploits the symmetry and associative property of the Archimedean copula. It follows than any J-dimensional Archimedean copula can be expressed by two dimensional copulas due to the so-called serial iteration procedure. For more details see Lo and Wilke (2010, p. 362 ). Suppose we are only interested in the distribution of the latent variable T k . Define T -k = min j≠k {T j } as is the minimum of all latent durations except for risk k and
Combining all these observations it follows that 2 1 ( ) ( , , )= ( , ),
where j C ω is a j dimensional Archimedean copula. Although 2 C ω will be unknown in most applications, it is important to note that it exists and that it is unique. Equation (10) tells us that the multiple competing risks model can be expressed as a two risks model. Risk k is of direct interest and the other risk pools all other risks than k. This procedure can be performed for all risks k which are recorded in the data, no matter whether the other risks are recorded or not. The sequence of the risk pooling does not change the results. In an application, the procedure can be restricted to the recorded risks of interest to save computation time. If there are only a couple of risks of interest and if J is larger, the risk pooling procedure will greatly reduce the computational burden compared to estimating the model with all risks.
In most applications 2 C ω will be unknown as J C ω is unknown. This renders the identification of S k difficult but it is always possible to run a sensitivity analysis for 2 . C ω This will determine an interval for the true S k and it is similar to estimating a two risks model with unknown dependence structure. Also, the model can be easily extended to contain independent censoring. It is important to note that independent censoring should not be confused with unobserved destinations as it requires a different handling of the problem.
Non-Archimedean Copula
Although there is no technical restriction on the number of competing risks in the model of Section 2, the assumption of an Archimedean copula is unrealistically restrictive if the number of risks is large. This is because the Archimedean copula imposes the same dependence parameter to each pairwise relationship between all risks. For example in a three risks case there are three pairwise relationships and in a four risks case there are six but the parameters of the Archimedean copula are the same for all risk pairs.
While previous results require an Archimedean copula (Assumption 1), a closed form solution may also exist in presence of a Non-Archimedean copula. Assumption 1 is necessary as there is not yet a general theory for the construction of a multivariate copula with asymmetric dependence which is compatible with competing risk models (Lo and Wilke 2010) . However, if a particular NonArchimedean copula is known to be compatible with a competing risk model and if a closed form solution in (2) exists, Assumption 1 is not required. In the following we consider two of such examples.
Example 1. For simplicity let us consider a three risks model in which the dependence structure between risks 1 and 2 is Archimedean and the third risk is independent. Adding T 3 to the usual two risks model of Section 2 under the condition that it is independent of T 1 and T 2 is a non trivial model extension. This is because C ω (s 1 , s 2 , s 3 ) is not symmetric [e.g., C ω (s 1 , s 2 , s 3 )≠C ω (s 1 , s 3 , s 2 )] in this model if risks 1 and 2 are not independent. It is therefore a nonArchimedean copula. However, in the following we show how the nature of the result in Proposition 1 can be carried over to this model.
By definition of risk 3 we have in this model
where S*(t; x) = C ω (s 1 , s 2 ; x) = S(t; x)/S 3 (t; x). We now derive the equivalent of equation (2) in Proposition 1. Similar to Appendix 1 we differentiate
with respect to S j , j = 1, 2 and we obtain
Also note that the cause-specific hazard for j = 1 can be written as 
T t T t S t T t T t S t h t T t T t S t T t T t S t T u T v u T t T t S t C t S S t
where (12) and (13) are used to obtain the last equality. In an application S, S 3 and Q′ j in (14) can be easily obtained from the data. We have S(t; x) = 1-Q 1 (t; x)-Q 2 (t; x)-Q 3 (t; x). The hazard function of risk 3 is 3 3 ( ; ) ( ; )/ ( ; ), h t Q t S t = ′ x x x where Q 3 (t; x) can be directly estimated. It is important to note that 3 3 0 ( ; ) exp ( ; )
is allowed to depend on the covariates and functional form assumptions can be directly tested by data. The model can be easily extended to accommodate additional independent risks and a presentation is omitted. Propositions 2 and 3 can be also carried over to this model by making similar modifications but a formal presentation is also omitted.
Example 2. Another example that is known to be compatible with the competing risk model is the hierachical Archimedan Copulas (HAC), see for example Savu and Trede (2010) . We consider a three risks case again. The HAC is 1 2 1 1 2 2 2 1 1 2 3 12 3 
We require ω 1 ≤ ω 2 to make sure that this HAC is compatible with the competing risks model if needs to be completely monotone. An important feature of the HAC is that it generalizes the Archimedean copula to allow for two pairwise dependence structures rather than restricting ω 1 = 0 as in the previous example. The dependence structure in (s 1 , s 2 ) is determined by ω 2 while (s 1 , s 3 ) and (s 2 , s 3 ) are determined by ω 1 . The HAC is therefore asymmetric and non-exchangeable. Nevertheless, the REGCGE could still be used in this model, as it is clear that the risk pooling method is still valid. Specifically, we pool risks 1 and 2 as the first step to form a new duration variable T 12 = min{T 1 , T 2 } and compute the cumulative incidence of this variable Q 12 = Pr(min{T 1 , T 2 } < t). We then exploit the relation of the overall survival function of T 1 , T 2 and T 3 and the copula,
S t Pr T t T t C s t s t
ω = = and apply the REGCGE as a two risks model to estimate the marginal survival of T 12 , which is S 12 (t) = Pr(T 1 > t, T 2 > t), and the marginal survival of T 3 , S 3 (t). Next, we apply the REGCGE to the overall survival of T 1 and T 2 , which is ( ; ) { ( ; ); } ( ; ) ;
Propositions 2 and 3 can be also carried over to this model by making necessary modifications. If ω 1 and ω 2 are unknown, we could run the sensitivity analysis as in the two risks case. In the first step, we obtain the intervals 12 12 [ , ] S S and 3 3
[ , ] S S by varying all feasible values for ω 1 . Next, we obtain the intervals [ , ]. S S S ∈ There are different forms of HAC in the literature that can be estimated by the REGCGE similarly, provided that the risk pooling method could be applied in the structure of the HAC. For more details of such models, see Savu and Trede (2010) . One shortcoming of using HAC is that it requires additional knowledge about the copula. Different from the Archimedean copula, HAC is not symmetric, and thus the steps of risks pooling should be made correctly according to the order of dependency between different pairs of risks. Moreover, this generalization of the Archimedean copula comes at the expense that more computation efforts are required to pool the risks explicitly to estimate even only one of the risks of interested. If, in our example, only risk 1 is of interested, we cannot avoid estimating the marginal survival of T 12 as the first step. The number of steps could be at most equal to the number of risks in the model, while in the case of Archimedean copula, only one step is required to estimate any one risks. This difference of computation effort can be substantial if the number of risks in the model increases.
Regression Models for the Cumulative Incidence
In this section we consider parametric and semiparametric models for the cumulative incidence and provide closed form solutions for the REGCGE. We do not discuss the case of a quantile regression model for the cumulative incidence because the solutions for the REGCGE are similar to the semi-parametric model.
Parametric Models
In this subsection we elaborate various parametric regression models for cumulative incidences. Broadly speaking, there are two approaches to modeling cumulative incidences (see Jeong and Fine 2006) : the direct approach and the approach via the cause specific hazard function. Jeong and Fine (2007) suggest a direct regression model for the cumulative incidence. In order to make their cumulative incidences compatible a the competing risk regression model, the parameter sets require additional restrictions. As these restrictions are difficult to determine in models with many covariate values, we restrict our coverage to modeling the cause specific hazard function h j (t; x) (Kalbfleish and Prentice 2002, Ch. 8). Given knowledge about h j in these models, it is possible to determine
ln( ( ; )) ( ; ) ( ; )= ( ; ) ( ; )
which are required to obtain S j (t; x) by plugging them into (2) 
This implied cumulative incidence Q j (t; x) can then be used to evaluate to which degree the model fits to the data. Imposing some parametric structure on h j (t; x) therefore implies some shape restrictions for S j (t; x). As the functional form of S j is non trivial, the interpretation of β j is unclear. In order to assess the effect of the covariates on the latent distributions it is therefore necessary to compute S j for different values of x or in the case of a continuous x k it is possible to consider ∂S j (t; x)/∂x k .
The following section presents closed form solutions for various functionals which are required in equations (2), (3) and (8). We denote this in what follows as the parametric Copula duration model (FCGE).
Odds-Rate Transformation Model
In order to allow for more flexibilities on the relationships of covariates and the cumulative incidence, we suggest an odds-rate transformation model (Dabrowska and Doksum 1988) for the cause specific pseudo survival function. In this model we have
is the cause specific cumulative baseline hazard, h 0j (t) is the cause specific baseline hazard, α j ∈R and β j ∈R K . h 0j (t) can be from different parametric distributions and in what follows we consider the Gompertz and Weibull distributions in detail. This model encompasses the proportional odds (α j = 1) and the proportional hazard model (α j →0) for W j (t; x) as special cases. It is clear that the relationship between the cumulative baseline hazard and the covariates are even more complicated, and no easy pattern can be analytically derived.
Knowledge of W j can be used to determine S, h j and Q′ j which can be plugged into (2) or (3) to obtain S j (t; x). The closed form solution for the marginal effect 
.
Gompertz cause specific baseline hazard This model assumes h 0j (t) = ν j exp(ρ j t) with unknown ν j ∈R + and ρ j ∈R + . We obtain: 
Log-Normal Accelerated Failure Time Model
In this model ln 1
The marginal effect of a continuous x j on the latent marginal survival probability is obtained by plugging 
S t S t x S t x S t x S t h t t h t t h t S t Q t x St h t x x h t W t h t W t x h t t
into equation (8).
Log-Logistic Proportional Odds Model
In this model 
S t S t x S t x S t x S t W t h t S t Q t x St h t x x h t h t W t x

Estimation and Large Sample Properties
In the FCGE W j (t; x) and therefore Q j (t; x) are known up to the unknown coefficients Θ = (Θ 1 , …, Θ J )′. Θ can be directly estimated by parametric maximum likelihood with log likelihood 1 1 ( ) ( ; , ) ( ; , )
Θ is consistent and asymptotically normal with known asymptotic covariance matrix. The estimator for S j (t; x) is a plug in solution to (9).
As this model is a special case of the model considered in Section 2, we know that the estimator for S j (t; x) is also consistent and asymptotically normal. The asymptotic variance of ˆ( ; ) ( ; , )
Σ as the covariance matrix of Θ j . Then, let S = (S 1 , …, S J )′ and ∂S(t; x)/∂x = (∂S 1 (t; x)/∂x, …, ∂S J (t; x)/ ∂x)′ with the latter being a J*K × 1 matrix. As the marginal distributions and the marginal effects are nonlinear functions of Q(t; x) we can write *ˆ( ; ) ( ( ; )) ( ; , )ˆ( ; ) / ( ( ; )) ( ; , ). ( ; , ) ( ; , ) ,
with Σ Θ as the covariance matrix of Θ.
Semiparametric Regression
In this subsection we derive the closed form solution for the REGCGE when the cumulative incidence has a semiparametric proportional hazard. In particular we consider the popular model suggested by Fine and Gray (1999 
Simulations
In this section we analyse the finite sample properties of the REGCGE by means of simulations. By simulating data from models with known Q j , C ω and S j , we are able to assess the performance of the model in a variety of situations. Our goal is not to assess the performance of the REGCGE in relation to a direct copula model for S j (FML, Chen 2010) under correct specification because the latter outperforms the former in terms of variance due to its direct nature. Despite being superior if specified correctly, this superiority is merely a theoretical feature as direct parametric assumptions about S j can hardly be verified. For this reason our simulations aim at shedding light on following practically relevant questions:
1. To what extent do wrong assumptions about the dependence structure -the only ad hoc componentbias the REGCGE? This is analyzed in Part 1. 2. How relevant is the correct specification of Q j ? While the specification of the dependence structure cannot be empirically verified, the specification of Q j can be. We illustrate the latter by visually inspecting the fit of various models for Q j . For comparison we also consider mispecified direct models for S j and semiparametric models to illustrate that the correct functional form assumption matters. This is analyzed in Part 2.
In Part 1 of the simulations we focus on the performance of a parametric FCGE under various dependence structures, in particular if the assumed dependence structure does not coincide with the true dependence structure.
Here we distinguish between incorrect assumptions about the copula family C and assuming the wrong copula parameters ω. In particular, we focus on -The performance of the FCGE under correct specification (Model 1). -Assuming the wrong family of copulas C (Models 2-5).
-Assuming the wrong copula parameters ω (Models 6-9).
The second part of the simulations demonstrate the importance of the choice of the correct functional form for Q j and therefore the practical advantage of the REGCGE over direct models for S j . We demonstrate how the observability of Q j provides helpful visual guidance for the choice of the functional form for Q j . For comparison we also consider the performance of direct estimators for S j which specification is difficult to check in practice. We also investigate if a greater flexibility of the specification of Q j and S j , such as popular semiparametric proportional hazard models, lead to improved results. In particular we focus on: -The performance of the FCGE under correct specification (Model 10). -Assuming the wrong parametric Q j (Models 11-13).
-The performance of an incorrect direct parametric model for S j (Model 14). -The performance of semiparametric models for Q j and S j (Models 15 and 16).
In all Models (1-16) we draw data from a known 2 risks model with cause specific hazards of an Odds-rate Transformation Model with Gompertz baseline cause specific hazard as given in Subsection 3.1. There is no independent censoring. The steps of the data generating process (DGP) for different copulas are outlined in Appendix 2.
Part 1: Assumptions About the Dependence Structure
In Models 1-9 we have x′ = (x 1 , x 2 ) with x 1~U (0, 1), and x 2~N (0.5, 1). We also have (ν 1 , ρ 1 , α 1 , β 1 ) = (2, 1, 0.5, 2, -1) and (ν 2 , ρ 2 , α 2 , β 2 ) = (1, 2, 1.5, 2, -2). In all models Q 1 (t; x)→0.7 and Q 2 (t; x)→0.3 as t→∞. Model 1 has a Frank copula (no tail dependence), Model 2 has a Clayton copula (lower tail dependence) and Model 3 has a Gumbel copula (upper tail dependence). Models 4 and 5 have a Joe-Clayton copula which has greater lower tail dependence in Model 4 [ω = (8, 3) and greater upper tail dependence in Model 5 (ω = (2, 7.5)]. As the copula parameters ω do not have a direct interpretation, the degree of dependence is often characterized by the so-called Kendall's τ∈[-1, 1], with τ = 0 if there is independence between risks. τ can be computed for given C ω and for example it is τ = 1-1/ω in the case of the Gumbel copula. In models 1-5 the copula para meters ω are set such that Kendall's τ = 0.8. For the estimation of Models 1-5 we employ the FCGE with correctly specified Q j but with assumed Frank copula with τ = 0.8. Thus Model 1 is the sole model of Part 1 where we do not expect an estimation bias, while Models 2-5 illustrate the effect of assuming the wrong family of copulas. In Models 6-9 we consider the case when the REGCGE assumes the correct copula family (Frank) but a wrong τ. While the true τ is -0.8 (Model 6), -0.3 (Model 7), 0 (Model 8) and 0.3 (Model 9), for estimation of all models it is assumed that τ = 0.8. The effect of assuming the wrong τ can then be seen by comparing the results with the correctly specified Model 1. By comparing the results for the nine models it is possible to make an assessment whether incorrect assumptions about the functional form of C or the value of τ are more important for the results.
Part 2: Assumptions About the (sub) Distributions
In Models 10-14 we have x′ = (x 1 , x 2 ) with x j {0, 1} with Pr(x j = 1) = 0.5 for j = 1, 2. We also have (ν 1 , ρ 1 , α 1 , β 1 ) = (2, 1, 0.5, 2, -2) and (ν 2 , ρ 2 , α 2 , β 2 ) = (1, 2, 1.5, -4, 4). In all models Q 1 (t; x)→0.57 and Q 2 (t; x)→0.43 as t→∞. The true and assumed dependence structure is the Frank copula with τ = 0.8. In Model 10 the FCGE assumes the correct parametric form for the cumulative incidence, while Models 11-14 make incorrect assumptions. and AMSE(dS j d k ). In Part II these are derived from discrete covariate changes with d 1 corresponds to S j (t; x 1 = 1, x 2 = 1)-S j (t; x 1 = 0, x 2 = 1) and d 2 corresponds to S j (t; x 1 = 1, x 2 = 1)-S j (t; x 1 = 1, x 2 = 0). As the true parameters of interest (S j and dS j d k ) vary across models due to different DGPs, the Bias and MSE should be related to their magnitude for comparability. We therefore also consider a relative AMSE (RAMSE) which has a percentage interpretation. It is obtained by
x It is zero if the AMSE is zero and it is one if the AMSE has the same value as . j S We also construct the RAMSE for partial effects by replacing S j (t l ; x) with |∂S j (t l ; x)/∂x k | or |S j (t l ; x 1 )-S j (t l ; x 0 )| in the denominator. The sample size in our simulations is 200 and we use 100 equidistant grid points t 1 . Tables 2 and 3 contain the AMSE, ASB and RAMSE for all models. Figures 5-8 in Appendix 3 show the true and the average of the estimates for the marginal distribution and partial effects over the support of t. As the interval for Table 2 suggest that the incorrect choice of the copula family leads to a bias but the ASB is rather small in all cases. The largest value of the ASB in Models 1-5 is 0.018 (for dS 2 d 1 in Model 3) which corresponds to ∂S 2 /∂x 1 being biased by 0.13. Most other values for the ASB are < 0.005 which corresponds to a bias of < 0.07. The wrong choice of the copula family can therefore imply a moderate bias of the estimator but in the majority of cases the bias seems to be small. The performance of the REGCGE is much more affected when an incorrect assumption about τ has been made (Models 6-9). There is a clear pattern in Models 6-9 that the closer is the value of the assumed τ to its true value, the closer is the estimated S j to its true value. In the worst case -Model 6-the ASB is up to 0.132 which corresponds to S j being biased by 0.36. The wrong choice of τ can therefore imply a large bias for the estimators. But even a deviation from the true τ by 0.5 as in Model 9 leads to a greater RAMSE than in all models with incorrect copula family (Models 2-5). Our results therefore provide evidence for the choice of τ being far more important than the choice of C. These finding are also visible from plotted S j and ∂S j /∂x k for Models 1, 3 and 6 in Figures 5 and 6 (A) in Appendix 3. While unbiased for Model 1, there is some smaller bias in Model 3. The bias in Model 6 is partly substantial and for some durations up to 0.5. However, despite being potentially biased strongly for wrong C ω , all results in Part 1 have in common that the direction of the partial covariate effects is correctly estimated. This becomes also apparent form Figure 9 in the Appendix 3 which displays a sensitivity analysis of estimates in τ (with Models 1, 6-9 as a special cases). While the intervals for estimates which are spanned by the different values of τ have endpoints corresponding to τ = -0.8 and 0.8 in the case of S j (the darkest dashed and solid lines), this is not true for the partial effects. As a matter of fact Lo and Wilke (2011) show that the sign of a covariate effect in the competing risk model is often but not always identified. For this reason, the observed pattern in our simulations may not exist for different DGPs.
The AMSE, ASB and RAMSE for the models of Part 2 are reported in Table 3 . The results suggest that the incorrect choice of the specification of Q j (t; x) leads to estimation bias. The largest value of the ASB in Models 11-13 is 0.020 which corresponds to dS j d k being biased by 0.15. The ASB for S j is less than or equal to 0.005 which corresponds to a bias of less 0.07. This is confirmed in Figures 6B and 7A in Appendix 3. Even Model 13, the least best of Models 10-13, precisely estimates S j and produces an indicative figure for the partial effects. For comparison we report the results for a direct model for S j (Model 14). The results for this model suggest that an incorrect functional form assumption about S j (t; x) can lead to more substantial estimation bias. These findings are confirmed from plotted S j and dS j d k in Figure  7B in Appendix 3. The estimator for S 2 is visibly biased and more importantly two of the estimated partial effects have the wrong sign for most t. This finding suggest that in contrast to assuming the wrong dependence structure, an incorrect specification of the marginal distribution can lead to an inconsistent estimation of direction of the covariate effect. In Model 15 the REGCGE assumes a flexible semiparametric functional form for Q j , although it is not correctly specified. The results for this model suggest that there is little bias in the estimator for S j but some bias in the covariate effects. This can be also seen in Figure 8A which suggest that the direction and shape of the covariate effects is mainly recovered -with some bias. It does not come to a surprise that covariate effects are more biased as the proportional hazard model for Q j is imposing parametric structure on the role of the covariates. Although not directly comparable with the results from Part 1, the results of Part 2 are indicative that the choice of the parametric form for Q j (t; x) seems to be less important than the assumption of the correct τ but more important than the choice of C.
Model 16 provides some comparative insights if a classical direct semiparametric model for S j for independent competing risks is applied. In this model there is misspecification of the marginal distribution and some substantial misspecification of the dependence structure. It is evident from the results that this Model produces the largest bias for S j among all models in Part 2. The bias of the covariate effects is similar to the other direct model for S j (Model 14) but greater than for all other models in Part 2. Figure 8B shows that similar to Model 14, the estimated direction of the covariate effects is often wrong. It is an important finding for practical research that misspecified direct models for S j can produce the wrong estimated sign of a covariate effect for most durations, while we do not observe this pattern for similar misspecified REGCGE models.
Lastly, we illustrate another practical advantage of the REGCGE. A model for Q j (t; x) can be visually inspected but this is not possible for S j (t; x) without imposing additional assumptions on the dependence structure. Figure 2 presents the estimates of the assumed specifications in Models 10-13 and 15 for Q 2 (t; x) for one sample of 2000 observations implied by the DGP of the Models in Part 2 for four different values of x. The models are compared with the nonparametric estimates based on the 4 stratified samples. It is evident that the plots provide some useful guidance for the choice of a suitable parametric form. The estimator of correctly specified model (Model 10) is closest to the nonparametric estimator.
Application
We illustrate the applicability of the REGCGE by performing an analysis of unemployment duration. In particular we use the sample of McCall (1996) which is the illustrating data for competing risks models in the textbook of Cameron and Trivedi (2005) . These data from the US Current Population Survey's Displaced Worker Supplement provide information on three destination states for the displaced jobless individual: 1) full-time employment, 2) part-time employment and 3) either full or part-time employment but information on the employment type is missing. We focus on risk 1 and pool risks 2 and 3 as described in Section 2.3. For this reason in our model risk 1 refers to full-time employment and risk two to the pooled risk. Since not all joblessness periods were terminated by the time of the interview there is also independent censoring. In total there are 3343 observations with 1,073 transitions into full-time employment and 913 transitions into the pooled risk.
Although, a lot of work has been done by economists to derive a detailed understanding of the relationship of economic variables and the duration of unemployment, we are neither aware of a theory which derives parametric forms for the marginal distributions or the cumulative incidences, nor for the dependence structure between competing risks. Most of the existing empirical analysis therefore seems to impose rather ad-hoc parametric structure on the marginal distributions and the dependence structure, while comprehensive analysis of cumulative incidences is hard to find. Given the lack of comprehensive theory, it is crucial to carefully select the functional form for the cumulative incidence to avoid a specification error. Moreover, we will be performing a sensitivity analysis in the unknown dependence structure to assess the relevance of not knowing it for the results. To ease the visual inspection of various models for the cumulative incidences we restrict our analysis to two discrete regressors married and ui (claiming unemployment insurance). If we used more regressors or continuous regressors, we would have been required to have more observations or to employ smoothing techniques.
In a first step we assume various parametric and a semiparametric model for Q j which are given in Section 3 and we put these models to the data. In particular, we use the odds-rate transformation model with Gompertz cause specific baseline (OTG), the odds-rate transformation model with Weibull cause specific baseline (OTW), the log-normal accelerated failure time model (AFTLN), the log-logistic proportional odds model (POLL) and the semiparametric proportional hazard model for the cause-specific subdistribution hazard. We then compute ˆj Q for all these models conditional to all combinations of covariates and the nonparametric estimates based on the four stratified samples. Figure 3 presents the resulting estimates for Q j for all combinations of the covariates. When inspecting in more detail, non of the parametric and semi parametric models seem to achieve an excellent fit but some models are quite close to the nonparametric estimates and they may not even differ statistically if we considered confidence intervals. After some consideration and after computing a weighted average of the difference between the model candidates and the nonparametric estimates, we found that the POLL model for Q j has the best fit and it is therefore selected for the REGCGE but eventually this does not matter for the purpose of illustrating our method.
As a next step we explore the sensitivity of ˆ( ; ) j S t x and of the partial covariate effects of x k on ˆ( ; ) j S t x (dSjdk) when the assumed dependence structure changes. As the copula we assume a Frank copula but we allow τ to vary in [-0.8, 0.8] . Figure 4 shows the estimated marginal survival curve evaluated at = . x x We estimate ( ; ; ) j S t τ x for a fixed and equidistant grid for τ values. It is evident from Figure 4 that the intervals due to the non-identification of the competing risks model increase with elapsed duration and they amount to up to around 40% points for the survival curves of both risks in this example. The figure therefore provides evidence that it can be difficult to determine S j (t; x) precisely if the dependence structure is unknown. This observation is similar to the findings of Lo and Wilke (2010) who use a nonparametric estimator with German unemployment data. The intervals spanned by the estimates for the partial effects are shorter, in particular for the variable married but can also amount to up to 30% points in the case of the variable ui. In three out of four cases the sign of the covariate effect is invariant with respect to the assumed τ but in one case (dS2d1-the effect of married on S 2 ) the sign depends on the chosen τ. This provides further evidence that the direction of the covariate effect can often be identified but not always (Lo and Wilke 2011) . As in the simulations, the end points of the intervals for ˆj S correspond to τ = -0.8 and τ = 0.8, while there is not such a pattern for most of the marginal effects. As discussed in Section 2, we do not have analytical solutions to determine the endpoints of these intervals.
Discussion
We suggest a regression framework for the copula graphic estimator and therefore extend the model of Zheng and Klein (1995) to covariates. Our framework is general as it accommodates parametric, semiparametric and nonparametric models for the cumulative incidences. Our approach utilises direct estimates of the cumulative incidence curves to construct indirect estimates of the latent marginal distributions given a dependence structure. We illustrate that the specification of the estimator for the cumulative incidences, which are observable quantities, can be more easily verified than direct estimators for latent quantities. Our simulations suggest that there are not negligible risks involved if wrong assumptions are made about the marginal distributions as this can result even in the wrong sign of the estimated covariate effect.
If the dependence structure is unknown the marginal distributions of the competing risks model are not identified. This is not a weakness of our model but a general property of this model class. Rather than attempting to assume this away, our model delivers insights how relevant this identification problem is in a regression model with covariates. To our knowledge there are only two other regression models for competing risks models which can deliver similar insights (Honoré and LlerasMuney 2006; Chen 2010 ) but both make direct assumptions on the marginal distributions and are therefore more ad hoc than our model. Our simulations show that making incorrect assumptions on the dependence structure can strongly bias the results, while the direction of the covariate effects on marginal distributions seems to be often invariant with respect to the assumed dependence structure but they are not always. The latter implies that a sensitivity analysis is necessary and it does not suffice to estimate the model for one dependence structure to recover the direction of the effect. There are therefore two sources of misspecification which can lead to wrong conclusions about the role of covariates: assumptions about the marginal distributions and assumptions about the dependence structure.
We illustrate the applicability of our model with the help of an unemployment duration analysis. In this model both the marginal distributions and the dependence structure are unknown. In a first step we demonstrate how the specification of the cumulative incidences can be inspected visually to avoid specification error. We then perform a sensitivity analysis in the unknown dependence structure given our preferred parametric form of the cumulative incidences. The resulting sets for the latent marginal distributions are wide but the sets for the covariate effects enable us in most cases to identify the direction of the covariate effect. The results of our application therefore suggest that it is to some extend possible to obtain conclusive information about the effect of covariates even if the dependence structure is unknown. This is confirmed in a follow up paper where a semiparametric REGCGE is applied to large scale administrative unemployment data from Germany to estimate the treatment effect of a reduction in unemployment benefit entitlement length (Lo, Stephan and Wilke 2012) . As competing risks models are regularly applied in various disciplines such as biostatistics, social sciences, and industrial engineering, the usefulness of our model is not limited to econometrics. Still, a number of practically important model extensions are still to be developed such as time-varying covariates and multiple spells. 
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and for j = 2 it is analogous. Then by noting 0 ( ( ))= { ( )} ( ), 
where (17) and (18) are used to obtain the last equality. 
