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In dieser Arbeit studieren wir den Einfluss von interstellarer Turbulenz auf den
Sternentstehungsprozess. Wir zeigen, dass supersonische Turbulenz verschiedene
Eigenschaften des interstellaren Mediums (ISM) signifikant beeinflusst. Dazu rech-
nen wir numerische Simulationen von typischen Molekülwolken in verschiedenen
Umgebungen. Wir analysieren im besonderen typische Gaswolken, die man in der
Scheibe der Milchstraße findet, sowie solche, die in extremeren Regionen unserer
Galaxis vorkommen, z.B. in der zentralen Molekularzone (CMZ) in der Nähe des
galaktischen Zentrums. Zusätzlich rechnen wir einen Strahlungstransport in ver-
schiedenen Feinstrukturlinien und vergleichen unsere Ergebnisse mit Beobachtun-
gen. Wir untersuchen den Einfluss der Turbulenz auf unterschiedliche Observable,
z.B. auf die Strukturfunktionen, die ∆-Varianz, die Energiespektren sowie die Stern-
entstehungseffizienzen. Weiterhin analysieren wir die Wirkung der Turbulenz auf die
Chemie und die verschiedenen Phasen des ISM. Unsere Studien der Gaswolken in
der Milchstraßenscheibe zeigen, dass die statistischen Eigenschaften der Turbulenz
signifikant durch den verwendeten Gas-Tracer beeinflusst werden. Des Weiteren
demonstrieren wir anhand unserer Studien der Gaswolken im galaktischen Zentrum,
dass starke Turbulenz die Sternentstehung signifikant dämpfen, jedoch nicht block-
ieren kann. Schließlich zeigen wir, dass atomare Gas-Tracer zahlreiche Eigenschaften
des H2- sowie des gesamten Gases der Wolke gut reproduzieren und dass sie eine
nützliche Alternative zu molekularen Linien bei Studien des ISM in der CMZ bieten.
Abstract
The aim of this thesis is to study the role of interstellar turbulence in the process of
star formation. We demonstrate that supersonic turbulent motions significantly af-
fect various properties of the interstellar medium (ISM). Therefore, we run numerical
simulations of molecular clouds in different environments. In particular, we study
typical clouds located in the Milky Way disk as well as clouds which can be found
in more extreme regions in our Galaxy, e.g. in the Central Molecular Zone (CMZ)
near the Galactic Center. In addition, we perform radiative transfer calculations of
numerous diagnostic fine structure lines and compare our results with observational
measurements. Furthermore, we analyze the influence of the turbulence on different
observables, e.g. on the structure functions, the ∆-variance, the power spectra as
well as the star formation efficiencies. We also study the impact of turbulent mo-
tions on the chemistry and the different phases of the ISM. Our studies about Milky
Way disk clouds show that the statistical properties of the turbulence are signifi-
cantly influenced by the individual gas tracers. Moreover, our investigations about
CMZ-like clouds show that high levels of turbulence can significantly suppress, but
never inhibit star formation, owing to local compression of gas by turbulent shocks.
Finally, we show that various atomic tracers accurately reflect most of the physical
properties of both the H2 and the total gas of the cloud and that they provide a very
useful alternative to common molecular lines when we study the ISM in the CMZ.
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1.1 The process of star formation
Stars play an important role in the Universe. They bring the light into our world
and are responsible for all the life on the earth. Without stars everything would be
dark and cold. We would not have any idea of where we are, where we come from
and where we might going to. Stars are candles in the Universe.
Nearly all chemical elements heavier than hydrogen and helium are produced in
stars and play a crucial role in the evolution of molecular clouds (MCs), since they
influence heating and cooling processes of the interstellar medium (ISM) and thus
affect the thermodynamic properties as well as the chemistry (Hollenbach & Tielens,
1997; van Dishoeck & Blake, 1998; Tielens, 2010). These heavy elements are called
metals1 and they are mainly produced in fusion processes in the interior of stars or
in supernova events of massive stars. Today, we find a lot of heavier elements on
earth. Silver, gold or and many more metals were produced in stars a long time ago.
Studying the formation of stars is therefore also crucial to understand the process
of planet and even galaxy formation.
Star formation is a multiscale process. It ranges over more than 8 orders of
magnitude in space and over more than 20 orders of magnitude in density. To
understand how a star can form out of a diffuse molecular cloud on parsec scales
with low densities of several ∼ 100 cm−3 and temperatures of some ∼ 10K (see,
e.g. Shu et al., 1987; Lada, 2005; Hennebelle & Falgarone, 2012) we require a long-
ranged force that can account for such a condensation process over time. The only
of the four fundamental forces in nature, which can achieve this, is gravity. Thus,
gravitational contraction will certainly play the chief part in a star formation theory
(see, e.g. Larson, 1981; Shu et al., 1987; Larson, 2003; McKee & Ostriker, 2007).
The condensation of matter is initiated by gravitational instabilities in the ISM,
which trigger the formation of dense clumps in the cloud. The further compression
1In the astrophysical terminology, metals are all elements heavier than hydrogen.
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Figure 1.1:
The Pleiades are an example of an open star cluster in the Milky Way, containing middle-
aged hot B-type stars. The cluster is made up of ∼ 3.000 stars at a distance of ∼ 120 pc
from Earth in the constellation of Taurus. In the picture we can also still see the dif-
fuse gas out of which the stars formed. Image credit (07/12/2015): NASA, ESA and
AURA/Caltech, D. Soderblom and E. Nelan (STScI), F. Benedict and B. Arthur (Univer-
sity of Texas), and B. Jones (Lick Observatory).
of the gas depends on the amplitude of a number of physical processes. For example,
magnetic fields can delay or even inhibit core collapse (see, e.g. Zeldovich et al., 1983;
Shu et al., 1987; Price & Bate, 2007, 2008; Seifried et al., 2011). In an ambipolar
diffusion process, charged particles are frozen into the magnetic field, while neutral
particles can move freely with respect to the field lines (Mouschovias, 1991; Tassis
& Mouschovias, 2004; Mouschovias et al., 2006; Vázquez-Semadeni et al., 2011).
Moreover, heating and cooling mechanisms are crucial for the ongoing evolution of
the cloud. If the temperature in the cloud is too high (e.g. when nearby stars provide
enough radiation to heat the gas), the collapse can be decelerated or even stopped,
since the Jeans mass MJ scales with the cloud’s temperature to the power of 3/2,
i.e. MJ ∝ T 3/2 (Jeans, 1902). Conversely, cooling processes (mostly triggered by
collisional excitations of gas and dust and following emission of photons) can support
core collapse and lead to denser clumps. Furthermore, if the cloud rotates, angular
momentum can act against the condensation process (Larson, 1972).
Generally, stars do not form individually, but in clusters, which typically contain
thousands of stars of the same age (King, 1962, 1966; Bate et al., 2003; Tan et al.,
2006; Zwart et al., 2010). In Fig. 1.1 we show an example of an open star cluster, the
Pleiades, where we can also still see the diffuse gas out of which the stars formed2. To
arrive at such a clustered structure in the early evolution, the cloud must fragment
into subregions, which can then collapse separately (Evans, 1999; Klessen, 2001).
2Image credit: http://hubblesite.org/newscenter/archive/releases/2004/20/image/a/
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Figure 1.2:
Cosmic star formation history as a function of look-back time and redshift. Shown are both
far-UV and infrared measurements of the cosmic star formation rate (SFR) density ψ. We
observe a maximum SFR density at z ≈ 2. Today, the SFR density decreases continuously
(taken from Madau & Dickinson, 2014).
How can a star condense out of a diffuse ISM? This process can be divided into
several phases. In the first phase of gravitational collapse, overdense regions in the
MC contract until individual clumps become optically thick at some point and heat
up again, because photons cannot escape anymore. This leads to a hydrostatic
equilibrium in the inner core region, which halts the collapse for a while. However,
due to the gravitational attraction of the core, the envelope around it falls freely
onto the clump and forms an even denser region, a prestellar core, which primarily
consists of molecular hydrogen. With this gain of mass, the contraction can proceed.
The inner region heats up further, which stabilizes the core again.
The next and second phase of collapse starts at a temperature of T ≈ 103 K when
the molecular hydrogen dissociates into atomic hydrogen. This is because the H2
dissociation requires a significant amount of thermal energy, which is taken away
from the core. Thus, the temperature can decrease, which supports the collapse.
The contraction then proceeds until a new hydrostatic equilibrium is reached. All
hydrogen is now in the atomic form. We call this object a protostar. Still, mass is
flowing onto the central core from the accretion disk around it (Cassen & Moosman,
1981; Tan & McKee, 2004; Krumholz et al., 2009). The temperature in the interior
grows as mass continuously falls onto the protostar. When the envelope becomes
optically thin, radiation can escape the core for the first time. The contraction pro-
cess then continues until the hydrogen is fully ionized, which occurs at temperatures
of T ≈ 105 K. However, this temperature is still too low for the first fusion processes,
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which require temperatures of T ≈ 107 K. The transport of heat out of the protostar
at this point is mainly dominated by convection, which is very effective.
After some time, the protostar then reaches the Hayashi line (Hayashi, 1961), the
first equilibrium line in the Hertzsprung-Russel diagram. It can then continue to
heat up in the interior. Finally, the protostar reaches the main sequence and nuclear
fusion begins. A new star is born.
For stars with masses 0.25 . M/M . 1.5 the fusion process in the central
region is mainly dominated by fusion of hydrogen into helium, the so-called p-p
chain. For masses M/M & 1.5, fusion is dominated by the CNO cycle. Stars
with 0.08 .M/M . 0.25 only exhibit a very small region in the center where the
temperature is high enough for hydrogen burning. IfM/M . 0.08, the temperature
is not expected to be high enough for fusion processes. These objects are called
brown dwarfs (Basri, 2000; Burrows et al., 2001).
Stars are common objects in galaxies (Grebel, 2000). The most important quan-
tity characterizing a star is its mass, from which we can estimate the radius, the spec-
tral type and the (effective) temperature. In our own Galaxy, we find about ∼ 1011
stars (Gilmore et al., 1989; Majewski, 1993; Freeman & Bland-Hawthorn, 2002) with
different masses, that range from a few until tens of solar masses (Kroupa, 2002).
They form with a rate of ∼ 3 − 5M yr−1 (Murray, 2011; Krumholz et al., 2012).
However, observational measurements have revealed that the cosmic star formation
rate strongly varied over the time. In Fig. 1.2, we show the cosmic star formation
history as a function of look-back time and redshift. We see that the star formation
rate density continuously grew in the past and peaked approximately 3.5Gyr after
the Big Bang at redshift z ≈ 2 (Madau et al., 1996; Bouwens et al., 2011; Madau
& Dickinson, 2014). Afterwards, the rate declined exponentially, which means that
we are living in a post-era of very active star formation activity today.
The age of stars vary strongly, ranging from a few million years for the most
massive stars to a few billion years for lower mass stars. The condensation process











where ρ and n are the mass and particle number density of the cloud and G the
gravitational constant, respectively (Jeans, 1902). Hence, in a human life (order
∼ 100 yr) we are only able to observe the current state in the very long evolution of
a star. Though, the question is: How can we get deeper insights into whole the star
formation process, when the cosmic timescales are so long?
1.2 Motivation of this work
There are essentially two routes to answer this question: one through the analysis of
observations and the other via numerical simulations. If we observe a large number
of stars, we can hope to find enough objects in different evolutionary stages for a
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statistical analysis. Conversely, we could also use super-computers to run numerical
simulations and adopt different initial conditions for a given situation to analyze in
detail how magnetic fields, the density and the velocity field, radiative transport,
feedback processes, the chemical composition of the gas and other effects influence
the formation of stars (Kennicutt, 1998a; Larson, 2003; Lada, 2005).
In this thesis, we focus on the latter and perform numerical simulations of MCs
to analyze how different properties of the turbulence affect star formation. The
ISM is known to be turbulent on a supersonic scale (Mac Low & Klessen, 2004).
These turbulent motions are triggered by jets, stellar winds, magnetorotational and
gravitational instabilities as well as by supernova explosions at the end of the lifetime
of stars (see, e.g. Mac Low & Klessen, 2004; Scalo & Elmegreen, 2004; Elmegreen &
Scalo, 2004; McKee & Ostriker, 2007; Hennebelle & Falgarone, 2012). They influence
a huge number of observables (e.g. the star formation rate and the initial mass
function, as we will discuss below) and are thus highly important for the process of
star formation. However, turbulent motions play a dual role: On one hand, they can
support MCs against gravitational collapse. On the other hand, turbulent shocks
can create overdense regions on small scales, which in turn may collapse and form
stars and clusters (Mac Low & Klessen 2004; Bertram et al. 2015c).
In particular, our studies of turbulence focus on two regions in the Galaxy:
• Disk. We perform numerical simulations of local solar neighbourhood MCs
using the Zeus-Mpmagnetohydrodynamical code (Norman, 2000; Hayes et al.,
2006). These MCs have properties which are typical for clouds found in the
disk of our Galaxy. Examples are the Orion and the eagle nebula or NGC
3372, also known as the Carina nebula (Hillenbrand, 1997; Pound, 1998; Palla
& Stahler, 1999; Smith et al., 2000). The mean number densities range from
several ∼ 10 − 100 cm−3, the velocity dispersions are of the order of a few
km s−1, while typical gas temperatures are ∼ 20K (see, e.g. Larson, 1981; Shu
et al., 1987; Solomon et al., 1987; Dame et al., 2001). The studies which belong
to clouds located this region are presented in chapters 5 and 6.
• Galactic Center. The galatic center is a more active region compared to the
rest of the Galaxy. We perform numerical simulations of clouds located near
the center of the Milky Way in the Central Molecular Zone (CMZ) using
the moving mesh code Arepo (Springel, 2010). The CMZ is a region which is
rich in molecular and very dense gas with number densities of several 103 cm−1
(Longmore et al., 2013) and which extends a few hundred parsecs around the
center. It is supposed to be highly turbulent with velocity dispersions of the
order of several 10 km s−1 (Oka et al., 1998, 2001; Shetty et al., 2012; Tsuboi &
Miyazaki, 2012). Furthermore, the interstellar radiation field and the cosmic-
ray flux in the CMZ seem to be enhanced by a factor of ∼ 100− 1000 (Yusef-
Zadeh et al., 2007; Clark et al., 2013; Indriolo et al., 2015; Ginsburg et al.,
2015) compared to the canonical value (Habing, 1968; Draine, 1978; Mathis
et al., 1983). Examples of typical clouds in the CMZ are G0.253+0.016, also
known as “The Brick” (Güsten et al., 1981; Lis et al., 1994; Lis & Menten, 1998;
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Lis et al., 2001; Molinari et al., 2011; Immer et al., 2012; Longmore et al., 2012;
Kauffmann et al., 2013; Clark et al., 2013; Johnston et al., 2014; Rathborne
et al., 2014; Kruijssen et al., 2015; Pillai et al., 2015), or Sgr B2, a giant
molecular cloud located ∼ 120pc away from the galactic center (Cummins
et al., 1986; Goldsmith et al., 1990; Takagi et al., 2002). The studies which
belong to this region are presented in chapters 7, 8 and 9.
In particular, we are also interested in how turbulent motions can be measured
by an observer. In this context, we want to close a gap between previous studies of
turbulent star formation, which often only analyze the numerical domain without
connecting the results to the observable world, and observational measurements.
Therefore, we do not only study the impact of the turbulence on various physical
properties themselves (e.g. the star formation efficiency, the power spectrum, etc.),
but also focus on comparing our theoretical results to observations. Therefore, we
perform radiative transfer calculations using the tool Radmc-3d (Dullemond, 2012),
whenever this is meaningful and possible.
1.3 Objectives of the thesis
In this section, we give an overview of the objectives of this thesis. Here, we only
present a few of the most important aspects of our work. In particular, we aim to
answer the following ten questions:
1. What role do optical depth effects play in the observations of tur-
bulent motions?
It is known that radiation from different cloud tracers (e.g. 12CO or 13CO)
have different optical properties. While 12CO is usually optically thick, 13CO
is established to be an optically thin tracer. However, it is still unclear which
role these different optical effects play in the observable determination of sta-
tistical properties of the turbulence field. How do different tracers affect the
statistics of e.g. structure functions, PCA or the ∆-variance analysis?
2. How do the linewidth-size relations for different cloud tracers com-
pare with each other?
Several years ago, Larson has established that the internal velocity dispersion
δv of MCs is proportional to the corresponding scale ` to the power of a spe-
cific slope index p, δv ∝ `p. This empirical law is known as the linewidth-size
relation. However, the determination of p strongly depends on the tracer, be-
cause optical depth effects significantly affect the observations. How do the
different cloud tracers influence these turbulent slopes?
3. Is there a critical density threshold below which CO fails as a gas
tracer of turbulence?
Since 12CO is optically thick, it saturates above a specific column density
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threshold and subsequently lose its ability to accurately trace very dense gas
regions. Furthermore, it is known as a tracer which only works in compact
cloud regions and which fails in diffuse regions. However, the question then is:
Is there a critical density threshold below which 12CO fails as a gas tracer?
4. What are the advantages and disadvantages of the different statisti-
cal methods?
There exist a lot of different methods to characterize the turbulence in MCs,
e.g. structure functions, PCA or the ∆-variance. Clearly, some of them have
advantages and disadvantages in terms of computational cost, accuracy and
theoretical meaning. How do these methods compare with each other and
which provide the most information on the physics of the cloud?
5. How do our theoretical models compare to observational measure-
ments?
Theoretical models alone are useless unless they are linked to the observable
world. How do our theoretical models compare with existing observational
measurements?
6. Could a high level of turbulence suppress star formation?
Star formation is very efficient if the MC is in virial equilibrium. This can
be characterized through the virial parameter, α = Ekin/|Epot|, defined as the
ratio of kinetic and potential energy of the system. For virialized clouds we
have α = 0.5. But what about unbound clouds with α > 1.0? Then, the
turbulent kinetic energy dominates the potential energy and one would expect
that the star formation efficiency significantly decreases. Can star formation
occur even in clouds which are highly unbound, e.g. with values α ≥ 8.0?
7. Could a high external radiation field suppress (or even inhibit) star
formation?
We can ask the same question if the cloud is exposed to a very high external
radiation field. The higher the interstellar radiation field, the larger the radia-
tion pressure, because p = u/3 for isotropic radiation, with u being the energy
density of the photon field. How does an extreme interstellar radiation field
affect the star formation efficiencies?
8. How does the star formation efficiency depend on the environmental
volume density?
The empirical Schmidt-Kennicutt law relates the star formation rate surface
density to the gas surface density. This means that the star formation efficiency
should also depend on the environmental volume density of the cloud. How
are they related? Can we quantify this?
9. Which tracers other than CO can we use to gain information about
the properties of clouds in an extreme CMZ-like environment?
In an extreme CMZ-like environment we find a very high interstellar radiation
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Cloud Type AV ntot L T M Examples
[mag] [cm−3] [pc] [K] [M]
Diffuse 1 500 3 50 50 ζ Ophiuchi
Giant Molecular Cloud 2 100 50 15 105 Orion
Dark Clouds
Complexes 5 500 10 10 104 Taurus-Auriga
Individual 10 103 2 10 30 B1
Dense Cores 10 104 0.1 10 10 TMC-1/B335
Table 1.1:
Different observable properties of various molecular cloud types and some famous examples,
taken from Stahler & Palla (2006).
field, which can photodissociate molecular CO. Thus, we would expect that it
could be complicated to use such a molecular tracer to infer information about
the cloud properties (e.g. the effective radius, internal velocities, etc.). Which
other tracers could be used?
10. How does the XCO-factor of clouds in a CMZ-like environment com-
pare with the canonical value?
The XCO-factor is defined as the ratio of H2 column density and integrated
intensity of 12CO, XCO = NH2/WCO. The canonical value of the XCO-factor
is XCO ≈ 2− 4× 1020 cm−2 K−1 km−1 s, primarily valid for MCs in the Milky
way disk. It is still unclear whether its value is the same for a cloud located in
an extreme environment like the CMZ or for ULIRGs3. Do we find the same
or a larger/smaller value of XCO for these systems?
In the following, we shortly review some important aspects of molecular clouds and
turbulence, which are necessary to properly understand the chapters of this thesis.
1.4 Observable properties of molecular clouds
Molecular clouds play a fundamental role in the process of star formation. They are
stellar nurseries (Lada & Lada, 2003) and mainly consist of molecular hydrogen, H2,
which is unobservable at typical cloud temperatures of T ≈ 10 − 50K, since it has
no permanent dipole moment. Furthermore, its rotational and vibrational modes
are too energetic to be excited by collisions in such a cold environment. The second
most abundant molecule is carbon monoxide4, 12CO or 13CO. It is often used as a
tracer to gain information about the underlying distribution of H2. Fortunately, CO
is bright enough to be easily observed in MCs and so observers rely on measurements
of the J = 1→ 0, J = 2→ 1 or other fine structure lines of these tracers (see, e.g.
Stutzki et al., 1988; Beuther et al., 2014; Ragan et al., 2015; Cormier et al., 2015).
3Ultra luminous infrared galaxies
4In the following we will simply write CO instead of 12CO.
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Figure 1.3:
Velocity integrated spectral line maps of the rotational transition 12CO J = 1→ 0, 12CO
J = 2→ 1 and 13CO J = 1→ 0, observed towards the Polaris Flare, and one of its cores,
MCLD 123.5+24.9. The transition and the telescope are indicated at the top of each
panel. The line intensity is given in main beam brightness temperature, Tmb. Iso-intensity
levels are shown from 2 to 8 in steps of 2 (CfA map), 1 to 11 by 2 (KOSMA), 1 to 4 by 1
(FCRAO), 5 to 17 by 2 (IRAM, 12CO J = 1→ 0), 3 to 11 by 2 (IRAM, 12CO J = 2→ 1),
in units of K km s−1. This Figure is taken from Bensch et al. (2001).
Other molecular tracers that are commonly used, for example, are HCN, NH3 or
CS (Ziurys & Turner, 1986; Schilke et al., 2000; Beuther et al., 2004; Juvela et al.,
2012). However, the problem is that the optical properties of some tracers make
observations often complicated. For example, 12CO is optically thick and saturates
in denser cloud regions, while 13CO is known to be optically thin (see, e.g. Glover
et al. 2010,Shetty et al. 2011a). Furthermore, CO freezes out in the very dense cloud
regions (Alves et al., 1999). Hence, any observation always relies on a combination
of numerous tracers to get an idea of the physics in the cloud’s interior.
The H2 column density can be inferred using the XCO factor, which relates the
velocity-integrated intensity of carbon monoxide, WCO, to the H2 column density
NH2 , defined as XCO = NH2/WCO (see, e.g. Solomon et al., 1987; Polk et al., 1988;
Young & Scoville, 1991; Dame et al., 2001; Liszt et al., 2010; Leroy et al., 2011;
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Glover & Mac Low, 2011; Bolatto et al., 2013; Narayanan & Hopkins, 2013; Clark
& Glover, 2015). This ratio is thought to be remarkably constant in the Galaxy and
thus provides a possibility to estimate the column density of molecular hydrogen in
MCs. However, concerns have been raised that the XCO-factor may be significantly
different from the canonical value in clouds in the galactic center or in distant
starburst galaxies. Furthermore, there is considerable observational evidence that
XCO is smaller in ULIRGs than in normal spiral galaxies (see e.g. the detailed
discussion in Bolatto et al., 2013).
Another observable gas tracer in MCs is dust. It consists of silicates and graphites
with a bit of ice (Ossenkopf et al., 1992; Ossenkopf & Henning, 1994). Dust forms
in SN explosions or in AGB stars and provides a surface for complex astrochemical
processes, such as for H2 formation. It also plays an important role for the heating
and cooling mechanisms in clouds. For example, dust grains can collide with thermal
gas particles, which transfer a fraction of their kinetic and internal energy to the
dust particles, which then radiate the energy away and support the cooling of the
cloud (Ostriker & Silk, 1973; Whitworth et al., 1998; Williams, 2005). Vice versa,
it also supports the net heating due to the photoelectric effect (Weingartner &
Draine, 2001). The dust mass only provides about ∼ 1% of the total gas mass and
is thus insignificant compared to the mass of hydrogen. However, dust extinction
measurements are proportional to the optical depth and thus can be used to estimate
the gas content of a cloud (Lada et al., 1994; Alves et al., 1998). Thereby, a gas-to-
dust ratio of ∼ 100 seems to hold throughout most clouds (Lilley, 1955). The dust
emission is continuous, because it can be described by a quasi-blackbody spectrum.
The emission lies in the infrared, although the spectral shape strongly depends on
the detailed grain composition (Draine 2003a,b). Observations show that the optical







where β is the spectral index and τν and ν the optical depth as well as the frequency
of the continuous dust emission, respectively. The suggested value for β lies in the
range 1 < β < 2 (see, e.g. Draine & Lee, 1984). The larger the frequency (the lower
the wavelength), the higher is the optical depth seen by the dust emission.
The typical size of MCs is on a parsec scale, although Giant Molecular Clouds
(GMCs) can have sizes of the order of L ≈ 50 pc, while dense cores can typically
be found on sub-parsec scales down to L ≈ 0.1 pc (Bergin & Tafalla, 2007). Their
masses range from M ≈ 10M for diffuse MCs to M ≈ 105M for GMCs, while
typical number densities are a few ∼ 100 cm−3 for diffuse MCs up to several ∼
104 cm−3. Moreover, typical lifetimes of MCs are of the order ∼ 20 − 40Myr (see,
e.g. Blitz & Shu, 1980; Fukui & Kawamura, 2010; Meidt et al., 2015). In Fig. 1.3,
we show an example of a typical MC observed towards the Polaris Flare in 12CO
J = 1→ 0, 12CO J = 2→ 1 and 13CO J = 1→ 0 (Bensch et al., 2001). It shows a
filamentary, hierarchical and self-similar structure, which is typical for MCs. Table
1.1 shows different MCs with some interesting properties (Stahler & Palla, 2006).
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Importance Driving mechanism Injected energy e˙
[erg cm−3 s−1]
1 Supernovae 3× 10−26
2 Protostellar outflows 2× 10−28
3 Ionizing radiation 5× 10−29
4 Gravitational instability 4× 10−29
5 Magnetorotational instability 3× 10−29
Table 1.2:
Examples of possible driving mechanisms in MCs together with a magnitude estimate of
the injected energy e˙. For further discussions, see the review by Mac Low & Klessen (2004).
1.5 Turbulent properties of the interstellar medium
In Fig. 1.3 we can see that the internal structure of a molecular cloud is highly
hierarchical and strongly affected by turbulent motions. This hierarchy was charac-
terized by Larson (1981), who found the empirical result that the CO linewidth δv









where p is the scaling exponent of the power-law characterizing the turbulent hier-
archy. This equation is called Larson’s law. In particular, Larson (1981) measured
p ≈ 0.4 and δv0 ≈ 1 km s−1. Later studies (e.g. by Solomon et al., 1987) found
a slightly steeper relationship, namely δv ∝ `0.5. Furthermore, several studies re-
vealed that MCs in other galaxies (e.g. Bolatto et al., 2008) and in the ISM in the
Galactic center (e.g. Oka et al., 2001; Shetty et al., 2012) also follow a similar rela-
tionship. During the last decades, this linewidth-size relationship has been the focus
of a large number of studies (see, e.g. Ossenkopf & Mac Low, 2002; Heyer & Brunt,
2004; Heyer et al., 2009; Roman-Duval et al., 2011; Ballesteros-Paredes et al., 2011).
The basis of turbulent star formation was initially set by the theoretical framework
developed by Kolmogorov (1941). In his phenomenological models, Kolmogorov
(1941) assumed a hierarchical energy cascade, while the statistical properties are
completely defined by means of the wavenumber and the energy dissipation rate.
Comparing to Larson’s law, Kolmogorov (1941) found a value p = 1/3, which does
not quite seem to fit into the observable range of power-law slopes with p ≈ 0.4−0.8
(Heyer & Schloerb, 1997; Brunt et al., 2003; Heyer & Brunt, 2004; Federrath et al.,
2010; Roman-Duval et al., 2011). The problem is that the theory assumes subsonic
and incompressible turbulence, while the turbulent motions found in MCs are highly
supersonic and compressible with sonic Mach numbers (much) larger than unity,
Ms = vturb/cs > 1 (Padoan, 1995; Padoan et al., 1997, 1999; Boldyrev et al.,
2002; Mac Low & Klessen, 2004; Federrath et al., 2010), where vturb is the turbulent
velocity dispersion and cs the sound speed. Typical values for the velocity dispersions
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in clouds are of the order of several km s−1. Thus, the Kolmogorov (1941) theory
cannot be the final description for the dynamics of the ISM.
Later, the Kolmogorov (1941) theory was modified by Burgers (1948), who as-
sumed shock-dominated turbulence, for which he found a theoretical value of p =
1/2. This value fits much better into the range of observed values. Thus, in MCs we
generally would expect to find steeper slopes than the one proposed by Kolmogorov
(1941). Moreover, turbulent motions in clouds can also be quantified in terms of the
virial α parameter, defined as the kinetic over the potential energy, α = Ekin/|Epot|
(McKee & Zweibel, 1992). Thus, if we assume that the cloud is virialized (α = 0.5),
we can also estimate the cloud’s mass, since α ≈ σ2R/(2GM). However, the as-
sumption of virialization is probably not exact, since other terms of the virial law
could alter this law significantly (Ballesteros-Paredes et al., 1999).
Turbulent motions are created by a large number of different physical processes.
The most important ones are listed in Table 1.2 (taken from Mac Low & Klessen,
2004). If we compare the values with each other, we find that supernova feedback
is supposed to contribute by far the most energy to the turbulent driving (McKee,
1989; Cappellaro et al., 1999), followed by protostellar outflows (Lizano et al., 1988;
McKee, 1989). Other effects are ionizing radiation as well as gravitational (Wada
et al., 2002) and magnetorotational instabilities (Balbus & Hawley, 1991, 1998).
Observations show that most of these processes excite a considerable amount
of compressive velocity modes, which are responsible for the formation of stars.
According to the Helmholtz decomposition, we can split up each vector field f(r)
into a rotational and a divergence part. A pure rotational vector field is divergence-
free, ∇ · f = 0, while a pure divergent vector field is rotational-free, ∇× f = 0. The
first is the solenoidal, the latter the compressible case. A good approximation for
the ISM and MCs in numerical simulations is a natural 2:1 mixture of solenoidal to
compressive modes (Padoan et al., 1997; Klessen et al., 2000; Klessen, 2001; Heitsch
et al., 2001; Elmegreen & Scalo, 2004; Pan et al., 2015). Thus, a forcing routine
embedded in a numerical scheme has to account for the correct driving mechanism.
Turbulence also plays a crucial role in the evolution of interstellar magnetic fields.
Many molecular clouds are observed to be roughly trans-Alfvénic, with Alfvén Mach
numbers of the orderMA = vturb/vA ∼ 1 (Crutcher, 1999), where vA is the Alfvén
velocity. In magnetized clouds, the magnetic field can grow due to the turbulent
dynamo. Thereby, kinetic energy is converted into magnetic energy, which leads
to an increase of the field strength (Brandenburg & Subramanian, 2005; Schober
et al., 2012; Brandenburg et al., 2012). Typical magnetic field strengths that are
observed in MCs are of the order of several µG (Crutcher, 2012). However, there is
also observational evidence that magnetic fields are significantly stronger in massive
and dense cores than in low-mass cores and can reach values of several 100µG up
to a few mG (Crutcher, 1999; Beuther et al., 2010; Crutcher et al., 2010).
The magnetic field strength can be measured via Faraday rotation (Crutcher &
Troland, 2008), by studying synchrotron emission or via Zeeman splitting (Crutcher
et al., 1993, 1999). The latter is a common method used by observers and relies
on the linear coupling of the magnetic field to the magnetic dipole moment of the
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electron in the Hamilton operator, which induces a small shift in the spectral lines.
By measuring this energy difference, we can compute the strength of the magnetic
field in the cloud. In a similar fashion, the Faraday rotation describes the rotation of
the polarization plane of electromagnetic waves due to an external magnetic field and
synchrotron emission is radiated by relativistic electrons accelerated by a B-field.
So far, we have seen that turbulent motions are an important ingredient for star
formation. Turbulence affects a vast number of observable properties of which we
will present and discuss just a few of the most important aspects in the following.
1.5.1 Mass-density distribution within clouds
In the past years, various studies have established that the mass-density PDF of
isothermal turbulent clouds can be well approximated by a log-normal distribution
(see, e.g. the studies and the references in Padoan et al., 1997; Padoan & Nordlund,
2002; Federrath et al., 2010; Konstandin et al., 2012). This PDF can be measured
in supersonic turbulent gas, where we can observe a mixture of dense, diffuse and
void regions with a high density contrast. Following Padoan & Nordlund (2002), we
can characterize this mass distribution by introducing a new variable s, defined as
the natural logarithm of density ρ and mean density 〈ρ〉,
s ≡ ln ρ〈ρ〉 . (1.4)
This new variable seems to describe a log-normal distribution, which can be char-











In this equation, σs is the standard deviation of our new s-variable. This relation
yields a fairly well approximation for the mass-density distribution caused by tur-
bulent motions. However, it is known that in real clouds small deviations from this
log-normal shape caused by so-called intermittency effects exist (see, e.g. Batche-
lor & Townsend, 1949; Anselmet et al., 1984). We will study these effects later in
chapter 4 when we discuss turbulence theory.
Furthermore, various studies have shown that σs also depends on the sonic rms
Mach number M of the turbulent medium. In particular, σs can be characterized
by means of the following relation:
σ2s = ln(1 + b
2M2) . (1.6)
Here, b is a dimension-less number, which also depends on the forcing routine (Fed-
errath et al., 2010). We see that the dispersion of s grows with increasing sonic
Mach number. This makes sense because we would naively expect that larger tur-
bulent motions immediately lead to a broader distribution of the cloud’s density.
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Thus, we can learn something about the nature of turbulence if we study the width
of the PDF in more detail. In particular, Padoan et al. (1997) found b ≈ 0.5 from
3D MHD simulations of turbulence, which seems to be a reliable estimate of this
parameter. However, as noted by Federrath et al. (2010), b also strongly depends
on the turbulent driving. From isothermal MHD simulations, they find b ≈ 1/3 for
fully solenoidal and b ≈ 1 for fully compressive turbulent driving.
1.5.2 Filamentary structure of the ISM
The structure of MCs is filamentary, as revealed by a large number of previous
studies (see, e.g. Schneider & Elmegreen, 1979; Bally et al., 1987; Nutter et al.,
2008; André et al., 2010; Arzoumanian et al., 2011; Schneider et al., 2012; Kirk
et al., 2013; Zernickel et al., 2013; Smith et al., 2015). An observational example for
the internal structure of a cloud is shown in Fig. 1.3, where we can see filaments of
different sizes and on different spatial scales. Further examples will be presented in
chapters 5, 6 and 7.
Filaments are important structures in MCs. Their shapes are strongly influenced
by turbulent motions. The story behind filaments is the following: Prestellar cores
form along filaments, which by themselves are again embedded in a larger network
of filaments. It is assumed that gas in clouds is first assembled along the filament,
which then fragments into individual dense cores. This fragmentation occurs due
to gravitational instability and there have been attempts also to estimate a critical
density threshold above which this process happens (André et al., 2010). The theo-
retical background for this collapse along the filament was first given by Inutsuka &
Miyama (1992), who showed that in an unmagnetized isothermal filament a critical
line threshold exist, which is unstable to axisymmetric perturbations if the critical
line mass is grater than the number M critline = 2c2s/G, with cs being the (isothermal)
sound speed and G the gravitational constant. Interestingly, this threshold only de-
pends on the temperature of the medium. For a gas with T ≈ 10K we can estimate
this value to be ∼ 16M/pc, which translates into a column density threshold of
∼ 160M/pc2 or a volume density threshold of ∼ 1600M/pc3.
Furthermore, an important observational result is one first noted by (Arzoumanian
et al., 2011), who found a characteristic width of ∼ 0.1 pc for filaments in the
Herschel Goult Belt survey. In their study, (Arzoumanian et al., 2011) describe





where ρc is the density in the center of the filament, R is the characteristic radius of
the flat inner portion of the density profile and p is a constant. In particular, they
find a value p = 2. Moreover, it has been noted that ∼ 0.1 pc is also the size scale
that marks a transition to coherence between the turbulent and the quiescent gas
in a cloud (Goodman et al., 1998; Pineda et al., 2010). However, it is still under
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an active debate what the role of turbulence together with magnetic fields and self-
gravity is and how they affect other observable properties, e.g. the IMF or the star
formation rate.
1.5.3 The star formation rate and efficiency
Star formation is supposed to be inefficient, even if we average over a larger sample
of clouds in the Galaxy. Only a small fraction of the gas in a cloud is converted
to stars. The star formation rate (SFR) in the Milky Way was estimated to be
∼ 3 − 5M yr−1, corresponding to a star formation efficiency (SFE) per free-fall
time of roughly ∼ 1% (Murray, 2011; Krumholz et al., 2012). It is obvious that the
SFR is directly affected by the conditions of turbulence in a cloud. However, how
can we get such a connection between the SFR and supersonic turbulence? Or in
other words: Can we get a predictive theory of star formation from the underlying
turbulence statistics? Such a theory has to account for the fact that local processes
can significantly influence the SFR. Such processes are e.g. radiation, stellar winds,
magnetic fields as well as outflows and jets (see, e.g. Dale et al., 2005; Banerjee
& Pudritz, 2006; Krumholz et al., 2007; Peters et al., 2010; Seifried et al., 2012).
Moreover, in a recent study, Federrath (2015a) found that only models including
turbulence, magnetic fields and feedback can produce a realistic SFR.
Several studies tried to analyze the dependence of the turbulence on the SFR.
In an effort to quantify this, Krumholz & McKee (2005) introduced an analytic







where ff is the fraction of mass which reaches the collapsing core phase, φt is a factor
which might influence the free-fall timescale tff, e.g. due to the presence of magnetic
fields, x is the density normalized by the mean density and p(x) the PDF of the gas
density. In particular, Krumholz &McKee (2005) adopt a value of ff ≈ 0.5, although
we note that the exact value strongly depends on the environmental conditions.
What does this integral tell us? First, it computes the fraction of total mass above
a critical value xcrit which is in an unstable phase. The value of xcrit is motivated by
the fact that the thermal sound speed is of the order of the turbulent fluctuations
at the collapse scale (for further details see the discussion in Krumholz & McKee,
2005). Second, additional prefactors guarantee that the SFR can be significantly
affected by jets, outflows, magnetic fields, and so on. We can then also translate the





where φt is expected to be of the order unity, φt ∼ 1. In particular, (Krumholz &
McKee, 2005) find φt ≈ 1.91 through a Levenberg-Marquardt fit for the numerical
simulations which are discussed in a study by Vázquez-Semadeni et al. (2003).
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Using the SFR above, we can also define a SFE per free-fall time,
ff = tff · M˙∗
Mcloud
, (1.10)
where M˙∗ is the star formation rate averaged over tff (Krumholz & McKee, 2005;
Krumholz & Tan, 2007; Murray, 2011). We will estimate this quantity later in
simulations of star formation in the CMZ near the galactic center.
1.5.4 The stellar initial mass function
Another important observable property which is also significantly affected by tur-
bulence is the stellar initial mass function (IMF) and the initial core mass function
(CMF), which characterize the mass distribution of stars (cores). Although we do
not study the IMF in this thesis explicitly, we nevertheless want to briefly discuss
some key properties of the IMF because of the high importance of it in response to
turbulent motions.
If dN is the infinitesimal number of objects per unit mass bin dM , the distribution
of stars in the Galaxy is given by the empirical power-law
dN ∝M−αdM , (1.11)
where α is a dimension-less exponent. It was first characterized in a famous paper by
Salpeter (1955), who proposed a value α ≈ 2.35 for stars in a range of 0.4− 10 solar
masses. That means that low mass stars are much more common in the Universe
than high mass stars. Later on, Kroupa (2001) suggested a broken power-law with
α ≈ 2.35 above half a solar mass as well as α ≈ 1.3 between 0.08 − 0.5M and
α ≈ 0.3 below 0.08M. This steeply decreasing tail at higher masses was also
supported in a study by Chabrier (2003). However, the exact relation between the
CMF and the IMF is still a highly debated topic (see, e.g. the studies and the
references in Alves et al., 2007; Goodwin et al., 2008). The easiest approach is to
assume that both CMF and IMF only differ by some constant factors.
The interesting question is how turbulent motions affect the shape of the IMF
(see, e.g. the reviews by Mac Low & Klessen, 2004; Elmegreen & Scalo, 2004).
Since turbulence seems to be a probabilistic theory, the distribution of stars within
a cloud will also be probabilistic to some degree. Hence, we should in principle be
able to connect the statistics of the IMF to statistical measures of the turbulent gas,
although there is no precise theoretical description yet. However, some attempts
have already been made. For example, in an approach by Hennebelle & Chabrier
(2008), they derive an analytical theory of the IMF based on a Press-Schechter
statistical formalism and on models of supersonic turbulence. Their mass spectrum
reproduces the observed IMF well. Moreover, Padoan & Nordlund (2002) studied
how supersonic turbulent motions fragment MCs and how this process leads to the
observed IMF. However, although most studies agree that turbulence plays a key role
for the mass distribution of stars, a comprehensive theoretical description requires
further simulations that rule out the role of the initial conditions on the IMF.
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Figure 1.4:
The Galactic Center with its surrounding Central Molecular Zone (CMZ). This image
was taken with the NRAO Very Large Array at 20 cm (purple) and with the Caltech
Submillimeter Observatory at 1.1 mm (orange). The purple regions are Hii regions which
are illuminated by supernovae remnants and hot massive stars. The orange regions are
cold dust regions of molecular gas with temperatures of 20−30 K. The scale of the CMZ is
about ∼ 200 pc in radius. The investigators are Adam Ginsburg and John Bally (University
of Colorado, Boulder) and Farhad Yusef-Zadeh (Northwestern University).
1.6 Star formation in extreme regions: the CMZ
and the Galactic Center
The Galactic Center (GC) in our Milky Way is a fascinating region for many reasons.
It is located 8.33± 0.35 kpc from the earth (Gillessen et al., 2009; Eisenhauer et al.,
2005, 2003) in the directions of Sagittarius and Scorpius and provides an accessible
laboratory for studying physical processes under extreme conditions. Such extreme
conditions are e.g. the high interstellar radiation field and the high cosmic-ray flux
(which can be larger by a factor ∼ 100− 1000 than the solar neighbourhood value;
see, e.g. Yusef-Zadeh et al., 2007; Clark et al., 2013; Ginsburg et al., 2015; Indriolo
et al., 2015), high internal velocity dispersions (which can be of the order of several
10 km s−1; see, e.g. the studies by Genzel & Townes, 1987; Morris & Serabyn, 1996a;
Johnston et al., 2014), high densities (of the order of > 104 cm−3 in some clouds;
see, e.g. Longmore et al., 2012; Kauffmann et al., 2013) or high magnetic fields
(typically also enhanced by a factor of ∼ 1000; see, e.g. Morris, 2014; Pillai et al.,
2015) and occur in molecular clouds found in the Central Molecular Zone (CMZ)
around the GC. In Fig. 1.4 we present an image of the GC with its surrounding
CMZ5, which extends outwards to ∼ 200pc in radius. In Tab. 1.3 we compare
5Image credit (07/12/2015): http://images.nrao.edu/664
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some important physical quantities measured in the solar neighbourhood with those
observed in the CMZ. We see that most observables are enhanced by a factor of
∼ 100− 1000 compared to local cloud values.
In the CMZ itself one can identify three clusters of young massive stars (see,
e.g. Tamblyn et al., 1996; Genzel et al., 1996; Paumard et al., 2001, 2006; Tanner
et al., 2006): the Arches cluster (∼ 30 pc away from the GC with M > 104 M), the
Quintuplet cluster (∼ 30 pc from the GC with M ≈ 104 M) and a cluster around
the central black hole (Figer et al., 1999). These three clusters contain hundreds
of main sequence O-stars, tens of Wolf-Rayet stars and a few blue variable stars.
Most stars are not distributed randomly but rather lie in one or two disks around
the center that are strongly inclined to each other. In projection on the plane of the
sky the inner disk appears to rotate clock-wise and the outer one counter-clockwise
(see e.g. the review by Alexander, 2005; Genzel et al., 2010).
An important heating source in CMZ clouds are cosmic rays. They most notably
consist of protons, but also of electrons and ionized atoms. The distribution F (E)
of the cosmic ray particles per unit time, unit area and energy interval can be
characterized by the following power law:
F (E) ∝ E−γ . (1.12)
Here, γ is the power law slope, while observations show that 2.7 . γ . 3.0 holds
(see, e.g. Nagano et al., 1992; Abraham et al., 2008). Typically, those particles have
energies in the range of 1015− 1020 eV. They are supposed to be produced in AGNs,
cosmic jets of magnetized neutron stars and black holes or in shocks of supernova
explosions (Hillas, 1984). Cosmic rays can significantly ionize the ISM (in particular
the hydrogen) and also heat up the gas in the deep interior of clouds, preventing
dense cores from gravitational collapse, as we will see later.
The GC contains a bright Hii region (Sgr A West) and the densest star clusters
in our Galaxy. At the center we expect a supermassive black hole, named Sgr A*,
with a mass of about 3− 4× 106 M (Schödel et al., 2002; Ghez et al., 2003), which
can be inferred e.g. by the orbital period of the S2 star. Sgr A* is a compact radio
source whose formation history is not known yet. It is supposed to have a diameter
of ∼ 4.4 × 107 km (Doeleman et al., 2008), which is slightly less than the distance
from Mercury to the sun at its perihelion. The GC itself cannot be observed directly
in the visible spectrum due to gas and dust along the line-of-sight. The available
information comes from gamma ray, infrared or radio wavelength observations. The
very central region is at ∼ 1.5 pc surrounded by a torus of very dense gas, called
the circum nuclear disk (Genzel, 1989; Christopher et al., 2005).
The conversion of gas into stars is a fundamental process in astrophysics. Stars
form in regions of dense gas by collapse of dense clumps (see, e.g., the reviews by
Mac Low & Klessen, 2004; McKee & Ostriker, 2007). Previous studies by Krumholz
& McKee (2005), Bigiel et al. (2008), Padoan & Nordlund (2011) and others showed
that the number of stars formed per unit time (referred to as the star formation rate,
or shortly SFR) is proportional to the amount of gas in the star-forming region (see
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Solar neighbourhood Central Molecular Zone
Densities ∼ 100 cm−3 > 104 cm−3
Temperatures ∼ 20K ∼ 70K
Velocities a few km s−1 a few 10 km s−3
Magnetic fields a few µG a few mG
Interstellar radiation field G0 = 1 G0 = 100− 1000
Cosmic-ray flux 3× 10−17 s−1 10−14 − 10−15 s−1
Table 1.3:
Comparison of some important physical properties measured in solar neighbourhood clouds
and in clouds located in the Central Molecular Zone (CMZ).
e.g., Schmidt, 1959; Kennicutt, 1998b). That means that the SFR surface density
ΣSFR shows a power-law dependence on the gas surface density Σgas, and we can
quantify this relation via
ΣSFR ∝ (Σgas)n , (1.13)
where n is a power-law slope index. Kennicutt (1998b) found a value n = 1.4±0.15,
while Schmidt (1959) estimated a value n ≈ 2. This is known as the Schmidt-
Kennicutt relation and is an important empirical result in star formation theory. It
appears to hold in the disk of our Milky Way and also in distant galaxies (Kennicutt
& Evans, 2012). However, there is still some debate about whether a universal
relationship holds for all galaxies or not and whether this relation also yields reliable
estimates for the SFR in an extreme environment like the CMZ (see, e.g. Shetty et al.,
2013, 2014). Furthermore, there is observational evidence that the SFR in the CMZ
lies significantly below the Schmidt-Kennicutt relation (Longmore et al. 2013a).
Thereby, the measured SFR seems to be suppressed by a factor of at least & 10.
Hence, an unresolved question still is: What regulates star formation in the central
few hundred parsecs of the Galaxy?
Several studies have tried to solve this problem of star formation in such an ex-
treme environment, which challenges current star formation theories. For example,
Kruijssen et al. (2014) studied the impact of several mechanisms on the SFR on
different physical scales, e.g. the very strong radiation field, magnetic fields, tur-
bulent pressure, galactic tides or feedback. They argue that star formation could
be episodic due to a gradual build-up of dense gas by spiral instabilities or that
variations in the rates of gas flows into the CMZ might significantly alter the star
formation process. Longmore et al. (2013a) state, for example, that the order of
magnitude higher internal velocity dispersion could disrupt compact regions before
they are able to go into gravitational collapse. However, the question which phys-
ical processes are most important for regulating the SFR in the CMZ still remains
unsolved. The most likely scenario at the moment is that a combination of various
strong physical processes might be able to regulate the SFR in this region. However,
since the conditions in the CMZ are so extreme, studies which account for all these
processes are rare and numerically very challenging, as we will see next.
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Figure 1.5:
Prominent examples of applications using the moving mesh code Arepo. The left plot
shows a Kelvin-Helmholtz instability, while the right plot illustrates a Sedov-Taylor expan-
sion in a low resolution calculation, most notably used to study the dynamics of supernova
explosions. Each plot shows the density field overlaid with the Voronoi tesselation in black.
We directly see the big advantage of the unstructured and moving mesh, which allows us
to accurately track the flows in the simulations with high precision.
1.7 Numerical implementation of the simulations
In this work, we run high-resolution three-dimensional simulations of turbulent in-
terstellar gas. Our simulations that we describe in chapters 5 and 6 are modeled
using a modified version of the Zeus-Mp magnetohydrodynamical code (Norman,
2000; Hayes et al., 2006). Zeus-Mp is a multiphysics (MP) code for astrophysi-
cal fluid dynamics, implemented in Fortran 77 and parallelized using MPI6. It uses
an Eulerian grid and incorporates four main code modules: a hydrodynamical and
magneto-hydrodynamical module as well as a module for radiation transport and
self-gravity, exclusively written for 3D astrophysical simulations. The code was de-
veloped at the Laboratory for Computational Astrophysics (LCA) of the National
Center for Supercomputing Applications (NCSA) at the University of Illinois.
The simulations that we present in chapters 7, 8 and 9 are modeled using the
novel Arepo code (Springel, 2010), an improved version of the successful Gadget-
2 code (Springel, 2005). It is written in C++ and also parallelized using the MPI.
Arepo is a moving mesh code, which makes use of an unstructured mesh, the so-
called Voronoi tessellation. The aim of Arepo is to eliminate the disadvantages of
older codes, that means codes which use either a Lagrangian or Eulerian scheme.
In this context, it unifies the power of both methods, which makes it fully Galilean
invariant. Furthermore, it incorporates an adaptive mesh refinement (AMR) method
6Message Passing Interface
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to follow the evolution of high-density regions in the clouds as well as an accurate
treatment of self-gravity for the gas. Thus, the code can be used to solve complex
numerical problems with a very high accuracy. In Fig. 1.5, we show two prominent
examples of applications using the moving mesh code Arepo: a Kelvin-Helmholtz
instability as well as a Sedov-Taylor explosion7. We directly see the big advantage
of the unstructured and moving mesh, which allows us to accurately track the flows
in the simulations with high precision.
In both codes, we have embedded a detailed atomic and molecular cooling func-
tion, described in detail in Glover et al. (2010) and Glover & Clark (2012), which
allows us to run non-isothermal simulations and to study the properties of the ISM
very close to reality. Furthermore, we make use of a simplified treatment of the
molecular chemistry of the gas. Our chemical treatment is based on the work of
Nelson & Langer (1999) and Glover & Mac Low (2007), and allows us to follow the
formation and destruction of H2 and CO self-consistently within our simulations.
The chemical network tracks the abundances of 9 species and follows 30 chemical
reactions. Full details of the chemical model can be found in Glover & Clark (2012).
For each numerical experiment, we also study the dependence of our results on
the specific choice of resolution. The corresponding studies are presented at the end
of this thesis in the Appendix.
Furthermore, the codes have to guarantee numerical stability. An important num-
ber in this context is the Courant-Friedrichs-Lewy (CFL) number, which is used to
numerically discretize time-dependent partial differential equations. In particular,
it gives a computational measure for the numerical stability of the code. For exam-
ple, if we assume a wave which propagates through the computational domain with
velocity u, then the spatial and temporal steps ∆x and ∆t of the numerical scheme
have to be chosen such that the wave can still be resolved. To quantify this, we can








If c . 1, the scheme is supposed to be numerically stable (see, e.g. the introduction
into numerical methods by Toro, 2009). Typically, in the presented simulations we
adopt values c ' 0.4−0.8 (Springel, 2010). This condition directly leads to the CFL
timestep ∆t = c∆x/u, which determines the maximum allowed timestep for cells.
During our simulations, the code refinement accounts for very dense and collapsing
gas regions. However, these regions strongly affect the integration times ∆t of
the Riemann solver, making the runs more and more computationally expensive.
Therefore, we have embedded a sink particle algorithm, which accounts for the sub-
grid physics (see, e.g. Bate et al., 1995; Jappsen et al., 2005; Greif et al., 2011). If
the Jeans length cannot be resolved anymore, the compact gas region is put into
a Lagrangian particle, which only interacts gravitationally with the surrounding
medium. Therefore, various checks have to be fulfilled before a dense region is
considered as a sink. More details about the algorithm will be given in chapter 7.
7Image credit (07/12/2015): http://wwwmpa.mpa-garching.mpg.de/∼volker/arepo/
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1.8 Outline of the thesis
The aim of this thesis is to better understand the role of turbulence in the process of
star formation. Therefore, we start with an introduction to the theoretical principles
of hydrodynamics in chapter 2. Since we try to derive the most important equations
in a relativistic form, we start with a short overview of the structure of spacetime
and consider the theory of special relativity in Section 2.1. In the next Section
2.2, we then explain that our approach of hydrodynamics is only valid in the case
where the mean free path of the fluid particles λ is much smaller than the typical
length scale L of the system, λ  L. It follows a derivation of the collision-less
Boltzmann equation in phase-space, which we then use to derive the continuity
equation. We continue with a review on the full set of important equations of
hydrodynamics. These are Euler’s equation of motion, the Navier-Stokes equation,
the energy equation as well as Poisson’s equation and a closure equation to relate
the pressure to the density field. Furthermore, we also describe the physics of sound
and shock waves, gravitational instabilities and introduce the scalar virial theorem.
These are necessary to understand the following chapters of this thesis. In Section
2.3 we continue our analysis by including magnetic fields into our hydrodynamic
equations. We shortly review Maxwell’s equations and then explain the induction
equation, which allows us to extend Euler’s equation of motion by a magnetic force
term. At the end of Section 2.3 we deal with the generation of magnetic fields as
well as their evolution in advection and diffusion processes. We end this chapter
with a theoretical treatment of ambipolar diffusion.
In chapter 3, we deal with the concepts of radiative transfer, which we need to
understand the basics of the radiative transfer post-processing that we perform later
on. Therefore, we first introduce basic physical quantities and move on to describe
the interaction process of light with matter. We explain the concepts of black-
body radiation and derive the Stefan-Boltzmann law, the Planck spectrum as well
as Wien’s law and the Rayleigh-Jeans law. In the ISM, absorption and emission
processes are crucial and thus we also explain the idea behind the Einstein coeffi-
cients, which describe absorption as well as spontaneous and stimulated emission.
Afterwards, we continue with a treatment of atomic collisional excitation and de-
excitation, derive the the Lorentz, the Doppler and the Voigt profile of lines and
discuss other sources of line broadening. We then give an overview of important
heating and cooling processes in the ISM. At the end of chapter 3, we describe the
physics of fine structure line emission and how to measure velocity dispersions using
the Doppler shift.
In chapter 4, we explain the basics of turbulence theory. We start with an in-
troduction of symmetry groups and continue with a broad introduction into Kol-
mogorov’s theory. This includes its phenomenology as well as a proper treatment
of the turbulent energy cascade. However, Kolmogorov’s theory is only valid in the
limit of incompressible and subsonic turbulence. This is a problem since turbulent
motions in the ISM are highly supersonic and compressible. Thus, modifications
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are needed in order to better describe the situation given in MCs. This is why
we explain Burger’s turbulence of compressible fluids. Furthermore, there is con-
siderable evidence that intermittency effects play an important role for the higher
order structure functions. Thus, corrections to Kolmogorov’s theory are applied in
the model from She and Levèque, which account for such intermittend deviations
off the log-normal. We finish this section by looking at two other turbulence mod-
els, the Dubrulle and Boldyrev model as well as the β-model, which is historically
important.
In chapter 5 and 6, we then apply our knowledge and compute structure functions,
Fourier spectra and ∆-variances of 2D centroid velocity (CV) maps in order to
study the turbulent gas dynamics of typical molecular clouds (MCs) in numerical
simulations. These various statistical methods are widely used in the astronomical
community and are often applied to obtain information about the underlying velocity
field. However, the open question still is how the turbulence statistics is measured
by observers (e.g. by observing the intensity of the CO emission) and how this
translates into statistical quantities of the total or the H2 density. We therefore
compute statistical averages for the total density, H2 number density, 12CO number
density as well as the integrated intensity of 12CO (J = 1 → 0) and 13CO (J =
1→ 0) and compare the results with each other. We show that optical depth effects
can significantly affect all statistical measures, which also leads to different scaling
properties. Finally, we present a correction factor and describe how one can get the
statistical measures of the total or H2 gas by means of the integrated CO intensity.
We then turn to more extreme regions in our Galaxy and consider star formation
in the Central Molecular Zone (CMZ) near the galactic center in chapter 7. We
model the evolution of MCs numerically by using the moving mesh code Arepo.
All clouds are exposed to a harsh environment similar to that found in the CMZ,
in an effort to understand why the star formation efficiency (SFE) of clouds in this
environment is so small. The turbulent kinetic energy is regulated by the virial
α parameter, expressing the ratio of kinetic to potential energy in the simulation
domain. Despite the harsh environment and the large turbulent velocity dispersions
adopted, we find that all of the simulated clouds form stars within less than a
gravitational free-fall time. However, even in our most unbound clouds, the SFE
remains higher than that inferred for real CMZ clouds.
In chapter 8 and 9, we analyze the chemical state of the CMZ clouds from above,
since our code also accounts for a simplified treatment of time-dependent chemistry.
We use the radiative transfer code Radmc-3d to compute synthetic images in various
diagnostic lines. These are [Cii] at 158µm, [Oi] (145µm), [Oi] (63µm), 12CO (J =
1 → 0) and 13CO (J = 1 → 0) at 2600µm and 2720µm, respectively. We show
that the atomic tracers accurately reflect most of the physical properties of both
the H2 and the total gas of the cloud and that they provide a useful alternative to
molecular lines when studying the ISM in the Central Molecular Zone.
We broadly summarize and discuss our main results in chapter 10. Moreover, we
provide an outlook of open questions and think of other projects that could help us
to expand our knowledge on the role of turbulence in the star formation process.
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1.9 General remarks and how to read this work
This PhD thesis contains work which was developed in the years 2014/2015 mainly
at the Institute for Theoretical Astrophysics (ITA) in Heidelberg. All material in
chapters 5, 6, 7, 8 and 9 was recently also published in MNRAS8 and was only slightly
modified to guarantee an adequate presentation in this thesis. The full details of the
publications including names of all co-authors can be found in the publication list
at the very beginning of this work. Furthermore, most of the theoretical concepts
and equations are adopted from popular textbooks. Therefore, we usually present a
list of well-known books at the beginning of each chapter that can be used to study
the different physical effects in more detail. Nevertheless, we also try to provide a
broad overview of the various topics that are analyzed in this thesis. All important
equations which are used later are also put in a box in the corresponding section.
How should one read this work? We strongly recommend to generally read chap-
ters 1 and 2, because they provide the conceptual and theoretical background to
understand most of the presented studies. Both chapters 5 and 6 also require the
content from chapter 3 and 4, while for a basic understanding of chapter 7 it is still
sufficient to only read chapter 2. For the last two chapters 8 and 9 it is sufficient to
study chapter 3.




In the following sections, we introduce the most important equations that are nec-
essary to understand the basic concepts and idea of this thesis. A lot of the deriva-
tions start with a fully relativistic approach. This is necessary to understand how
the equations follow in the non-relativistic limit, β = v/c 1. That is why we first
summarize some equations of special relativity in the following (Section 2.1), which
we will use later on to derive the full set of hydrodynamical equations. Before we
start with the detailed analysis of mathematics for our fluid theory, we always start
with a focus on the assumptions and limitations. This is important because both
hydrodynamics and magneto-hydrodynamics only work for a limited range of phys-
ical problems. Furthermore, we only focus on equilibrium states. This is however
enough to understand the basic concepts presented in this work.
We then continue with the theory of hydrodynamics (Section 2.2). Therefore,
we will consider a distribution of particles in a six-dimensional phase-space (x, p),
characterized by a density function f(x,p, t). From that, we will obtain the collision-
less Boltzmann equation, which is the fundamental equation that we will use to
derive the basic equations of hydrodynamics from scratch. These are the continuity
equation, Euler’s equation, the Navier-Stokes equation involving viscosity effects and
the energy equation. We end up with a derivation of other important relations which
we will use in this thesis, e.g. the Poisson equation, an equation of state and the
scalar virial theorem. Then, we move on to derive the most important equations of
magneto-hydrodynamics (Section 2.3). For this, we first have to consider Maxwell’s
equation in order to obtain the full equation of motion including the contribution of
magnetic fields. We then analyze the induction equation, which tells us something
about advection and diffusion of the B-field in the fluid in the limit of very high and
very low magnetic Reynolds numbers.
The equations as well as their derivations presented in this chapter are all well-
known and can be found in many popular textbooks like Landau & Lifsic (2007),
Weinberg (2008), D’Inverno (2009), Nolting (2012), Fliessbach (2012), Bartelmann
(2013) or Jackson (2014), to list just a few.
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2.1 Introduction to special relativity
Special relativity starts with the assumption that the squared four-vector (the
Lorentz-scalar or world scalar) xµxµ remains invariant under Lorentz transforma-
tions. Moreover, the four-vector xµ = (ct,x)T lives in a four-dimensional Minkowski-
space M4, xµ ∈ M4. The corresponding four-velocity uµ = dxµ/dτ can now be
written as uµ = γ(c,v)T , where τ is called the eigentime of the observer. If we take










With this, we can define an infinitesimal line element ds2 = ηµνdxµdxν , where ηµν
characterizes the geometry of a flat space and is called the Minkowski metric1. It is
a second rank tensor and a bilinear map from M into the real numbers R,
η : M×M→ R, (x, y) 7→ η(x, y) = 〈x, y〉 . (2.2)
The Minkowski metric for a flat space now reads
ηµν =

−1 0 0 0
0 +1 0 0
0 0 +1 0
0 0 0 +1
 . (2.3)
Here, we adopt the signature η = diag(−,+,+,+). As we see above, the line el-
ement is constructed such that it remains invariant under Lorentz transformation.
Furthermore, if we assume that the connection between the coordinate transforma-
tion is linear, we can write x¯µ = Λµνxν , where we use Einstein’s summation rule2. A
deeper analysis of the condition of invariance (2.1) together with our assumption of
linearity yields the so-called Lorentz transformation matrix3:
Λµν =

γ 0 0 −βγ
0 1 0 0
0 0 1 0
−βγ 0 0 γ
 . (2.4)
Here, we have γ = 1/
√
1− β2 with β = v/c. The Lorentz transformations form a
non-compact Lie-group, which is called the Lorentz group. In particular, the group
conserves eigentime distances and expands the Galilei group to relativistic motions.
If we now compute the infinitesimal components dx¯µ = Λµνdxν , we see that
dt¯ = dt/γ ,
dl¯ = dl/γ ,
(2.5)
(2.6)
1Hermann Minkowski, German mathematician, 22/06/1864 - 12/01/1909
2Albert Einstein, German physicist, 14/03/1879 - 18/04/1955
3Hendrik Antoon Lorentz, Dutch physicist, 18/07/1853 - 04/02/1928
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which are the well-known effects of time dilatation and length contraction. The first
one says that moving clocks go slow. The second one says that moving observers
measure a shorter distance between two points relative to a stationary observer.
However, we note that we do not observe any length contraction perpendicular to
the direction of motion, which is directly obvious from the structure of the Lorentz
tensor given in Eq. (2.4).
Furthermore, we can define the four-momentum pµ = muµ = mγ(c,v)T =




− p2 = m2uµuµ = m2c2 , (2.7)
from which we obtain the well-known relation between energy and momentum, that
reads E2 = p2 +m2c4. Furthermore, if we assume that the particle is at rest (p = 0),
the prominent relation E = mc2 for its rest mass follows.
2.2 Equations of Hydrodynamics
2.2.1 Assumptions and limitations
Hydrodynamics comes with a number of assumptions and limitations. The most
important one is the central assumption that the mean free path λ of the individual
particles if much smaller than the typical length scale L of the system that we
consider, λ  L. With this assumption we always assume that collisions happen
very frequently and that the medium is in an equilibrium state. That means that
the collisions have no net effect on the equations of motion due to the short mean
free path. However, this assumption might change if we analyze other physical
processes like phase transitions or situations in which strong gravitational forces act
on the medium. Then, the mean free path might become significantly larger and the
interactions long-ranged, which would violate our central assumption that λ  L.
Because of this we assume that only short-range particle interactions dominate the
fluid. However, why can we use the equations of hydrodynamics to describe gas
motions in the ISM? The answer is that the ratio between the mean free path of the
individual particles and the length scale of the physical system is of the same order
of magnitude. Fortunately, this allows us to describe both fluids on earth and the
ISM with exactly the same relations.
2.2.2 The Eulerian and the Lagrangian viewpoint
In the following sections we will often switch between the Eulerian4 and the La-
grangian5 point of view. In case of the Eulerian viewpoint, the evolution of a field
4Leonhard Euler, Swiss mathematician and physicist, 15/04/1707 - 18/09/1783
5Joseph-Louis Lagrange, Italian-born French mathematician and astronomer, 25/01/1736 -
10/04/1813
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f(x, t) (e.g. the fluid) is described in the rest-frame of the laboratory. This means





f(x0, t0 + ∆t)− f(x0, t0)
∆t
, (2.8)
where x0 and t0 are fixed coordinates in space and time.
In the Lagrangian viewpoint, we now switch our perspective and imagine to sit









f(x, t) + ∆t∂f
∂t





+ (v · ∇)f , (2.9)
where we have used a Taylor expansion in the second step. Comparing Eq. (2.8)






+ (v · ∇) . (2.10)
Both terms only differ by the scalar product of v and ∇, which describes how the
velocity changes along the flow lines.
2.2.3 The collision-less Boltzmann equation
Before we derive the equations of hydrodynamics, we have to consider Boltzmann’s
equation. To do so, we assume a distribution of particles f = f(x,p, t) in phase




= 0 . (2.11)
It can be interpreted as a conservation law of the phase space density in the La-










= 0 . (2.12)
Note, that this equation only holds in the limit of a vanishing collision term C[f ],
which is a functional of the distribution function f . If we would account for higher
order terms in the derivation of our hydrodynamical equations, we would have to
replace 0→ C[f ] on the right-hand side of Eq. (2.12).
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From now on we assume that no external forces act on the system and therefore





ξif(x,p, t)d3p , (2.13)
where the mean particle number density is defined via
n =
∫
f(x,p, t)d3p . (2.14)
In particular, the zeroth moment of ξi = mvi characterizes the density, the first
moment the momentum and the second moment the kinetic energy density of our
physical system. We can now express Eq. (2.12) in terms of the statistical moments
(2.14) and find the so-called Maxwell-Boltzmann transport equation67 for the case in
which C[f ] = 0:
∂
∂t
n〈ξi〉+∇x · (n〈ξiv〉)− nF · 〈∇pξi〉 = 0 . (2.15)
The first term follows because ξi does not depend on time. The second and third
terms follow from integration by parts and that we have assumed that F is indepen-
dent of the velocity.
2.2.4 Deriving the continuity equation
The derivation of the continuity equation is now fairly easy. If we set ξ0 = m in Eq.




and the momentum density
ρv =
∫
mvf(x,p, t)d3p , (2.17)
we immediately obtain our final result
∂ρ
∂t
+∇ · (ρv) = 0 , (2.18)
where we have again set all external forces to zero (F = 0) in the Maxwell-Boltzmann
transport equation. The meaning of this equation is fairly intuitive: It says that
changes in density ρ have to be compensated by changes in the current j = ρv. The
continuity equation is thus an expression for mass conservation.
6James Clerk Maxwell, Scottish physicist, 13/06/1831 - 5/11/1879
7Ludwig Boltzmann, Austrian physicist, 20/02/1844 - 5/09/1906
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2.2.5 The relativistic energy-momentum tensor
We now consider the energy-momentum tensor in the following integral form:





where pµ and pν are relativistic four-momentum vectors in Minkowski-space. We
can now evaluate the time-time component of Eq. (2.19) and find








f = ρc2 + n¯ , (2.20)


























The component T 00 can be interpreted as the energy density of the fluid.
The space-time component part of the tensor gives






























A similar derivation yields the space-space components of our tensor. If we assume
again that E = γmc2 we get:







These are the different (non-)relativistic components of the energy-momentum ten-
sor, which we will use in the following calculations.
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2.2.6 Continuity equation for energy and momentum
We now assume energy-momentum conservation, which is
∂νT
µν = 0 (2.27)
in the relativistic form and use Einstein’s convention for summations. Then, we can











= 0 . (2.28)
Using the continuity Eq. (2.18) once again, we finally obtain a similar continuity
equation for the energy:
∂n¯
∂t
+∇ · q = 0 . (2.29)
We can now compute the space-component of Eq. (2.27). In addition, we neglect
the term q/c2, since we assume that the rest mass energy dominates the kinetic






= 0 . (2.30)
This is the well-known continuity equation for momentum.
2.2.7 Euler’s equation of motion
In order to derive the equation of motion for a fluid, we adopt again the relativistic







uµuν + pηµν . (2.31)
Here, P is the fluid pressure and ηµν the Minkowski metric. If we take the signature
η = diag(−,+,+,+), restrict ourselves to the non-relativistic limit (P/c2  ρ) and
focus on the spatial part of the tensor, Eq. (2.31) reduces to
T µν → T ij = ρvivj + Pδij , (2.32)
where δij is the well-known δ-distribution8. Plugging Eq. (2.32) into Eq. (2.30), we






(ρvivj + Pδij) = 0 . (2.33)
8The definition of the δ-distribution can be found in the Appendix.
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+ v(v · ∇)ρ+ ρ(v · ∇)v + ρv(∇ · v) +∇P = 0 . (2.34)
By using the continuity equation (2.18) again, we see that the first, third and fifth
term cancel each other and we finally end up with Euler’s equation or the equation
of motion, which is a partial differential equation of first order:
∂v
∂t
+ (v · ∇)v = −∇P
ρ
. (2.35)
We already know the term on the left side of this equation: it describes the connec-




= −∇P , (2.36)
which expresses Newton’s fundamental second law and describes the equilibrium of
force densities.
Moreover, we can assume that additional forces act on individual fluid elements,
e.g. the gravitational force f = −∇Φ. Since we have interpreted Euler’s equation
as a balance of forces, we can easily add additional terms on the right hand side of




+ (v · ∇)v = −∇P
ρ
−∇Φ . (2.37)
This equation is often used in astrophysical simulations of hydrodynamics including
effects of self-gravity.
2.2.8 Viscosity effects in Euler’s equation: the Navier-Stokes
equation
The Euler equation above does not account for friction or viscosity effects. We now
want to include them and derive the so-called Navier-Stokes equation910. Therefore,
we try to expand our energy-momentum tensor (2.32) by adding additional terms
that account for these effects.
First, we try to compute shear flows, which can deform the medium. Shear appears
if the off-diagonal tensor elements are non-zero. That means we can construct a
trace-free part of a shear tensor, which may read
vij − 1
3
δij∇ · v . (2.38)
9Claude Louis Marie Henri Navier, French physicist, 10/02/1785 - 21/08/1836
10Sir George Gabriel Stokes, Irish Physicist, 13/08/1819 - 01/02/1903
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Thereby, we have subtracted the term δij∇ · v from the shear since it describes
purely compressional forces. However, we will separate the compression from the







− ζδij∇ · v . (2.39)
The two constants η and ζ describe the strength of the shear flow and the compres-
sion. We can then expand the energy-momentum tensor and get
T ij = ρvivj + Pδij − σij . (2.40)



































where we have again also added a gravitational background with potential Φ. We
see, that the Navier-Stokes equation reduces to the Euler equation if η = ζ = 0, i.e.
in case of a medium without shear and friction.
2.2.9 Characterizing turbulent flows with the Reynolds
number
To get an idea of the turbulent properties of a flow, let us compute the ratio of
different terms of the Navier-Stokes equation. One is the advection term (v·∇)v and
the other the viscid term ν∇2v, where we have introduced the kinematic viscosity
ν. With the common scaling analysis, ∇ → 1/L, we can estimate the relative











This quantity is called the Reynolds number11. Turbulent flows with the same
Reynolds number show identical statistical properties, independent of the spatial
scale. The flow is then called scale-free. In the limit of infinite Reynolds numbers,
that means for R →∞, we recover an ideal fluid.
11Osborne Reynolds, British physicist, 23/08/1842 - 21/02/1912
49
CHAPTER 2 2.2 Equations of Hydrodynamics
2.2.10 Energy budget equation for a fluid
So far, we have successfully derived the continuity equations and the equation of
motion. We want to find an equation that describes the energy budget of our fluid.
Therefore, we consider the first law of classical thermodynamics, which reads in its
differential form
d = Tds− Pdv . (2.44)
Thereby, , s and v denote the specific energy, entropy and volume. We now consider
the change of energy with time and use the continuity equation in the last step to




















∇ · v . (2.45)
This equation describes the change of internal energy in the fluid as a function of en-
tropy change and velocity gradients. It is also commonly used in stellar astrophysics
to describe the energy transport in the interior of stars.
2.2.11 Introducing gravity via the Poisson equation
If we want to describe a fluid that moves in an external gravitational field, we
somehow have to connect the gravitational potential Φ to the density distribution ρ




is the gravitational acceleration and er a normal vector in the spherical coordinate
system. Furthermore, G is the gravitational constant,M =
∫
ρ dV the total enclosed





F · n d(n−1)S . (2.47)
Here, the vector n is the normal vector perpendicular to the surface. If we set n = 3
for a three-dimensional space, we can compute the volume integral∫
V
divg d(3)V = −
∫
V
∇2Φ d(3)V , (2.48)
as well as the surface integral over a sphere of constant radius r,∮
S
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Comparing Eq. (2.48) with Eq. (2.49) immediately yields the Poisson equation12
∇2Φ = 4piGρ , (2.50)
which connects the gravitational potential Φ with the density field ρ. It is a differen-
tial equation of second order, where ∇2 = ∆ is the Laplace operator. This equation
means that once we know the density field, we can also calculate the gravitational
potential.
2.2.12 Perturbation theory and sound waves
In this section, we want to analyze how sound waves propagate through a medium. In
general, sound waves are induced by perturbations of the thermodynamic quantities
ρ and P . Thus, we can perform a perturbation analysis and express
ρ = ρ0 + δρ, P = P0 + δP, v = δv , (2.51)
where the functions ρ0, P0 and v0 are considered to be background solutions and
δρ, δP and δv small perturbations. In our case, we have transformed into the rest
frame of the fluid and thus set v0 = 0.
We now want to perturb the continuity equation as well as Euler’s equation by
means of our new functions in (2.51). Thereby, we generally neglect terms of higher
than first order. We can write
∂δρ
∂t
+ ρ0∇δv = 0 (2.52)







for Euler’s equation. Combining both of them, yields a wave equation
δρ = ∂2t δρ− c2s∇2δρ = 0 , (2.54)
where  = ∂2t − c2s∇2 is the d’Alembert operator and c2s = ∂P/∂ρ the sound speed.
Eq. (2.54) describes the propagation of sound waves, which are longitudinal waves,
while electromagnetic waves are transversal. Furthermore, we can expand this wave
equation into plane waves using a Fourier transform, which means that we can easily
substitute ∂2t → −ω2 and ∇2 → −k2 and find the dispersion relation ω2 = k2c2s.
For later purposes, we also define the sonic Mach numberMs, which relates the
observer’s velocity v to the sound speed cs of the fluid and reads
Ms = v/cs . (2.55)
IfMs > 1, we call a flow supersonic, ifMs < 1 we call it subsonic.
12Siméon Denis Poisson, French physicist and mathematician, 21/06/1781 - 25/04/1840
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2.2.13 The ideal gas law and the polytropic equation of state
In order to close our hydrodynamical equation system, we need one more equation
relating the pressure P to the density ρ of the fluid, P = P (ρ), or to another
independent system variable. How can we find such an equation? The answer is
given by the canonical ensemble of statistical physics, which reads






d3Nqd3Np e−βH(q,p) , (2.56)
where q and p are canonical conjugate variables, h is the Planck constant, N the
number of phase-space dimensions, β = (kBT )−1 and kB the Boltzmann constant.
If we want to solve this integral, we first have to specify the Hamiltonian H(q,p) of
our problem. Assuming a gas without any interactions and equal particle masses,







This is a sum over all kinetic energies of the individual particles. If we plug Eq.











The space integrals give an additional factor of V N . We are thus left with the
following canonical partition function for our problem:




V N = cNV
N , (2.59)
with a constant cN = (2pikBTm)3N/2/(h3NN !). Indeed, the only interesting aspect
in this equation is the fact that ZN(T, V ) ∝ V N , as we will see below. We are now
ready to compute the free energy of our system, which is
F (T,N, V ) = −kBT lnZN(T, V ) = −kBT [ln(cN) +N ln(V )] . (2.60)
The pressure then easily follows from one of Maxwell’s relations. We finally end up














This is a specific example for a polytropic equation of state, where P ∝ ργ. The
constant γ = cP/cV is the adiabatic index and cP − cV = R, with the gas constant
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In the last step, we have used the ideal gas law. This equation describes how pressure
perturbations in the gas are related to density changes. Since c2s ∝ T , the speed of
sound waves increases with increasing gas temperature.
To get a further idea of the physical meaning of the adiabatic index, we note
that γ can also be expressed in terms of the degrees of freedom f of the underlying








For a mono atomic gas with f = 3 (three translational degrees of freedom) we find
γ = 5/3 and for a two-atomic gas we have f = 5 (three translational and two
rotational degrees of freedom), thus γ = 7/5.
2.2.14 Homogeneous functions and the scalar virial theorem
In this thesis, we deal with the characterization of turbulent gas motions. In this
context, we use the so-called virial parameter α in order to regulate the amount of
kinetic turbulent energy in the simulation domain. In this section, we want to get
an idea about the physical meaning of this parameter.
Therefore, we start with a general function f(x), which is homogeneous of degree
k in x. We then have
df(ax)
d(ax)





= kak−1f(x) . (2.65)
For k = 1, we find the Euler theorem for homogeneous functions:
x · ∇f(x) = kf(x) . (2.66)
The kinetic energy is homogeneous of degree k = 2 in v and thus we have
v · ∂T
∂v
= 2T = v · p = d
dt
(x · p)− x · p˙ . (2.67)
Averaging this equation over time, the first term on the right-hand side vanishes,
because we assume that the body moves on a bound orbit. Setting p˙ = −∇V (x),
we end up with the scalar virial theorem,
〈T 〉t = k
2
〈V 〉t = α〈V 〉t , (2.68)
where the virial parameter α = k/2 = 〈T 〉t/〈V 〉t can be interpreted as the ratio of
kinetic over potential energy. For the specific case of Newtonian gravity, V ∝ r−1,
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we have k = −1 and thus find 〈T 〉t = −1/2 〈V 〉t, which describes a virialized
gravitational state. Note, however, that we have neglected effects of thermal pressure
sources U = 3/2
∫
d3xP so far. Taking these into account, we find for a static
situation
2(〈T 〉t + 〈U〉t) + 〈V 〉t = 0 . (2.69)
In analogy, we find the left-hand side of the above equation to be greater than zero
for an expanding system and smaller than zero for a collapsing system.
2.2.15 The Rankine-Hugoniot shock jump conditions and
shock waves
Formally, a shock is a discontinuity in velocity space. It occurs when a supersonic
flow hits an obstacle. To describe this process mathematically, we will approximate
the discontinuity as a plane and consider a flow hitting it perpendicularly. Let us
call ρ1, P1 and v1 density, pressure and velocity of the flow before and ρ2, P2 and
v2 the corresponding quantities of the fluid after it hits the obstacle. We can then
identify the following conservation laws:














1 + P1 = ρ2v
2
2 + P2 . (2.72)
These are conservation of mass current, energy current and momentum current.
Furthermore, for a polytropic gas we have the following equations for the enthalpy










In the next step, we express the velocity in terms of the Mach numberM and write












(γ + 1) + 2γ(M2 − 1)
γ + 1
(2.75)
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This is an important result and tells us that on the other side of the shock, density,
pressure as well as velocity grow quadratically with Mach number. We will use this
result later on to estimate the shock densities created by supersonic flows in order
to avoid sink particle creation by turbulent compression. The equations above are
called the Rankine-Hugoniot shock jump conditions.1314
2.2.16 Gravitational stability analysis and the Jeans
quantities
In this thesis, we analyze the formation of stars, which gives rise to take a deeper
look at a gravitational stability analysis. In the following, we assume that the
gravitational collapse is primarily dominated by the thermal and potential energy,
U and V , respectively. The scalar virial theorem demands that 2U + V = 0, if the
object is in virial equilibrium. In analogy, the system will expand if 2U + V > 0,
and collapse if 2U + V < 0.
In order to get an insight into the physics of a cloud that undergoes gravitational
collapse, we will again perform a stability analysis and perturb the physical quanti-
ties ρ, P , v and Φ. Doing so, we consider ρ = ρ0 +δρ, P = P0 +δP , v = v0 +δv and
Φ = Φ0 + δΦ, where we again transform into a system where we can set v0 = 0. In
the next step, we plug these relations into the continuity equation, Euler’s equation
and Poisson’s equation and simplify them to read:
∂δρ
∂t







∇2δΦ = 4piGδρ , (2.80)
where we have again neglected higher order terms in δ2. The last equation contains
the so-called Jeans-swindle. It says that there cannot be any gravitational force in a
homogeneous and infinite extended matter distribution. The problem enters in the
boundary conditions of the Poisson equation: Since an infinite distribution has no
boundaries, it is therefore inconsistent with Newtonian gravity. We therefore have
to set Φ0 = 0 in our derivation.
In the next step, we combine these three equations by taking ∂/∂t (2.78), ∇ (2.79)
together with (2.80) and find the wave equation
∂2δρ
∂t2
− c2s∇2δρ− 4piGρ0δρ = δρ− 4piGρ0δρ = 0 . (2.81)
We can solve this in Fourier space, which allows us to replace ∂/∂t → −iω and
∇ → ik. We then end up with a dispersion relation,
ω2 = c2sk
2 − 4piGρ0 , (2.82)
13William John Macquorn Rankine, Scottish physicist, 05/07/1820 - 24/12/1872
14Pierre-Henri Hugoniot, French physicist, 05/06/1851 - 1887
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which describes the dispersion of the perturbed density waves. We note that we can
recover the regular dispersion relation for sound waves, ω2 = c2sk2, if the influence
of the background density is small.
If ω2 > 0, we find an oscillating solution of our wave equation. If ω2 < 0, we find
exponentially growing or decaying modes, proportional to e±ωt. The state between





From this, we can also define a Jeans wavelength, since λ = 2pi/kJ , which gives us































This mass is called the Jeans mass. We have also defined the Jeans radius RJ = λ/2
and assumed a homogeneous sphere of constant density. The equation says that a
cloud becomes gravitationally unstable if its mass M > MJ . Since MJ ∝ c3s ∝ T 3/2,
we find that the Jeans mass increases with increasing gas temperature. This is
intuitively clear: A hotter cloud needs much more mass such that gravity can work
against the thermal pressure.
However, we note that this analysis is very simplified. In reality, additional effects
like pressure or viscosity act in the phase of collapse and will eventually alter this
result. Nevertheless, it gives us a rough idea about the scale of the gravitational
instable mass and the length scales involved.
2.2.17 Typical timescales in star formation theory
Since we will need to estimate various timescales in the next chapters, we shortly
introduce the most important ones.





15Sir James Hopwood Jeans, English physicist and mathematician, 11/09/1877 - 16/09/1946
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where R is a typical scale of the system and v the velocity. It is the time that a
particle with velocity v needs in order to freely travel through the medium with size
R. Writing this scale in terms of the sound speed cs, we get








Next, we define the free-fall time tff. This is the time which a homogeneous sphere
of pressureless material needs to collapse to a point mass. It can easily be derived by
considering a test particle with mass m in a gravitational field of a body with mass








where M = 3/4piρR3 is the total mass of the sphere with homogeneous density ρ.
We see that this equation describes an harmonic oscillator with the fixed frequency
ω = 2pi/T =
√






















which can also be written in terms of the hydrogen number density nH2 ,






We see that it scales with the square root of the inverse density. Furthermore, we





If we write this equation again in terms of the hydrogen number density as well as
the magnetic field strength B and the system scale L, we obtain












Another timescale is the one for the decay of a magnetic field. It can be estimated
to be of the order
tdecay ≈ L2/η , (2.94)
where L is again a typical size scale of the system and η the magnetic diffusivity.
This relation will be derived in the next section when we consider the theory of
magneto-hydrodynamics.
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2.2.18 Summary of the hydrodynamic equations
We have found several differential equations that fully describe our hydrodynamical
system: the continuity equation, the equation of motion, the energy equation and the
equation of state. If the fluid is also affected by an external gravitational potential Φ,
we can further use Poisson’s equation. The following coupled differential equations
can thus completely describe our hydrodynamical system:
∂ρ
∂t
+∇ · (vρ) = 0 ,
∂v
∂t










∇ · v ,
P = Cργ ,






2.3 Equations of Magneto-Hydrodynamics
2.3.1 Assumptions and limitations
Just as in hydrodynamics, magneto-hydrodynamics is also build on several assump-
tions and limitations. In the following, we will assume non-relativistic velocities,
which means that β  1. Furthermore, plasmas usually consist of ions, positively
and negatively charged, which should be described individually. However, in the fol-
lowing we will assume that both are coupled to each other and thus treat the system
as a single fluid, which provides a strong simplification. Moreover, our assumptions
from hydrodynamics also still hold. In particular, this means that the mean free
path of the ions has to be much smaller than the typical length scale of the system
under consideration. Keeping these assumptions in mind, we can now derive the
equations of magneto-hydrodynamics.
2.3.2 Introducing the relativistic Maxwell equations
With our knowledge about hydrodynamics, we are now ready to extend the equations
for the case of non-vanishing magnetic and electric fields. Therefore, we first have
to consider Maxwell’s equations. In the fully relativistic form, they read
∂αF¯




where the first equation is the homogeneous and the second the inhomogeneous
Maxwell equation. Furthermore,
Fαβ = ∂αAβ − ∂βAα (2.102)
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denotes the contravariant electromagnetic field tensor, µ0 the permeability of the
vacuum, jµ = ρ0uµ = (cρ0, j)T the four-current and Aµ = (Φ/c,A) the vector






where the quantity µνρσ is the well-known Levi-Civita tensor16, a total anti-symmetric
tensor of rank 4. The 2-rank tensor Fαβ is antisymmetric, Fαβ = −Fαβ, and contains
the information about the electric and magnetic fields E and B. The antisymmetry
of the tensor reflects the fact that the classical theory of electrodynamics can be
described by 6 independent parameters: three for for electric field E and three for
the magnetic field B. Hence, the only possible realization of a 4-rank tensor to re-









Ex 0 −Bz By
1
c
Ey Bz 0 −Bx
1
c
Ez −By Bx 0
 . (2.104)
We can now obtain a vectorial notation of Maxwell’s equations using the relativis-
tic homogeneous equation from above. If we work out the Einstein summations
explicitly, we find two important equations of electrodynamics:














The first states that the magnetic field is source-free, which means that there exist
no magnetic monopoles. The second couples the electric to the magnetic field.
We can do the same for the inhomogeneous Maxwell equation. Working out the

















The first tells us that electric charges are the sources of electric fields and the second
describes how the fields change in the presence of a current. We have further used the
equation c = 1/√0µ0, relating the permeability of the vacuum µ0 and the dielectric
constant 0 to the speed of light c. These are all Maxwell equations that we will now
use to extend the equations of hydrodynamics and include the contribution from the
magnetic field.
16A precise definition of this pseudo tensor can be found in the Appendix.
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2.3.3 The induction equation and the evolution of magnetic
fields
First, we consider two different reference frames of a plasma. One frame is a fixed
frame that is moving together with the fluid and the other is an external laboratory
frame. According to Lorentz transformations, we can write the equation for the









Quantities in the rest frame of the plasma are denoted with a prime and the other













≈ j , (2.111)
where σ is the conductivity. We then obtain for the electric field E in terms of the






v ×B . (2.112)
We now also need Ampère’s law17, which we obtain if we neglect the displacement
current c−1∂E/∂t in Maxwell’s equation. We then get the simple relation
∇×B = µ0j , (2.113)
which describes how magnetic fields B build under the influence of a current j. Now
we have all ingredients together and can compute the induction equation. Taking


















= ∇× (v ×B) + η∇2B , (2.115)
In this equation, η = c2/(4piσ) is the magnetic diffusivity. The induction equation
describes the evolution of a magnetic field, which is embedded in a plasma flow with
velocity v. We recognize two terms on the right hand side. The first one will be
referred to an advection, the second one to a diffusion process. We will analyze both
of them in the next sections.
17André-Marie Ampère, French physicist, 20/01/1775 - 10/06/1836
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2.3.4 Euler’s equation of motion with magnetic fields
If a magnetic field influences the dynamics of the medium, our equation of motion
needs to be expanded by an additional term. This is the Lorentz force:
F = q(β ×B) = 1
c
(j×B) (2.116)
Here, q is the charge of the particle and β = v/c again the ratio of the velocity and















= (B · ∇)B− 1
2
∇B2 .
The first term describes how B changes along B, that means it quantifies a tension.
Thus, magnetic fields can be interpreted as strings, which tend to be as straight as
possible. The second term characterizes the change of the magnetic energy in the
fluid, which is proportional to B2.
Taking all these equations together, we can now modify Euler’s equation to read:
∂v
∂t




(B · ∇)B− 1
2µ0
∇B2 . (2.118)
Here, we have again made use of the fact that Euler’s equation of motion describes
a balance of all acting forces and hence we can easily add additional force terms on
the right hand side.
2.3.5 Magnetic advection and diffusion processes
We now want to analyze the two terms in the induction equation (2.115) more deeply.
Let us start with the first one, that is ∇× (v ×B). Is it called the advection term
and describes the transport of the B field with the fluid. Replacing the gradient by
a typical length scale of the fluid, ∇ → 1/L, we see that this term is of the order
∇× (v ×B)→ vB
L
. (2.119)





18The following calculation makes us of the relation ijkklm = δjlδkm − δjmδkl.
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The ratio of those two is called the magnetic Reynolds number and reads




We can now study two limits for the magnetic Reynolds number. First, we consider
the limit in which RM  1. We then see, that the diffusion term can be neglected
and we find for the induction equation:
∂B
∂t
= ∇× (v ×B) , (2.122)
In this case, the magnetic field is said to be frozen into the fluid and ideally moves




= η∇2B . (2.123)
This equation describes a decay of the magnetic field. We can also estimate the
decaying timescale by again replacing ∇ → 1/L and ∂/∂t→ 1/t, where L and t are
typical length and timescales of the system, and find tdecay ≈ L2/η.
2.3.6 Generating magnetic fields via the battery mechanism
Up to now, we can describe the evolution of magnetic fields in a plasma, but have
not yet discussed how magnetic fields are generated. This process is mainly due to
the separation of various charged fluids, that move with different velocities, inducing
a current and thus a magnetic field. Hence, we have to consider flows of different
charges separately. Therefore, we consider two fluids in a plasma, electrons and ions,
negatively and positively charged, respectively. For both, we write Euler’s equation






















− nmi∇Φ . (2.125)
Now, we subtract the second from the first and assume that mi  me. We then













− ve − vi
τ
, (2.126)
where we have added an additional term on the right-hand side that accounts for the
collisions between electrons and ions. We now introduce the current j = en(vi−ve).
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By means of Maxwell’s equations, we can then work out the magnetic field by using






∇2B+∇× (ve ×B)− c
en2
(∇Pe ×∇n) , (2.128)
where we have defined the conductivity σ = ne2τ/me. The mechanism for creating
magnetic fields is called battery mechanism. We realize that this equation has the
same structure as the induction equation from above, except a term with a gradient
in the number density of the ions. This is exactly the additional term that gives rise
to the creation of B fields, even if B = 0 at the beginning.
2.3.7 Ambipolar diffusion in a magnetized fluid
In this section, we want to discuss what happens, if charged particles move through
a magnetic field. If the particles are neutral, they can move freely with respect to
the B field but are still coupled to the plasma via collisions. The charged particles,
however, are somewhat frozen into the field. This effect is called ambipolar diffusion.
We want to try to understand this process mathematically. Therefore, consider a
single collision that transfers the momentum between the two species,
∆p = µ(vi − vn) , (2.129)
where µ is the reduced mass, µ = mimn/(mi +mn). This causes a friction force,
f = γρiρn(vi − vn) , (2.130)
with the friction coefficient γ and the mass densities ρi and ρn. We can now compute













If we again approximate the gradient by ∇ → 1/L, we can estimate the relative
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If the magnetic field is frozen into the plasma, the induction equation in the limit
of high Reynolds numbers holds,
∂B
∂t
= ∇× (vd ×B) , (2.135)
where we now insert the expression for the drift velocity from (2.132) and define the






[∇(B · ∇PB)−∇2(PBB)] = 0 , (2.136)
which describes the evolution of the magnetic field in the ISM including an ambipolar
diffusion process.
2.3.8 Alfvén waves and the Alfvén velocity
Alfvén19 waves are waves which propagate in a gas plasma. They are induced by
ionized particles which oscillate around their rest position in presence of an external
magnetic field. There are two possible wave states: Alfvén waves can either be
longitudinal or transversal. The latter waves propagate through the medium with a
characteristic velocity vA, which we can easily estimate by considering the following















The Alfvénic Mach numberMA is defined as the ratio of the gas velocity v and the
Alfvén velocity vA and reads MA = v/vA, in analogy to the sonic Mach number
Ms = v/cs with sound speed cs.
However, we also note that a more proper treatment of Alfvén waves requires a
strict perturbation analysis of the MHD equations, which can be found in any good
textbook about MHD theory.




In this chapter we introduce some basic concepts of radiative transfer. At the
beginning, we will treat electromagnetic radiation as a wave and use a semi-classical
approach to derive important equations for the transport of radiation. Later on,
we will switch to the quantum mechanical picture of light as energetic particles
(or photons γ) that carry the energy Eγ = hν, with h being the Planck constant
and ν the frequency of the photon. We start by introducing basic quantities of the
radiation field and analyze how radiation interacts with matter (Sections 3.1 and
3.2). We then present other important relations that we will continuously refer to
in this thesis, e.g. the Stefan-Boltzmann law, the Planck spectrum or the Einstein
coefficients (Sections 3.3, 3.4, 3.5 and 3.6). We also discuss different sources of line
broadening and some important line profile functions (Sections 3.7, 3.8, 3.9 and
3.10). We then turn to different heating and cooling processes in the ISM (Section
3.11). We end this chapter with a (naive, but easy) classical treatment of fine
structure lines (Section 3.12) and derive the Doppler formula (Section 3.13), which
is commonly used to estimate astrophysical velocities.
The equations presented in this chapter can be found in every standard textbook
about radiative transfer, e.g. by Tielens (2010), Padmanabhan (2007), Bartelmann
(2013) or Rybicki & Lightman (2004).
3.1 Basic quantities of radiative transfer
The conceptual idea of a radiative transfer process is to analyze how a light ray
travels through space and time and how it interacts with a given distribution of
matter. Before we go into a detailed study, we start with introducing the specific
intensity Iν1, which describes how much energy dE a light ray carries through an
1[Iν ] = erg cm−2 s−1Hz−1 ster−1
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infinitesimal area element dA per infinitesimal time dt, frequency dν and solid angle
element dΩ. It can be expressed by
Iν ≡ dEdAdtdνdΩ . (3.1)






Furthermore, we can define the total intensity J , which we obtain simply by inte-






We can also define an energy density uν(Ω) of the radiation field. Therefore, we
compute the energy dE, which is
dE = uν(Ω)dV dνdΩ = uν(Ω)dAcdtdνdΩ , (3.4)
where we have introduced the infinitesimal volume element dV = dAcdt. Compar-












The relation between the radiation pressure P and the energy density u of an
isotropic radiation field is finally given by P = 1/3u.
3.2 Interaction of radiation with matter
There are two ways of how radiation can interact with matter, either by emission
or by absorption. In the first case, photons are added to a light ray passing through
the medium. In the latter case, photons are taken away from the light ray. How can
we describe these processes?
Let us start with the process of emission. If a light ray passes a distance dl = cdt
through a medium, the intensity that is added to the beam is
dIν = jνdl , (3.7)
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where jν is a source function. On the contrary, absorption can be characterized by
the Lambert-Beer23 law (also known from the radioactive decay)
dIν = −ανIνdl , (3.8)
where αν = ρκν is the absorption coefficient, ρ the mass density and κν the opacity of




= −ανIν + jν . (3.9)
We can now consider two simple cases. In the first one, we neglect absorption effects,
αν = 0, and only account for the emission. That drives us to the easy equation
dIν
dl
= jν , (3.10)
which can be integrated to yield the solution




The interpretation of this term is rather simple: It is just all the emission integrated
along the line-of-sight.




= −ανIν , (3.12)
which can be solved by rearranging the differentials, that gives








This is the solution for an exponential decay. However, we can further simplify this
equation by introducing an optical depth defined by
dτν = ανdl . (3.14)




2Johann Heinrich Lambert, Swiss physicist, 26/08/1728 - 25/09/1777
3August Beer, German physicist, 31/07/1825 - 18/11/1863
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This brings us to the following terminology: A medium is called optically thin (or
transparent), if τν < 1 and optically thick (or opaque) if τν > 1.
With this definition we can introduce a new source function Sν = jν/αν . Then,
the transfer equation takes the even more simple form
dIν
dτν
= −Iν + Sν . (3.16)
To solve this equation, we now apply a trick and introduce an integration factor eτν
together with the properties I˜ν = Iνeτν and S˜ν = Sνeτν . Then, Eq. (3.16) turns into
dI˜ν
dτν
= S˜ν . (3.17)
This has the formal solution











−(τν−τ ′ν)Sν(τ ′) . (3.19)
From this equation, we can already read off some interesting results, if we assume
that the source function is constant, Sν ≡ const.. Then, we can solve the integral
and find
Iν(τν) = Sν + e
−τν (Iν(0)− Sν) . (3.20)
This equation has an easy interpretation. If Sν = 0, we again encounter the Lambert-
Beer law, that we have discussed above. If τ → ∞, we find that Iν = Sν , which
means that in the case of an infinitely opaque medium, the intensity is dominated
by the source function. Vice versa, if τ → 0, we have Iν = Iν(0), i.e. any light ray
can pass through the medium without being affected by its opacity.
3.3 Blackbody radiation and the Stefan-Boltzmann
law
In the following, we deal with the so-called blackbody radiation, which is radiation
that is in thermal equilibrium. That means we can treat it with the first law of
classical thermodynamics,
dU = dQ− PdV . (3.21)
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In this equation, dQ is the change of heat content, dU the change of internal energy
and dW = −PdV the volume work. If we use the change of entropy dQ = TdS as


































Next, we make use of the symmetry of second derivatives, also known as the Schwarz







































This equation can be integrated and we finally obtain the famous Stefan-Boltzmann
law4, relating the energy density of the radiation field to its temperature,
u(T ) = aT 4 , (3.27)
where a is an integration constant, also known as the Stefan-Boltzmann constant.
This law tells us that the energy density of the radiation field grows as the temper-
ature to the fourth. It is a widely used law in astrophysics.
3.4 The Planck spectrum, Wien’s law and the
Rayleigh-Jeans limit
In this section we derive the so-called Planck spectrum5 of a blackbody. To start
with the problem, let us first remember the grand-canonical partition function of
quantum statistics that reads
Zgc(µ, V, T ) =
∑
n
exp (−β(n − µNn)) , (3.28)
4Josef Stefan, Austrian physicist, 24/03/1835 - 7/01/1893
5Max Karl Ernst Ludwig Planck, German physicist, 23/04/1858 - 04/10/1947
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where µ is the chemical potential, β = 1/(kT ) a measure for the temperature T ,
n and Nn the energy and the number of particles in the state n. The sum in this
formula goes over all possible energy states. In particular, for photons we have a
vanishing chemical potential, i.e. µ = 0. Generally, the mean energy U of the system
can be computed via
〈U〉 = − ∂
∂β
ln(Zgc(µ, V, T )) . (3.29)
If we assume that the photons carry the energy n = nhν with the Planck constant
h, we can compute the partition function,
Zgc(µ, V, T ) =
∑
n
exp (−nhνβ) = 1
1− e−hνβ . (3.30)
In the last step we have used the geometrical series. Thus, we get for the mean
energy
〈U〉 = hν
eβhν − 1 , (3.31)
where we also find the mean occupation number for the Bose-Einstein statistics6.






eβ(α−µ) − 1 . (3.32)







In order to derive the Planck spectrum, we compute the energy density
dU = 2× 4pip
2dp
h3
× × n¯BEα , (3.34)
where the factor of two accounts for the two polarization states of the photon and
 = cp is the energy in terms of the momentum. Expressing the momentum in terms






ehν/(kT ) − 1 . (3.35)
In particular, we can analyze various important cases:
6Satyendranath Bose, Indian physicist, 01/01/1894 - 04/02/1974
7Enrico Fermi, US American physicist, 29/09/1901 - 28/11/1954
8Paul Dirac, British physicist, 08/08/1902 - 20/10/1984
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≈ 1 + hν
kT
+ ... (3.36)






Here, the temperature T is called the brightness temperature, because it is
directly related to an intensity. We will use this approximation in this thesis
to convert between brightness temperatures and the intensity.
• In the high energy limit, hν  kT , we can neglect the unity term in the










• Furthermore, if we look for the maximum of the Planck spectrum, that is if
we compute ∂Bν(T )/∂ν = 0, we find the expression
hνmax = 2.82kT , (3.39)
which is Wien’s displacement law. Moreover, if we integrate over the whole
Planck spectrum, we can now identify Stefan-Boltzmann’s constant after a






T 4 = aT 4 . (3.40)
Here, we see that the constant is a = 2pi4k4/(15c2h3).
3.5 Absorption and emission processes: the
Einstein coefficients
In this section, we will introduce the Einstein coefficients and analyze absorption and
emission in the ISM on a microscopic scale. Therefore, we define three coefficients:
A21, B12, B21. In a simplified two level quantum system, the number A21 describes
the rates (and in this sense also the probability) for spontaneous emission from
9John William Strutt, 3. Baron Rayleigh, British physicist, 12/11/1842 - 30/06/1919
10Wilhelm Carl Werner Otto Fritz Franz Wien, German physicist, 13/01/1864 - 30/08/1928
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the high energy level to the ground state of the particle, the quantity B12Iν is the
radiation that is absorbed by the medium and B21Iν the radiation coming from
stimulated emission. If N1 and N2 denote the mean number of atoms in the states
2 and 1 in thermal equilibrium, we can write a balance equation that reads
N1B12Iν = N2A21 +N2B21Iν , (3.41)
from which we find the intensity
Iν =
A21/B21
(N1/N2)(B12/B21)− 1 . (3.42)












From this we obtain the intensity
Iν =
A21/B21
(g1B12/g2B21) exp (hν/kT )− 1 . (3.44)
If we compare Eq. (3.44) with Eq. (3.35), we find the following Einstein relations:







We see that once we have determined one coefficient, all other numbers are given.
How are these coefficients related to the absorption and emission functions jν and
αν? To answer this question, we remember that the energy spontaneously emitted




n2A21dV dΩdtdν , (3.47)
where φ(ν) is the line profile function11 and n2 the number of atoms in level 2. The
line profile function is normalized,∫
φ(ν)dν = 1 . (3.48)





11A mathematical treatment of the line profile follows in the next sections.
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However, αν also depends on the number of atoms that radiate due to stimulated




(n1B12 − n2B21) . (3.51)






n1B12 − n2B21 . (3.52)



















These equations can be further simplified if we assume local thermal equilibrium
(LTE). LTE means that the thermodynamic parameters (e.g. temperature, pressure,
etc.) generally vary in space and time, but vary so slowly that one can safely adopt
thermodynamic equilibrium at this point and in its neighbourhood. Conversely,
global thermal equilibrium (GTE) means that those parameters are completely ho-













Sν = Bν(T ) .
(3.55)
(3.56)
In the case of a non local thermal equilibrium (non-LTE), Eq. (3.43) does not
hold and we find a more complicated situation in which the particles do not have
a Maxwellian velocity distribution. However, since we do not consider non-LTE
physics in this thesis, we will not discuss these effects here.
3.6 Atomic excitation and deexcitation by collisions
How can atoms be excited or deexcited? The answer is: by collisions. Let us
assume that the rate for collisional excitation is n1n0C12, where n0 is the density
of the colliders. Similarly, the rate for deexcitation is n2n0C21. Both variables C12
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and C21 are constants and characteristic for the individual species. If we consider a
system in thermal equilibrium, then we have the condition that
n1C12 = n2C21 , (3.57)












where we have again used the Boltzmann statistics from Eq. (3.43). The new con-
stants C12 and C21 can also be related to collisional cross-sections, which, however,
we will not compute here.
If we neglect effects of absorption and emission for a while, we can write the
following balance equation:
n0n1C12 = n2A21 + n2n0C21 . (3.59)




g2/g1 exp (−hν/kT )
1 + ncr/n0
, (3.60)
where we have defined a critical density ncr = A21/C21 for deexcitation. From this
equation we see that if n0  ncr, the collisional deexcitation is much faster than
the spontaneous emission and we find again Eq. (3.43). The line is then said to
be thermalized. Vice versa, if n0  ncr, spontaneous emission dominates collisional
deexcitation and we find that n2 is much lower than the corresponding equilibrium
value. The line is then said to be sub-thermally excited.
Let us now consider a molecular cloud, which has a high density such that n 
ncr. In this case, most of the atoms that are excited by collisions are deexcited by
collisions, too. Thus, the rate of photons emitted by the cloud is ∝ n and hence
the cooling rate scales linearly with the gas density n. Vice versa, if n  ncr in a
low-density cloud, collisional deexcitation is negligible, which means that the rate of
collisions is ∝ n2 and thus the cooling rate scales quadratically with the gas density.
Further details about cooling processes in the ISM can be found in Section 3.11.
3.7 The Lorentz profile of line emission
In this section, we will derive the line profile function arising from a spontaneous
decay of an atom from a high to a lower energy state. The decay occurs because
the excited energy state has a finite lifetime according to the Heisenberg uncertainty
principle of quantum mechanics. The profile function is called the Lorentz profile
or the natural line width. To begin with the derivation, let us assume two quantum
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mechanical states |n〉 and |m〉, that are separated by the well-defined energy differ-
ence En−Em > 0. We first consider now the state |k, t〉 in the Schrödinger picture12
and write
|k, t〉 = e−1Ekt/~ |k, 0〉 , (3.61)
where the time-dependent phase information is now encoded in the exponential pre-
factor. Next, we perturb the quantum mechanical Hamiltonian H and split it up
into a time-independent and a time-dependent part:
H = H0 +H1(t) . (3.62)











−iEkt/~[H0 +H1(t)] |k, 0〉 , (3.63)





ak |k〉 . (3.64)
Carrying out the time-derivative in Eq. (3.63), using the fact that |k, 0〉 are eigen-
states of H0,
H0 |k, 0〉 = Ek |k, 0〉 , (3.65)
pulling the time-dependence of H1(t) into a separate phase-factor, H1(t) = H1e−iωt,
and multiplying (3.63) with 〈j, 0| from the left, we end up with




−i(ω−ωkj)t 〈j, 0|H1|k, 0〉 , (3.66)
where we have abbreviated ωkj = (Ek − Ej)/~. This is a first-order differential
equation in ak. To solve this, we assume the boundary conditions a1 = 1 and a0 = 0
and find
a˙2 = − i~e
−i(ω−ω12)t 〈1, 0|H1|2, 0〉 . (3.67)
However, we have still ignored the contribution from the spontaneous emission,




12In the Schrödinger picture all quantum states are explicitly time-dependent.
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where Γ is a decay constant. Thus, our new differential equation reads
a˙2 = − i~e
−i(ω−ω12)t 〈1, 0|H1|2, 0〉 − Γ
2
a2 . (3.69)





Γt/2) = − i
~
e−i(ω−ω12−Γ/2)t 〈1, 0|H1|2, 0〉 . (3.70)
After integrating this relation, we can compute the transition probability |a2|2 and
obtain




(ω − ω12)2 + Γ2/4 . (3.71)





(ω − ω12)2 + Γ2/4 . (3.72)
The additional factors enter the equation through our normalization condition (3.48).
3.8 The Doppler profile of thermally moving atoms
Another source of line broadening beyond the natural line width comes from the
Doppler effect. If the emitting system moves with a relative velocity v, we can































Here, we have used the standard deviation σv of the velocity field. If we use the

















This is the profile function for thermally moving atoms.
13A derivation of the Doppler formula follows at the end of this chapter.
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Figure 3.1:
Illustration of the different line profiles for Γ = σ = 1 in arbitrary units. This Figure is
taken from Bartelmann (2013).
3.9 Convolving the Lorentz and the Doppler profile:
the Voigt profile
In a molecular cloud, both profiles, the Lorentz and the Doppler profile, usually
act together. Thus, we need to convolve the different profiles. The convolution
φDoppler ◦φLorentz of the Doppler and the Lorentz profiles is called the Voigt profile14.
It reads



















where φ is now the Lorentz profile. Before we solve this integral, we introduce the
dimensionless variable q ≡ v/(√2σv) = v/v0 as well as the quantities






















(ω − ω12(1 + v/c))2 + Γ2/4 (3.78)





(u− q)2 + a2 . (3.79)
14Woldemar Voigt, German physicist, 02/09/1850 - 13/12/1919
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exp (−q2) . (3.80)
Taking everything together, we end up with the Voigt profile, which is the convolu-










(u− q)2 + a2 . (3.81)
In Fig. 3.1 we illustrate the Voigt profile together with the Lorentz and the Doppler
profiles. We directly see that the Lorentz profile has much bigger and wider wings
than the Doppler profile. Conversely, the Doppler profile function is much sharper
than the Lorentz profile. The Voigt profile finally inherits both of these line prop-
erties.
3.10 Other processes responsible for line broadening
Beyond the effects of line broadening by thermal motions (Doppler profile) or the
quantum mechanic uncertainty principle (natural line broadening, Lorentz profile),
there are also other processes which could potentially lead to line broadening. One
possibility is pressure broadening. If the pressure in a gas is high (e.g. in a star’s
atmosphere), the mean free path λ of the particles is small, because λ ∝ n−1 ∝ P−1,
and hence collisions dominate the medium. This effect decreases the characteristic
time for the (spontaneous) emission of photons and thus changes the line width,
because of stimulated photo emission caused by higher collisional rates. Another
effect is rotational broadening, which leads to an additional Doppler component
beside the thermal contribution due to rotation, as well as the broadening by the
Stark and Zeemann effect. Moreover, opacity broadening can also affect the line
width due to the optical properties of the medium. Each of these mechanisms
usually act together, and it is important to distinguish them.
3.11 Heating and cooling processes in the ISM
Heating and cooling are important processes in the ISM, which is why we want to
discuss them in more detail. Therefore, we consider again the first law of thermo-
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If we assume an ideal gas, we have E = 3/2NkBT as well as with PV = NkBT .









− kBT dndt ≡ Γ− Λ , (3.83)
where Γ and Λ are the heating and cooling rates, respectively. In a steady state, we
have dQ/dt = 0 and thus Γ = Λ, which defines an equilibrium temperature TE. In
addition, the cooling rate can also be written as
Λ = A21n2E21 , (3.84)
where A21 is again the Einstein coefficient for spontaneous decay, n2 the number of
atoms in the higher level and E21 the net energy that is radiated away.
However, what are the dominant heating sources in the ISM? We can identify the
following effects together with an order of magnitude estimate (without derivation;
further details are given in the books listed at the beginning of this chapter):
• Cosmic ray heating: ΓCR ≈ 3.8× 10−29 nH erg s−1 cm−3
• Photoelectric heating: ΓPE ≈ 1.8× 10−25 nH erg s−1 cm−3
• Heating by H2 formation: ΓH2 ≈ 2.0× 10−29 n2H erg s−1 cm−3
• Photoionization heating: ΓPI ≈ 8.0× 10−25 n2H erg s−1 cm−3
In these equations, nH is the particle number density of atomic hydrogen. Com-
paring these processes, we see that both photoelectric heating and heating by pho-
toionization by far have the biggest influence on the thermodynamics of the cold
ISM.
What about possible sources for ISM cooling? We can again identify the following
and most important processes:
• Cooling by collisional excitation and subsequent emission of a photon
• Cooling by free-free emission of electrons
• Cooling by collisions between gas and dust grains
3.12 Theoretical background of fine structure lines
In this thesis, we also analyze the fine structure line emission of particles. That
is why we want to take a brief view at the physics of fine structure lines in this
section, although we caution the reader that the following treatment is far from
being complete. Detailed analysis of fine structure line emission processes can be
found in any standard textbook about quantum theory (see, e.g. Fliessbach, 2005;
79
CHAPTER 3 3.13 Theoretical background of fine structure lines
Dirac, 2010; Weinberg, 2015; Nolting, 2015). In this section, we only want to present
a rough first order estimate for this process.
In a naive classical approach, the negative electron moves around the positive
nucleus and thus sees and electromagnetic fieldE′ andB′, for which we have obtained








where the unprimed quantities denote fields in the restframe of the nucleus. If we
focus on the non-relativistic case, we have
B′ = − 1
c2
(v × E) . (3.86)
We consider now the magnetic moment µs induced by the spin of the electron.





where ge is the Landré factor, µB the Bohr magneton and S the spin vector. If
we approximate ge ≈ 2, we can expand the Hamiltonian of the system, which then
reads
Hcl = −µs ·B′ = 2
µB
~c2
(E× v) · S . (3.88)






with the electric potential φ. We then end up with the Hamiltonian









(L · S) , (3.90)
where we have defined the angular momentum L = mer×v. Although this equation
is not entirely exact, it gives us an idea about the underlying physics of fine structure
lines. The above equation tells us, that the spin couples to the angular momentum
of the electron (also called spin-orbit coupling). Furthermore, quantum mechanics
tells us that
L · S = 1
2
(J2 − L2 − S2) , (3.91)
where J is the total angular momentum. Depending on the corresponding quantum
numbers j, l and s, we find that emission lines can be split up and contribute
different energy terms in the Hamiltonian, which then lead to different lines in the
individual spectra.
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3.13 Measuring velocities with the Doppler shift
Since most velocities in the ISM are non-relativistic (of the order of several km/s),
we restrict ourselves on a pure classical treatment of the so-called Doppler shift15.
A relativistic treatment would require more complicated derivations, which are not
necessary for our purposes.
Let us first assume that the emitter moves with velocity ve away from the observer
and radiates waves with wavelength λe. That means that the observed wavelength
can be written as









Thereby, we have made use of the well-known relation c = λν as well as T = 1/ν,
the number of events per unit time. This equation allows us to compute the velocity
of the emitter ve if we know the rest wavelength of the emitter λe (which can be






In the same way we can derive the frequencies if the observer is moving and the









We also give the formula that we obtain if we assume that both observer and emitter
move with their relative velocity v, which is the more realistic case in astronomy





We will use this formula later to compute the gas velocities vgas for observed fre-








The Doppler shift provides a very simple possibility to measure velocities in the
universe. It is a widely used method which allows us to deduce the motion of e.g.
interstellar gas by simply observing the wavelength of an emitter. A common tracer
15Christian Doppler, Austrian physicist, 29/11/1803 - 17/03/1853
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that is used by observers is the J = 1 − 0 line emission of 12CO, which has a rest
frequency of νCO ≈ 110.201354GHz. Another tracer commonly used is 13CO with a
rest frequency of νCO ≈ 115.271201GHz16. A sensitive detector can measure small
variations from this wavelength caused by the own velocity from which vgas can be
computed with the help of Eq. (3.96). This provides a very powerful method to
gain information about velocities from objects far away from the earth. It is used
in many fields in astronomy, e.g. in cosmology as well as in solar astrophysics.
16Detailed information about the line properties of a large number of common astrophysical
tracers such as CO, CS, HCN, and so on is presented in the Leiden Atomic and Molecular Database




In the following sections, we will introduce some basic concepts of turbulence theory.
However, the whole field of turbulence itself is by far too large that we could treat
all different kinds of interesting phenomena in this thesis. However, the aim is to
provide an idea of the basic processes that are relevant to understand most parts
of this work. The concepts in this chapter can all be found in standard textbooks
of fluid dynamics or turbulence, such as e.g. by Frisch & Kolmogorov (1995), Pope
(2000) or Choudhuri (1998).
We start and motivate the problem of turbulence (Section 4.1) and then consider
some symmetry aspects (Section 4.2). We then motivate the assumption of Kol-
mogorov of energy cascades in a viscous fluid (Section 4.3) and briefly introduce the
ergodic theorem (Section 4.4). Afterwards, we present Kolmogorov’s axioms of in-
compressible turbulence and introduce the concepts of structure functions (Sections
4.5 and 4.6). We then move on and discuss the phenomenology of Kolmogorov and
Burgers turbulence (Section 4.7 and 4.8). It follows a detailed discussion of the She
& Levèque as well as of the Dubruelle and Boldyrev models (Section 4.9 and 4.10).
Finally, we discuss effects of intermittency and the β-model (Section 4.11 and 4.12).
4.1 Motivation of turbulence theory
The whole problem and complexity of turbulent phenomena is probably encoded in











Here, F describes some external force terms (e.g. gravitational or other external
forces). We basically find two terms, which are of particular interest: the advection
term (v · ∇)v as well as the viscosity term ∇2v on the right hand side of Eq. (4.1).
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Figure 4.1:
Flow past a cylinder with Reynolds number R = 0.16 (taken from Frisch & Kolmogorov,
1995). We observe a left-right and up-down symmetry as well a space- and time-translation
symmetry parallel to the axis of the cylinder.
Figure 4.2:
Flow past a cylinder with Reynolds number R = 140 (taken from Frisch & Kolmogorov,
1995). The symmetries from Fig. 4.1 are broken now.
Figure 4.3:
Flow past two cylinders with Reynolds number R = 1800 (taken from Frisch & Kol-
mogorov, 1995). At the right side, the symmetries are restored in a statistical sense.
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Thereby, we realize that the advection term is the only non-linear term in the
Navier-Stokes equation and responsible for all complexity of the turbulence theory.
In Section 2.2.9 we have analyzed these terms and introduced a dimensionless quan-
tity, the Reynolds number R. This number can also be understood as a control
parameter to regulate the turbulent flow in an experiment. In particular, we have
shown that for given boundaries, R is the only parameter of the viscous fluid that
can control the flow.
In order to understand the meaning of this parameter, we want to take a look at
different situations where we continuously increase R. Fig. 4.1 shows a uniform flow
with velocity v parallel to the x-axis (from left to right) with R = 0.16. Such a flow
withR < 1 is called a laminar flow. We directly observe the following symmetries: a
left-right and up-down symmetry as well as a space- and time-translation symmetry
parallel to the axis of the cylinder. All these symmetries are consistent with the
Navier-Stokes equation, as we will see in the next section. However, a closer look
at Fig. 4.2 shows that the left-right symmetry is slight broken, which is due to
the non-linear advection term. We could get rid of this effect if we would further
decrease R.
If we now increase the Reynolds number to a value of R = 140, we observe the
situation given in Fig. 4.2. Clearly, the symmetries shown in Fig. 4.1 are broken
now. However, it is still unclear at which exact Reynolds number each symmetry
is said to be broken. Going to an even higher value of R = 1800, Fig. 4.3 shows
an interesting behavior. Now, we observe some statistical symmetries far at the
right-hand side. This suggests that at very high Reynolds numbers, R  1, there
is a tendency to restore the symmetries in a statistical sense. If this is the case, we
will refer the turbulence to be fully developed. In the next sections, we will only deal
with fully developed turbulence.
4.2 Symmetry groups of turbulence theory
Before we consider different theories of turbulence, we start with a short overview
of important symmetries of the theory. In this context, a symmetry describes a
(statistical) property of the system that does not change under a specific (coordinate)
transformation. Symmetries are important in theoretical physics, because each of
them imply the conservation of a physical quantity (e.g. energy, momentum, and
others), as shown in a remarkable study by Emmy Noether1. We can distinguish
between continuous (e.g. time and spatial translations) and discrete symmetries (e.g.
CPT2 symmetries), which can be described by means of a corresponding symmetry
group. Thus, we can define an invariance groupG of an equation. A specific element
gsym ∈ G is said to be a symmetry, if the equation does not change under gsym. For
the Navier-Stokes equation we can identify the following symmetries:
1Emmy Noether, German mathematician, 23/03/1882 - 14/04/1935
2Charge, Parity and Time symmetries are highly important in particle physics, in particular
in studies of the weak interaction.
85
CHAPTER 4 4.3 Energy cascades in an ideal fluid
• Space translations gρ : (t, r,v) 7→ (t, r+ ρ,v), ρ ∈ R3
• Time translations gτ : (t, r,v) 7→ (t+ τ, r,v), τ ∈ R
• Galilean transformations gU : (t, r,v) 7→ (t, r+Ut,v +U), U ∈ R3
• Parity gP : (t, r,v) 7→ (t,−r,−v)
• Rotations gA : (t, r,v) 7→ (t, Ar, Av), A ∈ SO(R, 3)
• Scalings gλ : (t, r,v) 7→ (λ1−ht, λr, λhv), λ ∈ R+, h ∈ R
The last transformation is of particular interest: If we scale the Navier-Stokes equa-
tion according to the transformation rules given, all terms are scaled by a factor
of λ2h−1, except the viscosity term, which is scaled with λh−2. Hence, for a finite
viscosity, only h = −1 is permitted. This parameter reflects the similarity principle
and justifies our choice of the Reynolds number in Eq. (2.43).
4.3 Energy cascades in an ideal fluid
We now want to study the energy contribution of the Navier-Stokes equation of a
viscous fluid by explicitly evaluating energy flows through various scales. To do











Here, k is the wavenumber and fˆk is the Fourier transform of an arbitrary function
fk. The length ` ∝ K−1 is the length scale of the filtering process.
Let us now use the idea of pass-filtering and write the flow velocity v = v<K + v
>
K
in terms of the filter functions. We now introduce a low-pass filtering operator PK ,
PK : f(r) 7→ f<K(r) , (4.3)
which simply sets all Fourier modes with wavenumbers greater than K to zero. It
can be shown that this operator is also idempotent, that means P 2K = PK .
In a next step, we take Eq. (4.1), substitute v according to the pass-filtering







K) · ∇(v<K + v>K) = F<K + ν∇2v<K . (4.4)
Then, we multiply this equation with v<K , take the average and use the incompress-







+ 〈v<K · [(v<K +v>K) ·∇(v<K +v>K)]〉 = 〈v<K ·F<K〉+ ν〈v<K ·∇2v<K〉 . (4.5)
3For an incompressible fluid we have ∇v = 0, while for a compressible fluid it is ∇v 6= 0.
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This equation can be further simplified by realizing that the two terms which come
from the second term on the left-hand side vanish identically:
〈v<K · (v<K · ∇v<K)〉 = 〈v<K · (v>K · ∇v<K)〉 = 0 . (4.6)
We now define the following quantities:
EK = 1
2
〈v<2K 〉 , (4.7)




〈ω<2K 〉 = −
1
2
〈v<K · ∇2v<K〉 , (4.9)
ΠK = 〈v<K · (v<K · ∇v>K)〉+ 〈v<K · (v>K · ∇v>K)〉 . (4.10)
The first is the cumulative energy, the second the cumulative injection due to an ex-
ternal force, the third cumulative enstrophy and the fourth the energy flux through




EK = FK − 2νΩK − ΠK . (4.11)
This equation says that the rate of change of energy EK at scales ` ∝ K−1 is equal
to the injected energy FK minus the dissipated energy at those scales, 2νΩK , minus
the energy flux ΠK to smaller scales due to advection. This equation confirms the
central assumption of Kolmogorov of a hierarchical energy cascade in the turbulent
flow from larger to smaller scales, which we will discuss in the next sections.
4.4 A statistical view at the ergodic theorem
In this section we will briefly highlight one important law that we will use in this







f(t, ω) dt = 〈f〉 , (4.12)
where f(t, ω) denotes a stationary random function with t and ω being the time
and the frequency, respectively. The proof was given by Birkhoff (1927)4. It says
that we can measure statistical moments in practise either by measuring an infinite
amount of time or equivalently, by computing ensemble averages. This allows us
to replace time-averages by ensemble-averages. We will intensively make use of this
result in the following chapters.
4George David Birkhoff, American mathematician, 21/03/1884 - 12/11/1944
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4.5 Kolmogorov axioms of incompressible
turbulence
Unfortunately, there is no full theory at the moment, which starts from the Navier-
Stokes equation and ends at the same results reported by Kolmogorov (1941)5.
However, Kolmogorov (1941) found a statistical derivation to describe incompressible
and subsonic turbulence. However, most of the astrophysical phenomena are of
compressible nature and so we expect the Kolmogorov theory to be only a crude
approximation for our purposes.
Kolmogorov’s axioms are the following (taken from Frisch & Kolmogorov (1995)):
1. Isotropy: In the limit of very high Reynolds numbers, all possible symmetries
of the Navier-Stokes equation are restored in a statistical sense at small scales
far away from any boundaries. The fluid therefore becomes more and more
isotropic at small scales.
2. Self-Similarity: Under the axiom of 1., the turbulent flow is self-similar at
small scales. The flow is scale-invariant with a unique scaling exponent.
3. Universality assumption: Under the axiom of 1., the turbulent flow has
a finite mean energy rate of dissipation per unit mass . All the small-scale
statistical properties are uniquely and universally determined by the spatial
scale ` and the velocity scale v.
In order to analyze these axioms, we first define the velocity increment
δv(r, `) ≡ v(r+ `)− v(r) , (4.13)
which is simply a measure for the differences in velocity space at two points separated
by the vector `. Homogeneity now requires
δv(r+ ∆r, `)
!
= δv(r, `) . (4.14)
This holds for all displacements ∆r and all increments `. Isotropy means that the
statistical properties do not vary under rotations of ` and δv.
Self-similarity means that the velocity field is a homogeneous function of degree
h in the increment `. This reads
δv(r, λ`) = λhδv(r, `) (4.15)
As we will find out later, h = 1/3 will be determined by the energy dissipation law.
Universality means that the energy cascade will be completely defined by means
of the wavenumber k and the mean energy rate of dissipation per unit mass .
5Andrey Nikolaevich Kolmogorov, Soviet mathematician, 25/04/1903 - 20/10/1987
88
CHAPTER 4 4.7 Introduction to structure functions
4.6 Introduction to structure functions
How can we define statistical moments of a velocity field? To answer this question,
we define a so-called structure function of p-th order:
Sp(`) ≡ 〈|δv(r, `)|p〉 = 〈|δv(r+ `)− δv(r)|p〉 , (4.16)
where p is an integer number. This equation defines an arbitrary statistical moment.
We can also express it in terms of a PDF P`(δv(`)), which describes the distribution
of velocity increments,
Sp(`) ≡ 〈|δv(r, `)|p〉 =
∫
|δv(r, `)|pP`(δv(`))d(δv(`)) . (4.17)
Moreover, we can also split the structure function up into a longitudinal,
Sp‖(`) ≡ 〈|δv‖(r)|p〉 =
〈∣∣∣∣[v(r+ `)− v(r)]``
∣∣∣∣p〉 , (4.18)
and a transversal component,
Sp⊥(`) ≡ 〈|δv⊥(r)|p〉 = 〈|δv(`)− δv‖|p〉 , (4.19)
where we subtracted off the longitudinal part.
4.7 Phenomenology of the Kolmogoroy theory
As described in the previous sections, Kolmogorov assumes a hierarchical energy
cascade. The statistical properties are thereby completely defined through the
wavenumber at a specific scale k and the mean energy dissipation rate . The
idea is that eddies in the turbulent fluid dissipate from large to small scales, thereby
transferring kinetic energy down the cascade. This is sketched in Fig. 4.4 and is
called the Richardson cascade6. In this picture, kinetic energy is injected into the
physical system at a scale `0, called the injection scale. This is the scale at which
we drive our simulations and the largest scale of turbulent eddies. The energy then
cascades down with a constant mean energy rate of dissipation . The range in
which this happens is called the inertial range. At the end, below a dissipation scale
`c, the kinetic energy is dissipated into thermal heat. This is the scale at which the
Reynolds number becomes unity, R ≈ 1, and where the stream is converted into a
laminar flow.
In order to describe this picture quantitatively, we focus again on the central
Kolmogorov axioms and try to express the mean energy dissipation rate  as a
6Lewis Fry Richardson, British physicist, 11/10/1881 - 30/09/1953
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Figure 4.4:
Phenomenological picture of Kolmogorov turbulence. The picture shows the Richardson
energy cascade. Kinetic energy is injected into the system at a scale `0, called the injection
scale. It cascades with a constant mean energy rate of dissipation  in the inertial range
and is dissipated into thermal heat below a dissipation scale `c. The picture was taken
from http://cictr.ee.psu.edu (07/12/2015) and was slightly modified.
function of scale and velocity. Thus, the mean energy dissipation rate 〈〉 of kinetic











≡ const. , (4.20)
where we only focus on scaling relations here and leave any constant factors out.
We have estimated the characteristic dissipation time to be of the order t ∼ `/v.
From that immediately follows
v ∼ `1/3 ∼ k−1/3 . (4.21)




∼ `2/3 . (4.22)
Thus, we can conclude that
vp ∝ `ζp , (4.23)
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where ζp is an arbitrary function which describes how the velocity fluctuations
change with varying spatial scale and p is again an integer number. This means
that we can also set for the structure function Sp(`) ∝ `ζp . For the Kolmogorov























which we assume to be R ≈ 1 (the transition to a laminar flow). We can then obtain







If we know the viscosity ν as well as the mean energy dissipation rate  of the fluid,
we can get an estimate of the scale, where the kinetic energy dissipates into thermal
energy. Furthermore, since `c does not explicitly depend on the spatial scale, the
influence of the viscosity on the dissipation scale is large, because `c ∝ ν3/4.
In a similar fashion, we can also estimate the kinetic energy spectrum E(k) of the




∼ k−5/3 , (4.28)
where we have used ekin ∼ v2 ∼ k−2/3 from Eq. (4.21).
The only available physical quantity which we can use to construct an energy
equation is the mean energy dissipation rate . That is why we can simply conclude
by pure dimensional analysis that
E(k) = C2/3k−5/3 , (4.29)
where C is a dimensionless constant. This is the famous Kolmogorov energy spec-
trum, that we will often use in this thesis. It says that that the energy cascade can
be described by a simple power-law.
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4.8 Burger’s turbulence of a compressible fluid
The central assumption of Kolmogorov turbulence was, that flows are subsonic and
incompressible. However, as we will see in the next chapters, this assumption usually
does not hold. In many astrophysical problems, flows are supersonic and compress-
ible, such as in the following studies. Is there a better way to describe this problem?
The answer was given in a study by Burgers (1948), shortly after Kolmogorov
published his results. In his study, Burgers (1948) assumed a constant momentum
cascade, p ∼ v, instead of a constant energy dissipation rate. We can do the same








≡ const. , (4.30)
which directly implies that
v ∼ `1/2 ∼ k−1/2 , (4.31)
that is a steeper decline of the velocity in Fourier space. This can be also translated




∼ k−6/3 , (4.32)
where we have used ekin ∼ v2 ∼ k−1. We see that the kinetic energy spectrum also
shows a steeper decline in Fourier space with wavenumber k.
4.9 Correction to the Kolmogorov theory: the
She-Levèque model
So far, the Kolmogorov theory suffers from a big problem: the relation (4.24) does
not seem to agree with experimental studies (see, e.g. Benzi et al., 1993) with p > 3.
That means that the slopes of the higher order structure functions significantly
deviate from the theoretical prediction, as one can clearly see in Fig. 4.5. To account
for this, She & Leveque (1994) found a theoretical description, which much better
explains the slopes for higher order structure functions. The discrepancy comes from
an effect that is called intermittency (see also the next sections), which describes
a deviation from the log-normal velocity increment distribution, which enters even
stronger for large p (see, e.g. Batchelor & Townsend, 1949; Anselmet et al., 1984).
The aim is now to find a correction term, which accounts for this effect. Hence, we




+ τp/3 . (4.33)
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Figure 4.5:
Theoretical prediction of the function ζp from the Kolmogorov theory (K41) and the She-
Levèque model (SL94). In addition, we show experimental results by Benzi et al. (1993).
As one can see, the SL94 model describes the experimental data much better for higher
order p as the K41 theory.
We then start with introducing a hierarchy of fluctuation structures, (p)` , defined by







What is the exact value of ∞` ? Dimensionally, we can estimate it as the ratio of
energy and time, ∞` ∼ δE∞/t`. Since we know that the time scales as t` ∼ `2/3, we
find that
∞` ∼ `−2/3 . (4.35)
In the limit of very high orders, p→∞, we see from Eq. (4.34) and (4.35) that
τp+1 − τp → −2
3
(4.36)
holds, or we identify the equal asymptotic law expression
τp → −2
3
p+ C , (4.37)
where C is a constant that still needs to be determined. Without a proof, we guess
that C could be the co-dimension of the high-intensity filaments, which results in
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C = 2. A more detailed explanation for this choice can be found in She & Leveque
(1994). Thus, we end up with
τp = −2
3
p+ 2 +O(p) , (4.38)
where f(p) = O(p) is a higher order contribution coming from p.
Furthermore, She & Leveque (1994) propose that each hierarchical scaling element

(p+1)














In this equation, β is a constant with 0 < β < 1, as well as Ap. Plugging this
equation into Eq. (4.34), we obtain the following relation:
τp+2 − (1− β)τp+1 + βτp + 2
3
(1− β) = 0 . (4.40)
Using Eq. (4.38), we obtain a second order differential equation for the higher order
contributions f(p):
f(p+ 2)− (1 + β)f(p+ 1) + βf(p) = 0 . (4.41)
The only nontrivial solution to this equation is provided by the ansatz f(p) = αβp,
where τp must satisfy the boundary conditions τ0 = 0 and τ1 = 0. This fixes α and
























This function is also shown in Fig. 4.5, together with experimental results from
Benzi et al. (1993). As one can see, the modified model describes the experimental
data much better for higher order p as the Kolmogorov theory.
Furthermore, we can now derive the correction of the Kolmogorov theory from
this equation. Evaluating ζ2, we find
E(k) ∼ k−29/9+2(2/3)2/3 ≈ k−5/3−0.03 . (4.44)
Thus, we see that the correction ∆ζ2 = 0.03 to the energy spectrum is rather small,
but becomes more and more important for larger values of p.
94
CHAPTER 4 4.11 The Dubrulle and Boldyrev model
Figure 4.6:
The Cantor function is a prominent example for an intermittent function (taken from Frisch
& Kolmogorov, 1995). We see that the self-similarity is clearly broken in some parts of the
function. This is a strong indicator of intermittent behavior.
4.10 The Dubrulle and Boldyrev model
In the derivation of the She & Leveque (1994) model, we have made the assumption
that the co-dimension of the filaments is C = 2. However, depending on the proper-
ties of the turbulent structures, this might not always be true. To account for this
fact, Dubrulle (1994) and Boldyrev et al. (2002) generalized Eq. (4.43) and found
ζp = Θ(1−∆)p+ C(1− ΣΘp), (4.45)
where Σ = 1−Θ/C. The other parameters Θ and ∆ enter the theory through the so-
called Kolmogorov refined similarity hypothesis, relating the scaling of fluctuations
of the velocity field to the scaling of the fluctuating energy dissipation. This equation
has much more free parameters than Eq. (4.43) and may better describe supersonic
turbulent motions in different fields of application.
4.11 Deviation from log-normal: effects of
intermittency
The central motivation for constructing the She & Leveque (1994) model was the
fact that slopes of the higher order structure functions show deviations due to in-
termittent effects, which are often refered to deviations from a log-normal veloc-
ity increment distribution (see, e.g. Batchelor & Townsend, 1949; Anselmet et al.,
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1984). In Fig. 4.6, we present a typical example for such an intermittent function,
the Cantor function7. We observe that the function strongly depends on the scale
and deviates at different positions. Another way to understand intermittency is the
following example. Turbulent structures (e.g. in molecular clouds) are self-similar
on a large range of spatial scales, as we have discussed in chapter 1. However, let us
imagine that some process breaks this self-similarity in a cloud. If this is the case,
we refer this effect to intermittency.
Is there a way how we could characterize these deviations? The answer is yes,
if we analyze the wings of the PDF, which should show the strongest deviations.
Therefore, we again study the high-pass filter function v>k (t), which we have intro-
duced in Section 4.3. We can say that a velocity function v(t) is intermittent at





grows with growing wavenumber k. This gives us a direct observable to analyze
intermittent effects, because it characterizes deviations from a log-normal velocity
distribution. Observationally, however, the problem is that the impact of even tiny
variations in the PDF wings induce large variations in F (k). Hence, there have been
strong doubts in the past whether such intermittent structures exist, but today there
are strong observational evidences for this effect (see, e.g. Frisch & Kolmogorov, 1995
and the references therein).
4.12 Another correction to the Kolmogorov theory:
the β-model
Just for completeness, we will also present another model in this section, which
accounts for intermittency effects. It is called the β-model and the name will shortly
become clear. In the β-model we assume that Kolmogorov’s theory does not hold
for the whole fluid itself, but only for some subregions, depending on the spatial
scale we are interested in. According to the Richardson energy cascade, this means
that each turbulent eddy only occupies a fraction β of space, with 0 < β < 1. If we
assume that an eddy shrinks by a factor of r after each step, we would expect that
after n steps the initial eddy of size `0 has the new size
` = rn`0 . (4.47)
Then, the fraction p` of space within a daughter-eddy goes as
p` = β






7Georg Cantor, German mathematician, 19/02/1845 - 06/01/1918
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where we have defined D such that
C = 3−D = ln(β)
ln(r)
. (4.49)
Here, D is the fractal dimension and C the co-dimension. We can then get an
estimate for the energy






because eddies of size ` only fill a fraction p` of the total volume. According to
Kolmogorov’s theory, we again assume that the energy flux is constant and reads










and in the inertial range



























In the final step, we compute again the p-th order structure function and obtain
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compared to the Kolmogorov theory, where we find h = 1/3. The kinetic energy
spectrum then satisfies the relation
E(k) ∝ k−5/3−(3−D)/3 . (4.58)
For p = 3 we find ζ3 = 1, as required by the Kolmogorov theory, as well as if we
assume D = 3.
Note, that the β-model does not reproduce experimental results as accurate as
e.g. the She & Leveque (1994) model for larger p. However, it played an important
role in the historical context and the development of turbulence theory.
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Centroid Velocity Statistics of
Molecular Clouds
In this study, we compute structure functions and Fourier spectra of 2D centroid
velocity (CV) maps in order to study the turbulent gas dynamics of typical molecular
clouds (MCs) in numerical simulations. We account for a simplified treatment of
time-dependent chemistry and the non-isothermal nature of the gas and use a 3D
radiative transfer tool to model the CO line emission in a post-processing step.
We perform simulations using three different initial mean number densities of n0 =
30, 100 and 300cm−3 to span a range of typical values for dense gas clouds in the solar
neighbourhood. We compute slopes of the centroid velocity increment structure
functions (CVISF) and of Fourier spectra for different chemical components: the
total density, H2 number density, 12CO number density as well as the integrated
intensity of 12CO (J = 1 → 0) and 13CO (J = 1 → 0). We show that optical
depth effects can significantly affect the slopes derived for the CVISF, which also
leads to different scaling properties for the Fourier spectra. The slopes of CVISF
and Fourier spectra for H2 are significantly steeper than those for the different CO
tracers, independent of the density and the numerical resolution. This is due to the
larger space-filling factor of H2 as it is better able to self-shield in diffuse regions,
leading to a larger fractal co-dimension compared to CO. The results presented in
this chapter are published in Bertram et al. (2015a).
5.1 Introduction
Understanding the dynamics of molecular clouds (MCs) is an important task in as-
trophysics. It is still a great debate which physical processes regulate star formation.
Beyond self-gravity, the radiation field, magnetic fields and a complex thermody-
namic and chemical evolution, several studies in the past have shown that turbulent
motions play an important role for controlling the star formation process (see, e.g.
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Mac Low & Klessen, 2004; Scalo & Elmegreen, 2004; Elmegreen & Scalo, 2004;
McKee & Ostriker, 2007; Hennebelle & Falgarone, 2012).
Characterising interstellar turbulence is therefore important for understanding
star formation. During the last years large improvements were made in under-
standing turbulence theory. Kolmogorov (1941) proposed a constant mean energy
dissipation rate within an inertial range and assumed that all statistical averaged
quantities only depend on this rate, leading to the law of Kolmogorov for incom-
pressible turbulence. This directly leads to the famous 5/3-law of the energy spec-
trum with a statistically quasi-equilibrium state. Nevertheless, many experimental
and theoretical studies in the past decades have shown that the assumption of a
constant mean energy dissipation rate is not accurate (Benzi et al., 1993; She &
Leveque, 1994; Dubrulle, 1994; Frisch & Kolmogorov, 1995) and seems to deviate
significantly from measurements for higher orders of the structure function. This
discrepancy has been referred to as intermittency corrections to the Kolmogorov
theory. A number of phenomenological models have been proposed since then to
explain the differences. She & Leveque (1994) proposed an intermittent scaling for
filamentary structures, in excellent agreement with tunnel-flow experimental data
(Benzi et al., 1993) for incompressible turbulence. Boldyrev et al. (2002) expanded
the work of She & Leveque (1994) for sheet-like shocks or a general fractal dimension
of the dissipative structures for compressible turbulence. Later on, other studies de-
veloped models for a better understanding of turbulence involving magnetic fields
(see, e.g. Goldreich & Sridhar, 1995; Cho et al., 2002).
Studying interstellar turbulence is difficult, since observations are always a com-
plex convolution of the density and the velocity field, affected by many other astro-
physical processes. Assessing the influence of projection effects relies on numerical
simulations of turbulence that can be compared to observational measurements. In
that sense, Lis et al. (1996) have shown that it is possible to use centroid velocity
increments (CVI) in order to trace the most intense velocity structures of regions in
the interstellar medium (ISM), which do not form stars and to analyse intermittency
effects on the basis of the two-point statistics.
Recent studies have revealed in great detail that centroid velocities (CV) and their
increments are sensitive to the turbulent driving, density fluctuations and temper-
atures along the line-of-sight (Lazarian & Esquivel, 2003; Ossenkopf et al., 2006;
Esquivel et al., 2007; Hily-Blant et al., 2008; Federrath et al., 2010). Furthermore,
the non-uniform chemical makeup of the gas and optical depth effects might also
alter the CVI statistics (see, e.g. Burkhart et al. 2013b and Burkhart et al. 2014).
Chemical effects may be important for an accurate determination of the velocity
fluctuations, since the relation between H2 as the main constituent of the ISM and
CO as a tracer is not linear (see, e.g. Glover et al. 2010; Shetty et al. 2011a). Optical
depth effects may as well affect projected structures due to different opacities of the
gas tracers (see, e.g. Burkhart et al. 2013a,b, 2014 and Lazarian & Pogosyan 2004).
Nevertheless, the question of how different physical processes affect the overall two-
point statistics of the CVI remains elusive although much progress has been made
during the last years.
100
CHAPTER 5 5.2 Methods and simulations
In this paper we analyse high-resolution, three-dimensional chemistry models in
numerical simulations of turbulent interstellar gas (Glover et al., 2010) to get a
better insight into how the choice of chemical species as a tracer of gas affects
the two-point statistics of the CV. Therefore we use time-dependent chemistry for
modelling the formation and destruction of molecules in the ISM. We then perform
radiative transfer calculations and convert our simulations into synthetic 2D CV
maps. We focus in this paper on how chemistry and radiative transfer affect the
CVI turbulence statistics and the Fourier spectra in different environments, while
spanning a range of possible densities representative of MCs.
In Sec. 5.2 we present the simulations, the methods used to compute the CVI, the
Fourier spectra and the radiative transfer post-processing. In Sec. 5.3 we present
the results of our studies with different mean number densities. We discuss our
results in Sec. 5.4 and present our conclusions in Sec. 5.5.
5.2 Methods and simulations
5.2.1 MHD and chemistry simulations
The simulations that we examine in this paper were performed using a modified
version of the Zeus-Mp magnetohydrodynamical code (Norman, 2000; Hayes et al.,
2006). We make use of a detailed atomic and molecular cooling function, described in
detail in Glover et al. (2010) and Glover & Clark (2012), and a simplified treatment
of the molecular chemistry of the gas. Our chemical treatment is based on the work
of Nelson & Langer (1999) and Glover & Mac Low (2007), and allows us to follow
the formation and destruction of H2 and CO self-consistently within our simulations.
Full details of the chemical model can be found in Glover & Clark (2012).
We consider a periodic volume, with side length 20 pc, filled with uniform den-
sity gas. We run simulations with three different initial densities, n0 = 30, 100 and
300 cm−3, where n0 is the initial number density of hydrogen nuclei. The initial
temperature of the gas is set to 60 K. We initialise the gas with a turbulent velocity
field with uniform power between wavenumbers k = 1 and k = 2 (Mac Low et al.,
1998a; Mac Low, 1999). The initial 3D rms velocity is vrms = 5 km s−1, and the tur-
bulence is driven so as to maintain vrms at approximately the same value throughout
the run. The gas is magnetised, with an initially uniform magnetic field strength
B0 = 5.85 µG, initially oriented parallel to the z-axis of the simulation. We neglect
the effects of self-gravity. We assume that the gas has a uniform solar metallicity
and adopt the same ratios of helium, carbon and oxygen to hydrogen as in Glover
et al. (2010) and Glover & Mac Low (2011). At the start of the simulations, the
hydrogen, helium and oxygen are in atomic form, while the carbon is assumed to be
in singly ionised form, as C+. We also adopt the standard local value for the dust-to-
gas ratio of 1:100 (Glover et al., 2010), and assume that the dust properties do not
vary with the gas density. The cosmic ray ionisation rate was set to ζ = 10−17 s−1,
but we do not expect our results to be sensitive to this choice (Glover et al., 2010).
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For the incident ultraviolet radiation field, we adopt the standard parameterisation
of Draine (1978). More detailed information about the simulations that we examine
in this paper can be found in Bertram et al. (2014). The runs analysed in this
paper were all performed with a numerical resolution of 5123 zones. We discuss the
influence of our limited numerical resolution in more detail in Appendix A.1.
5.2.2 Radiative transfer
To model the CO (J = 1→ 0) line in the MCs for both 12CO and 13CO we employ
the radiative transfer code Radmc-3d1 (Dullemond, 2012). We use the Large Veloc-
ity Gradient (LVG) approximation (Sobolev, 1957) to compute the level populations.
The LVG implementation in Radmc-3d is described in Shetty et al. (2011a). For
more information about the usage of Radmc-3d on our data we refer the reader to
Bertram et al. (2014).
Our simulations do not explicitly track the abundance of 13CO, and so we need a
procedure to relate the 13CO number density to that of 12CO. A common assumption
is that the ratio of 12CO to 13CO is identical to the elemental abundance ratio of
12C to 13C (see, e.g. Roman-Duval et al., 2010). In the majority of our analysis,
we make the same assumption and set the 12CO to 13CO ratio to a constant value,
R12/13 = 50.
However, strictly speaking, we expect the 12CO to 13CO ratio to faithfully reflect
the elemental 12C to 13C ratio only in gas where essentially all of the carbon is
incorporated into CO. When this is not the case (e.g. at low density and/or low
extinction), the effects of chemical fractionation (Watson et al., 1976) and selective
photodissociation of 13CO (see, e.g. Visser et al., 2009a) can significantly alter the
12CO/13CO ratio (Röllig & Ossenkopf, 2013; Szűcs et al., 2014). To explore the
effect that this may have on the statistical properties of the 13CO line emission, we
have produced a set of 13CO emission maps, where we attempt to account for spatial
variations in the 12CO/13CO ratio. To do this, we made use of the recent numerical
results of Szűcs et al. (2014). They find that in turbulent molecular clouds, there is
a tight relationship between the mean value of R12/13 along a given line-of-sight and
the 12CO column density along the same line-of-sight, and give a simple polynomial
fitting formula for R12/13 as a function of the 12CO column density. To produce our
second set of 13CO maps, we therefore first calculate the 12CO column density along
one axis of our datacubes, and then use these values to compute the mean value of
R12/13 for each line-of-sight using the Szűcs et al. (2014) fitting formula. Finally, we
derive the number density of 13CO in each cell along each line-of-sight by dividing
the 12CO number density by the mean value of R12/13. These 13CO number densities
are then used to compute the 13CO emission in the same fashion as in our constant
ratio models. We note that although this procedure neglects any spatial variations
in R12/13 along a given line-of-sight, Szűcs et al. (2014) have shown that the resulting
emission maps differ by only a few percent from those derived from a self-consistent
1www.ita.uni-heidelberg.de/∼dullemond/software/radmc-3d/
102
CHAPTER 5 5.2 Methods and simulations
(but costly) chemical treatment. The differences in the CVI statistics of the two
sets of 13CO emission maps - those derived using a constant R12/13 and those that
use a spatially varying value of R12/13 - will be discussed in Sec. 5.3.3 below.
Although Radmc-3d accounts for the dust continuum emission as well as the CO
line emission, we make sure to subtract off the continuum term before analysing the
statistical properties of the synthetic maps. For further information about the usage
of Radmc-3d and the calculation of the dust continuum and the line emission we
refer the reader to Dullemond (2012).
The radiative transfer calculation yields position-position-velocity (PPV) cubes of
brightness temperatures TB, which are used to compute centroid velocities. We will
refer to these as the “intensity” models. In analogy, we construct centroid velocity
maps out of the PPP simulation data of the density and velocity field, as described
in Sec. 5.2.3. We will refer to these as the “density” models.
5.2.3 Centroid velocity increments
Our study is based on the two-point statistics of line centroid velocities. Following




F (r, z)vz(r, z)dz∫
F (r, z)dz
, (5.1)
where the variable vz(r, z) is the line-of-sight velocity in the z-direction. The quan-
tity F (r, z) is a statistical weight and denotes either the underlying density field or
the brightness temperatures from the radiative transfer post-processing.
The centroid velocity increment δC` is defined as the separation between two
points of the CV by spatial distances `, i.e.
δC`(r) = C(r)− C(r + `). (5.2)
It thus connects centroid velocities of different regions in the plane.
There are many other techniques to measure velocity fluctuations as a function
of spatial scale, e.g. the spectral correlation function (Rosolowsky et al., 1999),
the velocity channel analysis (Lazarian & Pogosyan, 2000, 2004), the ∆-variance
method (Ossenkopf et al., 2008a,b) or the Principal Component Analysis (Heyer &
Schloerb, 1997; Brunt & Heyer, 2002a). The latter has been applied to study the gas
dynamics of the same simulation data used in this paper in Bertram et al. (2014).
5.2.4 Structure functions of the CVI
Statistical moments p of the distribution of all possible CVI are called structure
functions (CVISF). They are defined as
CVISFp(`) = 〈|δC`(r)|p〉 (5.3)
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where the average 〈〉 is computed over all possible CVI separated by ` in the plane.
When p increases, the CVISF give a stronger weight to rare events. In our study
we have computed the CVISF for each possible line-of-sight direction x, y and z.
Although we use a weak magnetic field in the z-direction, the turbulence in our
simulations is trans-Alfvénic or mildly super-Alfvénic (see Table 5.1). The field
lines are therefore dragged along with the turbulent flow, with the result that the
turbulence remains approximately isotropic (see, e.g. Burkhart et al., 2014). Hence,
we do not expect significant variations of the CVISF along the different lines-of-
sight. We therefore average all CVISF of the different line-of-sight directions and
compute all CVISF for p ≤ 6. Finally, the CVISF were fit to power laws of the form
CVISFp(`) ∝ `ζp , (5.4)
where ζp is a function that depends on the statistical moment p of the CVI distribu-
tion. To calculate the scaling exponents, we use a fitting range from 1/16 to 1/5 of
the total box size, as used by Federrath et al. (2010) and Konstandin et al. (2012).
For a box with D = 512 grid cells for each side this translates to 32 and 102 cells.
Figure 5.1 shows an example of a CVISF for orders up to p = 6 for one snapshot in
time, where the velocity is weighted by the total density field from model n300.
5.2.5 Fourier and power spectra
Fourier spectra are used to analyse the scale dependence of the kinetic energy of
turbulence simulations. Assessing 3D turbulence power spectra, Kolmogorov (1941)
showed through statistical arguments that the kinetic energy should scale as E(k) ∝
k−2/3 in case of incompressible turbulence, where k is the wavenumber. Later,
Burgers (1948) derived E(k) ∝ k−1 for supersonic, compressive turbulence. We
define the power spectrum as the change of the kinetic energy with its wavenumber,






v̂ · v̂∗4pik2dk, (5.5)
where v̂ denotes the Fourier transform of the velocity field and v̂∗ its complex
conjugate. Following Kolmogorov (1941), the kinetic energy down the cascade in
the inertial range scales with 〈δv2` 〉 ∝ `ζ2 , where ζ2 is the slope of the second order
structure function obtained in the inertial range (or fitting range, as we term it in




∝ k−1−ζ2 = kα, (5.6)
where we have used k ∝ `−1 and set α = −1− ζ2 as the value of the spectral slope.
Hence, the power spectrum can be determined by evaluating ζ2 of the second order
104
CHAPTER 5 5.2 Methods and simulations
Figure 5.1:
CVI structure function for orders up to p = 6 with the inferred slopes ζp as a function of
spatial scale for one snapshot in time, normalised by the total box size. The velocity here
is weighted by the total density field for an initial number density of n0 = 300 cm−3. The
fitting range is indicated by a horizontal dashed line. Error bars denote 1-σ variations for
all 3 line-of-sight directions.
structure function. Using Eq. 5.6, we then obtain slopes P (k) ∝ k−5/3 and P (k) ∝
k−2 for both Kolmogorov (α = −5/3) and Burgers (α = −2) turbulence, respectively.
In this paper, we compute power spectra for 2D maps of CV in order to obtain
information about the underlying physics of the different chemical components.
5.2.6 Theoretical relations for the SF slopes
Following Kolmogorov (1941), we assume that the kinetic energy scales as E(k) ∝
〈δv2〉 and E(k) ∝ k−2/3 in the case of incompressible turbulence, from which it
directly follows that 〈δv〉 ∝ `1/3. Furthermore, by taking 〈δvp` 〉 ∝ `ζp , we can






This law will be referred to as K41. Later on, She & Leveque (1994) applied in-
termittency corrections to K41 and set ζp = p/3 + τp/3, since Eq. 5.7 seems to
deviate significantly from many experimental studies for p > 3 (Benzi et al., 1993;
She & Leveque, 1994; Dubrulle, 1994; Frisch & Kolmogorov, 1995). The function
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which we refer to as the SL94 model. As shown by Boldyrev et al. (2002), here-
after B02, and Dubrulle (1994), one important parameter in models of supersonic
turbulence is the fractal co-dimension, C = 3−D, where D is the dimension of the
most intermittent structures. The SL94 model assumes 1D filaments with D = 1 as
the most intermittent structures, while the B02 model assumes sheet-like structures
with D = 2. Hence, Boldyrev et al. (2002) and Dubrulle (1994) generalised Eq. 5.8
and found
ζp = Θ(1−∆)p+ C(1− ΣΘp), (5.9)
where Σ = 1−Θ/C. The other parameters Θ and ∆ enter the theory through the so-
called Kolmogorov refined similarity hypothesis, relating the scaling of fluctuations
of the velocity field to the scaling of the fluctuating energy dissipation. We leave
those two as free arbitrary parameters for now.
5.3 Results
We analyse different numerical models with and without radiative transfer post-
processing and vary the initial number density in the simulation box, in order to
study the influence on the structure functions. Table 5.1 gives an overview of the
numerical models that we study in this paper. We quote both mass- and volume-









dV , respectively. More detailed analyses of the H2 and CO
distributions produced in this kind of turbulent simulation can be found in previous
studies by Glover et al. (2010) and Shetty et al. (2011a). Examples of the integrated
intensity and column density PDFs are shown in Shetty et al. (2011a). Figure 5.2
shows the centroid velocity maps computed via Eq. 5.1 for all models and for all
chemical components.
5.3.1 Analysis of the CVISF
We compute the CVISF for all models (n30, n100, n300) and all chemical tracers:
the total density, H2 density, CO density, 12CO and 13CO intensity. We average
slopes of the CVISF using 3 snapshots in time (with 3 line-of-sight directions each)
where we can assume both the chemistry and the turbulence to be in a stationary
and converged state. In Figure 5.3 we show slopes ζp of the CVISF as a function of
the order p for all models and chemical tracers. The error bars denote temporal and
spatial 1-σ fluctuations from the different time snapshots. Moreover, we also show
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Figure 5.2:
Centroid velocities in z-direction for models n30 (left column), n100 (middle column) and
n300 (right column). From top to bottom: CV maps of the total density, H2 and 12CO
density followed by CV maps of the 12CO and 13CO integrated intensities. Each side has
a length of 20 pc. Note that the velocity field of the n30 model uses a different turbulent
seed than the n100 and the n300 model. Black areas in the 12CO and 13CO map of the n30
model denote regions where the brightness temperatures are zero along the line-of-sight.
We mask these regions, because no proper centroid velocities can be computed there.
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Model name n30 n100 n300
Mean density [cm−3] 30 100 300
Resolution 5123 5123 5123
Box size [pc] 20 20 20
tend [Myr] 5.7 5.7 5.7
〈Ms〉 5.1 6.8 10.6
〈MA〉 1.0 1.1 1.5
σρ/〈ρ〉 4.6 3.0 3.0
〈xH2〉mass 0.61 0.78 0.98
〈nH2〉vol [cm−3] 8.6 36.8 139.3
〈nH2〉mass [cm−3] 263.6 447.1 1455.8
〈nCO〉vol [cm−3] 1.4× 10−4 1.7× 10−3 2.2× 10−2
〈nCO〉mass [cm−3] 2.3× 10−2 4.3× 10−2 0.3
〈T 〉vol [K] 223.0 68.4 34.9
〈T 〉mass [K] 56.7 25.8 12.7
〈NH2〉 [cm−2] 5.3× 1020 2.3× 1021 8.6× 1021
〈NCO〉 [cm−2] 8.7× 1015 1.1× 1017 1.3× 1018
Table 5.1:
Overview of the different models with some characteristic values for the last snapshot.
From top to bottom we list: mean number density, resolution, box size, time of the last
snapshot, mean sonic Mach number, mean Alfvén Mach number, ratio of density dispersion
and mean density, mass-weighted mean abundances of H2 (i.e. the percentage of atomic
hydrogen that has been converted to H2, see Glover & Mac Low, 2011), mean volume- and
mass-weighted H2 and CO number density, mean volume- and mass-weighted temperature
and mean column density of H2 and CO.
the K41, SL94 and B02 scaling relations in the plots. We have to keep in mind that
a direct comparison of the theoretical models with our CV statistics is nontrivial and
sometimes impossible, since we analyse velocity centroids, while the theory predicts
scaling relations for the full turbulent velocity field. For a more detailed discussion
about the influence of the projection, we refer the reader to Sec. 5.4.3 and 5.4.4.
We find differences between the various models and tracers. In our n300 model
we obtain similar slopes of the total density and the H2 density model as well as for
the CO density and the 13CO intensity model within their error bars. The slopes
of the total density and the H2 density model are steeper compared to the different
CO tracer models, which flatten to higher order p of the CVISF. The slopes ζp of
the 12CO intensity model make up an intermediate case. They are slightly steeper
than the CO density and 13CO intensity model, but flatter than those of the total
density and H2 density model.
Regarding the n100 model, we find consistent values for ζp for all CO tracer cases
and for all orders p. Furthermore, we again measure steeper slopes for the total
density and H2 density model, which now slightly deviate from each other at higher
order of the CVISF.
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In our n30 model we obtain a larger discrepancy between the total density and the
H2 density model. Although the temporal and spatial 1-σ fluctuations are large for
both cases, we find a clear separation of the slopes for higher p. Again, all different
CO tracers agree with each other within their error bars and are significantly flatter
and those of the H2 and total density cases.
5.3.2 Analysis of the Fourier spectra
Following Eq. 5.5, we compute Fourier spectra and the scaling exponents of the
power spectra by fitting a linear function in log-log space to the Fourier spectra
in the fitting range of our simulations. The fitting range in k-space translates to
wavenumbers from 5 to 16 and has to be chosen carefully due to the artificial accumu-
lation of energy further down the cascade, known as the bottleneck effect (Falkovich,
1994; Dobler et al., 2003; Kaneda et al., 2003; Haugen & Brandenburg, 2004; Krit-
suk et al., 2007a; Beresnyak & Lazarian, 2009). In analogy to Figure 5.3, Figure 5.4
shows with k2 compensated Fourier spectra for the different density models and all
chemical components.
In the n300 model we again find a good correlation between the total density and
the H2 density. We measure slopes α of −1.62±0.09 for the former and −1.60±0.09
for the latter, which agree well within their errors. For the CO density, 12CO and
13CO intensity cases we find slopes of −1.27± 0.10, −1.36± 0.08 and −1.30± 0.09,
which do not show significant differences within their errors.
The same trends are seen in the other density models. In the n100 model we again
do not find a significant difference between the total density and the H2 density, for
which we measure slopes α of −1.57± 0.09 and −1.54± 0.09, respectively. For the
CO density, 12CO and 13CO intensity cases we find very flat slopes of −0.98± 0.07,
−1.01± 0.08 and −0.87± 0.09.
In the low-density n30 model, the slopes α of the total density (−1.49±0.11) and
H2 density (−1.41±0.11) cases agree well within their errors, while the slopes of the
CO density, 12CO and 13CO intensity cases are again much flatter and we measure
−1.04± 0.09, −1.01± 0.10 and −1.00± 0.10.
Overall, we find a significant difference in the slopes of the H2 density and all CO
tracers for all three density models. Slopes of the total density and H2 density are
found to be significantly steeper than those produced by the different CO tracers,
while we do not obtain significant differences in the slopes between the different CO
tracers within their errors.
5.3.3 Variation of the abundance of 13CO
Our numerical simulations follow the chemistry of 12CO, but not of its isotope 13CO.
Consequently, in order to generate the data on the number density of 13CO that we
need for our radiative transfer calculation, it is necessary to specify a conversion
factor between 12CO and 13CO. As we explain in Sec. 5.2.2, in most of our analysis,
we assume a fixed 12CO to 13CO ratio, R12/13 = 50. However, in real molecular
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Figure 5.3:
Slopes ζp of the structure functions against order p for all chemical models, i.e. the total
density, H2 density and the CO density model as well as the 12CO and 13CO intensity
model. For comparison, we also show the theoretical scaling relations (black lines) from
Kolmogorov (1941), She & Leveque (1994) and Boldyrev et al. (2002), denoted as K41,
SL94 and B02. From top to bottom: runs of the different initial number densities, i.e.
n0 = 300, 100 and 30 cm−3. Error bars denote temporal and spatial 1-σ fluctuations.
Please note that a direct comparison of the theoretical models with our CV statistics is
complicated due to the projection along the LoS. For a more detailed discussion about the
influence of the projection, we refer the reader to Sec. 5.4.3 and 5.4.4.
110
CHAPTER 5 5.3 Results
Figure 5.4:
Fourier energy spectra multiplied by k2 as a function of scale k for all density models
and chemical components, i.e. the total density, H2 density and the CO density model as
well as the 12CO and 13CO intensities. From top to bottom: runs of the different initial
number densities, i.e. n0 = 300, 100 and 30 cm−3. Error bars denote temporal and spatial
1-σ fluctuations. In all models, the total density and H2 density cases show a significantly
steeper slope compared to the CO tracer components. The fitting range is indicated by a
horizontal dashed line. Slopes with the fitting errors are given in each plot for the different
species.
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clouds, we expect spatial variations in R12/13 in any regions in which the carbon
is not all locked up in CO, caused by the two effects of chemical fractionation and
selective photodissociation (Röllig & Ossenkopf, 2013; Szűcs et al., 2014). To explore
the effect that these variations may have on the CVI statistics of the 13CO emission
maps, we produce a set of 13CO emission maps, using a spatially varying R12/13
generated following the prescription given in Sec. 5.2.2 and in Szűcs et al. (2014).
After applying the radiative transfer post-processing to both models, we compute
the two maps of the CV and compare the slopes of the CVISF.
Although we find slight differences in the CV maps on small scales, the slopes ζp
of the CVISF are essentially the same in both cases. The differences between the
results in the two models are smaller than the 1-σ temporal and spatial errors in the
different snapshots. We thus conclude that the use of a constant 12CO/13CO ratio
is sufficient for obtaining proper slopes of the CVISF for 13CO.
5.4 Discussion
5.4.1 Slopes of the CVISF
As shown in Figure 5.3, we find large differences in the CVISF slopes for the differ-
ent chemical components and density models. In the n300 model, we find a good
correlation between the total density and the H2 density within their error bars.
This is because about 98% of the initial atomic hydrogen gas is in molecular form at
this time, meaning that H2 is an excellent tracer of the total density. Furthermore,
13CO is optically thin and thus we expect the 13CO intensity PPV model to trace
the underlying 3D PPP CO density model well, which we can see in Figure 5.3.
This argument is also valid for the other density models. On the other hand, 12CO
is optically thick and traces H2 well only in dense regions (see Bertram et al., 2014).
This is why it lies between the total density and the CO density models. We discuss
the physical implications for this result in Sec. 5.4.4.
Turning to the low-density model n30, we find a larger discrepancy in the slopes
of the H2 density and the total density field, because only 61% of the initial atomic
hydrogen gas is now in molecular form. Thus, the H2 gas does not trace the total
gas very well, although it is still the best tracer for the total density field in general.
Looking at the different CO tracers, we find a good correlation between the CO
density, 12CO and 13CO intensity cases within the error bars.
The n100 model is intermediate between n30 and n300. We find a better correla-
tion of the H2 and the total density cases than in the n30 model, which comes from
the higher fractional abundance of H2 compared to the n30 model. Furthermore,
we again obtain a good correlation between all CO tracer components within their
error bars, which means that the turbulence statistics in all three cases are similar.
Nevertheless, regarding the question of whether CO tracer molecules can be used
to infer the dynamics of the underlying total density or H2 density field, we find that
in all density models, the slopes of the total density or the H2 density field might
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be underestimated by a factor up to 3 by the use of different CO tracers.
5.4.2 Slopes of the Fourier spectra
Model name n30 n100 n300
Total density −3.49± 0.11 −3.57± 0.09 −3.62± 0.09
H2 density −3.41± 0.11 −3.54± 0.09 −3.60± 0.09
CO density −3.04± 0.09 −2.98± 0.07 −3.27± 0.10
12CO intensity −3.01± 0.10 −3.01± 0.08 −3.36± 0.08
13CO intensity −3.00± 0.10 −2.87± 0.09 −3.30± 0.09
Table 5.2:
Spectral slopes for all chemical components and density models shown in Figure 5.4. In
order to compare our spectral slope values α to those given in Lazarian & Pogosyan (2004),
we have to subtract a value of -2, i.e. β = α−2. Independent of the individual component,
we observe a saturation of the spectral slopes to a value of β ≈ −3.
We can understand the significant differences between the H2 and the CO tracer
cases in the Fourier spectra of the distinct density models by comparing Figure 5.3
with Figure 5.4. In Eq. 5.6 we have shown that the slopes α of the Fourier spectra are
related to the structure functions of the turbulence over the second order structure
function ζ2 via α = −1− ζ2. The interpretation of slope differences ∆α = ζ(b)2 − ζ(a)2
in Figure 5.4 between different chemical tracers is thus related to the differences
in slopes of the second order structure functions. If the differences of values for ζ2
within one density model are large, we also expect large differences to occur in the
slopes of the Fourier spectra, which is indeed the case. The “average” difference for ζ2
between H2 and the CO tracers is largest in the n100 model. Hence, we also find the
largest slope differences between those two cases in our Fourier spectra for the n100
model. This is why Fourier slopes in Figure 5.4 of all CO tracers are significantly
flatter then those of H2. Since we always find the highest slope values for the total
density and H2 density in Figure 5.3, we also measure steeper exponents of those
components in the Fourier spectra.
However, we have to keep in mind that we have used 3D statistical measures to
understand the behaviour of the 2D centroid velocity maps. Nevertheless, since we
only want to compare relative scaling behaviours in our models, we can safely use
3D statistical tools of turbulence analysis in order to work out trends in 2D data
available for observers.
Furthermore, Lazarian & Pogosyan (2004) predicted that the spectral slope should
saturate to a value of -3, which was confirmed by several other studies in the past
(see, e.g. Stutzki et al. 1998; Stanimirović & Lazarian 2001; Lazarian & Pogosyan
2006; Padoan et al. 2006; Burkhart et al. 2010, Burkhart et al. 2013a). Note that
in the context of Lazarian & Pogosyan (2004), the power spectra are defined via
E(k) ∝ k2P (k) ∝ kβ. Thus, if we want to compare our results to those found in
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Lazarian & Pogosyan (2004), we have to subtract a value of -2 in order to compensate
for the k2 scaling, i.e. β = α−2, where α denotes the Fourier slopes given in Figure
5.4 and β the slopes listed in Lazarian & Pogosyan (2004) or Burkhart et al. 2013a.
Table 5.2 gives an overview about the spectral slopes β computed from our slopes
values α given in Figure 5.4. Independent of the individual component and the
initial density, we also observe a saturation of the spectral slope indices to a value
of β ≈ −3 for CO (see also Lazarian & Pogosyan, 2004).
5.4.3 Projection effects
A direct comparison of CVISF to models of 3D turbulence such as proposed by She
& Leveque (1994) or Boldyrev et al. (2002) is complicated, since maps of centroid
velocities are a complex convolution of the density (or brightness temperature) with
the velocity field. Moreover, previous studies have shown that physical effects like
opacity or the sonic Mach number also significantly influence the result of the CV
analysis (see, e.g. Lazarian & Pogosyan 2004, Burkhart et al. 2013a and Burkhart
et al. 2014). Nevertheless, CVI statistics provide a useful tool to study effects
of turbulence in observational measurements and to compare those to numerical
experiments, since observations rely on spectral PPV information from which the
CV maps can directly be inferred.
As shown by Lazarian & Esquivel (2003), Ossenkopf et al. (2006), or Esquivel
et al. (2007), CVI statistics are significantly influenced by the underlying density
field and thus differ from the pure 3D velocity statistics, unless the ratio of the
density dispersion to the mean density is small. This is usually the case in subsonic
flows where the Mach number is supposed to be small, which is clearly not the case
in our simulations, where we measure supersonic Mach numbers. Table 5.1 gives
both the mean Mach number and the ratio of density dispersion and mean density,
σρ/〈ρ〉. We find values σρ/〈ρ〉 & 3 and therefore expect the mutual convolution of
density and velocity field to play a significant role. Ossenkopf et al. (2006) give an
upper limit of σρ/〈ρ〉 . 0.5 in order to get a proper matching of the CVISF with
the 3D structure functions of the turbulence. We thus expect a significant loss in
the signatures of intermittency in our CVI statistics compared to the proper 3D
data, which limits a direct comparison of the CVISF to the different moments of the
structure functions of the underlying 3D velocity field. For further information about
the density variance-Mach number relation we refer the reader to Vázquez-Semadeni
& García (2001), Lemaster & Stone (2008), Federrath et al. (2008), Federrath et al.
(2010), Molina et al. (2012), Burkhart & Lazarian (2012) and Konstandin et al.
(2012).
5.4.4 Connection to the fractal dimension
As shown in Figure 5.3, we find increasing differences between the H2 and the
CO tracers with higher order p of the CVISF for all density models. Although
we analyse 2D CVI statistics, we can nevertheless gain useful information about the
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most dissipative structures in our simulations using theoretical models of 3D velocity
statistics. However, as discussed in Kowal et al. (2007), we have to keep in mind
that supersonic turbulence contaminates the scaling relations of the CV statistics
due to a complex convolution of the supersonic density with the velocity.
In the context of She & Leveque (1994) (C = 2), Eq. 5.9 predicts larger slope
values ζp than in the model given by Boldyrev et al. (2002) (C = 1), in which ζp
becomes flatter for higher order p. Thus, the increasing differences between the H2
and the CO tracers with higher order p of the CVISF seem to be related to the
fractal co-dimension C, which can be interpreted as a space-filling factor, describing
the distribution of gas in the MC. As argued in Bertram et al. (2014), H2 is more
extended than CO as it is better able to self-shield in diffuse regions, while CO
is a good tracer of H2 only in compact regions. Hence, we would predict a larger
fractal co-dimension for the H2 gas than for the various CO tracers, leading to the
increasing differences in ζp as observed in Figure 5.3 between H2 and CO. However,
due to projection and resolution effects it is rather complicated to give general values
for the fractal co-dimension of the 3D velocity statistics. The question of how the
fractal dimensions of 2D and 3D velocity statistics are related with each other can
be addressed in a follow-up study.
5.4.5 Limitations of the models
As described in Bertram et al. (2014), there are some assumptions and limitations
inherent to our numerical models that we must keep in mind when interpreting the
results. For example, our models do not account for self-gravity, star formation,
stellar feedback (e.g. by SN, stellar radiation, etc.) or large-scale dynamics (e.g.
spiral arms, SN shells, etc.). Furthermore, we find a minor resolution dependence of
the CVISF slopes for CO as discussed in Appendix A.1, which limits the ability to
directly compare our theoretical values with observational measurements. However,
we can gain useful information about the underlying physics through the relative
scaling of the CVISF slopes to get an idea of how the chemistry and a radiative
transfer affect the trends seen in tools like CVI statistics or Fourier spectra, which
are commonly used by observers.
For future investigations, higher resolution models would be needed in order to
measure converged slope values that can be compared to observations. Additionally,
simulations that span a wider range of physical parameters, i.e. different metallicities
or radiation fields, are important to study in order to analyse the influence on the
CVI statistics. Star formation, feedback and stellar winds could also help to improve
our understanding of turbulence in MCs.
5.5 Summary and Conclusions
We analysed centroid velocity increment structure functions (CVISF) and Fourier
spectra of MCs with time-dependent chemistry and a radiative transfer post-processing
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for models of different initial number densities and chemical components: the to-
tal number density, H2 and CO density (each without radiative transfer) as well as
12CO and 12CO intensity (both with radiative transfer). In each case, we computed
CVISF and their Fourier spectra and analysed the slopes of the CVISF within a
fitting range used by Federrath et al. (2010) and Konstandin et al. (2012) in order
to study the influence of the chemistry and the radiative transfer on the results of
the CVI statistics. We report the following findings:
• Optical depth effects can be important for the CVI structure analysis. We
find different behaviours of the CVISF slopes for 12CO and 13CO in different
density environments (see Sec. 5.4.1).
• We find the slopes of H2 in Fourier spectra generally to be steeper than the
slopes of different CO tracers (see Sec. 5.4.2). We also find the slopes of the
CVISF for the total density and H2 density to be steeper by a factor of up to
3 than the slopes of different CO tracers.
• We find β . −3 for all spectral slope values measured in this study (see Sec.
5.4.2), saturating at a value of -3 in the synthetic CO emission data cubes (see
also Lazarian & Pogosyan, 2004).
• We expect the CO gas to have a significantly smaller fractal co-dimension than
the H2 gas, which means that it is less space-filling than H2 (see Sec. 5.4.4).
• We do not find any variations in the slopes of the CVISF using more realistic
abundances of 13CO in MCs compared to a constant 12CO/13CO scaling ratio
throughout the whole cloud (see Sec. 5.3.3).
• Following the results of previous studies (see Sec. 5.4.3), we expect a significant
loss of information in the turbulence statistics due to projection, since we find
values of σρ/〈ρ〉 & 3 in our simulations of supersonic turbulence. This limits a
direct test of the CVISF to the different moments of the 3D structure functions.
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Structure analysis of simulated MCs
with the ∆-variance
We employ the ∆-variance analysis and study the turbulent gas dynamics of sim-
ulated molecular clouds (MCs). Our models account for a simplified treatment of
time-dependent chemistry and the non-isothermal nature of the gas. We investigate
simulations using three different initial mean number densities of n0 = 30, 100 and
300 cm−3 that span the range of values typical for MCs in the solar neighbourhood.
Furthermore, we model the CO line emission in a post-processing step using a radia-
tive transfer code. We evaluate ∆-variance spectra for centroid velocity (CV) maps
as well as for integrated intensity and column density maps for various chemical
components: the total, H2 and 12CO number density and the integrated intensity of
both the 12CO and 13CO (J = 1 → 0) lines. The spectral slopes of the ∆-variance
computed on the CV maps for the total and H2 number density are significantly
steeper compared to the different CO tracers. We find slopes for the linewidth-size
relation ranging from 0.4 to 0.7 for the total and H2 density models, while the slopes
for the various CO tracers range from 0.2 to 0.4 and underestimate the values for
the total and H2 density by a factor of 1.5 − 3.0. We demonstrate that optical
depth effects can significantly alter the ∆-variance spectra. Furthermore, we report
a critical density threshold of ∼ 100 cm−3 at which the ∆-variance slopes of the
various CO tracers change sign. We thus conclude that carbon monoxide traces the
total cloud structure well only if the average cloud density lies above this limit. The
results presented in this chapter are published in Bertram et al. (2015b).
6.1 Introduction
The interstellar medium (ISM) is dominated by highly turbulent motions, which
contribute to regulating stellar birth in interstellar molecular clouds (MCs) (see,
e.g. Mac Low & Klessen, 2004; Scalo & Elmegreen, 2004; Elmegreen & Scalo, 2004;
117
CHAPTER 6 6.1 Introduction
McKee & Ostriker, 2007; Hennebelle & Falgarone, 2012). On large scales, turbu-
lent gas motions support MCs against gravitational collapse. However, the shocks
associated with supersonic turbulence will create overdense regions on small scales,
which in turn may collapse and form stars and clusters. In addition, ISM turbu-
lence influences other physical processes such as the chemical makeup of the gas and
the associated heating and cooling processes, the efficiency with which the external
radiation field will be able to penetrate into the interior of dense clouds, as well as
the overall magnetic field. Better understanding the role of turbulence in the ISM,
therefore, is of pivotal importance for many fields of modern astrophysics (see also
the lecture notes by Klessen & Glover, 2014).
Comparing theoretical simulations to observational measurements is very difficult,
since observations are always a complex convolution of the density and the velocity
field, affected by several other important physical processes (e.g. by magnetic fields,
the chemistry, stellar feedback, etc.). Furthermore, it is often difficult to infer reliable
physical parameters from observational measurements. For example, observers rely
on abundant tracers, e.g. 12CO, in order to measure the amount of H2 gas in MCs.
An obstacle with the line emission of 12CO is that it becomes optically thick in dense
cloud regions and thus is not a good tracer for those regions anymore. To avoid this
problem, observers also employ other tracers to study the mass distribution within a
cloud, e.g. dust or 13CO, which is often optically thin. In addition, molecular tracers
like CS, HCN, HCO+ or NH3 can be used to study the gas mass in very dense cloud
regions. However, comparisons with simulations are needed in order to study the
influence of chemical inhomogeneities and optical depth effects on observational
measurements.
Lis et al. (1996) introduced maps of centroid velocities (CV) and showed that
those are to a certain degree sensitive to the underlying physics. Accordingly, it is
possible to use two-point statistics in order to recover important information (e.g.
optical depth effects, density and velocity fluctuations, etc.) of an astrophysical
system, e.g. by using centroid velocity increment structure functions (see, e.g. Hily-
Blant et al., 2008; Federrath et al., 2010), spectral correlation functions (Rosolowsky
et al., 1999), the velocity channel analysis (Lazarian & Pogosyan, 2000, 2004), the
Principal Component Analysis (Heyer & Schloerb, 1997; Brunt & Heyer, 2002a) or
the ∆-variance (see, e.g. Stutzki et al., 1998; Mac Low & Ossenkopf, 2000; Ossenkopf
et al., 2001; Bensch et al., 2001; Ossenkopf et al., 2008a,b). The latter provides a
wavelet-based measure for characterizing structures in astronomical datasets. For
example, Stutzki et al. (1998) used the ∆-variance in order to measure the scaling
behavior of structures in observed images by analyzing the line emission of 12CO
and 13CO, while Bensch et al. (2001) studied the influence of white noise and beam
smoothing on the ∆-variance spectra. Moreover, Ossenkopf et al. (2008b) applied
the ∆-variance to interstellar turbulence and observations of MCs and tested the
capabilities of the method in a practical use by applying different filter functions
with different diameter ratios.
Several studies tried to reveal the influence of projection effects on different statis-
tical quantities, finding that various physical processes might influence the projec-
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tion of three-dimensional data on a two-dimensional map on the sky. For example,
Lazarian & Pogosyan (2004), Burkhart et al. (2013b), Burkhart et al. (2014) and
Bertram et al. (2015a) have shown that optical depth effects might significantly al-
ter the statistics of centroid velocities due to different opacities of the gas tracers.
Furthermore, the turbulent driving as well as density and temperature fluctuations
along the line-of-sight also have a significant impact on the CV statistics (Lazarian
& Esquivel, 2003; Ossenkopf et al., 2006; Esquivel et al., 2007; Hily-Blant et al.,
2008). Much progress has been made during the last years in this context, although
we are still missing a consistent picture of turbulence theory in the ISM.
In this paper we study high-resolution, 3D and time-dependent chemistry mod-
els of hydrodynamical numerical simulations of the turbulent ISM. We use the ∆-
variance method (see, e.g. Stutzki et al., 1998; Bensch et al., 2001; Ossenkopf et al.,
2008a) in order to study the structure of MCs and analyze how different chemical
tracers affect the ∆-variance spectra. We also vary the initial number density in
order to explore how different densities affect the statistics. Moreover, we perform
a radiative transfer post-processing and produce synthetic maps as well as position-
position-velocity (PPV) cubes of the 12CO and 13CO emission. We then compute
maps of centroid velocities, column densities and integrated intensities in order to
analyze how the chemical inhomogeneity and the variable opacity affect the various
∆-variance spectra.
In Section 6.2 we present our numerical simulations, introduce the radiative trans-
fer post-processing and explain the statistical methods. In Section 6.3 we present
our results, which are discussed in Section 6.4. Finally, we summarize our findings
and present our conclusions in Section 6.5.
6.2 Methods and simulations
The simulation data presented in the following sections are also used in Bertram et al.
(2014) and Bertram et al. (2015a). While Bertram et al. (2014) use the technique of
Principal Component Analysis (PCA) in order to statistically analyze the turbulent
flows in the spectral data cubes, Bertram et al. (2015a) evaluate the slopes of the
structure functions of 2D projected centroid velocities and compute Fourier spectra.
Here, we summarize the most important aspects of our hydrodynamical simulations
and the radiative transfer post-processing.
6.2.1 Computational method
The simulations in this paper were performed using a modified version of the Zeus-
Mp MHD code (Norman, 2000; Hayes et al., 2006). We have embedded a detailed
atomic and molecular cooling function, described in Glover et al. (2010) and Glover
& Clark (2012), together with a simplified treatment of the molecular gas chemistry.
The chemical network is based on the work of Nelson & Langer (1999) and Glover
& Mac Low (2007), and allows us to follow the formation and destruction of H2 and
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CO self-consistently within our simulations. The network tracks the abundances of 9
species and follows 30 chemical reactions. We adopt the standard solar abundances
of hydrogen and helium. The abundances of carbon and oxygen are taken from
Sembach et al. (2000). We use xC = 1.4 × 10−4 and xO = 3.2 × 10−4, where xC
and xO are the fractional abundances by number of carbon and oxygen relative to
hydrogen (for further reading see also Glover et al., 2010; Glover & Mac Low, 2011).
When we start our simulations, the carbon is assumed to be singly ionised as C+,
while the hydrogen, helium as well as the oxygen are in atomic form. For further
information about the chemical model we refer the reader to Glover & Clark (2012).
We run simulations with three different initial number densities n0 of the hydrogen
nuclei, n0 = 300, 100 and 30 cm−3. The temperature of the gas at the beginning
of our runs is set to a constant value of 60K. We use an uniform weak magnetic
field strength B0 = 5.85 µG, which is initially oriented parallel to the z-axis of
the computational domain. We do not include self-gravity. The gas is initially
uniform and embedded in a periodic box with a side length of 20 pc. The turbulent
simulations are uniformly driven between wavenumbers k = 1 and k = 2 (Mac Low
et al., 1998a; Mac Low, 1999) with a 3D rms velocity of vrms = 5 km s−1. This value
remains approximately constant throughout the whole simulation period. For the
dust-to-gas ratio, we adopt the standard local value of 1:100 (Glover et al., 2010),
and assume that the dust properties do not vary with the gas density. The cosmic
ray ionization rate was set to ζ = 10−17 s−1. For the incident ultraviolet radiation
field, we adopt the standard parameterization of Draine (1978). This field has a
strength G0 = 1.7 in Habing (1968) units, corresponding to an integrated flux of
2.7× 10−3 erg cm−2s−1. We use a numerical resolution of 5123 grid cells and discuss
the influence of our limited numerical resolution in more detail in Appendix B.1.
Using this value for the resolution as well as the scale of the total box, we can
compute the cubic cell size and obtain ∆x ≈ 0.04 pc for our numerical simulations.
6.2.2 Radiative transfer post-processing
We use the radiative transfer code Radmc-3d1 (Dullemond, 2012) in order to model
the CO (J = 1→ 0) line for both 12CO and 13CO. Furthermore, we apply the Large
Velocity Gradient (LVG) approximation (Sobolev, 1957) to compute the level popu-
lations, as explained by Shetty et al. (2011a). Beyond the line emission, Radmc-3d
also accounts for the dust continuum emission, which we subtract off before we
analyze the statistical properties of the synthetic maps. We use a number of 512
channels in velocity space for our radiative transfer post-processing, corresponding
to a spectral resolution of ∼ 0.07 km s−1, ∼ 0.06 km s−1 and ∼ 0.05 km s−1 for the
n300, n100 and n30 model, respectively.
Our simulations do not explicitly track the abundance of 13CO (which would be
costly), and so we need a procedure to relate the 13CO number density to that of
12CO. A common assumption is that the ratio of 12CO to 13CO is identical to the
1www.ita.uni-heidelberg.de/∼dullemond/software/radmc-3d/
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elemental abundance ratio of 12C to 13C (see, e.g. Roman-Duval et al., 2010). In
the majority of our analysis, we make the same assumption and set the 12CO to
13CO ratio to a constant value, R12/13 = 50, which we use to generate a first set of
13CO column density maps. However, the effects of chemical fractionation (Watson
et al., 1976) and selective photodissociation of 13CO (see, e.g. Visser et al., 2009a)
can significantly alter the value of R12/13 within the cloud (Röllig & Ossenkopf,
2013; Szűcs et al., 2014). Therefore, we also explore the effect that this may have
on the statistics of the ∆-variance, using numerical results of Szűcs et al. (2014).
Szűcs et al. (2014) give a numerical fitting formula, which relates the ratio R12/13
to the 12CO column density in the cloud. Thus, we also produce a second set of
maps using their routine and compute variable 13CO number densities by dividing
the 12CO number densities by the mean value of R12/13 from the fitting formula
for each line-of-sight. Finally, we can use these 13CO number densities in order to
compute the 13CO emission in the same fashion as in our constant ratio models.
The differences in the ∆-variance spectra of the two sets of 13CO emission maps -
those derived using a constant R12/13 and those that use a spatially varying value of
R12/13 - will be discussed in Section 6.3.3 below.
The radiative transfer calculation yields position-position-velocity (PPV) cubes








where Iν is the specific intensity at frequency ν and kB the Boltzmann constant.
We will refer to these as the “intensity” models. In analogy, we construct centroid
velocity and column density maps out of the PPP simulation data of the density
and velocity field, as described in the following Section 6.2.3. We will refer to these
as the “density” models, following the notation already used in Bertram et al. (2014)
and Bertram et al. (2015a).
6.2.3 Centroid velocity, integrated intensity and column
density maps
One part of our study is based on the statistics of centroid velocities. The centroids
C(x, y) = C(r) are defined as
C(r) =
∫
F (r, z)vz(r, z)dz∫
F (r, z)dz
, (6.2)
where the variable vz(r, z) is the velocity component along the line-of-sight (e.g. the
z-direction). Thus, C(r) is a map of line-of-sight projected velocities. The quantity
F (r, z) is a statistical weight. It denotes either the underlying density field or the
brightness temperatures from the PPV cubes. As shown by Lis et al. (1996), centroid
velocity maps are very sensitive to the underlying physics of a MC, which means that
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they can be used in order to infer important information about the astrophysical
system. Furthermore, CV maps can be easily computed from observational data
that rely on spectral measurements. These can be then translated into maps of
centroid velocities via equation (6.2).
Beside the CV maps, we also consider maps of integrated intensity and column




TB(r, z) dv, (6.3)




n(r, z) dz, (6.4)
where n is the number density of an individual chemical component in a given cell
in the simulation box.
6.2.4 The ∆-variance method
We use the ∆-variance tool developed by Ossenkopf et al. (2008a)2. The ∆-variance
method measures the variance in a structure S(r) (in our case the maps of centroid
velocities, integrated intensities and column densities) on a given spatial scale `, by











where the average is computed over all positions r = (x, y) on the sky. The symbol
∗ stands for a convolution and ⊙` describes the filter function. In this paper, we
use a Mexican hat with a diameter ratio of 1.5. However, we have also analyzed
the impact of the filter function and the diameter ratio on the slope values of the
spectra, e.g. by using a French hat with a diameter ratio of 3.0. We find that our
results do not significantly depend on the specific choice of the filter function and
the diameter ratio (see Appendix B.2). The differences between the individual filter
functions are described in more detail in Ossenkopf et al. (2008a).
In this study we compute the ∆-variance for each possible line-of-sight direction
x, y and z. As shown by Esquivel & Lazarian (2005) and Burkhart et al. (2014),
the statistics of velocity centroids are very sensitive to the direction of the magnetic
field in the regime of sub-Alfvénic Mach numbers. Although we use a weak magnetic
field in the z-direction, the turbulence in our simulations is trans-Alfvénic or mildly
2http://hera.ph1.uni-koeln.de/ ossk/Myself/deltavariance.html
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Figure 6.1:
Example of a ∆-variance spectrum, plotted as a function of spatial scale, normalized by
the total box size and averaged over all available time snapshots. The inferred slope α is
also indicated (solid line). The ∆-variance is computed on a CV map, where the velocities
are weighted by the total density field for an initial number density of n0 = 300 cm−3.
The fitting range is indicated by a horizontal dashed line. Error bars denote 1-σ spatial
and temporal variations.
super-Alfvénic (see Table 6.1). The field lines are essentially dragged along with the
turbulent flow, with the result that the turbulence remains approximately isotropic.
Hence, we do not find significant variations of the ∆-variances along the different
directions. We therefore average all ∆-variances of the three line-of-sights. Finally,
power-laws of the form
σ2∆(`) ∝ `α (6.6)
were fit to the ∆-variance spectra, where α denotes the slope of the power-law. To
calculate the scaling exponents, we use a fitting range from 1/10 to 1/4 of the total
box size (0.1 . `/D . 0.25), as constrained by Federrath et al. (2010) and Kon-
standin et al. (2012). For a box with D = 512 grid cells for each side this translates
to 51 and 128 cells, corresponding to a physical scale of ∼ 2− 5 pc in the simulation
domain. Extending the fitting range to scales above this limit is complicated since
the simulations are driven on large scales, which would significantly bias our results.
Additionally, the scales below our limit are influenced by the numerical resolution
and the bottleneck effect (Kritsuk et al., 2007b; Konstandin et al., 2015), which
is an accumulation of kinetic energy caused by the viscosity of the fluid before it
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dissipates into thermal energy. Furthermore, as demonstrated by Konstandin et al.
(2015), we also note that a clear and unique identification of the fitting range in
numerical simulations with our resolution is complicated. Thus, the specific choice
of the fitting range introduces some degree of uncertainty in the ∆-variance slopes,
which we conservatively estimate to be of the order of ±0.1.
Fig. 6.1 shows an example of a ∆-variance spectrum computed using maps of
centroid velocities inferred from our n300 run. The velocities are weighted by the
total density field and the spectrum is averaged over all available time snapshots.
We also show the fitting slope α for this spectrum. This slope can be translated into
a linewidth-size relation, given by σ∆(`) ∝ `γ, with a scaling exponent γ = α/2. The
latter equation relates the velocity fluctuations to their spatial scale, which is often
referred to as Larson’s law (Larson, 1981). This relation suggests that turbulence
plays an important role in the process of star formation and predicts a turbulent
energy cascade within the cloud, as proposed by Kolmogorov (1941). Hence, the
slopes γ characterize the turbulent velocity hierarchy in our clouds and can be
directly compared to values derived from spectral observations of MCs, typically
ranging from γ ≈ 0.2 − 0.9 (see, e.g. Larson, 1981; Solomon et al., 1987; Brunt &
Heyer, 2002b; Heyer & Brunt, 2004; Heyer et al., 2006; Sun et al., 2006; Hily-Blant
et al., 2008; Roman-Duval et al., 2011; Schneider et al., 2011; Russeil et al., 2013;
Elia et al., 2014; Alves de Oliveira et al., 2014; Johnston et al., 2014). For further
reading about the theory of turbulence in astrophysics and fluids, we refer the reader
to Burgers (1948), Benzi et al. (1993), Frisch & Kolmogorov (1995), She & Leveque
(1994), Dubrulle (1994), Boldyrev et al. (2002) or Mac Low & Klessen (2004).
Furthermore, the scaling exponents α of the ∆-variance spectra are related to the
power-law exponents β of the corresponding Fourier spectra via α = β − 1 for 3D
data (Stutzki et al., 1998), where the power-law spectrum in Fourier space is defined
as
P (k) ∝ k−β. (6.7)
In this equation, k = 2pi/` denotes the wavevector. In analogy, for a power spectrum
of a 2D image, the ∆-variance is related to the power spectrum via α = β − 2.
We also note that there are many other techniques to measure structural density
and velocity fluctuations as a function of spatial scale, e.g. by computing structure
functions (see, e.g. Hily-Blant et al., 2008; Federrath et al., 2010) or the spectral
correlation function (Rosolowsky et al., 1999), by using the velocity channel analysis
(Lazarian & Pogosyan, 2000, 2004) or the Principal Component Analysis (Heyer &
Schloerb, 1997; Brunt & Heyer, 2002a; Bertram et al., 2014).
6.3 Results
We perform numerical simulations and apply radiative transfer post-processing to
our data in order to analyze the influence of chemical inhomogeneities and optical
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Figure 6.2:
Logarithmic maps of column density as well as velocity-integrated intensity along the z-
direction for our n30 (left column), n100 (middle column) and n300 models (right column).
From top to bottom we show the different chemical components: total, H2 and CO column
density as well as the integrated intensity of 12CO and 13CO in the J = 1→ 0 transition.
Each side of the simulation domain has a length of 20 pc. Note that the velocity field
of the n30 model uses a different turbulent random seed than the n100 and the n300
model. Furthermore, we caution the reader that our color bars use a different scaling in
the individual plots.
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Figure 6.3:
Same as Fig. 6.2, but with maps of centroid velocities (CV). Black areas in the 12CO and
13CO intensity map of the n30 model denote regions where the brightness temperatures are
zero along the line-of-sight. We mask these regions, because no proper centroid velocities
can be computed there.
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Model name n300 n100 n30
Mean density [cm−3] 300 100 30
Resolution 5123 5123 5123
Box size [pc] 20 20 20
tend [Myr] 5.7 5.7 5.7
〈Ms〉 10.6 6.8 5.1
〈MA〉 1.5 1.1 1.0
σρ/〈ρ〉 3.0 3.0 4.6
〈xH2〉mass 0.98 0.78 0.61
〈nH2〉vol [cm−3] 140 37 9
〈nH2〉mass [cm−3] 1456 447 264
〈nCO〉vol [cm−3] 2.2× 10−2 1.7× 10−3 1.4× 10−4
〈nCO〉mass [cm−3] 0.3 4.3× 10−2 2.3× 10−2
〈T 〉vol [K] 35 68 223
〈T 〉mass [K] 13 26 57
〈NH2〉 [cm−2] 8.6× 1021 2.3× 1021 5.3× 1020
〈NCO〉 [cm−2] 1.3× 1018 1.1× 1017 8.7× 1015
Table 6.1:
Overview of our different models with some characteristic values measured for the last
time snapshot. From top to bottom we list: mean number density, resolution, box size,
time of the last snapshot, mean sonic Mach number, mean Alfvén Mach number, ratio
of density dispersion and mean density, mass-weighted mean abundances of H2 (i.e. the
percentage of atomic hydrogen that has been converted to H2, see Glover & Mac Low,
2011), mean volume- and mass-weighted H2 and CO number densities, mean volume- and
mass-weighted temperature and mean column densities of H2 and CO.
depth effects on the ∆-variance analysis. Table 6.1 gives an overview of our nu-
merical models. Mass- and volume-weighted quantities are defined via 〈f〉mass =∑
fρdV/
∑




dV , respectively. For more information
about the H2 and CO distributions produced in this kind of turbulent simulation as
well as integrated intensity and column density PDFs, we refer the reader to Glover
et al. (2010) and Shetty et al. (2011a).
Fig. 6.2 and 6.3 show the column density and integrated intensity maps as well
as the centroid velocity maps computed via equations (6.2), (6.3) and (6.4) for all
models and chemical components. Regarding Fig. 6.2, we find that the total and
H2 density models show similar structures on all spatial scales, which is because
most of the hydrogen is in molecular form at this time (see also Table 6.1). The
CO column densities also trace similar structures, but span a much wider range of
values, demonstrating that carbon monoxide has very low abundances along the low
column density LoS. Furthermore, the 12CO and 13CO intensity maps also largely
reflect the distribution of the carbon monoxide gas. We find that the intensity maps
are much smoother and span a smaller range of values (4 − 7 orders of magnitude
in integrated intensity compared to 7− 18 orders of magnitude in column density),
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which is due to the fact that the J = 1 → 0 line of 12CO is easily excited and can
be bight even in low-density cloud regions. In the case of the 13CO intensity maps,
the abundance is lower by a factor of R12/13 = 50 compared to the 12CO intensity
models. Nevertheless, 13CO is optically thin and so the peaks in the 13CO maps
coincide with those of the CO density models.
6.3.1 ∆-variance analysis of the CV maps
Total density H2 density CO density 12CO intensity 13CO intensity
α α α α α
n300 1.10± 0.02 1.06± 0.02 0.66± 0.03 0.75± 0.03 0.73± 0.02
n100 0.83± 0.01 0.70± 0.01 0.28± 0.01 0.30± 0.01 0.31± 0.02
n30 1.29± 0.01 1.27± 0.03 0.86± 0.02 0.85± 0.02 0.84± 0.02
Table 6.2:
Spectral slope of the ∆-variance spectrum, computed using centroid velocities weighted
by the indicated quantity (see also Fig. 6.4). The errors are computed by the χ2 fitting
method. The slope α is related to the ∆-variance via σ2∆(`) ∝ `α in a linear regime. The
values α can also be used to compute spectral slopes γ = α/2 for a linewidth-size relation
σ∆(`) ∝ `γ , readily comparable to observational measurements.
We compute the ∆-variance for all models (n300, n100 and n30) and all chemical
tracers: the total density, H2 density, CO density, 12CO and 13CO intensity. We
average all spectra from 3 snapshots in time (with 3 line-of-sight directions each)
where we can assume both the chemistry and the turbulence to be in a stationary
and converged state. Fig. 6.4 shows ∆-variance spectra as a function of spatial
scale for all density models and chemical tracers, computed for the centroid velocity
(CV) maps, as introduced in Section 6.2.3. Table 6.2 summarizes all slope values α
obtained from a χ2-fit for the ∆-variance of the velocity field, σ2∆(`) ∝ `α, which are
also listed in each plot in Fig. 6.4.
We generally find significant differences between the various models and tracers.
In our n300 model, we obtain similar slopes for the total density and the H2 density
(see Table 6.2). Regarding the spectra of those two cases, we find an excellent
agreement within the values of σ2∆ for both models, as shown in the top plot of Fig.
6.4. For the low-density model n30 (bottom plot of Fig. 6.4), we obtain a large
discrepancy between the σ2∆ values of total density and the H2 density model. This
is because in this simulation the fraction of molecular gas is much smaller than in
the higher density runs and so H2 no longer follows the total gas density (Glover
et al., 2010). The H2 density is therefore more inhomogeneous than the gas density,
and as a result the centroid velocities weighted by H2 fluctuate more on all scales
than those weighted by the total density. The n100 model makes up an intermediate
case between the n300 and the n30 density models. In this model, the correlation
between the total and the H2 density is worse than in the n300 case, but still better
than in the n30 model.
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Figure 6.4:
∆-variance spectra as a function of the spatial scale, averaged over all available time
snapshots and the different lines-of-sights x, y and z. The spatial scale is normalized by
the total box size. From top to bottom: spectra for our three different density models, i.e.
n300, n100 and n30, computed for the centroid velocity (CV) maps. In each plot we show
the ∆-variance spectra for our various chemical components, i.e. for the total density, H2
and CO density as well as for the 12CO and 13CO intensity. We use a fitting range from
1/10 to 1/4 of the total box size (0.1 . `/D . 0.25), as constrained by Federrath et al.
(2010) and Konstandin et al. (2012), which is indicated by a horizontal dashed line and is
the same in each density model. The different power-law functions in the fitting range are
indicated with a black solid line on each spectrum. Furthermore, we list the slopes α and
their errors from a χ2-fit in each plot.
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Comparing the total and H2 density models to the various CO tracers, we find
that the slopes of the former are significantly steeper compared to the slopes of the
latter, independent of the density (see Table 6.2). However, the ∆-variance spectra
of the various CO tracers show a good agreement with each other over nearly all
spatial scales. Furthermore, we always find the σ2∆ values of the CO tracers to
be significantly larger than those of the total and H2 density. This is because CO
is mainly located in denser regions of the cloud (see, e.g. Shetty et al., 2011a,b),
leading to higher density contrasts compared to the total and H2 density and thus
to larger variances in velocity space.
6.3.2 ∆-variance analysis of the intensity and column density
maps
Total density H2 density CO density 12CO intensity 13CO intensity
α α α α α
n300 0.34± 0.02 0.32± 0.02 0.37± 0.02 0.23± 0.02 0.22± 0.01
n100 0.20± 0.01 0.10± 0.01 −0.18± 0.01 −0.04± 0.01 −0.06± 0.01
n30 0.51± 0.01 0.39± 0.03 −0.98± 0.04 −0.35± 0.04 −0.72± 0.01
Table 6.3:
Same as Table 6.2, but for the ∆-variance computed directly from maps of integrated
intensity and column density, as defined in equation (6.3) and (6.4). The corresponding
∆-variance spectra are shown in Fig. 6.5.
Beyond the ∆-variance analysis of centroid velocities, we can also apply the same
method to any other quantities defined on the x-y plane. In particular, it is possible
to carry out a similar analysis for the total, H2 and CO column densities and the
12CO and 13CO integrated intensities. The results of this analysis are illustrated
in Fig. 6.5. In contrast to Fig. 6.4, we normalize each curve by the corresponding
∆-variance value σ20 measured at an arbitrary spatial scale of 5% of the total box, in
order to better compare the spectra computed for the intensity and column density
maps with each other. Furthermore, we also show a horizontal dashed line at a value
of σ2∆/σ20 = 1 in each plot. Table 6.3 summarizes all slope values α obtained from a
χ2-fit for the individual ∆-variance spectra.
As for the CV maps, we find significant differences between the spectra of the
various models and tracers computed using the maps of integrated intensity and
column density directly. In the high-density n300 model, we find a good correlation
between the total density and the H2 density (see also the slopes in Table 6.3), for
the same reasons as described in Section 6.3.1. Similarly, the low-density n30 model
shows again the largest discrepancy. This is because the fraction of molecular gas
is significantly smaller than in the n300 simulation, leading to different values of α.
The n100 model again defines an intermediate case between the n300 and the n30
density runs. In this model, the H2 density better correlates with the total density
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Figure 6.5:
Same as Fig. 6.4, but computed using maps of integrated intensity and column density. In
this plot, we normalize each curve by the corresponding value σ20 measured at an arbitrary
spatial scale of 5% of the total box, in order to better compare the spectra computed for
the intensity and column density maps with each other. For a better visualization, we
also show a horizontal dashed line at a value of σ2∆/σ
2
0 = 1 in each plot. Furthermore, for
clarity, we do not plot the error bars of the individual spectra here. The slopes α and their
errors from a χ2-fit are listed in each plot for all our chemical components.
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than in the low-density n30 run, but still worse than in the high-density n300 run.
Regarding the simulations of the various CO tracers, we obtain very different
scaling properties compared to the total and the H2 density simulations, depending
on the mean density. In the high-density n300 model, we find a good correlation
between the two CO intensity cases, while the slopes of the total and CO density
models are significantly steeper. However, both the total and H2 density as well
as the various CO tracer models show the same trend in σ2∆ over all spatial scales,
having α > 0. This situation changes in the low-density n30 model, and we find
strong differences between the CO tracers and the total and H2 density runs over
all spatial scales. While the structure in the computational domain on larger scales
for the total and H2 column density can still be described by a slope α > 0, the
∆-variance spectra for the CO tracers have negative slopes in this density run (see
Table 6.3). A similar situation as in the low-density n30 simulation can be seen in
the intermediate n100 density model. While we again measure α > 0 for the total
and H2 density cases, we obtain α . 0 for the CO tracers, meaning that the spatial
distribution of observable carbon monoxide is completely different compared to the
distribution of the H2 gas in the n30 and the n100 density simulations.
Looking at Fig. 6.5, we see that the reason that we obtain negative values for
α for the CO tracers in the low-density runs is that the corresponding ∆-variance
spectra turn over at relatively low spatial scales. This indicates that the CO in
these simulations has a characteristic spatial scale of approximately 2% of the to-
tal box size, corresponding to around 0.4 pc. This is consistent with what we see
in the CO column density projections and integrated intensity maps shown in Fig.
6.2. In the low-density n30 simulation, CO is sufficiently well shielded to resist pho-
todissociation only in the dense filaments formed by turbulent compressions. These
structures are thin and contribute strongly to the ∆-variance on scales compara-
ble to their width. Moreover, the fact that this characteristic scale is roughly the
same in all CO spectra demonstrates that the radiative transfer post-processing does
not significantly change the characteristic spatial cloud signatures in the ∆-variance
analysis. Furthermore, 12CO is optically thick and thus we always find slightly
steeper α slopes for the 12CO intensity tracers compared to the optically thin 13CO
intensity tracers.
6.3.3 Variation of the abundance of 13CO
We also analyze the variation of the abundance of 13CO, because our simulations
only follow the chemistry of 12CO, but not of its isotope 13CO. Therefore, we produce
a set of 13CO emission maps, using a spatially varying R12/13 generated following
the prescription given in Section 6.2.2 and in Szűcs et al. (2014). After applying the
radiative transfer post-processing to these maps, we compute the maps of the CV
and the integrated intensity and compare the ∆-variance spectra with each other.
The results agree with those as described in Bertram et al. (2015a) for the centroid
velocity increment structure functions. Although we encounter slight variations on
small scales for both the CV and the integrated intensity maps, the spectra of the
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∆-variance do not change significantly as we vary R12/13. Thus, the use of a constant
12CO/13CO ratio is sufficient for obtaining proper ∆-variance spectra for 13CO.
6.4 Discussion
6.4.1 Interpreting the ∆-variance spectra of the CV maps
Regarding the spectra computed on the CV maps in Fig. 6.4, we find a good
correlation between the total density and the H2 density in the n300 model. This
is because ∼ 98% of the initial atomic hydrogen is in molecular form at this time.
Thus, the spectra of the ∆-variance for the CV maps are primarily dominated by
the H2 mass in this case. Vice versa, if we analyze the CV spectra of the n30 model,
we find a larger discrepancy between the total density and the H2 density, which is
because only ∼ 61% of the initial atomic hydrogen is in molecular form at this time.
The n100 model is an intermediate case, with this value being ∼ 78%. Furthermore,
we obtain a good correlation between the various CO tracer components. This
indicates, that the turbulence statistics are similar for all three cases and that the
impact of the radiative transfer post-processing on the ∆-variance analysis is limited.
This is similar to the conclusion presented in Bertram et al. (2015a) based on the
analysis of CV increment structure functions.
In general, we find that the slopes α for the total and H2 density models are
significantly steeper than the slopes for the different CO tracer models (see the values
in Table 6.2). This indicates that these components have a higher relative amount
of structures on larger scales compared to the different CO tracers. Furthermore,
as shown by Glover et al. (2010) and Shetty et al. (2011a,b), CO is primarily a
good tracer of dense and very compact regions in a cloud. Thus, this leads to less
turbulent velocity structures on larger scales and hence to flatter slopes compared
to those of the total and H2 density. However, we find that the different slopes α
of the various CO tracers underestimate the slopes of the total and H2 density by a
factor of ∼ 1.5− 3.0 (see Table 6.2).
Furthermore, we caution the reader that it is difficult to infer a clear dependence
of the slopes on the mean ISM density. It is likely that the statistical measures we
derive from our numerical simulations are also sensitive to the specific realization of
the turbulent velocity field. Since we are studying flows which are driven on large
scales, variance effects can become important, and the statistical properties depend
on the random orientation of the turbulent modes as well (see, e.g. Klessen, 2000;
Klessen et al., 2000). Hence, in order to obtain slopes that properly converge with
the density, we speculate that a large number of simulations with various turbulent
realizations would be needed in order to calculate reliable average values (see, e.g.
the PCA analysis of the statistics using different realizations of the turbulent velocity
field in Bertram et al., 2014). This is prohibited by the high computational costs of
the individual simulations, and hence we only focus on one example in this paper,
which is enough to illustrate basic trends of the ∆-variance statistics.
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We also note that a direct comparison of our 2D ∆-variance statistics to 3D
turbulence models is difficult, since all our 2D maps are a complex convolution of
the 3D density field (or the brightness temperatures) with the 3D velocity field.
Various different physical processes can influence the CV statistics, as shown by
previous studies. For example, Lazarian & Pogosyan (2004), Burkhart et al. (2013a)
and Burkhart et al. (2014) analyzed the impact of the sonic Mach number on the
CV statistics, finding that it can significantly alter the results. Moreover, Lazarian
& Esquivel (2003), Ossenkopf et al. (2006), Esquivel et al. (2007), Hily-Blant et al.
(2008) and Federrath et al. (2010) studied the effects of the turbulent driving as well
as temperature and density fluctuations on the CV statistics, also finding significant
differences in the statistics and in the inferred CV slopes. Nevertheless, although
a direct comparison of the 2D statistical quantities to 3D measures is complicated,
we can safely use the 2D ∆-variance analysis in order to work out statistical trends
measured in the spectra of the individual models.
6.4.2 Interpreting the spectra of intensity and column
density maps
In Section 6.3.1 and 6.3.2 we already justified the correlation between the total and
the H2 density runs in all our density models and compared the different slopes α
from Table 6.3 with each other. Furthermore, we established that the observed CO
gas distribution in the low-density n30 model does not reflect the spatial distribution
of molecular hydrogen very well. This is because CO is mainly located in the dense
filaments, while H2 is more space-filling and distributed over the total cloud, owing to
its greater ability to resist photodissociation. Consequently, the ∆-variance spectra
of the CO tracers peak at a scale corresponding to the width of these structures.
Hence, if we apply the ∆-variance analysis to the maps of integrated intensity or
column density, we can obtain important information about the turbulently created
high-density peaks within the MC (see also the discussion in Ossenkopf et al., 2001).
However, we also note that the physical connection of our slopes α from Table 6.3
to observational measurements is complicated, since observations typically probe
smaller spatial scales, which our simulations are not sensitive to due to the limited
numerical resolution.
If we compare the CO tracers with the total and H2 density in the n300 model, we
find that the carbon monoxide better reproduces the statistical trends of molecular
hydrogen in this high-density run compared to the low-density n30 model. In the
n300 run, we generally obtain α > 0 for all chemical components, i.e. we find more
cloud structures on larger spatial scales. In contrast to the low-density n30 model,
this is because carbon monoxide is not only confined to small dense filaments, but
instead is distributed over the whole molecular cloud. In particular, a significant
amount of CO gas can also be observed between the numerous dense cloud regions.
Consequently, we see the ∆-variance spectra peaking at the largest scales, consistent
with observational efforts and previous work on this field (see, e.g. Stutzki et al.,
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1998; Ossenkopf et al., 2001; Bensch et al., 2001; Sun et al., 2006; Schneider et al.,
2011; Russeil et al., 2013; Alves de Oliveira et al., 2014; Elia et al., 2014).
However, regarding the general trend of the slopes α from the n30 to the n300
via the n100 model, we find that the values of α for the CO tracers change sign
above a critical density of ∼ 100 cm−3. This is about the number density at which
all values α become positive. Thus, we conclude that carbon monoxide traces our
total cloud structure well only if the average cloud density lies significantly above
a critical threshold of ∼ 100 cm−3. If the mean density in the cloud is significantly
smaller than this limit, the observable CO gas does not properly trace the statistical
properties of the H2 gas in the cloud. We speculate that one may also see a similar
switch from CO tracing all of the structures to only the dense cores and filaments
if one increases the incident field strength or decreases the metallicity, as in both
cases, this makes it much easier to photodissociate the diffuse CO (see, e.g. Glover &
Clark 2012; Bertram et al. 2015b, submitted). On the contrary, if the mean density
in the cloud is too high, CO becomes optically thick and so we suspect that there
should also exist an upper density limit above which CO does not properly trace
structures of the cloud anymore. We leave such an analysis for further investigations.
6.4.3 Comparison of the ∆-variance to other statistical tools
We have previously applied several other statistical methods to the same set of
simulation data in order to study the structural behavior of MCs. For example,
Bertram et al. (2014) applied Principal Component Analysis (PCA) to the same
data used in this paper, while Bertram et al. (2015a) carried out a similar study
using centroid velocity increment structure functions (CVISF) and Fourier spectra.
Comparing the results of the different methods with each other, we generally find
consistent results between the different statistical analysis methods. For example,
the slopes of the CVISF for the total density and H2 density models are also signif-
icantly steeper compared to the various CO tracers, which is in good agreement to
the results of the ∆-variance analysis in this paper. The same holds for the relative
scaling of the different CO models, which is the same in the analysis of the CVISF
and the ∆-variance. Interestingly, we also find a close relation between the PCA
structure analysis and the spectra of the ∆-variance for the CO tracers. The PCA
method does not find any structures on larger scales for the CO tracers in the n30
model as well as for some single CO tracers in the n100 model. This result can also
be reproduced in the different CO spectra of the ∆-variance analysis, i.e. where
the gradient of the individual spectra become negative at a characteristic scale of
∼ 0.4 pc, as described in Sections 6.3.2. This is the situation where small clumpy
structures of CO gas dominate the overall composition of carbon monoxide in the
MC. In this case, the ∆-variance shows that the most dominant CO structures in
the simulation domain can be found at small scales, leading to completely missing
principal components on scales larger than ∼ 1 pc, as presented in Fig. 3 in Bertram
et al. (2014). Hence, applying the ∆-variance analysis to maps of integrated intensi-
ties or column densities gives an idea about characteristic spatial scales in the cloud
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of interest. The ∆-variance thus provides a good statistical tool in order to study
the relative gas distribution on various cloud scales.
These results indicate that all these various statistical methods are connected to
each other and that characteristic structural properties of the MC should be traced
by each of them individually. Hence, all various statistical methods have proven
to yield reasonable results for the structure analysis of MCs. Nevertheless, the
advantage of the ∆-variance method is that it is fast and easy to implement, while
the computation of structure functions and principal components is more expensive.
Thus, the ∆-variance analysis provides a useful and adequate tool in order to quickly
study the internal structure of a cloud. However, the advantage of the structure
function analysis is that their results can be easily compared to theoretical models
of turbulence.
6.4.4 Previous studies of CV maps
Several studies tried to compute the ∆-variance spectra of CV maps in the past and
estimated turbulent slope values α from observational measurements. For example,
Ossenkopf et al. (2008b) used optically thick 12CO (J = 1→ 0) maps of the Polaris
Flare to compute centroid velocity maps and to estimate the slope α. The Polaris
flare is an archetype of a cloud midway between the diffuse and the molecular phases
(Heithausen & Thaddeus, 1990; Meyerdierks & Heithausen, 1996; Falgarone et al.,
1998; André et al., 2010; Miville-Deschênes et al., 2010). It is supposed to have a low
average density and thus can be compared to our n30 low-density model. Adopting
the same 12CO tracer, we find a value of α = 0.85 ± 0.02, in agreement with the
estimate of α ≈ 0.9 found by Ossenkopf et al. (2008b).
Moreover, Ossenkopf & Mac Low (2002) computed the slope α for hydrodynamic
supersonic simulations driven at different wavenumbers. They find one power-law
range for all models and obtain α ≈ 1.0, which fits into our range of power-law
slopes α from 0.8− 1.3 for the total density models. Furthermore, Federrath et al.
(2009) computed ∆-variance slopes for numerical simulations with both solenoidal
and compressive forcing, finding a similar range of α values from 0.8 − 1.4 for the
turbulent velocity field. However, these simulations only use supersonic isothermal
turbulence, while our runs include more complex physics, e.g. a chemical network,
heating and cooling, various initial number densities or the coupling to the radiation
field. Thus, if we compare the total variations of slopes α in their and in our models,
we find that the influence of the different forcing methods on the slopes α in their
simulations is large, while the impact of our additional physical effects (varying
density, optical depth effects, etc.) on the slope values remains comparatively small.
6.4.5 Previous studies of intensity and column density maps
As well as computing ∆-variance spectra for maps of centroid velocities, several
studies also applied the ∆-variance to maps of integrated intensity or column density.
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For example, Bensch et al. (2001) computed ∆-variance spectra on maps of velocity-
integrated intensity for 12CO and 13CO (J = 1→ 0) for various MCs in the Galaxy.
Stutzki et al. (1998) analyzed the ∆-variance of an observed 12CO (J = 1 → 0)
image of the Polaris flare as a whole, while Ossenkopf et al. (1998) studied the
intensity map of one of its subclouds, MCLD 123.5+24.9.
Comparing all the various ∆-variance spectra in Bensch et al. (2001) or Stutzki
et al. (1998) with each other, we find a value α > 0 for each of them in the given
fitting range, i.e. the spectra increase with increasing spatial lag. At first sight, this
is in contradiction to the results that we obtain in this study, where we measure
α < 0 for the various CO tracers in the n30 and n100 model, given our fitting
range. However, this is primarily due to the fact that our ∆-variance spectra peak
at roughly the scale of small carbon monoxide clumps in the low-density clouds (see
Section 6.4.2). Accordingly, we find more cloud structures on the scales of those
localized CO structures, leading to negative α slopes in Figure 6.5. A similar effect
can be seen in the ∆-variance analysis of 13CO (J = 1→ 0) maps of the outer Galaxy
shown in Figure 3 of Stutzki et al. (1998). On small scales, a positive power-law
slope is recovered, but on large scales α becomes negative as one starts to smooth
on scales larger than the typical size of the observed MCs. The same situation is
also illustrated in the ∆-variance spectra in Schneider et al. (2011) for the 13CO
(J = 1 → 0) molecular line survey of Cygnus X as well as in a 13CO (J = 2 → 1)
study of the Perseus cloud in Sun et al. (2006), which peak at intermediate cloud
scales. However, a ∆-variance analysis of the small sub-regions NGC1333 and L1455
in the Perseus molecular cloud complex shows that α is always positive (see Fig. 6
in Sun et al., 2006), which is in agreement with our finding that a positive slope α
might be related to a ∆-variance analysis at lower spatial cloud scales, probing only
very localized CO structures. Moreover, Alves de Oliveira et al. (2014) analysed
the Chamaeleon molecular cloud complex using data from the Herschel Gould Belt
Survey. This complex encompasses three MCs with different star formation histories.
One of them is a quiescent cloud, which should be best comparable to our numerical
simulations, since we neglect the effects of self-gravity. The ∆-variance analysis of
this MC also shows a clear break at mid to large scales (see cloud Cha III in Fig. 5
in Alves de Oliveira et al., 2014), also displaying a characteristic spatial scale in the
column density structure.
In our high-density n300 run, the CO gas is distributed over the whole MC and not
only confined to small dense fragments. In this case, we also find cloud structures
on larger spatial scales, leading to positive α slopes in Figure 6.5.
6.4.6 Model limitations
Since we are running numerical simulations, we have to keep in mind that our runs
are subject to various physical simplifications. In the current analysis, we focus
on the impact of the chemistry and the opacity of the gas on our results, thus
neglecting other physical processes that could bias our analysis. In first instance, we
do not account for self-gravity and thus also do not model star formation or stellar
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feedback. More specifically we do not account for stellar radiation, SN feedback
and other physical processes. We also do not include any large-scale dynamics, e.g.
spiral arms or galactic rotation, although these are unlikely to be important on
the 20 pc scale studied here. Nevertheless, we can infer useful information about
how the chemical composition of the gas and the opacity affect the ∆-variance
analysis. We also note that our results depend only weakly on the resolution and
that this concerns mostly CO as a tracer molecule, as we show in Appendix B.1.
For future investigations, we want to analyze simulations that span a wider range of
physical parameters, e.g. with different levels of the external radiation field, varying
metallicities or additional physical processes, in order to find out how they affect
the statistics.
6.5 Summary and Conclusions
We analyzed ∆-variance spectra of MCs with time-dependent chemistry and ra-
diative transfer post-processing for models of different initial number densities and
chemical components: the total number density, H2 and CO density (each without
radiative transfer) as well as 12CO (J = 1 → 0) and 13CO (J = 1 → 0) intensity
(both with radiative transfer). In each case, we computed ∆-variance spectra for
maps of centroid velocities (CV), integrated intensities and column densities and
analyzed the structural behavior of MCs in numerical simulations. We report the
following findings:
• We compute ∆-variance spectra of maps of centroid velocities and fit a power-
law σ2∆(`) ∝ `α, in order to characterize the properties of the turbulent hi-
erarchy in the MCs. This power-law can be translated into a linewidth-size
relation, i.e. σ∆(`) ∝ `γ with γ = α/2, readily comparable to slopes that
can be derived from spectral observations. We find the slopes α of both the
total and H2 density models to be significantly steeper than the slopes of the
different CO tracers, which underestimate the former by a factor of ∼ 1.5−3.0
(see Section 6.3.1).
• The slopes α derived from the CV maps range from 0.8 to 1.3 for the total
and H2 density, while α for the various CO tracers range from 0.3 to 0.8 (see
Section 6.3.1). However, we also note that the specific choice of the fitting
range might cause further variations of the slopes by ±0.1.
• Although we find slight variations between the different slopes α for our various
CO models obtained from the CV maps, the impact of the optical depth effects
on the spectra computed on maps of centroid velocities remains limited (see
Table 6.2).
• This is different in the case of the integrated intensity and column density.
The ∆-variance computed from these maps is strongly affected by optical
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depth effects. The CO tracers exhibit a very different spatial scaling behavior
compared to the total and H2 density models (see Table 6.3 and Figure 6.5).
• We report a critical number density threshold of ∼ 100 cm−3 at which the
spectral slopes α of the CO tracers switch sign for the ∆-variance of integrated
intensity and column density maps. We conclude that carbon monoxide traces
the total cloud structure well only if the average cloud density lies significantly
above this threshold. If the mean density in the cloud is significantly smaller
than this limit, the observable CO gas does not properly trace the statistical
properties of the H2 gas in the cloud (see Section 6.3.2).
• The ∆-variance spectra computed on maps of integrated intensity and column
density provide a useful statistical measure in order to infer important informa-
tion about the distribution of gas within a cloud. We also argue that peaks in
the ∆-variance spectra correspond to characteristic scales of the morphological
structure of the system (see Section 6.3.2).
• Our findings are consistent with previous ∆-variance studies using CO line




Star formation efficiencies of MCs in
a galactic center environment
We use the Arepo moving mesh code to simulate the evolution of molecular clouds
exposed to a harsh environment similar to that found in the galactic center (GC),
in an effort to understand why the star formation efficiency (SFE) of clouds in this
environment is so small. Our simulations include a simplified treatment of time-
dependent chemistry and account for the highly non-isothermal nature of the gas
and the dust. We model clouds with a total mass of 1.3 × 105 M and explore the
effects of varying the mean cloud density and the virial parameter, α = Ekin/|Epot|.
We vary the latter from α = 0.5 to α = 8.0, and so many of the clouds that we
simulate are gravitationally unbound. We expose our model clouds to an interstellar
radiation field (ISRF) and cosmic ray flux (CRF) that are both a factor of 1000
higher than the values found in the solar neighbourhood. As a reference, we also
run simulations with local solar neighbourhood values of the ISRF and the CRF in
order to better constrain the effects of the extreme conditions in the GC on the SFE.
Despite the harsh environment and the large turbulent velocity dispersions adopted,
we find that all of the simulated clouds form stars within less than a gravitational
free-fall time. Increasing the virial parameter from α = 0.5 to α = 8.0 decreases
the SFE by a factor ∼ 4 − 10, while increasing the ISRF/CRF by a factor of 1000
decreases the SFE again by a factor ∼ 2 − 6. However, even in our most unbound
clouds, the SFE remains higher than that inferred for real GC clouds. We therefore
conclude that high levels of turbulence and strong external heating are not enough
by themselves to lead to a persistently low SFE at the center of the Galaxy. The
results presented in this chapter are published in Bertram et al. (2015c).
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7.1 Introduction
Understanding star formation is an important task in theoretical astrophysics (see
e.g., Mac Low & Klessen, 2004; Scalo & Elmegreen, 2004; Elmegreen & Scalo, 2004;
McKee & Ostriker, 2007; Ballesteros-Paredes et al., 2007). Stars form in molecular
clouds (MC) in the interstellar medium (ISM) due to gravitational contraction of
overdense gas regions (see also the lecture notes by Klessen & Glover, 2014). Several
studies in the past have revealed that the number of stars formed per unit time
(referred to as the star formation rate or SFR) is proportional to the amount of gas
in the star-forming region (see e.g., Schmidt, 1959; Kennicutt, 1998b) and that the
SFR surface density shows a power-law dependence on the gas surface density. This
is known as the Schmidt-Kennicutt relation and is an important empirical result in
star formation theory. It appears to hold in the disk of our Milky Way and also
in distant galaxies (Kennicutt & Evans, 2012). However, there is still some debate
about whether a universal relationship holds for all galaxies or not (see, e.g. Shetty
et al., 2013, 2014).
As shown by Longmore et al. (2013a), the inner 500 pc region of our Galaxy,
known as the Central Molecular Zone (CMZ), contains the largest reservoir of dense
gas in the Milky Way, with densities of order of several 103 cm−3 and a total mass
of about 107 M. This would be enough to form several Orion-like clusters, but
the measured SFR is significantly smaller (Longmore et al. 2013a). This is a direct
contradiction to the Schmidt-Kennicutt relation, which would predict a high SFR
in the center of our Galaxy. The key questions are, why on one hand the observed
SFR is suppressed by a factor of & 10 (Longmore et al. 2013a) and on the other
hand which physical processes regulate star formation in the central few hundred
parsecs of the Milky Way (see, e.g. Longmore et al. 2013a, Kruijssen et al. 2014,
Krumholz & Kruijssen 2015).
Several studies have tried to solve this problem of star formation in such an ex-
treme environment, which challenges current star formation theories. For example,
Kruijssen et al. (2014) studied the impact of several mechanisms on the SFR on
different physical scales, e.g. the very strong radiation field, magnetic fields, tur-
bulent pressure, galactic tides or feedback. They argue that star formation could
be episodic due to a gradual build-up of dense gas by spiral instabilities or that
variations in the rates of gas flows into the CMZ might significantly alter the star
formation process. Longmore et al. (2013a) state, for example, that the order of
magnitude higher internal velocity dispersion could disrupt compact regions before
they are able to go into gravitational collapse. However, the question of what physi-
cal processes are most important for regulating the SFR in the galactic center (GC)
remains unresolved.
One important way in which we can distinguish between different models for
the regulation of star formation in the GC is by examining whether they produce
low star formation efficiencies by reducing the formation of stars in the individual
dense clouds present in the CMZ, or whether they instead merely regulate the rate
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at which molecular gas is allowed to form these dense clouds. The presence of a
number of massive, dense clouds in the CMZ that do not appear to be currently
forming stars provides a hint that the star formation efficiencies of individual clouds
in the CMZ might be low. An example of such a cloud, which is almost devoid of
star formation, is also known as “The Brick” (see e.g. Güsten et al. 1981; Lis et al.
1994; Lis & Menten 1998; Lis et al. 2001; Molinari et al. 2011; Immer et al. 2012;
Longmore et al. 2012; Kauffmann et al. 2013; Clark et al. 2013; Johnston et al. 2014;
Rathborne et al. 2014; Kruijssen et al. 2015; Pillai et al. 2015, as well as Longmore
et al. 2013b for a discussion of several other dense starless clouds close to the Brick
that have similar properties). On the other hand, it is also possible that we are
just observing the Brick and its neighbouring starless clouds at a very early time in
their evolution, before they have started to form stars. This question is difficult to
resolve observationally, but numerical simulations can help us to understand which
of the possibilities is more likely.
In this paper we investigate the impact of a strong interstellar radiation field
(ISRF) and a high cosmic ray flux (CRF) on the SFR in clouds with different ini-
tial number densities and varying levels of turbulence. We change the amount of
turbulent kinetic energy Ekin with respect to the potential energy Epot, as parame-
terized by α = Ekin/|Epot| (see Section 7.2.3). We focus on the question of whether
such a high ISRF/CRF combined with a high level of turbulence could be the main
physical drivers to suppress star formation in the GC. Therefore, we adopt environ-
mental conditions that are similar to those experienced by a typical GC cloud. In
particular, we adopted values for the ISRF strength and the CRF comparable to
those inferred for the Brick. We model the behaviour of different MCs exposed to
this environment using the Arepo moving mesh code (Springel, 2010) and explore
the effect of changing their density and turbulent velocity dispersion. For technical
reasons, the clouds we model have lower densities than typical GC clouds, and so
should be less likely to form stars than real GC clouds. Despite this and despite
the harshness of their environment, it proves to be very difficult to suppress star
formation within the clouds, as we will see in the following sections.
The structure of our paper is as follows. In Section 7.2 we present the simulations
and the methods used in this paper. In Section 7.3 we present the results of our
studies with different virial α parameters and various initial number densities. We
discuss our results in Section 7.4 and present our conclusions in Section 7.5.
7.2 Methods and simulations
7.2.1 Computational method
Our simulations are performed using the moving mesh code Arepo (Springel, 2010),
which uses an unstructured mesh defined by the Voronoi tessellation of a set of
discrete points. We make use of a detailed atomic and molecular cooling function,
described in detail in Glover et al. (2010) and Glover & Clark (012b), and a simplified
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treatment of the molecular chemistry of the gas. Our chemical treatment is based
on the work of Nelson & Langer (1997) and Glover & Mac Low (2007), and allows
us to follow the formation and destruction of H2 and CO self-consistently within
our simulations. Full details of the chemical model with a description of how the
chemistry interacts with the ISRF via the TreeCol algorithm can be found in
Clark et al. (2012). Examples of the use of our chemical model with the Arepo
code can be found in Smith et al. (2014a) and Smith et al. (2014b).
We assume that the gas has a uniform solar metallicity and adopt the standard
ratio of helium to hydrogen, and abundances of carbon and oxygen taken from Sem-
bach et al. (2000), i.e. xC = 1.4 × 10−4 and xO = 3.2 × 10−4, where xC and xO
are the fractional abundances by number of carbon and oxygen relative to hydro-
gen. However, we have to keep in mind that the CMZ has actually a super-solar
metallicity. Nevertheless, we use a uniform solar value in order to be conservative
regarding the cooling and star formation rates in our runs. At the start of the sim-
ulations, hydrogen, helium and oxygen are in atomic form, while carbon is assumed
to be in singly ionized form, as C+. We also adopt the standard local value for the
dust-to-gas ratio of 1:100 (Glover et al., 2010), and assume that the dust properties
do not vary with the gas density. The cosmic ray ionization rate of atomic hydro-
gen is set to ζ = 3 × 10−14 s−1 (Clark et al., 2013), which is a factor of ∼ 1000
higher than the value in the solar neighbourhood (Yusef-Zadeh et al., 2007). For
the incident ultraviolet radiation field, we adopt the same spectral slope as given in
Draine (1978). We denote the strength of the Draine ISRF as G0 = 1 and perform
simulations with a field strength G0 = 1000 (Clark et al., 2013). The Draine field
has a strength G0 = 1.7 in Habing (1968) units, corresponding to an integrated flux
of 2.7× 10−3 erg cm−2s−1. Furthermore, as a reference, we also run simulations with
local solar neighbourhood values of the ISRF and the CRF in order to explore the
effect of a different radiation field on the SFE. In this case, we set the field strength
of the ISRF to G0 = 1 and the cosmic ray ionization rate of atomic hydrogen to
ζ = 3× 10−17 s−1. Our simulations use a Jeans refinement criterion, which is active
over the whole simulation period in order to accurately refine dense and collapsed
gas regions in the box. We use a constant number of 8 cells per Jeans length, which
is sufficient to avoid artificial fragmentation (Truelove et al., 1998; Greif et al., 2011).
7.2.2 Sink particles
Furthermore, we make use of a sink particle implementation (Greif et al., 2011)
based on the prescription in Bate et al. (1995) and Jappsen et al. (2005), to track
the star formation process during the simulations. Before a cell is turned into a
sink particle, it undergoes a series of tests. First, the particle must reach a critical
density threshold of nthresh ≈ 107 cm−3. This value was chosen to be higher than the
typical post-shock densities found in the clouds to ensure that we do not attempt to
form sinks in regions that are not gravitationally collapsing. For our more extreme
run with n0 = 104 cm−3 we adopt a higher threshold of nthresh ≈ 109 cm−3 in order
to account for the two orders of magnitude higher density on average. The second
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test is to check whether the new sink particle is sufficiently far away from any other
sink particle, measured in terms of one accretion radius racc. The third is to check
whether the size of the cell is less than the accretion radius of the sink particle that
it will become.
We set the accretion radius to a constant value of racc ∼ 0.01 pc, roughly cor-
responding to the scale of the thermal Jeans length for a sink particle formation
threshold of nthresh ≈ 107 cm−3 at a mean gas temperature of ∼ 20K. For our model
with a threshold of nthresh ≈ 109 cm−3, we adopt the same value for the accretion
radius. This is also a reasonable estimate for this higher density model, since more
checks will guarantee that the gas is bound and collapsing onto the sink particle. In
addition, we explore whether a different value of racc might have a significant impact
on the SFEs by running a simulation in which we increased racc by a factor of 10. We
find that in this case, the SFE increases by around a factor of 1.1− 1.3. In view of
the various error sources for estimating a star formation efficiency per free-fall time
(see also the discussion in Section 7.3.1), we find that a different accretion radius
does not significantly affect the results of this paper. This is because we are mainly
interested in estimating the total mass that goes into gravitational collapse instead
of measuring precise SFEs.
Once these preliminary criteria are fulfilled, more checks guarantee that this po-
tential sink particle is in a correct dynamical state. In a first test, we require that
the particle is sub-virial, i.e. it needs to fulfill the condition α ≤ 0.5, where α is the
ratio of kinetic and gravitational energy. Second, we ensure that α + β ≤ 1, where
β is the ratio of rotational and gravitational energy. Third, we require div(a) < 0,
where a is the acceleration, which ensures that the particle is not tidally disrupted
or bouncing. If all these conditions are achieved, the local gas condensation can
become a sink.
7.2.3 Important quantities
In this study, we use the virial α parameter to regulate the amount of turbulent




where Ekin and Epot denote the total kinetic and potential energy in the box at the
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In this context, σv denotes the turbulent 3D velocity dispersion,Mtot and R the total






where ρ is the initial mass density. However, we note that the virial parameter is
also often defined via α = 2Ekin/|Epot| in the literature, which is different from the
notation used above. In our definition, a value of α = 0.5 defines virialized clouds,
α = 1.0 denotes clouds with energy equipartition and α > 1.0 describes clouds that
are (highly) unbound. In addition, we can estimate the crossing time from these
quantities via tcross ≈ R/σv.
Furthermore, we quantify the amount of gas mass being converted to stars (i.e.
sink particles) due to gravitational collapse within one free-fall time tff as
ff = tff · M˙∗
Mtot
, (7.5)
where M˙∗ is the star formation rate in the computational domain averaged over tff
(Krumholz & McKee, 2005; Krumholz & Tan, 2007; Murray, 2011). The parameter
ff is thus a measure of the star formation efficiency (SFE) of each model. The






In this paper, we compute ff for all clouds individually and compare our results to
the average SFE inferred for the galactic center region. It is therefore important to
emphasize that our study is aimed at testing the idea that the SFE at the galactic
center is low because the SFE of the individual dense clouds is low. With our isolated
cloud models, we cannot test the competing idea that the SFE of the region is low
because it is difficult to form dense clouds there.
7.2.4 Initial conditions and model parameters
For simplicity, we assume that the cloud is initially spherical and embedded in a
low-density environment. Furthermore, we apply periodic boundary conditions. We
perform two sets of runs in which we vary the virial α parameter, using values
α = 0.5, 1.0, 2.0, 4.0 and 8.0. In the first set of runs, we take an initial hydrogen
nuclei number density of n0 = 100 cm−3 for the cloud. In the second set of runs, we
take a number density of 1000 cm−3. In all of our simulations, the density of the gas
surrounding the cloud is ≈ 1 cm−3. We use a total mass of Mtot = 1.3× 105 M and
an initial total number of 2× 106 cells for the whole box, including the low-density
regions. The initial cell mass within the uniform cloud corresponds to ≈ 2M.
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Model name Virial α Density n0 Radius R Velocity σv Time tff ISRF & CRF
[cm−3] [pc] [km/s] [Myr]
GC-0.5-100 0.5 100 19.1 3.7 4.4 1000
GC-1.0-100 1.0 100 19.1 5.2 4.4 1000
GC-2.0-100 2.0 100 19.1 7.4 4.4 1000
GC-4.0-100 4.0 100 19.1 10.5 4.4 1000
GC-8.0-100 8.0 100 19.1 14.7 4.4 1000
GC-0.5-1000 0.5 1000 8.9 5.4 1.4 1000
GC-1.0-1000 1.0 1000 8.9 7.6 1.4 1000
GC-2.0-1000 2.0 1000 8.9 10.8 1.4 1000
GC-4.0-1000 4.0 1000 8.9 15.3 1.4 1000
GC-8.0-1000 8.0 1000 8.9 21.6 1.4 1000
GC-16.0-10000 16.0 10000 4.1 44.9 0.4 1000
SOL-0.5-1000 0.5 1000 8.9 5.4 1.4 1
SOL-8.0-1000 8.0 1000 8.9 21.6 1.4 1
The Brick 1.0 7.3× 104 2.8 16.0 0.34 ∼ 100− 1000
Table 7.1:
Initial conditions for our different cloud models. For each run, we list the virial α parameter,
the initial number density, the spherical cloud radius, the velocity dispersion, the free-fall
time and the scaling factor of the interstellar radiation field (ISRF) and the cosmic ray
flux (CRF) relative to the solar neighourhood value. For comparison, we also list the
parameters for the GC cloud G0.253+0.016, known as “the Brick”, which are given in
Table 2 in Longmore et al. (2012).
Given these parameters, we can compute the radii and the initial velocity disper-
sions of the clouds. The cubic side lengths of the total simulation domain are set
to 5× the individual cloud radii. All clouds are initially at rest and placed in the
center of the box. We use an initial random velocity field with a power spectrum
of P (k) ∝ k−4 that consists of a natural mixture of solenoidal and compressive
modes, which decays throughout the simulation. The timesteps between the indi-
vidual snapshots are ∆tsnap ≈ 22 kyr and ∆tsnap ≈ 7 kyr for models with initial
number densities of n0 = 100 cm−3 and 1000 cm−3, respectively, corresponding to
∼ 200 snapshots per simulation in total.
In addition, we have also modelled an even more extreme cloud with an initial
number density of n0 = 104 cm−3 and a virial α parameter of α = 16.0. In this
case, we set ∆tsnap ≈ 2 kyr for the same total number of time snapshots. However,
running further simulations with n0 ≥ 104 cm−3 and α < 16.0 is computationally
prohibitive, owing to the rapid rate at which stars form in these models. For this
reason we only focus on this one more extreme numerical model. Nevertheless, as
we discuss in more detail later, such a high α run alone is still enough for our study,
since even in this extreme case, the cloud still forms a substantial number of stars.
Furthermore, regarding the densities in the CMZ, we have to keep in mind that a
significant number of GC clouds have densities higher than those modelled in our
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Model name ∆t ff Nsink t∗ tend ∆t
[%] [%] [Myr] [Myr] [Myr]
GC-0.5-100 8.2 25.7 3473 1.30 2.70 1.40
GC-1.0-100 8.5 28.5 4699 1.80 3.12 1.31
GC-2.0-100 8.5 19.1 4166 1.84 3.80 1.96
GC-4.0-100 6.2 14.8 2511 2.56 4.44 1.84
GC-8.0-100 2.3 6.1 644 2.75 4.44 1.65
GC-0.5-1000 4.5 10.9 2966 0.42 1.00 0.58
GC-1.0-1000 4.6 8.0 2531 0.28 1.10 0.82
GC-2.0-1000 6.8 8.0 3218 0.22 1.40 1.18
GC-4.0-1000 2.6 2.9 1035 0.16 1.40 1.24
GC-8.0-1000 0.6 0.7 180 0.12 1.40 1.28
GC-16.0-10000 0.7 0.7 1406 0.02 0.40 0.38
SOL-0.5-1000 5.1 13.2 16248 0.21 0.75 0.54
SOL-8.0-1000 4.3 4.6 8617 0.08 1.40 1.32
Table 7.2:
The star formation efficiencies ∆t give the amount of gas being converted to sink particles
within a time ∆t = tend − t∗ < tff, where tend denotes the end of our simulation and t∗
the time when the first star forms. Nsink gives the total number of sink particles formed
during the time ∆t. To calculate the SFEs per free-fall time, ff, we extrapolate based on
∆t, assuming that the SFR between tff and tend is the same as between t∗ and tend. Some
simulations with lower α values are not evolved until one free-fall time, which is due to the
high computational costs of the individual runs. Nevertheless, we let all those simulations
evolve until a ∆t of at least ∼ 4% is reached.
simulations, which would lead to even larger turbulent velocities in our simulations
for the same constant total mass. Table 7.1 gives an overview about the different
numerical models and their initial conditions.
7.3 Results
7.3.1 Analysis of the model clouds
Fig. 7.1 shows logarithmic column density maps of the different model clouds pre-
sented in Table 7.1. As expected, the shape of all the clouds strongly depends on
the specific value of α in each simulation. Table 7.2 gives an overview of the star
formation efficiencies and the number of sink particles being formed in each model
cloud with varying α, also illustrated in Fig. 7.2. In the Figure, we also show the
star formation efficiencies that we derive from simulations performed using the same
values of n0 and α, but with a different random seed for the turbulent velocity field,
as explained in more detail in Appendix C.1. Some of the simulations with less
turbulent kinetic energy (i.e. those with lower α values) were not evolved until the
148
CHAPTER 7 7.3 Results
Figure 7.1:
Logarithmic column density maps in z-direction for all cloud models with initial number
densities of n0 = 100 cm−3 (left column) and 1000 cm−3 (right column) for different virial
parameters α = 0.5, 1.0, 2.0, 4.0, 8.0 (from top to bottom), showing an extract of the central
cloud regions. In each plot we give the number of sink particles, the estimated star forma-
tion efficiency per free-fall time and the simulation time. Sink particles are formed during
the simulations and marked with white dots in each map. The side length of each box
shown above corresponds to 74.5 pc and 44.5 pc for the 100 cm−3 and 1000 cm−3 models,
respectively.
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Figure 7.2:
Star formation efficiencies per free-fall time against the corresponding virial α parameter
for our fiducial models with n0,seed0 = 100 cm−3 and n0,seed0 = 1000 cm−3 (Table 7.2) and
for one model using a different seed of the turbulent velocity field with n0,seed1 = 100 cm−3
(Table C.1). We generally find a decreasing trend of the SFEs with higher α for all density
models. Although there are slight differences in the individual SFEs between the two
models with n0,seed0 = 100 cm−3 and n0,seed1 = 100 cm−3, we nevertheless find the same
general trends of decreasing ff with increasing α. To illustrate the different trends, we
also fit exponential functions ∝ exp(−cα) to the models and list the corresponding slopes
in the plot. Error bars indicate variations of the SFE of ∼ 30%, which we conservatively
estimate in Section 7.3.1.
end of one free-fall time. This is because gravitational collapse and star formation
become very efficient in these simulations, driving up the computational cost due
to the need to refine many high density regions. In these rapidly star-forming runs,
we stop our simulations when they either reach one free-fall time or when the com-
putational cost of continuing becomes excessive. In most cases, this occurs once
∼ 8% of the gas has formed stars, but in runs GC-0.5-1000 and GC-1.0-1000 the
computational cost climbs so steeply as the gas collapses that we are forced to stop
when only ∼ 4% of the gas has formed stars. We note, however, that we do not
include the effects of feedback from young stars (see Section 7.4.4), and so the star
formation rate is likely to be overestimated at late times in all of our runs.
We also have to keep in mind that we start with an idealized, spherical and
uniform gas distribution at the beginning, rather than with an MC that is already
in an evolved physical state. Measuring the star formation efficiencies from the
beginning of the simulation is therefore a questionable procedure, since our results
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Figure 7.3:
Left column: Mass-weighted volume density PDFs at different times for our five virial α
parameters, α = 0.5, 1.0, 2.0, 4.0 and 8.0. Right column: Same as left column, but with
column density PDFs. In order to compute the column density PDFs, our simulations were
projected onto a regular 10242 map. All plots are computed for our models using an initial
number density of n0 = 100 cm−3.
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Figure 7.4:
Same as Fig. 7.3, but for our models using an initial number density of n0 = 1000 cm−3.
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Figure 7.5:
Mass-weighted temperature PDFs at different times for our five virial α parameters, α =
0.5, 1.0, 2.0, 4.0 and 8.0, for our models with an initial number density of n0 = 100 cm−3
(left column) and n0 = 1000 cm−3 (right column).
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would be strongly affected by the initial geometry of the MC. Thus, we give two
different star formation efficiencies in Table 7.2. The first of these, ∆t, denotes the
fraction of gas that is converted to stars within a time interval ∆t = tend− t∗, where
tend is the time when we stop the simulation and t∗ the time when the first star forms.
The other, ff, is the SFE per free-fall time, which is computed by extrapolating ∆t





We also note that the number of sink particles Nsink that form in each simulation
might depend on the specific choice of the sink particle formation threshold nthresh.
This number therefore has to be treated with caution, since it is probably not
converged, given our resolution, while the SFR is converged (see also Glover &
Clark 2012a). However, we are not aiming at resolving the IMF in this study, but
instead want to obtain the total mass that goes into gravitational collapse, which is
correctly described given our numerical setup.
Furthermore, we note that the largest source of error in estimating ff is caused
by the extrapolation of ∆t to ff. In general, we assume that the mass accretion
rates stay constant through the remaining time of extrapolation. Strictly speaking,
this is true only for our α = 8.0 and α = 4.0 models, as we will see later in Section
7.3.3. Further smaller errors in estimating converged values of ff are caused by
the concrete realization of the turbulent velocity field (see also Appendix C.1), as
well as by the specific choice of the sink particle threshold and the accretion radius.
Altogether, we think that an error of ∼ 20 − 30% is a conservative estimate. This
is acceptable, because we are primarily interested in analyzing how different levels
of turbulence, density and the ISRF/CRF affect the formation of stars instead of
measuring exact and converged values of the individual star formation efficiencies.
In general, we find active star formation for all three initial densities and for all
virial α parameters, even in clouds which are unbound due to a high value of α.
The highest efficiencies are found in the models with small virial parameters, which
have the lowest turbulent velocity dispersion of all our models (see Table 7.1). The
lowest efficiencies are obtained in the GC models with large virial parameters, which
are runs with the highest turbulent velocity dispersions. Regarding our extreme
GC-16.0-10000 model, we find a SFE of ff ≈ 0.7% even in this case, although the
internal velocity dispersion is very high. Moreover, we generally observe a decreasing
star formation rate per free-fall time ff with increasing α (see Fig. 7.2), which we
would expect as well due to the increasing amount of turbulent kinetic energy in the
simulation domain.
We quantify this and fit an exponential law to the data points shown in Fig. 7.2
using a χ2-fit. Our fitting function is defined via
ff ∝ exp(−cα), (7.8)
where α is the virial parameter and c is a constant, depending on the model. For
our model with n0 = 100 cm−3, we find c ≈ 0.20± 0.02, while in the n = 1000 cm−3
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model we obtain a steeper slope c ≈ 0.36± 0.07 (see Fig. 7.2). Thus, we find strong
evidence that ff depends not only on the virial state of the cloud, but also on its
density. Comparing the values for the SFE for our two density models, we find that
ff ∼ n−0.50 , which means that the SFE per free-fall time is smaller in high density
clouds than in clouds with lower density. Interestingly, this is the same scaling with
density as the free-fall time itself, which suggests that the change in ff is driven
largely by the change in the free-fall time, rather than by a systematic change in
the star formation rate.
In addition, we also run two simulations, SOL-0.5-1000 and SOL-8.0-1000, adopt-
ing the lower solar neighbourhood values for the ISRF and the CRF, in order to
compare the SFEs we measure in this quiescent environment to those measured for
the much harsher GC environment. For the virialized cloud (SOL-0.5-1000), we
find an SFE per free-fall time that is around 20% larger than in our corresponding
GC model (GC-0.5-1000), demonstrating that for gravitationally bound clouds, the
much stronger heating present in the GC has little effect on the star formation rate.
It is notable, however, that we form far fewer sink particles in our GC run than in
the corresponding solar neighbourhood run, suggesting that the sinks that do form
must be systematically larger. Whether this also leads to a systematic change in the
initial mass function of the stars forming in this environment remains to be seen;
unfortunately, our resolution is too low to allow us to properly address this ques-
tion. In our runs with α = 8.0, we find a much larger difference between the solar
neighbourhood and GC runs. In the solar neighbourhood run, increasing α from 0.5
to 8.0 decreases ff by less than a factor of three, whereas in the corresponding GC
runs, the change in ff is closer to a factor of ∼ 16. Therefore, the combination of
high turbulent velocities and strong heating is much more effective at suppressing
star formation than either effect individually.
7.3.2 Analysis of the volume, temperature and column
density PDF
Fig. 7.3 and 7.4 show the mass-weighted volume density and the column density
PDF for both density models with n0 = 100 cm−3 and n0 = 1000 cm−3 at different
times in the cloud evolution for all virial α parameters. In order to compute the
column density PDF, our simulations were projected onto a regular 10242 map. We
have chosen various time snapshots in the evolution, so that all PDFs properly reflect
the different physical states of the cloud. At later times, however, we have removed
some of the low α runs from the plots, since these runs are not evolved until the
one free-fall time limit. Nevertheless, we can still compare the more evolved PDFs
to the PDFs of the low α runs from the snapshot shown above at an earlier time.
All plots only include the remaining total gas without the mass already converted
to sink particles.
The mass-weighted volume density PDF shows two pronounced peaks in each of
the plots, suggestive of a two-phase medium. The peaks are found at densities of
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n ≈ 1 cm−3 and n ≈ 103 cm−3 in the n0 = 100 cm−3 model and at n ≈ 10 cm−3
and n ≈ 104 cm−3 in the n0 = 1000 cm−3 model, respectively. These peaks in
the bimodal PDF can be referred to as those of the diffuse ISM and of the denser
regions of the MC, which make up most of the mass. We also note that both peaks
are well below the density threshold for sink particle formation. Moreover, both
the density variance and the mean density generally increase as the simulations
evolve with time in our models. In addition, Fig. 7.5 shows the corresponding
mass-weighted temperature PDF for both density models. We find that most of the
gas has temperatures of several 100K for all virial parameters, owing to the strong
heating by the ISRF and the CRF. This stands in contrast to the situation in local
MCs, where a large fraction of the gas mass has T ∼ 10− 20K.
Analysing the different temporal evolutions of the PDF for the various α values,
we find that the high density regions of runs with larger α values are denser than runs
with lower α values during the first ∼ 25% of the free-fall time. This is due to the
higher internal velocity dispersion, which can compress the gas more effectively up to
higher densities at the beginning of our runs. At later times, the high density regions
of simulations with lower α values become denser due to gravitational contraction of
the medium. Comparing the PDF of the two density models in Fig. 7.3 and 7.4 in
general, we find that both show a similar shape, except a significant shift to larger
density values for the 1000 cm−3 simulations relative to the 100 cm−3 simulations,
which is due to the one order of magnitude difference in the initial number density.
We also note that we observe a power-law tail at the higher end of the different
column density PDF, once star formation has set in, consistent with previous work
in this field, e.g. Klessen (2000a), Kritsuk et al. (2011), Federrath & Klessen (2013),
Schneider et al. (2013) or Rathborne et al. (2014).
7.3.3 Sink particle formation
Fig. 7.6 shows the mass of gas that is converted to stars (sink particles) as a
function of time for the different α parameters and densities. Depending on the
amount of kinetic turbulent energy in the box, we find differences in the temporal
evolution of star formation. In our models with a lower initial number density of n0 =
100 cm−3, we find star formation to be triggered by the global collapse of the MC
due to gravitational compression. This is more effective for clouds with lower virial
parameter. Hence, in this case, turbulence delays and suppresses star formation.
For our other models with higher initial number densities of n0 = 1000 cm−3, we
find star formation to be triggered by local compression of the gas due to highly
turbulent motions, leading to the rapid formation of stars in models with high α
values. Overall, star formation is suppressed at high α, but not delayed as observed
in our low-density model. Instead we note that turbulence can actually trigger and
accelerate star formation in localized patches of the cloud (see also the discussion
by Mac Low & Klessen, 2004).
Sink particles can form once all formation criteria presented in Section 7.2.2 are
fulfilled. However, highly turbulent motions can locally compress the gas above our
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Figure 7.6:
Mass of gas M∗ converted to stars (sink particles) as a function of time for the different
virial α parameters for our models with initial number densities of n0 = 100 cm−3 (top)
and n0 = 1000 cm−3 (bottom).
sink particle formation threshold more quickly at higher values of the density and
the virial parameter. Hence, under our assumptions of sink particle formation, we
find that star formation can be triggered by different physical processes, i.e. either
by shock compression of the gas leading to overdense regions which fulfill all sink
criteria, or by global gravitational collapse. In the latter case, the global collapse
dominates the internal velocity dispersions of the cloud, which is e.g. the case in
quiescent MCs in the Galaxy. However, we assume that in a CMZ-like environment
with highly turbulent motions, star formation is mainly triggered by turbulent shock
compression rather than by global gravitational collapse of the cloud as a whole.
Fig. 7.7 shows mass accretion rates for the corresponding density models and
different virial parameters of our simulations. Depending on the amount of turbulent
kinetic energy, we find a strong dependence of the accretion rates on the α parameter.
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Figure 7.7:
Mass accretion rates dM/dt for the corresponding density models and different virial α
parameters given in Fig. 7.6.
As expected, the gas can be accreted more effectively in case of low α values, i.e.
when the kinetic energy is low and the cloud tends to be more gravitationally bound,
which holds for all our density models. Furthermore, for those models with a low
value of the virial parameter, we find that star formation continues to accelerate
during the whole run. If α increases, star formation gets less efficient, the mass
accretion rates drop as well and become approximately constant at later times.
7.4 Discussion
7.4.1 Comparison to star formation in the GC
In this study, we have adopted environmental conditions similar to those experienced
by a typical GC cloud in order to see whether high levels of turbulence as well as a
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much stronger ISRF and CRF will lead to enhanced or reduced star formation rates.
As shown by various observations, star formation in the GC is generally thought to
be inefficient, i.e. having a factor of & 10 smaller star formation rate per free-fall
time than what is inferred for local star-forming regions (Lis et al. 1994, Murray
2011, Kauffmann et al. 2013, Longmore et al. 2013a). If indeed the high level of
turbulence and strong heating by the ISRF and by cosmic rays renders GC clouds
very inefficient at forming stars, then this would provide a simple explanation for
the low efficiency of star formation in the region as a whole.
Our simulations demonstrate that the rate and efficiency at which star formation
occurs depends on the α parameter of the cloud. It is therefore useful to look at the
typical α values inferred from observations in the GC. It turns out that most clouds
and clumps in the GC tend to be rather unbound, i.e. having values of α & 1. For
example, we find a mean value α = 3.0 ± 1.6 by computing α for different clumps
in the GC cloud GCM-0.02-0.07 based on data given by Tsuboi & Miyazaki (2012).
Kauffmann et al. (2013) evaluated α for the entire GC cloud G0.253+0.016, finding
a value of α ≈ 3.8± 1.0. However, Longmore et al. (2012) derived a different value.
They estimate this cloud to be roughly in virial equilibrium with α ≈ 1. In this case,
the difference between their estimate and the Kauffmann et al. (2013) value comes
from their decision to exclude an additional velocity component in the calculation of
α. More recently, Rathborne et al. (2015) have computed the virial parameter using
data from various observed molecular transitions, finding that the outer regions of
G0.253+0.016 may be unbound, while its central region may be bound and collapsing
(see Fig. 14 in Rathborne et al., 2015). Furthermore, if we evaluate α for numerous
cores from data given in Table 2 in Johnston et al. (2014) for the Brick, we also
find that most cores tend to be unbound with α & 2.0. Overall, therefore, it seems
plausible that many of the clouds in the GC that are not currently forming stars
have α of a few.
Regarding measurements of the star formation efficiencies per free-fall time, Mur-
ray (2011) for example observed a Galaxy-wide average value of ff ≈ 0.6%, which
is comparable to the lowest ff in our simulations for highly unbound clouds. Gen-
erally, a typical estimate for the star formation efficiency per free-fall time in the
Galaxy is ∼ 1%, i.e. star formation is quite slow in GMCs (Murray, 2011; Krumholz
et al., 2012). We recover larger values than this in almost all of our clouds, rather
than finding values strongly suppressed compared to the Galactic average, as would
be required to explain the low efficiency of star formation at the galactic center.
This holds for runs with both low (α = 0.5) and high (α = 8.0) values of α, where
ff & 1% for the two models with different initial number density. However, we note
that these values reflect observed average efficiencies of star formation in the Galaxy
as a whole. Thus, a direct comparison with the SFEs derived from numerical sim-
ulations of clouds in isolation presented in this study is complicated, since we are
only focussing on one specific physical cloud realization, instead of a larger number
of individual MCs.
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7.4.2 Comparison to previous studies of unbound clouds
Several previous studies tried to reveal the dependence of the SFE on the virial α
parameter. For example, Clark et al. (2008) altered the initial level of turbulent
support and find that a wide range of SFEs are possible. The SFEs in their study
range from up to 60% to as low as around 0.3% after two free-fall times. Furthermore,
Clark et al. (2008) also observed a decreasing SFE with increasing α, as confirmed
in our study. A similar result was found by Bonnell et al. (2011), who investigated
the formation of young stars in a single MC with a total mass that is a factor of 10
smaller than our clouds. Bonnell et al. (2011) concluded that even small changes
in the binding energy of the cloud can cause large variations in terms of the SFE,
similar to what we find in this paper. They gave an overall SFE of 15% when their
calculation was terminated. Moreover, Clark et al. (2005) also showed that unbound
clouds result in inefficient star formation, in agreement with Klessen et al. (2000b),
Heitsch et al. (2001), Clark & Bonnell (2004), Clark et al. (2008), Bonnell et al.
(2011) and the results in this paper.
Furthermore, Padoan et al. (2012) analyzed the SFR in supersonic MHD turbu-
lence, also finding that ff decreases exponentially with increasing α. In particular,
they found that the SFE is insensitive to changes in the sonic Mach number, but
sensitive to the Alfvénic Mach number. In their study, a decrease in the Alfvénic
Mach number (equivalent to an increase of the magnetic field) additionally reduced
the SFE, but only by a factor less than 2. Hence, although we do not account for
MHD turbulence, we conclude that an additional external magnetic field might also
slightly reduce our values of ff. These findings are also in agreement with previ-
ous studies by Klessen et al. (2000b) and Heitsch et al. (2001), who analyzed the
gravitational collapse in turbulent molecular clouds. They find that star formation
cannot be prevented by MHD turbulence, but the magnetic fields delay the local
collapse due to the magnetic pressure. Furthermore, they also find that strong tur-
bulence can provide some support on global scales, but may trigger collapse and
star formation locally at the stagnation points of convergent shocks, in analogy to
the findings in this study.
All these studies analyzed the impact of the turbulent kinetic energy on the SFE.
However, regarding the generally more extreme physical conditions in the GC, we
have to use a significantly higher initial number density and a stronger ISRF/CRF
than what was used in these previous studies in order to better match the environ-
mental parameters found in a typical CMZ-like cloud. Surprisingly, our results are
similar to those found in previous studies, although we have made use of a more
extreme physical setup regarding the internal velocity, the density and the radiation
field.
7.4.3 Suppressing star formation
The cloud G0.253+0.016 is supposed to be a typical MC in the GC. However, as
shown by Kauffmann et al. (2013) and Johnston et al. (2014), G0.253+0.016 has
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almost no evidence of current star formation. In contrast to that, our numerical
models show active star formation independent of the initial number density and
the virial α parameter of the cloud. Indeed, stars form more rapidly in our model
clouds than appears to be the case in the Galaxy as a whole. While our neglect of
stellar feedback probably explains some of this discrepancy, stellar feedback can only
be effective once star formation is ongoing, but cannot explain an almost complete
lack of star formation in G0.253+0.016. We are therefore led to conclude that the
harsh GC environment and the high level of turbulence present in the GC clouds
cannot by themselves produce low enough star formation efficiencies to explain the
globally low efficiency of star formation in the GC. They also do not seem to be able
to explain why G0.253+0.016 and its neighbouring clouds are not currently forming
stars. What then does suppress star formation in the GC?
One possible explanation could be that the turbulent velocity field in many of the
GC clouds is composed of a different mixture of solenoidal and compressive modes
than in the model clouds in our study (see, e.g. Federrath et al. 2010a, Feder-
rath 2013, Federrath & Klessen 2013). Fundamentally, the reason that high levels
of turbulence do not completely suppress star formation in our model clouds is that
the same turbulent motions that support the cloud as a whole against collapse also
compress some of its gas up to high densities. This high density gas is formed at
stagnation points of the turbulent flow and is not supported against gravitational
collapse. It is therefore able to form stars efficiently. However, if compressive modes
are absent and the velocity field is dominated by purely solenoidal turbulence (gen-
erated e.g. by the strong shear experienced by the clouds as they orbit the center
of the Galaxy), then less gas will be compressed to high densities, and it is plausi-
ble that star formation could be more strongly suppressed. In addition, the strong
magnetic field present in the GC might reduce the level of star formation by slow-
ing down the collapse of dense cores (Pillai et al., 2015). However, as mentioned
before, this typically leads to a reduction in the star formation rate and efficiency
of only about a factor of ∼ 2, see e.g. Peters et al. (2011), Hennebelle et al. (2011),
Commerçon et al. (2011) or Seifried et al. (2013).
Alternatively, it might be that the idea that we can explain the low SFE of the GC
region as a whole by requiring the individual clouds to all have low SFEs is simply
incorrect. Even in our highly turbulent model clouds, star formation does not begin
at t = 0 – there is a brief period in the evolution of the cloud during which no
stars are yet forming. If, as Longmore et al. (2013b) suggest, G0.253+0.016 and its
neighbouring clouds have only formed very recently, then it may simply be that we
are catching them too early in their lives to have started forming significant numbers
of stars. In this case, we would need to look elsewhere for an explanation of the
galactic center’s low star formation rate. In this context, larger-scale effects such
as the orbital dynamics of the gas in the deep potential well of the GC, feedback
from massive stars in the form of winds and supernovae, or the inflow/outflow of gas
into/out of the GC might play important roles by helping to suppress the formation
of dense clouds in the GC region. We will explore the possible impact of these
various physical processes in a follow-up study.
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7.4.4 Limitations of the model
There are a few limitations inherent to our numerical models that one should keep in
mind when interpreting our results. Most notably, we do not model feedback from
the stars (e.g. jets, stellar winds or radiation) that form during the individual runs.
This would help to reduce ∆t and ff, but cannot entirely suppress star formation.
Furthermore, we do not account for spatial variations in the ISRF or the CRF.
We also deliberately do not account for other important physical effects that
might modify the star formation rate and efficiency, such as large-scale dynamics
(e.g. spiral arms or spiral instabilities), magnetic fields, galactic tides and shear,
supernova feedback or the inflow/outflow of gas. This is because we only want
to look at the effects of turbulence and a high ISRF/CRF on cloud dynamics in
isolation. We leave the analysis of simulations with further physical effects for future
studies.
Moreover, the high computational cost of Arepo simulations of clouds with mean
densities n 103 cm−3 means that we have to focus on models with number densities
n0 = 100 cm−3 and n0 = 1000 cm−3. However, the density of a typical GC cloud
like G0.253+0.016 can be even higher than several ∼ 103 cm−3, as shown by various
studies in the past (Lis et al., 2001; Immer et al., 2012; Longmore et al., 2012;
Kauffmann et al., 2013; Clark et al., 2013; Johnston et al., 2014). Therefore, as
shown in Section 7.2.4, we also run one more extreme model with n0 = 104 cm−3
and α = 16.0, finding a SFE of ff = 0.7%. Nevertheless, regarding the trends given
in Table 7.2, we expect other high density runs with a virial parameter lower than
16.0 to form stars at an even higher rate due to a lower amount of turbulent kinetic
energy.
Fig. 7.2 provides support for this assumption. It clearly shows that ff depends on
the mean density n0 roughly as ff ∼ n−0.50 (see Section 7.3.1). If this trend continues
to higher density, then typical GC clouds with n ∼ 104 cm−3 should have about
∼ 1/3 lower star formation efficiencies per free-fall time than our n0 = 1000 cm−3
model. In this case, we still obtain values of ff & 1%, which are higher than the
average SFE in the Milky Way (see Section 7.4.1). This holds at least for all runs
except for the high α = 8.0 run, for which we would obtain ff ∼ 0.2%, smaller
than the value of ff ≈ 0.7% found for the α = 16.0 run. However, it is unclear
whether this single example can be taken as a systematic evidence for a breaking of
our density trends, given the stochasticity with its large uncertainties seen among
the results for the 100 cm−3 and 1000 cm−3 simulations.
7.5 Summary and Conclusions
We have performed numerical simulations of molecular clouds with the moving mesh
code Arepo (Springel, 2010) using environmental properties comparable to those
experienced by typical galactic center (GC) clouds. We adopted values for the
interstellar radiation field (ISRF) and the cosmic ray flux (CRF) that are a factor
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of ∼ 1000 larger than the values measured in the solar neighbourhood (Clark et al.,
2013). We simulated clouds with initial number densities of n0 = 100 cm−3 and
1000 cm−3 using different virial α parameters of α = 0.5, 1.0, 2.0, 4.0 and 8.0 for
each density. The total mass was set to a constant value of Mtot = 1.3× 105 M. In
addition, we also ran one more extreme simulation with an initial number density of
104 cm−3 and a virial parameter of α = 16.0. Furthermore, we also did two control
runs with n0 = 1000 cm−3 as well as α = 0.5 and α = 8.0 and with ISRF and CRF
parameters geared towards the solar neighbourhood. An overview of our model
parameters is provided in Table 7.1. We report the following findings:
• We find active star formation with ff & 1% in all models regardless of the
choice of n0 and α.
• Our values are more comparable to Galaxy-wide SFEs than to the inferred
SFE in the GC, which observations suggest is a factor & 10 smaller. Star
formation is more efficient at lower α values, i.e. when the velocity dispersion
in the cloud is small.
• The efficiency of star formation decreases by a factor of ∼ 4−10 as we increase
the virial parameter from α = 0.5 to α = 8.0.
• We fit exponential functions ff ∝ exp(−cα) to the data, finding c ≈ 0.20±0.02
and c ≈ 0.36±0.07 for the n0 = 100 cm−3 and n0 = 1000 cm−3 density models,
respectively. Thus, we find strong evidence that ff depends not only on the
virial state of the cloud, but also on its density. To illustrate this quantitatively,
we derive a relation ff ∼ n−0.50 for the star formation efficiencies as a function
of the density.
• For virialized clouds, we find that even a 1000x higher ISRF strength and
CRF has only a small effect on the star formation efficiency, decreasing it by
around 20% compared to the value we obtain for a similar cloud in a solar
neighbourhood environment. For highly unbound clouds, the stronger ISRF
and higher CRF at the galactic center has a much greater effect, decreasing
the star formation efficiency by around a factor of 6.
• Even in our most extreme models, we find star formation efficiencies per free-
fall time that are close to 1%. None of our models produce values that are
consistent with the low SFE per free-fall time that is inferred for the galactic
center region as a whole.
We therefore conclude that the idea tested in this paper – that the high levels of
turbulence present in the GC region, together with the strong ISRF and high CRF
combine to yield a persistently low star formation efficiencies within the dense clouds
in this region – does not appear to work in practice. It is possible that including
additional physical ingredients (such as magnetic fields, stellar feedback or realistic
orbital parameters around the GC) could reduce the star formation efficiencies within
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individual dense clouds to levels that are consistent with the mean value inferred
for the GC region as a whole. Alternatively, it could be that the idea that we can
explain the low SFE of the GC region as a whole by requiring the individual clouds
to all have low SFEs is incorrect, and that the bottleneck for star formation in the
region is actually the assembly of the dense clouds themselves. This is in agreement
with Kruijssen et al. (2014), who speculate that the rate-limiting factor for star
formation is the slow evolution of the gas towards collapse. Distinguishing between
these two possibilities awaits further work on this topic.
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Synthetic observations of MCs in a
galactic center environment:
I. Studying maps of column density
and integrated intensity
We run numerical simulations of molecular clouds (MCs), adopting properties similar
to those found in the Central Molecular Zone (CMZ) of the Milky Way. For this, we
employ the moving mesh code Arepo and perform simulations which account for a
simplified treatment of time-dependent chemistry and the non-isothermal nature of
gas and dust. We perform simulations using an initial density of n0 = 103 cm−3 and a
mass of 1.3×105 M. Furthermore, we vary the virial parameter, defined as the ratio
of kinetic and potential energy, α = Ekin/|Epot|, by adjusting the velocity dispersion.
We set it to α = 0.5, 2.0 and 8.0, in order to analyze the impact of the kinetic energy
on our results. We account for the extreme conditions in the CMZ and increase both
the interstellar radiation field (ISRF) and the cosmic-ray flux (CRF) by a factor of
1000 compared to the values found in the solar neighbourhood. We use the radiative
transfer code Radmc-3d to compute synthetic images in various diagnostic lines.
These are [Cii] at 158µm, [Oi] (145µm), [Oi] (63µm), 12CO (J = 1→ 0) and 13CO
(J = 1→ 0) at 2600µm and 2720µm, respectively. When α is large, the turbulence
disperses much of the gas in the cloud, reducing its mean density and allowing the
ISRF to penetrate more deeply into the cloud’s interior. This significantly alters
the chemical composition of the cloud, leading to the dissociation of a significant
amount of the molecular gas. On the other hand, when α is small, the cloud remains
compact, allowing more of the molecular gas to survive. We show that in each case
the atomic tracers accurately reflect most properties of both the H2 and the total
gas and that they provide a useful alternative to molecular lines when studying the
CMZ. The results presented in this chapter are published in Bertram et al. (2015d).
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8.1 Introduction
The inner few hundred parsecs of our Milky Way, known as the Central Molecular
Zone (CMZ), are rich in molecular and dense gas and account for about 5% of
the molecular gas content of the Galaxy (Morris & Serabyn, 1996b). As shown by
Longmore et al. (2013), the CMZ contains gas with densities of the order of several
103 cm−3 and a total mass of ∼ 107 M. Furthermore, it is highly turbulent (Shetty
et al., 2012) and illuminated by a strong interstellar radiation field (ISRF) combined
with a high cosmic-ray flux (CRF) (Yusef-Zadeh et al., 2007; Clark et al., 2013).
It thus provides an excellent laboratory for studying the physics of the interstellar
medium (ISM) under extreme conditions (such as those that also occur in distant
starburst galaxies) with very high resolution.
Previous observations suggested the existence of copious CO gas in the CMZ near
the Galactic Center (GC) (Bania, 1977; Burton et al., 1978; Liszt & Burton, 1978;
Morris & Serabyn, 1996b; Bitran et al., 1997; Oka et al., 1998; Martin et al., 2004),
which might be used to trace the density and velocity structure of the underlying
molecular component of the ISM. However, the effect of the extreme physical condi-
tions in the CMZ on the CO distribution within the gas and the degree to which CO
is a biased tracer of the underlying cloud properties remain relatively unexplored
issues. Previous numerical models of clouds in the CMZ (Clark et al., 2013) or in
other harsh environments (Clark & Glover, 2015) have shown that the gas is likely
to be highly chemically inhomogeneous. This means that molecular tracers might
tell us only little about the kinematics, the temperature and density distributions
of the cloud and so on. Hence, in order to learn more about the internal physics
(e.g. heating, cooling and the chemistry) of the warm gas, which makes up a large
fraction of the total mass, we have to use other probes.
Recently, Clark et al. (2013) have shown that the [Oi] 63µm and the [Cii] 158µm
fine structure lines dominate the cooling in CMZ clouds over a wide range in densi-
ties. Moreover, Rodríguez-Fernández et al. (2004) present observations of these fine
structure lines in the CMZ, carried out with the ISO satellite. They show that both
lines are very strong in this region and can be used to infer important information
about the physics of the gas in the CMZ. Hence, using such atomic tracers in order
to study the physics of MCs in the CMZ seems to be a promising approach.
In this paper we follow up on this idea and investigate the applicability of atomic
tracers to study the properties of the ISM in the CMZ. We aim to provide synthetic
observations, readily comparable to observations of fine structure lines. To do so,
we compute synthetic observations of MCs in a CMZ-like environment using the
radiative transfer code Radmc-3d (Dullemond, 2012) for various diagnostic lines,
specifically for [Cii] (158µm), [Oi] (145µm), [Oi] (63µm), 12CO (2600µm) and 13CO
(2720µm). We perform simulations of various clouds with the moving mesh code
Arepo (Springel, 2010) using environmental properties similar to those experienced
by a typical CMZ cloud. In particular, we adopt values for the ISRF strength and
the CRF comparable to those inferred for the dense CMZ cloud G0.253+0.016, also
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Model name Virial α Initial n0 3D σv Radius R Free-fall time tff End tend
[cm−3] [km/s] [pc] [Myr] [Myr]
GC-0.5-1000 0.5 1000 5.4 8.9 1.40 1.00
GC-2.0-1000 2.0 1000 10.8 8.9 1.40 1.40
GC-8.0-1000 8.0 1000 21.6 8.9 1.40 1.40
Table 8.1: Overview of the initial conditions for our different cloud models.
known as “The Brick” (see e.g. Güsten et al., 1981; Lis et al., 1994; Lis & Menten,
1998; Lis et al., 2001; Molinari et al., 2011; Immer et al., 2012; Longmore et al.,
2012; Kauffmann et al., 2013; Clark et al., 2013; Johnston et al., 2014; Rathborne
et al., 2014, 2015). We use values for the ISRF and the CRF that mimic the harsh
conditions assumed to be found in the CMZ, which are a factor of ∼ 1000 larger than
the values measured in the solar neighbourhood (Habing, 1968; Draine, 1978; Mathis
et al., 1983). We simulated clouds with an initial number density of n0 = 103 cm−3
and studied the impact of different virial α parameters, α = 0.5, 2.0 and 8.0, on
the physical properties. More information about the simulations can be found in
Bertram et al. (2015c). Furthermore, we note that this study is the first of two
papers which analyze the properties of CMZ-like clouds. In this paper, we focus on
maps of column density and integrated intensity, while in Paper II (Bertram et al.,
in prep.), we study the kinematic properties of our model clouds.
This paper is structured as follows. In section 8.2 we present our numerical
simulations and the radiative transfer post-processing tool. In section 8.3 we show
and discuss the results of our studies. We present a summary and our conclusions
in section 8.4.
8.2 Methods
The numerical simulations studied in this paper are described in more detail in
Bertram et al. (2015c). However, we summarize the most important aspects of the
simulations here and introduce the radiative transfer post-processing, which we use
for computing synthetic observational maps of the clouds in various diagnostic lines.
8.2.1 Hydrodynamical and chemical model
We use the moving mesh code Arepo (Springel, 2010) in order to run numerical
simulations of various model clouds. We have added to Arepo a detailed atomic
and molecular cooling function, described in detail in Glover et al. (2010) and Glover
& Clark (2012), and a simplified treatment of the basic chemistry of the gas. The
chemical network is based on the work of Nelson & Langer (1997) and Glover &
Mac Low (2007), and allows us to follow the formation and destruction of H2 and
CO self-consistently within our simulations. The network tracks the abundances of
6 species and follows 14 chemical reactions. The simplified Nelson & Langer (1997)
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network is known to somewhat overestimate the rate at which CO forms, owing to
its neglect of atomic carbon (see the detailed discussion in Glover & Clark, 2012).
It also neglects the reaction
CO + He+ → C+ + O + He, (8.1)
which plays an important role in regulating the CO abundance in gas exposed to
a high CRF (see, e.g. Clark & Glover, 2015; Bisbas et al., 2015). Our simulations
thereby overestimate the CO abundance in the simulated clouds, and hence poten-
tially underestimate the C+ and O abundance in regions where the CO abundance is
large. Therefore, in order to establish the effect that this has on the synthetic maps,
we make two versions of each map: one in which we use values for the fractional
abundances of C+ and O taken from the simulations and a second version in which
we assume that all of the carbon is in the form of C+ and all of the oxygen is present
as O. This can be achieved by assuming zero CO abundances in our simulations.
As discussed in more detail in Appendix D.3, we find only minor differences in the
[Oi] (145µm) emission PDF and negligible differences in the [Oi] (63µm) and [Cii]
(158µm) PDFs. We therefore conclude that the known weaknesses of our simplified
chemical model have little influence on the results we obtain for [Cii] and [Oi]. Full
details of the chemical model with a description of how the chemistry interacts with
the ISRF via the TreeCol algorithm can be found in Clark et al. (2012). Further
examples of the use of our chemical model with the Arepo code can be found in
Smith et al. (2014a) and Smith et al. (2014b).
We assume that the gas has a uniform solar metallicity and adopt the standard
ratio of helium to hydrogen. The abundances of carbon and oxygen are taken from
Sembach et al. (2000). We use xC = 1.4 × 10−4 and xO = 3.2 × 10−4, where xC
and xO are the fractional abundances by number of carbon and oxygen relative to
hydrogen. We note that the CMZ has super-solar metallicity. Nevertheless, we use
a uniform solar value in order to be conservative regarding the cooling rates in our
runs. When we start the simulations, hydrogen, helium and oxygen are in atomic
form, while carbon is assumed to be in singly ionized form, as C+. We adopt the
standard local value for the dust-to-gas ratio of 1:100 (for further discussion see,
e.g. Glover et al., 2010). We set the cosmic ray ionization rate (CRIR) of atomic
hydrogen to ζ = 3 × 10−14 s−1 (Clark et al., 2013). This value is a factor ∼ 1000
higher than the value measured in dense clouds in the solar neighbourhood (van der
Tak & van Dishoeck, 2000) and is comparable to the high value that has previously
been inferred in the CMZ (Yusef-Zadeh et al., 2007; Clark et al., 2013). Note,
however, that it is only around a factor of 100 higher than the value derived in more
diffuse gas in the solar neighbourhood (Indriolo et al., 2015). For the interstellar
radiation field, we adopt the same spectral shape as given in Draine (1978). We
denote the strength of the Draine ISRF as G0 = 1 and perform simulations with a
field strength G0 = 1000 (Clark et al., 2013). This corresponds to an integral flux
in the energy range 6− 13.6 eV of 2.7× 10−3 erg cm−2s−1.
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8.2.2 Model parameters
The clouds that we model are initially spherical and located at the center of a large
box of low-density gas. For the box, we use periodic boundary conditions. However,
this is simply a convenient choice, since the boundaries do not influence the dense
cloud evolution, because the size of the box is taken to be much larger than the size
of the cloud. The cloud has a uniform initial hydrogen nuclei number density, which
we set to 103 cm−3, and a total mass ofMtot = 1.3×105 M. The initial cloud radius
is R ≈ 8.9 pc. In all of our simulations, the density of the gas surrounding the cloud
is ≈ 1 cm−3, but we note that our results are insensitive to this value provided that
it is much smaller than the mean cloud density. The cubic side length of the total
simulation domain is set to 5× the individual cloud radius of 8.9 pc, i.e. 44.5 pc in
total. All clouds have zero bulk velocity and are placed in the center of the box.
The Voronoi cells initially have approximately constant volumes. We initially start
with 2 × 106 cells in total. The initial cell mass within the cloud corresponds to
≈ 2M.
We make use of a Jeans refinement criterion in order to accurately refine dense
and collapsed gas regions in the box over the whole simulation time. We use a
constant number of 8 cells per Jeans length, which is sufficient to avoid artificial
fragmentation (see, e.g. Truelove et al. 1998, Greif et al. 2011 as well as Federrath
et al. 2010b). Our code also includes a sink particle formation algorithm (Bate et al.,
1995; Jappsen et al., 2005; Greif et al., 2011) to properly track the formation of stars
during each run. Although our numerical models show active star formation by the
end of the simulations, we ignore the sink particles in this study, since we only want
to focus on the physical properties of the different gas phases. A more detailed
analysis of the star formation history of our runs and the sink particle algorithm
that we use can be found in Bertram et al. (2015c).
We assume that the gas has a turbulent velocity field with an initial power
spectrum P (k) ∝ k−4 and consists of a natural mixture of solenoidal and com-
pressive modes (see, e.g. Federrath et al. 2010a). The strength of the turbu-
lence is set by our choice of the initial virial α parameter. This is defined as
α = Ekin/|Epot|, i.e. the kinetic energy Ekin = 1/2Mtotσ2v divided by the poten-
tial energy Epot = −3GM2tot/(5R) measured at the beginning of each run. The
quantity σv denotes the 3D rms velocity dispersion in the cloud. We note that the
virial parameter is also often calculated as α = 2Ekin/|Epot| in the literature, which
is different from the notation used in this paper (see, e.g. Federrath & Klessen, 2012).
With our definition, a value of α = 0.5 corresponds to a cloud in virial equilibrium
and α > 1.0 describes clouds that are gravitationally unbound. In order to span
a large range in the virial parameter space, we analyze models with α = 0.5, 2.0
and 8.0. Note that although it is convenient to parameterize the models in terms
of α, the underlying physical quantity that changes as we change α is the turbulent
velocity dispersion of the gas, since we keep Mtot and the initial radius R fixed in all
three models. It is therefore the changes to the velocity field, and the consequent
changes to the density distribution of the gas, that dictate the observed trends seen
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in our simulations. However, for simplicity and clarity, we will simply refer to the
different α models in our discussions in the following sections.
The turbulence is not driven and hence decays throughout the simulation (Mac
Low et al., 1998b). The timesteps between the individual snapshots are ∆tsnap ≈
7 kyr, corresponding to ∼ 200 snapshots per simulation in total. Table 8.1 summa-
rizes the initial conditions of our clouds. We note that due to the high computational
cost of our α = 0.5 model, we had to stop our run already at t ≈ 0.7 tff, while the
other runs end at one free-fall time. This is due to an intense refinement of dense
gas regions within the cloud. Furthermore, regarding the densities in the CMZ, we
have to keep in mind that a significant number of CMZ clouds have densities higher
than those modelled in our simulations, which would lead to even larger turbulent
velocities in our simulations for the same constant total mass.
8.2.3 Radiative transfer
We post-process our data in order to generate synthetic line emission maps for
the atomic and molecular tracers listed in Table 8.2, using the radiative transfer
code Radmc-3d1 (Dullemond, 2012). We use the Large Velocity Gradient (LVG)
approximation (Sobolev, 1957) to compute the C+, O and CO level populations.
The LVG implementation in Radmc-3d is described in Shetty et al. (2011a). We
use the rate coefficients for collisional excitation and de-excitation by atomic and
molecular hydrogen tabulated in the Leiden database (Schöier et al., 2005).
At the moment, Radmc-3d cannot deal with Arepo data directly. Thus, we have
to map the simulation output onto a cubic grid. For that, we adopt a resolution of
512 cells in all three spatial dimensions, corresponding to a cell size of ∆x = ∆y =
∆z = 0.087pc. Moreover, we also use 512 channels in velocity space for our radiative
transfer post-processing, corresponding to a spectral resolution of 0.057 km s−1,
0.066 km s−1 and 0.102 km s−1 for our models with α = 0.5, 2.0 and 8.0. Our choice
of spatial resolution is determined by technical limitations within Radmc-3d: as it
is a serial code, our grid size is limited by the requirement that the data should all
fit within the memory of the computer that we use to carry our the post-processing.
However, for most of our tracers, we find only minor differences in the emission as we
increase the grid resolution. In particular, we find that a resolution of 5123 grid cells
is enough in order to properly recover the emission of the cloud for all of the tracers
apart from the [Oi] 63µm line (see Appendix D.1). Hence, our main conclusions are
not strongly affected by our choice of spatial resolution.
Our simulations do not explicitly track the abundance of 13CO and so we need a
procedure to relate the 13CO number density to that of 12CO. A common assumption
is that the ratio of 12CO to 13CO is identical to the elemental abundance ratio of 12C
to 13C (see, e.g. Roman-Duval et al., 2010). We make the same assumption and set
the 12CO to 13CO ratio to a constant value, R12/13 = 60. In reality, physical effects
like chemical fractionation (Watson et al., 1976) and photodissociation (Visser et al.,
1www.ita.uni-heidelberg.de/∼dullemond/software/radmc-3d/
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Tracer Type Transition λ ν
[µm] [GHz]
12CO Molecular J = 1→ 0 2600 115
13CO Molecular J = 1→ 0 2720 110
[Cii] Atomic 2P 3/2 →2P 1/2 158 1900
[Oi] Atomic 3P 1 →3P 2 63 4744
[Oi] Atomic 3P 0 →3P 1 145 2060
Table 8.2:
Tracer name and type, quantum mechanical transition, wavelength λ and frequency ν of
various fine structure lines, which we model with the radiative transfer code Radmc-3d.
2009b) will alter the abundances of 13CO relative to 12CO, leading to a variable value
of R12/13 within the cloud. However, Szűcs et al. (2014) have shown that the resulting
13CO maps do not differ greatly from those that we would obtain by assuming a
constant ratio of 12CO to 13CO, and so we expect this approximation to be adequate.
The radiative transfer calculation yields position-position-velocity (PPV) cubes








where Iν is the specific intensity at frequency ν and kB the Boltzmann constant. For
each run, we carry out the post-processing for each of the tracers listed in Table 8.2
along an arbitrary line of sight (LoS), using the last snapshot of each model. Since
we use isotropic turbulence without magnetic fields, we do not expect our results to
significantly depend on the specific choice of the LoS and hence we only focus on
emission observed along the z-direction (see also Appendix D.2).
8.3 Results
In this section, we analyze various physical cloud parameters using the latest time
snapshot (see Table 8.1). We start with the thermal state of the MCs (Section 8.3.1)
and investigate which chemical components best trace the total shape of the cloud
(Section 8.3.2). Afterwards, we estimate the effective cloud radii by using synthetic
observations in various diagnostic lines (Section 8.3.3). We then explore the ability
of the lines listed in Table 8.2 to trace dense MC regions (Section 8.3.4) and continue
with a quantitative estimate of the mass fraction of the cloud that is traced by the
line emission (Section 8.3.5). At the end, we discuss the XCO-factor of the MCs.
8.3.1 Thermal state of the clouds
In Fig. 8.1 we show the two-dimensional PDFs of gas temperatures and densities
within the clouds for the different virial parameters and for all chemical components:
171
CHAPTER 8 8.3 Results
total mass, molecular hydrogen, atomic oxygen, ionized carbon and carbon monox-
ide. These PDFs are mass-weighted, with the colour-coding indicating the fraction
of the total mass of the cloud (in the upper row of panels) or of the species of interest
(in the remaining panels) located at each point in density-temperature space. The
number densities shown in the upper row of panels are the total number density
of particles; in the remaining panels, we show instead the number density of the
species of interest (nH2 , nO, etc.). Figure 8.1 demonstrates that the thermal state of
the clouds for all of the components only weakly depends on the virial parameter.
However, we find strong differences in the PDFs between the various tracers.
We find a significant amount of warm gas at densities n . 1000 cm−3 and temper-
atures between T ≈ 300− 104 K. We also note that there is a substantial scatter in
the temperature at every value of the density in this regime. This gas corresponds
to the warm and tenuous envelope in the outer regions of the clouds with low ex-
tinction. It is heated by the strong external ISRF via the photoelectric effect. For
densities higher than n & 1000 cm−3, we find an inverse relationship between the
temperature and the density. The temperature decreases with increasing density,
owing to the efficient self-shielding of the dense gas from the external radiation field.
Such high densities only occur in the inner regions of the clouds with temperatures
of T < 100K, which are cold enough to result in active star formation (for further
information about the star formation history of our numerical simulations, we refer
the reader to Bertram et al. 2015c). These are also the parts of the cloud in which
we find molecular H2 and CO gas in our simulations.
If we compare the thermal state of the total mass to the thermal state of the
other tracers, we find that only the atomic oxygen and ionized carbon show a similar
behavior over the whole range of temperatures. This is because these components
exist in the diffuse cloud regions as well as in the denser, more shielded gas. We also
see that molecular hydrogen is strongly dissociated in the diffuse, warm envelope of
the cloud. It only reaches maximal temperatures of ∼ 4000K, which is lower than
the warmest regions observed for the total gas. In the case of CO, the range of
temperatures (30 − 300K) is even smaller. This suggests that CO traces a denser,
colder part of the cloud than [Cii] or [Oi]. We will examine the consequences of this
in more detail in the following sections.
8.3.2 Tracing the shape of the MC
Fig. 8.2 shows logarithmic column density maps for the total density and the H2
density computed along the LoS in the z-direction for virial parameters α = 0.5, 2.0
and 8.0 for the last time snapshots (see Table 8.1). We see that as we increase
α, and hence the velocity dispersion of the gas, the structure of the cloud changes
significantly. When α = 0.5 and the cloud is gravitationally bound, it remains rela-
tively compact. It is therefore able to shield itself relatively well from the effects of
the high external ISRF, with the result that the H2 column density traces the total
column density fairly well. In the runs with α = 2 and α = 8, however, the cloud
is not gravitationally bound and hence starts to expand. In addition, the strong
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Figure 8.1:
Physical state of the clouds at the end of our simulations. We show two-dimensional PDFs
of gas temperature and number density for various chemical components for runs with
α = 0.5 (left column), 2.0 (middle column), and 8.0 (right column). In the upper row, the
number densities shown are the total particle number density. In the remaining rows, on
the other hand, they are the number density of the chemical species indicated in the panel
(e.g. nH2 , nO, etc.). Note that the scaling of the density axis therefore differs from panel
to panel. The color coding shows the fraction of the total gas mass in each logarithmic
density and temperature bin.
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Figure 8.2:
Logarithmic column density maps computed along the LoS in the z-direction for the total
density (top row) and the H2 density (bottom row) for different virial parameters: α = 0.5
(left column), 2.0 (middle column) and 8.0 (right column). Each side has a length of
44.5 pc. The initial cloud radius of 8.9 pc is indicated in the bottom panels.
Model [Cii] [Oi] [Oi] 12CO 13CO
(158µm) (145µm) (63µm) (2600µm) (2720µm)
[Kkm s−1] [K km s−1] [K km s−1] [K km s−1] [K km s−1]
GC-0.5-1000 3.0 1.0 0.6 1.0 1.0
GC-2.0-1000 3.0 1.0 0.6 0.3 0.3
GC-8.0-1000 3.0 0.8 0.5 0.1 0.1
Table 8.3:
Threshold values Wthresh used for the integrated intensity maps in Fig. 8.4 in order to
estimate the effective cloud radius Reff. The values are chosen such that the denser cloud
regions can be clearly separated from the diffuse gas phase around it, leading to a reasonable
estimate for the effective cloud radii presented in Table 8.4.
174
CHAPTER 8 8.3 Results
Figure 8.3:
Total mass per unit logarithmic column density for the total and the H2 gas as shown in
Fig. 8.2 for our different virial parameters: α = 0.5 (top), 2.0 (middle) and 8.0 (bottom).
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Model total mass [Cii] [Oi] [Oi] 12CO 13CO
– (158µm) (145µm) (63µm) (2600µm) (2720µm)
[pc] [pc] [pc] [pc] [pc] [pc]
GC-0.5-1000 11.0 9.0 8.7 8.1 6.6 6.2
GC-2.0-1000 13.1 13.8 13.0 12.2 7.6 6.8
GC-8.0-1000 17.5 20.1 19.9 19.7 8.4 6.9
Table 8.4:
Effective radii of the clouds shown in Fig. 8.4, as inferred from equation 8.3, based on the
threshold intensities given in Table 8.3. For comparison, we also give the effective radii of
the clouds that incorporate ∼ 80% of the total gas mass in the second column.
turbulence opens up large channels into the cloud by lowering the column density
locally, allowing radiation to penetrate deeper into the MC, leading to enhanced
photodissociation of the molecular hydrogen. Hence, we do not find a good correla-
tion between the total and the H2 column density in the α = 2.0 and α = 8.0 runs.
Molecular hydrogen can only exist in the most dense regions of the cloud, where it
is best able to self-shield from the strong external radiation field.
This is also illustrated in Fig. 8.3, which shows the corresponding column density
PDFs for three virial parameter models. If we compare the H2 column density
PDFs with each other, we find that the peak column density in the α = 0.5 model
is shifted to larger values compared to the α = 8.0 model by about one order of
magnitude. This is because the turbulent kinetic energy in the virialized α = 0.5
run is much smaller than in the α = 8.0 run, leading to denser cloud regions and
thus to larger average column densities. Moreover, the fraction of H2 gas in the
total box decreases with increasing virial parameter, owing to the high external
ISRF, which photodissociates those molecular components more effectively as the
radiation can penetrate deeper into the cloud’s interior. Furthermore, we see that
the H2 gas generally extends to much lower column densities than the total gas. This
is because the total gas consists of both atomic and molecular hydrogen and thus
does not fall below lower values than Ntot ≈ 1021 cm−2 due to the Hi background,
while the fraction of H2 gas can continuously decrease in the outer regions due to
photodissociation.
In analogy to Fig. 8.2, Fig. 8.4 shows velocity-integrated intensity maps computed
along the LoS in the z-direction for the same virial parameters and the different
tracers presented in Table 8.2. We again find that the molecular tracers 12CO and
13CO are photodissociated at the edges of the MC by the strong external ISRF. This
effect is even stronger if the amount of turbulent kinetic energy in the box is high.
Comparing the different tracers to the total gas column in Fig. 8.2, we find that
the cloud’s shape is well reproduced by all atomic tracers, although the integrated
brightness temperatures of these lines are significantly smaller than those of the
12CO and 13CO lines. This holds for all three virial parameter models. Conversely,
in the case of CO, we find that neither of its isotopologues describes the total gas
distribution of the cloud. However, we observe that they do remain reasonably good
176
CHAPTER 8 8.3 Results
tracers of the dense H2, owing to the effect of self-shielding. We will quantify this
finding in Section 8.3.5.
8.3.3 Estimating the effective cloud radii
In the previous section we established that carbon monoxide is not a good tracer
for the total column density, while the atomic species better reflect the distribution
of the total gas mass. In this context, CO tends to significantly underestimate the
radius of the total cloud in such an extreme environment. This can compromise
any observational estimates of the virial parameter α, which requires an accurate
estimate for the cloud’s radius (see also our follow-up study in Paper II). However,
we note that it is generally complicated to define a proper cloud radius. Molecular
clouds are complex hierarchical systems and estimates of cloud radii always come
with some assumptions of how to define outer cloud boundaries. Hence, if we refer to
the effective cloud radius in the following, we always mean the radius of a spherical
cloud with the same surface area.
Below, we try to estimate the effective cloud radius Reff in a similar fashion to
what would be applied to observational data sets. At first sight, this seems to be
complicated, since all clouds shown in Fig. 8.4 are far away from a spherical geom-
etry. Nevertheless, we can estimate an effective radius by adopting an integrated
intensity threshold Wthresh for each map and counting the number of cells N , which
fulfill Wcloud > Wthresh. The values for Wthresh are listed in Table 8.3 and are chosen
so that there is a clear separation between emission from the cloud and from the
diffuse gas in which it is embedded. Our results are not particularly sensitive to the
exact value chosen for Wthresh, as long as it is large enough to not be contaminated
by the diffuse emission, but not so large that we miss significant emission from the
cloud itself. For example, in the case of model GC-0.5-1000, values of Wthresh any-
where in the range 2 < Wthresh < 10Kkms−1 give essentially the same results for
Reff. For comparison, we also give the effective radii of the clouds that incorporate
∼ 80% of the total gas mass.
We have also verified that our adapted thresholds are comparable or greater than
the practical thresholds that we would obtain using modern instruments to mea-
sure the line emission. For example, in a single pointing, the GREAT instrument
(German REceiver for Astronomy at Terahertz Frequencies, Heyminck et al., 2012)
on-board the Stratospheric Observatory for Infrared Astronomy (SOFIA) can mea-
sure integrated intensities of the [Cii] line down to around ∼ 0.06Kkms−1 in around
one hour of integration time2, although multipixel array detectors are available to-
day that become more and more efficient. Mapping an entire cloud using multiple
pointings obviously allows one to spend much less time per pointing, yielding a
higher threshold, but it remains plausible to map extended regions with a sensitiv-
ity comparable to or better than the adopted threshold.
We compute the effective cloud radius Reff by assuming an effective cloud area
2https://great.sofia.usra.edu/cgi-bin/great/great.cgi
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Aeff = piR
2











Table 8.4 shows the different effective radii of the various clouds presented in Fig.
8.4, computed via equation (8.3). If we compare the different values listed in Table
8.4, we find that the cloud radii measured with the integrated intensities of 12CO
and 13CO are significantly smaller by a factor of 1.5 − 2.5 compared to the values
measured with the integrated intensities of the atomic tracers. This is because the
strong ISRF and high CRF destroy the molecular tracers in the more diffuse regions,
leading to smaller effective radii. Conversely, the radii measured with the atomic
components roughly agree with each other for one specific virial parameter model
and give the best radius estimate for the total cloud that incorporates ∼ 80% of all
gas. These values confirm our assumption that the atomic species accurately reflect
the spatial distribution of the total gas column and that they yield a robust estimate
of the effective radius of the cloud.
8.3.4 Tracing the total and H2 column density
Now we turn to the densest parts of the cloud, because this is where stars are
formed, and we study how well atomic fine-structure lines can be used to trace
this regime. Fig. 8.5 and 8.6 show velocity-integrated intensities plotted against
the total column density and H2 column density for the different virial parameters
and all tracers presented in Table 8.2. In these plots, we also show the the mean
value at each column density, which is indicated by a black solid line. The small
fluctuations at high column densities in each plot are caused by the small number
of cells available to compute an average value of W .
We find clear differences for the various chemical components. For the total
density in Fig. 8.5, we observe that the 12CO and 13CO tracers fall off sharply with
decreasing column density below ∼ 1022 cm−2, which is due to photodissociation of
the gas in the diffuse cloud regions, owing to the strong external radiation field. On
the other hand, at high column densities, we find a saturation of the 12CO emission
due to the effect of the line opacity, while the 13CO emission is a significantly better
tracer of the column density than 12CO. This is because 13CO is optically thin and
consequently can better trace compact regions within the cloud. However, even
in a small regime where Ntot and WCO show some degree of correlation, we find
a substantial amount of scatter around the mean value for both 12CO and 13CO.
Furthermore, we also show the scatter plots for the different atomic species in Fig.
8.5. As expected, we see that all atomic components extend to significantly lower
column densities of ∼ 1021 cm−2 compared to carbon monoxide. Hence, both atomic
carbon and oxygen are much better tracers of the low column density material of
the total gas in the cloud. However, both the [Cii] 158µm and the [Oi] 63µm line
saturate at higher column densities, owing to the effect of the line opacity and thus
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Figure 8.4:
Velocity-integrated intensity maps computed along the LoS in the z-direction for different
virial parameters: α = 0.5 (left column), 2.0 (middle column) and 8.0 (right column).
From top to bottom: integrated intensity maps for 12CO (J = 1→ 0), 13CO (J = 1→ 0),
[Oi] (63µm), [Oi] (145µm) and [Cii] (158µm). Note the different scaling in the colorbars
at the right hand side. Each side has a length of 44.5 pc. The initial cloud radius of 8.9 pc
is indicated in the bottom panels. The contour lines show the threshold values given in
Table 8.3.
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Figure 8.5:
Log-log plot showing velocity-integrated intensities against total column density for differ-
ent virial parameters: α = 0.5 (left column), 2.0 (middle column) and 8.0 (right column).
Shown are all our tracers presented in Table 8.2. In each plot, the mean value is indicated
by a black solid line.
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Figure 8.6: Same as Fig. 8.5, but with the column density of H2.
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either 13CO or the [Oi] 145µm line is to be preferred as tracers for the dense cloud
material.
For the H2 column density in Fig. 8.6, we find a different result. Firstly, we
see that both 12CO and 13CO extend to significantly lower H2 column densities of
∼ 5 × 1020 − 1021 cm−2, reflecting the fact that CO is a better tracer of molecular
mass than of total mass. At higher column densities, we find a qualitatively similar
behavior as for the total gas in Fig. 8.5, again owing to the effect of the line opacities.
Moreover, we also show the scatter plots for the different atomic species. We note
that both the atomic oxygen and carbon extend over a much larger range in H2
column density than in total gas column density, showing that those components can
also be used in order to accurately trace a large fraction of the molecular hydrogen
mass. However, the correlation between the emission of [Cii] 158µm, [Oi] 63µm
and NH2 breaks down at H2 column densities above ∼ 1020 − 1021 cm−2, owing to
the optical depth of these lines in this density regime. This means that one has to
rely on other probes in order to infer information about the compact gas regions.
On the contrary, the correlation between the [Oi] 145µm emission and NH2 seems
to be provide a better way to study the dense H2 clumps in the cloud.
We also analyze the impact that our over-estimation of the CO abundance may
have on the relationship between the integrated intensity of the atomic tracers and
the column density (see Appendix D.3). However, the influence of this turns out to
be small.
8.3.5 Mass fraction traced by the emission
In Section 8.3.2 we speculated that a significant fraction of the total gas mass may
not be traced by 12CO or 13CO. To quantify this finding, Fig. 8.7 shows the fraction
of total and H2 gas mass observed along the LoS having velocity-integrated inten-
sities greater than a minimum value Wmin for our various tracers. Furthermore, we
analyze how this mass fraction changes as we vary Wmin. In this context, Fig. 8.7
defines a theoretical limit for detecting gas above a given sensitivity threshold, e.g.
determined by the telescope or the detector.
We see that all lines are a strong function of the minimum velocity-integrated
intensity and of the virial parameter. In case of the mass fraction of the total gas,
we find that our different atomic tracers recover almost all of the total mass if the
minimum integrated intensity is Wmin ≈ 0.1Kkms−1 in the α = 0.5 model and
Wmin ≈ 1.0Kkms−1 in the α = 2.0 and α = 8.0 models. Furthermore, as already
indicated in Section 8.3.2, we see that in the case of very small threshold values
Wmin in the α = 0.5 model, both 12CO and 13CO only trace about 75% of the total
mass or less. This fraction decreases even further for higher α values. For example,
if we adopt Wmin ≈ 0.1Kkms−1 in the cloud with α = 8.0, we find that only ∼ 40%
of the total mass is traced by CO, while all atomic tracers recover almost 100% of
the total gas mass. Furthermore, we observe narrow emission ranges for some of
the atomic components, which trace almost 100% of the total mass. For example,
regarding our intermediate α = 2.0 model and the [Oi] 63µm tracer, almost 100%
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Figure 8.7:
Cumulative fraction of the total (top row) and H2 (bottom row) mass in the cloud for
different virial parameters α = 0.5 (left column), 2.0 (middle column) and 8.0 (right
column), traced by our various chemical components presented in Table 8.2, as a function
of the minimum velocity-integrated intensity in the line.
of the total mass lies in the narrow emission range between 0.5 < Wmin < 3.0. In
the case of the other α models, we find a similar behavior. This is because there are
almost no lines-of-sight having higher values of integrated intensity (see also Fig.
8.5 and 8.6), which may be different in even denser clouds.
Regarding the H2 mass, we see that both 12CO and 13CO trace a higher H2 mass
fraction compared to the total mass of the cloud. This is because the molecular
hydrogen can only exist in dense regions of the cloud, owing to the ability to self-
shield from the external radiation field. This is similar to our finding for the carbon
monoxide. Furthermore, we observe that the atomic components recover almost
100% of the H2 mass if we set Wmin ≈ 0.5Kkms−1. Hence, we find that those
components again trace a significantly higher mass fraction of the gas compared to
the carbon monoxide. Regarding both 12CO and 13CO, we see that the amount of
mass recovered by those molecular tracers decreases with higher virial parameter for
a fixed minimum value of the integrated intensity. For example, if we adopt a value
ofWmin ≈ 0.1Kkms−1, almost 98% of the H2 mass is traced by 12CO for our α = 0.5
model, while ∼ 90% is traced in our α = 2.0 and only ∼ 70% can be recovered in
the α = 8.0 model. Moreover, similar to the mass fraction of the total gas mass, we
also find a narrow emission range for the various atomic lines in all α models, which
trace about 100% of the H2 mass. In contrast, the emission of the 12CO and 13CO
molecules is extended over a much wider range in integrated intensities. Hence, a
much larger emission range is needed in order to trace the whole mass of molecular
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hydrogen in the cloud.
In summary, we conclude that CO is only a good tracer for the molecular content
of the cloud, but can miss a significant fraction of the total gas mass, particularly
for unbound clouds.
8.3.6 Estimating the CO-to-H2 conversion factor
Based on our maps of column densities for H2 (Fig. 8.2) and velocity-integrated
intensities for 12CO (Fig. 8.4), we also estimate the value of the CO-to-H2 conversion
factor, XCO, in our various models. XCO is a widely used quantity in particular
in extragalactic astronomy to derive H2 column densities from CO observations





whereNH2 denotes the H2 column density andWCO,1-0 the velocity-integrated brightness-
temperature. Previous studies tried to estimate the XCO-factor in both observations
and numerical simulations (see, e.g. Solomon et al., 1987; Polk et al., 1988; Young &
Scoville, 1991; Dame et al., 2001; Liszt et al., 2010; Leroy et al., 2011; Glover & Mac
Low, 2011; Glover & Clark, 2012; Bolatto et al., 2013; Narayanan & Hopkins, 2013;
Clark & Glover, 2015). For example, Shetty et al. (2011a,b) investigated the XCO-
factor in numerical simulations of turbulent clouds, varying environmental properties
such as the initial number density, the metallicity and the external UV field, find-
ing cloud average values XCO ≈ 2 − 4 × 1020 cm−2 K−1 km−1 s for solar-metallicity
models. Moreover, Bolatto et al. (2013) review the efforts to measure the CO-to-
H2 conversion factor for molecular clouds in the Milky Way disk, recommending a
similar factor XCO ∼ 2 × 1020 cm−2 K−1 km−1 s with ±30% uncertainty. However,
all these studies arrived at the conclusion that the XCO-factor in the Galaxy is
remarkably constant, having a value of XCO ≈ 2− 4× 1020 cm−2 K−1 km−1 s.
Nevertheless, in the last few years concerns have been raised that the XCO-factor
may be significantly different from the canonical value in MCs located in the galactic
center. For example, Narayanan et al. (2012) have shown that large gas temperatures
and velocity dispersions can increase the CO intensity, thus decreasing XCO. On
the other hand, the strong ISRF and CRF can also destroy the carbon monoxide,
increasing XCO (Clark & Glover, 2015). In addition, observational measurements of
XCO at the center of other nearby spiral galaxies typically find values that are lower
than the canonical Galactic value (Sandstrom et al., 2013). Moreover, conditions in
the Galactic Center are somewhat similar to those found in ULIRGs, and there is
considerable observational evidence that XCO is smaller in ULIRGs than in normal
spiral galaxies (see e.g. the detailed discussion in Bolatto et al., 2013). So far, we are
still missing a reliable picture of the XCO-factor in different (and extreme) physical
environments.
In the following, we evaluate the XCO-factor for our three α models and list our
results in Table 8.5. In general, the XCO-factors given in Table 8.5 are computed
184
CHAPTER 8 8.3 Results
Figure 8.8:
Logarithmic maps of the CO-to-H2 conversion factor, XCO = NH2/WCO, for the three
models: α = 0.5 (top), 2.0 (middle) and 8.0 (bottom). The average XCO-factor values
are given in Table 8.5. We see that only the inner parts of the cloud yield the canonical
XCO-factor value on average, while the outer cloud regions exhibit significantly larger XCO
values. The gray background denotes regions where the CO emission is zero. Hence, it is
impossible to compute a value for XCO there. 185
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Model XCO





Values of the CO-to-H2 conversion factor, relating the amount of 12CO (J = 1 → 0)
emission WCO to the H2 column density NH2 for all our α runs. For the computation of
the XCO-factor, we only include pixels where the velocity-integrated intensity for carbon
monoxide is larger than the corresponding threshold given in Table 8.3. Thus, XCO only
accounts for regions with a significant amount of CO emission in the cloud.
by taking the ratio of the mean values of the H2 column density and the velocity-
integrated intensity of CO. We only include pixels where the velocity-integrated
intensity for carbon monoxide is larger than the corresponding threshold given in
Table 8.3. These are 1.0, 0.3 and 0.1Kkm s−1 for the models with α = 0.5, 2.0 and
8.0. Thus, XCO only accounts for regions with a significant available amount of CO
emission in the cloud, as illustrated in Fig. 8.4.
We find a range of values for the CO-to-H2 conversion factor in Table 8.5, reaching
from ∼ 1− 4× 1020 cm−2 K−1 km−1 s. Our estimates are in good agreement to esti-
mates of the canonical XCO-factor in the Milky Way. However, we again emphasize
that our Nelson & Langer (1997) network overestimates the rate at which CO forms
(see also Section 8.2.1) and hence we expect that our XCO-factors listed in Table 8.5
are lower limits.
Furthermore, we show logarithmic maps of the XCO-factor for all our α models
in Fig. 8.8. Here, the XCO-values are evaluated by computing the ratio of the
H2 column density and the velocity-integrated intensity of CO for each individual
pixel. The gray background denotes regions where the CO emission is zero. Hence,
it is impossible to compute a value for XCO there. We find significantly different
values for the inner and the outer parts of the clouds. While the inner cloud regions
reproduce the canonical XCO-factor value on average, we find that the outer cloud
regions exhibit significantly larger XCO values compared to the canonical one. This
is because the carbon monoxide is photodissociated at the edges of our clouds by
the strong ISRF, leading to an increase in XCO. In contrast, the molecular CO is
better able to self-shield in the dense parts of the cloud and hence we observe that
those regions fairly reproduce the canonical value.
8.4 Summary and Conclusions
In this paper we have analyzed synthetic images of MCs in a CMZ-like environ-
ment. For this purpose, we have performed numerical simulations of model clouds
with the moving mesh code Arepo (Springel, 2010) using environmental properties
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comparable to those experienced by typical CMZ clouds. We adopted values for the
interstellar radiation field (ISRF) and the cosmic-ray flux (CRF) that are a factor
of ∼ 1000 larger than the values measured in the solar neighbourhood (Clark et al.,
2013). We simulated clouds with an initial number density of n0 = 103 cm−3 and
studied the impact of different virial α parameters of α = 0.5, 2.0 and 8.0. The
total cloud mass was set to a constant value of Mtot = 1.3× 105 M. Furthermore,
we used the radiative transfer code Radmc-3d (Dullemond, 2012) to compute syn-
thetic maps of our clouds in important diagnostic lines, i.e. we model the emission of
the cloud in [Cii] (158µm), [Oi] (145µm), [Oi] (63µm), 12CO (2600µm) and 13CO
(2720µm). We report the following findings:
• Atomic carbon and oxygen is found in both cold and warm regions in the
clouds, but CO only traces cold regions (see Section 8.3.1).
• If the cloud is virialized (α = 0.5), the H2 gas is much better able to self-shield
from the high external ISRF compared to other runs with a larger α value.
This is because the gravitational pressure compresses the gas to much higher
densities because the amount of turbulent kinetic energy in the box is smaller
in the low α models than in the high virial parameter models. In the latter
case, radiation can penetrate deeper into the MC, leading to photodissociation
of the molecular hydrogen (see Section 8.3.2).
• We show that the atomic components trace the shape of the total cloud very
well even in diffuse cloud regions (see Section 8.3.2).
• On the other hand, the molecular gas (H2 as well as CO) is photodissociated
at the edges of the MC by the strong external ISRF.
• As a consequence, the photodissociation has a strong impact on measurements
of the effective MC radius using a molecular tracer, which tend to significantly
underestimate the radius of the total cloud in environments where the external
radiation field and the turbulent kinetic energy is high. However, we find that
the atomic tracers recover a significantly larger fraction of the total cloud mass
(see Section 8.3.3).
• We find a large dynamical range for the [Oi] 145µm line in column density
space, which traces both the H2 and the total gas up to the most dense regions
in the cloud. In contrast, the [Oi] 63µm and [Cii] 158µm lines already saturate
at significantly lower column densities. Hence, we would not expect that those
components trace the compact MC regions very well (see Section 8.3.4).
• We find that all atomic components trace almost 100% of the H2 and the
total gas mass above a sensitivity threshold of Wmin ≈ 0.1Kkms−1 for the
velocity-integrated intensities. However, we also find that CO only traces a
significantly lower mass fraction of H2 and the total density compared to the
atomic components (see Section 8.3.5).
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• We compute values of the CO-to-H2 conversion factorXCO = NH2/WCO, which
relates the H2 column densityNH2 to the amount of 12CO (J = 1→ 0) emission
WCO. We find values in the range XCO ≈ 1−4×1020 cm−2 K−1 km−1 s, in good
agreement to the canonical XCO-factor values obtained in observations of MCs
in the Milky Way (see Section 8.3.6). However, we caution that simplifications
in our chemical model mean that these values are lower limits.
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Synthetic observations of MCs in a
galactic center environment:
II. Analyzing the internal cloud
kinematics
We use the Arepo moving mesh code to simulate molecular clouds exposed to an
extreme environment found in the Central Molecular Zone (CMZ). Our simulations
include a simplified treatment of time-dependent chemistry and account for the
highly non-isothermal nature of the gas and the dust. Our clouds have a total
and constant mass of 1.3 × 105 M. We explore the effect of varying the virial α
parameter, α = Ekin/|Epot|, that is the ratio of kinetic and potential energy, and
adjust the internal velocity dispersion. We use values α = 0.5, 2.0 and 8.0 to span a
large range in virial space and hence, most of our clouds are gravitationally unbound.
We use an interstellar radiation field and a cosmic ray flux which are both a factor of
1000 higher than the values found in the solar neighbourhood. Furthermore, we use
the radiative transfer code Radmc-3d to compute synthetic images of our clouds
measured in various diagnostic lines. We model the line emission for [Cii] (158µm),
[Oi] (145µm), [Oi] (63µm), 12CO (2600µm) and 13CO (2720µm). We show that
the thermal energy in such extreme environments can be high enough to dominate
the turbulent kinetic energy, which means that spectral observations most likely
trace the thermal velocities of the gas. Furthermore, we analyze the internal cloud
kinematics and estimate the virial parameter as it can be inferred from observational
measurements. We demonstrate that the atomic components yield a good estimate
of the underlying virial state of the clouds and that they can be used to accurately
trace the internal velocity dispersions of the total gas in clouds located in the CMZ.
The results presented in this chapter will soon be submitted to MNRAS.
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9.1 Introduction
Understanding the physical processes behind the formation of stars is an important
task in astrophysics. It is known that the turbulent dynamics of a molecular cloud
(MC) significantly affect the process of star formation (see, e.g. Mac Low & Klessen,
2004; Scalo & Elmegreen, 2004; Elmegreen & Scalo, 2004; McKee & Ostriker, 2007;
Hennebelle & Falgarone, 2012). Stars form in MCs due to gravitational collapse
of dense gas regions. Therefore, the cloud has to cool in order to lose thermal
energy. Furthermore, if the cloud is highly turbulent, the turbulent pressure can
also act against gravitational collapse. Conversely, supersonic flows can also create
overdense regions in the cloud induced by shock compression of the gas, which lead
to seeds of protostars. Hence, understanding the internal cloud kinematics is crucial
for understanding star formation.
Stars form in nearly all regions in our Milky Way. However, the physics put
forward for their formation seems to be controlled by different processes, which
strongly depend on the physical environment. In this context, the Galactic Center
(GC) is a very extreme region in our Galaxy. The inner few hundred parsecs are
known as the Central Molecular Zone (CMZ), a region which is rich in molecular and
very dense gas. It is supposed to be highly turbulent (Oka et al., 1998, 2001; Shetty
et al., 2012; Tsuboi & Miyazaki, 2012) and to have significantly higher gas densities
than MCs found in the solar neighbourhood (Longmore et al., 2013). Furthermore,
the interstellar radiation field (ISRF) and the cosmic-ray flux (CRF) in the CMZ
seem to be enhanced by a factor of ∼ 100 − 1000 (Yusef-Zadeh et al., 2007; Clark
et al., 2013; Indriolo et al., 2015; Ginsburg et al., 2015) compared to their canonical
values (Habing, 1968; Draine, 1978; Mathis et al., 1983).
Several studies in the past tried to measure the internal kinematics of various
CMZ clouds, in an effort to understand the role of turbulence in the star formation
process in such an extreme environment. One important parameter to characterize
the internal dynamics of a cloud is the virial α parameter, defined as the ratio of
kinetic to potential energy of the system. If α = 0.5, the cloud is virialized (i.e. in
virial equilibrium). If the virial parameter is larger than unity, α > 1, the turbulent
kinetic energy dominates the evolution of the MC and the cloud is unbound. Clouds
in the CMZ generally appear to be unbound, with α & 1. For example, Kauffmann
et al. (2013) evaluated α for the entire GC cloud G0.253+0.016, which is known
as “The Brick” (see e.g. Güsten et al., 1981; Lis et al., 1994; Lis & Menten, 1998;
Lis et al., 2001; Molinari et al., 2011; Immer et al., 2012; Longmore et al., 2012;
Kauffmann et al., 2013; Clark et al., 2013; Johnston et al., 2014; Rathborne et al.,
2014). They find a value of α ≈ 3.8± 1.0. This estimate is in good agreement with
a value of α & 2 for various clumps within the Brick, which can be computed based
on data given in Table 2 in Johnston et al. (2014). Moreover, Tsuboi & Miyazaki
(2012) have measured α values for different clumps in the GC cloud GCM-0.02-0.07,
for which we find a mean value of α = 3.0± 1.6 based on their data.
To gain information about the internal cloud dynamics, observers rely on spec-
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Tracer Type Transition λ ν
[µm] [GHz]
12CO Molecular J = 1→ 0 2600 115
13CO Molecular J = 1→ 0 2720 110
[Cii] Atomic 2P 3/2 →2P 1/2 158 1900
[Oi] Atomic 3P 1 →3P 2 63 4744
[Oi] Atomic 3P 0 →3P 1 145 2060
Table 9.1:
Tracer name and type, quantum mechanical transition, wavelength λ and frequency ν of
various fine structure lines, which we model with the radiative transfer code Radmc-3d.
tral measurements of different tracers, e.g. CO, CS or NH3, which are abundant
molecules in MCs in the CMZ (see, e.g Bania, 1977; Burton et al., 1978; Liszt &
Burton, 1978; Morris & Serabyn, 1996b; Bitran et al., 1997; Oka et al., 1998; Martin
et al., 2004; Mills & Morris, 2013; Rathborne et al., 2014). Beside those molecu-
lar tracers, Clark et al. (2013) have investigated the effect of line cooling in MCs
in a typical CMZ-like environment for atomic tracers like [Oi] (63µm) and [Cii]
(158µm), finding that they dominate the cooling over a wide range in densities.
Furthermore, Rodríguez-Fernández et al. (2004) present observations of these fine
structure lines in the CMZ, carried out with the ISO satellite. They show that both
lines are bright enough to be observed and that they can be used to infer important
information about the physics of the ISM in the CMZ.
In this paper, we investigate how well the kinematic properties of clouds in a
CMZ-like environment can be probed using the [Oi] and [Cii] fine structure lines.
We do this with the help of numerical simulations carried out with the Arepo
moving mesh code (Springel, 2010). Our simulations include a simplified treatment
of time-dependent chemistry and account for the highly non-isothermal nature of the
gas and the dust. They were previously described in a companion paper (Bertram
et al., 2015d; hereafter, Paper I) in which we investigated the usefulness of the same
lines as tracers of the cloud column density.
The present paper is structured as follows. In section 9.2 we briefly describe our
numerical simulations, the radiative transfer post-processing tool and list our model
parameters. In section 9.3 we show and discuss the results of our studies. In section
9.4 we present a summary and our conclusions.
9.2 Methods
9.2.1 Hydrodynamical and chemical model
We perform simulations using the moving mesh code Arepo (Springel, 2010). We
make use of a detailed atomic and molecular cooling function, described in detail in
Glover et al. (2010) and Glover & Clark (2012), and a simplified treatment of the
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Model name Virial α Initial n0 3D σv Radius R Free-fall time tff End tend
[cm−3] [km/s] [pc] [Myr] [Myr]
GC-0.5-1000 0.5 1000 5.4 8.9 1.40 1.00
GC-2.0-1000 2.0 1000 10.8 8.9 1.40 1.40
GC-8.0-1000 8.0 1000 21.6 8.9 1.40 1.40
Table 9.2: Overview of the initial conditions for our different cloud models.
molecular chemistry of the gas. Our chemical treatment is based on the work of
Nelson & Langer (1997) and Glover & Mac Low (2007), and allows us to follow the
formation and destruction of H2 and CO self-consistently within our simulations.
The network tracks the abundances of 6 species and follows 14 chemical reactions.
Full details of the chemical model with a description of how the chemistry interacts
with the ISRF via the TreeCol algorithm can be found in Clark et al. (2012).
Examples of the use of our chemical model with the Arepo code can be found in
Smith et al. (2014a,b). To obtain the abundances of 13CO, we set the 12CO to 13CO
ratio to a constant value, R12/13 = 60, since our simulations do not explicitly track
the abundances of the isotopologues of 12CO (see also the discussion in Szűcs et al.,
2014). Furthermore, we note that our chemical network is known to somewhat
overestimate the rate at which CO forms, owing to its neglect of atomic carbon.
However, we find that this has only a small impact on our results. For a detailed
discussion of this effect, we refer the reader to Paper I.
The CMZ has super-solar metallicity. However, we use a uniform solar value in
order to be conservative regarding the cooling rates in our runs. We adopt the
standard ratio of helium to hydrogen, and abundances of carbon and oxygen taken
from Sembach et al. (2000). These are xC = 1.4× 10−4 and xO = 3.2× 10−4, where
xC and xO are the fractional abundances by number of carbon and oxygen relative to
hydrogen. At the beginning of the simulations, the hydrogen, helium and oxygen are
in atomic form, while the carbon is assumed to be in singly ionized form, as C+. We
also adopt the standard local value for the dust-to-gas ratio of 1:100 (Lilley, 1955),
and assume that the dust properties do not vary with the gas density. For the initial
gas and dust temperature we choose a value of 20K. The cosmic ray ionization rate
(CRIR) of atomic hydrogen is set to ζ = 3 × 10−14 s−1 (Clark et al., 2013). This
value is a factor ∼ 1000 higher than the value measured in dense clouds in the solar
neighbourhood (van der Tak & van Dishoeck, 2000) and is comparable to the high
value that has previously been inferred in the CMZ (Yusef-Zadeh et al., 2007; Clark
et al., 2013; Ginsburg et al., 2015). For the incident ultraviolet radiation field, we
adopt the same spectral shape as given in Draine (1978). We denote the strength of
the Draine ISRF as G0 = 1 and perform simulations with a field strength G0 = 1000
(Clark et al., 2013), corresponding to an integral flux in the energy range 6−13.6 eV
of 2.7× 10−3 erg cm−2s−1.
The simulations analyzed in this paper were originally carried out as part of the
study of star formation in extreme environments presented in Bertram et al. (2015c),
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and a more extensive discussion of the simulation setup and the dynamical evolution
of the clouds can be found in that paper.
9.2.2 Radiative transfer calculation
We use the radiative transfer code Radmc-3d1 (Dullemond, 2012) to generate syn-
thetic maps for various chemical components, as previously described in Paper I.
The atomic and molecular transitions for which we produce synthetic maps are listed
in Table 9.1. At the moment, Radmc-3d cannot deal with Arepo data directly,
and so we have to map the simulation output onto a cubic grid. We adopt a grid
size of 44.5 pc and a grid resolution of 5123 cells, resulting in a cell size of 0.087 pc.
For each cloud, we consider a range of velocities wide enough to encompass all of
the line emission from the cloud, and break this velocity range up into 512 distinct
velocity channels. The width of these channels is then 0.057 km s−1, 0.066 km s−1
and 0.102 km s−1 for our models with α = 0.5, 2.0 and 8.0, respectively.
The radiative transfer calculations provide the intensities of the different tracers
at each LoS position (x, y) at a given frequency ν, which can be translated into
brightness temperatures TB via the Rayleigh-Jeans approximation. We perform
the radiative transfer post-processing for all tracers and virial parameters for an
arbitrary Line-of-Sight (LoS), using the last snapshot of each model. Since we
use isotropic turbulence without magnetic fields, we do not expect our results to
significantly depend on the specific choice of the LoS and hence we only focus on
emission observed along the z-direction.
9.2.3 Model parameters
We model clouds which are initially spherical and embedded in a low-density envi-
ronment with a number density of ≈ 1 cm−3. We use periodic boundary conditions.
The cloud has a uniform initial hydrogen nuclei number density, which we set to
103 cm−3 with a total mass of Mtot = 1.3× 105 M. We initially start with 2× 106
cells in total. At the beginning of the simulations, the cloud radius is R ≈ 8.9 pc.
The cubic side length of the total box is set to 5x the cloud radius, corresponding
to 44.5 pc in total. All clouds have zero bulk velocity and are placed in the center
of the box.
The initial random velocity field is described by a power spectrum of P (k) ∝ k−4
that consists of a natural mixture of solenoidal and compressive modes, which decays
throughout the simulation. The strength of the turbulent kinetic energy is regulated
via the virial α parameter, hereafter defined as α = Ekin/|Epot|, that is the kinetic
energy Ekin = 1/2Mtotσ2v divided by the potential energy Epot = −3GM2tot/(5R)
measured at the beginning of each run. We analyze models with α = 0.5, 2.0 and
8.0 in order to span a large range of values in the virial parameter space.
1www.ita.uni-heidelberg.de/∼dullemond/software/radmc-3d/
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Figure 9.1:
Logarithmic column density maps computed along the LoS in the z-direction for the total
density for different virial parameters: α = 0.5 (left), 2.0 (middle) and 8.0 (right). Each
side has a length of 44.5 pc. The initial cloud radius of 8.9 pc is indicated in each panel.
The free-fall time of our spherical cloud corresponds to tff ≈ 1.4Myr. Since we
produce ∼ 200 snapshots for each simulation, the timestep between the individual
snapshots is ∆tsnap ≈ 7 kyr. Table 9.2 summarizes the initial conditions of our
clouds.
9.3 Results
In this section, we analyze the cloud kinematics using the latest time snapshot
from our simulations (see Table 9.2). We begin with a short discussion on maps of
total column density and velocity-integrated intensity (Section 9.3.1). Afterwards,
we estimate the internal velocity dispersion of the total cloud mass (Section 9.3.2).
Then, we ask how well the different atomic and molecular components listed in Table
9.1 trace the internal velocity dispersion of the total gas. Therefore, we evaluate
both the intensity-weighted rms velocities (Section 9.3.3) as well as the full width
at half maximum (FWHM) which we derive from the different line spectra (Section
9.3.4). Afterwards, we study the temporal evolution of the virial parameter in our
simulations (Section 9.3.5). At the end, we estimate the value of α as it can be
inferred from observational measurements by using synthetic observations (Section
9.3.6).
9.3.1 Column density and velocity-integrated intensity maps
In Fig. 9.1, we show logarithmic maps of column density of the total gas mass
computed along the z-direction for our different virial parameter models α = 0.5, 2.0
and 8.0. We see that the shape of the cloud strongly depends on its virial state.
If the cloud is virialized (α = 0.5), it remains relatively compact since the cloud is
gravitationally bound. However, if we increase the virial parameter (α = 2.0 and
8.0), the turbulence can disperse the gas more efficiently. In those cases, the cloud
is not gravitationally bound and hence the external radiation field can penetrate
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Figure 9.2:
Velocity-integrated intensity maps computed along the LoS in the z-direction for different
virial parameters: α = 0.5 (left column), 2.0 (middle column) and 8.0 (right column).
From top to bottom: integrated intensity maps for 12CO (J = 1→ 0), 13CO (J = 1→ 0),
[Oi] (63µm), [Oi] (145µm) and [Cii] (158µm). Note the different scaling in the colorbars
at the right hand side. Each side has a length of 44.5 pc. The initial cloud radius of 8.9 pc
is indicated in the bottom panels. The contour lines show the threshold values given in
Table 3 in Paper I.
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Figure 9.3:
Logarithmic maps of density-weighted mean temperatures computed via Eq. 9.4 along the
z-direction for the different virial parameters: α = 0.5 (left), 2.0 (middle) and 8.0 (right).
Each box has a size of 44.5 pc. The initial cloud radius of 8.9 pc is indicated in each panel.
The temperatures extend from ∼ 50 − 100K in the coldest regions to ∼ 10.000K in the
hottest regions around each cloud.
much deeper into the cloud’s interior. The corresponding column density PDFs are
shown in Paper I.
In analogy to Fig. 9.1, Fig 9.2 shows logarithmic maps of velocity-integrated
intensity along the LoS in the z-direction for our different virial parameter models
and tracers listed in Tab. 9.1. The contour lines indicate the threshold values which
are given in Table 3 in Paper I. They characterize the boudaries of the clouds. If
we compare the MCs from Fig. 9.2 with the total gas column shown in Fig. 9.1,
we see that a significant fraction of CO gas is photodissociated at the edges of the
MCs by the strong external radiation field. This effect is even stronger the larger
the virial parameter is, since the turbulence can open up larger channels for the
external radiation to penetrate deeper into the cloud. Furthermore, we find that the
atomic tracers well reproduce the total cloud’s shape, although their emission lines
are significantly fainter than the lines of the different carbon monoxide tracers. This
holds for all our α models. Conversely, we see that the CO tracers do not describe
the total gas distribution very well.
9.3.2 Estimating the velocity dispersion of the total cloud
mass
In the following, we examine how well the emission of our various tracers from Table
9.1 reflect the internal velocity dispersion of the cloud. Therefore, we first compute
the velocity dispersion of the total gas mass. However, spectral observations in
different lines are usually affected by two main contributions. The first contribu-
tion σturb comes from the underlying turbulent velocity field, and the second one
σtherm comes from thermal motions of the gas. To compute the former, we first
construct cubes of position-position-velocity (PPV) for the total mass by using the
full 3D information of the total density and the velocity field from our simulations.
The turbulent contribution to the internal velocity dispersions is then computed
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Figure 9.4:
Maps of 1D rms velocity dispersions σ for the total gas mass computed along the z-
direction for the different virial parameters: α = 0.5 (left column), 2.0 (middle column)
and 8.0 (right column). In the first row, we show the velocity dispersions coming from the
turbulent velocity field. In the second row, we show the velocity dispersions coming from
the thermal contribution of the gas, computed via Eq. 9.3 with temperatures shown in Fig.
9.3. The third row shows the square root of the geometrical sum, σ2tot = σ2turb + σ
2
therm,
of both turbulent and thermal contributions. Note the different scaling in the colorbars at
the right hand side. Each box has a length of 44.5 pc. The initial cloud radius of 8.9 pc is
indicated in the bottom panels.
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by evaluating the second moment of the velocity distribution for each individual






In this equation, σturb is the 1D rms value, v is the velocity along the LoS, M the
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where we have converted 3D into 1D rms dispersion measures. For the temperatures







with the total mass density ρ.
In Fig. 9.3, we present logarithmic maps of density-weighted mean temperatures
along the LoS in the z-direction for our different virial parameter models. We find
a large range of gas temperatures. In the interior and dense parts of the clouds, we
measure the coldest gas temperatures of 50 − 100K. These are the regions where
the gas is best able to self-shield from the strong external radiation field. In the
outer regions of the clouds, the gas temperatures strongly increase to values of
∼ 300 − 3.000K, while the hot and diffuse regions around each cloud have high
temperatures of ∼ 10.000K. Temperature PDFs for all models can be found in
Paper I.
In Fig. 9.4, we show maps of 1D rms velocity dispersions of the total gas computed
along the z-direction for our different virial parameter models. In the first row, we
show the velocity dispersions σturb coming from the turbulent velocity field (Eq.
9.1). In the second row, we show the velocity dispersions σtherm coming from the
thermal contribution of the gas (Eq. 9.3). The third row shows the geometrical sum






In Tab. 9.3 we list the mean values for the corresponding velocity components
shown in Fig. 9.4. Depending on the virial state of the cloud, we find different
198
CHAPTER 9 9.3 Results
Model 〈σturb〉 〈σtherm〉 〈σtot〉
[km s−1] [km s−1] [km s−1]
GC-0.5-1000 0.56 1.54 1.65
GC-2.0-1000 1.18 1.79 2.30
GC-8.0-1000 3.95 1.95 4.23
Table 9.3:
Mean values of the different components of the velocity dispersions shown in Fig. 9.4. The
mean of σturb is computed by averaging over all pixels in the maps, while the mean of
σtherm and σtot only includes those pixels where the internal cloud velocities can be clearly
separated from the velocities of the hot and diffuse gas around each cloud.
results for the individual contributions. If the cloud is virialized (α = 0.5), we
see that the mean velocity dispersion from the thermal contribution is significantly
larger than the mean velocity dispersion from the turbulence. Thus, in this bound
cloud, we expect the total velocity dispersion to be dominated primarily by the high
temperatures of the gas. In the other extreme case, if the cloud is highly unbound
(α = 8.0), we now see that the turbulent kinetic energy dominates the thermal
energy and hence we expect that the total velocity dispersion is mainly dominated
by turbulent motions. Our model with α = 2.0 is a transient case in which the
thermal contribution to the total velocity dispersion is still sightly larger than the
turbulent one, but where both 〈σturb〉 and 〈σtherm〉 slowly approach a similar value
as we go to even higher values of the virial parameter. In all α models, the mean
value of σtherm only changes slightly because the mean temperatures in those runs
all have a similar value.
This is also illustrated in Fig. 9.5, which shows the evolution of both kinetic and
thermal energy in the total box. We see that in the virialized α = 0.5 model, the
thermal energy always dominates the kinetic energy by a factor of ∼ 3. Conversely,
in the extreme α = 8.0 model, we find that the kinetic energy is always at least
a factor of ∼ 2 larger than the thermal energy. In the α = 2.0 model, we find
that the thermal energy is slightly larger than kinetic energy at the end after one
free-fall time. Moreover, we see that the kinetic energy continuously decreases with
time in the α = 2.0 and α = 8.0 run, which is because we are using decaying
turbulence. The same effect can be seen at the beginning of the α = 0.5 model, but
after ∼ 0.7Myr the kinetic energy increases again, owing to the gravitational infall
of the gas. Furthermore, we see that the thermal energy in all α models is similar.
This has important consequences for measurements of the line width in clouds in
the CMZ. It means that it is likely for observations of such clouds with α . 2 to pick
out only the thermal contribution, owing to the effect that the thermal energy might
dominate the turbulent kinetic energy of the gas. Only in those clouds in which the
virial parameter is sufficiently large, spectral observations of the line width are likely
to reproduce the turbulent contribution of the underlying velocity field much better
than spectral observations of clouds with low values of α.
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Figure 9.5:
Temporal evolution of both kinetic and thermal energy for our three models with α =
0.5, 2.0 and 8.0 in our simulations. The energy scale is normalized to a constant value of
1050 erg.
9.3.3 Estimating the velocity dispersions of the different
tracers
Observational measurements usually rely on spectral information of different tracers.
In the following, we want to estimate how well or not different atomic and molecular
tracers reproduce the internal velocity dispersion of the total cloud mass studied in
the previous section. Therefore, we again compute maps of velocity dispersions for
each individual LoS along the z-direction using Eq. 9.1 for the various α models
and tracers listed in Tab. 9.1. However, this time we weight the velocities with
the brightness temperatures TB given in the PPV cubes after the radiative transfer
post-processing. The maps are shown in Fig. 9.6. The gray background in the 12CO
and 13CO maps denotes regions where the abundances of CO are zero. Hence, it is
impossible to compute a value for the velocity dispersions there. Furthermore, we
again compute mean values of the 1D rms velocity dispersions for all components
shown in Fig. 9.6 and list them in Tab. 9.4. We do this by adopting the same
threshold values for the velocity-integrated intensity maps presented in Paper I.
The values in Tab. 9.4 are then computed by evaluating the mean of σ for all
LoS for which the corresponding velocity-integrated intensity is smaller than the
threshold values given in Tab. 3 in Paper I. We also list the corresponding values
for the total mass in Tab. 9.4, where we chose the mean number of σtot from Tab.
9.3.
In general, we find different mean velocity dispersions for our various tracers. In
case of the 12CO and 13CO tracers, we find that they significantly underestimate the
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Figure 9.6:
Maps of velocity dispersions σ computed along the z-direction via Eq. 9.1 for different virial
parameters: α = 0.5 (left column), 2.0 (middle column) and 8.0 (right column). From top
to bottom: velocity dispersions for models of 12CO (J = 1 → 0), 13CO (J = 1 → 0), [Oi]
(63µm), [Oi] (145µm) and [Cii] (158µm). Note the different scaling in the colorbars at
the right hand side. Each side has a length of 44.5 pc. The initial cloud radius of 8.9 pc is
indicated in the bottom panels. The gray background in the 12CO and 13CO maps denotes
regions where the abundances of CO are zero. Hence, it is impossible to compute a value
for the velocity dispersions there.
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Model total mass [Cii] [Oi] [Oi] 12CO 13CO
– (158µm) (145µm) (63µm) (2600µm) (2720µm)
[pc] [pc] [pc] [pc] [pc] [pc]
0.5 1.65 1.94 3.23 3.96 0.47 0.40
2.0 2.30 2.40 4.29 4.77 0.52 0.52
8.0 4.23 4.23 8.17 7.91 0.71 0.78
Table 9.4:
Mean values of the 1D rms velocity dispersions shown in Fig. 9.6 for our various tracers
and virial parameters. We compute the velocity dispersions by adopting the threshold
values for the velocity-integrated intensity maps presented in Paper I. The values above
are then computed by evaluating the mean of all sight lines for which the corresponding
integrated intensity is smaller than the threshold values given in Tab. 3 in Paper I. The
values for the total mass are taken from Tab. 9.3.
Model total mass [Cii] [Oi] [Oi] 12CO 13CO
– (158µm) (145µm) (63µm) (2600µm) (2720µm)
[km s−1] [km s−1] [km s−1] [km s−1] [km s−1] [km s−1]
0.5 1.65 1.90 0.88 2.35 1.38 0.66
2.0 2.30 2.12 1.12 2.47 1.41 0.87
8.0 4.23 3.90 3.00 4.58 2.45 2.17
Table 9.5:
Same as Table 9.4, but with values of the full width at half maximum (FWHM).
mean velocity dispersions of the total mass by a factor of ∼ 3−6. This is because CO
only traces the very dense parts of each cloud and is photo-dissociated in the outer
cloud regions. However, both CO tracers yield similar values for the internal velocity
dispersions. Furthermore, we find the remarkable result that the [Cii] (158µm) line
yields the best estimate for σtot of the total gas with an accuracy better than ∼ 20%.
The estimates of the oxygen lines, [Oi] (145µm) and [Oi] (63µm), are worse than
the [Cii] (158µm) line and tend to overestimate the value of σtot by a factor of ∼ 2.
However, they still give better estimates than the different CO tracers. Thus, we
conclude that the atomic tracers, most notably [Cii] (158µm), yield robust estimates
of the internal velocity dispersions of the total gas mass.
9.3.4 Computing spectra and the FWHM of the different
tracers
In practice, a common approach is to adopt the spectral information and take the
full width at half maximum (FWHM) as a measure for the internal velocities in a
cloud. To do this, we compute spectra for each individual tracer and α models.
They are presented in Fig. 9.7 and show 1D rms velocities. We plot the mean
brightness temperatures as well as the mean brightness temperatures normalized by
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Figure 9.7:
Mean brightness temperatures (first row) as well as mean brightness temperatures normal-
ized by the maximum value (second row) against the internal cloud velocity for our various
tracers given in Table 9.1 for different virial parameters α = 0.5 (left column), 2.0 (middle
column) and 8.0 (right column). The spectra are computed by using Eq. 9.1, but this time
we take the mean value of all brightness temperatures at a given velocity.
the maximum value against the internal cloud velocity. The spectra are computed
by using Eq. 9.1, but this time we take the mean value of all brightness temperatures
at a given velocity. The values of the FWHM are listed in Tab. 9.5.
In general, we find that all lines with larger α values are significantly broader
than lines with lower values of α. This is unsurprising, since the internal velocity
dispersions in clouds with greater α values are larger and thus lead to larger line
widths. Furthermore, we see that the [Oi] (63µm) line is very faint in all models (see
also the corresponding emission maps in Paper I). The mean brightness temperature
of this line is always below ∼ 0.2K. Moreover, we observe that both 12CO and 13CO
lines attenuate with increasing α. This is due to the high external radiation field,
which can penetrate deeper into the interior of the cloud and photodissociate a
large fraction of the CO gas. Conversely, the atomic lines are getting brighter with
increasing α, which is because they can now be excited more easily by the external
radiation within the cloud. Furthermore, we see that the lines of 12CO and 13CO
are significantly narrower than the lines of all other atomic tracers.
The values in Tab. 9.5 show a similar trend, although they slightly differ from
those presented in Tab. 9.4. Most notably, we find that the values for the atomic
tracers given in Table 9.4 are significantly smaller than the values of the FWHM for
the same tracers in Table 9.5. This is because there is a significant mass fraction
primarily at high velocities (see the normalized spectra in the second row of Fig.
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Figure 9.8:
Temporal evolution of the virial α parameter for our three models with α = 0.5, 2.0 and
8.0 in our simulations.
9.7). If we compute the 1D rms values given in Tab. 9.4, the high velocity regions
in the cloud significantly contribute to the velocity dispersions, resulting in slightly
larger values compared to the FWHM.
Furthermore, we again find that both 12CO and 13CO significantly underestimate
the value of σtot for the total gas, but this time only by a factor of ∼ 2−3, depending
on the virial state of the cloud. Moreover, the [Cii] (158µm) line yields the best
estimate for σtot of the total gas, again with an accuracy better than ∼ 10 − 20%.
Furthermore, the estimate of the [Oi] (145µm) line is worse than the one of the [Cii]
(158µm) line, but now tend to underestimate the value of σtot by a factor of up to
∼ 2. However, the [Oi] (63µm) line also gives fairly robust estimates of the total
velocity dispersions.
9.3.5 Evolution of the virial parameter in the simulations
In the following, we examine the evolution of the virial α parameter in our simu-
lations. Therefore, we estimate both kinetic and potential energy of the cloud and
evaluate the ratio α = Ekin/|Epot| for each time snapshot. Since the cloud radius
changes significantly during the simulations, we have to find a way to estimate the
effective radius Reff as a function of time. Therefore, we define the effective radius
as the radius of a sphere in the box which incorporates ∼ 80% of the total gas
mass. For the velocity dispersion σ, we adopt the 3D rms value of the total gas in
the box, which is a reasonable approach as seen in Fig. 9.4. We then estimate the
potential energy via Epot ≈ −GM2Reff/Reff. Accordingly, the kinetic energy is given
by Ekin ≈ 1/2MReffσ2. In Fig. 9.8, we show the evolution of α as a function of the
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Model total mass [Cii] [Oi] [Oi] 12CO 13CO
– (158µm) (145µm) (63µm) (2600µm) (2720µm)
[pc] [pc] [pc] [pc] [pc] [pc]
GC-0.5-1000 11.0 9.0 8.7 8.1 6.6 6.2
GC-2.0-1000 13.1 13.8 13.0 12.2 7.6 6.8
GC-8.0-1000 17.5 20.1 19.9 19.7 8.4 6.9
Table 9.6:
Effective radii of the clouds, based on the threshold intensities given in Table 3 in Paper
I. For comparison, we also give the effective radii of the clouds that incorporate ∼ 80% of
the total gas mass in the second column.
simulation time.
Although we find variations of the order of ∼ 10− 20% for the individual values
of α, the virial parameter does not change strongly during the first free-fall time in
our runs. At the time when we stop our simulations, we measure values of α ∼ 0.4,
1.5 and 6.7 for our three numerical models, which are slightly smaller than the
initial setup values of α = 0.5, 2.0 and 8.0. However, we also note that the value
of α shown in Fig. 9.8 only gives a first estimate of the virial parameter. This is
primarily because we have to define an approximation for both kinetic and potential
energy in the simulation domain, which are not computed simultaneously during
our runs.
9.3.6 Estimating the virial state of the cloud
In this section, we want to estimate the virial α parameter as it could be inferred
from observational measurements. Therefore, we first compute the virial cloud mass,





whereReff is the effective cloud radius, G the gravitational constant and σ the 3D rms
velocity dispersion. The 1D rms velocity dispersions are given in Table 9.4 and 9.5,
which we translate into 3D rms values by using the relation σ3D,rms = σ1D,rms
√
3.
The effective cloud radii Reff for the synthetic clouds are listed in Table 9.6 and




In this equation, Mtot is the cloud mass within the effective cloud radius Reff.
In Table 9.7, we present the virial α parameters for all cloud models and tracers
as they can be inferred from observational measurements. To compute the α values,
we first use the internal velocity dispersions given in Table 9.4. We find that no
tracer really yields a perfect estimate of the underlying kinematics for all models.
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Initial α Final α [Cii] [Oi] [Oi] 12CO 13CO
(158µm) (145µm) (63µm) (2600µm) (2720µm)
0.5 0.4 0.3 0.7 1.0 0.01 0.01
2.0 1.5 0.6 1.9 2.2 0.02 0.02
8.0 6.7 2.9 10.5 9.8 0.03 0.03
Table 9.7:
Virial parameters for all cloud models and tracers. Given are the initial and final α
parameter measured for the total gas (see Sec. 9.3.5) as well as estimates for the different
tracers computed via Eq. 9.7 using the velocity dispersions from Table 9.4. We note that
the values might differ by ∼ 10 − 20% due to the uncertainties in the estimate of the
effective cloud radius.
Initial α Final α [Cii] [Oi] [Oi] 12CO 13CO
(158µm) (145µm) (63µm) (2600µm) (2720µm)
0.5 0.4 0.3 0.05 0.4 0.1 0.02
2.0 1.5 0.5 0.13 0.6 0.2 0.04
8.0 6.7 2.4 1.42 3.3 0.4 0.26
Table 9.8: Same as Table 9.7, but using the velocity dispersions given in Table 9.5.
While the [Cii] (158µm) line gives a good estimate for the α = 0.5 model, both [Oi]
(145µm) and [Oi] (63µm) lines better reproduce the kinematics of the unbound
clouds with α = 2.0 and 8.0. The accuracy of these atomic tracers lies within a
range of ∼ 20−30%, depending on the individual model. Furthermore, we find that
the CO tracers underestimate the value of α by a large factor of ∼ 10− 100. Thus,
a molecular tracer like carbon monoxide is certainly not an appropriate tracer for
the kinematics of clouds in such an extreme environment. However, we also note
that the virial parameters might differ by ∼ 10 − 20% due to the uncertainties in
the estimates of the effective cloud radii and the velocity dispersions.
In analogy, Table 9.8 shows the virial parameters computed with the internal
velocity dispersions from Table 9.5. In this case, we find that all tracers significantly
underestimate the value of α. This is primarily because the values of the FWHM
in Tab. 9.5 are much smaller than the values from Tab. 9.4 for the various tracers
(see also the discussion in Sec. 9.3.4). Furthermore, the α values of the CO tracers
are again much smaller than the values of the atomic components.
However, what can we learn about the virial state of a cloud with spectral obser-
vations of different fine structure lines? In general, we find that the values of the
atomic tracers listed in Tab. 9.7 give a reasonable estimate of the dynamical state
of each cloud. Although none of the atomic tracers give an exact estimate of the
α parameter of the total gas, the trends reproduced by the individual atomic com-
ponents correctly reflect the virial state of the clouds and whether they are bound
or unbound. Furthermore, we also see that we can obtain a good estimate for the
number of α if we compute the mean value of all atomic tracers. These are 0.7±0.4,
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1.6± 0.8 and 7.7± 4.2, in good agreement with the values 0.4, 1.5 and 6.7 measured
at the end of the simulations. Thus, we conclude that measurements of the different
atomic tracers can be used to estimate the virial parameter of clouds in a CMZ-like
environment.
9.4 Summary and Conclusions
In this paper we have analyzed synthetic images of MCs using environmental proper-
ties comparable to those experienced by typical CMZ-like clouds. We have perfomred
numerical simulations of MCs with the moving mesh code Arepo (Springel, 2010).
For this purpose, we adopted values for the interstellar radiation field (ISRF) and the
cosmic-ray flux (CRF) that are a factor of ∼ 1000 larger than the canonical values
measured in the solar neighbourhood (Clark et al., 2013; Indriolo et al., 2015; Gins-
burg et al., 2015). Our clouds all have an initial number density of n0 = 103 cm−3
and a total mass of Mtot = 1.3 × 105 M. Furthermore, we studied the impact
of different virial α parameters on the physical properties. In particular, we use
α = 0.5, 2.0 and 8.0 in order to span a large range in the virial parameter space.
Our simulations include a simplified treatment of time-dependent chemistry and ac-
count for the highly non-isothermal nature of the gas and the dust. We used the
radiative transfer code Radmc-3d (Dullemond, 2012) to compute synthetic maps
of our clouds in important diagnostic lines. In particular, we model the emission of
the clouds in [Cii] (158µm), [Oi] (145µm), [Oi] (63µm), 12CO (2600µm) and 13CO
(2720µm). We find the following:
• We first estimate the internal velocity dispersion of the total cloud mass. We
find that the thermal energy significantly dominates the kinetic energy in the
α = 0.5 and α = 2.0 models. Thus, it is likely that spectral observations
primarily reproduce the signatures of thermal motions. Conversely, in the
α = 8.0 model, the kinetic energy dominates the thermal energy in the cloud
and hence it is likely for this case that spectral measurements mainly trace
the turbulent velocity field (see Section 9.3.2).
• In a next step, we ask how well the different atomic and molecular components
trace the internal velocity dispersions of the total mass within our clouds.
Therefore, we estimate the internal velocity dispersions of our model clouds
by computing both the intensity-weighted 1D rms velocities as well as the
full width at half maximum (FWHM) of the individual line spectra. In both
cases, we find that the atomic tracers yield a much better estimate of the mean
internal velocity dispersion of the cloud than the molecular tracers, although
the velocities derived with the FWHM significantly underestimate the total
cloud velocities (see Section 9.3.3 and 9.3.4).
• We compute the virial α parameter of the total gas as a function of time and
show that it does not vary strongly within the first free-fall time in our runs
(see Section 9.3.5).
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• We then estimate the virial α parameter as it can be inferred from observa-
tional measurements. We find different results depending on how we derive
the velocity dispersions.
• If we compute α by using the FWHM, we find that all tracers significantly
underestimate the value of the virial parameter, owing to the small values of
the FWHM (see Section 9.3.6).
• If we compute α by using the intensity-weighted 1D rms velocities, we find a
much better agreement of the real and the estimated virial parameter. How-
ever, this depends again on the individual model. While the [Cii] (158µm)
line gives a good estimate for the α = 0.5 model, both [Oi] (145µm) and
[Oi] (63µm) lines better reproduce the kinematics of the unbound clouds with
α = 2.0 and 8.0. The accuracy of these atomic tracers lies within a range of
∼ 20 − 30%, depending on the individual model. Furthermore, we find that
the CO tracers underestimate the value of α by a large factor of ∼ 10 − 100.
Thus, a molecular tracer like carbon monoxide is certainly not an appropriate
tracer for the kinematics of clouds in such an extreme environment, because it
is photodissociated by the strong external radiation field (see Section 9.3.6).
• Finally, we conclude that the atomic tracers give a reliable idea of the dynam-
ical state of the cloud. Furthermore, they can be used to accurately estimate




10.1 Summary of this thesis
In this thesis, we investigated the role of turbulence in molecular clouds (MCs) and
analyzed its effect on the star formation process. We considered typical MCs in a)
the Milky Way disk as well as b) clouds located in a more extreme environment
in the Central Molecular Zone (CMZ) near the Galactic Center (GC). We showed
that supersonic turbulent motions are a key ingredient to regulate star formation
and that they affect important observables, e.g. the star formation rate as well as
the turbulence statistics. Our approach was primarily numerical. We modelled a
number of different MCs and analyzed the turbulent gas dynamics. All our simu-
lations accounted for a simplified treatment of time-dependent chemistry and the
non-isothermal nature of the gas and dust. Furthermore, we performed radiative
transfer post-processing for several fine structure lines, such as 12CO (J = 1− 0) or
13CO (J = 1 − 0), and compared our numerical results to observations. The main
results of our studies are summarized below.
a) Molecular clouds in the Milky Way disk (see chapters 5 and 6):
• Optical depth effects can significantly influence the statistical analysis. For
example, in case of the CVISF analysis, we find different behavior of the
CVISF slopes for 12CO and 13CO in varying density environments. We obtain
the same results in case of the Fourier spectra and the ∆-variance. In these
cases, the CO tracers exhibit a very different spatial scaling behavior compared
to the total and the H2 density models.
• The slopes for the total and H2 density models are generally steeper than the
slopes of 12CO and 13CO. For the CVISF and the ∆-variance, we find the
slopes for the total density and H2 density to be steeper by a factor of up to
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∼ 1.5 − 3 than the slopes of the different CO tracers. We argue that this is
due to the higher space-filling factor (the fractal co-dimension) for the H2 gas
than for the CO tracers. That means that H2 is more extended than CO as it
is better able to self-shield in diffuse regions, while CO is a good tracer of H2
only in compact regions. This behavior gives a clear imprint into the statistics
of turbulence.
• Carbon monoxide traces the total cloud structure well only if the average cloud
number density is n > 100 cm−3. Around this threshold the spectral slopes α
of the CO tracers switch sign for the ∆-variance of integrated intensity and
column density maps. If the mean density in the cloud is significantly smaller
than this limit, the observable CO gas does not accurately trace the statistical
properties of the H2 gas in the cloud. Thus, we would expect that CO is not
a good tracer of the molecular hydrogen content in low-density MCs.
• The ∆-variance provides a powerful measure to infer important information
about the distribution of gas within a cloud. We argue that peaks in the
∆-variance spectra correspond to characteristic scales of the morphological
structure of the system.
• Our findings are consistent with previous studies using CO line observations
or measurements of the continuum. However, we remind that our models are
subject to various physical simplifications. For example, we do not account
for self-gravity and thus also do not model star formation or stellar feedback
in these models. More specifically we also do not account for stellar radiation,
SN feedback and other physical processes.
b) Molecular clouds in the CMZ (see chapters 7, 8 and 9):
• We find active star formation with efficiencies ff & 1% in all models. This
is regardless of the choice of the initial number density and the amount of
turbulent kinetic energy. Thus, our values are more comparable to Galaxy-
wide SFEs than to the inferred SFE in the GC, which observations suggest is
a factor & 10 smaller.
• Star formation is more efficient at lower virial parameters. This is the case
when the velocity dispersion in the cloud is small. We demonstrate that the
SFE decreases by a factor of ∼ 4−10 as we increase the virial parameter from
α = 0.5 to α = 8.0.
• For clouds with low virial α, a by a factor of ∼ 1000 enhanced IRSF and CRF
has only little effect on the SFE. This can decrease by around 20% compared to
the value we obtain for a similar cloud in a solar neighbourhood environment.
For highly unbound clouds, the stronger ISRF and higher CRF at the GC has
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a much greater effect, decreasing the star formation efficiency by a factor of
∼ 6.
• Even in our most extreme models with high α, we find SFEs per free-fall time
that are close to 1%. None of our models produce values that are consistent
with the low SFE per free-fall time that is inferred for the GC region as a
whole.
• We conclude that high levels of turbulence together with the strong ISRF and
high CRF cannot explain the low SFEs found in the GC. Therefore, it is pos-
sible that including additional physical ingredients (such as magnetic fields,
stellar feedback or realistic orbital parameters around the GC) could reduce
the star formation efficiencies within individual dense clouds to levels that are
consistent with the mean value inferred for the GC region as a whole.
• Atomic carbon and oxygen is found in both cold and warm regions in the clouds,
but CO only traces cold regions. This is primarily because carbon monoxide
is photodissociated in the outer cloud regions, while the atomic components
can be excited and radiate by photo emission. We show that the atomic
components trace the shape of the total cloud very well even in diffuse cloud
regions.
• We find that atomic carbon and oxygen are good tracers of various cloud prop-
erties, e.g. the cloud radius, the internal velocity dispersion and others. The
molecular gas (H2 as well as CO) is photodissociated at the edges of the MC
by the strong external ISRF. As a consequence, the photodissociation has a
strong impact on measurements of the effective MC radius using a molecular
tracer, which tend to significantly underestimate the radius of the total cloud
in environments where the external radiation field and the turbulent kinetic
energy is high. Conversely, the atomic components properly trace the shape
of the total cloud and thus yield good estimates of the cloud radius. Further-
more, we find that all atomic components trace almost 100% of the H2 and
the total gas mass above a sensitivity threshold of Wmin ≈ 0.1Kkms−1 for the
velocity-integrated intensities.
• We find a large dynamical range for the [Oi] 145µm line in column density
space. This indicates that this particular fine structure line traces both the H2
and the total gas up to the most dense cloud regions.
• Our values of the CO-to-H2 conversion factor XCO = NH2/WCO agree with the
canonical value. We find values in the rangeXCO ≈ 1−4×1020 cm−2 K−1 km−1 s,
in good agreement to the canonical XCO-factor values obtained in observations
of MCs in the Milky Way.
• The atomic tracers best reproduce the dynamics of the total cloud. This can
be characterized by means of the virial α parameter, defined as the ratio of
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kinetic and potential energy of the system. We find that the atomic tracers
give a reliable idea of the dynamical state of the cloud and that they can be
used to accurately estimate the virial parameter of the system.
10.2 Idea for further investigations and some open
questions
During the last years a lot of progress has been made in terms of both theoretical
and observational studies. However, present numerical studies are mainly limited by
the high computational costs, produced by expensive multiscale and multiphysical
processes. In the following, we present some idea for further projects and how these
are related to open questions on the field. We note that this list is far from complete
and that the projects listed below are only related to the specific questions studied
in this thesis. More open aspects and how to approach them can be found in the
science literature.
1. Modelling more realistic turbulent clouds in simulations
Due to high computational costs, every model of turbulence is subject to a
number of simplifications. In our case, feedback processes do not play any role
in the numerics. These are e.g. stellar radiation, stellar winds or supernova
feedback, which could be the most important driver of ISM turbulence. A set
of simulations, which account at least for some of these individual processes,
would be highly interesting and helpful to better understand the dynamics of
the ISM.
2. Increasing the accuracy of numerical simulations to better resolve
the spatial scales
Again, the high computational costs limit the numerical resolution at which
we study the turbulent dynamics. Furthermore, the radiative transfer post-
processing takes additional time to connect the numerical results to the ob-
servable world (Dullemond, 2012). It would be helpful to better resolve the
different spatial scales and also to run larger scale simulations to investigate
how turbulence on large scales affect the dynamics on smaller scales. Most of
our homogeneous 3D data cubes use a resolution of 5123 cells. Extending this
to at least 10243 grid cells and more could help to better resolve very dense
regions and to learn about the turbulence properties (Konstandin et al., 2015).
3. Extending the chemical model and including more complex species
At the moment, our chemical network tracks the abundances of 9 species and
follows 30 chemical reactions (Nelson & Langer, 1999; Glover & Mac Low,
2007). Thus, it is only possible to model very basic chemical processes in
the ISM. However, extending the chemical model requires again additional
computational costs and so the question is whether it will be possible to include
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more reactions in the network. The problem thereby is that the complexity
of the network grows exponentially. Will it be possible to track a significantly
larger number of species including more complex molecules (e.g. NH3, CS,
CH4, HCN, and others) and PAHs (e.g. C10H8, C32H14, etc.)?
4. Modelling more realistic extreme CMZ-like clouds with higher num-
ber densities
Right now, the cloud number densities that we use (∼ 103 cm−3) to model
extreme CMZ-like clouds are still about one order of magnitude lower than
typical volume densities found in the CMZ (Lis et al., 2001; Immer et al.,
2012; Longmore et al., 2012; Kauffmann et al., 2013; Clark et al., 2013; John-
ston et al., 2014). Further increasing the number density leads to a very heavy
refinement of the cells in the simulation domain primarily in collapsing regions
due to the adaptive code routine. Certainly, this is a challenging numerical
task, which requires much more memory and computational power. Neverthe-
less, it is necessary to run simulations with such a high density to study the
ISM physics in the CMZ.
5. Embedding additional physical processes in the numerical codes
Our simulations of CMZ-like clouds do not account for a number of important
physical processes. For example, our runs do not account for the strong mag-
netic field, which was shown to be enhanced by a factor of ∼ 1000 compared
to the mean value measured in solar neighbourhood clouds (Pillai et al., 2015).
Furthermore, a numerical problem with the fields is how they interact with
the sink particles. What happens with the magnetic flux in the medium if the
gas fulfills the conditions for sink particle formation? What about supernova
and stellar feedback? Thus, additional code development is required to study
even more realistic star formation in those extreme environments.
6. Studying the impact of large-scale motions and structures on the
star formation process
In the studies presented in this thesis, we only analyze molecular clouds in
isolation. Of course, this is a simple picture, but a first step towards better
understanding multiscale processes. However, including those processes might
give us an important insight into the process of star formation. Another project
idea would be to study MCs on an orbit around the galactic center and analyze
how large-scale motions and structures of the Galaxy including shear effects
affect parameters like the star formation efficiencies, the gas properties, the
turbulence and so on (Kruijssen et al., 2015). This requires multiscale runs,
which are computationally expensive, if one wants to refine several orders of
spatial scales.
7. Analyzing the IMF in numerical simulations
In this thesis, we have studied star formation efficiencies in clouds located
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in an extreme environment. However, the sink particle masses are not accu-
rate enough to properly resolve the initial mass function (IMF) in our runs
(Greif et al., 2011). Nevertheless, it would be highly interesting to study the
dependence of various environmental parameters, such as e.g. the interstellar
radiation field, the magnetic field, the turbulent kinetic energy ot the metallic-
ity, on the mass distribution of stars. How do cosmic-rays, for example, affect
the IMF (Papadopoulos et al., 2011; Papadopoulos & Thi, 2013)?
8. Studying the impact of purely solenoidal driven turbulence on the
SFE
Another project would deal with the impact of purely solenoidal driven tur-
bulence on the SFE. It is known that solenoidal velocity modes can strongly
influence the SFEs and suppress the formation of stars (Federrath et al., 2010;
Federrath, 2015b). However, it is not yet clear which effect such a velocity field
has on the SFEs in such an extreme environment. How do the SFEs change
in absence of compressive modes?
9. Could an interplay of various physical effects explain the low SFEs
measured in the CMZ?
So far, we could show that high levels of turbulence together with a strong
external radiation field cannot explain by themselves the low SFEs measured
in the CMZ. However, the question is whether an interplay of various effects,
such as e.g. the strong magnetic field, feedback of supernova and hot OB stars,
shear as well as the high turbulence level and the strong external radiation field,
could significantly reduce the SFEs (see, e.g. Federrath, 2015b). This is surely
a challenging study, because a simulation has to account for multiple physical
processes. However, it would help further our insights into the formation of
stars in the central few hundred parsecs of our Galaxy.
10. The Millennium Prize Problem: Does a solution of the Navier-
Stokes equation exist?
We have seen that the Navier-Stokes equation is all about turbulence: the
non-linear term generates local anisotropies which lead to the whole complex-
ity of turbulent motions. So far, there is no analytic solution which describes
turbulence. Does such a solution exist at all? Although a few phenomenolog-
ical models exist (see, e.g. those by Kolmogorov, 1941; Burgers, 1948; She &
Leveque, 1994), our knowledge about the nature of turbulence is very limited.
Under which conditions do solutions of the Navier-Stokes equation exist? This
problem is also listed in the Millennium Prize Problems in mathematics and
is clearly the most challenging problem in turbulence theory in those days.
An analytic explanation would certainly support further studies about the
dynamics in the ISM.
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10.3 Closing remarks
During the last 10 − 15 years, the developments in theoretical astrophysics have
dramatically increased due to the availability of new computational methods. In
principle, we are able today to model a large number of different astrophysical
phenomena, e.g. star, galaxy and planet formation, jets, black holes, star clusters,
supernovae, neutron stars, brown and white dwarfs and even the evolution of the
whole Universe. We can adopt different initial conditions to see how each of them
influence the physics. We can track the evolution of gas and matter on many scales
and see how they interact with magnetic fields, radiation and so on. Doubtless, these
theoretical possibilities have strongly increased our knowledge about the Universe.
However, there is still a lot of work left and perhaps we can say that mankind is soon
entering a new epoch of astrophysical research. This can be seen by considering the
two following aspects:
1. New options for theoretical astrophysics
The greatest challenge in computational astrophysics for the next years will be
to embed various physical processes in existing codes (e.g. Arepo, Gadget,
Flash, Zeus-Mp, Enzo, etc.) altogether (Springel, 2005; Norman, 2000; Fryx-
ell et al., 2000; O’Shea et al., 2004; Springel, 2010). This is important because
astrophysics always relies on multiphysical and multiscale processes. These
processes complicate any proper numerical treatment, since a code has to ac-
count for non-linear physics that affect each other on various spatial scales.
This calls for new computational techniques as well as for advanced super-
computer systems, which would be able to run this advanced software. At
the moment, we usually separate different phenomena: We analyze the dy-
namics of the ISM or study the evolution of a galaxy, each one without really
connecting them to the other. Of course, this is because it provides a sim-
ple situation. Moreover, we are also somehow limited in computational power
and memory. However, at some point, we have to go deeper into the indi-
vidual processes. That immediately leads to the question: Will is somewhen
be possible to model the entire evolution of the Universe with all ingredients
in one single simulation? The trend has started to go into this direction, if
we consider the Illustris simulation, for example (Vogelsberger et al., 2014).
However, what we really need is to run simulations using physics beyond the
usual hydrodynamics and self-gravity models and to combine galactic scale
with small scale codes.
2. Development of advanced observational techniques
Theoretical models are useless unless we are able to connect our predictions
to the real world. In accordance with the development of theoretical models,
observational measurements need to be improved as well. Fortunately, the
international community has realized that astrophysical research strictly de-
pends on the development of new observational techniques and new telescopes.
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Figure 10.1:
Two of the most promising telescopes for upcoming astronomical research: the Atacama
Large Millimeter/submillimeter Array (ALMA, left) and the Global Astrometric Interfer-
ometer for Astrophysics (GAIA, right).
In this context, we are also entering a new era of observing our Universe. For
example, with ALMA we will be able to gain important information about the
formation of stars and planets, with a quality never achieved by any telescope
before. With JWST we will be able to look for the first stars in our Universe as
well as to study the structure and evolution of distant galaxies. GAIA will be
able to measure positions, distances and motions of stars and even exoplanets
with high accuracy. Hopefully, LISA will be launched to detect gravitational
waves, founding a completely new science of gravitational wave astronomy,
which will provide us fascinating insights into the physics shortly after the Big
Bang. These are some of the major milestones in the field of astronomy for
the next decades. In Fig. 10.1, we show two images of the promising ALMA
and the GAIA telescope12. And finally, big surveys of GMCs in the Milky
Way taken with different tracers are needed to obtain deeper insights into the
processes of star and galaxy formation.
However, we will only be successful if both theoretical and practical scientists
work together and stimulate their discussions. Then, we will enter a golden age
for astronomical research and hopefully lift the last mysteries of our fascinating
Universe.
1Image credit (ALMA, 07/12/2015): https://de.wikipedia.org/wiki/ALMA





Centroid Velocity Statistics of
Molecular Clouds
A.1 Resolution study
To study the influence of resolution on the CVISF slopes and the Fourier spectra,
we have performed runs of 5123 and 2563 grid cells and evaluated the CVISF and
Fourier slopes for all available chemical components and initial number densities.
As an example, Figure A.1 shows slopes of the CVISF for an initial number density
of n0 = 100 cm−3 for both a resolution of 5123 and 2563 grid cells. Table A.1 gives
the corresponding slope values and errors for both resolution models for p = 6, since
we would expect variations of the CVISF slopes due to intermittency particularly at
higher orders. For the total density and the H2 density, we measure similar slopes
within the errors, while the slopes of the different CO tracers differ by 1–2σ. This
sensitivity to numerical resolution is a consequence of the high degree of chemical
inhomogeneity in the numerical simulations. As shown in Bertram et al. (2014), CO
is mainly located in dense gas regions which can be resolved more accurate in the
5123 than in the 2563 runs. It is thus rather complicated to compare non-converged
Res Total density H2 density 12CO density 12CO intensity 13CO intensity
5123 1.66± 0.13 1.45± 0.15 0.83± 0.10 0.84± 0.13 0.88± 0.05
2563 1.68± 0.10 1.45± 0.08 0.72± 0.06 0.75± 0.09 0.74± 0.07
Table A.1:
Slopes of the CVISF for our highest order p = 6 for the different chemical components
and for different runs with 5123 and 2563 grid cells. As an example, we show values for
a fixed initial number density of n0 = 100 cm−3. The slopes of the total density and H2
density cases are similar within their errors, while the slope values of the different CO
tracers significantly deviate with resolution.
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CVISF slopes with observational measurements. Nevertheless, we find that although
the individual slope values might be different for the distinct resolutions, the rel-
ative scaling behaviour of ζp is conserved throughout the different resolution runs
and hence our fundamental physical conclusions derived in this paper should be
unaffected. The same arguments hold for the Fourier spectra given in Figure A.2.
Although the slope values of the individual chemical components are significantly
different between the two resolution models, the relative scaling behaviour of the
energy spectra is conserved.
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Figure A.1:
Slopes ζp of the structure functions against order p for all chemical models, i.e. the total
density, H2 density and the CO density model as well as the 12CO and 13CO intensity
model. From top to bottom: runs of different simulations of 5123 and 2563 grid cells with
a fixed initial number density of n0 = 100 cm−3. Error bars denote temporal and spatial
1-σ fluctuations. Although the individual slope values might be different for the distinct
resolutions, the relative scaling behaviour of ζp is conserved.
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Figure A.2:
Fourier energy spectra multiplied by k2 as a function of scale k for all chemical components,
i.e. the total density, H2 density and the CO density model as well as the 12CO and 13CO
intensities. From top to bottom: runs of different simulations of 5123 and 2563 grid cells
with a fixed initial number density of n0 = 100 cm−3. Error bars denote temporal and
spatial 1-σ fluctuations. In all models, the total density and H2 density cases show a
significantly steeper slope compared to the CO tracer components. The fitting range is
indicated by a horizontal dashed line. Slopes with the fitting errors are given in each plot
for the different species. Although the individual slope values might be different for the
distinct resolutions, the relative scaling behaviour of the energy spectra is conserved.
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Structure analysis of simulated MCs
with the ∆-variance
B.1 Resolution study
We study the influence of the numerical resolution on the results of the ∆-variance.
Therefore, we have performed runs with resolutions of 5123 and 2563 grid cells and
evaluate the spectra and slopes for the CV maps for all chemical components for a
fixed initial number density of n0 = 100 cm−3. The results and their interpretation
is the same for all other density models. Fig. B.1 shows spectra of the ∆-variance
with the corresponding slopes α, in analogy to Fig. 6.4. The fitting range for the
2563 model is downscaled by a factor of 2 compared to the 5123 model, i.e. we fit
from 25 to 64 cells in the spatial domain. We find similar α values for the total
density and the H2 density models. However, the slope values α differ by up to
∼ 20 − 30% between the different resolution models for the various CO tracers.
This is because CO is mainly located in dense regions of the cloud (Bertram et al.,
2014), which can be resolved more accurately at a higher resolution, leading to
significant differences between the two resolution models. These results agree with
the results in the resolution study of the structure function analysis presented in
Bertram et al. (2015a). However, the variations caused by the effect of resolution
are rather small, since α also strongly depends on the specific choice of the fitting
range, which might also cause slope variations by about ±0.1. Nevertheless, we find
a similar relative scaling behavior in the two resolution models between the spectra
of the different chemical components.
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Figure B.1:
Same as Fig. 6.4, but with runs of different resolutions with 5123 and 2563 grid cells with
a fixed initial number density of n0 = 100 cm−3, computed for the centroid velocity (CV)
maps. We find similar α values for the total density and the H2 density models, while the
values α differ by up to ∼ 20−30% between the different resolution models for the various
CO tracers.
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B.2 Comparison of spectra with different filter
functions
Figure B.2:
Same as Fig. 6.4, but with the ∆-variance spectra for the H2 and CO density models for a
fixed initial number density of n0 = 100 cm−3 and a resolution of 5123 grid cells, computed
for the centroid velocity (CV) maps. In order to analyze the impact of the filter function
and its diameter ratio on our results, we compute the H2 and CO density spectra using
both a Mexican hat with a diameter ratio of 1.5 and a French hat with a diameter ratio of
3.0. We do not find any significant differences in the slopes α within the fitting errors if
we use another filter function for the ∆-variance analysis.
We also study the influence of the filter function and the choice of the specific
diameter ratio on our ∆-variance spectra. Therefore, as an example, Fig. B.2 shows
the ∆-variance spectra for the H2 and CO density models for a fixed initial number
density of n0 = 100 cm−3 and a resolution of 5123 grid cells, computed on maps of
centroid velocities. For each model, we evaluate the spectra using different filter
functions and diameter ratios. In particular, we compute the ∆-variance spectra
using a Mexican hat with a diameter ratio of 1.5 as well as a French hat with a
diameter ratio of 3.0. In analogy to Section 6.3.1, we fit a power-law within a
given fitting range to the spectra and compare the slopes with each other, which are
shown in Fig. B.2. Thereby, we do not find any significant differences between the
slopes derived from spectra with various filter functions and diameter ratios within
the fitting errors for our models. The individual normalizations of the spectra are
caused by the variable choice of the diameter ratio, affecting the computation of the
∆-variance analysis (see, e.g. Ossenkopf et al., 2008a). However, the shape of the




Star formation efficiencies of MCs in
a galactic center environment
C.1 Simulations with a different random seed
We ran numerical simulations with the same setup described in Section 7.2.4 for an
initial number density of n0 = 100 cm−3 using a different random seed for the tur-
bulent velocity field. Fig. C.1 shows the mass of gas that is converted to stars (sink
particles) for the different α parameters as a function of time and their accretion
rates. Table C.1 gives an overview of the star formation efficiencies and the number
of sink particles that are formed in each cloud. Since star formation sets in later
in this turbulent environment compared to our fiducial models presented in Section
7.3.1, we let the two runs GC-4.0-100-SEED and GC-8.0-100-SEED evolve beyond
one free-fall time in order to get a significant number of sink particles. Although star
formation starts at later times, caused by the different statistical flows of the tur-
bulent velocity field, we again measure large efficiencies ff for all numerical models
even in highly turbulent environments. We also find the same statistical trends as
already observed in Table 7.2, i.e. that the SFEs per free-fall time strongly depend
on the virial parameter. However, a direct comparison of the ff values in models
with various random seeds is complicated due to the statistics of the turbulent ve-
locity fields, leading to a completely different star formation history and thus to
variable SFE.
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Figure C.1:
Same as Fig. 7.6 and 7.7, but using a different random seed for the turbulent velocity field.
The number of sink particles formed by the end of each run, as well as the SFEs, are given
in Table C.1.
Model name ∆t ff Nsink t∗ tend ∆t
[%] [%] [Myr] [Myr] [Myr]
GC-0.5-100-SEED 5.7 24.3 2483 1.70 2.73 1.03
GC-1.0-100-SEED 4.1 15.0 1420 1.98 3.10 1.12
GC-2.0-100-SEED 9.4 20.7 2717 2.40 4.40 2.00
GC-4.0-100-SEED 7.6 10.0 2067 3.20 6.56 3.36
GC-8.0-100-SEED 1.1 1.8 405 4.25 7.00 2.75
Table C.1:
Same as Table 7.2, but using a different random seed for the turbulent velocity field.
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Synthetic observations of MCs in a
galactic center environment:
I. Studying maps of column density
and integrated intensity
D.1 Radiative transfer post-processing: influence of
grid resolution
Since Radmc-3d cannot deal with Arepo data directly, we have to map the sim-
ulation output onto a cubic grid. The results presented in this paper are all based
on a grid resolution of 5123 cells. However, we examine the sensitivity of our results
to the choice of the number of grid cells in each dimension. Therefore, we run a
similar radiative transfer post-processing with Radmc-3d, using resolutions of 2563
and 1283 grid zones. In Fig. D.1 we compare the probability density functions
(PDF) of the velocity-integrated intensities for our various tracers for the different
grid resolutions, while using the intermediate α = 2.0 cloud models as an example.
We find that a resolution of 5123 grid cells is enough in order to properly recover
the emission of the cloud for all of the tracers apart from the [Oi] 63µm line. In the
case of [Oi] 63µm, the maps are well-converged for integrated intensities of below
1.5 K km s−1, but at higher integrated intensities, increasing the resolution depresses
the PDF. However, as we have already seen in Section 8.3.4, integrated intensities
of this magnitude are only recovered for [Oi] 63µm along lines of sight where the
line is already optically thick. The precise values of the integrated intensity that we
recover in this regime therefore do not significantly affect our conclusions.
For all of the tracers, we find that the differences between the PDFs we recover
from the 2563 and 5123 runs are always significantly smaller than the differences
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Figure D.1:
Emission PDFs for our various tracers for different resolution models with 1283, 2563 and
5123 grid cells for clouds with α = 2.0.
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Figure D.2:
Example of emission PDFs for the 12CO tracer for the resolution model with 5123 grid
cells. We choose the intermediate cloud model with α = 2.0. The above figure shows the
emission PDF for the x-, y- and z-direction. Although there are slight variations in the
different PDFs, the bulk emission is the same for all directions.
between the 1283 and 2563 models. Thus, we do not expect to find larger differences
in the PDFs for models with even higher resolution, e.g. between 5123 and 10243.
Hence, due to the significant increase of the computational costs for the radiative
transfer post-processing for even higher resolution runs, we focus on models with a
resolution of 5123 grid cells in this paper, which is enough to demonstrate our basic
conclusions.
D.2 Dependence on viewing angle
When constructing our synthetic emission maps, we choose to focus on a line of sight
(LoS) parallel to the z-axis of the simulation volume. However, as the turbulence
in our simulations is isotropic, we expect our results to be insensitive to this choice.
To test this, we have also made maps of 12CO for LoS parallel to the x and y
axes, using our standard grid resolution of 5123 zones, for the run with α = 2.0.
The resulting integrated intensity PDFs are shown in Figure D.2. Although there
are slight variations in the different PDFs for x, y and z, the bulk emission is the
same for all directions. We find a similar behavior also for the other atomic tracers.
Hence, we conclude that it is enough to focus on one specific LoS, for example the
z-direction, in order to get an idea about the underlying physical parameters of the
cloud. We note, however, that for magnetized clouds this is not necessarily true, as
in this case the turbulence will no longer be isotropic, unless the field is very weak.
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D.3 Influence of the CO abundance on the line
emission of [Cii] and [Oi]
In Section 8.2.1 we emphasize that the simplified Nelson & Langer (1997) network
that we use in our study is known to somewhat overestimate the rate at which
CO forms in our simulations. Thus, we may expect that this has a consequence
on the distribution of the line emission of [Cii] and [Oi]. In order to quantify
this, we perform additional runs of radiative transfer post-processing with updated
abundances of carbon and oxygen for comparison by assuming zero CO abundances
in our simulations. As an example, we plot the different line emission PDFs for our
various atomic tracers for a fixed resolution of 5123 grid cells for clouds with α = 2.0.
The result is shown in Fig. D.3. We find that the [Cii] 158µm and [Oi] 63µm line
emission are unaffected by the changed abundances. This suggests that in the region
where the CO abundance is uncertain, these two lines are already optically thick
and hence are in sensitive to this uncertainty. Support for this interpretation comes
from the behavior of the [Oi] 145µm line. As we have already seen, this has a much
smaller optical depth, and hence is more strongly altered by the changed abundances.
However, even in this case, the effect is relatively small: the brightest regions become
around 0.1 dex brighter, but the majority of the PDF remains unaffected. We can
therefore conclude that the inaccuracy introduced into our predicted [Cii] and [Oi]
maps by our simplified chemical model is unimportant.
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Figure D.3:
Emission PDFs for our various atomic tracers for a fixed resolution of 5123 grid cells for
clouds with α = 2.0. Shown are the PDFs given in Fig. D.1 (with CO) together with
PDFs computed from additional runs of radiative transfer post-processing with updated
abundances of carbon and oxygen assuming zero CO abundances in our simulations (with-





Tables of constants and unit systems
Symbol Value Name
c 2.998× 1010 cm s−1 speed of light
e 4.803× 10−10 cm3/2 g1/2 s−1 electron charge
G 6.673× 10−8 cm3 g−1 s−2 gravitational constant
kB 1.381× 10−16 cm2 g s−2 K−1 Boltzmann constant
R 8.314× 107 ergK−1 mol−1 universal gas constant
NA 6.022× 1023 mol−1 Avogadro constant
h 6.626× 10−27 erg s Planck constant
~ 6.582× 10−16 erg s reduced Planck constant
me 9.109× 10−28 g electron mass
mp 1.673× 10−24 g proton mass
mn 1.675× 10−24 g neutron mass
µ0 1.398× 10−20 cm−2 s2 vacuum permeability
0 7.958× 10−2 vacuum permittivity
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pc 3.086× 1018 cm parsec
AU 14.959.787.070.000 cm astronomical unit
ly 9.461× 1017 cm light year
M 1.989× 1033 g mass of the sun
R 6.963× 1010 cm radius of the sun
L 1.367× 106 g s−3 solar constant
a 5.6704× 10−5 erg cm−2 K−4 s−1 Stefan-Boltzmann constant
µB 9.274× 10−21 ergG−1 Bohr magneton
Table E.1: Physical constants used in this PhD thesis given in cgs units.
SI units cgs units Definition
1m 100 cm length
1 s 1 s time
1 kg 1000 g mass
10−7 J 1 erg = 1 cm2 g s−2 energy
10−5 N 1dyn = 1 cmg s−2 force
1T 104 G = 1 cm−1/2 g1/2 s−1 magnetic field strength
1Pa 10 cm−1 g s−2 pressure
Table E.2: Different unit systems used in this thesis.
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APPENDIXF
Tables of symbols, physical
definitions and nomenclature
Symbol Definition Name
















g g = −∇Φ gravitational acceleration
E E2 = c2p2 +m2c4 relativistic energy














ηµν ηµν = diag(−1,+1,+1,+1) Minkowski metric
Λµν Lorentz transformation matrix
F µν F µν = ∂µAν − ∂νAµ covariant electromagnetic field tensor
Aµ Aµ = (Φ/c,A) vector potential
Φ electromagnetic potential
γ γ = 1√
1−v2/c2 Lorentz factor
ds2 ds2 = ηµνdxµdxν relativistic line element
xµ xµ = (ct,x)T four-vector
uµ uµ = dxµ/dτ = γ(c,v)T four-velocity
pµ pµ = muµ = (E/c,p)T four-momentum
jµ jµ = ρ0u
µ four-current
































tad ambipolar diffusion timescale
tdecay tdecay = L






B dA magnetic flux
σ conductivity





ν ν = µ
ρ
viscosity
R R = Lv
ν
Reynolds number
RM RM = Lvη magnetic Reynolds number







ζp slope of the p-th order structure function
k k = 2pi
L
wave number
E(k) energy at wavenumber k
P (k) P (k) = dE/dk power spectrum
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β β = v
c





Ms Ms = vcs sonic Mach number
MA MA = vvA Alfvénic Mach number
Σ Σ =
∫
ρ ds mass column density
N(r) N(r) =
∫
n(r, z) dz number column density
Iν Iν =
dE
dA dtdν dΩ specific intensity
J J = 1
4pi
∫∫










Sν Sν = jν/αν source function













ω ω = 2piν cyclic frequency
κν opacity
αν αν = ρκν absorption coefficient
τν τν = ανL optical depth
A21 Einstein coefficient for spontaneous emission
B12 Einstein coefficient for absorption
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B21 Einstein coefficient for stimulated emission





L angular momentum vector
J J = L+ S total angular momentum vector
W (r) W (r) =
∫






Sp(`) Sp(`) ≡ 〈|δv(r+ `)− δv(r)|p〉 structure function
α α = Ekin/|Epot| virial parameter
G0 Draine field
ζ cosmic-ray ionization rate
ff ff = tff · M˙∗Mtot star formation efficiency per free-fall time
XCO XCO = NH2/WCO XCO-factor
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  = ∂2t − c2s∇2 d’Alembert operator
∂
∂x
= ∂x partial derivative in x-direction
d
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G.1 List of Figures
1.1 The Pleiades are an example of an open star cluster in the Milky Way,
containing middle-aged hot B-type stars. The cluster is made up of
∼ 3.000 stars at a distance of ∼ 120 pc from Earth in the constellation
of Taurus. In the picture we can also still see the diffuse gas out of
which the stars formed. Image credit (07/12/2015): NASA, ESA and
AURA/Caltech, D. Soderblom and E. Nelan (STScI), F. Benedict
and B. Arthur (University of Texas), and B. Jones (Lick Observatory). 18
1.2 Cosmic star formation history as a function of look-back time and
redshift. Shown are both far-UV and infrared measurements of the
cosmic star formation rate (SFR) density ψ. We observe a maximum
SFR density at z ≈ 2. Today, the SFR density decreases continuously
(taken from Madau & Dickinson, 2014). . . . . . . . . . . . . . . . . 19
1.3 Velocity integrated spectral line maps of the rotational transition
12CO J = 1→ 0, 12CO J = 2→ 1 and 13CO J = 1→ 0, observed to-
wards the Polaris Flare, and one of its cores, MCLD 123.5+24.9. The
transition and the telescope are indicated at the top of each panel.
The line intensity is given in main beam brightness temperature, Tmb.
Iso-intensity levels are shown from 2 to 8 in steps of 2 (CfA map), 1
to 11 by 2 (KOSMA), 1 to 4 by 1 (FCRAO), 5 to 17 by 2 (IRAM,
12CO J = 1→ 0), 3 to 11 by 2 (IRAM, 12CO J = 2→ 1), in units of
K km s−1. This Figure is taken from Bensch et al. (2001). . . . . . . . 25
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1.4 The Galactic Center with its surrounding Central Molecular Zone
(CMZ). This image was taken with the NRAO Very Large Array at
20 cm (purple) and with the Caltech Submillimeter Observatory at
1.1 mm (orange). The purple regions are Hii regions which are illu-
minated by supernovae remnants and hot massive stars. The orange
regions are cold dust regions of molecular gas with temperatures of
20 − 30 K. The scale of the CMZ is about ∼ 200pc in radius. The
investigators are Adam Ginsburg and John Bally (University of Col-
orado, Boulder) and Farhad Yusef-Zadeh (Northwestern University). . 33
1.5 Prominent examples of applications using the moving mesh code
Arepo. The left plot shows a Kelvin-Helmholtz instability, while
the right plot illustrates a Sedov-Taylor expansion in a low resolution
calculation, most notably used to study the dynamics of supernova ex-
plosions. Each plot shows the density field overlaid with the Voronoi
tesselation in black. We directly see the big advantage of the unstruc-
tured and moving mesh, which allows us to accurately track the flows
in the simulations with high precision. . . . . . . . . . . . . . . . . . 36
3.1 Illustration of the different line profiles for Γ = σ = 1 in arbitrary
units. This Figure is taken from Bartelmann (2013). . . . . . . . . . . 77
4.1 Flow past a cylinder with Reynolds number R = 0.16 (taken from
Frisch & Kolmogorov, 1995). We observe a left-right and up-down
symmetry as well a space- and time-translation symmetry parallel to
the axis of the cylinder. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2 Flow past a cylinder with Reynolds number R = 140 (taken from
Frisch & Kolmogorov, 1995). The symmetries from Fig. 4.1 are bro-
ken now. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3 Flow past two cylinders with Reynolds number R = 1800 (taken from
Frisch & Kolmogorov, 1995). At the right side, the symmetries are
restored in a statistical sense. . . . . . . . . . . . . . . . . . . . . . . 84
4.4 Phenomenological picture of Kolmogorov turbulence. The picture
shows the Richardson energy cascade. Kinetic energy is injected into
the system at a scale `0, called the injection scale. It cascades with a
constant mean energy rate of dissipation  in the inertial range and is
dissipated into thermal heat below a dissipation scale `c. The picture
was taken from http://cictr.ee.psu.edu (07/12/2015) and was slightly
modified. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.5 Theoretical prediction of the function ζp from the Kolmogorov the-
ory (K41) and the She-Levèque model (SL94). In addition, we show
experimental results by Benzi et al. (1993). As one can see, the SL94
model describes the experimental data much better for higher order
p as the K41 theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
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4.6 The Cantor function is a prominent example for an intermittent func-
tion (taken from Frisch & Kolmogorov, 1995). We see that the self-
similarity is clearly broken in some parts of the function. This is a
strong indicator of intermittent behavior. . . . . . . . . . . . . . . . . 95
5.1 CVI structure function for orders up to p = 6 with the inferred slopes
ζp as a function of spatial scale for one snapshot in time, normalised by
the total box size. The velocity here is weighted by the total density
field for an initial number density of n0 = 300 cm−3. The fitting
range is indicated by a horizontal dashed line. Error bars denote 1-σ
variations for all 3 line-of-sight directions. . . . . . . . . . . . . . . . 105
5.2 Centroid velocities in z-direction for models n30 (left column), n100
(middle column) and n300 (right column). From top to bottom: CV
maps of the total density, H2 and 12CO density followed by CV maps
of the 12CO and 13CO integrated intensities. Each side has a length
of 20 pc. Note that the velocity field of the n30 model uses a different
turbulent seed than the n100 and the n300 model. Black areas in
the 12CO and 13CO map of the n30 model denote regions where the
brightness temperatures are zero along the line-of-sight. We mask
these regions, because no proper centroid velocities can be computed
there. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.3 Slopes ζp of the structure functions against order p for all chemical
models, i.e. the total density, H2 density and the CO density model as
well as the 12CO and 13CO intensity model. For comparison, we also
show the theoretical scaling relations (black lines) from Kolmogorov
(1941), She & Leveque (1994) and Boldyrev et al. (2002), denoted
as K41, SL94 and B02. From top to bottom: runs of the different
initial number densities, i.e. n0 = 300, 100 and 30 cm−3. Error bars
denote temporal and spatial 1-σ fluctuations. Please note that a
direct comparison of the theoretical models with our CV statistics is
complicated due to the projection along the LoS. For a more detailed
discussion about the influence of the projection, we refer the reader
to Sec. 5.4.3 and 5.4.4. . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.4 Fourier energy spectra multiplied by k2 as a function of scale k for
all density models and chemical components, i.e. the total density,
H2 density and the CO density model as well as the 12CO and 13CO
intensities. From top to bottom: runs of the different initial number
densities, i.e. n0 = 300, 100 and 30 cm−3. Error bars denote temporal
and spatial 1-σ fluctuations. In all models, the total density and H2
density cases show a significantly steeper slope compared to the CO
tracer components. The fitting range is indicated by a horizontal
dashed line. Slopes with the fitting errors are given in each plot for
the different species. . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
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6.1 Example of a ∆-variance spectrum, plotted as a function of spatial
scale, normalized by the total box size and averaged over all available
time snapshots. The inferred slope α is also indicated (solid line).
The ∆-variance is computed on a CV map, where the velocities are
weighted by the total density field for an initial number density of
n0 = 300 cm−3. The fitting range is indicated by a horizontal dashed
line. Error bars denote 1-σ spatial and temporal variations. . . . . . . 123
6.2 Logarithmic maps of column density as well as velocity-integrated
intensity along the z-direction for our n30 (left column), n100 (middle
column) and n300 models (right column). From top to bottom we
show the different chemical components: total, H2 and CO column
density as well as the integrated intensity of 12CO and 13CO in the
J = 1 → 0 transition. Each side of the simulation domain has a
length of 20 pc. Note that the velocity field of the n30 model uses a
different turbulent random seed than the n100 and the n300 model.
Furthermore, we caution the reader that our color bars use a different
scaling in the individual plots. . . . . . . . . . . . . . . . . . . . . . . 125
6.3 Same as Fig. 6.2, but with maps of centroid velocities (CV). Black
areas in the 12CO and 13CO intensity map of the n30 model denote
regions where the brightness temperatures are zero along the line-of-
sight. We mask these regions, because no proper centroid velocities
can be computed there. . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.4 ∆-variance spectra as a function of the spatial scale, averaged over
all available time snapshots and the different lines-of-sights x, y and
z. The spatial scale is normalized by the total box size. From top
to bottom: spectra for our three different density models, i.e. n300,
n100 and n30, computed for the centroid velocity (CV) maps. In
each plot we show the ∆-variance spectra for our various chemical
components, i.e. for the total density, H2 and CO density as well
as for the 12CO and 13CO intensity. We use a fitting range from
1/10 to 1/4 of the total box size (0.1 . `/D . 0.25), as constrained
by Federrath et al. (2010) and Konstandin et al. (2012), which is
indicated by a horizontal dashed line and is the same in each density
model. The different power-law functions in the fitting range are
indicated with a black solid line on each spectrum. Furthermore, we
list the slopes α and their errors from a χ2-fit in each plot. . . . . . . 129
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6.5 Same as Fig. 6.4, but computed using maps of integrated intensity
and column density. In this plot, we normalize each curve by the
corresponding value σ20 measured at an arbitrary spatial scale of 5%
of the total box, in order to better compare the spectra computed
for the intensity and column density maps with each other. For a
better visualization, we also show a horizontal dashed line at a value
of σ2∆/σ20 = 1 in each plot. Furthermore, for clarity, we do not plot the
error bars of the individual spectra here. The slopes α and their errors
from a χ2-fit are listed in each plot for all our chemical components. . 131
7.1 Logarithmic column density maps in z-direction for all cloud mod-
els with initial number densities of n0 = 100 cm−3 (left column)
and 1000 cm−3 (right column) for different virial parameters α =
0.5, 1.0, 2.0, 4.0, 8.0 (from top to bottom), showing an extract of the
central cloud regions. In each plot we give the number of sink par-
ticles, the estimated star formation efficiency per free-fall time and
the simulation time. Sink particles are formed during the simulations
and marked with white dots in each map. The side length of each
box shown above corresponds to 74.5 pc and 44.5 pc for the 100 cm−3
and 1000 cm−3 models, respectively. . . . . . . . . . . . . . . . . . . . 149
7.2 Star formation efficiencies per free-fall time against the corresponding
virial α parameter for our fiducial models with n0,seed0 = 100 cm−3 and
n0,seed0 = 1000 cm−3 (Table 7.2) and for one model using a different
seed of the turbulent velocity field with n0,seed1 = 100 cm−3 (Table
C.1). We generally find a decreasing trend of the SFEs with higher
α for all density models. Although there are slight differences in the
individual SFEs between the two models with n0,seed0 = 100 cm−3 and
n0,seed1 = 100 cm−3, we nevertheless find the same general trends of
decreasing ff with increasing α. To illustrate the different trends, we
also fit exponential functions ∝ exp(−cα) to the models and list the
corresponding slopes in the plot. Error bars indicate variations of the
SFE of ∼ 30%, which we conservatively estimate in Section 7.3.1. . . 150
7.3 Left column: Mass-weighted volume density PDFs at different times
for our five virial α parameters, α = 0.5, 1.0, 2.0, 4.0 and 8.0. Right
column: Same as left column, but with column density PDFs. In
order to compute the column density PDFs, our simulations were
projected onto a regular 10242 map. All plots are computed for our
models using an initial number density of n0 = 100 cm−3. . . . . . . . 151
7.4 Same as Fig. 7.3, but for our models using an initial number density
of n0 = 1000 cm−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.5 Mass-weighted temperature PDFs at different times for our five virial
α parameters, α = 0.5, 1.0, 2.0, 4.0 and 8.0, for our models with an
initial number density of n0 = 100 cm−3 (left column) and n0 =
1000 cm−3 (right column). . . . . . . . . . . . . . . . . . . . . . . . . 153
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7.6 Mass of gas M∗ converted to stars (sink particles) as a function of
time for the different virial α parameters for our models with initial
number densities of n0 = 100 cm−3 (top) and n0 = 1000 cm−3 (bottom).157
7.7 Mass accretion rates dM/dt for the corresponding density models and
different virial α parameters given in Fig. 7.6. . . . . . . . . . . . . . 158
8.1 Physical state of the clouds at the end of our simulations. We show
two-dimensional PDFs of gas temperature and number density for
various chemical components for runs with α = 0.5 (left column),
2.0 (middle column), and 8.0 (right column). In the upper row, the
number densities shown are the total particle number density. In the
remaining rows, on the other hand, they are the number density of
the chemical species indicated in the panel (e.g. nH2 , nO, etc.). Note
that the scaling of the density axis therefore differs from panel to
panel. The color coding shows the fraction of the total gas mass in
each logarithmic density and temperature bin. . . . . . . . . . . . . . 173
8.2 Logarithmic column density maps computed along the LoS in the z-
direction for the total density (top row) and the H2 density (bottom
row) for different virial parameters: α = 0.5 (left column), 2.0 (middle
column) and 8.0 (right column). Each side has a length of 44.5 pc.
The initial cloud radius of 8.9 pc is indicated in the bottom panels. . 174
8.3 Total mass per unit logarithmic column density for the total and the
H2 gas as shown in Fig. 8.2 for our different virial parameters: α = 0.5
(top), 2.0 (middle) and 8.0 (bottom). . . . . . . . . . . . . . . . . . . 175
8.4 Velocity-integrated intensity maps computed along the LoS in the
z-direction for different virial parameters: α = 0.5 (left column),
2.0 (middle column) and 8.0 (right column). From top to bottom:
integrated intensity maps for 12CO (J = 1→ 0), 13CO (J = 1→ 0),
[Oi] (63µm), [Oi] (145µm) and [Cii] (158µm). Note the different
scaling in the colorbars at the right hand side. Each side has a length
of 44.5 pc. The initial cloud radius of 8.9 pc is indicated in the bottom
panels. The contour lines show the threshold values given in Table 8.3.179
8.5 Log-log plot showing velocity-integrated intensities against total col-
umn density for different virial parameters: α = 0.5 (left column), 2.0
(middle column) and 8.0 (right column). Shown are all our tracers
presented in Table 8.2. In each plot, the mean value is indicated by
a black solid line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
8.6 Same as Fig. 8.5, but with the column density of H2. . . . . . . . . . 181
8.7 Cumulative fraction of the total (top row) and H2 (bottom row) mass
in the cloud for different virial parameters α = 0.5 (left column),
2.0 (middle column) and 8.0 (right column), traced by our various
chemical components presented in Table 8.2, as a function of the
minimum velocity-integrated intensity in the line. . . . . . . . . . . . 183
248
CHAPTER G G.1 List of Figures
8.8 Logarithmic maps of the CO-to-H2 conversion factor,XCO = NH2/WCO,
for the three models: α = 0.5 (top), 2.0 (middle) and 8.0 (bottom).
The average XCO-factor values are given in Table 8.5. We see that
only the inner parts of the cloud yield the canonical XCO-factor value
on average, while the outer cloud regions exhibit significantly larger
XCO values. The gray background denotes regions where the CO
emission is zero. Hence, it is impossible to compute a value for XCO
there. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
9.1 Logarithmic column density maps computed along the LoS in the z-
direction for the total density for different virial parameters: α = 0.5
(left), 2.0 (middle) and 8.0 (right). Each side has a length of 44.5 pc.
The initial cloud radius of 8.9 pc is indicated in each panel. . . . . . . 194
9.2 Velocity-integrated intensity maps computed along the LoS in the
z-direction for different virial parameters: α = 0.5 (left column),
2.0 (middle column) and 8.0 (right column). From top to bottom:
integrated intensity maps for 12CO (J = 1→ 0), 13CO (J = 1→ 0),
[Oi] (63µm), [Oi] (145µm) and [Cii] (158µm). Note the different
scaling in the colorbars at the right hand side. Each side has a length
of 44.5 pc. The initial cloud radius of 8.9 pc is indicated in the bottom
panels. The contour lines show the threshold values given in Table 3
in Paper I. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
9.3 Logarithmic maps of density-weighted mean temperatures computed
via Eq. 9.4 along the z-direction for the different virial parameters:
α = 0.5 (left), 2.0 (middle) and 8.0 (right). Each box has a size of
44.5 pc. The initial cloud radius of 8.9 pc is indicated in each panel.
The temperatures extend from ∼ 50− 100K in the coldest regions to
∼ 10.000K in the hottest regions around each cloud. . . . . . . . . . 196
9.4 Maps of 1D rms velocity dispersions σ for the total gas mass computed
along the z-direction for the different virial parameters: α = 0.5 (left
column), 2.0 (middle column) and 8.0 (right column). In the first row,
we show the velocity dispersions coming from the turbulent velocity
field. In the second row, we show the velocity dispersions coming
from the thermal contribution of the gas, computed via Eq. 9.3 with
temperatures shown in Fig. 9.3. The third row shows the square root
of the geometrical sum, σ2tot = σ2turb + σ2therm, of both turbulent and
thermal contributions. Note the different scaling in the colorbars at
the right hand side. Each box has a length of 44.5 pc. The initial
cloud radius of 8.9 pc is indicated in the bottom panels. . . . . . . . . 197
9.5 Temporal evolution of both kinetic and thermal energy for our three
models with α = 0.5, 2.0 and 8.0 in our simulations. The energy scale
is normalized to a constant value of 1050 erg. . . . . . . . . . . . . . . 200
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9.6 Maps of velocity dispersions σ computed along the z-direction via Eq.
9.1 for different virial parameters: α = 0.5 (left column), 2.0 (middle
column) and 8.0 (right column). From top to bottom: velocity dis-
persions for models of 12CO (J = 1 → 0), 13CO (J = 1 → 0), [Oi]
(63µm), [Oi] (145µm) and [Cii] (158µm). Note the different scaling
in the colorbars at the right hand side. Each side has a length of
44.5 pc. The initial cloud radius of 8.9 pc is indicated in the bottom
panels. The gray background in the 12CO and 13CO maps denotes
regions where the abundances of CO are zero. Hence, it is impossible
to compute a value for the velocity dispersions there. . . . . . . . . . 201
9.7 Mean brightness temperatures (first row) as well as mean brightness
temperatures normalized by the maximum value (second row) against
the internal cloud velocity for our various tracers given in Table 9.1 for
different virial parameters α = 0.5 (left column), 2.0 (middle column)
and 8.0 (right column). The spectra are computed by using Eq. 9.1,
but this time we take the mean value of all brightness temperatures
at a given velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
9.8 Temporal evolution of the virial α parameter for our three models
with α = 0.5, 2.0 and 8.0 in our simulations. . . . . . . . . . . . . . . 204
10.1 Two of the most promising telescopes for upcoming astronomical re-
search: the Atacama Large Millimeter/submillimeter Array (ALMA,
left) and the Global Astrometric Interferometer for Astrophysics (GAIA,
right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
A.1 Slopes ζp of the structure functions against order p for all chemical
models, i.e. the total density, H2 density and the CO density model as
well as the 12CO and 13CO intensity model. From top to bottom: runs
of different simulations of 5123 and 2563 grid cells with a fixed initial
number density of n0 = 100 cm−3. Error bars denote temporal and
spatial 1-σ fluctuations. Although the individual slope values might
be different for the distinct resolutions, the relative scaling behaviour
of ζp is conserved. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
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A.2 Fourier energy spectra multiplied by k2 as a function of scale k for
all chemical components, i.e. the total density, H2 density and the
CO density model as well as the 12CO and 13CO intensities. From
top to bottom: runs of different simulations of 5123 and 2563 grid
cells with a fixed initial number density of n0 = 100 cm−3. Error
bars denote temporal and spatial 1-σ fluctuations. In all models,
the total density and H2 density cases show a significantly steeper
slope compared to the CO tracer components. The fitting range is
indicated by a horizontal dashed line. Slopes with the fitting errors are
given in each plot for the different species. Although the individual
slope values might be different for the distinct resolutions, the relative
scaling behaviour of the energy spectra is conserved. . . . . . . . . . . 222
B.1 Same as Fig. 6.4, but with runs of different resolutions with 5123 and
2563 grid cells with a fixed initial number density of n0 = 100 cm−3,
computed for the centroid velocity (CV) maps. We find similar α
values for the total density and the H2 density models, while the
values α differ by up to ∼ 20− 30% between the different resolution
models for the various CO tracers. . . . . . . . . . . . . . . . . . . . . 224
B.2 Same as Fig. 6.4, but with the ∆-variance spectra for the H2 and CO
density models for a fixed initial number density of n0 = 100 cm−3
and a resolution of 5123 grid cells, computed for the centroid velocity
(CV) maps. In order to analyze the impact of the filter function and
its diameter ratio on our results, we compute the H2 and CO density
spectra using both a Mexican hat with a diameter ratio of 1.5 and a
French hat with a diameter ratio of 3.0. We do not find any significant
differences in the slopes α within the fitting errors if we use another
filter function for the ∆-variance analysis. . . . . . . . . . . . . . . . 225
C.1 Same as Fig. 7.6 and 7.7, but using a different random seed for the
turbulent velocity field. The number of sink particles formed by the
end of each run, as well as the SFEs, are given in Table C.1. . . . . . 228
D.1 Emission PDFs for our various tracers for different resolution models
with 1283, 2563 and 5123 grid cells for clouds with α = 2.0. . . . . . . 230
D.2 Example of emission PDFs for the 12CO tracer for the resolution
model with 5123 grid cells. We choose the intermediate cloud model
with α = 2.0. The above figure shows the emission PDF for the x-, y-
and z-direction. Although there are slight variations in the different
PDFs, the bulk emission is the same for all directions. . . . . . . . . . 231
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D.3 Emission PDFs for our various atomic tracers for a fixed resolution
of 5123 grid cells for clouds with α = 2.0. Shown are the PDFs given
in Fig. D.1 (with CO) together with PDFs computed from additional
runs of radiative transfer post-processing with updated abundances of
carbon and oxygen assuming zero CO abundances in our simulations
(without CO). We do not find significant changes in the different
emission PDFs of the atomic tracers. . . . . . . . . . . . . . . . . . . 233
G.2 List of Tables
1.1 Different observable properties of various molecular cloud types and
some famous examples, taken from Stahler & Palla (2006). . . . . . . 24
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5.1 Overview of the different models with some characteristic values for
the last snapshot. From top to bottom we list: mean number density,
resolution, box size, time of the last snapshot, mean sonic Mach num-
ber, mean Alfvén Mach number, ratio of density dispersion and mean
density, mass-weighted mean abundances of H2 (i.e. the percentage
of atomic hydrogen that has been converted to H2, see Glover &
Mac Low, 2011), mean volume- and mass-weighted H2 and CO num-
ber density, mean volume- and mass-weighted temperature and mean
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5.2 Spectral slopes for all chemical components and density models shown
in Figure 5.4. In order to compare our spectral slope values α to those
given in Lazarian & Pogosyan (2004), we have to subtract a value of
-2, i.e. β = α − 2. Independent of the individual component, we
observe a saturation of the spectral slopes to a value of β ≈ −3. . . . 113
6.1 Overview of our different models with some characteristic values mea-
sured for the last time snapshot. From top to bottom we list: mean
number density, resolution, box size, time of the last snapshot, mean
sonic Mach number, mean Alfvén Mach number, ratio of density dis-
persion and mean density, mass-weighted mean abundances of H2 (i.e.
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CO number densities, mean volume- and mass-weighted temperature
and mean column densities of H2 and CO. . . . . . . . . . . . . . . . 127
252
CHAPTER G G.2 List of Tables
6.2 Spectral slope of the ∆-variance spectrum, computed using centroid
velocities weighted by the indicated quantity (see also Fig. 6.4). The
errors are computed by the χ2 fitting method. The slope α is related
to the ∆-variance via σ2∆(`) ∝ `α in a linear regime. The values α can
also be used to compute spectral slopes γ = α/2 for a linewidth-size
relation σ∆(`) ∝ `γ, readily comparable to observational measurements.128
6.3 Same as Table 6.2, but for the ∆-variance computed directly from
maps of integrated intensity and column density, as defined in equa-
tion (6.3) and (6.4). The corresponding ∆-variance spectra are shown
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7.1 Initial conditions for our different cloud models. For each run, we
list the virial α parameter, the initial number density, the spherical
cloud radius, the velocity dispersion, the free-fall time and the scaling
factor of the interstellar radiation field (ISRF) and the cosmic ray flux
(CRF) relative to the solar neighourhood value. For comparison, we
also list the parameters for the GC cloud G0.253+0.016, known as
“the Brick”, which are given in Table 2 in Longmore et al. (2012). . . 147
7.2 The star formation efficiencies ∆t give the amount of gas being con-
verted to sink particles within a time ∆t = tend − t∗ < tff, where tend
denotes the end of our simulation and t∗ the time when the first star
forms. Nsink gives the total number of sink particles formed during
the time ∆t. To calculate the SFEs per free-fall time, ff, we extrap-
olate based on ∆t, assuming that the SFR between tff and tend is the
same as between t∗ and tend. Some simulations with lower α values
are not evolved until one free-fall time, which is due to the high com-
putational costs of the individual runs. Nevertheless, we let all those
simulations evolve until a ∆t of at least ∼ 4% is reached. . . . . . . . 148
8.1 Overview of the initial conditions for our different cloud models. . . . 167
8.2 Tracer name and type, quantum mechanical transition, wavelength λ
and frequency ν of various fine structure lines, which we model with
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8.3 Threshold valuesWthresh used for the integrated intensity maps in Fig.
8.4 in order to estimate the effective cloud radius Reff. The values are
chosen such that the denser cloud regions can be clearly separated
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