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Abstract
We study the Dirac equation:
−i∂tψ = ich¯
3∑
k=1
αk∂kψ −mc2βψ + ∇ψG(x,ψ),
and obtain existence and multiplicity results of stationary solutions for several classes of nonlinear-
ities G :R3 × C4 → R modeling various types of interaction. A typical result states that if G(x,u)
depends periodically on x and is even in u, the problem has infinitely many geometrically different
localized solutions. The arguments are variational. The associated Lagrangian functional is strongly
indefinite and the Palais–Smale condition does not hold. We apply some recently developed critical
point theorems.
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We are concerned with the existence and multiplicity of stationary states for the nonlin-
ear Dirac equation
−i∂tψ = ich¯
3∑
k=1
αk∂kψ −mc2βψ + ∇ψG(x,ψ), (1.1)
for the function ψ :R×R3 → C4 representing the wave function of the state of an electron.
Here x = (x1, x2, x3) ∈ R3, ∂k = ∂/∂xk , G : R3 × C4 → R, c denotes the speed of light,
m> 0 the mass of the electron, h¯ is Planck’s constant, and α1, α2, α3 and β are the 4 × 4
complex matrices:
β =
(
I 0
0 −I
)
, αk =
(
0 σk
σk 0
)
, k = 1,2,3,
with
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
Such an equation has been widely used to build relativistic models of extended particles
in relativistic quantum mechanics (cf. [7,13]). Assuming that G satisfies G(x, eiθψ) =
G(x,ψ) for all θ ∈ R, we are looking for solutions of the form ψ(t, x) = eih¯ϑtu(x). These
are the stationary solutions of (1.1). The function u :R3 → C4 has to solve
−ich¯
3∑
k=1
αk∂ku+mc2βu = ∇uG(x,u)− h¯ ϑu. (1.2)
The solutions we find are localized in the sense u ∈⋂2q<∞ W 1,q (R3,C4).
Dividing (1.2) by h¯c, we are led to study
−i
3∑
k=1
αk∂ku+ aβu+ωu = Fu(x,u) (D)
where a > 0 and ω ∈ R. In [18] one can find a discussion of functions F which have been
used to model various types of self-coupling. We shall always assume that Fu(x,u) =
o(|u|) as |u| → 0. In recent years a number of papers appeared dealing with the existence
and multiplicity of stationary solutions. In [1,2,8,17] the so-called Soler model
F(u) = 1H(u˜u), H ∈ C2(R,R), H(0) = 0, where u˜u := (βu,u)C4 (1.3)2
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the type
u(x) =
(
v(r)
(1
0
)
iw(r)
( cos θ
sin θeiφ
)) . (1.4)
This ansatz leads to a system of ODEs for v(r),w(r), r = |x|, which can be solved using
the shooting method. Of course, suitable hypotheses on H were required, and the approach
depends heavily on the special form of F and the ansatz (1.4). Another model nonlinearity
studied in [14,18] is
F(u) = 1
2
|u˜u|2 + b|u˜αu|2 where u˜αu := (βu,αu)C4 , α := α1α2α3
with b > 0. In [12] variational methods are used for the Soler model (1.3) provided the
main additional assumption
H ′(s) · s  θH(s) for all s ∈ R, some θ > 1
holds. The authors obtain infinitely many solutions for the Soler model exploiting the inher-
ent symmetry F(u) = F(−u). They work on the space Es ⊂ H 1/2(R3,C4) of functions
of the form (1.4) and perturb the function F appropriately so that the perturbed varia-
tional integral satisfies the Palais–Smale condition. Then they apply well-known variational
methods to the perturbed functional on Es . Solutions of (D) are obtained by carefully con-
trolling the passage to the limit from the perturbed functionals to the unperturbed one.
The paper [12] also deals with more general nonlinearities F(u) where (1.3) does not
hold and the ansatz (1.4) does not apply. The authors show the existence of one (nontrivial)
solution provided F ∈ C2(C4,R) satisfies various growth and sign conditions. An example
of such a general nonlinearity is the function
F(u) = μ(|uu˜|τ1 + b|u˜αu|τ2), τ1, τ2 ∈ (1,3/2), μ, b > 0.
Here one cannot work on the space Es and the Palais–Smale condition does not hold even
for the perturbations, due to the invariance of (D) under translations. The idea of [12] is
to produce a Palais–Smale sequence by a linking argument and then to use concentration
compactness arguments in order to obtain a solution. [12] does not contain a multiplicity
result in the general case. The problem here is that the solutions are not obtained as strong
limits from the Palais–Smale sequence but only as weak limits (after suitable translations).
Thus even when one has different linkings producing different Palais–Smale sequences it
is not clear how to distinguish the weak limits.
Motivated by [12] we investigate the Dirac equation by using some recently developed
critical point theorems from [5]. The class of nonlinearities which we treat differs in two
ways from those in the other papers mentioned above. First, F = F(x,u) may depend
on x and is periodic in each of the variables x1, x2, x3. Second, F(x,u) is asymptotically
quadratic or superquadratic in u as |u| → ∞. Consequently, F(x,u) → ∞ as |u| → ∞
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vanish even for large values of |u|.
We obtain infinitely many solutions if F is even, not only for superquadratic F but also
in the asymptotically quadratic case. We only require |ω| < a, not −a < ω < 0 as in the
other papers. The multiplicity result has to be interpreted carefully. As a consequence of the
periodicity of F(x,u) in x1, x2, x3, given a solution u any translate k∗u = u(·+k), k ∈ Z3,
is also a solution. Thus there exists a Z3-orbit of solutions. The infinitely many solutions
which we obtain correspond to different Z3-orbits. Observe that, when F is independent
of x then one solution u generates a 3-dimensional manifold of solutions y ∗ u = u(· + y),
y ∈ R3, consisting of infinitely many Z3-orbits. In this case we do not obtain any additional
solutions.
The Z3-periodicity has another effect: the functional associated to the problem does not
satisfy the Palais–Smale condition. In [9] a weaker version of the Palais–Smale condition
was introduced for a Z-periodic problem; see also [20]. It was shown that this condition
suffices to yield a deformation lemma. However, in these papers the functionals are of
mountain pass type which is not the case here. In fact, our functional is strongly indefinite.
In [3–5] we developed some critical point theory for strongly indefinite functionals satis-
fying a weak version of the Palais–Smale condition closely related to the one from [9],
adapted to the strongly indefinite case. This critical point theory can be used here.
The above mentioned results also apply to the more general equation
−i
3∑
k=1
αk∂ku+
(
V (x)+ a)βu+ωu = Fu(x,u) (D)V
with a potential V periodic in the xk-variables. We also have results if neither V nor F
are periodic provided there is some control on V (x) as |x| → ∞ which excludes the case
that V is constant. Here we obtain infinitely many solutions even if F is independent of x.
These results hold with h¯ > 0 being arbitrarily fixed in (1.1). Finally, we treat the singular
limit case h¯ → 0. For a certain class of potentials V and nonlinearities F we can show that
the number of stationary states becomes arbitrarily large as h¯ → 0.
The paper is organized as follows. In Section 2 we state the hypotheses and our main
results. In Sections 3 and 4 we formulate the variational setting and provide basic estimates
on the spectrum of the linearization. After collecting in Section 5 the abstract critical point
theorems which we need, we prove our theorems for asymptotically quadratic F in Sec-
tion 6, and for superquadratic F in Section 7. Finally, in Section 8 we consider the singular
limit h¯ → 0.
2. Main results
We consider the equation
−i
3∑
αk∂ku+ aβu+ωu = Fu(x,u) (D)
k=1
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(ω) ω ∈ (−a, a);
(F0) F ∈ C1(R3 × C4, [0,∞));
(F1) F (x,u) is 1-periodic in xk , k = 1,2,3.
This includes the case where F ∈ C1(C4, [0,∞)) does not depend on x. For our first results
we also require
(F2) Fu(x,u) = o(|u|) as u → 0 uniformly in x ∈ R3.
Concerning the behaviour of F as |u| → ∞ we begin with the asymptotically quadratic
case. Setting
ω0 := min{a +ω,a −ω} and Fˆ (x,u) := 12Fu(x,u) · u− F(x,u),
we require:
(F3) There exists b > a +ω such that |Fu(x,u)− bu| · |u|−1 → 0 as |u| → ∞ uniformly
in x.
(F4) Fˆ (x,u)  0, and there exists δ1 ∈ (0,ω0) such that Fˆ (x,u)  δ1 whenever
|Fu(x,u)| (ω0 − δ1)|u|.
Theorem 2.1. Let (ω) and (F0)–(F4) be satisfied. Then (D) has at least one nontrivial
solution u ∈⋂τ2 W 1,τ (R3,C4). (D) has infinitely many geometrically distinct solutions
u ∈⋂τ2 W 1,τ (R3,C4) if in addition to the above assumptions F is even in u and satisfies
(F5) F ∈ C2(R3 × C4, [0,∞)), and there are ν ∈ [0,1), c1 > 0 such that |Fuu(x,u)| 
c1(1 + |u|ν).
Here two solutions u1 and u2 are said to be geometrically distinct if k ∗ u1 	= u2 for
all k ∈ Z3 where (k ∗ u)(x) = u(x + k). As mentioned already in the introduction, if F
does not depend on x then the infinitely many geometrically distinct solutions may all be
translates of the form y ∗ u of one solution u with y ∈ R3.
Next we consider the superquadratic case where we assume:
(F6) F (x,u)|u|−2 → ∞ as |u| → ∞ uniformly in x.
(F7) Fˆ (x,u) > 0 if u 	= 0, and there are σ > 3 and r, c2, c3 > 0 such that,
(i) Fˆ (x,u) c2|u|2 if |u| r ,
(ii) |Fu(x,u)|σ  c3Fˆ (x,u)|u|σ if |u| r .
The hypothesis (F7)(i) can be weakened. It is sufficient to require that Fˆ (x,u) → ∞ as
|u| → ∞ uniformly in x ∈ R3. We assume (F7)(i) for simplicity.
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nontrivial solution u ∈⋂τ2 W 1,τ (R3,C4). If moreover F is even and satisfies (F5), then
(D) has infinitely many geometrically distinct solutions u ∈⋂τ2 W 1,τ (R3,C4).
Now we consider equations with a Soler potential:
−i
3∑
k=1
αk∂ku+ (V (x)+ a)βu+ωu = Fu(x,u). (D)V
We are interested in the influence of the potential V :R3 → R on the existence of solutions.
First we consider periodic potentials:
(V1) V ∈ C1(R3, [0,∞)), and V (x) is 1-periodic in xk for k = 1,2,3.
The hypotheses (F3) and (F4) will be replaced by
(F ′3) There exists b ∈ C1(R3,R) with |Fu(x,u)−b(x)u||u|−1 → 0 as |u| → ∞ uniformly
in x, and infb(R3) > supV (R3)+ a +ω.
(F ′4) Fˆ (x,u) > 0 if u 	= 0, and there are κ ∈ (0,2) and R > 0 such that Fˆ (x,u) c1|u|κ
if |u|R.
Theorem 2.3. Let (ω), (V1) and (F0)–(F2), (F ′3), (F ′4) be satisfied. Then (D)V has at least
one nontrivial solution u ∈⋂τ2 W 1,τ (R3,C4). If in addition F is even and (F5) holds
then (D)V has infinitely many geometrically distinct solutions u ∈⋂τ2 W 1,τ (R3,C4).
Here are some examples where the assumptions apply.
Example 2.4.
(a) F(x,u) = 1
2
b(x)|u|2
(
1 − 1
ln(e + |u|)
)
.
(b) F(x,u) = b(x)ϕ( 12 |u|2) where ϕ : [0,∞) → [0,∞) is of class C2 with ϕ(0) = ϕ′(0) =
0, and ϕ′(s) → 1 as s → ∞, ϕ′′(s) 0.
(c) Fu(x,u) = f (x, |u|)u, where f (x, s) is even in s; f (x, s) → 0 as s → 0 uniformly
in x; f (x, s) is nondecreasing for s ∈ [0,∞); and f (x, s) → b(x) as s → ∞.
Theorem 2.5. Let (ω), (V1) and (F0)–(F2), (F6), (F7) be satisfied. Then (D)V has at least
one nontrivial solution u ∈ ⋂τ2 W 1,τ (R3,C4). If (F5) also holds and F is even then
(D)V has infinitely many geometrically distinct solutions u ∈⋂τ2 W 1,τ (R3,C4).
Theorem 2.2 is a special case of Theorem 2.5. Comparing Theorems 2.1 and 2.3 one
sees that assumption (F ′4) is somewhat stronger than (F4). We also have some explicit
examples of possible nonlinearities.
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(a) F(x,u) = a(x)
(
|u|2 ln(1 + |u|)− 1
2
|u|2 + |u| − ln(1 + |u|)).
(b) F(x,u) = a(x)
(
|u|μ + (μ− 2)|u|μ− sin2
( |u|

))
where μ ∈ (2,3) and 0 <  < μ− 2.
(c) (F6) and (F7) hold if there are q > 2 and κ > 3/2 such that 0 < qF(x,u) 
Fu(x,u) · u if u 	= 0, and |Fu(x,u)|κ  c1(1 + Fu(x,u) · u).
Next we consider Soler potentials of the harmonic oscillator type:
(V2) V ∈ C1(R3,R); for each b > 0 the set V b := {x ∈ R3: V (x) b} has finite Lebesgue
measure.
This hypothesis is satisfied if V (x) → ∞ as |x| → ∞, for instance.
Theorem 2.7. Let (V2), (F0) and (F6), (F7) be satisfied. Then (D)V has at least one
nontrivial solution u ∈ ⋂τ2 W 1,τ (R3,C4). If moreover F is also even in u then (D)V
has infinitely many solutions u ∈⋂τ2 W 1,τ (R3,C4).
Remark 2.8. In Theorem 2.7 we only considered superquadratic nonlinearities. With the
methods developed in this paper it is easily possible to consider asymptotically quadratic
nonlinearities, and to obtain multiple solutions if the asymptotic term b(x) is large enough.
Observe that in Theorem 2.7 we do not make any restriction on the number ω, and we do
not need assumptions like (F4) except for F being even. Moreover, the proof will show
that in the even case there exists a sequence of solutions having the energy unbounded.
Finally, we study (1.1) in the the singular case 0 < h¯ 
 1 with a nonlinearity of the
form
Gh¯(x,u) = −1
2
(
q(x)+ h¯b)u¯u+ 1
p
f (x)|u|p.
Dividing (1.1) by c and re-organizing the terms yields the equation
−ih¯
3∑
k=1
αk∂ku+
(
V (x)+ h¯a)βu+ h¯ωu = g(x)|u|p−2u. (2.1)
Setting λ = 1/h¯ and v = λ1/(p−2)u, we are led to study the equation
−i
3∑
k=1
αk∂ku+
(
λV (x)+ a)βu+ωu = g(x)|u|p−2u (D)λ
with a > 0 and λ > 0 large. We assume:
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(i) Ω := intV −1(0) 	= ∅;
(ii) ∇V ∈ L∞ and there is b > 0 such that the set V b := {x ∈ R3: V (x)2 −
|∇V (x)| b} has finite Lebesgue measure.
Theorem 2.9. Let (ω) and (V3) be satisfied, and assume p ∈ (2,3) and 0 < infg(R3) 
supg(R3) < ∞. Then, for each k ∈ N there exists Λk  1 such that (D)λ has at least k
pairs of solutions in ⋂τ2 W 1,τ (R3,C4), provided λΛk .
3. Variational setting
We will denote by | · |p the usual Lp norm for p ∈ [1,∞]. For V ∈ L2loc(R3,R) the
operator A := −i∑3k=1 αk∂k + (V (x)+ a)β is a selfadjoint operator in L2 = L2(R3,C4)
(cf. [11]). It is unbounded from above and from below. In order to investigate the spectrum
of A we consider
A2 = −Δ+ (V + a)2 + i
3∑
k=1
βαk∂kV .
Let σ(S), σd(S), σe(S) and σc(S) denote, respectively, the spectrum, the discrete spectrum
(i.e., the set of eigenvalues of finite multiplicity), the essential spectrum and the continuous
spectrum of a self-adjoint operator S on L2.
Lemma 3.1.
(a) If V ≡ 0, then σ(A2) = [a2,∞).
(b) If (V1) holds then σ(A2) ⊂ [a2,∞).
(c) If (V2) holds then σ(A2) = σd(A2) = {μn: n ∈ N} with 0 μ1  μ2  μ3  · · · and
μn → ∞.
Proof. (a) is obvious. (b) follows from the inequality
(
A2u,u
)
L2 =
((
−i
3∑
k=1
αk∂k + Vβ
)
u,
(
−i
3∑
k=1
αk∂k + Vβ
)
u
)
L2
+ a2(u,u)L2 + 2a(V u,u)L2
 a2(u,u)L2 + 2a(V u,u)L2 . (3.1)
(c) Suppose (V2) holds and define
W(x) := (V (x)+ a)2 + i 3∑βαk∂kV (x).
k=1
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Cb :=
{
x ∈ R3: sup
|ξ |=1
(
W(x)ξ, ξ¯
)
C4 < b
}
⊂ V b.
Setting Wb := W − b, W+b = max{0,Wb}, W−b = min{0,Wb} and Sb = −Δ+ (a2 + b)+
W+b we have A2 = Sb + W−b . Using Cb ⊂ V b it is easy to check that W−b is compact
relative to Sb (cf. [6]). Hence, by a theorem of Weyl
σe
(
A2
)= σe(Sb) ⊂ σ(Sb) ⊂ [a2 + b,∞).
Since b > 0 is arbitrary it follows that σ(A2) = σd(A2). Finally, since A2 is unbounded
from above, μn → ∞. 
The domain D =D(A) of A is a Hilbert space with inner product
(u, v)D = (Au,Av)L2 + (u, v)L2 .
Lemma 3.2.
(a) If (V1) is satisfied, then D = H 1(R3,C4) with equivalent norms.
(b) If (V2) is satisfied, then D embeds continuously into H 1(R3,C4) and compactly into
Lτ (R3,C4) for all τ ∈ [2,6).
Proof. (a) is clear. For (b) it suffices to proveD ↪→ L2(R3,C4) compactly. Let (en)n∈N be
an orthonormal basis of eigenfunctions of A2 associated to the eigenvalues μn, n ∈ N, and
set Lk = span{e1, . . . , ek}. Let Pk :D → Lk denote the orthogonal projection. Consider a
weakly converging sequence un ⇀ u in D, and define wn = un −u and C := supn ‖wn‖2D .
Given ε > 0 we choose k ∈ N so that C/μk < ε/2. Since Pkwn → 0 as n → ∞ there exists
n0 ∈ N so that ‖Pkwn‖2D < ε/2 for n n0. Therefore we have
|wn|22 = |Pkwn|22 +
∣∣(I − Pk)wn∣∣22 < ε2 + ε2 = ε
for n n0. This proves that un → u in L2. 
Now we consider the operator A. Let (Eγ )γ∈R and (Fγ )γ0 denote the spectral families
of A and A2, respectively. Recall that
Fγ = Eγ 1/2 −E−γ 1/2−0 = E[−γ 1/2,γ 1/2] for all γ  0; (3.2)
see [11, (3.96) in Chapter VIII].
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(a) If V ≡ 0 then σ(A) = (−∞,−a] ∪ [a,∞).
(b) If (V1) holds, then σ(A) = σc(A) ⊂ (−∞,−a] ∪ [a,∞) and infσ(|A|)  a +
supV (R3).
(c) If (V2) holds then σ(A) = σd(A) = {±μ1/2n : n ∈ N}.
Proof. (a) can be obtained directly by Fourier analysis (cf. [12]).
(b) Assume (V1) holds. Using (3.1) and Lemma 3.3(b) we obtain
dim
(
E[−γ 1/2,γ 1/2]L2
)= dim(FγL2)= 0 for 0 γ < a2,
hence σ(A) ⊂ R \ (−a, a). If A has an eigenvalue η with eigenfunction u 	= 0 then
A2u = η2u, so η2 is an eigenvalue of A2 contradicting the well-known fact that
σ(A2) = σc(A2) (cf. [19]). It follows that A has only continuous spectrum. Finally,
since σ(−i∑3k=1 αk∂k) = R there exists a sequence un ∈ H 1 with |un|2 = 1 and
| − i∑3k=1 αk∂kun|2 → 0. This implies
|Aun|2 
∣∣∣∣∣−i
3∑
k=1
αk∂kun
∣∣∣∣∣
2
+ ∣∣(V + a)un∣∣2  o(1)+ a + supV (R3)
and (b) follows.
(c) By Lemma 3.1(c), for all γ  0 we have
dim
(
E[−γ 1/2,γ 1/2]L2
)= dim(FγL2)< ∞,
hence σ(A) = σd(A) ⊂ {±μ1/2n : n ∈ N}. For γ = μn we have
0 	= Fγ − Fγ−0 = (Eγ 1/2 −Eγ 1/2−0)+ (E−γ 1/2 −E−γ 1/2−0).
Assume γ 1/2 is an eigenvalue of A, so Eγ 1/2 − Eγ 1/2−0 	= 0. Let u be a corresponding
eigenfunction and set
J :=
(
0 I2
−I2 0
)
where I2 is the unit matrix in C2. Then
αkJ = −J αk for k = 1,2,3 and βJ = −J β.
Setting v = J u one has
Av = AJ u = −JAu = −J γ 1/2u = −γ 1/2v,
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an eigenvalue of A. 
Observe that we have an orthogonal decomposition
L2 = L− ⊕L0 ⊕L+, u = u− + u0 + u+,
such that A is negative definite on L−, positive definite on L+, and vanishes on L0. Clearly,
L0 = {0} if V (x) ≡ 0 or if (V1) holds.
Let E =D(|A|1/2) be the Hilbert space equipped with the inner product
(u, v) = (|A|1/2u, |A|1/2v)
L2 +
(
u0, v0
)
L2
and norm ‖u‖ = (u,u)1/2. There is an induced decomposition
E = E− ⊕E0 ⊕E+ where E± = E ∩L±, E0 = E ∩L0,
which is orthogonal with respect to both (·,·)L2 and (·,·).
Lemma 3.4.
(a) If (V1) holds then E = H 1/2(R3,C4) with equivalent norms, and a|u|22  ‖u‖2;
(b) If (V2) holds then E ↪→ H 1/2(R3,C4), and E embeds compactly into Lτ (R3,C4) for
all τ ∈ [2,3).
Proof. The lemma follows easily from Lemma 3.2 and an analysis of interpolation spaces.
In fact, using the (complex) interpolation [·,·]θ (see [19]) we have E = [D,L2]1/2. By
Lemma 3.2, if (V1) holds then
[D,L2]1/2 ∼= [H 1,L2]1/2 = H 1/2,
and if (V2) holds then the embedding
[D,L2]1/2 ↪→ [H 1,L2]1/2 = H 1/2
is continuous. Moreover in the case of (V2), using Lemma 3.3(c) and the proof of
Lemma 3.2(b) one sees that E embeds compactly into Lτ for τ ∈ [2,3). 
The solutions of the equations (D) and (D)V will be obtained as critical points of the
functional
Φ(u) = 1
2
(‖u+‖2 − ‖u−‖2 +ω|u|22)−
∫
3
F(x,u), (3.3)
R
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(1 −E0)−E0−. If u ∈ E is a critical point of Φ then for all ϕ ∈ C∞0
0 = (u+ − u−, ϕ)+ω(u,ϕ)L2 −
∫
R3
Fu(x,u)ϕ
= (u,Aϕ)L2 +ω(u,ϕ)L2 −
∫
R3
Fu(x,u)ϕ =
(
u, (A+ω)ϕ)
L2 −
∫
R3
Fu(x,u)ϕ,
hence u is a weak solution of (D) or (D)V . Now a bootstrap argument (see [12]) yields
u ∈ W 1,τ (R3,C4) for all τ  2.
4. Parameter-dependent spectral properties
In this section we assume that (V3) is satisfied and investigate the spectrum of the op-
erator Aλ := −i∑3k=1 αk∂k + (λV (x) + a)β as λ → ∞. Aλ is a selfadjoint operator in
L2 = L2(R3,C4) with
A2λ = −Δ+ (λV + a)2 + iλ
3∑
k=1
βαk∂kV .
The matrix valued function x → (λV (x) + a)2 + iλ∑3k=1 βαk∂kV (x) may be negative
definite somewhere. Let (Eλγ )γ∈R and (F λγ )γ0 denote the spectral families of Aλ and A2λ,
respectively, and define
μe
(
A2λ
) := inf{μ: μ ∈ σe(A2λ)},
λ := dim
(
Fλγ−
(
L2
))
, where γ = μe
(
A2λ
)
.
Similarly to Lemma 3.1 we have
Lemma 4.1.
(a) σ(A2λ) ⊂ [a2,∞) for every λ 0.
(b) σe(A2λ) ⊂ [a2 + λ2b,∞) and σ(A2λ)∩ [0,μe(A2λ)) ⊂ σd(A2λ) for every λ 1.
Proof. (a) Similar to (3.1) we have for u ∈D(A2λ):
(
A2λu,u
)
L2 = (Aλu,Aλu)L2  a2(u,u)L2 + 2aλ(V u,u)L2 (4.1)
so σ(A2) ⊂ [a2,∞) for λ 0.λ
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Wλ(x) = λ
(
λV (x)2 − λb + 2aV (x)+ i
3∑
k=1
βαk∂kV (x)
)
.
Then
A2λ = −Δ+ a2 + λ2b +W+λ +W−λ = Sλ +W−λ
where Sλ = −Δ + a2 + λ2b + W+λ . Clearly, σ(Sλ) ⊂ [a2 + λ2b,∞) because W+λ  0.
Since
Wλ(x) = λ(λ− 1)
(
V (x)2 − b)+ λ
(
V (x)2 + 2aV (x)+ i
3∑
k=1
βαk∂kV (x)− b
)
we have suppW−λ ⊂ V b by (V3). Therefore W−λ is Sλ-compact (cf. [6]), so we obtain
σe
(
A2λ
)= σe(Sλ) ⊂ σ(Sλ) ⊂ [a2 + λ2b,∞)
for all λ 1. Finally, all elements below μe(A2λ) are eigenvalues of finite multiplicity. 
By Lemma 4.1, A2λ has λ eigenvalues, counted with multiplicities, below the infimum
of the essential spectrum.
Lemma 4.2. λ → ∞ as λ → ∞.
Proof. Let Dλ =D(Aλ) ⊂ H 1(R3,C4) be equipped with the inner product
(u, v)Dλ := (Aλu,Aλv)L2 .
The kth Rayleigh quotient is by definition
μk
(
A2λ
) := sup
ψ1,...,ψk−1∈Dλ
Uλ(ψ1, . . . ,ψk−1)
where
Uλ(ψ1, . . . ,ψn) = inf
{ |Aλψ |22
|ψ |22
: 0 	= ψ ∈Dλ, (ψ,ψj )L2 = 0, j = 1, . . . , n
}
.
We have a2  μk(A2λ)  μk+1(A2λ) for all k ∈ N. Moreover, either μk(A2λ) is an eigen-
value of A2λ, or μk(A
2
λ) = μk+1(A2λ) = · · · = μe(A2λ). Choose a nonempty bounded domain
Ω0 ⊂ Ω and consider the restriction B = (−Δ + a2) onto Ω0 of A2λ. The spectrum
σ(B) is discrete and consists of eigenvalues a2  μ1(B) < μ2(B)  μ3(B)  · · · with
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μk(B) for every k. This together with Lemma 4.1 implies λ → ∞ as λ → ∞. 
Lemma 4.3. For λ 1 we have:
(a) σ(Aλ) ⊂ R \ (−a, a).
(b) λe := infσe(|Aλ|) = μe(A2λ)1/2  (a2 + λ2b)1/2.
(c) λ−e := supσe(Aλ)∩ (−∞,0) = −λe and λ+e := infσe(Aλ)∩ (0,∞) = λe.
(d) Aλ has 2λ eigenvalues lying in (−λe,λe): μ±λj = ±μj (A2λ)1/2 with the eigenfunction
denoted by e±λj for j = 1, . . . , λ.
Proof. (a) follows directly from Lemma 4.1. As before, using (3.2) we see that for each
γ ∈ [0,μe(A2λ)):
dim
(
Eλ[−γ 1/2,γ 1/2]L
2)= dim(Fλγ L2)< ∞,
hence ±λ±e  μe(A2λ)1/2. Setting γ = μe(A2λ) we have for any ε > 0
dim
((
Fλγ+ε − Fλγ−ε
)
L2
)= ∞. (4.2)
Now (3.2) yields
Fλγ+ε − Fλγ−ε =
(
Eλ
(γ+ε)1/2 −Eλ(γ−ε)1/2
)+ (Eλ−(γ−ε)1/2−0 −Eλ−(γ+ε)1/2−0).
If dim((Eλ
(γ+ε)1/2 − Eλ(γ−ε)1/2)L2) < ∞ then γ 1/2 ∈ σd(Aλ) and therefore −γ 1/2 ∈
σd(Aλ). This implies dim((F λγ+ε − Fλγ−ε)L2) < ∞, contradicting (4.2). We obtain
dim((Eλ
(γ+ε)1/2 −Eλ(γ−ε)1/2)L2) = ∞ which implies γ 1/2 ∈ σe(Aλ). Similarly, one checks
that
dim
((
Eλ−(γ−ε)1/2−0 −Eλ−(γ+ε)1/2−0
)
L2
)= ∞ for all ε > 0 small,
so −γ 1/2 ∈ σe(Aλ). Now (b)–(d) follow easily. 
By Lemma 3.2 we have for λ > 0 the family of orthogonal decompositions L2 =
L−λ ⊕ L+λ such that Aλ is negative on L−λ and positive on L+λ . Let Eλ = D(|Aλ|1/2) be
the Hilbert space equipped with the inner product
(u, v)λ =
(|Aλ|1/2u, |Aλ|1/2v)L2
and norm ‖u‖λ = (u,u)1/2λ . Then we have induced decompositions
Eλ = E−λ ⊕E+λ where E±λ = Eλ ∩L±λ .
These are orthogonal with respect to both (·,·)L2 and (·,·)λ. Similar to Lemma 3.4 we have:
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With the eigenfunctions e±λj of Aλ as in Lemma 4.3(d) we associate another orthogonal
decomposition of L2:
L2 = L2λd ⊕L2λe where L2λd = span
{
e±λj : j = 1, . . . , λ
}
.
Correspondingly, Aλ splits into
Aλ = Aλd +Aλe where Aλd = Aλ|L2λd and Aλe = Aλ|L2λe ,
and the domain splits as
Dλ =D(Aλ) =D(Aλd)⊕D(Aλe),
orthogonal with respect to both (·,·)L2 and (·,·)Dλ . Clearly, D(Aλd) = L2λd and D(Aλe) =
D(Aλ)∩L2λe . Let
S := inf
u∈H 1(R3)\{0}
|∇u|22
|u|26
denote the best Sobolev constant of the imbedding H 1(R3) ↪→ L6(R3).
Lemma 4.5. For any q ∈ (2,6) there is Cq > 0 independent of λ 1 such that
|u|q  Cq
(a2 + λ2b)(6−q)/4q |Aλu|2 for all u ∈D(Aλe).
Proof. First of all, Lemma 4.1 implies
(Aλu,Aλu)L2 =
(
A2λu,u
)
L2 
(
a2 + λ2b)|u|22 for all u ∈D(A2λe)
and therefore
(
a2 + λ2b)|u|22  |Aλu|22 for all u ∈D(Aλe) (4.3)
because D(A2λe) is dense in D(Aλe). We have for u ∈D(A2λe):
|∇u|22 = |Aλu|22 −
∫
R3
((
a + λV (x))2u+ λ 3∑
k=1
iβαk∂kV (x)u
)
· u
 |Aλu|22 + λ|∇V |∞|u|22  |Aλu|22 +
λ|∇V |∞
2 2 |Aλu|22  a1|Aλu|22a + λ b
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|∇u|22  a1|Aλu|22 for all u ∈D(Aλe). (4.4)
For q ∈ (2,6) it follows from the Hölder inequality and (4.3), (4.4) that
∫
R3
|u|q  |u|(6−q)/22 |u|3(q−2)/26
 S−3(q−2)/4
(
a2 + λ2b)−(6−q)/4|Aλu|(6−q)/22 |∇u|3(q−2)/22

(
a1S
−1)3(q−2)/4(a2 + λ2b)−(6−q)/4|Aλu|q2 = Cqq (a2 + λ2b)−(6−q)/4|Aλu|q2
where Cq = (a1S−1)3(q−2)/4q which is clearly independent of λ. 
We have also the decomposition
Eλ = Eλd ⊕Eλe where Eλd = L2λd, Eλe = Eλ ∩L2λe (4.5)
which is orthogonal with respect to both (·,·)L2 and (·,·)λ. Note that Eλe =D(|Aλe|1/2).
Lemma 4.6. For all p ∈ [2,3) there is Cp > 0 independent of λ 1 such that
|u|p  Cp
(a2 + λ2b)(3−p)/2p ‖u‖λ for all u ∈ Eλe.
Proof. Since p ∈ (2,3) we have q := 2p/(4 −p) ∈ (p,6). We consider the two interpola-
tion couples {Y0, Y1} and {X0,X1} with Y0 = L2, Y1 = Lq , and X0 = L2λe =D((|Aλe|)0),
X1 =D(|Aλe|). Let Y+ = Y0 + Y1 be equipped with the norm
‖u‖+ := inf
{|v|2 + |w|q : u = v +w, v ∈ Y0, w ∈ Y1},
and X+ = X0 +X1 be equipped with the norm
‖u‖+ := inf
{|v|2 + ‖w‖Dλ : u = v +w, v ∈ X0, w ∈ X1}.
It is known (cf. [19]) that the (complex) interpolation spaces satisfy
Yt = Lpt where 0 t  1, 1
pt
= t
q
+ 1 − t
2
and
Xt =D
(|Aλe|t), 0 t  1.
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‖ı‖L(X1,Y1)  Cq
(
a2 + λ2b)−(6−q)/4q = Cq(a2 + λ2b)−(3−p)/p.
The Calderón–Lions interpolation theorem (cf. [19]) now implies ı(Xt ) ⊂ Yt and
‖ı‖L(Xt ,Yt )  ‖ı‖1−tL(X0,Y0)‖ı‖tL(X1,Y1). In particular,
‖ı‖L(D(|Aλe|1/2,Lp))  C1/2q
(
a2 + λ2b)−(3−p)/2p
which implies
|u|p  Cp
(
a2 + λ2b)−(3−p)/2p∣∣|Aλ|1/2u∣∣2 for all u ∈D(|Aλe|1/2);
here Cp = C1/2q with q = 2p/(4 − p). 
Next we choose a sequence ϕm ∈ C∞0 (Ω,C4) satisfying
|ϕj |2 = 1, (A0ϕj ,ϕj )L2 > 0, suppϕj ∩ suppϕk = ∅ if j 	= k. (4.6)
Clearly ϕ1, . . . , ϕm are linearly independent. Set Ym := span{ϕ1, . . . , ϕm} and ϕ±λj := P±λ ϕj
where P±λ denotes the projection onto E±λ . We also define ϕ±λj := P±λ ϕj and Yλm :=
span{ϕ+λ1, . . . , ϕ+λm}.
Lemma 4.7. For each m ∈ N there holds:
(a) dim(Yλm) = m;
(b) there exist 0 < ζm  ξm, both independent of λ, such that for all λ > 0
ζm‖w‖λ  |w|2  ξm|w|p for all w ∈ Yλm.
Proof. For (a) it suffices to show that ϕ+λ1, . . . , ϕ+λm are linearly independent. Suppose that∑m
j=1 ajϕ
+
λj = 0 with aj ∈ R, j = 1, . . . ,m. Then
m∑
j=1
ajϕj =
m∑
j=1
ajϕ
−
λj +
m∑
j=1
ajϕ
+
λj =
m∑
j=1
ajϕ
−
λj ∈ E−λ ,
so
−
∥∥∥∥∥
m∑
j=1
ajϕ
−
λj
∥∥∥∥∥
2
λ
=
(
Aλ
(
m∑
j=1
ajϕ
−
λj
)
,
m∑
j=1
ajϕ
−
λj
)
L2
=
(
Aλ
(
m∑
j=1
ajϕj
)
,
m∑
j=1
ajϕj
)
L2
=
(
A0
(
m∑
ajϕj
)
,
m∑
ajϕj
)
2
=
m∑
|aj |2(A0ϕj ,ϕj )L2 .
j=1 j=1 L j=1
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From ‖ϕ+λj‖2λ − ‖ϕ−λj‖2λ = (Aλϕj ,ϕj )L2 = (A0ϕj ,ϕj )L2 > 0 it follows that 2‖ϕ+λj‖2λ >
‖ϕj‖2λ  a|ϕj |22 = a. This implies
a
2
 1
2
‖ϕj‖2λ 
∥∥ϕ+λj∥∥2λ = (A0ϕj ,ϕ+λj )L2  |A0ϕj |2∣∣ϕ+λj ∣∣2
and therefore
∥∥ϕ+λj∥∥λ 
√
2
a
|A0ϕj |2
∣∣ϕ+λj ∣∣2.
For w =∑mj=1 cjϕ+λj ∈ Yλm we write w˜ =∑mj=1 cjϕj ∈ Ym. Then we have
|w˜|22 =
m∑
j=1
|cj |2 and |A0w˜|22 =
m∑
j=1
|cj |2|A0ϕj |22  d1|w˜|22
where d1 = max{|A0ϕj |22 : j = 1, . . . ,m}. As a consequence we deduce
‖w‖2λ = (Aλw,w)L2  (Aλw˜, w˜)L2 = (A0w˜, w˜)L2 =
m∑
j=1
|cj |2(A0ϕj ,ϕj )L2
and obtain
‖w‖2λ  d2
m∑
j=1
|cj |2 = d2|w˜|22 (4.7)
where d2 := min{(A0ϕj ,ϕj )L2 : j = 1, . . . ,m}. Now we see that
‖w‖2λ = (A0w˜,w)L2  |A0w˜|2|w|2 
√
d1|w˜|2|w|2,
so
d3‖w‖λ  |w|2 for all w ∈ Yλm (4.8)
where d3 = √d2/d1. Setting q = p/(p−1) and Ωm :=⋃mj=1 suppϕj , the Hölder inequal-
ity, (4.7), and (4.8) imply
|w|22 = (w˜,w)L2  |w˜|q |w|p  |Ωm|(2−q)/2q |w˜|2|w|p

√
d1 |Ωm|(2−q)/2q |w|2|w|p,
d2
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|w|2  d4|w|p for all w ∈ Yλm (4.9)
where d4 =
√
d1
d2
|Ωm|(2−q)/2q . Now (b) follows from (4.8) and (4.9). 
On Eλ we define the functional
Φλ(u) := 12
(‖u+‖2λ − ‖u−‖2λ +ω|u|22)− 1p |u|pg (4.10)
where |u|g =
∫
R3 g(x)|u|p . By the assumption 0 < infg(R3)  supg(R3) < ∞, |u|g is
equivalent to |u|p . Critical points of Φλ are solutions of (D)λ, which lie in W 1,τ (R3,C4)
for all τ  2.
5. Critical point theorems
In this section we collect for the readers convenience some abstract critical point theory
which we developed recently in [5]; see [3] and [15] for earlier versions of some results.
Let E be a Banach space with direct sum decomposition E = X⊕Y and corresponding
projections PX,PY onto X,Y , respectively. For a functional Φ ∈ C1(E,R) we write Φa =
{u ∈ E: Φ(u) a}, Φb = {u ∈ E: Φ(u) b} and Φba = Φa ∩Φb . Recall that a sequence
(un) ⊂ E is said to be a (PS)c-sequence if Φ(un) → c and Φ ′(un) → 0. It is called a (C)c-
sequence if Φ(un) → c and (1+‖un‖)Φ ′(un) → 0. Φ is said to satisfy the (PS)c-condition
(or (C)c-condition) if any (PS)c-sequence (or (C)c-sequence, respectively) has a conver-
gent subsequence. A set A⊂ E is said to be a (PS)c-attractor if for any ε, δ > 0 and any
(PS)c-sequence (un) there is n0 such that un ∈ Uε(A∩Φc+δc−δ ) for n n0. Given an interval
I ⊂ R, A is said to be a (PS)c-attractor if it is a (PS)c-attractor for all c ∈ I . Analogously
we define (C)c- and (C)I -attractors.
From now on we assume that X is separable and reflexive, and we fix a dense subset
S ⊂ X∗. For each s ∈ S there is a semi-norm on E defined by
ps :E → R, ps(u) =
∣∣s(x)∣∣+ ‖y‖ for u = x + y ∈ X ⊕ Y.
We denote by TS the induced topology. Let w∗ denote the weak*-topology on E∗.
Suppose:
(Φ0) For any c ∈ R, Φc is TS -closed, and Φ ′ : (Φc,TS) → (E∗,w∗) is continuous.
(Φ1) For any c > 0, there exists ζ > 0 such that ‖u‖ < ζ‖PYu‖ for all u ∈ Φc.
(Φ2) There exists ρ > 0 with κ := infΦ(SρY ) > 0 where SρY := {u ∈ Y : ‖u‖ = ρ}.
The following theorem is a special case of [5, Theorem 3.4]; see also [15].
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‖e‖ = 1 such that supΦ(∂Q) κ where Q = {u = x + te: x ∈ X, t  0, ‖u‖ < R}. Then
Φ has a (C)c-sequence with κ  c supΦ(Q).
For our next result on multiple critical points we assume:
(Φ3) There is a finite-dimensional subspace Y0 ⊂ Y and R > ρ such that we have
for E0 := X ⊕ Y0 and B0 := {u ∈ E0: ‖u‖  R}: b := supΦ(E0) < ∞ and
supΦ(E0 \B0) < infΦ(Bρ ∩ Y).
A special case of [5, Theorem 4.6] is:
Theorem 5.2. If Φ is even, satisfies (Φ0), (Φ2), (Φ3) and the (PS)c-condition for all
c ∈ [κ, b], then it has at least n := dimY0 pairs of critical points.
In order to obtain infinitely many critical points we need the following hypotheses:
(Φ4) There is an increasing sequence Yn ⊂ Y of finite-dimensional subspaces and a se-
quence (Rn) of positive numbers such that, letting En = X⊕Yn and Bn = BRn ∩En,
supΦ(En) < ∞ and supΦ(En \Bn) < infΦ(Bρ).
(Φ5) One of the following holds:
(i) for any interval I ⊂ (0,∞) there is a (C)I -attractor A with P+A bounded and
inf{‖PY (u− v)‖: u,v ∈A,PY (u− v) 	= 0} > 0;
(ii) Φ satisfies the (C)c-condition for c > 0.
Condition (Φ5) is a replacement of the Palais–Smale condition. It is related to the PS
condition from [20]. Theorem 4.8 of [5] yields:
Theorem 5.3. Assume Φ is even with Φ(0) = 0 and let (Φ0)–(Φ5) be satisfied. Then Φ
possesses an unbounded sequence of positive critical values.
In our applications we take S = X∗ so that TS is the product topology on E = X ⊕ Y
given by the weak topology on X and the strong topology on Y . The hypothesis (Φ0)
follows from the following:
Proposition 5.4. Suppose Φ ∈ C1(E,R) is of the form
Φ(u) = 1
2
(‖y‖2 − ‖x‖2)−Ψ (u) for u = x + y ∈ E = X ⊕ Y
such that
(i) Ψ ∈ C1(E,R) is bounded from below;
(ii) Ψ : (E,Tw) → R is sequentially lower semicontinuous, that is, un ⇀ u in E implies
Ψ (u) lim infΨ (un);
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(iv) ν :E → R, ν(u) = ‖u‖2, is C1 and ν′ : (E,Tw) → (E∗,Tw∗) is sequentially continu-
ous.
Then Φ satisfies (Φ0).
A proof can be found in [5, Proposition 4.1].
6. The asymptotically quadratic case
In this section we prove Theorems 2.1 and 2.3. We begin with the proof of Theo-
rem 2.3. Recall the functional Φ defined on the space E = H 1/2(R3,C4) = E− ⊕ E+,
given by (3.3):
Φ(u) = 1
2
(‖u+‖2 − ‖u−‖2 +ω|u|22)−Ψ (u) where Ψ (u) =
∫
R3
F(x,u).
In order to apply the critical point theorems from Section 5 we set X = E−, Y = E+, and
S = X∗.
First we observe that by (ω) and Lemma 3.4
a − |ω|
a
‖u+‖2  (‖u+‖2 ±ω|u+|22) a + |ω|a ‖u+‖2 (6.1)
and
a − |ω|
a
‖u−‖2  (‖u−‖2 ±ω|u−|22) a + |ω|a ‖u−‖2. (6.2)
Lemma 6.1. Ψ is weakly sequentially lower semicontinuous and Φ ′ is weakly sequentially
continuous. Moreover, there is ζ > 0 such that for any c > 0:
‖u‖ < ζ‖u+‖ for all u ∈ Φc.
Proof. The first conclusion follows easily because E = H 1/2(R3,C4) with equivalent
norms, so E embeds continuously into Lq(R3,C4) for q ∈ [2,3] and compactly into
L
q
loc(R
3,C4) for q ∈ [1,3). Since F  0, (6.1) and (6.2) imply
c a + |ω|
2a
‖u+‖2 − a − |ω|
2a
‖u−‖2,
if Φ(u) c. This yields
a − |ω|
2a
‖u‖2 < a + |ω|
a
‖u+‖2,
and we obtain the second conclusion. 
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Proof. Choosing q ∈ (2,3), it follows from the assumptions that for any ε > 0 there is
Cε > 0 such that F(x,u) ε|u|2 +Cε|u|q for all (x,u). Therefore,
Ψ (u) ε|u|22 +Cε|u|qq C
(
ε‖u‖2 +Cε‖u‖q
)
for all u ∈ E. The desired conclusion now follows easily from (6.1) and (6.2). 
As a consequence of Lemma 3.3 we have
a  infσ(A)∩ [0,∞) a + supV (R3).
We choose a number γ such that
a + supV (R3)< γ < infb(R3)−ω. (6.3)
Since A is invariant under the action of Z3 by (V1), the subspace Y0 := (Eγ − E0)L2 is
infinite-dimensional, and
(a +ω)|u|22  ‖u‖2 +ω|u|22  (γ +ω)|u|22 for all u ∈ Y0. (6.4)
Let (γn)n∈N ⊂ σ(A) satisfy γ0 := a < γ1 < γ2 < · · · γ . For each n ∈ N, take an element
en ∈ (Eγn −Eγn−1)L2 with ‖en‖ = 1 and define Yn := span{e1, . . . , en}, En := E− ⊕ Yn.
Lemma 6.3. supΦ(En) < ∞ for each n ∈ N, and there is a sequence Rn > 0 such that
supΦ(En \Bn) < infΦ(Bρ) where Bn = {u ∈ En: ‖u‖Rn}.
Proof. By (6.4) and the form of Φ it is obvious that supΦ(En) < ∞. For n ∈ N fixed
we now show that Φ(u) → −∞ as ‖u‖ → ∞, u ∈ En. Suppose to the contrary that there
exists M > 0 and a sequence uj ∈ En with ‖uj‖ → ∞ and Φ(uj )−M for all j . Then
the normalized sequence vj := uj/‖uj‖ satisfies (up to a subsequence) vj ⇀ v, v−j ⇀ v−,
v+j → v+ ∈ Yn and
Φ(uj )
‖uj‖2 =
1
2
(∥∥v+j ∥∥2 − ∥∥v−j ∥∥2 +ω|vj |22)−
∫
R3
F(x,uj )
‖uj‖2 
−M
‖uj‖2 = o(1). (6.5)
Using (6.2) we obtain as j → ∞:
o(1) = − M‖uj‖2 
1
2
(∥∥v+j ∥∥2 − ∥∥v−j ∥∥2 +ω|vj |22)= ∥∥v+j ∥∥2 − 12‖vj‖2 + ω2 |vj |22

∥∥v+j ∥∥2 + 1 |ω| − a ∥∥v−j ∥∥2.2 a
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R(x,u) := F(x,u)− 1
2
b(x)u · u and b0 := infb
(
R
3)
where b :R3 → R is from (F ′3). Then we have F(x,u)  c|u|2, R(x,u)|u|−2 → 0 as|u| → ∞, and
Φ(u) = 1
2
(
‖u+‖2 − ‖u−‖2 +ω|u|22 −
∫
R3
b(x)|u|2
)
−
∫
R3
R(x,u)
 1
2
(‖u+‖2 +ω|u+|22)− a − |ω|2a ‖u−‖2 − b02 |u|22 −
∫
R3
R(x,u) (6.6)
for u ∈ E. By (6.4), (6.3) and v+ 	= 0 there holds
(‖v+‖2 +ω|v+|22)− a − |ω|a ‖v−‖2 − b0|v|22 −(b0 − γ −ω)|v+|22 − a − |ω|a ‖v−‖2
< 0,
hence, there is a bounded domain Ω ⊂ R3 such that
(‖v+‖2 +ω|v+|22)− a − |ω|a ‖v−‖2 − b0
∫
Ω
|v|2 < 0. (6.7)
It follows from Lebesgue’s dominated convergence theorem that
lim
j→∞
∫
Ω
R(x,uj )
‖uj‖2 = limj→∞
∫
Ω
R(x,uj )|vj |2
|uj |2 = 0.
Thus, using (6.5)–(6.7) we obtain
0 lim inf
j→∞
(
1
2
(∥∥v+j ∥∥2 − ∥∥v−j ∥∥2 +ω|vj |22)−
∫
Ω
F(x,uj )
‖uj‖2
)
 1
2
(‖v+‖2 +ω|v+|22)− a − |ω|2a ‖v−‖2 − b02
∫
Ω
|v|2 < 0,
a contradiction. 
As a consequence, we have:
Lemma 6.4. Φ|∂Q  0 where Q := {u = u− + se1: u− ∈ E−, s  0, ‖u‖R1}.
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Φ(u−) = −1
2
(‖u−‖2 −ω|u−|22)−Ψ (u−)−12 (a −ω)|u−|22 −Ψ (u−) 0
which, together with Lemma 6.3, implies the lemma. 
Lemma 6.5. If (ω), (F0)–(F2), (F ′3), and (F ′4) hold then any (C)c-sequence is bounded.
Proof. Let (uj ) ⊂ E be a (C)c-sequence:
Φ(uj ) → c and
(
1 + ‖uj‖
)
Φ ′(uj ) → 0.
It follows from (F ′3), (F ′4) that for j large
C Φ(uj )− 12Φ
′(uj )zj =
∫
R3
Fˆ (x,uj ). (6.8)
Assume by contradiction that ‖uj‖ → ∞ and set wj = uj/‖uj‖. Then |wj |s  Cs for
all s ∈ [2,3]. It follows from (F ′4) that, for any ρ > 0 there exist aρ > 0 with
Fˆ (x,u) aρ |u|ν for all |u| ρ. (6.9)
Now (6.8) and (6.9) imply for Ij (ρ) := {x ∈ R3: |uj (x)| ρ} and I cj (ρ) = R3 \ Ij (ρ):
∫
Ij (ρ)
|wj |ν  1
aρ‖uj‖ν
∫
Ij (ρ)
Fˆ (x,uj )
C
aρ‖uj‖ν → 0.
For any s ∈ (ν,3) we choose s¯ satisfying max{2, s} < s¯ < 3. Using the Hölder inequality
we get
∫
Ij (ρ)
|wj |s 
( ∫
Ij (ρ)
|wj |ν
)(s¯−s)/(s¯−ν)( ∫
Ij (ρ)
|wj |s¯
)(s−ν)/(s¯−ν)
 Cs¯(s−ν)/(s¯−ν)s¯
( ∫
Ij (ρ)
|wj |ν
)(s¯−s)/(s¯−ν)
→ 0. (6.10)
On the other hand, for any ε > 0, there exists ρε > 0 such that
∣∣Fz(x,u)∣∣ ε|u| for all |u| ρε.
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Φ ′(uj )
(
u+j − u−j
)= ‖uj‖2 −
∫
R3
Fu(x,uj )
(
u+j − u−j
)
,
(6.10) and |Fz(x,u)| c1|u| for all (x,u) that
1 o(1)+
∫
I cj (ρε)
|Fu(x,uj )|
|uj | |wj | ·
∣∣w+j −w−j ∣∣+
∫
Ij (ρε)
|Fu(x,uj )|
|uj | |wj | ·
∣∣w+j −w−j ∣∣
 o(1)+ ε|wj |22 + c1
∫
Ij (ρε)
|wj |2  o(1)+ εC22 + c1
∫
Ij (ρε)
|wj |2 → εC22
as j → ∞, which is impossible. 
Proof of Theorem 2.3 (Existence). With X = E− and Y = E+ conditions (Φ0), (Φ1)
hold by Lemma 6.1, and Lemma 6.2 implies (Φ2). Together with Lemma 6.4 we have
all the assumptions of Theorem 5.1 verified. Therefore, there exists a sequence (um) sat-
isfying Φ(um) → c  κ and (1 + ‖um‖)Φ ′(um) → 0. By Lemma 6.5, (um) is bounded,
hence Φ ′(um) → 0. Now by the concentration compactness principle (cf. [16]) and the
Z
3
-invariance of Φ , a standard argument shows that there is u 	= 0 such that Φ ′(u) = 0. 
Now we turn to the multiplicity. Assume (F5) is also satisfied and F is even in u.
Then Φ is even and (Φ4) holds as a consequence of Lemma 6.3. Let K := {u ∈ E \ {0}:
Φ ′(u) = 0} be the set of nontrivial critical points. The proof of Theorem 1.3 will be com-
pleted in an indirect way. Namely, we show that if
K/Z3 is a finite set (6.11)
then condition (Φ5) is satisfied. Then we apply Theorem 5.3 and obtain an unbounded
sequence of critical values which contradicts (6.11). So we now assume (6.11).
Let F be a set consisting of arbitrarily chosen representatives of the Z3-orbits of K.
Then F is a finite set by (6.11), and since Φ ′ is odd we may assume F = −F . If u 	= 0 is
a critical point of Φ , then
Φ(u) = Φ(u)− 1
2
Φ ′(u)u =
∫
R3
Fˆ (x,u)
∫
Ω
Fˆ (x,u) > 0
by (F ′4). It follows that there are 0 < θ  ϑ with
θ < min
F
Φ = min
K
Φ max
K
Φ = max
F
Φ < ϑ. (6.12)
Let [r] denote the integer part of r ∈ R.
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(i) um → 0 and c = 0, or
(ii) c  θ and there exist a positive integer   [c/θ ], points u1, . . . , u ∈ F , a subse-
quence denoted again by (um), and sequences (aim) ⊂ Z3, i = 1, . . . , , such that∥∥∥∥∥um −
∑
i=1
(
aim ∗ ui
)∥∥∥∥∥→ 0 and
∑
i=1
Φ(ui) = c.
Proof. The argument proceeds as in [15] (see also [10]), so we only give a sketch of the
proof. First of all, (um) is bounded by Lemma 6.5. It follows that Φ ′(um) → 0 and
0
∫
R3
Fˆ (x,um) = Φ(um)− 12Φ
′(um)um → c,
thus c  0. Assume now that (um) does not converge to 0. As before, the concentration
compactness principle implies that either (um) is vanishing in which case |um|p → 0 for
all p ∈ (2,3), or it is nonvanishing. Fixing a p ∈ (2,3), by (F2) and (F ′3), for any ε > 0
there is Cε > 0 such that∣∣Fu(x,u)∣∣ ε|u| +Cε|u|p−1 for all (x,u). (6.13)
If (um) is vanishing one checks easily with the help of (6.13) that
‖u+m‖2 = Φ ′(um)u+m +
∫
R3
Fu(x,um)u
+
m → 0
and similarly ‖u−m‖ → 0, so ‖um‖ → 0. Therefore (um) must be nonvanishing. Now since
Φ is invariant under the Z3-action, a standard argument enables us to choose a sequence
(am) ⊂ Z3 such that the sequence vm := am ∗ um converges to v ∈ K weakly in E and
strongly in Lploc for all p ∈ [1,3). Note that Φ(vm) = Φ(um), ‖Φ ′(um)‖ = ‖Φ ′(um)‖ and‖vm‖ = ‖um‖. Setting wm = vm − v it follows from (F5) that
Φ(wm) → c −Φ(v) and Φ ′(wm) → 0. (6.14)
(6.12) and (6.14) imply θ < Φ(v) c. There are two possibilities: c = Φ(v) or c > Φ(v).
If c = Φ(v) then wm → 0. If c > Φ(v), then arguing as above with (um) and c replaced by
(wm) and c′ = c − Φ(v), respectively, we obtain v′ ∈K with θ < Φ(v′) c − θ . After at
most
[
c
θ
]
steps we obtain the conclusion. 
For  ∈ N and a finite set B ⊂ E we define
[B, ] :=
{
j∑
(ai ∗ ui): 1 j  , ai ∈ Z3, ui ∈ B
}
.i=1
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inf
{‖u− u′‖: u,u′ ∈ [B, ], u 	= u′}> 0. (6.15)
As a consequence of Lemma 6.6 we have the following:
Lemma 6.7. Assume (6.11). Then Φ satisfies (Φ5).
Proof. Given a compact interval I ⊂ (0,∞) with d := max I we set  := [d/θ ] and
A= [F , ]. Clearly E± are Z3-invariant because A is Z3-invariant. We have PY [F , ] =
[PYF , ]. Thus it follows from (6.15) that
inf
{∥∥u+1 − u+2 ∥∥: u1, u2 ∈A, u+1 	= u+2 }> 0.
In addition, A is a (C)I -attractor by Lemma 6.6, and A is bounded because ‖u‖ 
max{‖u¯‖: u¯ ∈F} for all u ∈A. 
Proof of Theorem 2.3 (Multiplicity). Assume by contradiction that (D)V has only finitely
many geometrically distinct solutions, that is, (6.11) holds. Then Φ satisfies (Φ0)–(Φ5)
by Lemmas 6.1–6.3 and 6.7. Therefore Theorem 5.3 yields an unbounded sequence of
critical values for Φ which contradicts (6.11). This proves that (D)V has infinitely many
geometrically distinct solutions. 
Now we turn to the proof of Theorem 2.1.
Proof of Theorem 2.1. The main difference to the proof of Theorem 2.3 lies in the bound-
edness of the (C)c-sequences. We choose γ such that a < γ < b−ω where b is from (F3),
and define the finite-dimensional subspace Yn ⊂ E+ as before. We assume that (ω) and
(F0)–(F4) are satisfied.
Claim 6.1. The conclusions of Lemmas 6.1–6.4 are true.
This can be proved as before. Next we obtain:
Claim 6.2. Any (C)c-sequence is bounded.
In order to see this we introduce the following norm on E:
‖u‖ω =
(‖u‖2 +ω(|u+|22 − |u−|22))1/2.
With ω0 = min{a −ω,a +ω} and using (6.1), (6.2) we have
ω0|u|22  ‖u‖2ω and
a − |ω| ‖u‖2  ‖u‖2ω 
a + |ω| ‖u‖2. (6.16)
a a
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Φ(un) → c and
(
1 + ‖un‖
)
Φ ′(un) → 0. (6.17)
It suffices to show that (‖un‖ω) is bounded. Arguing indirectly we assume that ‖un‖ω →
∞ and set vn = un/‖un‖ω. Then by the concentration compactness principle [16], (vn) is
either vanishing which implies |vn|p → 0 for all p ∈ (2,3), or it is nonvanishing. Recall
that a sequence (wn) ⊂ E is vanishing if, for each r > 0, limn→∞ supa∈R3
∫
Br(a)
|wn|2 = 0.
It is nonvanishing if there are r, η > 0 and (an) ⊂ R3 such that lim supn→∞
∫
Br(an)
|wn|2
 η. Clearly, in the nonvanishing case we may assume (an) ⊂ Z3 by enlarging r if nec-
essary. Therefore the proof of Claim 2 will be completed if we show that (vn) is neither
vanishing nor nonvanishing.
Assume (vn) is vanishing. By definition
Φ ′(un)
(
u+n − u−n
)= ‖un‖2 +ω(∣∣u+n ∣∣22 − ∣∣u−n ∣∣22)−
∫
R3
Fu(x,un)
(
u+n − u−n
)
= ‖un‖2ω
(
1 −
∫
R3
Fu(x,un)(v
+
n − v−n )
‖un‖ω
)
,
hence by (6.17):
∫
R3
Fu(x,un)(v
+
n − v−n )
‖un‖ω → 1.
We set
Ωn :=
{
x ∈ R3: |Fu(x,un(x))||un(x)|  ω0 − δ1
}
where δ1 is the constant from (F4). By (F4) and (6.16)
∣∣∣∣
∫
Ωn
Fu(x,un)(v
+
n − v−n )
‖un‖ω
∣∣∣∣=
∣∣∣∣
∫
Ωn
Fu(x,un)(v
+
n − v−n )|vn|
|un|
∣∣∣∣ (ω0 − δ1)|vn|22
 1 − δ1
ω0
< 1
for all n. Thus, setting Ωcn := R3 \Ωn we obtain
lim
n→∞
∫
c
Fu(x,un)(v
+
n − v−n )
‖un‖ω = 1 − limn→∞
∫
Fu(x,un)(v
+
n − v−n )
‖un‖ω 
δ1
ω0
.Ωn Ωn
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Ωcn
Fu(x,un)(v
+
n − v−n )
‖un‖ω  C
∫
Ωcn
|vn|2  C
∣∣Ωcn∣∣(p−2)/p|vn|2/pp .
Since |vn|p → 0, one gets |Ωcn| → ∞. Recall that Fˆ (x,un) δ1 on Ωcn by (F4), hence∫
R3
Fˆ (x,un)
∫
Ωcn
Fˆ (x,un) δ1
∣∣Ωcn∣∣→ ∞.
However, it follows from (6.17) that ∫
R3 Fˆ (x,un) = Φ(un) − 12Φ ′(un)un → c, yielding a
contradiction.
Assume (vn) is nonvanishing and set u˜n(x) = un(x + an), v˜n(x) = vn(x + an), ϕn(x) =
ϕ(x − an) for any ϕ ∈ C∞0 . We then have with R(x,u) := F(x,u)− 12b|u|2:
Φ ′(un)ϕn =
(
u+n − u−n ,ϕn
)+ (ω − b)(un,ϕn)L2 −
∫
R3
Ru(x,un)ϕn
= ‖un‖ω
((
v+n − v−n ,ϕn
)+ (ω − b)(vn,ϕn)L2 −
∫
R3
Ru(x,un)ϕn
|vn|
|un|
)
= ‖un‖ω
((
v˜+n − v˜−n ,ϕ
)+ (ω − b)(v˜n, ϕ)L2 −
∫
R3
Ru(x, u˜n)ϕ
|v˜n|
|u˜n|
)
.
This yields
(
v˜
y
n − v˜xn, ϕ
)+ (ω − b)(v˜n, ϕ)L2 −
∫
R3
Ru(x, u˜n)ϕ
|v˜n|
|u˜n| → 0.
Since ‖v˜n‖ω = ‖vn‖ω = 1, we can assume that v˜n ⇀ v˜ in E, v˜n → v˜ in L2loc and v˜n(x) →
v˜(x) a.e. in R3. Observe that v˜ 	= 0 because limn→∞
∫
B(0,r) |v˜n|2  η. Next |Ru(x,u)| 
C|u| implies ∣∣∣∣Ru(x, u˜n)ϕ |v˜n||u˜n|
∣∣∣∣ C|ϕ||v˜n|,
so it follows from (F3) and the dominated convergence theorem that(
v˜y − v˜x, ϕ)+ (ω − b)(v˜, ϕ)L2 = 0.
This implies that Av˜ = (b −ω)v˜, hence
−Δv˜ + a2v˜ = A2v˜ = (b −ω)2v˜,
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has only continuous spectrum.
Finally, repeating the arguments of the proof of Theorem 2.3, we obtain the desired
results. 
7. Superquadratic case
In this section we prove Theorems 2.2, 2.5, and 2.7. Obviously Theorem 2.2 is a special
case of Theorem 2.5 corresponding to V (x) ≡ 0. For the proof of Theorem 2.5 we consider
as before the functionals
Ψ (u) =
∫
R3
F(x,u) and Φ(u) = 1
2
(‖u+‖2 − ‖u−‖2 +ω|u|22)−Ψ (u)
on E = H 1/2(R3,C4) from (3.3). We choose γ > γ0 := a+|ω|+supV (R3), and set Y0 :=
(Eγ − E0)L2. We also choose a strictly increasing sequence (γn)n∈N in σ(A) ∩ (γ0, γ )
and elements en ∈ (Eγn −Eγn−1)L2 with ‖en‖ = 1, and define Yn := span{e1, . . . , en} and
En = E− ⊕ Yn. Then (Yn)n∈N is an increasing sequence of finite-dimensional subspaces
of E+ and
γ0|u|22  ‖u‖2  γ |u|22 for all u ∈ Y0. (7.1)
Lemma 7.1. Under (ω), (F0)–(F2) and (F6)–(F7), the following conclusions hold:
(a) Ψ is weakly sequentially lower-semicontinuous and Φ ′ is weakly sequentially contin-
uous. For c > 0 there exists ζ > 0 such that ‖u‖ < ζ‖u+‖ for all u ∈ Φc.
(b) There exists ρ > 0 such that κ := infΦ(∂Bρ ∩E+) > 0.
(c) supΦ(En) < ∞, and there is a sequence Rn > 0 such that supΦ(En \ Bn) 
infΦ(Bρ), where Bn = {u ∈ En: ‖u‖Rn}.
Proof. (a) is clear because ‖·‖ ∼ ‖·‖H 1/2 , and H 1/2(R3,C4) embeds continuously into
Lp(R3,C4) for p ∈ [2,3], compactly into Lploc(R3,C4) for p ∈ [1,3).
Hypothesis (F7) yields
∣∣Fu(x,u)∣∣ a1|u|p−1 for all |u| r,
where p := 2σ/(σ − 1) ∈ (2,3). This together with (F2) implies that, for any ε > 0 there
is Cε > 0 satisfying
F(x,u) ε|u|2 +Cε|u|p for all (x,u).
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easily from
Φ(u) a − |ω|
2a
‖u‖2 −Cε‖u‖2 −CCε‖u‖p
for all u ∈ E+ and ε small.
It remains to check (c). Note that, as a consequence of (F6) there is R > 0 such that
F(x,u)  γ |u|2 if |u|  R. It is clear that supΦ(En) < ∞. We show that Φ(u) → −∞
as ‖u‖ → ∞, u ∈ En. Assume by contradiction that there is a sequence (uj ) in En and
M > 0 satisfying ‖uj‖ → ∞ and Φ(uj ) > −M . Setting vj = uj/‖uj‖ we have (along a
subsequence) v+j → v+ and v−j ⇀ v−. Then v+ 	= 0 because otherwise, ‖v+j ‖ → 0 and
by (6.1)
o(1) Φ(uj )‖uj‖2 
1
2
(∥∥v+j ∥∥2 − ∥∥v−j ∥∥2 +ω|vj |22) a + |ω|2a
∥∥v+j ∥∥2 − a − |ω|2a
∥∥v−j ∥∥2,
which implies
a − |ω|
2a
lim sup
j→∞
∥∥v−j ∥∥2  0,
hence 1 = ‖vj‖ → 0, a contradiction. Observe that by (7.1)
1
2
(‖v+‖2 − ‖v−‖2 + (ω − 2γ )|v|22) 12
(
‖v+‖2 − ‖v−‖2 −
(
2 − |ω|
γ
)
‖v+‖2
)
= −1
2
(
1 + |ω|
γ
)
‖v+‖2 − 1
2
‖v−‖2 −1
2
‖v‖2,
hence, there is a bounded domain Ω ⊂ R3 such that
1
2
(
‖v+‖2 − ‖v−‖2 +ω|v|22 − 2γ
∫
Ω
|v|2
)
−1
4
‖v‖2.
It follows that
Φ(uj )
‖uj‖2 
1
2
(∥∥v+j ∥∥2 − ∥∥v−j ∥∥2 +ω|vj |22)−
∫
Ω
F(x,uj )
‖uj‖2
= 1
2
(∥∥v+j ∥∥2 − ∥∥v−j ∥∥2 +ω|vj |22 − 2γ
∫
Ω
|vj |2
)
−
∫
Ω
F(x,uj )− γ |uj |2
‖uj‖2
 1
2
(∥∥v+j ∥∥2 − ∥∥v−j ∥∥2 +ω|vj |22 − 2γ
∫
Ω
|vj |2
)
−
∫
Ω∩{|u |R}
F(x,uj )− γ |uj |2
‖uj‖2j
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2
(∥∥v+j ∥∥2 − ∥∥v−j ∥∥2 +ω|vj |22 − 2γ
∫
Ω
|vj |2
)
+ CR|Ω|‖uj‖2
where CR = max{F(x,u): x ∈ Ω, |u|R}. Consequently,
0−1
4
‖v‖2 − lim inf
j→∞
Cb|Ω|
‖uj‖2 = −
1
4
‖v‖2,
a contradiction. 
As a consequence of Lemma 7.1(c) we have:
Lemma 7.2. Under the assumptions of Lemma 7.1, Φ|∂Q  0 where Q := {u = u− +
se1: ‖u‖R1, s  0}.
Lemma 7.3. Under the assumptions of Lemma 7.1, (C)c-sequences are bounded.
Proof. Let (um) ⊂ E be such that Φ(um) → c and (1 +‖um‖)Φ ′(um) → 0. We then have
C1 Φ(um)− 12Φ
′(um)um =
∫
R3
Fˆ (x,um). (7.2)
Note that by (F7), for any ρ > 0 there is aρ > 0 such that
aρ |u|2  Fˆ (x,u) whenever |u| ρ. (7.3)
Therefore, setting Qm(ρ) := {x ∈ R3: |um(x)|  ρ} for ρ > 0, it follows from (7.2) and
(7.3) that ∫
Qm(ρ)
|um|2  Cρ := C1
aρ
. (7.4)
As before we use the norm ‖ · ‖ω given by ‖u‖2ω = ‖u‖2 + ω(|u+|22 − |u−|22). Arguing
indirectly we assume ‖um‖ω → ∞ and set vm = um/‖um‖ω. Then |vm|s  Cs for all s ∈
[2,3]. In addition, using (7.4) we obtain∫
Qm(ρ)
|vm|2 = 1‖um‖2ω
∫
Qm(ρ)
|um|2  Cρ‖um‖2ω
→ 0,
hence the Hölder inequality implies for s ∈ [2,3)
∫
|vm|s  C3(s−2)3
( ∫
|vm|2
)3−s
→ 0 for all ρ > 0. (7.5)
Qm(ρ) Qm(ρ)
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Φ ′(um)
(
u+m − u−m
)= ‖um‖2ω −
∫
R3
Fu(x,um)(u
+
m − u−m)
= ‖um‖2ω
(
1 −
∫
R3
Fu(x,um)(v
+
m − v−m)|vm|
|um|2
)
,
so ∫
R3
Fu(x,um)(v
+
m − v−m)|vm|
|um| → 1.
Setting (cf. (6.16))
Jm :=
{
x ∈ R3: |Fu(x,um(x))||um(x)| 
ω0
2
}
and J cm := R3 \ Jm, (7.6)
we have ∣∣∣∣∣
∫
Jm
Fu(x,um)(v
+
m − v−m)|vm|
|um|
∣∣∣∣∣ ω02 |vm|22  12
for all m. This implies
lim
m→∞
∫
J cm
Fu(x,um)(v
+
m − v−m)|vm|
|um| 
1
2
. (7.7)
Remark that as a consequence of (F2) there exists ρ > 0 such that |Fu(x,u)|  12ω0|u|
whenever |u|  ρ. Therefore |um(x)| > ρ for all x ∈ J cm. Now (F7) shows that, for any
ρ > 0 there is bρ > 0 with
∣∣Fu(x,u)∣∣σ  bρFˆ (x,u)|u|σ for all |u| ρ. (7.8)
Observe that 2σ ′ = 2σ/(σ − 1) < 3, so the Hölder inequality, (7.8) and (7.5) imply
∫
J cm
Fu(x,um)(v
+
m − v−m)|vm|
|um| 
( ∫
J cm
( |Fu(x,um)|
|um|
)σ)1/σ( ∫
J cm
|vm|σ ′ |v+m − v−m |σ
′
)1/σ ′
 C
( ∫
c
Fˆ (x,um)
)1/σ( ∫
c
|vm|2σ ′
)1/2σ ′Jm Jm
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( ∫
J cm
|vm|2σ ′
)1/2σ ′
→ 0
as m → ∞. This however, contradicts (7.7). 
Repeating the arguments of Lemmas 6.6 and 6.7 gives the following:
Lemma 7.4. Let (ω), (F0)–(F2) and (F5)–(F7) be satisfied. Assume Φ has only finitely
many geometrically distinct critical points. Then for any interval I = [c, d] ⊂ (0,∞),
Φ has a (C)I -attractor A with P+A ⊂ E+ bounded and inf{‖u+ − v+‖: u,v ∈ A,
u+ 	= v+} > 0.
Proof of Theorem 2.5. With X = E− and Y = E+ all conditions of Theorem 5.1 are sat-
isfied as a consequence of Lemmas 7.1–7.3. Therefore Φ possesses a (C)c-sequence (um)
with κ  c  supΦ(Q). Using the concentration compactness principle the invariance of
Φ with respect to the Z3-action yields a critical point u 	= 0.
Furthermore, assume (F5) is also satisfied. If (D)V has only finitely many geometri-
cally distinct solutions, then with Lemma 7.4 we see that Φ satisfies all hypotheses of
Theorem 5.3, hence it has an unbounded sequence of positive critical values. 
Next we turn to the proof of Theorem 2.7.
Proof of Theorem 2.7. As before we look for critical points of the functional Φ on
E. According to Lemma 3.3(c) the spectrum of A is purely discrete: σ(A) = σd(A) =
{±μ1/2n : n ∈ N}. We arrange the eigenvalues of A less than −ω as
−∞ < · · · η−2  η−1 < −ω with eigenfunctions e−j : Ae−j = η−j e−j ,
and those larger than −ω as
−ω < η+1  η+2  · · · with eigenfunctions e+j : Ae+j = η+j e+j .
Setting
E±ω = clos span
{
e±j : j ∈ N
}
and E0ω = ker(A+ω)
we then have the decomposition
E = E−ω ⊕E0ω ⊕E+ω , u = u− + u0 + u+.
We define a new inner product on E by
(u, v)ω =
(|A+ω|1/2u, |A+ω|1/2v) 2 + (u0, v0) 2L L
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ω0|u|22  ‖u‖2ω for u ∈ E−ω ⊕E+ω , ω0 := min
{
η+1 +ω, −(η−1 +ω)
} (7.9)
and that the functional Φ can be written as
Φ(u) = 1
2
(‖u+‖2ω − ‖u−‖2ω)−Ψ (u) with Ψ (u) =
∫
R3
F(x,u).
For u =∑j∈N(c−j e−j + c+j e−j )+ u0 ∈ E we have:
‖u‖2ω =
∑
j∈N
((
η+j +ω
)∣∣c+j ∣∣2 − (η−j +ω)∣∣c−j ∣∣2)+ |u0|22.
In order to apply Theorems 5.1 and 5.3 we set X = E−ω ⊕E0ω and Y = E+ω .
Claim 7.1. Φ satisfies (Φ0), (Φ1) and (Φ2).
(Φ0) follows easily from the continuity of embedding E ↪→ H 1/2(R3,C4), (Φ1) from
the form of Φ , and (Φ2) from Lemma 6.2.
Claim 7.2. Φ verifies (Φ4).
For n ∈ N, we define Yn := span{e+1 , . . . , e+n }. Then (7.9) implies
ω0|u|22  ‖u‖2ω  η+n |u|22 for u ∈ Yn.
Repeating the argument of the proof of Lemma 7.1(c) yields (Φ4).
Claim 7.3. Φ satisfies the (C)c-condition for all c 0.
Let (um) ⊂ E be a (C)c-sequence. Then (7.2)–(7.4) remain true in the present case. We
first verify the boundedness of (‖um‖ω). Assume by contradiction that ‖um‖ω → ∞ and
set vm = um/‖um‖2ω as before. After passing to a subsequence we have: vm ⇀ v, v0m → v0,
 := limm→∞ ‖v−m + v+m‖ω exists, and (7.5) holds. We distinguish the two cases:  = 0 or
 > 0, and we write u˜m = u−m + u+m, v˜m = v−m + v+m . If  = 0 then ‖v0m‖ω = |v0m|2 →
1 = |v0|2. For δ > 0 we consider the sets Ωδ = {x ∈ R3: |v0(x)|  2δ} and Ωmδ = {x ∈
R
3: |v˜m(x)|  δ}. Since v0 ∈ C(R3) and |v0|2 = 1, |Ωδ| > 0 for all δ small. By (7.9)
and (7.5)
|Ωmδ| 1
δ2ω0
∫
3
|v˜m|2 → 0,
R
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hence |um(x)| δ2‖um‖ω for mmδ . From this and (7.3) we obtain
∫
R3
Fˆ (x,um) aδ
∫
Ωδ\Ωmδ
|um|2  aδ δ
2
4
‖um‖2ω|Ωδ \Ωmδ| → ∞
contradicting (7.2). Next assume  > 0 and observe that
Φ ′(um)
(
u+m − u−m
)= ‖um‖2ω
(
‖v˜m‖2ω −
∫
R3
Fu(x,um)(v
+
m − v−m)|vm|
|um|2
)
,
hence ∫
R3
Fu(x,um)(v
+
m − v−m)|vm|
|um| → 
2.
As in (7.6) we set
Jm :=
{
x ∈ R3: |Fu(x,um(x))||um(x)| 
ω02
2
}
and J cm := R3 \ Jm.
Then we have ∣∣∣∣
∫
Jm
Fu(x,um)(v
+
m − v−m)|vm|
|um|
∣∣∣∣ 2ω02 |vm|22  
2
2
,
and therefore
lim
m→∞
∫
J cm
Fu(x,um)(v
+
m − v−m)|vm|
|um| 
2
2
. (7.10)
By (F2) there exists ρ > 0 such that |Fu(x,u)|  122ω0|u| whenever |u|  ρ. Hence|um(x)| > ρ for all x ∈ J cm. Now the Hölder inequality (2σ ′ = 2σ/(σ − 1) < 3), (7.8),
and (7.5) yield
∫
J cm
Fu(x,um)(v
+
m − v−m)|vm|
|um| 
(∫
J cm
( |Fu(x,um)|
|um|
)σ)1/σ(∫
J cm
|vm|σ ′ |v+m − v−m |σ
′
)1/σ ′
 C
(∫
c
Fˆ (x,um)
)1/σ(∫
c
|vm|2σ ′
)1/2σ ′Jm Jm
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(∫
J cm
|vm|2σ ′
)1/2σ ′
→ 0
as m → ∞, contradicting (7.10). Therefore, (um) must be bounded in E, and a standard
argument (using the fact that E ↪→ Lτ (R3,C4) embeds compactly for τ ∈ [2,3), shows
that (um) has a convergent subsequence in E.
In conclusion, Φ satisfies the conditions of Theorem 5.1. If F is even in u then it satisfies
the conditions of Theorem 5.3. This completes the proof of Theorem 2.7. 
8. Parameter-dependent case
In this section we prove Theorem 2.9 by applying Theorem 5.2 to the functional Φλ
defined in (4.10). Recall the norm ‖ · ‖λ on Eλ =D(|Aλ|1/2) and the decomposition Eλ =
E−λ ⊕E+λ . We observe that (6.1) and (6.2) continue to hold with ‖ · ‖ replaced by ‖ · ‖λ.
Lemma 8.1. There are ρλ,σλ ∈ (0,1) such that Φλ(u)  σλ for all u ∈ ∂Bρλ ∩ E+λ , and
infΦλ(Bρλ ∩E+λ ) = 0.
Proof. Recall that |u|p  dλ‖u‖λ for all u ∈ Eλ. Thus by (6.1) for u ∈ E+λ there holds
Φλ(u)
a − |ω|
2a
‖u‖2λ −
1
p
d ′λ‖u‖pλ ,
and the conclusion follows from p > 2. 
For m ∈ N we define Zλm := E−λ ⊕ Yλm with Yλm as in Section 3 (see Lemma 4.7).
Lemma 8.2. For each m ∈ N there exist Rm,Mm > 0 independent of λ such that
Φλ(u)  0 for all u ∈ Zλm with ‖u‖λ  Rm, and supΦλ(BRm ∩ Zλm) Mm. In partic-
ular, supΦλ(Zλm)Mm.
Proof. In the sequel di denotes positive constants that are independent of λ. For u = u− +
u+ ∈ Zλm we have u+ ∈ Yλm, |u+|pg  d1|u|pg , and by Lemma 4.7, |u+|pg  d2‖u+‖pλ .
Therefore
Φλ(u)
a + |ω|
2a
‖u+‖2λ −
a − |ω|
2a
‖u−‖2λ − d3‖u+‖pλ
= −
(
a + |ω|
2a
− d3‖u+‖p−2λ
)
‖u+‖2λ −
a − |ω|
2a
‖u−‖2λ
and the conclusion follows because p > 2. 
Lemma 8.3. For any M > 0 there is Λ = Λ(M) > 0 such that Φλ satisfies the (PS)c-
condition for all 0 cM and all λΛ.
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dard to show that (un) is bounded in Eλ. In addition, with |u|g =
∫
R3 g(x)|u|p we have
Φλ(un)− 12Φ
′
λ(un)un =
p − 2
2p
|un|pg ,
which implies
lim
n→∞|un|
p
g = 2pc
p − 2 . (8.1)
Similarly we obtain
lim
n→∞
(∥∥u+n ∥∥2λ − ∥∥u−n ∥∥2λ +ω|un|22)= 2pcp − 2 .
Clearly, if c = 0 then un → 0 in Eλ. We assume c > 0, un ⇀ u in Eλ and un → u in
Lτloc(R
3,C4) for all τ ∈ [1,3). For u ∈ E we write u = ud +ue ∈ E = Eλd ⊕Eλe according
to the decomposition (4.5). Then we have udn → ud and uen ⇀ ue. Using the Brézis–Lieb
lemma we obtain
|un|pg =
∣∣uen − ue∣∣pg + |u|pg + o(1). (8.2)
Lemma 4.6 yields
∣∣uen − ue∣∣g  Cp(a2 + λ2b)−θp∥∥uen∥∥λ where θp = 3 − p2p
hence
∥∥uen∥∥2λ = Φ ′λ(un)((uen)+ − (uen)−)+
∫
R3
g(x)|un|p−2un
((
uen
)+ − (uen)−)
 o(1)
∥∥uen∥∥λ + |un|p−1g ∣∣(uen)+ − (uen)−∣∣g
 o(1)
∥∥uen∥∥λ +Cp(a2 + λ2b)−θp |un|p−1g ∥∥uen∥∥λ
and
∥∥uen∥∥pλ  o(1)+Cpp (a2 + λ2b)−pθp |un|p(p−1)g .
Consequently we obtain
∣∣uen − ue∣∣p  C2pp (a2 + λ2b)−2pθp |un|p(p−1)g + o(1). (8.3)g
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2pc
p − 2  |u|
p
g +C2pp
(
a2 + λ2b)−2pθp( 2pc
p − 2
)p−1
and therefore
|u|pg 
(
1 −C2pp
(
a2 + λ2b)−2pθp( 2pM
p − 2
)p−2) 2pc
p − 2 .
Now we may choose
Λ = 1
b
C
2p/(3−p)
p
(
2pM
p − 2
)(p−2)/(3−p)
,
for instance, and obtain
|u|pg 
(
a2 + λ2b)−(3−p) 2pc
p − 2 (8.4)
for all λΛ and 0 cM .
Clearly wn := un − u⇀ 0, and it is not difficult to check that
Φλ(wn) → c −Φλ(u) and Φ ′λ(wn) → 0.
Replacing un by wn in the above argument implies c −Φλ(u) 0 and
0
(
a2 + λ2b)−(3−p) 2p(c −Φλ(u))
p − 2
as in (8.4). This yields c = Φλ(u) and thus wn → 0. 
Proof of Theorem 2.9. Set X = E−λ , Y := E+λ , and Y0 := Yλm for each m ∈ N. Clearly Φλ
satisfies (Φ0). It satisfies (Φ2) by Lemma 8.1, and it satisfies (Φ3) by Lemma 8.2. Finally,
Lemma 8.3 shows that Φλ satisfies the (PS)c-condition for all c ∈ [0,Mm] if λ  Λm.
Therefore we may apply Theorem 5.2 and obtain that Φλ has at least m-pairs critical points
for all λΛm. 
Remark 8.4. (a) The nonlinearity 1
p
g(x)|u|p can be replaced by more general functions
F(x,u). It is sufficient to assume, for instance, that there exists γ > 2 with γF(x,u) 
a1Fu(x,u)u, and there are 2 < p  q < 3 with F(x,u)  a2|u|p and |Fu(x,u)| 
a3|u|q−1 for all (x,u). Then one can prove that for λ large, Φλ has at least one non-
trivial critical point. Moreover if F(x,u) is even in u then there is Λm large such that for
all λΛm, Φλ has at least m-pairs critical points.
(b) The assumption (ω) is not necessary. In fact, for any ω ∈ R, we consider the operator
Aλ = Aλ + ω. For λ large Aλ has the eigenvalues μ± + ω. Then L2 = L− ⊕ L0 ⊕ L+λj λ λ λ
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consider the decomposition Eλ = D(|Aλ|1/2) = E−λ ⊕ E0λ ⊕ E+λ with E0λ = L0λ, and the
inner product
(u, v)λ =
(|A|1/2u, |A|1/2v)
L2 + (u0, v0)L2 , u = u− + u0 + u+.
Arguing as above with appropriate modifications we obtain the same conclusions as Theo-
rem 2.9.
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