The need for embedded devices to be able to exchange information with each other and with data centers is essential for the advent of the Internet of Things (IoT). Several existing communication protocols are designed for small devices including the message-queue telemetry transport (MQTT) protocol or the constrained application protocol (CoAP). However, most of the existing implementations are convenient for computers or smart phones but do not consider the strict constraints and limitations with regard resource usage, portability and configuration. In this paper, we report on an industrial research and development project which focuses on the design, implementation, testing and deployment of a MQTT module. The goal of this project is to develop this module for platforms having minimal RAM, flash code memory and processing power. This software module should be fully compliant with the MQTT protocol specification, portable, and inter-operable with other software stacks. In this paper, we present our approach based on abstraction layers to the design of the MQTT module and we discuss the compliance of the implementation with the requirements set including the MISRA static analysis requirements.
Introduction
The need for connected devices has grown rapidly in the last few years. Starting with personal computers using the internet, continuing with smartphones and new wireless technologies and reaching a point where even small devices, not necessarily controlled by a human, should be able to communicate. They will be able to exchange any kind of data to enable new opportunities that we barely start to foresee. The growth of this new domain of connected devices talking to one another has been called the Internet of Things (IoT).
The IoT describes a paradigm shift where a multitude of 'things', such as small sensors or actuators, will communicate with other machines enabling and access to new options of technologies and usage. The IoT has already started, for example with the nest thermostat or with lightbulbs that can be remotely-controlled from any smartphone from anywhere in the world. These examples are simple ones and do not reflect the potential behind the IoT wave that is building. There could be as much as 50
Background
Fig. 1 depicts a typical IoT infrastructure where several sensors communicate with a local gateway and possibly with each other over a local network. The local gateway may pre-process the data and transmit it via the internet to other services. In this section, we discuss the protocols which can be used to build this kind of IoT infrastructure.
Message Queue Telemetry Protocol
MQTT is an emergent lightweight bi-directional communication protocol that is intended to be used in an IoT context to enable the communication between a device and a server, called broker. The MQTT protocol uses TCP to ensure the reliability the packets transmission and requires a persistent connection between the server and the client. It is a publish/subscribe protocol, as described in the specification [2] abstract. Since it is the responsibility of the broker to keep track of the clients and of what topics they are subscribed to, it reduces the complexity on the client's side. It is stated that publish/subscribe protocols such as MQTT are becoming important particularly for sensor devices in the IoT since messages need to be sent as efficiently as possible without consuming too much energy and needing few processing capabilities [3] . The MQTT protocol also supports several levels of quality of services (QoS), to ensure that even on a faulty network messages will be received "at most once" (QoS 0), "at least once" (QoS 1) or "exactly once" (QoS 2).
Of course, the higher the QoS level, the higher the complexity and overhead of the exchange between the client and the broker. This is reflected by the higher end-to-end delay when using a higher QoS. It has been found that when using a wired network, the end-to-end delay of a payload transmitted via MQTT will typically be below 0.1 seconds for QoS 2, about 0.05 seconds for QoS 1 and below 0.05 seconds for QoS 0. This means that determining the right QoS for various applications leads to better performance.
A formal analysis of the MQTT found no flaws in the specification when the exchange between the client and the broker was unhindered. A flaw was found in the specification if the two suggested methods for handling QoS 2 were used simultaneously in the broker and that the network could be considered hostile [4] . 
Constrained Application Protocol
There is also a lighter protocol, the constrained application protocol (CoAP), which has been designed to be easily translated to a hypertext transfer protocol (HTTP) equivalent. It uses UDP instead of TCP, which reduces the overhead for every packet, but also reducing reliability. That is why an optional confirmation scheme has been integrated in the protocol itself. A CoAP protocol implementation must also potentially reorder the packets received, since it cannot rely on TCP to do so. A comparative analysis about the delays and bandwidth usage efficiency in messages exchanged with CoAP and MQTT in various conditions regarding the quality of the network revealed that when more re-transmissions are needed, the TCP overhead makes it so that MQTT has a longer delay. But with few retransmissions, less or equal to 20%, MQTT has a lower delay than CoAP [5] . It has also been found that when the loss rate is low, CoAP needs less overhead to transmit data to a server than MQTT does. But, with a high packet loss, if the message is big (around 300-350 bytes), the probability of losing a message using UDP, as CoAP does, is higher than if using TCP, as MQTT does. CoAP then needs to re-transmit the whole message more often than MQTT does, which leads to better performance under these conditions for MQTT.
Another comparison between MQTT and CoAP found that the round-trip time was less for CoAP than for MQTT: 127 ms vs. 160 ms, respectively [6] . It was also determined that CoAP almost always uses less bandwidth than MQTT for the same amount of data sent, which is confirmed by other results [5, 7] . MQTT has a better reliability, partly due to using TCP and to their QoS scheme and it was found that MQTT has better features regarding security and multi-cast, while CoAP has a better compatibility with HTTP and REST.
Also, whenever CoAP would need to communicate with another device, it would need to know the IP address of every device, possibly needing some discovery mechanism, which would complicate the application. This is not the case for MQTT and other protocols that support some kind of multi-cast.
Resources and the processing required to process the requests of CoAP would make it hard for power constrained devices to support, especially when concurrency is high [8] .
Other Protocols
Other protocols include the HTTP, widely known for its use on the internet. The HTTP protocol, while vastly used for several applications can be quite demanding to implement and support, which means that it cannot easily be used by very small devices requiring communication, but could still be a viable option for higher-ends systems which have the resources required to correctly support the HTTP protocol requirements.
Another protocol developed to answer the needs of that niche is the advanced message queuing protocol (AMQP). It uses TCP, like the MQTT protocol, as a transport layer. It does not use a publish/subscribe scheme and is more oriented to exchange data between two nodes, nothing in the protocol enables to easily relay some of the data to some other nodes, as is the case with MQTT. Also, according to [9] , MQTT is more efficient energy-wise than AMQP. Also, MQTT would be the better suited of the two protocols for simple sensors or actuators using a constrained environment.
Requirements

MQTT Protocol Specification Details
It is required that the MQTTc stack complies with every item in the MQTT specification [2] , including the three QoS levels that can be used to publish, as summarized in Fig. 2 . 
Embedded System Requirement Details
Requirements when designing for embedded systems differ a lot from requirements and constraints when designing for higher-level systems such as computers or smartphones. It is therefore important to consider the following several aspects.
Resources
An embedded system is typically a device that uses a processor that has limited processing capacity; a small amount of RAM memory, rarely more than a few hundred MB, sometimes less and a flash memory where the code resides that can also be quite limited. A microcontroller operating at a frequency of 32 MHz that has about 1 MB of code space and 128 kB of internal RAM could be considered to be medium-range. This means that when designing software for embedded systems, the amount of memory and the memory footprint that the code will occupy should be kept as low as possible. Also, anything that can be delegated to either the hardware or to a platform with a higher processing capability should be. Failure of doing so can mean that the software will not be able to be executed on some lower-end platforms, that the performance will be limited or, in order to avoid this, a better chip will need to be used, which leads to a more costly end-product. The software stack implemented hence requires using as few resources as possible, regarding code space, memory usage and CPU processing time.
Hardware portability
Another aspect of designing for embedded systems is the higher number of different architectures, peripherals and toolchains (compilers/linkers) that is available compared to their non-embedded counterparts.
In order for some software to work correctly on as many platforms, with their particular peripherals using as much toolchains as possible, some precautions must be taken. To be able to run on both 16-bits or 32-bits architectures and since the C standard does not set a standard size for the 'int' type, using width-constant types that will not vary depending on the platform on toolchain is essential. Also, in order to adjust to the various peripherals on which the software will run, software drivers are required. That is, instead of accessing directly a particular peripheral's registers, a standardized driver should abstract the exact way the hardware works and instead offer a public and constant interface to the software using that hardware. This way, the only thing that needs to be re-written each time a new peripheral needs to be supported is the driver, not the stack itself. In this case, the MQTTc module will use existing software from Micrium that already provides both the width-constant types and the network drivers that work with Micrium's network stack also used by the MQTTc module.
Software portability
Since software vendor for embedded systems often sell their software as blocks that each can be used distinctively, without using all the blocks from a single vendor, it may be required to write abstraction layers for software components, too. To be able to easily interface with any other component, a software block should specify clear boundaries and interfaces where other components should be inserted and, if need be, adjusted in some way.
Since particularities are hidden from the other side of the interface of the layer, it may cause some features that could have been useful to be hidden or some code to be less than optimal in certain cases. Because of this and also to reduce code complexity and increase the ease of maintenance, abstraction layers should be kept at a minimum.
Configuration
Another aspect of portability is the fact that in order to run efficiently on so many different architectures and to be able to handle the needs and requirements of as many applications as possible. To allow that, the software written should be easily configurable, either at compile-time using preprocessor directives or at run-time, if allocating data structures.
Also, in order to allow the user to have access to some debugging features when developing while avoiding to use too much resources in "release-ready" code, it is possible to use some pre-compiler directives, based on a compile-time configuration value to either include or not the debugging capabilities. Features that could be disabled at compile-time may include statistics, additional checks or asserts and logs or any other kind of output. The MQTT module therefore requires to be able to support a number of pertinent configurations to enable or disable features in order to decrease the resources required by the stack. It must also support some configuration options that could be used to tailor the behavior of the stack to the needs of his application or to the platform used.
Design and Implementation
This section will provide more details regarding the actual implementation of the MQTT-client (MQTTc) stack. A general overview of the implementation will be detailed after which a description for each of the requirements discussed previously will also be given. Fig. 3 depicts the general behavior of the MQTTc internal task, in the context of which all the processing for every MQTT connection instance and every MQTT control packet is done. Having a single task doing everything MQTTc-related allows minimizing memory usage since only a single task stack is required. The internal MQTTc task has three main duties: receive any incoming data from a previously opened connection, send any data requested by the application and poll the message queue used by the application to request a new message to be sent. Indeed, all the functions requiring to send data use a queue to communicate with this task, in order to avoid long lock times as much as possible. The application tasks push a MQTT message to the queue, which is polled periodically by the internal task. If the task has a message to process, it will enqueue the correct data structures at the correct locations in its internal data structure and start the communication whenever the socket will be ready to send data. Most messages also require receiving some data from the broker and the task is constantly verifying if it has received something. It could be either a PUBLISH from the broker or the response to a previously sent message. Either way, the task will process it correctly, update the internal state of the message, receive additional data and/or call the callback specified by the application if the message has completed, as required. The internal task is written as an infinite loop, so it will constantly execute these operations, being idle for just the time specified by the application at initialization.
Implementation Overview
Having a single task and using a queue to communicate with external processes also allows this MQTTc stack to be thread-safe. This is not always the case for simple MQTTc libraries, such as Paho. They sometimes only provide synchronous APIs and are not thread-safe, meaning that no two calls to that MQTT library can overlap; one must complete before the subsequent one can start. Also, offering an asynchronous API and a callback system instead of a synchronous one allows application tasks to continue running while the message is being transmitted and processed, reducing the need for more tasks, instead make them more efficient and saving memory by reducing the number of tasks stacks needed.
Portability
Portability can be separated in two sub-sections, hardware and software, but since the MQTTc stack uses common modules provided by Micrium to abstract the CPU architecture and compiler that is being used, the MQTTc stack did not really need to make any effort to be portable on multiple hardware platform. The MQTTc is making sure to use the features that are provided by the common modules of Micrium regarding the width of the various data types and it was enough.
Regarding software portability, two abstraction layers have been used, as illustrated in Fig. 4 . A first one to abstract the MQTTc from the kernel stack it is using, provided by Micrium. This has the benefit of allowing this stack to work with any kernel, since it is thread-safe by design, or no kernel at all, without much effort. The other abstraction layer is used to abstract which networking stack is being used, this one written exclusively for the MQTTc module. Functions composing this abstraction layer are related to socket-level operations in the networking stack. These functions are to open and close a socket, receive or transmit data or configure a socket to wait on some events and actually wait on those events. It has been decided to have this abstraction layer for the MQTTc module to be able to interface with any networking stack, since there are many options available, for example the ones provided by the chip manufacturer. 
Code Footprint Optimization
To reduce as much as possible the memory footprint usage, and a bit related to the 'Configuration' requirement, a compile-time #define allows the user to enable or disable the optional argument checks. This will mainly be used in debugging mode or when developing but will be turned off, to reduce the code size and increase the execution speed when development will be over. Also, it was decided, both to optimize the memory footprint and the resource usage, to force the user to allocate the data structures needed by some of the MQTTc functions in his application rather than putting this in the stack.
This does not require any code, where allocating these objects from a pool, the heap or anywhere else and managing them would have increased the code footprint without any significant gain.
The usage of the abstraction layer possibly increases the memory footprint usage, but it was decided that the increase in code footprint was largely compensated by the option to run the stack using any other networking module.
Memory Usage Optimization
In order to use as few resources as possible, a couple of solutions were implemented. The simplest one is that every data type used is always the smallest possible to do what it needs to do. Also, related to the 'Configuration' requirement, the user will provide the maximum number of message he wishes to be able to have on the network or queued within the MQTT-stack at the same time. This allows allocating the bare minimum of message IDs instead of keeping track of too many for nothing. It was also decided that as few internal structures as possible were going to be used, instead of placing the burden on the user to allocate any data structure needed by the stack, since the application knows exactly how much it needs and when it can re-use some of them. Tables 1 and 2 illustrate where every data structures will be allocated and their typical sizes. It demonstrates that everything allocated by the stack is quite small, where a connection instance or a message instance or buffer will be bigger. That is why it has been deemed preferable to leave the application to allocate these data structures, in order to avoid allocating too much of them for the application's needs.
For the resource usage optimization, this has the advantage that since the application knows its needs, it can allocate and potentially re-use these data structures more easily than if it was the stack that was doing so. Also, there is no need for a complicated and resource-consuming overhead for managing the allocated objects since the application will know when it is done with any data structures, via the various callback mechanisms integrated in the stack. 
Configuration
The user will be able to specify at the stack the maximum number of messages that can be queued at any time, to reduce resource usage as much as possible. The stack will also allow the user to enable or disable both a temporary local buffer that can be used to analyze the data sent and received and checks on arguments that are coming from the user, in order to indicate, in development, if there is a problem with any given parameter.
Every possible configuration related to the MQTT protocol such as the broker IP address or name, the user name and password, the keep alive time-out can also be configured for every different MQTTc connection. It is also possible to configure the size of the buffer for each message used either to receive or to transmit by the stack. This has the advantage that if the user can know that for a given topic the payload to send will never be more than N bytes, he can configure that particular buffer to be N bytes instead of needing to account for the worst case.
The user can also configure which callback for every MQTT-connection he wants to be called, since the callback registering mechanism allows the user to fit the notifications to his needs.
Results and Discussion
This section will analyze the design choices that were made and see what impacts they have on the final result.
Portability
As mentioned before, software portability is always a trade-off between integration and therefore performance and optimization and the possibility to use the module with various stacks handling its needs. In the case of the MQTTc module, if a user would want to use it with another OS or with another networking stack, it would require him to write the abstraction layer, which was intentionally kept as simple as possible. The abstraction layers used only rely on simple constructs and functions that should be available in any decent OS and networking module.
Having this kind of portability is one of the biggest advantages of this MQTTc stack over comparable implementations. For example, some stacks, like Mosquitto, need a particular platform to work correctly, be it Windows, Linux or Arduino. Other stacks require particular software components or compilers, such as wolfMQTT which requires the wolfSSL library to support SSL/TLS and offers no easy method of using an alternative. This is not the case with this stack since it provides abstraction layers for both the hardware on which it runs and the other software components it is relying on.
Code Footprint Optimization
To calculate the code used by the MQTTc module, a test has been done, using the IAR compiler with Optimization set at High, Balanced. The total of the code footprint was 3456 bytes, when the extra checking was done, which is typically only during development. If the extra checks were disabled at compile-time, 260 bytes were saved, giving a total for 'release' code of 3196 bytes. This is quite reasonable considering that the smallest microcontrollers have about 16 kB of flash for the code to use and that it increases rapidly into the hundreds of kB for other lower-end products. Of course this calculation does not take into account the size of the OS and of the network stack needed for the MQTTc module to work. Considering that a networking stack can be nearly 100 kB, the MQTTc stack is small enough to avoid being a factor when calculating the code flash requirement.
Memory Usage Optimization
In order to provide the memory usage for various use cases, a formula has been developed, based on the size of the various constructs required by the MQTTc module.
In order to provide examples of the memory usage of the MQTT stack, four scenarios were elaborated, from very simple to a pretty demanding one. Table 3 displays the results obtained. The configuration structure must also be accounted for, it needs 8 bytes, but can be located either in the flash memory or use RAM, it is not included in the calculations. The task stack also needs to be allocated, which can range from a few hundred bytes on small architectures to a few kB on more complex ones.
These results show that the MQTTc stack memory usage will scale with the complexity of the application, based on the number of MQTT connections that need to be opened simultaneously and the number of MQTT control packets, or messages, that need to be available at the same time. For a very small application on either a 16-bits or a 32-bits architecture, the amount of RAM used is between 100 and 200 bytes, depending on the number of control packets. Since even low-end microcontrollers have a few kB of RAM, this usage is quite reasonable, even considering the tasks stack that is needed by the OS, which could be a few hundred bytes on simple architectures. For more complex applications, requiring more connections and control packets available, the RAM usage grows steadily, requiring a higher-end platform to run on. Considering that these messages will need to be processed in a reasonable delay, it is to be expected that applications needing that many messages require more powerful platforms. With the most complex scenario, even when including the tasks stack, the amount of RAM used can easily stay below four kB, which can easily be available on most higher-end platforms.
Also, since the data structures are declared by the caller application and are allocated by the compiler, this allows them to remain valid only for the duration they are needing, without having to use any kind of dynamic allocation to allocate and free them. Several other MQTT stacks require a malloc and free implementation which increases code use and, on embedded systems, can lead to memory fragmentation if not used with caution. 
Configuration
The method of configuration used has several advantages but also some disadvantages. It is very flexible and easy to use by the user by allowing him to only allocate exactly what he needs and this also means that the overhead for maintaining these resources is not present in the MQTT module. The disadvantages related to this method is that many pointers must be kept and that some may never be used by the user. The primary example is when registering a callback, if a user never wants to register a callback for a given operation there is no way for the compiler or the MQTT module to strip the unused function pointer from the MQTTc connection structure, even if it will never be used.
Also, some code paths could go unused without the compiler and linker being able to know, which could lead to using more code flash space than specifically required. For example, even if a user knows that his application will never receive any message from the broker, the MQTT module has no way of knowing it is the case. Therefore, it will still have all the functions and data to decode anything received from the broker but will never actually use it.
Test and Validation
Several tests have been made on the stack to confirm it is compliant with the MQTTc stack. First, using a simulation platform running C/OS in a Windows environment, many use cases have been setup and tried with several brokers. This allowed testing the more trivial aspects of the specification like the correct handling of the control packets. Once that was confirmed the same tests and a more complex scenario were tested using a Freescale TWR-K70F120M evaluation board that uses a K70FN1M0 Microcontroller which is a 32-bit ARM Cortex-M4 that runs at up to 120 MHz and has 1 Mbyte of program flash and 128 kbytes of static RAM. This revealed some timing issues as well as limitations when an error was detected and when a connection was closed inadvertently. The more complex scenario also showed how the offered API could be modified so that it was more intuitive for the user. Still, after all these tests, some aspects of the specification had not been tested, particularly error cases or more limit cases. A partial MQTT broker has been written to test these remaining situations. Some problems were found when handling particularly large packets or when a very slow connection was emulated and that every byte of the MQTT packet was received separately one from the other. This combination of tests and testing methods has allowed to confirm that every aspect of the specification had been respected and that the MQTTc module created was fully functional, both in controlled environments as well as when used in a completely genuine context.
Improvements
In order to improve the MQTT module, it could be possible to add some very specific and simple configuration defines, to change the available features in the MQTT stack. For example, configurations could be added to indicate if an application only wishes to transmit to the broker and never receive. This would enable removing some code paths and data from structures. Another option could be to disable specifically unused callbacks, which would also reduce both RAM usage and the quantity of code space used a bit. Another possible improvement would be to add a polling mechanism if the developer does not wish to use the internal task but instead prefers periodically calling the task's handler from another task. This would reduce performance and increase latency but would allow saving the task stack in memory.
Conclusions
The objective of this work was to design and implement a MQTTc software stack fully compliant with the specification and that could be used efficiently and easily in embedded systems. This meant that the module needed to be as light-weight as possible, using as little memory resource as possible and not requiring too much processing power. Also, in order to run on as many platforms as possible, abstraction layer and a good level of configuration was required, to be efficient and usable in trivial applications as well as in very complex ones.
In order to attain this objective, it was decided to keep the API simple and to let the user manage the allocation of the buffers and the data structures, to avoid allocating anything that was not needed and to help re-use the buffers and structures as the application allowed, not as the stack would require. Also, strategically placed abstraction layers have been designed so that the MQTTc module would be able to run with virtually any operating system and network stack.
Several tests were done to confirm that the MQTTc stack is compliant with the requirements of the specification and that it worked correctly. Based on the results obtained during the testing and the analysis made regarding resources usage, portability and configuration, the objective has been met. The MQTTc stack will be able to be used in an embedded systems context, on a variety of processors, including ones with fewer resources. The MQTTc module will also scale well if the platform has more resources and the application is more complex.
