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Echocardiography and Optical Flow 
Viktor Gamarnik	
Cardiovascular	disease	 (CVD)	consistently	 ranks	among	 the	 leading	causes	of	death	 in	 the	
United	 States.	 The	 most	 common	 subtype	 of	 CVD,	 ischemic	 heart	 disease,	 is	 a	 frequent	
precursor	of	myocardial	infarction	and	heart	failure,	most	commonly	affecting	the	left	ventricle	
(LV).	 Today,	 echocardiography	 is	 regarded	 as	 the	 gold	 standard	 in	 screening,	 diagnosis,	 and	
monitoring	 of	 LV	 dysfunction.	 But	 while	 global	 assessment	 of	 LV	 function	 tends	 to	 be	
quantitative,	 cardiologists	 with	 specific	 expertise	 still	 perform	 many	 regional	 evaluations	
subjectively.	 However,	 a	 more	 objective	 and	 quantitative	 measure	 of	 regional	 function	 –	
myocardial	strain	–	has	been	developed	and	widely	studied	using	2D	echocardiography.		
With	 recent	 developments	 in	 real-time	 3D	 echocardiography	 (RT3DE),	 it	 has	 become	
possible	 to	measure	 strain	 in	 its	 native	 3D	 orientation	 as	well.	 Our	 laboratory’s	 earlier	work	
introduced	the	Optical	Flow	(OF)	method	of	strain	analysis,	which	was	validated	on	simulated	
echocardiograms	 as	 well	 as	 through	 animal	 studies.	 The	 principal	 goal	 of	 this	 thesis	 is	 to	
translate	this	OF-based	method	of	strain	estimation	from	the	research	setting	to	the	patient’s	
bedside.	
We	 have	 performed	 a	 series	 of	 studies	 to	 evaluate	 the	 feasibility,	 accuracy,	 and	
reproducibility	of	OF-based	myocardial	 strain	estimation	 in	a	 routine	clinical	 setting.	The	 first	
investigation	focused	on	the	optimization	of	RT3DE	acquisition	and	the	OF	processing	pipeline	
	
for	 use	 in	 human	 subjects.	 Subsequently,	 we	 evaluated	 the	 capacity	 of	 this	 technique	 to	
distinguish	 abnormal	 strain	 patterns	 in	 patients	 with	 CVD	 and	 varying	 degrees	 of	 LV	
dysfunction.	Our	 analysis	 revealed	 that	 segmental	 strain	measures	obtained	by	OF	may	have	
better	 sensitivity	 and	 specificity	 than	 the	 more	 commonly	 used	 global	 LV	 strains.	 Our	 third	
validation	 study	 examined	 the	 reproducibility	 of	 these	 strain	 measures	 in	 both	 healthy	 and	
diseased	populations.	We	established	that	OF-based	strain	measures	demonstrate	repeatability	
comparable	 to	 that	 achieved	 by	 the	 latest	 commercial	 software	 commonly	 used	 in	 clinical	
research	to	estimate	2D	or	3D	strain.	
These	studies	were	driven	in	large	part	by	the	absence	of	a	ground	truth	or	accepted	gold	







Overall,	 our	 pilot	 studies	 of	 OF-based	 strain	 estimation	 demonstrate	 that	 the	 technique	
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Figure	 2-3.	 (Top	 Row)	 Illustration	 of	 the	 relationship	 between	 the	 Cartesian	 coordinate	
system	(x,	y,	z)	and	the	natural	coordinate	system	of	the	LV	(r,	θ,	z),	whose	shape	resembles	an	













Figure	 3-1.	 Optical	 Flow	 pipeline	 for	 strain	 estimation	 from	 human	 3D	 B-mode	
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Figure	3-2.	Spectral	analysis	of	temporal	strain	profiles	from	three	canine	experiments.	(A)	
Left:	 Circumferential	 and	 longitudinal	 strain	 curves	 from	 three	 canine	 experiments,	 depicting	
function	at	baseline	(healthy	tissue).		Right:	Power	spectral	density	graphs	for	each	curve.	The	
table	 exhibits	 the	 amount	 of	 signal	 power	 in	 selected	 frequency	 bands,	 averaged	 over	 the	 3	
cases.	Note	that	>	99.6%	of	signal	power	is	concentrated	below	30Hz.	(B)	Left:	Circumferential	
and	 longitudinal	 strain	 curves	 from	 three	 canine	 experiments,	 depicting	 function	 after	 pLAD	
occlusion	leading	to	infarction.		Right:	Power	spectral	density	graphs	for	each	curve.	Note	that	>	
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Figure	 3-3.	 Circumferential	 and	 longitudinal	 temporal	 strain	 curves	 in	 three	 canine	 data	
sets,	 both	 shown	 at	 the	 acquisition	 frequency	 (200Hz),	 after	 25	 Hz	 subsampling	 and	 spline	
interpolation,	and	after	low-pass	filtering	with	a	30Hz	cutoff	.....................................................	49	
Figure	3-4.	Demonstration	of	the	effect	of	anisotropic	diffusion	upon	RT3D	TTE	B-mode	data	










Figure	3-6.	 (Top)	Examples	of	 temporal	 radial	 strain	profiles	estimated	at	 the	mid	 level	of	
the	 LV	 using	 various	 kernel	 and	 search	 region	 sizes	 during	 OF	 tracking.	 (Bottom)	 Effects	 of	
variable	kernel	and	search	region	sizes	on	the	cross	correlation	coefficient	and	computational	
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segment	 in	 the	study	population.	Vertical	error	bars	 represent	 the	95%	CI	 for	amplitude.	The	
horizontal	error	bars	at	the	peak	of	each	curve	represents	the	95%	CI	for	the	TTPS.	The	dotted	
line	denotes	ES	time,	which	was	used	to	temporal	alignment	of	subjects.	.................................	62	
Figure	 3-9	 (Top	 row)	Strain	95%	CI	width	as	a	 function	of	 strain	amplitude.	 (Bottom	row)	
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Figure	 3-10.	 Peak	 strain	 amplitudes	 with	 95%	 CI	 at	 the	 segment	 level.	 Segments	 with	












outliers.	 Outliers	 are	 plotted	 individually	 as	 red	 asterisks.	 Horizontal	 black	 lines	 represent	
significant	 differences	 at	 the	p	 <	 0.05	 level.	No	 segments	 in	 the	 study	 sample	 demonstrated	
hyperkinetic	(RWMSI	=	3)	segments.	...........................................................................................	90	
Figure	 5-1.	 [Top]	 Segmental	 circumferential	 strain	 curves	 from	 a	 single	 subject	 in	 a	 test-
retest	(blue,	red)	scenario.	Segments	which	had	inadequate	quality	are	shown	as	zeros	and	not	
considered.	The	mAL	segment	was	adequate	in	the	first	trial	but	not	in	the	second,	hence	one	
curve	 is	 constant	 at	 zero.	 The	 last	 panel	 shows	 the	 mean	 “global”	 profiles,	 computed	 by	
averaging	 all	 adequate	 segments.	 [Bottom]	 The	 same	 information	 is	 shown	 for	 radial	 strain	
curves,	 in	 a	 different	 subject.	 Here,	 the	 mIL	 segment	 was	 inadequate	 during	 trial	 1,	 but	
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Figure	 6-2.	 The	 DENSE	 technique.	 Top:	 the	 DENSE	 pulse	 sequence,	 which	 differs	 from	






two	 LAX	 views,	 with	 motion	 encoding	 orthogonal	 to	 the	 tag	 line	 orientation.	 The	 DENSE	
acquisition	 is	 performed	 the	 same	 way	 (see	 Figure	 6-2),	 but	 a	 demodulation	 step	 before	
readout	eliminates	the	tag	lines,	which	are	illustrative	here.	....................................................	127	
Figure	6-4.	The	DENSE	analysis	pipeline.	Top	row:	segmentation	of	 the	anatomy	 from	the	
SAX	 BTFE	 image	 series,	 registration	 of	 the	 binary	 mask	 to	 the	 DENSE	 FOV	 and	 seed	 point	
selection.	Bottom	row:	selection	of	best	unwrapped	phase	map,	repeated	for	x,	y,	and	z	motion	
encoding	 directions,	 and	 generation	 of	 displacement	 vectors	 inside	 the	myocardial	 contours.
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Figure	 6-5.	 [Top]	 Correlation	 between	 the	 blood	 pool	 area	 (blue),	 and	 average	 distance	





are	healthy	volunteers;	 the	 last	column	 is	a	patient	with	CVD.	The	top	row	shows	anatomical	
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data	 acquired	 in	 a	 short-axis	 orientation	 at	 the	 mid-LV	 level.	 The	 middle	 row	 shows	
corresponding	 DENSE	 magnitude	 data.	 The	 bottom	 row	 shows	 an	 apical	 four-chamber	 view	
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boundary	𝑇𝑖 − 1	with	 the	 corresponding	 image	𝐼𝑖 − 1,	 b)	 filtered	 image	𝐼𝑖 − 1′,	 c)	 probability	
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lines	extend	to	 the	25th	and	75th	percentiles.	The	dotted	 lines	extend	to	 the	 farthest	samples	
not	considered	outliers.	Outliers	are	plotted	individually	as	red	asterisks.	Horizontal	black	lines	
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Cardiovascular	disease	 (CVD)	consistently	 ranks	among	 the	 leading	causes	of	death	 in	 the	
United	 States	 (Figure	 1-1)[1].	 Although	 CVD	 encompasses	 a	 broad	 range	 of	 heterogeneous	
conditions,	ischemic	heart	disease	(IHD)	is	by	far	the	most	common	[2].	IHD	is	primarily	caused	





Figure	1-1.	 (Left)	 Incidence	of	the	most	common	diseases	 in	the	US	over	time,	expressed	as	rate	per	100,000	
individuals.	 (Right)	 The	 ten	most	 common	 causes	 of	 death	 in	 the	US.	Note	 that	 in	 both	 graphs,	 diseases	 of	 the	
heart	lead	data	from	the	latest	National	Vital	Statistics	Reports	[1],	[5].	
	
Today,	 echocardiography	 is	 regarded	 as	 the	 gold	 standard	 in	 screening,	 diagnosis,	 and	































for	 example.	 The	 presence	 and	 severity	 of	 valvular	 disease	 is	 also	 regularly	 assessed	 using	
Doppler	ultrasound	[7].		
Beyond	 these	 global	 indices	 of	 function,	 the	 temporal	 and	 spatial	 resolution	 possible	 in	
ultrasound	make	it	uniquely	qualified	for	detailed	regional	evaluation	of	function.	For	example,	





ε	 =	 (L-L0)/L0	 [11].	 With	 respect	 to	 the	 heart,	 strain	 quantifies	 the	 magnitude	 of	 regional	
deformation	 of	 the	 myocardium	 throughout	 the	 cardiac	 cycle.	 Strain	 measurements	 have	
several	 critical	 advantages	 over	 pure	 motion	 measurements.	 Most	 significantly,	 strain	
measurements,	both	 in	subjects	with	preserved	ejection	 fraction	 (EF)	and	 in	 those	with	overt	
CVD,	are	prognostically	relevant,	being	associated	with	future	cardiovascular	events	[12]-[14].	
Over	 the	 past	 15	 years,	 the	 research	 community	 has	 developed	 a	 substantial	 collection	 of	
evidence	 describing	 the	 prognostic	 and	 diagnostic	 value	 of	 strain	 measurements	 from	 2D	
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echocardiograms.	More	 recently,	 focus	has	also	 turned	 to	strain	estimates	derived	 from	real-
time	3D	(also	called	4D)	echocardiograms	(RT3DE).		
While	 RT3DE	 is	 capable	 of	 providing	 much	 more	 information	 than	 its	 2D	 counterpart,	
adoption	 of	 this	 method	 in	 the	 clinic	 has	 been	 limited,	 in	 large	 part	 due	 to	 the	 lack	 of	
quantitative	 and	 efficient	 analytical	 tools.	 Previous	 work	 at	 the	 Heffner	 Biomedical	 Imaging	
Laboratory	 included	 developing	 several	 tools	 for	 quantitative,	 semi-automatic	 analysis	 of	 4D	
echocardiograms	 [15],	 [16].	 In	 particular,	 the	 Optical-Flow	 (OF)	 method	 of	 strain	 analysis	
introduced	 by	 Duan	 et	 al.	 [17]	 was	 tested	 on	 simulated	 echocardiographic	 data	 [18]	 and	 in	
animal	studies	 (open-chest	canines)	 [19].	 In	these	settings,	 the	OF	technique	proved	to	be	an	
efficient	 and	 accurate	 approach	 to	 estimating	myocardial	 strain	 and	 detecting	 abnormalities	
(e.g.	from	experimentally	induced	ischemia	and	infarction).		







the	OF	myocardial	 strain	estimation	approach	 for	 routine	use	 in	clinical	 settings.	 	Following	a	






to	simulated	data	and	 invasive	animal	studies.	The	most	salient	of	 these	are	 (1)	 lower	
image	quality	due	to	intervening	tissues	and	reduced	imaging	windows;	(2)	lower	frame	
rates	secondary	to	the	requirement	of	a	wider	and	deeper	field	of	view;	and	(3)	lack	of	




2. Determining	 the	 capacity	 of	OF-based	 strain	measurements	 to	 distinguish	 abnormal	
patterns	in	patients	with	CVD:	We	sought	to	test	the	hypothesis	that	the	OF	technique	
has	 sufficient	 sensitivity	 to	 distinguish	 healthy	 and	 diseased	 hearts	 and	 localize	
dysfunction.	We	recruited	patients	with	an	established	history	of	CVD,	from	whom	we	





3. Establishing	 the	reproducibility	of	OF-based	strain	measures	 in	healthy	and	diseased	
populations:	Owing	to	the	potential	difficulties	in	validating	RT3DE	measures	with	other	
imaging	 modalities	 (see	 below),	 we	 chose	 instead	 to	 establish	 the	 method’s	
6	
	
reproducibility	 in	 healthy	 and	 diseased	 populations.	 In	 Chapter	 5,	 we	 describe	 the	
methods	and	results	of	 the	reproducibility	 investigation,	and	compare	our	 results	 to	a	
well-established	 commercial	 software	 package	 used	 in	 clinical	 research	 studies	 to	
estimate	2D	and	3D	LV	strain.		
4. Exploring	 additional	 validation	 approaches,	 via	 comparison	 with	 MRI:	 Although	
ground-truth	 measurement	 of	 LV	 strain	 in	 humans	 is	 not	 currently	 possible,	 cardiac	
magnetic	 resonance	 imaging	 (CMR)	 has	 had	 considerable	 success	 in	 deriving	 strain	
estimates	 using	 a	 variety	 of	 pulse	 sequences.	 In	 Chapter	 6,	 we	 explore	 the	 potential	
utility	of	a	recently	developed	CMR	method	to	generate	dense	strain	maps	in	the	human	
LV.	 In	 particular,	we	describe	 the	 implementation	of	 an	 image-processing	pipeline	 for	
derivation	of	strain	measurements	from	3D	DENSE	data,	and	address	the	required	next	
steps	to	use	such	information	for	validation	of	RT3DE-based	strain	estimates.	





a	 level-set	 method	 to	 automatically	 track	 the	 endocardial	 border,	 using	 data	 from	
earlier	canine	experiments.	
Chapter	 8	 summarizes	 our	 findings	 along	 the	 various	 paths	 we	 investigated	 towards	
adapting	and	validating	the	RT3DE	OF	method	in	humans	and	generating	the	first	evidence	of	
its	 utility	 in	 a	 clinical	 setting.	We	also	propose	 several	 compelling	directions	 for	 future	work,	
7	
	
including	 refinements	 to	 the	 OF	 pipeline	 to	 augment	 its	 robustness	 on	 clinical	 images,	





proposed	 and	 implemented	 a	 multiscale	 spatiotemporal	 framework	 for	 examining	 3D	 strain	
data.	 This	 work	 was	 the	 first	 to	 propose	 a	 formal	 method	 of	 interpreting	 3D	 strain	 in	 the	
context	 of	 validation	 and	 verification	 experiments,	 while	 maintaining	 strong	 connections	 to	
accepted	 clinical	 standards.	 In	 subsequent	 experiments,	we	 utilized	 this	 system	 to	 guide	 our	
validation	studies	using	ultrasound	as	the	primary	modality.	Notably,	this	framework	is	equally	
well	 suited	 for	 multi-modality	 validation	 experiments	 (for	 example,	 RT3DE	 vs.	MRI),	 and	 for	
building	data	visualization	approaches.	
The	work	described	in	Chapter	3	constitutes	the	first	characterization	of	strain	variability	in	
humans	 as	 measured	 by	 the	 RT3DE	 OF	 method.	 To	 reach	 this	 point,	 we	 first	 had	 to	
quantitatively	 verify	 that	 the	 pipeline	 performance	 would	 be	 robust	 in	 the	 context	 of	 the	
limited	 data	 quality	 afforded	 by	 noninvasive	 transthoracic	 echocardiography.	 Drawing	 upon	
theoretical	and	empirical	evidence,	we	optimized	the	pipeline	for	consistent	acquisition	and	LV	





spectrum	of	CVD.	Whereas	prior	 studies	 in	animals	 suggested	 that	OF-based	 strain	estimates	
are	sensitive	to	ischemic	and	infarcted	conditions,	our	data	suggest	that	certain	components	of	
3D	 strain	 have	 sufficient	 sensitivity	 and	 specificity	 to	 distinguish	 patients	 with	 clinical	 risk	




of	 healthy	 and	 diseased	 individuals.	While	 previous	 work	 on	 this	method	 has	 demonstrated	
success	in	simulated	data	and	selected	animal	studies,	this	is	the	first	experiment	to	statistically	
quantify	 the	 degree	 to	 which	 our	 estimates	 are	 consistent	 on	 clinical	 data,	 in	 a	 test-retest	
scenario.	Our	analysis	revealed	that	while	peak	strain	values	may	not	have	sufficient	reliability,	
the	 reproducibility	 of	 average	 global	 strain	 profiles	 is	 consistent	 with	 previously	 reported	





















This	 chapter	 provides	 a	 highly	 abbreviated	 overview	 of	 the	 key	 areas	 that	 must	 be	
understood	 to	 fully	 grasp	 the	 technical	 and	 biological	 context	 of	 the	 techniques	 and	 results	
described	 in	 the	 remainder	 of	 the	 thesis.	 We	 will	 review	 basic	 cardiac	 anatomy,	 the	
pathophysiology	 of	 cardiovascular	 disease	 as	 it	 relates	 to	 the	 heart,	 and	 the	 fundamental	






The	 human	 heart	 (Figure	 2-1)	 is	 an	 electromechanical	 pump,	 comprising	 three	 structural	
systems:	 a	 connective	 tissue	 “skeleton”	 which	 provides	 overall	 structure	 and	 anchors	 the	
















Blood	 travels	 to	 the	 lungs,	 whose	 vast	 capillary	 bed	 facilitates	 the	 rapid	 and	 efficient	









Particularly	 pertinent	 to	 our	 subject	 is	 the	 heart’s	 intricate	 vascular	 network,	 known	 as	 the	
coronary	arteries	and	veins.	Because	the	heart	 is	constantly	active,	the	coronary	circulation	 is	
absolutely	 paramount	 to	 its	 function.	 Decreased	 flow	 through	 these	 vessels	 leads	 to	 an	
immediate	decrease	 in	 the	amount	of	oxygen	and	other	nutrients	available	 to	 the	underlying	
myocardium	–	 a	 condition	 known	as	 ischemia.	 Cessation	of	 flow	 in	 a	 coronary	 artery	 rapidly	
leads	to	death	of	the	underlying	tissue,	i.e.	a	myocardial	infarct	or	a	“heart	attack.”	As	shown	in	







Although	we	will	omit	a	 full	discussion	of	coronary	circulation	 for	 the	sake	of	brevity,	we	will	
note	two	vessels:	the	left	anterior	descending	(LAD)	and	the	left	circumflex	(LCx)	arteries,	both	
of	which	 originate	 from	 the	 LCA.	 The	 LAD	 supplies	 blood	 to	 45-55%	of	 the	 LV,	 including	 the	
interventricular	septum,	the	anterolateral	wall,	and	the	apex.	The	LCx	may	supply	between	15-








As	 the	 primary	 focus	 of	 this	 thesis	 is	 to	 examine	 LV	 function,	 we	 next	 present	 the	
conventions	which	will	be	used	in	the	following	chapters	when	discussing	LV	anatomy.	From	a	
classical	anatomical	perspective,	the	four	walls	of	the	LV	are:	




• The	 lateral	wall,	which	 lies	opposite	 the	septum	(referred	 to	 in	some	 literature	as	
the	free	wall).	
The	 variability	 in	 nomenclature	 arises	 in	 large	 part	 from	 the	 heart’s	 asymmetrical	 shape	 and	
oblique	position	in	the	thorax	[20].	For	its	part,	the	LV	shape	is	roughly	conical.	This	shape	gives	
rise	to	the	“natural	coordinate	system”	of	the	LV,	as	follows:	
• The	 long	axis	(z)	 is	defined	by	a	line	extending	between	the	apex	and	the	center	of	
the	mitral	valve;	















the	 classical	 Cartesian	 (x,	 y,	 z)	 system,	 and	 to	 the	 standard	 views	 in	 echocardiography.	 As	



















principal	 directions	 of	 motion	 and	 deformation	 of	 the	 LV.	 As	 we	 will	 see	 in	 subsequent	
chapters,	conversion	between	this	3D	coordinate	system	and	the	Cartesian	one	is	trivial	–	and	
by	 extension,	 so	 are	 mappings	 and	 projections	 onto	 other	 2D	 and	 3D	 conventions.	 For	 a	
thorough	 discussion	 of	 LV	 nomenclature,	 anatomy	 and	 their	 relationships	 to	 imaging,	 the	
reader	is	referred	to	[20],	[21].		
2.2.3 The	17-Segment	AHA	Model	
In	clinical	cardiology,	and	particularly	 in	 the	context	of	cardiac	 imaging,	another	system	 is	
frequently	 used	 to	 subdivide	 the	 LV.	 This	 is	 known	 as	 the	 standard	 17-segment	 model,	
proposed	 by	 the	 American	 Heart	 Association	 (AHA)	 [22].	Whereas	 the	 LV	 coordinate	 system	


















it	 is	 possible	 to	 correlate	 a	 physician’s	 findings	 with	 novel	 data	 while	 employing	 identical	






















investigation	 revealed	 that	 ischemia	 produces	 a	 rightward	 shift	 in	 the	 LV’s	 end-systolic	
pressure-volume	relationship,	resulting	in	decreased	stroke	volume	and	consequently	reduced	










from	complete	 coronary	occlusion,	 leading	 to	 intense	hypoxia,	 rapid	build-up	of	metabolites,	
and	eventually	myocyte	death,	or	necrosis.	As	in	ischemia,	the	location,	size,	and	severity	of	the	
infarcted	region	depend	on	which	coronary	vessel	is	occluded.	Critically,	whereas	ischemia	may	
produce	 reversible	 injury,	 infarction	 leads	 to	 irreversible	 tissue	 damage,	 and	 eventual	 scar	
formation	 and	 total	 loss	 of	 function	 in	 the	 affected	 region.	 In	 the	 case	 of	 sufficiently	 large	
infarcts,	a	decline	in	global	LV	function	is	seen	in	the	form	of	impaired	LVEF.	The	impact	upon	
tissue	motion	and	deformation	 is	also	more	severe,	manifesting	as	complete	 loss	of	 function,	
and	 in	 some	 cases	 paradoxical	 behavior	 (e.g.,	 while	 normal	 myocardium	 actively	 thickens	
during	systolic	contraction,	infarcts	are	known	to	undergo	passive	thinning	during	this	process).	
2.3.2 	Cardiomyopathies	
Cardiomyopathies	 are	 a	 class	 of	 cardiac	 disease	 which	 manifest	 primarily	 as	 structural	
abnormalities	of	the	myocardium.	They	are	generally	classified	into	three	distinct	types:	dilated	






in	 the	 case	of	 ischemia,	 impaired	 contractility	 leads	 to	 reduced	 LVEF	 and	decreased	motion/	









Since	 the	 main	 function	 of	 cardiac	 valves	 is	 to	 ensure	 unidirectional	 flow	 between	 the	
chambers	and	outlets	of	the	heart,	they	have	two	modes	of	failure.	Regurgitation	is	the	failure	
of	the	valve	to	prevent	blood	flow	in	the	opposite	direction	to	the	normal	circulatory	pathway.	
Stenosis	 is	 the	 failure	of	 the	valve	to	permit	adequate	 flow	 in	 the	normal	direction.	Although	
the	 effects	 of	 a	 single	 valve’s	 failure	 may	 propagate	 throughout	 the	 entire	 heart,	 we	 will	
address	only	the	two	valves	which	control	LV	inflow	and	outflow.	
Mitral	 stenosis	 (MS)	 occurs	when	 the	mitral	 valve	 fails	 to	 fully	 open,	 preventing	 the	 free	
flow	of	blood	 from	 the	 LA	 to	 the	 LV	 in	diastole.	As	 a	 result,	 the	normally	miniscule	pressure	
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gradient	 between	 the	 two	 chambers	 rises,	 and	 causes	 gradual	 enlargement	 of	 the	 LA.	 The	
impaired	 diastolic	 filling	 leads	 to	 decreased	 stroke	 volume	 and	 cardiac	 output,	 but	 since	 LV	
contractility	is	unaffected,	LVEF	may	not	be	affected.	
Mitral	regurgitation	(MR)	is	a	failure	of	the	valve	apparatus	to	prevent	retrograde	flow	from	
the	 LV	 to	 the	 LA	 during	 systolic	 contraction.	 In	 acute	 MR,	 there	 is	 insufficient	 time	 for	
physiologic	 adaptations;	 the	 retrograde	 flow	 therefore	 causes	higher	pressure	and	 volume	 in	
the	LA,	a	reduced	forward	CO,	and	diastolic	stress	on	the	LV	owing	to	additional	inflow	from	the	
LA	from	the	previous	contraction.	The	additional	diastolic	stretching	actually	causes	an	increase	

















Aortic	 regurgitation	 (AR),	 like	MR,	 is	 distinguished	 by	 retrograde	 flow	 of	 blood	 from	 the	
aorta	 into	 the	 LV	 during	 diastole.	 The	 condition	 is	 analogous	 to	 MR	 both	 in	 terms	 of	 the	
dysfunction	and	the	compensatory	mechanisms.	In	acute	AR,	the	primary	change	in	LV	function	




In	 sum,	 failure	 of	 the	 valve	 apparatus	 can	 produce	 a	 variety	 of	 effects	 on	 the	 LV	
myocardium.	The	nature	and	severity	of	the	resulting	changes	depends	not	only	on	the	severity	
of	 the	 valve	 defect,	 but	 also	 on	 whether	 it	 is	 acute	 or	 chronic.	 In	 most	 situations,	 the	 LV	




The	 underlying	 causes	 and	 clinical	manifestations	 of	 these	 conditions	 are	 quite	 diverse,	 and	
while	the	incidence	is	lower	than	IHD	[27],	the	associated	morbidity	is	no	less	striking:	electrical	
dysfunctions	 frequently	 lead	to	stroke	 [28],	heart	 failure	 [29],	and	sudden	cardiac	death	 [30].	




delay	 or	 interruption	 in	 the	 transmission	 of	 an	 impulse	 from	 the	 atria	 to	 the	 ventricles	 [31],	
causing	 dissociation	 between	 atrial	 and	 ventricular	 contraction.	 In	 this	 case,	 the	 atria	 and	
ventricles	 may	 both	 contract	 normally,	 but	 the	 contraction	 is	 asynchronous.	 By	 contrast,	 a	
condition	 like	bundle	branch	block	may	generate	not	only	asynchronous	contraction	between	
the	ventricles,	but	regional	wall	motion	abnormalities	as	well	 [32].	Objective	measurement	of	









prevalence	 of	 arrhythmias,	 patients	 with	 such	 conditions	 are	 frequently	 excluded	 from	 the	
study	population.		
2.3.5 	Hypertension	






to	 have	 hypertension;	 by	 60,	 one	 half	 of	 all	 adults	 are	 affected	 [33].	 While	 there	 is	 a	
tremendous	body	of	 literature	describing	the	possible	causes,	mechanisms	and	treatments	of	
hypertension,	we	wish	here	to	outline	only	a	few	points.	First,	high	blood	pressure	is	a	“silent”	
disease	 –	 if	 the	 disease	 is	 not	 detected	 by	 routine	 screening,	 patients	 are	 frequently	
asymptomatic	 until	 the	 blood	 pressure	 is	 exceedingly	 high,	 or	 begins	 causing	 other	 organ	
damage.	Second,	 the	effects	are	not	confined	to	the	cardiovascular	system:	hypertension	 is	a	
known	 risk	 factor	 for	 renal	 disease,	 stroke,	 and	 retinopathy,	 as	 well	 as	 heart	 disease.	 With	
respect	to	end-organ	damage	in	the	heart,	hypertension	is	known	to	accelerate	atherosclerosis	
(leading	to	myocardial	 ischemia	and	infarction);	 it	also	increases	the	afterload	seen	by	the	LV,	
leading	 first	 to	 systolic	 dysfunction,	 then	 compensatory	 hypertrophy,	 and	 eventually	 systolic	
dysfunction	 and	 HF.	 Thus,	 the	 range	 of	 effects	 seen	 in	 the	 LV	 ranges	 from	 small,	 localized	
ischemia/infarcts	to	more	global	reductions	in	function	as	a	consequence	of	LVH	and	ischemia.	
2.4 Role	of	Echocardiography	










clinical	 setting,	 the	 sensitivity	 and	 accuracy	 of	 this	 modality	 still	 depend	 on	 the	 skill	 of	 the	
human	 interpreting	 the	 acquired	 images.	 The	 amount	 of	 time	 necessary	 for	 a	 good	 “echo	








chamber	dimensions,	 volumes,	 and	wall	 thickness	 are	measured.	 Spectral	Doppler	 is	 used	 to	
quantify	blood	flow	velocity	through	cardiac	valves,	and	to	detect	abnormalities	 in	such	flows	
from	 valve	 insufficiency	 or	 stenosis	 [8].	 The	 assessment	 of	 LV	 systolic	 function	 (the	 ejection	
phase	of	the	cardiac	cycle)	is	most	frequently	performed	by	measuring	ejection	fraction,	which	
is	calculated	as	












during	 systole	 of	 each	 LV	 segment.	 The	motions	 of	 all	 ventricular	 segments	 are	 assessed	 by	
integrating	visual	information	from	short-	and	long-axis	views,	and	a	global	wall	motion	score	is	
calculated	by	summing	the	individual	scores	of	each	segment.	Regional	evaluation	of	function	is	
performed	 in	 a	 similar	 manner	 by	 individually	 examining	 the	 scores	 of	 each	 segment;	 for	
example,	 hypokinetic	 and	 dyskinetic	 regions	 have	 been	 correlated	 with	 perfusion	 defects	 in	
coronary	artery	disease	(CAD).	LV	diastolic	function	(the	filling	phase	of	the	cardiac	cycle)	is	also	
assessed	 from	 trans-mitral	 Doppler	 flow,	 mitral	 valve	 velocity	 by	 tissue	 Doppler,	 pulmonary	
veins	 flow,	 and	 by	 measuring	 left	 atrial	 dimensions.	 The	 interpretation	 of	 the	 clinical	




acceptance	 has	 been	 limited	 due	 to	 insufficient	 image	 quality	 and	 low	 temporal	 resolution	
compared	to	2D	imaging.	Over	time,	RT3D	echocardiography	has	become	an	important	aid	for	
the	 structural	 evaluation	 of	 cardiac	 valves,	 and	 it	 is	 gaining	 popularity	 in	 the	 functional	




are	 required	 because	 the	 entire	 heart	 chamber	 is	 imaged,	 so	 that	 its	 true	 orientation	 and	
dimensions	are	available.	Second,	analysis	can	be	more	comprehensive	than	with	2D,	because	





In	 sum,	 RT3D	 echocardiography	 offers	 the	 physician	 a	 wealth	 of	 information	 that	 is	
otherwise	difficult	 or	 impossible	 to	obtain	 from	2D	 imaging.	While	 there	 is	 a	 large	 variety	of	
software	that	facilitates	quantitative	analysis	of	2D	echocardiograms	(e.g.,	Philips’	QLABTM,	GE’s	
EchoPACTM,	 Toshiba’s	 ArtidaTM),	 the	 selection	 of	 tools	 for	 comprehensive	 analysis	 of	 RT3DE	
images	 is	much	more	 limited	 (e.g.,	 TomTec’s	 4D	 LV	 FunctionTM).	 In	 the	 absence	 of	 effective	
analytical	tools,	all	this	new	information	only	amplifies	the	problems	highlighted	in	the	previous	




In	 layman’s	 terms,	 “strain”	 usually	 refers	 to	 “stretching”	 of	 a	material,	 and	 describes	 the	
















the	LV	wall	 in	systole	and	diastole,	respectively),	 longitudinal	 (e.g.	 the	systolic	shortening	and	
diastolic	expansion	of	the	LV	along	its	long	axis),	and	circumferential	(e.g.	the	torsion	of	the	LV	
in	the	short	axis)	–	see	Figure	2-3.	Strain	measurements	have	several	critical	advantages	over	
pure	 motion	 measurements.	 Most	 significantly,	 strain	 measurements,	 both	 in	 subjects	 with	





There	 are	 numerous	 approaches	 to	myocardial	 strain	 estimation	 from	 echocardiographic	
data.	Broadly,	there	are	three	categories,	distinguished	by	the	type	of	data	that	is	acquired	and	
analyzed.	 Acquisition	 of	 radiofrequency	 data	 in	 standard	 2D	 echo	 views	 permits	 strain	
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quantification	 through	 myocardial	 elastography	 [37].	 This	 high-resolution	 method	 has	 been	
used	to	 image	a	number	of	 interesting	cardiac	phenomena,	 including	electromechanical	wave	
propagation	[38]	in	2D.	
Doppler-based	measures	of	the	myocardial	velocity	and	strain	rate	are	referred	to	as	Tissue	
Doppler	 Imaging	 (TDI).	 TDI	 utilizes	 the	 Doppler	 effect	 with	 a	 standard	 ultrasound	 probe	 to	
measure	the	velocity	of	the	insonified	tissue	throughout	the	cardiac	cycle.	Most	commonly,	TDI	
is	 performed	 in	 2D	 B-mode	 views,	 and	 produces	 an	 estimate	 of	 motion	 (and,	 by	 extension,	




a	 critical	 limitation	 of	 TDI	 is	 angle-dependence:	 much	 as	 in	 the	 case	 of	 flow	 Doppler,	 the	
estimated	 tissue	 velocities	 (and	 consequently	 the	 strains)	 vary	 with	 the	 angle	 of	 incidence	
between	the	ultrasound	beam	and	the	observed	tissue.	This	introduces	a	significant	amount	of	
variation	into	the	technique,	and	impedes	both	the	reliability	and	precision	of	the	method	[42].	
The	 third	 set	 of	 methods	 for	 motion	 and	 strain	 estimation	 in	 ultrasound	 is	 commonly	
classified	 as	 speckle-tracking	 echocardiography	 (STE).	 Generally	 speaking,	 speckle-tracking	
methods	 take	 advantage	 of	 the	 fact	 that	 speckle	 patterns	 in	 tissue	 remain	 stable	 over	


















both	 short-	 and	 long-term	 response	 to	 Cardiac	 Resynchronization	 Therapy	 (CRT)	 [45].	
Edvardsen	et	al.	 found	that	TDI-based	strain	estimates	could	detect	 longitudinal	dyskinesia	of	
the	 apical	 septum	during	 LAD	occlusion	more	 reliably	 than	 standard	 echo	 [46].	 In	 a	 study	 of	
patients	 with	 cardiac	 light-chain	 amyloidosis,	 Koyama	 et	 al.	 found	 that	 early	 impairment	 of	
systolic	 function	 could	 be	 detected	 by	 TDI-based	 strain	 estimates,	 even	 if	 tissue-velocity	
measures	(i.e.	pure	TDI)	did	not	demonstrate	sufficient	sensitivity	for	this	task	[47].	While	these	
studies	 demonstrate	 the	 immense	 diagnostic	 and	 prognostic	 potential	 of	 myocardial	 strain	






acquisitions	 are	 limited	 to	 a	 single	 slice,	 there	 is	 no	 ability	 to	 compensate	 for	 through-plane	
motion,	 potentially	 resulting	 in	 underestimation	 of	 some	 types	 of	 strain	 [48].	 Such	
underestimation	 is	 especially	 evident	when	TDI	 is	 used	 to	 assess	 circumferential	 strain,	 since	
the	continuously	changing	direction	of	 the	deformation	 is	 incompatible	with	Doppler’s	angle-
dependent	nature.	 In	healthy	populations,	underestimated	strains	may	still	generate	valuable	
information,	 for	example	about	LV	synchrony.	However,	when	a	patient	with	heart	disease	 is	
the	subject	of	analysis,	myocardial	 strain	amplitudes	are	often	 low	to	begin	with;	 in	 this	case	
strain	underestimation	would	lead	to	erroneous	results	and	potential	misdiagnosis.	
RT3D	echo	has	the	potential	to	augment	the	clinical	utility	of	myocardial	strain	studies	via	
three	 critical	 refinements	 to	 the	 established	 2D	 methods.	 First,	 3D	 echo	 permits	 whole-	
chamber	visualization	from	a	single	apical	view,	eliminating	the	need	for	acquisition	of	multiple	
sonograms.	 Second,	 the	 through-plane	motion	 consideration	 is	obviated,	 as	 the	entire	 three-	
dimensional	 tissue	of	 interest	 is	 observed,	 as	 opposed	 to	 specific	 slices.	 Together,	 these	 two	
improvements	serve	to	augment	both	the	reliability	and	reproducibility	of	the	technique,	while	
minimizing	errors	due	 to	geometric	assumptions	 (which	are	not	needed	 in	3D).	 Finally,	when	





Although	 RT3D	 echocardiography	 has	 been	 available	 on	 clinical	machines	 for	well	 over	 a	
decade,	 acceptance	 by	 physicians	 has	 been	 limited	 in	 large	 part	 due	 to	 insufficient	 image	
quality.	Today,	clinical	RT3D	echocardiography	is	still	used	primarily	for	structural	(rather	than	
functional)	 evaluation,	 i.e.	 for	 assessment	 of	 congenital	 heart	 disease	 [49]	 and	 valve	
abnormalities	 [50].	 Functional	 evaluation	 using	 RT3DE	 is	 performed	 as	 well,	 but	 limited	 to	
global	measures	such	as	volume,	mass	and	EF	[51].	Some	studies	of	functional	regional	analysis	




The	 demonstrated	 potential	 of	 strain	 analysis	 to	 detect	 clinical	 and	 even	 sub-clinical	 LV	
dysfunction	belies	several	difficulties	in	attaining	reproducible	and	reliable	strain	profiles.	One	
reason	for	this	is	the	intrinsic	heterogeneity	of	ultrasound	as	a	modality.	Because	transthoracic	
echo	 relies	 on	 intercostal	 and	 subcostal	 spaces	 to	 view	 the	 heart,	 image	 quality	 varies	
significantly	not	only	between	patients,	but	even	within	a	single	image	in	one	patient.	Artifacts	
such	as	tissue	dropout,	shadowing	and	reverberations	can	 introduce	significant	noise	 into	the	
image,	 and	 thus	 corrupt	 strain	 estimates.	 As	 this	 is	 an	 issue	 of	 data	 acquisition,	 it	 affects	 all	
subsequent	 post-processing	 techniques,	 whether	 TDI,	 2D	 STE	 or	 3D	 STE.	 Thus,	 in	 order	 to	
achieve	more	 robust	 strain	analysis,	most	 studies	have	employed	a	manual	 step	of	excluding	
low-quality	 segments	 from	 analysis	 [43],	 [53],	 [54].	 Naturally,	 the	 heterogeneity	 of	 image	





domain	 of	 post-processing	 methods.	 Even	 if	 we	 only	 consider	 block-matching	 STE,	 there	 is	
enormous	 variability	 in	 the	 specific	 steps	 used	 to	 calculate	 regional	 and	 global	 strain	 values.	




Many	 studies	 have	 demonstrated	 that	 the	 evaluation	 of	 LV	 deformation	 along	 different	
directions	 can	 provide	 important	 details	 on	 the	 pathophysiology	 of	 LV	 systolic	 mechanics	





dysfunction	otherwise	unrecognized	by	 traditional	 assessment.	 Strain	measurements,	 both	 in	
subjects	with	normal	 EF	 and	 in	 those	with	 cardiac	 disease,	 are	prognostically	 relevant,	 being	
associated	 with	 future	 cardiovascular	 events	 [12],	 [58].	 Furthermore,	 a	 recent	 study	




In	 patients	 with	 overt	 heart	 disease,	 the	 site	 of	 damage	 in	 the	 ventricular	 wall	 may	
differently	affect	specific	components	of	LV	function.	In	patients	with	ischemic	heart	disease,	LV	
longitudinal	 strain	 has	 been	 shown	 to	 be	 specifically	 affected	 by	 subendocardial	 infarction,	
whereas	transmural	infarction	is	associated	with	depressed	circumferential	strain	[14],	[60].	
Although	 global	 strain	 has	 been	 demonstrated	 to	 carry	 significant	 prognostic	 value	 in	
several	 clinical	 conditions	 and	 is	 able	 to	 identify	 degrees	 of	 subclinical	 dysfunction	 that	 EF	
cannot	detect,	a	more	regional	assessment	 is	needed	when,	as	 in	 ischemic	heart	disease,	 the	
disease	 process	 involves	 LV	 segments	 but	 global	 function	 appears	 unaffected.	 Longitudinal	
strain,	 in	 particular,	 is	 especially	 sensitive	 to	 myocardial	 ischemia	 because	 longitudinally	
oriented	myofibers	are	predominant	in	the	subendocardium,	an	area	particularly	vulnerable	to	
ischemic	 injury.	 In	 fact,	 LV	 strain	 and	 strain	 rate	 have	 been	 shown	 to	 correlate	 with	 the	
presence	 of	 obstructive	 coronary	 disease	 even	 in	 normally	 contracting	myocardial	 segments	
[61].	
Another	 area	 of	 potential	 utility	 of	 tissue	 velocity	 and	 deformation	 imaging	 is	 LV	
dyssynchrony	 assessment	 in	 patients	 with	 heart	 failure	 or	 after	 myocardial	 infarction.	 Time	
differences	 in	 peak	 velocity	 or	 peak	 strain	 between	 opposing	wall	 segments	 or	 an	 excessive	

















is	 another	 immense	 unresolved	 challenge.	 Investigators	 have	 performed	 comparison	 studies	
between	2D/3D	STE	and	both	3D	MRI	[53],	[54],	[68],	[69]	and	sonomicrometry	[43],	but	such	
comparisons	still	do	not	capture	the	true	motion	of	the	underlying	tissue,	so	disagreement	is	to	










systole	 while	 healthy	 regions	 undergo	 thickening.	 This	 paradoxical	 deformation	 may	 not	 be	
obvious	 to	 an	 inexperienced	 observer,	 but	 is	 easily	 seen	 by	 visualizing	 the	 strain	 profiles	 in	
multiple	segments.		





extent	 of	 the	 acquired	 data,	 permitting	 delineation	 of	more	 localized	 phenomena.	 	 In	 Figure	
2-5,	 we	 summarize	 the	multiple	 spatial	 and	 temporal	 scales	 at	 which	 LV	 function	 should	 be	
analyzed,	 starting	 from	 the	 coarsest	 global-level	 measurements	 and	 extending	 to	 the	 voxel	
scale.		
In	the	chapters	that	follow,	we	will	demonstrate	the	effectiveness	and	convenience	of	using	
this	 framework	 to	 explore	 the	 strengths	 and	 shortcomings	 of	 the	 OF	 approach	 to	 3D	 strain	







results	 from	other	 imaging	modalities	or	clinical	markers.	The	temporal	scales	are	shown	on	the	 left;	 the	spatial	
scales	are	shown	on	the	right.	
	








for	 what	 ought	 to	 be	 considered	 normal	 values.	 By	 extension,	 inclusion	 of	 specific	 disease	
populations	 (along	 with	 properly	 matched	 normal	 controls)	 would	 permit	 us	 to	 evaluate	
whether	 the	 method	 offers	 any	 added-value	 (i.e.	 greater	 sensitivity	 or	 specificity)	 over	 the	
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existing	 clinical	 paradigm.	 The	 evidence	 generated	 by	 such	 investigations	 will	 form	 the	
foundation	 upon	 which	 broader	 criteria	 on	 the	 interpretation	 of	 echocardiography-based	
strains	may	be	developed.	Only	once	such	guidelines	are	enacted	by	authoritative	organizations	
will	strain	measurements	begin	to	gain	traction	in	the	cardiology	clinic.	
Although	 there	 are	 still	 numerous	 technical	 and	 practical	 challenges	 to	 executing	 this	
“ultimate”	 validation	 study	 for	 the	 OF	 strain	 estimation	 technique,	 we	 have	 taken	 several	









As	 noted	 in	 the	 previous	 chapters,	 echocardiography	 remains	 the	 mainstay	 of	 clinical	
diagnosis	for	a	variety	of	cardiac	diseases,	including	heart	failure	[70],	coronary	artery	disease	
(via	stress	echo)	and	valvular	heart	disease	(via	Doppler	[71]	and	3D	echo	[50],	[72]).	Recently,	
technological	 advances	 and	 the	 introduction	 of	 new	 post-processing	 algorithms	 applied	 to	
cardiac	ultrasound	imaging	have	allowed	the	quantification	of	regional	myocardial	deformation,	
expressed	 mathematically	 as	 strain.	 2D	 myocardial	 strain	 measures,	 derived	 from	 tissue	
Doppler	 [73]	 and	 speckle	 tracking	 methods	 [74]	 have	 proven	 useful	 in	 detecting	 cardiac	
dysfunction	 and	 predicting	 cardiovascular	 outcomes	 in	 a	 wide	 variety	 of	 cardiac	 pathologies	
[75].	Analysis	of	cardiac	function	from	2D	images,	however,	has	several	limitations:	it	requires	
multiple	 acquisitions	 over	 different	 heartbeats,	 it	 samples	 only	 the	 portion	 of	 cardiac	 tissue	
included	in	the	ultrasound	plane,	it	cannot	account	for	out	of	plane	motion,	and	the	analysis	of	
the	 large	 number	 of	 2D	 images	 required	 to	 cover	 all	myocardial	 segments	 can	 be	 extremely	
time-consuming.	
Though	 RT3D	 echocardiography	 overcomes	 most	 of	 the	 disadvantages	 of	 2D	
echocardiography,	 its	 widespread	 clinical	 acceptance	 has	 been	 delayed	 by	 several	 factors.	
These	 mainly	 relate	 to	 technical	 limitations	 of	 first-generation	 3D	 systems	 that	 result	 in	
insufficient	 image	 quality	 for	 clinical	 purposes	 and	 low	 temporal	 resolution	 compared	 to	 2D	





The	 study	 of	 myocardial	 deformation	 in	 3D	 has	 the	 potential	 to	 become	 a	 useful	 tool	 in	
cardiology	thanks	to	its	advantages	over	2D,	as	detailed	above.	
Previous	studies,	including	several	reports	produced	by	our	group,	have	demonstrated	that	
RT3D	 echo	 can	 characterize	myocardial	 strain	 in	 3D	 using	 “speckle	 tracking”	 [18],	 [19],	 [44],	
[68],	[69],	[76],	[77].	In	our	earlier	work,	we	introduce	an	Optical	Flow	(OF)-based	technique	for	
3D	 strain	 estimation	 [17],	 and	 validated	 the	method	 on	 simulated	 B-mode	 echocardiograms	
[18].	 Subsequently,	we	performed	a	 series	of	 animal	 experiments	 to	demonstrate	 that	 strain	
can	 be	 measured	 accurately	 in-vivo	 [19],	 and	 that	 such	 measures	 can	 be	 used	 to	 detect	
ischemic	 and	 infarcted	 tissue	 [77].	 Furthermore,	 we	 have	 described	 some	 of	 the	 necessary	
optimizations	 for	 our	 processing	 pipeline	 in	 order	 to	 extract	 such	 measures	 from	 human	
subjects	in	a	clinical	setting	[78].	A	number	of	studies	in	human	subjects	have	demonstrated	the	
utility	 of	 3D	 strain	 measurements	 using	 commercially	 available	 strain	 analysis	 software.	
Although	 commercial	 speckle	 tracking	 software	 tools	 often	 function	 as	 a	 “black	 box,”	 –		
meaning	that	 the	exact	computational	steps	 leading	 from	 input	 to	strain	measures	are	either	
unknown	or	unmodifiable	by	the	end	user	–	strain	estimates	are	usually	derived	from	tracking	
of	 the	LV	subendocardial	surface	(after	automatically	or	manually	delineating	the	endocardial	
border).	However,	 it	 is	well-known	that	LV	strain	exhibits	 transmural	gradients	 [79],	 [80];	 the	






is	 distinct	 from	 the	 aforementioned	 ones	 in	 that	 it	 calculates	 true	 3D	 strains,	 taking	 into	
account	the	entire	myocardium	of	the	LV.	In	the	following	sections,	we	will	address	the	critical	











of	all	 subjects	was	performed	with	 the	approval	of	Columbia	University’s	 Institutional	Review	




probe	 (Philips	Medical	 Systems,	 Andover,	 MA,	 USA).	 After	 10	 minutes	 resting	 in	 the	 supine	
position,	 each	 participant’s	 heart	 rate	 and	 blood	 pressure	 were	 measured.	 The	
44	
	
echocardiographic	 exam	 was	 then	 performed	 according	 to	 the	 recommendations	 of	 the	
American	 Society	 of	 Echocardiography	 by	 a	 licensed	 technician	 with	 the	 subjects	 in	 the	 left	
lateral	decubitus	position.	A	series	of	standard	2D	B-mode	images	were	visualized	and	acquired,	
then	used	for	visual	confirmation	of	normal	LV	function	in	each	participant.	For	3D	assessment,	







The	 pipeline	 for	 strain	 estimation	 from	RT3D	 echocardiograms	 using	 our	OF	 technique	 is	
shown	 in	 Figure	 3-1.	 First	 described	 by	 our	 group	 in	 [44],	 [77],	 [78],	 the	 pipeline	 has	 been	











canine	 experiments	 is	 shown	 in	 Figure	 3-2.	 The	 strain	 curves	 were	 derived	 from	
sonomicrometry	 crystal	 data,	 which	 were	 acquired	 at	 fs	 =	 200	 Hz.	 We	 analyzed	 the	 power	
spectral	density	of	each	signal,	 calculating	 the	proportion	of	 signal	 contained	within	different	





































Figure	 3-2.	 Spectral	 analysis	 of	 temporal	 strain	 profiles	 from	 three	 canine	 experiments.	 (A)	 Left:	
Circumferential	 and	 longitudinal	 strain	 curves	 from	 three	 canine	 experiments,	 depicting	 function	 at	 baseline	
(healthy	 tissue).	 	 Right:	 Power	 spectral	 density	 graphs	 for	 each	 curve.	 The	 table	 exhibits	 the	 amount	 of	 signal	
power	in	selected	frequency	bands,	averaged	over	the	3	cases.	Note	that	>	99.6%	of	signal	power	is	concentrated	








Figure	3-3.	 Circumferential	and	 longitudinal	 temporal	strain	curves	 in	three	canine	data	sets,	both	shown	at	
the	acquisition	 frequency	 (200Hz),	 after	25	Hz	 subsampling	and	 spline	 interpolation,	 and	after	 low-pass	 filtering	
with	a	30Hz	cutoff	






In	 sum,	 we	 found	 that	 measured	 displacement	 and	 strain	 amplitudes	 are	 sensitive	 to	 the	
acquisition	frame	rate,	with	significantly	higher	amplitudes	being	observed	at	fs	=	35	Hz	versus	
15	 and	 25	 Hz.	 There	 was,	 however,	 no	 appreciable	 difference	 in	 the	 strain	 amplitudes	 or	
patterns	between	 fs	=	30	Hz	and	 fs	=	35Hz.	Because	of	 the	 trade-off	between	FOV	and	 fs,	we	
maintained	a	frame	rate	of	≥	30	Hz	during	acquisition.	













Ecc	peak	(%)	 -7.49	±	1.73	 0.03	 -0.06	 -4.35	±	1.45	 -0.01	 0.02	
Ezz	peak	(%)	 -4.55	±	0.67	 -0.09	 -0.15	 3.16	±	0.87	 0.03	 0.15	
Ecc	TTPS	(msec)	 376	±	84	 5	 5	 445	±	53	 -2	 -2	
Ezz	TTPS	(msec)	 394	±	90	 5	 -2	 225	±	20	 -22	 -13	
	
Denoising	
In	our	 framework,	anisotropic	diffusion	 [82]	 is	used	to	 improve	 image	quality	 in	 the	RT3D	
scans	before	tracking	is	attempted.	Briefly,	when	applied	to	an	image,	the	anisotropic	diffusion	
filter	models	 a	 heat-diffusion	 process,	 effectively	 “homogenizing”	 the	 pixel	 gray	 levels	 in	 the	
same	 way	 a	 gas	 or	 liquid	 achieves	 homogeneity	 through	 physical	 diffusion.	 In	 the	






= 𝑑𝑖𝑣(𝑐 𝑥, 𝑦, 𝑧, 𝑡 ∇𝐼),	
(	3.1	)	
where	 c(x,y,z,t)	 is	 the	 diffusion	 parameter,	 div	 is	 the	 divergence	 operator,	 and	∇I	 is	 the	
gradient	 of	 the	 image	 intensity.	 As	 the	 diffusion	 parameter	 is	 not	 constant,	 this	 equation	
represents	a	nonlinear	process.	More	specifically,	the	diffusion	parameter	is	set	to	vary	with	the	
gradient	of	the	image	data	[83]:	
	 𝑐 𝑥, 𝑦, 𝑧, 𝑡 = 𝑔 𝛻𝐼 𝑥, 𝑦, 𝑧, 𝑡 .	
(	3.2	)	
The	function	g,	controls	the	diffusion	as	follows	[84]:	
	 𝑔 𝑥, 𝜆 =
1 𝑥 ≤ 0
1 − eT
U.UWX







	 𝜆 𝑡 = 𝜆? + 𝑎𝑡,	 (	3.4	)	
where	λ0	is	an	initial	gradient	value,	a	is	a	slope	parameter,	and	t is	the	time	index.	In	sum,	the	
behavior	 of	 the	 anisotropic	 diffusion	 model	 is	 based	 on	 these	 last	 two	 parameters,	 whose	
values	must	be	adjusted	based	on	the	image	quality	(e.g.	amount	of	noise	in	the	data).	








Figure	 3-4.	Demonstration	of	 the	effect	 of	 anisotropic	 diffusion	upon	RT3D	TTE	B-mode	data	 and	upon	 the	
resulting	 radial	 strains	 computed	 in	 the	mid	 LV	 segments	 in	 the	 systolic	 phase,	without	 denoising	 and	with	 the	
initial	threshold	λ0	=	6,	10,	15.	
	
Due	 to	our	use	of	a	different	machine	and	probe,	we	 repeated	 the	study	 to	 find	 the	optimal	
parameters	for	data	from	the	Philips	iE-33	machine.	Consistent	with	our	previous	findings,	we	





These	points	 are	 selected	by	manual	delineation	of	 the	endo-	and	epicardial	borders	at	end-
Frame number Frame number Frame number Frame number 






































diastole	 (ED)	 by	 an	 expert	 trained	 in	 cardiac	 TTE	 interpretation.	 To	 transform	 data	 from	 the	
Cartesian	 (x,	 y,	 z)	 system	 to	 the	 natural	 coordinate	 system	 of	 the	 LV	 (r,	 θ,	 z),	 we	manually	
identify	the	apex,	the	center	of	the	mitral	valve,	and	the	mid-septum.	The	principal	LV	z-axis	is	
then	defined	as	the	apical-mitral	 line,	whose	position	 is	assumed	to	be	stable	throughout	the	







where	R	 is	 the	 rotation	matrix	 aligning	 the	 z-axis	with	 the	 long-axis,	 and	T	 is	 the	 translation	
vector	defined	to	position	the	center	of	the	anatomical	coordinates	at	the	center	of	the	mitral	




described	 [88],	 [89].	 Our	 implementation	 uses	 spatial	 cross-correlation	 across	 consecutive	











































































where	 I	 represents	 the	 volumetric	 image	 at	 consecutive	 times	 t	 and	 t+Δt,	Δx	 represents	 the	




a	 particular	 tissue	 point	 at	 time	 N;	 at	 time	 N+1,	 the	 tissue	 point	 has	 moved,	 so	 a	 search	 is	 conducted	 in	 the	
neighborhood	Ω	(black	dotted	region);	the	best	match	at	N+1	is	taken	to	be	the	location	within	Ω	with	the	highest	
cross	 correlation	 (green).	 The	 displacement	 Δ	 can	 then	 be	 calculated	 by	 simple	 subtraction	 of	 the	 tissue	 point	
coordinates	at	time	N	and	time	N+1.	
As	 the	 reader	 can	 appreciate	 from	 the	 equation	 and	 diagram,	 the	 OF	 method	 must	 be	
provided	 with	 two	 critical	 parameters:	 the	 size	 of	 the	 template	 (kernel)	 and	 the	 size	 of	 the	
CC=


















present	 in	 the	 image.	 In	 addition,	 the	 kernel	 size	 determines	 the	 resolution	 of	 the	 resulting	
displacement	map.	Meanwhile,	the	size	of	the	search	region	depends	on	how	far	the	tissue	is	
expected	to	move	between	frames.	A	tradeoff	with	accuracy	and	computational	speed	must	be	
made:	 choosing	a	very	 small	 search	 region	 is	 computationally	efficient,	but	 increases	 the	 risk	




abundance	 of	 potentially	 good	 matches	 in	 a	 large	 search	 area	 increases	 the	 likelihood	 of	
choosing	an	erroneous	point.	 Thus,	 for	 a	 given	 range	of	 image	quality	 and	expected	physical	
motion,	 there	exists	an	optimal	set	of	parameters	to	maximize	the	accuracy	of	 tracking	while	
reducing	computational	costs.	











Since	OF	tracking	relies	on	the	accuracy	of	 the	previous	 frame,	errors	 tend	to	accumulate	







                                                                     (a)                                                                                      (b)                                  (c) 
Fig. 5 :  Examples of the temporal profiles of the radial strains (a) for fixed pre-processing parameters, λ0 = 10, and with varying template and search sizes. 
(top row) Template size: 5 voxels with search size: 7, 9 and 11 voxels. (bottom row) Template size: 7 voxels with search size: 9, 11 and 13 voxels. (b) 
Largest window size: 9-voxel template and 11-voxel search. Short axis views (c) of the tracking motion for 5-voxel template with 7-voxel search (top) and 
7-voxel template with 9-voxels search. 
small template sizes (5 voxels) were less uniform than with 
larger template sizes (9 voxels). 
In summary, small template windows are not effective for the 
myocardial motion tracking.  Large window sizes suffer from 
higher computational costs and can introduce false positive 
matches. In our experimental investigation, the optimal 
template size was around 7 voxels and the optimal search size 
was around 9 voxels for the example data set in Fig. 5 (voxel 
size around 0.42-0.77 mm). 
V. CONCLUSION 
Automated cardiac analysis on real-time volumetric 
ultrasound images has been increasingly required to improve 
and expand diagnostic abilities for cardiac functions. In our 
framework, we have developed the se i-automated LV strain 
analysis system using anisotropic diffusion to smooth images in 
the pre-processing stage, and we applied the 3D speckle 
tracking to extract the wall motion deformations. In this study, 
the influence of key parameters in the framework were 
investigated on the RT3D ultrasound images of 10 COPD 
patients. The findings in this study can serve as a guideline for 
the future application of our framework in 4D myocardial 
motion analyses. 
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where	 u	 represents	 3D	 displacements,	 and	 the	 diagonal	 values	 of	 E	 contain	 the	 radial	 (Err),	
circumferential	(Ecc),	and	longitudinal	strain	(Ezz)	components	[90].		
	 We	chose	to	examine	strain	estimates	at	the	global	and	segmental	levels	(using	the	17	
segment	 AHA	 model	 of	 the	 LV	 [22]),	 which	 have	 been	 shown	 to	 have	 important	 clinical	
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3-7).	 Thus,	 we	 asked	 an	 expert	 to	 grade	 the	 visual	 quality	 of	 each	 LV	 segment,	 based	 on	
whether	the	segment	could	be	interpreted	in	a	standard	TTE	reading.	Since	segments	with	poor	














Measures	 are	 expressed	 as	mean	 ±	 standard	 deviation	 (SD).	 For	 all	 statistical	 analyses,	 a	
two-tailed	 p	 <	 0.05	 was	 considered	 significant.	 To	 account	 for	 variable	 heart	 cycle	 lengths	
among	 subjects,	 we	 applied	 temporal	 normalization,	 using	 the	 effect	 size	 (ES)	 frame	 as	 a	
reference	to	align	curves	along	the	time	axis.	
In	the	first	stage,	we	sought	to	establish	the	range	and	variability	of	strain	as	measured	by	







from	 canine	 data,	 and	 their	 respective	 power	 spectra.	 The	 PSD	 plots	 verify	 that	most	 signal	
power	 lies	 in	the	 low-frequency	bands.	Table	3-1	and	Figure	3-3	summarize	the	results	of	the	
sampling	 frequency	 validation	 study	 using	 canine	 strain	 data.	 These	 data	 illustrate	 that	






The	 segments	with	 the	 lowest	quality	were:	 apical	 anterior,	 apex,	 apical	 lateral,	mid	anterior	
and	basal	 anterior.	 	After	exclusion	of	 segments	 that	were	 inadequate	 in	≥	80%	of	 the	 study	














In	 Table	 3-3,	 we	 summarize	 the	 global	 LV	 strain	 parameters	 measured	 in	 the	 healthy	

























and	 show	 significant	 variability	 (wide	 CIs).	 Notably,	 there	 are	 similarities	 in	 the	 temporal	
progression	and	amplitude	among	segments	belonging	to	the	same	wall	of	the	LV	(e.g.	*IS	and	









Figure	 3-8a.	 Average	 temporal	 curves	 of	 circumferential	 strain	 for	 each	 segment	 in	 the	 study	 population.	
Vertical	 error	 bars	 represent	 the	 95%	 CI	 for	 amplitude.	 The	 horizontal	 error	 bars	 at	 the	 peak	 of	 each	 curve	





























There	 is	 growing	 evidence	 describing	 the	 utility	 and	 advantages	 of	 myocardial	 strain	
assessment	in	3D	[93]-[96].	An	important	characteristic	of	all	the	aforementioned	studies	is	that	
they	relied	on	a	3D	strain	estimation	method	that	captures	only	the	subendocardial	surface.	By	




to	 measure	 myocardial	 strains	 in	 3D	 confers	 several	 major	 advantages	 over	 existing	 2D	
methods.	Specifically,	key	limitations	such	as	out-of-plane	motion,	angle-dependence,	and	the	
need	 for	multiple	acquisitions	are	 rendered	moot	by	 imaging	 the	entire	heart	chamber	 in	3D	
from	a	single	 (apical)	 location.	Examination	of	 the	entire	LV,	rather	than	single	slices,	permits	
the	visualization	and	quantification	of	the	inherently	complex	motion	and	deformation	patterns	
of	 the	 myocardium.	 Moreover,	 3D	 analysis	 has	 the	 potential	 to	 be	 significantly	 less	 time	
consuming	than	2D,	as	only	one	dataset	needs	to	be	analyzed	compared	to	the	several	datasets	
acquired	for	2D	assessment.	
We	 expect	 that	 RT3D	 will	 provide	 all	 the	 benefits	 afforded	 by	 2D	 myocardial	 strain	
estimation,	augmented	by	examination	of	deformation	patterns	in	their	native	3D	orientation.	
The	efficiency	of	RT3D	imaging	bears	additional	emphasis.	Acquisition	of	multiple	2D	views	is	2-
3	 times	 longer,	 and	 still	 produces	 an	 incomplete	 portrait	 of	 LV	 function.	 By	 contrast,	 RT3D	
acquisition	can	be	performed	from	a	single	apical	location	over	4	heartbeats,	and	captures	the	
entire	 LV.	 One	 drawback	 of	 RT3D	 is	 the	 lower	 frame	 rate	 (~30	 Hz)	 compared	 to	 2D	








distinguish	 normal	 individuals	 from	 hypertrophic	 cardiomyopathy	 patients	 [94].	 Kaku	 et	 al.	
performed	 an	 initial	 validation	 of	 a	 3D	 strain	 analysis	 technique	 in	 a	 range	 of	 healthy	
individuals,	 demonstrating	 that	 strain	 amplitudes	 and	 patterns	 change	 with	 age	 [93].	
Meanwhile,	 a	 study	 by	 Pedrizzetti	 et	 al.	 suggested	 that	 principal	 strain	 analysis	 of	 RT3D	
echocardiograms	 is	 suitably	 sensitive	 to	 the	 subtle	 changes	 in	 LV	deformation	 resulting	 from	





strain	 estimates	 among	 healthy	 human	 subjects,	 and	 (3)	 establishing	whether	 the	 technique	
may	be	used	at	the	segmental	level	to	quantify	the	heterogeneity	of	strain	measures.	
Pipeline	Optimization	
In	 previous	 studies,	 our	 group	 described	 some	 aspects	 of	 the	 pipeline	 optimization	
(selection	of	parameters	for	anisotropic	diffusion	and	OF	tracking).	Here	we	present	analysis	of	
the	 acquisition	 parameters,	 specifically	 with	 regard	 to	 acceptable	 frame	 rates	 and	 image	
quality.	 In	 a	 previous	 study	 in	 open-chest	 dogs,	 examination	of	 the	 frequency	 spectra	 of	 the	
“ground	truth”	strain	profiles	revealed	that	the	majority	of	signal	power	is	concentrated	in	the	
low	frequency	bands,	with	≥	99.4%	of	the	signal	in	the	0-30Hz	range.	As	summarized	in	Figure	
3-2,	 there	 were	 no	 significant	 differences	 in	 the	 power	 spectra	 of	 baseline	 (healthy)	 and	







characteristics	 (e.g.	 peak	 value	 and	 TTPS).	 Table	 3-1	 provides	 a	 quantitative	 summary	 of	 the	




We	 interpret	 our	 results	 on	 canine	 data	 as	 evidence	 that,	 from	 a	 theoretical	 and	
physiological	 standpoint,	 the	 maximum-achievable	 frame	 rate	 of	 30-33	 volumes	 per	 second	
ought	 to	 be	 sufficient	 for	 capturing	 the	 clinically	 established	 characteristics	 of	 LV	 strain	 in	
humans.	 Nevertheless,	 we	 acknowledge	 that	 this	 analysis	 does	 not	 take	 into	 account	 the	
differences	 between	 human	 and	 canine	 LV	 function,	 nor	 the	 additional	 complications	 arising	
from	TTE	imaging	–	generally	lower	image	quality,	a	limited	field	of	view,	and	lower	frame	rates.	








peak	 strain	 and	 global	 TTPS,	 the	 values	measured	 in	 healthy	 volunteers	 generally	 agree	with	
previously	reported	data	[93],	 [97].	Muraru,	et	al.	reported	the	following	reference	values	(as	




(Philips	Medical	 Systems,	Andover,	MA),	 and	estimated	 strains	using	4D	 LV	analysis	 software	
from	 TomTec	 Imaging	 Systems.	 They	 reported	 the	 following	 3D	 strain	 values	 from	 a	 healthy	
cohort:	 -20	 ±	 3.2%	 for	 Ezz,	 -28.9	 ±	 4.6%	 for	 Ecc,	 and	 -37.6	 ±	 4.8%	 for	 Err.	We	note	 that	 these	




not	 be	 identifiable	 for	 the	 clinical	 task	 of	 distinguishing	 abnormal	 subjects	 and	 quantifying	












variation	 in	 function	 among	 individuals,	 image	 quality	 may	 be	 a	 factor	 as	 well.	 The	 binary	
classification	 we	 utilized	 to	 distinguish	 “adequate”	 and	 “inadequate”	 segments	 does	 not	
account	 for	 the	 wide	 range	 of	 visual	 quality	 seen	 among	 patients.	 Because	 the	 technique	




Since	 the	 metrics	 in	 which	 we	 are	 most	 interested	 tend	 to	 occur	 near	 the	 end-systolic	
phase,	 error	 accumulation	 from	 ED	 may	 play	 a	 non-trivial	 role	 in	 peak	 strain	 calculation.	





the	 longitudinal	 and	 circumferential	 deformations,	 and	 relatively	 narrow	 for	 the	 radial	
component.	The	absence	of	 spatial	patterns	akin	 to	what	was	observed	 for	strain	amplitudes	
suggests	 that	 the	calculations	were	affected	by	 something	other	 than	 regional	 image	quality.	
We	conjecture	that,	contrary	to	the	results	of	the	canine	data	experiments,	the	frame	rate	we	




important	 to	 note	 that	 although	 TTPS	 values	 have	 been	 documented	 [100],	 the	 clinical	
significance	 of	 TTPS	 is	 not	 well	 established;	 the	 primary	 focus	 is	 typically	 on	 synchrony	
measures	 derived	 from	 TTPS,	 particularly	 in	 patients	 undergoing	 CRT	 [41].	 Moreover,	 TTPS	
measures	 derived	 from	 our	 canine	 data,	which	were	 acquired	 under	 “ideal”	 conditions,	 also	
showed	significant	variation	even	in	healthy	myocardial	tissue.		
	
Figure	 3-10.	 Peak	 strain	 amplitudes	 with	 95%	 CI	 at	 the	 segment	 level.	 Segments	 with	 generally	 adequate	

























We	chose	 to	 focus	on	 the	 feasibility	 of	 the	 technique	and	establishment	of	 normal	 value	
ranges,	rather	than	on	measurement	of	absolute	error	values,	due	to	the	lack	of	ground	truth	
data	 for	 the	 human	 LV.	While	 sonomicrometry	 is	 an	 accepted	 surrogate	 for	 ground	 truth	 in	
animal	 studies,	 such	a	 technique	 is	not	viable	 in	humans.	Other	2D	and	3D	ultrasound-based	
methods	 of	 strain	 estimation	 have	 been	 extensively	 described	 [101]-[104],	 and	 there	 are	
several	 recent	 reports	 of	 typical	 values	 in	 healthy	 individuals	 [95],	 [97],	 [105].	 	 Although	 the	
variability	among	different	ultrasound	systems	is	well-documented	[106],	the	OF-based	global	
peak	 strains	 reported	 in	 Table	 3-3	 closely	 match	 the	 values	 found	 in	 the	 aforementioned	
studies.	 Specifically,	 our	 estimates	 fall	 well	 within	 the	 range	 of	 variation	 measured	 by	 GE	
(Horten,	 Norway)	 and	 TomTec	 software	 (TomTec	 Imaging	 Systems	 GMbH	 Unterschlessheim,	
Germany),	whereas	values	reported	by	Toshiba	(Tokyo,	Japan)	software	appear	to	consistently	
show	 greater	 circumferential	 and	 reduced	 radial	 peak	 strain	when	 compared	 to	GE,	 TomTec	
and	our	method.	 (Yuda	et	al.	 reported	the	 following	3D	strain	values	using	an	Artida	scanner	
with	a	PST-25SBT	probe	 (Toshiba	Medical	Systems):	 -17.0	±	1.7%	 for	Ezz,	 -39.5	±	3.8%	 for	Ecc,	
and	39.6	±	12.7%	for	Err	[105].)	Only	one	study	reported	comprehensive	results	at	the	segment	
level	[104];	however,	because	a	Toshiba	machine	was	used,	their	reported	values	do	not	appear	
to	 correlate	well	 with	 the	 temporal	 curves	we	 reported	 in	 Figure	 3-8	 (notably,	 the	 range	 of	
values	they	report	does	closely	match	the	aforementioned	study	by	Yuda	et	al.).	A	substantial	
advantage	of	 the	OF	method	described	herein	 is	 that,	unlike	commercial	software,	 the	 image	




known	 to	 the	 end-user.	 Additionally,	 in	 future	 studies	 we	 will	 evaluate	 the	 feasibility	 of	







clinical	 settings,	 comparison	between	2D	and	3D	strain	measures	 from	different	modalities	 is	
fraught	with	 complications	 that	 can	easily	 invalidate	 the	 result	 (e.g.	 registration	of	 a	 2D	MRI	
slice	 to	 a	 3D	 ultrasound	 volume,	 interpolation	 between	 differing	 spatial	 and	 temporal	
resolutions,	 uncertain	 relationship	 between	 2D	 and	 3D	 strain	 from	 different	 modalities).	 3D	
cardiac	strain	from	MRI	is	possible	using	the	DENSE	technique	[109].	However,	3D	DENSE	has	to	









levels.	 A	 critical	 advantage	 of	 this	 technique	 over	many	 existing	 approaches	 is	 the	 ability	 to	
estimate	strain	at	 the	voxel	 level,	 thereby	enabling	assessment	and	 localization	of	 function	 in	





spatial	 resolutions,	 in	 order	 to	 determine	 whether	 myocardial	 function	 can	 be	 reliably	










Although	 echocardiography	 is	 considered	 the	 first-line	 imaging	 modality	 in	 diagnostic	
cardiology,	it	has	several	considerable	limitations,	especially	when	the	focus	is	on	LV	function.	
First,	 in	most	 clinical	 scenarios,	 LV	 function	 is	 primarily	 assessed	 by	 visual	 estimation	 of	 the	
ejection	 fraction	 (EF),	 and	 by	 visual	 analysis	 of	 regional	 wall	motion	 (RWMA).	 In	 addition	 to	
relying	upon	the	availability	of	a	highly-trained	physician,	this	approach	is	both	subjective	and	
time-consuming.	 Furthermore,	 because	 the	 human	 eye	 cannot	 adequately	 resolve	 relative	
motion	within	the	myocardium,	EF	and	RWMA	scoring	emphasizes	endocardial	function,	since	
this	 blood/tissue	 border	 is	 most	 clearly	 appreciated.	 Recognition	 of	 these	 limitations	 has	 in	
recent	years	led	the	research	community	to	focus	more	intensely	on	objective	and	quantitative	
measures	 of	 LV	 function,	 such	 as	myocardial	 strain.	 2D	 strain	measures,	 derived	 from	 tissue	
Doppler	 [73]	 and	 speckle	 tracking	 methods	 [74],	 have	 proven	 useful	 in	 detecting	 cardiac	
dysfunction	 and	 predicting	 cardiovascular	 outcomes	 in	 a	 wide	 variety	 of	 cardiac	 pathologies	
[110].		
As	 seen	 in	 the	 previous	 chapters,	 with	 constant	 improvements	 in	 spatial	 and	 temporal	
resolution,	 real-time	 3D	 (RT3D)	 echocardiography	 is	 also	 gaining	 popularity	 in	 the	 clinical	
setting.	 In	 the	 last	 few	 years,	 RT3D	 echo	 has	 become	 an	 important	 aid	 for	 the	 structural	
evaluation	of	cardiac	valves,	and	it	is	gaining	popularity	in	the	functional	assessment	of	the	left	
and	right	ventricles,	and	of	the	left	atrial	structure	and	function.	
In	 clinical	 practice,	 left	 ventricular	 (LV)	 systolic	 function	 is	 commonly	 assessed	 by	





by	 visual	 estimation	 of	 the	 myocardial	 wall	 thickening	 during	 systole,	 is	 also	 a	 widely	 used	
method	 for	 assessing	 LV	 systolic	 function	 [111].	 Recent	 advancements	 in	 ultrasound	 analysis	
algorithms,	 such	 as	 speckle-tracking	 echocardiography,	 have	made	 possible	 the	 non-invasive	
assessment	of	myocardial	deformation	(strain)	over	different	spatial	axes	[112]-[114].	Previous	
studies	 showed	 that,	 even	 in	 the	 presence	 of	 a	 normal	 LVEF,	 LV	 strain	 may	 be	 selectively	
affected	in	the	longitudinal	or	circumferential	direction	depending	on	the	pathophysiology	and	




diffusion	 beyond	niche	 cardiac	 ultrasound	 research	 centers,	 has	 opened	new	 and	 potentially	
clinically	 relevant	 applications	 of	 cardiac	 structure	 and	 function	 assessment.	 RT3D	 echo	 has	
become	 an	 important	 aid	 for	 the	 structural	 evaluation	 of	 cardiac	 valves,	 and	 it	 is	 gaining	
popularity	 in	 the	 functional	 assessment	 of	 the	 left	 and	 right	 ventricles,	 and	 of	 the	 left	 atrial	
structure	 and	 function.	 Previous	 studies,	 including	 several	 reports	 from	 our	 research	 group,	















differences	 in	 global	 and	 segmental	myocardial	 strain	 between	 normal	 subjects	 and	 patients	







history	of	 cardiovascular	disease.	The	 inclusion	and	exclusion	criteria	 for	 these	 subjects	were	
provided	in	Chapter	3.	
Patients	 were	 recruited	 from	 Columbia	 University	 Presbyterian	 Hospital’s	 Cardiology	
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outpatient	 unit.	 The	 inclusion	 criteria	 for	 patients	 were	 as	 follows:	 (1)	 age	 ≥	 18	 years,	 (2)	
documented	history	of	cardiovascular	disease	 (coronary	artery	disease,	myocardial	 infarction,	
congestive	 heart	 failure,	 reduced	 LVEF,	 hypertension),	 and	 (3)	 previous	 TTE	 with	 adequate	
image	quality.	In	addition,	the	following	exclusion	criteria	were	utilized:	(1)	arrhythmia	causing	
irregular	 rhythm	 (e.g.	 frequent	 premature	 ventricular	 contractions),	 (2)	 presence	 of	 co-
morbidities	 significantly	 affecting	 echocardiographic	 image	 quality	 (history	 of	 chronic	
obstructive	pulmonary	disease,	asthma,	or	severe	obstructive	sleep	apnea,	(3)	lack	of	previous	









We	 utilized	 this	 approach,	 with	 the	 same	 parameters	 (≥	 30Hz	 acquisition	 volume	 rate,	 low	







every	 segment	 in	 the	 dataset	with	 respect	 to	 visual	 image	 quality	 and	 regional	wall	motion.	
Binary	visual	quality	scores	were	assigned	subjectively,	based	on	whether	the	segment	could	be	
interpreted	in	a	standard	TTE	reading	throughout	the	cardiac	cycle.	Segments	that	did	not	meet	
this	 criterion	were	 excluded	 from	 further	 consideration.	 To	 grade	wall	motion,	 we	 used	 the	





Data	 are	 expressed	 as	mean	±	 standard	deviation	 (SD).	 For	 all	 statistical	 analyses,	 a	 two-
tailed	 p	 <	 0.05	 was	 considered	 significant.	 The	 Student’s	 t-test	 was	 used	 to	 compare	
demographic	 and	 global	 echocardiographic	 variables.	 To	 account	 for	 variable	 heart	 cycle	
lengths	among	subjects,	we	applied	temporal	normalization,	using	the	ES	frame	as	a	reference	
to	align	curves	along	the	time	axis.	
The	 broad	 aim	 of	 this	 investigation	 was	 to	 assess	 the	 reliability	 of	 the	 OF	 technique	 in	
distinguishing	 normal	 individuals	 from	 those	with	 a	 history	 of	 cardiovascular	 disease,	 and	 to	
evaluate	the	efficacy	of	analysis	at	the	segmental	level.	We	first	evaluated	whether	differences	
in	 global	 function	were	 significant	 between	 the	 two	 groups.	 Recognizing	 that	 LV	 dysfunction	
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frequently	 manifests	 in	 regional	 (as	 opposed	 to	 global)	 defects,	 we	 ascertained	 whether	
segmental	 peak	 and	 TTPS	 values	 were	 statistically	 different	 between	 classes	 of	 segments	
determined	to	be	normal	or	abnormal.	The	Wilcoxon	rank	sum	test	(Mann-Whitney	U-test)	was	
used	to	compare	segmental	strain	profiles.	
We	 performed	 receiver-operating	 characteristic	 (ROC)	 curve	 analysis	 for	 each	 strain	
component	 to	 investigate	 the	 sensitivity	 and	 specificity	 of	 3D	 LV	 strain	 measures	 in	
distinguishing	healthy	individuals	from	those	with	any	history	of	CVD.	We	then	performed	ROC	














Table	4-1.	 Demographic	 data	 of	 the	 subjects	 included	 in	 the	 study	 sample.	 *P	 values	 <	 0.05	 are	 considered	
statistically	significant.	
	 All	Subjects	 Healthy	Volunteers	 Cardiac	Disease	Patients	
N	 31	 19	 12	
Age	(years)	 40.1	±	15.9	 28.6	±	5.0	 58.4	±	7.5			*	
Gender	(M/F)	 17/14	 10/9	 7/5	
BMI	(kg/cm2)	 25.1	±	4.8	 23.1	±	4.5	 28.4	±	3.2			*	
Systolic	BP	(mmHg)	 125.4	±	13.7	 123.4	±	12.5	 128.3	±	15.3	
Diastolic	BP	(mmHg)	 76.5	±	9.4	 76.6	±	9.6	 76.4	±	9.5	
Heart	Rate	(bpm)	 72	±	10	 71	±	10	 73	±	9	
Hypertension	 -	 -	 9	
Diabetes	 -	 -	 5	
Hypercholesterolemia	 -	 -	 6	
Coronary	Artery	Disease	 -	 -	 6	
History	of	Myocardial	Infarct	 -	 -	 3	
History	of	Heart	Failure	 -	 -	 3	








quality	 in	 RT3D	 studies.	 The	 segments	 which	 most	 frequently	 exhibited	 suboptimal	 quality	
were:	 apical	 anterior,	 apex,	 apical	 lateral,	mid	 anterior	 and	 basal	 anterior.	 After	 exclusion	 of	
segments	that	were	inadequate	in	≥	80%	of	the	study	sample,	subjects	had	8.5±0.8	analyzable	
segments	(161	in	healthy	volunteers	and	95	in	patients).	A	significant	number	of	segments	were	
excluded	 from	 this	 analysis	 primarily	 because	 they	 exhibited	 tissue	 drop-out	 at	 some	 point	
during	 the	 cardiac	 cycle,	 which	 could	 adversely	 affect	 the	 accuracy	 of	 OF	 tracking.	 The	 80%	
exclusion	 criterion	 was	 applied	 due	 to	 the	 small	 sample	 size	 in	 this	 study:	 when	 examining	










in	 the	 calculation	 for	each	 subject.	Comparisons	at	 the	global	 level	between	 the	healthy	and	






























healthy	 subgroup,	 the	 Err	 profiles	 of	 the	 disease	 subgroup	 tended	 to	 have	 decreased	
amplitudes,	and	wider	CIs.	In	terms	of	peak	strain	timing,	the	TTPS	in	patients	tended	to	occur	
later	 in	 the	 cardiac	 cycle,	 and	 was	 more	 variable	 across	 subjects	 (as	 reflected	 in	 the	 wider	
temporal	 CIs).	 The	 Ezz	 behaved	 similarly	 in	 terms	 of	 strain	 amplitude;	 notably,	 the	 basal	
inferoseptal	and	mid	inferolateral	segments	were	most	affected,	with	values	hovering	near	zero	
throughout	the	cardiac	cycle.	In	general,	the	Ecc	profiles	in	patients	showed	very	large	variability	
across	 subjects	 compared	 to	 Err/Ezz	 in	 patients,	 and	 as	 compared	 to	 the	 healthy	 subgroup.	
Notably,	 several	 segments	 (e.g.	 basal	 inferior,	 mid	 inferior)	 showed	 a	 sustained	 reversal	 in	
strain	 sign,	 suggestive	 of	 circumferential	 lengthening.	 For	 additional	 emphasis	 of	 the	
differences	 between	 the	 control	 and	healthy	 populations,	we	present	 the	 three	 strains	 in	 all	
adequate	segments	components	side-by-side	in	Figure	4-2.	The	relative	coherence	and	greater	



























To	 investigate	 the	 effects	 of	 increased	 heterogeneity	 in	 the	 patient	 population,	 we	 also	
calculated	average	profiles	across	all	subjects	after	classifying	segments	based	on	function.	For	
readability,	these	figures	are	shown	in	the	Appendix.	Figure	A-1(a-c)	shows	the	average	strain	
profiles	 of	 severely	 dysfunctional	 segments	 in	 the	 patient	 subgroup	 (RWMSI	 <	 1.25)	 plotted	




amplitudes	were	 significantly	 lower	 (p	 <	0.001)	 in	 all	 segments	 except	 the	basal	 inferior	 (p	 =	
0.038),	basal	inferolateral	(p	=	0.863)	and	mid-inferolateral	(p	=	0.821).	For	longitudinal	strains,	
significantly	lower	amplitudes	(p	<	0.001)	were	noted	in	all	analyzed	segments	except	the	mid-
inferior	 (p	 =	 0.104).	 The	 circumferential	 component	 also	 demonstrated	 significantly	 reduced	
deformation	(p	<	0.001)	in	all	segments.	Similarly,	in	A-2(a-c),	we	plotted	only	normal	segments	
from	 the	patient	 subgroup	 (RWMSI	=	2)	against	 the	corresponding	healthy	profiles.	Although	
these	 strain	 profiles	 still	 differed	 significantly	 (p	 <0.001	 in	 all	 segments,	 except	 basal	 inferior	
and	 apical	 septal	 for	 Err)	 from	 range	 of	 normal	 variation,	 the	 decrease	 in	 function	 was	 on	
average	less	severe	than	in	the	case	of	severely	dysfunctional	segments	(Table	A-2).	
Analysis	 of	 peak	 strain	 distributions	 among	 segments	 as	 a	 function	 of	 the	 RWMSI	 is	
presented	in	Figure	4-3.	For	brevity,	we	show	only	the	results	for	peak	strain	here;	box	plots	for	
all	analyzed	variables	and	exact	significance	levels	are	provided	in	the	appendix.	Overall,	there	








The	dotted	 lines	 extend	 to	 the	 farthest	 samples	not	 considered	outliers.	Outliers	 are	plotted	 individually	 as	 red	











Table	 4-3.	 ROC	 curve	 analysis	 of	 OF-based	 3D	 strain	 for	 detection	 of	 clinical	 factors	 known	 to	 affect	 LF	










AUC	 0.6	 .73	(.48-.98)	 .66	(.38-.94)	 .45	
OPTIMAL	CUTOFF	 poor	test	 0.43	 poor	test	 failed	test	
SENSITIVITY	 	 .67	 	 	
SPECIFICITY	 	 .87	 	 	
Ecc	
AUC	 0.95	(0.85-1.0)	 .91	 .91	(0.74	-	1.0)	 0.77	(0.53	-1.0)	
OPTIMAL	CUTOFF	 -14%	or	-13%	 -14	,	-13	,	-12	 -13%	or	-12%	 -18%	or	-14%	
SENSITIVITY	 1.0	or	0.89	 1.0	,	83	,	.83	 1.0	or	0.80	 1.0	or	0.83	
SPECIFICITY	 0.81	or	0.90	 .71	,	.80	,	.87	 0.80	or0	.84	 0.60	or	0.70	
Ezz	
AUC	 0.79	(.60	-	.98)	 0.73	(.49	.98)	 .81	(.57	-	1.0)	 .80	(.57	-	1.0)	
OPTIMAL	CUTOFF	 -18%	 -18	or	-17	 -15%	 -17%	or	16%	
SENSITIVITY	 1.0	 1.0	or	.83	 0.80	 1.0	or	0.67	




In	 this	 investigation,	 we	 evaluated	 the	 ability	 of	 our	 previously	 validated	 Optical	 Flow	
pipeline	 to	measure	and	distinguish	deformation	patterns	 in	 the	 LVs	of	healthy	and	diseased	
individuals,	on	the	basis	of	3D	myocardial	strain	estimates.	 In	earlier	studies,	we	performed	a	












AUC	 0.99	(0.96-1.0)	 0.91	(0.75-1.0)	 0.95	(0.82-1.0)	 0.87	(0.68	-	1.0)	
OPTIMAL	CUTOFF	 -14%	 -14%	 -14%	or	-13%	 -14%	
SENSITIVITY	 1.0	 1.0	 1.0	or	1.0	 1.0	
SPECIFICTY	 1.0	 0.875	 0.88	or	0.92	 0.79	
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[19],	 and	 that	 such	 measures	 can	 be	 used	 to	 detect	 ischemic	 and	 infarcted	 tissue	 [77].	
Furthermore,	 we	 have	 described	 the	 necessary	 optimizations	 of	 our	 processing	 pipeline	 in	
order	to	extract	such	measures	from	human	subjects	in	a	clinical	setting	[78].	In	Chapter	3,	we	
demonstrated	that	the	OF	pipeline	can	be	used	to	measure	strain	 in	healthy	human	subjects,	
and	 that	 the	observed	 range	of	 strain	 values	 corresponds	 to	previous	 literature.	 The	present	
work	 is	our	first	effort	to	evaluate	the	potential	clinical	utility	of	the	pipeline	 in	distinguishing	
abnormal	 3D	 strain	 patterns	 in	 patients	 with	 a	 range	 of	 CVD	 and	 LV	 function.	 To	 enable	 a	




At	 the	 global	 level	 (Table	 4-2),	 we	 observed	 significant	 differences	 in	 the	 peak	
longitudinal	 and	 circumferential	 strains	 between	 healthy	 and	 diseased	 individuals.	 Notably,	
despite	 the	 generally	 lower	 LVEF	 among	 the	 patient	 population,	 we	 did	 not	 observe	 a	
significant	 reduction	 in	 the	global	 radial	peak	 strain.	This	 lack	of	differentiation	based	on	 the	
radial	strain	component	may	be	partially	explained	by	the	greater	variability	in	Err	as	compared	
to	 Ecc	 and	 Ezz.	 Although	 the	 average	 values	 and	 the	 range	 of	 variation	 we	 observed	 among	
healthy	 individuals	 fell	 within	 previously	 reported	 ranges	 [93],	 [97],	 a	 recent	 meta-analysis	
demonstrated	 that	 global	 Err	 measurements	 exhibit	 the	 most	 significant	 heterogeneity	 in	
healthy	 individuals	 [118].	Additionally,	 the	broad	 inclusion	criteria	 for	 this	 study	 resulted	 in	a	
fairly	 heterogeneous	 patient	 subgroup,	 including	 subjects	with	 hypertension	 but	 no	 frank	 LV	
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dysfunction	 (i.e.	 normal	 EF,	 no	wall	motion	 abnormalities).	 This	 type	 of	 population	may	 bias	
global	 measures	 (especially	 peak	 function)	 toward	 normal	 values.	 Such	 bias	 is	 particularly	
accentuated	if	the	dysfunction	is	highly	localized	in	each	patient:	patients	in	whom	pathology	is	
confined	 to	 a	 small	 number	 of	 segments	 may	 exhibit	 reduced	 EF,	 but	 will	 not	 contribute	
significantly	 to	 the	 lower	 peak	 strains,	 since	 peak	 values	 in	 normal	 segments	 will	 outweigh	




The	 range	 of	 variability	 observed	 in	 the	 control	 population	 was	 addressed	 in	 Chapter	 3.	
Strain	profiles	for	the	patient	population	were	first	analyzed	as	a	single	group	(Figure	4-1).	Ecc	
profiles	showed	two	significant	deviations	from	the	normal	population.	First,	in	5	segments	(bIS,	
bI,	 mI,	 mIL,	 aS),	 the	 average	 curve	 was	 positive	 (indicating	 circumferential	 lengthening)	
compared	to	 the	normal	population	profiles	 (negative,	circumferential	 shortening);	 two	other	
segments	 (bAS,	 mAS)	 exhibited	 healthy	 patterns,	 but	 with	 reduced	 amplitude.	 Second,	 the	
wider	CIs	 in	all	curves	corresponded	to	the	earlier	observation	regarding	the	heterogeneity	of	
LV	 function	 in	 the	 patient	 subgroup.	 Examination	 of	 the	 Err	 profiles	 also	 revealed	 generally	
larger	CIs	(both	in	terms	of	amplitude	and	TTPS),	though	overall	the	strain	amplitudes	in	each	
segment	were	not	 significantly	 reduced	 relative	 to	normal.	An	 important	difference	 from	 the	
healthy	 population	 is	 the	 lack	 of	 inter-segment	 correlation,	 for	 example	 among	 regions	





regional	 functional	 heterogeneity	 in	 the	patient	 subgroup,	we	 further	 separated	 the	plots	by	
taking	into	account	the	RWMSI	for	each	segment.	
In	 Figure	 A-1,	 the	 dotted	 line	 curves	 represent	 data	 compiled	 over	 all	 segments	 with	
adequate	 quality	 and	 RWMSIs	 below	 1.25.	 Compared	 to	 healthy	 distributions,	 we	 observe	
decreased	amplitudes	 in	 all	 three	 components	 and	 in	 almost	 all	 segments,	 correlating	 to	 the	
severe	dysfunction	known	to	exist	in	these	regions.	With	few	exceptions,	the	systolic	phase	of	
each	curve	 lies	far	outside	the	range	of	values	observed	in	healthy	 individuals.	By	contrast,	 in	
Figure	 A-2	 we	 compare	 strain	 profiles	 from	 patient	 segments	 that	 were	 graded	 as	 normal	








and	 our	 computer	 analysis	 (using	 geometric	 landmarks).	 Investigation	 of	 the	 curves	 in	 this	
regional	manner	and	separation	by	functional	status	help	to	explain	the	lack	of	differentiation	
seen	at	the	global	scale.	In	particular,	when	the	focus	is	on	measures	such	as	global	peak	strain,	





perform	 this	 type	 of	 analysis	 at	 sub-segment	 resolution.	 Sub-dividing	 the	 standard	 AHA	








RWMSIs,	 including	 “normal”	 segments	 in	 patients	 (denoted	 by	 2).	 Longitudinal	 strain	 shows	
similar	performance.	Remarkably,	whereas	global	peak	Err	was	not	sensitive	enough	to	separate	
normal	and	abnormal	individuals,	analysis	at	the	segmental	level	reveals	sufficient	sensitivity	to	
distinguish	RWMSI	of	2*	 from	0	and	0.75.	With	 respect	 to	TTPS	values,	we	were	not	able	 to	
observe	 any	 significant	 differences	 among	 the	 different	 classes	 of	 segments.	We	 conjecture	
that,	contrary	to	the	results	of	previous	canine	experiments	(Chapter	3),	the	acquisition	volume	
rate	and	image	quality	we	were	able	to	achieve	through	transthoracic	imaging	diminished	our	








by	 deriving	 threshold	 values	 from	 healthy	 population	 studies	 and	 testing	 the	 resulting	
sensitivity	 and	 specificity	 in	 a	 disease	 population.	 In	 2004,	 Reisner	 et	 al.	 found	 that	 global	
longitudinal	strain	(measured	in	2D)	had	a	92%	sensitivity	and	89%	specificity	for	detection	of	
patients	 with	 an	 acute	 myocardial	 infarction	 versus	 control	 patients	 with	 normal	
echocardiographic	exams	[113].	Becker	et	al.	examined	the	ability	of	2D	radial	strain	to	detect	
reversible	myocardial	 dysfunction;	 in	 their	 study	of	 53	 patients	with	 LV	 ischemia,	 an	optimal	
radial	 strain	 cutoff	 produced	 70%	 sensitivity	 and	 85%	 specificity	 in	 distinguishing	 irreversible	
damage	at	the	segment	level	from	recovered	segments	[119].	2D	global	longitudinal	strain	was	
also	 examined	 by	 Afonso	 et	 al.	 in	 distinguishing	 patients	 with	 hypertrophic	 cardiomyopathy	
from	 those	with	 other	 causes	 of	 LV	hypertrophy	 [120].	 Their	 study	 revealed	 sensitivities	 and	
specificities	in	the	same	range	as	the	two	aforementioned	investigations.	In	the	context	of	such	
studies,	we	 sought	 to	 establish	 the	diagnostic	 potential	 of	OF-based	3D	 strain	 estimation	 for	
distinguishing	 patients	 from	 controls	 as	 a	 group,	 and,	 moreover,	 to	 do	 so	 based	 on	 clinical	
factors	 from	 their	 medical	 history.	 We	 chose	 factors	 such	 as	 hypertension,	 diabetes,	
hyperlipidemia	 and	 coronary	 artery	 disease	 because	 these	 are	 both	 highly	 prevalent	 in	 our	
patient	population	and	known	to	affect	LV	function.	Although	radial	strain	was	a	poor	predictor	





Recognizing	 that	 there	 is	 physiological	 interdependence	 between	 strain	 components,	 we	
also	 considered	 whether	 a	 combined	 strain	 metric	 (e.g.	 a	 weighted	 average	 of	 the	 three	
components)	 could	 produce	 a	 more	 reliable	 test	 than	 evaluating	 the	 components	




small	 sample,	 if	 the	 high	 sensitivity	 in	 detecting	 dysfunction	 associated	 with	 the	





on	 age,	 BMI,	 etc.	 Notably,	 despite	 the	 prevalence	 of	 hypertension	 among	 the	 patient	
population	 (75%),	we	did	 not	 observe	differences	 from	 the	 control	 group	 in	 terms	of	 SBP	or	
DBP;	this	is	likely	due	to	the	fact	that	all	patients	were	undergoing	active	medical	management.	
Thus,	 the	 results	 of	 this	 pilot	 study	 should	 be	 considered	 as	 preliminary,	 and	 subject	 to	






In	 this	 study,	we	have	demonstrated	 for	 the	 first	 time	 the	 feasibility	and	clinical	utility	of	
Optical	 Flow-based	 strain	measures	 from	 RT3D	 ultrasound	 data	 in	 a	 realistic	 setting.	 Having	
documented	 the	 range	 of	 normal	 values	 as	 measured	 by	 this	 method	 in	 earlier	 work,	 we	
quantified	its	ability	to	distinguish	normal	and	abnormal	function	at	both	global	and	segmental	
levels.	Recognizing	the	limitations	of	this	experiment,	our	ongoing	work	is	focused	on	validating	
these	 findings	 in	 a	 broader	 normal	 population	 and	 in	 disease-specific	 patient	 groups.	 In	
addition,	 we	 plan	 to	 extend	 the	multiscale	 analysis	 to	 higher	 spatial	 resolutions,	 in	 order	 to	
determine	whether	function	can	be	reliably	quantified	at	the	sub-segment	level.	In	the	absence	
of	 “ground	 truth”	 data	 in	 the	 human	 LV,	 we	 are	 also	 evaluating	 the	 reproducibility	 of	 the	















that	 three-dimensional	 measures	 of	 strain	 in	 the	 healthy	 human	 LV	 can	 be	 achieved,	 and	




and	 specificity	 in	 distinguishing	 not	 only	 “healthy”	 and	 “diseased”	 states	 overall,	 but	 also	
specific	pathologies	that	are	known	risk-factors	for	LV	dysfunction.	
While	these	results	are	promising,	they	lack	the	rigor	of	experiments	in	which	ground-truth	
deformation	 is	 available.	 For	 example,	 the	 initial	 computational	 studies	 of	 OF-based	 strain	
measures	 relied	 upon	models	 of	 the	 LV	which	 had	 precisely-known	motion	 and	 deformation	
values	at	every	pixel	[18];	it	was	therefore	possible	to	quantify	the	method’s	success	in	terms	of	
absolute	errors	in	measurement.	In	subsequent	canine	studies,	perfect	ground-truth	data	could	
not	 be	 obtained,	 but	 a	 close	 analogue	was	 provided	 in	 the	 form	of	 sonomicrometry	 crystals	
[19].	 Sonomicrometry	 is	 considered	 a	 gold	 standard	 reference	 for	 measuring	 regional	
myocardial	deformation	[121],	[122].	These	crystals	were	embedded	directly	in	the	mid-wall	of	
the	 LV	 myocardium,	 and	 provided	 highly	 accurate	 measures	 of	 deformation	 in	 the	
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circumferential-longitudinal	 plane.	 Consequently,	 principal	 strains	 computed	 from	




considerations	 prevent	 the	 use	 of	 invasive	 measurements	 such	 as	 sonomicrometry	 when	
studying	 human	 volunteers.	 To	 address	 this	 challenge,	we	 extensively	 considered	 the	 use	 of	
cardiac	MRI	techniques,	 including	2D	CSPAMM	and	3D	DENSE	(both	of	which	are	discussed	in	
Chapter	6).	The	former	method	is	well-validated,	but	registration	to	3D	ultrasound	volumes	is	
non-trivial	 and	 itself	 subject	 to	 errors;	 it	 is	 also	 difficult	 to	 meaningfully	 compare	 2D	
deformation	 from	MRI	 to	 3D	 deformations	 from	 echocardiograms.	 The	 latter	method	would	
seem	to	surpass	both	of	 these	 limitations,	but	 there	 is	an	extremely	 limited	pool	of	evidence	
that	3D	DENSE	produces	accurate	estimates	of	myocardial	deformation	in	humans	[109].	Thus,	




known	 CVD.	 	 While	 reproducibility	 does	 not	 speak	 directly	 to	 the	 absolute	 accuracy	 of	 the	
underlying	 measurements,	 it	 is	 nevertheless	 an	 important	 validation	 metric,	 and	 has	 been	
examined	 by	 multiple	 investigators	 studying	 myocardial	 strain	 estimation	 techniques	 [91],	
[106],	 [120],	 [123]-[126].	 To	 further	 contextualize	our	 results,	we	 compared	 the	 variability	of	
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OF-based	 strain	 measures	 to	 2D	 and	 3D	 strains	 derived	 by	 a	 well-established	 commercial	
software	 package.	 This	 study	 is	 the	 first	 of	 its	 kind	 to	 evaluate	 the	 reliability	 of	 a	 fully	





history	 of	 cardiovascular	 disease,	 and	 10	 patients.	 The	 inclusion	 and	 exclusion	 criteria	 for	 all	
subjects	in	this	study	were	identical	to	those	detailed	in	Chapters	3	and	4	(see	3.2.1	and	4.2.1).	
Recruitment	 of	 all	 subjects	 was	 performed	 with	 the	 approval	 of	 Columbia	 University’s	





position,	 participants’	 heart	 rate	 and	 blood	 pressure	were	measured.	 The	 echocardiographic	
exam	was	then	performed,	by	a	licensed	technician,	according	to	the	recommendations	of	the	
American	 Society	 of	 Echocardiography,	with	 the	 subjects	 in	 left	 lateral	 decubitus	 position.	 A	
series	of	five	standard	2D	B-mode	images	were	visualized	and	acquired:	parasternal	short	axis	
at	 the	mid-papillary	 level	 (SAX),	parasternal	 long	axis	 (LAX);	and	apical	4-chamber,	3-chamber	
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and	 2-chamber	 views	 (A4C,	 A3C,	 and	 A2C	 respectively).	 For	 3D	 assessment,	 a	 full	 volume	
acquisition	of	the	entire	LV	in	3D	was	obtained	from	an	apical	approach,	optimizing	the	depth	
and	elevation	width	of	 the	 field-of-view	(FOV)	 to	maintain	 the	 frame	rate	≥30	Hz.	Four	3D	B-
mode	 volumes	 were	 acquired	 in	 four	 consecutive	 beats,	 using	 ECG	 triggering	 and	 real-time	
stitching	to	create	the	full	3D	view.	To	achieve	the	best	possible	image	quality,	all	views	were	
acquired	 under	 apneic	 conditions.	 The	 entire	 procedure	 (beginning	 with	 blood	 pressure	
measurement)	was	then	repeated	after	a	minimum	of	30	(and	a	maximum	of	60)	minutes	had	
elapsed.	During	this	time,	the	subjects	did	not	eat	or	drink,	and	generally	remained	at	rest,	 in	
order	 to	stabilize	hemodynamic	variables.	This	 time	 interval	was	chosen	 in	order	 to	decrease	
the	 influence	 of	 transient	 cardiovascular	 changes	 which	 could	 affect	 LV	 function,	 while	 still	
enforcing	 the	 independence	 of	 the	 test	 and	 re-test	 scenario.	 To	 minimize	 inter-observer	
variability,	the	same	technician	performed	the	scans	for	each	subject.		
5.2.3 3D	Strain	Analysis	with	Optical	Flow	
The	 pipeline	 for	 strain	 estimation	 from	3D	 echocardiograms	was	 described	 in	 Chapters	 3	











4D	 LV	 analysis	 (TomTec	 Imaging	 Systems,	 Unterschleissheim,	 Germany).	 This	 software	
automatically	 extracted	 the	 A4C,	 A2C	 and	 SA	 views	 from	 the	 RT3D	 full-volume	 data.	 The	 LV	
endocardial	 borders	 were	 initialized	 manually,	 by	 selecting	 the	 three	 standard	 anatomic	
landmarks.	 The	 3D	 endocardial	 surface	 was	 then	 reconstructed	 automatically,	 and	 manual	
corrections	 were	 performed	 by	 the	 observer	 as	 necessary.	 3D	 speckle-tracking	 analysis	 was	
then	 performed	 for	 all	 phases	 of	 the	 cardiac	 cycle.	 A	 critical	 distinction	 at	 this	 stage	 is	 that	
TomTec	 tracked	only	 the	endocardial	 surface	 (not	 the	entire	myocardium),	 and	consequently	
provided	 3D	 strains	 estimated	 only	 from	 the	 subendocardial	 region.	 The	 software	 then	
provided	global	and	segmental	circumferential,	longitudinal,	and	radial	strains.	In	addition,	the	
resulting	 volume	 curves	 were	 used	 to	 estimate	 3D	 LVEF.	 Because	 the	 software	 does	 not	




automated	 border	 delineation	 and	 automated	 speckle-tracking.	 Note	 that	 in	 2D	 images,	 the	
entire	myocardial	wall	is	segmented	(i.e.	both	endo-	and	epicardial	borders),	and	consequently	
all	points	in	the	myocardium	in	that	particular	slice	are	considered	in	the	strain	calculation.	The	
set	of	apical	LAX	 images	permitted	measurement	of	 longitudinal	strain	 in	 the	17	segments	of	
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the	LV.	Radial	and	circumferential	strains	were	measured	only	at	 the	mid	 level,	 from	the	SAX	
images.	







Our	 approach	 to	 the	 statistical	 analysis	 and	 interpretation	of	 this	 data	 consisted	of	 three	
stages.	 First,	 we	 established	 the	 baseline	 reproducibility	 of	 the	 experimental	 setup	 by	
examining	 the	 main	 physiological	 variables:	 HR,	 DBP,	 SBP,	 and	 LVEF.	 For	 each	 variable,	 we	
computed	 the	 mean	 and	 standard	 deviation,	 the	 test-retest	 variability	 (VAR),	 the	 between-
subject	variability	(also	known	as	the	coefficient	of	variation	(CV)),	and	the	intraclass	correlation	
coefficient	(ICC).	The	test-retest	reliability	was	computed	as	follows:		
	 𝑉𝐴𝑅 = cd
BefBgTheBefBg 	
(BefBgiheBefBg)/j
∙ 100%dmnc .	 (	5.1	)	
In	the	second	stage,	the	same	measures	were	computed	for	the	strain	parameters	derived	






Analysis	 was	 performed	 using	 commercially	 available	 software	 (Excel	 2011,	 Microsoft,	
Redmond,	WA,	USA;	SPSS	version	22,	SPSS,	Inc,	Chicago,	IL,	USA).		
5.3 Results	







	 All	Subjects	 Healthy	Volunteers	 Cardiac	Disease	Patients	
N	 22	 12	 10	
Age	(years)	 41.9	±	17.1	 27.9	±	5.9	 58.7	±	7.9			*	
Gender	(M/F)	 13/9	 6/6	 7/3	
BMI	(kg/cm2)	 25.0	±	5.1	 22.4	±	4.9	 28.0	±	3.5			*	
Systolic	BP	(mmHg)	 128.4	±	14.0	 125.5	±	14.5	 131.8	±	13.3	
Diastolic	BP	(mmHg)	 75.5	±	8.8	 73.3	±	9.3	 78.1	±	7.8	
Heart	Rate	(bpm)	 72	±	11	 72	±	13	 72	±	9	
Hypertension	 -	 -	 8	
Hypercholesterolemia	 -	 -	 6	
Coronary	Artery	Disease	 -	 -	 6	
Diabetes	 -	 -	 5	
History	of	Myocardial	Infarct	 -	 -	 3	
History	of	Heart	Failure	 -	 -	 2	




ICD	or	Pacemaker	implant	 -	 -	 3	
	
In	 Table	 5-2,	 we	 summarize	 the	 reproducibility	 of	 the	 basic	 physiological	 parameters	
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recorded	at	 the	 start	of	each	 scanning	 session.	We	observed	 that	HR	and	DBP	demonstrated	





HR	 SBP	 DBP	 3D	LVEF	
Mean1	±	SD1	 71.7	±	10.7	 128.1	±	13.3	 76.9	±	8.6	 53.5	±	11.8	
Mean2	±	SD2	 67.5	±	10.7	 123.3	±	9.3	 75.4	±	7.8	 53.0	±	9.1	








VAR	 78.5%	 6.5%	 4.9%	 11.0%	
CV	 15.4%	 9.2%	 11.0%	 18.8%	
	
In	 Table	 5-3,	 we	 measure	 the	 reliability	 of	 the	 peak	 strain	 calculations	 for	 each	 strain	
component.	The	label	“Peak	of	Segments”	refers	to	a	peak	strain	value	calculated	by	finding	the	
maximum	 positive	 (Err)	 or	 negative	 (Ecc,	 Ezz)	 peak	 among	 all	 segments	 with	 adequate	 image	
quality.	 “Peak	of	Global	Mean”	 refers	 to	 finding	 the	 (positive	 or	 negative)	 peak	of	 the	 strain	
curve	produced	by	 first	averaging	 the	 individual	 strain	curves	 from	all	adequate	segments.	 In	























Mean1	±	SD1	(%)	 -13.1	±	4.45	 -2.8	±	2.4	 	 49.4	±	10.1	 19.5	±	9.8	 	 -16.7	±	4.2	 -6.6	±	2.7	
Mean2	±	SD2	(%)	 -14.4	±	4.1	 -2.9	±	2.6	 	 60.3	±	17.9	 21.0	±	10.7	 	 -16.7	±	5.4	 -5.9	±	2.3	
VAR	 23.7%	 103.3%	 	 28.0%	 45.3%	 	 23.5%	 45.7%	
CV	 31.5%	 88.3%	 	 25.1%	 50.7%	 	 29.1%	 39.8%	
















(except	 the	 basal	 inferior	 wall)	 closely	 resemble	 each	 other	 in	 temporal	 progression	 and	
amplitude,	there	is	significant	variability	in	the	absolute	peak	values	attained.	This	was	also	true	
of	the	global	average	profile,	in	the	bottom	right	panel.	A	similar	situation	occurs	in	the	radial	
strain	 profiles	 from	 a	 different	 subject,	 though	 in	 this	 case	 the	 discrepancies	 in	 peak	 values	
were	more	pronounced,	especially	in	the	mid-inferior	(mI)	and	apical	septal	(aS)	segments.	As	a	
result,	 regardless	 of	 whether	 the	 maximum-of-segments	 or	 maximum-of-global-average	
calculation	was	used,	there	was	a	large	difference	between	the	first	and	second	test	in	the	peak	
radial	 strain	 values	measured	 for	 this	 subject.	 Nevertheless,	 in	 both	 sets	 of	 curves,	 even	 by	
visual	 inspection,	 it	 is	 clear	 that	 the	 test-retest	 variability	 ought	 to	 be	 lower	 than	 what	 is	
observed	when	only	the	peak	values	are	considered.	




this	 case,	each	subject	was	characterized	not	by	a	 single	peak	value	per	 trial,	but	by	a	 set	of	
peak	strains,	measured	 in	each	segment	 (on	average,	8-10	values	per	 subject).	The	 results	of	
this	inquiry	are	shown	in	Table	5-4.	The	even	greater	variability	observed	in	these	data	provided	





Figure	 5-1.	 [Top]	 Segmental	 circumferential	 strain	 curves	 from	 a	 single	 subject	 in	 a	 test-retest	 (blue,	 red)	
scenario.	Segments	which	had	inadequate	quality	are	shown	as	zeros	and	not	considered.	The	mAL	segment	was	










MEAN1	±	SD1	(%)	 -5.32	±	4.79	 28.3	±	16.2	 -8.69	±	5.56	
MEAN2	±	SD2	(%)	 -6.23	±4.97	 30.0	±	20.5	 -8.53	±	5.69	
VAR	 91.6%	 64.1%	 64.9%	
CV	 85.0%	 62.8%	 65.3%	
CORRELATION	 37.9%	 59.6%	 41.4%	
	
The	next	experiment	we	conducted	therefore	focused	on	the	complete	strain	curve,	rather	
than	 a	 single	 characteristic	 value.	 In	 particular,	 we	measured	 the	 correlation	 and	 ICC	 of	 the	
mean	 global	 strain	 profiles	 for	 each	 strain	 component	 in	 each	 patient.	 In	 this	 scenario,	 the	
output	 of	 each	 trial	 was	 the	 complete	 strain	 curve	 (e.g.	 100	 points	 in	 time),	 assessed	 in	 a	
pairwise	 manner	 across	 100	 pairs	 of	 points	 per	 patient.	 The	 results	 of	 this	 analysis	 are	
presented	 in	 Table	 5-5.	 We	 note	 that	 while	 there	 are	 certainly	 cases	 of	 poor	 performance	
across	all	measured	parameters,	on	average	the	complete	strain	curve	 is	well	 reproducible	 in	
the	 radial	 and	 longitudinal	 directions,	 and	 adequately	 reproducible	 in	 the	 circumferential	
direction.	In	addition	to	examining	reproducibility	at	the	individual	level,	we	also	derived	single	
correlation	 and	 ICC	 values	 across	 all	 subjects,	 by	 measuring	 the	 correlation	 and	 ICC	 after	
concatenation	of	all	the	average	strain	profiles.	These	findings	are	in	the	last	two	rows	of	Table	























































































































































































Next,	 we	 computed	 the	 reproducibility	 measures	 of	 the	 weighted	 strain	 metric	 (Eww)	
introduced	in	Chapter	4.	This	was	of	particular	interest	because	although	this	metric	also	relied	




of	 0.635,	 and	a	 global	 ICC	of	 0.629.	 This	 indicated	 lower	 reproducibility	 compared	 to	 Err,	 but	
better	performance	 than	either	Ecc	or	Ezz	 individually.	Bland-Altman	 results	are	also	 shown	 in	
Figure	5-2.	
Finally,	 we	measured	 the	 reliability	 of	 the	 commercial	 TomTec	 software	 package,	 whose	





curves	 at	 the	 segment	 level	 was	 not	 performed).	 Note	 that	 these	 results	 do	 not	 include	 4	
control	subjects,	whose	data	has	not	yet	been	processed.	
Table	 5-6.	 Reproducibility	 of	 global	 2D	 and	 3D	 peak	 strain	 measurements	 from	 the	 TomTec	 commercial	
software	package.	
	
MEAN	±	SD1	(%)	 MEAN	±	SD2	(%)	 VAR	 CV	 CORRELATION	 ICC	(95%	CI)	
2D	Ecc		 -20.6	±	5.9	 -21.7	±	5.6	 11.3%	 27.4%	 86.0%	 0.859	
(0.663	–	0.945)	
2D	Err		 36.4	±	24.8	 38.2	±	20.0	 55.1%	 60.3%	 57.3%	 0.560	
(0.140	–	0.809)	
2D	Ezz		 -16.7	±	5.1	 -18.2	±	5.9	 19.6%	 31.5%	 81.3%	 0.806	
(0.553	–	0.923)	
2D	Ezz		 -16.2	±	6.6	 -16.8	±	7.0	 21.2%	 41.3%	 83.3%	 0.801	
(0.519	–	0.926)	
2D	Ezz		 -16.1	±	6.7	 -16.7	±	6.1	 26.6%	 38.8%	 67.1%	 0.631	
(0.231	–	0.849)	
3D	Ecc		 -25.1	±	5.6	 -27.4	±	6.7	 18.2%	 23.4%	 61.3%	 0.604	
(0.204	–	0.831)	
3D	Ezz	 -17.1	±	6.8	 -17.8	±	4.5	 23.3%	 32.6%	 70.4%	 0.651	
(0.277	–	0.853)	









confounding	 factors	 such	as	 inter-observer	 variability	 and	 intra-observer	bias,	we	used	 single	
observers	during	acquisition	and	analysis,	and	chose	7-10	day	time	intervals	between	analyses	
of	repeated	studies.	utilized	
To	 establish	 the	 baseline	 reproducibility	 of	 the	 experimental	 setup,	 we	 measured	 the	
variability	of	subjects’	heart	rate	and	blood	pressure,	as	well	as	the	3D	LV	ejection	fraction.	We	





minutes	of	 sedentary	activity.	While	 subjects	were	 free	 to	move	about	between	acquisitions,	
many	chose	to	remain	sitting	or	lying	down,	which	would	account	for	the	moderate	decreases	
in	HR	and	SBP	 in	particular.	The	decrease	 in	HR	should	be	considered	when	measuring	strain	
reproducibility	 [127].	However,	 the	absence	of	 statistically	 significant	differences	 in	 the	other	





In	 extending	 the	 validation	 procedure	 from	 Chapters	 3	 and	 4,	 our	 first	 goal	 was	 to	
determine	 whether	 the	 peak	 strain	 values	 obtained	 in	 those	 experiments	 were	 reliable,	
especially	given	 the	promising	 results	of	 the	ROC	analysis.	We	observed	 that	while	 the	mean	
values	in	both	trials	were	very	close,	peak	values	displayed	significant	within-subject	variability,	
and	poor	reproducibility	as	measured	by	the	ICC.	This	finding	was	true	regardless	of	the	method	





The	 nature	 of	 how	 the	 peak	 values	were	 calculated,	 combined	with	 the	 guidance	 of	 the	
multiscale	 spatiotemporal	 framework,	 inspired	 us	 to	 examine	 the	 variation	 of	 peaks	 at	 the	
segmental	level.	As	illustrated	in	Figure	5-1,	a	partial	answer	was	revealed	in	the	distribution	of	
strain	 profiles	 across	 LV	 segments.	 Among	 the	 circumferential	 strains	 in	 this	 example,	 it	was	
clear	that	most	curves	were	highly	correlated	in	time	between	the	test	and	retest	acquisitions;	
however,	 this	 phenomenon	 was	 not	 observed	 when	 reliability	 was	 judged	 only	 by	 a	 single	
value,	i.e.	using	only	peak	values	as	opposed	to	all	100	points	along	the	curve.	Among	the	radial	
strain	 curves,	 the	 situation	 is	 similar,	 but	 another	 phenomenon	 arises:	 the	mid-inferior	 wall	
shows	 a	 complete	 reversal	 of	 deformation	between	 the	 tests,	 and	 the	 apical	 septal	 segment	
shows	 a	 significant	 decrease	 in	 amplitude	 as	well.	While	 these	 changes	would	not	 affect	 the	
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reproducibility	of	 the	 “peak	of	 segments”	estimate	 (assuming	 the	values	were	 close	 to	begin	
with),	there	is	a	clear	impact	on	the	peak	of	the	global	average	strain.	Again,	this	is	true	despite	
the	 clear	 correlation	 of	 the	 curves	 in	most	 regions	 of	 the	 LV.	 This	 also	 suggests	 that	 image	
heterogeneity	may	 play	 a	 role	 in	 peak	 strain	 calculations:	 although	 the	mid-inferior	 segment	
was	 graded	 as	 “adequate”	 in	 both	 trials,	 its	 proximity	 to	 at	 least	 two	 other	 segments	which	
were	 “inadequate”	 might	 have	 justified	 its	 exclusion	 as	 well.	 The	 influence	 of	 potentially	
inconsistent	 image	 quality	 upon	 peak	 values	 was	 further	 confirmed	 by	 examination	 of	 peak	
strain	 reproducibility	 in	 individual	 segments	 (Table	 5-4),	 which	 showed	 particularly	 poor	
performance.	 This	 provided	 additional	 confirmation	 that	 at	 least	 in	 the	 case	 of	 3D	 strain	
measures	 derived	 from	 OF,	 which	 encompass	 the	 entire	 myocardium,	 consideration	 of	 only	
peak	 values	may	 represent	 an	over-compression	of	 the	 available	data,	 leading	 to	 suboptimal	
reliability.	 Lastly,	we	must	 also	 consider	 the	 finding	 from	an	earlier	 study	of	 the	OF	pipeline,	
which	demonstrated	that	strain	amplitudes	are	sensitive	to	the	amount	of	denoising	applied	in	
the	 pre-processing	 steps	 [86].	 Our	 finding	 of	 low	 peak	 strain	 reproducibility	 may	 then	 be	






samples	 from	 the	mean	 global	 strain	 curve.	As	 summarized	 Table	 5-5,	while	 several	 subjects	
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plots	confirmed	 that	 these	patterns	were	caused	by	 independent	 instances	of	 low	test-retest	
reproducibility	 in	an	 individual,	and	were	not	 representative	of	a	systematic	bias.	Thus,	while	
we	 recognize	 the	meaning	 and	 significance	 of	 the	 outlier	 cases,	we	 believe	 these	 graphs	 do	
further	confirm	the	overall	reliability	of	global	average	strain	profiles.		
Reproducibility	of	LV	Strains	by	the	TomTec	Commercial	Software	




exception	 of	 2D	 radial	 strain,	 which	 appeared	 to	 have	 very	 high	 within-subject	 and	 across-
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subject	 variability.	 Although	 OF-based	 peak	 strain	 reproducibility	 levels	 were	 lower	 by	
comparison	 to	 those	of	commercial	 software	 (see	 ICC	values	 in	Table	5-3	versus	Table	5-6)	 it	
must	 be	 noted	 that	 (1)	 the	 OF	 method	 of	 strain	 estimation	 may	 be	 subject	 to	 more	
heterogeneity,	as	it	considers	the	entire	LV	myocardium,	and	(2)	while	the	criteria	by	which	we	
included	or	excluded	segments	from	analysis	were	known,	it	is	unclear	whether	the	“black-box”	
TomTec	 software	 used	 similar	 criteria.	 As	 explained	 previously,	 the	 inclusion	 or	 exclusion	 of	
certain	segments	could	have	dramatic	effects	on	peak	strain	values	in	particular.		It	is	therefore	
possible	 that	 application	 of	 more	 stringent	 “quality	 control”	 could	 result	 in	 reliability	 that	





The	 small	 sample	 size,	 and	 in	 particular	 the	 small	 proportion	 of	 subjects	 with	 severely	


















a	 commercial	 software	 package	whose	 reliability	 is	well-established	 in	 clinical	 literature.	 This	

















Traditionally,	 new	 echocardiographic	 techniques	 undergo	 a	 series	 of	 validation	 studies	
beginning	 with	 computational	 simulations	 and	 culminating	 in	 human	 patient	 trials.	 As	 we	






implantation	 of	 sonomicrometry	 crystals	 directly	 in	 the	 tissue	 being	 imaged.	 Finally,	 in	 [19],	
although	no	“true”	deformation	data	was	gathered,	strain	curve	accuracy	was	evaluated	based	
on	known	anatomy	and	the	physiological	effects	of	coronary	artery	occlusion.		
Establishing	 ground-truth	 data	 in	 living	 human	 subjects	 is	 considerably	more	 challenging.	
From	a	purely	diagnostic	perspective,	a	patient’s	known	history	of	disease,	as	well	as	results	of	
concomitant	 pathology	 studies,	 may	 be	 used	 to	 confirm	 whether	 a	 new	 technique	 reliably	
quantifies	the	location	and	extent	of	disease.	However,	for	conclusive	quantitative	verification	
of	3D	strain	measurements,	another	technique	to	derive	deformation	information	is	necessary.	
The	 extremely	 invasive	 nature	 of	 sonomicrometry	 prevents	 its	 use	 in	 human	 subjects;	 we	







CMR	 provides	 high	 quality	 anatomical	 imaging	 of	 the	 beating	 heart,	 with	 known	 spatial	
registration	between	image	planes.	In	conventional	CMR,	the	paucity	of	identifiable	landmarks	
within	 the	 heart	 wall	 impedes	 assessment	 of	 non-radial	 components	 of	 wall	 motion	 and	 of	
intramural	motion	patterns.	The	addition	of	magnetization	tagging	to	CMR	provides	a	means	of	
non-invasively	“marking”	the	tissue,	which	can	provide	information	on	point	correspondence	of	
locations	 within	 the	 heart	 wall	 between	 different	 cardiac	 cycle	 phases.	 Tagging	 can	 be	
performed	with	techniques	such	as	spatial	modulation	of	magnetization	(SPAMM),	which	uses	a		
	




combination	 of	 nonselective	 RF	 excitation	 pulses	 and	 magnetization	 gradients	 to	 produce	 a	
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the	processing	of	 the	tagged	 images	 is	quite	complex	and	relies	on	accurate	segmentation	of	
the	heart	wall.	There	 is	a	very	 rich	body	of	 literature	describing	different	methods	of	 tagging	
analysis,	 ranging	 from	 active	 contours	 [133]-[135]	 to	 optical	 flow	 [136]	 and	 finite-element	
modeling	 approaches	 [137].	 A	 commonly	 cited	disadvantage	 among	 all	 these	methods	 is	 the	
long	processing	time.	
Recently,	 another	 CMR	 technique	 called	 displacement-encoded	 imaging	 using	 stimulated	
echoes	 (DENSE)	 has	 been	 shown	 to	 provide	 pixel-wise	 displacement	 measurements	 directly	
from	the	phase	information	during	the	MR	acquisition,	with	relatively	simpler	post-processing	
than	MR	 tagging,	 which	 usually	 needs	 segmentation	 or	 model	 fitting	 (Figure	 6-2).	 This	 new	
method	has	been	validated	against	MR	tagging	in	displacement	measurements	and	is	gradually	
being	used	in	a	growing	number	of	clinical	applications.	In	[138],	Ashikaga	et	al.	utilized	canine	
myocardial	 infarction	 models	 to	 demonstrate	 strong	 relationships	 between	 DENSE-derived	
strains	 and	 tissue	 damage	 as	 confirmed	 by	 an	 epicardial	 sock	 electrode	 array	 and	 delayed	
enhancement	 imaging.	 In	 [139],	 Feng	 et	 al.	 demonstrated	 the	 accuracy	 of	 2D	DENSE	 using	 a	
computational	 model,	 finding	 a	 high	 degree	 of	 agreement	 with	 conventional	 tagged	MRI	 in	
both	healthy	volunteers	and	patients	with	a	wide	variety	of	CVD.	Beyond	the	scope	of	purely	
investigative	studies,	different	CMR	techniques	are	constantly	gaining	clinical	acceptance,	with	
more	 and	 more	 clinical	 scenarios	 falling	 under	 the	 scope	 of	 “diagnosable	 by	 CMR”	 [140],	
125	
	
[141].These	 include	 standard	 anatomical	 scans,	 as	 well	 as	 contrast/delayed	 enhancement	
imaging	and	the	tagging	methods	described	above.	
	
Figure	 6-2.	 The	 DENSE	 technique.	 Top:	 the	 DENSE	 pulse	 sequence,	 which	 differs	 from	 CSPAMM	 by	 one	
additional	 demodulation	 gradient	 that	 eliminates	 the	 tag	 lines	 (from	 [128],	 used	 with	 permission.	 Bottom:	 the	
resulting	 DENSE	 magnitude	 (left)	 and	 phase	 (center)	 images,	 from	 a	 SAX	 view	 of	 the	 LV.	 Phase	 unwrapping	
produces	the	phase/displacement	map	seen	in	the	right	image.	
CMR	 is	 commonly	 used	 as	 a	 reference	method	 for	 validation	 of	US	 techniques	 in	 human	
subjects.	 Brown	 et	 al.	employed	 standard	 anatomical	 images	 obtained	 via	 Steady	 State	 Free	
Precession	 (SSFP)	 imaging	 to	 compare	 echocardiographic	 EF	 and	 global	 longitudinal	 strain	
measures	to	MRI-based	EF	[68].	Hayat	et	al.	compared	the	results	of	2D	and	3D	speckle	tracking	
to	 transmural	hyperenhancement	on	gadolinium	contrast	MRI,	 finding	 that	 globally	 averaged	
and presented as evolving from different backgrounds,
they have more similarities than differences, and they
represent two sides of the same coin. In their interesting
article, Kuijer et al evaluated and compared the two
techniques as two approaches to phase-based strain ana-
lysis [174].
As a STEAM pulse sequence, DENSE consists of three
stages: modulation, mixing, and demodulation. During
the modulation part of the sequence, longitudinal mag-
netization is tipped into the transverse plane, encoded
with modulation gradient, and then stored back into the
longitudinal direction until imaging takes place. Magne-
tization storage in the longitudinal direction allows for
less relaxation and more tagging persistence. Tissue dis-
placement occurring during the mixing period is
recorded in the imaging stage. During imaging, the
modulated magnetization is excited (tipped into the
transverse plane) and decoded using gradient with the
same magnitude as the modulation gradient. Stationary
spins are perfectly rewound and have zero net phase.
However, spins that moved during the mixing period in
the gradient direction accumulate phase due to their dif-
ferent spatial positions during modulation and demodu-
lation. By acquiring another DENSE image with
different modulation value and subtracting the two
phase images, displacement information in the gradient
direction can be decoded. For 3-D motion analysis, four
DENSE images are required (one reference and three
images encoded in orthogonal directions).
DENSE reveals motion information on the pixel level
by displaying a small vector at each pixel location. The
vector orientation and length represent the motion
direction and magnitude, respectively. One advantage of
DENSE is that it is a black-blood sequence due to the
disturbance of the modulated pattern in blood during
the mixing period, which facilitates myocardium border
identification. From k-space perspective, DENSE posi-
tions the displacement-encoded echo at the k-space ori-
gin, while other extraneous echoes are shifted or
suppressed with the goal of sampling the uncorrupted
displacement-encoded echo with high spatial resolution.
Numerical simulation and in vivo experiments have
been conducted to validate DENSE accuracy [175]. The
results indicated that strain measurements by DENSE
ar highly reproducible and quantitatively equivalent to
measurements from conventional myocardial tagging
sequences. The sequence has been used in several
research studies [176-178].
DENSE: Effects of Imaging Parameter
Recently, two articles have been published that investi-
gated the influence of different imaging parameters on
DENSE performance. In DENSE, the phase of the stimu-
lated echo is influenced by off-resonance and B0 inho-
mogeneity in addition to the encoded displacement. If
phase shifts from sources other than the encoded displa-
cement are not accounted for, they lead to errors in the
measured tissue motion. Therefore, instead of the abso-
lute phase, multiple measurements are usually acquired
to obtain the desired phase shifts that represent tissue
motion. In [179], Haraldsson et al studied the influence
of the unencoded free induction decay (FID) and off-
resonance effects on DENSE acquisitions. The study
showed that the accuracy of DENSE CMR can be
severely affected by the unencoded FID and off-reso-
nance effects. However, these errors can be significantly
reduced by using an encoded reference, e.g. an encoded
Figure 12 DENSE . (a) DENSE pulse sequence is derived from
STEAM sequence. Displacement encoding (modulation) and
decoding (demodulation) gradients are added after the first and
third RF pulses, respectively. Both gradients have equal magnitudes,
and they are a plied in the direction where displacement
information to be obtained. During the mixing period in-between
modulation and demodul tion, large crusher gradients are applied
to dephase any transverse magnetization, such that the remaining
magnetization is stored in the longitudinal direction, where it
experiences only longitudinal relaxation. The time between the first
and s co d RF pulses is equ l to the time between the third RF
pulse and data acquisition (= echo time (TE)/2). TM = mixing time;
RF = radiofrequency; RO = readout; PE = phase encoding; SS = slice
selection. (b) Example of DENSE image of the left ventricle, where
representative vectors are drawn at each pixel, with the vector
magnitude and direction represent the displacement value and
orientation, respectively.
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open	 question,	 in	 the	 absence	 of	 other	 gold-standard	 methods	 in	 humans	 (e.g.	
sonomicrometry),	CMR-derived	indices	are	a	well-documented	benchmark	in	the	pursuit	of	an	
answer.	
Building	 on	 this	 foundation	 of	 evidence,	 we	 sought	 to	 develop	 a	 customized	 DENSE	
acquisition	and	analysis	pipeline	to	estimate	3D	LV	displacement	(and,	eventually,	strain)	from	
MRI	 data.	 Given	 the	 lack	 of	 ground-truth	 data	 in	 humans,	 our	 intention	 is	 to	 use	 this	




We	executed	our	 cardiac	MRI	protocol	 on	a	Philips	 1.5T	Achieva	magnet,	 acquiring	 three	
distinct	 image	 series.	 Following	 the	 survey	and	 cardiac	 localization	 sequences,	we	performed	
two	3D	CSPAMM	acquisitions.	In	both	cases,	we	used	a	narrow	FOV	(108×108	mm2)	around	the	




Next,	 we	 acquired	 DENSE	 data	 using	 similar	 parameters;	 the	 only	 notable	 distinction	 is	 a	
doubling	 of	 the	 FOV	 to	 216×216	mm2,	which	 decreases	 the	 in-plane	 pixel	 resolution	 to	 1.92	
mm.	 These	 parameters	 correspond	 closely	 to	 those	 in	 published	 studies	 [142],	 [143].	 The	












components	 are	encoded	using	4-chamber	 (A4C)	 and	2-chamber	 (A2C)	 long	axis	 (LAX)	 views,	
respectively.	An	example	of	LV	imaging	using	CSPAMM	is	shown	in	Figure	6-3.	The	DENSE	pulse	





Lastly,	we	acquire	a	 series	of	 short-axis	oriented	BTFE	 images	using	 the	 same	FOV	as	 the	
DENSE	data.	The	BTFE	 images	have	an	 in-plane	resolution	of	1.22	mm,	slice	spacing	of	5	mm,	




The	 DENSE	 analysis	 pipeline	 we	 have	 developed	 is	 shown	 in	 Figure	 6-4.	 The	 first	 step,	
segmentation	 of	 the	 LV	 from	 the	 3D	 BTFE	 short-axis	 image	 stack,	 is	 performed	 in	 a	 semi-
automated	 fashion,	 with	 limited	 user	 input.	 The	 BTFE	 images	 first	 undergo	 de-noising	 using	
anisotropic	diffusion	with	parameters	 adapted	 to	MRI.	 The	user	 is	 then	asked	 to	 initialize	 an	
endocardial	 contour	 on	 a	 single	mid-LV	 slice.	 This	 is	 limited	 to	 a	 single	 click-and-drag	 action,	
which	generates	an	ellipsoid	close	to	the	endocardium.	This	contour	is	then	used	to	initialize	a	
level-set	 method	 known	 as	 Distance	 Regularized	 Level	 Set	 Evolution	 (DRLSE),	 described	 by	
Chunming	 et	 al.	 [144].	 The	 DRLSE	 method	 is	 notable	 for	 its	 avoidance	 of	 reinitialization	 (a	







Figure	 6-4.	 The	DENSE	 analysis	 pipeline.	 Top	 row:	 segmentation	 of	 the	 anatomy	 from	 the	 SAX	 BTFE	 image	
series,	registration	of	the	binary	mask	to	the	DENSE	FOV	and	seed	point	selection.	Bottom	row:	selection	of	best	





















that	 the	 area	 of	 the	 blood	 pool	 is	 closely	 correlated	 with	 the	 thickness	 of	 the	 myocardium	
(Figure	 6-5).	 By	modeling	 this	 correlation	 as	 a	 linear	 relationship,	 we	 are	 able	 to	 accurately	
segment	 the	epicardial	border,	without	 relying	on	edge-based	methods,	which	 tend	 to	 fail	 in	
areas	 where	 tissue	 contrast	 is	 low	 (e.g.,	 where	 the	 epicardium	 border	 is	 adjacent	 to	 other	
organs).	
Next,	 the	 resulting	binary	mask	 is	 registered	and	 interpolated	 to	match	 the	DENSE	 image	
series,	using	the	known	orientation	and	resolution	parameters.	We	perform	phase	unwrapping	
utilizing	 the	 method	 described	 by	 Cusack	 and	 Papadakis	 [145],	 extending	 their	 original	 3D	
implementation	to	4D.	The	original	implementation	relies	on	a	seed	point	with	reliable	phase,	
after	which	unwrapping	is	first	performed	on	less	noisy	regions	(estimated	from	the	magnitude	




more	 sophisticated	 quality	 map	 estimation	 based	 on	 the	method	 described	 in	 [146].	 In	 our	
case,	the	seed	point	candidates	are	selected	directly	from	the	skeletonized	binary	mask	of	the	






Figure	 6-5	 [Top]	 Correlation	 between	 the	 blood	 pool	 area	 (blue),	 and	 average	 distance	 between	manually	
traced	endocardial	and	epicardial	borders	(red);	all	units	are	in	pixels.	[Bottom]	Sample	segmentation	result	from	



































This	 process	 is	 repeated	 for	 each	 of	 the	 three	 encoding	 directions.	 Subsequently,	 the	
unwrapped	phase	values	are	converted	directly	to	displacement	using	the	relationship		
	 𝜙 = 2𝜋𝐺s𝛥𝑥,	 (	6.1	)	
where	 ϕ	 is	 the	 unwrapped	 phase,	 γ	 is	 the	 gyromagnetic	 ratio,	 GT	 is	 the	 encoding	 gradient	
strength,	 and	 Δx	 is	 the	 displacement	 [147].	 Referring	 back	 to	 the	 DENSE	 pulse	 sequence	
depicted	in	Figure	6-2,	this	equation	arises	from	the	idea	that	the	phase	of	a	stationary	spin	is	
first	 set	 by	 the	 “modulation”	 gradient,	 and	 after	 a	 mixing	 period	 (TM)	 is	 rewound	 by	 the	
“demodulation”	 gradient	 back	 to	 zero.	 However,	 for	 non-stationary	 spins,	 the	 rewinding	 is	
incomplete,	and	the	amount	of	phase	remaining	after	demodulation	is	directly	proportional	to	
their	 displacement	 during	 the	 mixing	 period.	 The	 end	 result	 of	 this	 process	 is	 three	 3D	
displacement	maps	 in	 time,	with	 each	 series	 encoding	motion	 in	 one	 of	 the	 three	 Cartesian	








motion	 abnormalities.	 All	 subjects	 provided	 written	 informed	 consent,	 in	 accordance	 with	
Columbia	 University’s	 IRB.	 For	 healthy	 volunteers,	 the	 inclusion	 and	 exclusion	 criteria	 were	








confirmed	eligible	 following	TTE	 review.	The	 two	patients	 in	 this	 investigation	were	 recruited	
from	this	pool.	
While	 we	 were	 able	 to	 obtain	 complete	 data	 sets	 from	 all	 volunteers,	 neither	 patient	
yielded	a	complete	data	set	for	our	study.	In	the	first	case,	the	patient	completed	both	parts	of	
the	 study,	 but	 all	 CMR	 data	 suffered	 significant	 artifacts	 due	 to	 the	 presence	 of	 an	 artificial	
mitral	 valve	 and	 several	 drug	 eluting	 stents	 (following	 this	 study,	 the	 study	 criteria	 were	
modified	 to	 exclude	 such	 cases).	 In	 the	 second	 case,	 the	 patient	was	 unable	 to	 undergo	 the	
















Figure	 6-6	 displays	 representative	 image	 data	 acquired	 from	 four	 human	 subjects:	 three	
volunteers	and	one	patient.	These	images	are	indicative	of	the	typical	data	quality	we	attain	in	







Figure	 6-6.	 CMR	 and	 RT3D	 data	 acquired	 from	 four	 human	 subjects.	 The	 first	 three	 columns	 are	 healthy	
volunteers;	 the	 last	 column	 is	 a	 patient	with	 CVD.	 The	 top	 row	 shows	 anatomical	 data	 acquired	 in	 a	 short-axis	





quality	 control	 is	 not	 necessary	 to	 the	 same	 extent	 as	 in	 RT3D	 data,	 we	 do	 note	 significant	
spatial	 variations	 in	 quality,	 resulting	 from	 the	 tagging	 sequence.	 In	 particular,	 at	 the	 phase	
modulation	frequency	we	use	(corresponding	to	7mm	tag	width),	when	the	tag	line	orientation	



















is	 aligned	 parallel	 to	 the	 myocardial	 LAX,	 the	 tag	 width	 is	 close	 to	 the	 thickness	 of	 the	
underlying	 tissue.	 Signal	 in	 these	 regions	 can	 therefore	 be	 weak	 and	 the	 phase	 values	 are	





















































described	 in	 [146].	 	 An	 important	 advantage	of	 this	 approach	 is	 its	 reliance	on	 a	 seed	point,	
which	 offers	 the	 opportunity	 to	 identify	 one	 or	 several	 regions	 of	 reliable	 phase;	 this	 is	
accomplished	 by	 selecting	 points	 from	 the	 myocardial	 mask.	 As	 depicted	 in	 Figure	 6-7,	 this	
approach	 has	 mixed	 results.	 In	 the	 SAX	 encoding	 direction,	 the	 phase	 unwrapping	 is	
spatiotemporally	 stable	 and	 continuous.	 However,	 phases	 unwrapped	 in	 the	 LAX	 views	 are	
more	 variable:	while	 some	 regions	 are	 reliable,	 others	 show	 considerable	 errors	 (e.g.	within-
slice	artifacts	and	temporal	discontinuities).	As	we	evaluated	potential	approaches	to	mitigating	
these	 errors,	we	 are	 also	 explored	 alternative	 phase	 unwrapping	 algorithms,	 such	 as	 the	 3D	
best-path	 avoiding	 singularity	 loops	 (3DBPASL)	 algorithm	 developed	 by	 Abdul-Rahman	 et	 al.	




Figure	 6-8.	 In	 this	 example,	 the	 Cusack	 phase	 unwrapping	 method	 was	 used,	 so	 the	 “x”	







Figure	 6-8.	 Displacement	maps	 of	 the	 LV,	 generated	 from	 DENSE	 phase	 image	 data,	 overlaid	 onto	manual	





dimensional	 myocardial	 displacements	 from	 MRI	 data	 using	 the	 DENSE	 pulse	 sequence.	




imaging	methods	 for	 cardiovascular	 applications,	most	 clinically	 accepted	methods	are	either	
two-dimensional	or	achieve	3D	volumes	by	stacking	multiple	2D	slices.	Tagging	sequences	such	
as	CSPAMM		–	which	have	been	successfully	implemented	in	3D		–	have	limited	resolution	due	





different	 modalities	 is	 fraught	 with	 complications	 that	 can	 easily	 invalidate	 the	 result	 (e.g.,	
registration	of	a	2D	MRI	slice	to	a	3D	ultrasound	volume,	interpolation	between	differing	spatial	





the	 spatiotemporal	 comparison	 framework,	 avoiding	 the	 critical	 complications	 cited	above.	A	








algorithm	 presented	 here	 has	 not	 been	 fully	 validated	 against	 expert	 observer	 tracings,	
qualitative	 analysis	 has	 demonstrated	 that	 with	 limited	manual	 intervention,	 the	 results	 are	
satisfactory.	A	more	 rigorous	validation	 routine	was	not	applied	at	 this	 stage	 in	part	because	





At	 the	 tail-end	 of	 the	 pipeline,	 the	 tracking	 and	 strain	 estimation	 block	 is	 complete	 and	
validated,	since	it	 is	 identical	to	the	methods	used	in	RT3D	data	and	the	spatial	and	temporal	
resolution	of	 the	DENSE	displacement	maps	closely	correlate	with	echocardiograms.	The	only	
remaining	 step	 where	 we	 have	 encountered	 significant	 challenges,	 therefore,	 is	 the	 phase	
unwrapping	 routine.	 Specifically,	 we	 have	 observed	 significant	 artifacts	 in	 the	 LV	
phase/displacement	 images	 when	 two	 popular	 and	 well-validated	 phase	 unwrapping	




namely	 its	 speed,	 automation,	 and	 demonstrated	 in-vivo	 reliability	 [145].	 Additionally,	 we	
examined	the	utility	of	alternative	quality	maps	which	are	used	to	guide	the	phase	unwrapping.	
For	example,	we	have	implemented	the	pseudocorrelation	quality	map,	which,	as	described	by	
Abdul-Rahman	et	 al.	 [146],	 is	 one	 alternative	when	 calibration	data	 is	 not	 available.	We	also	
examined	another	potential	quality	map,	calculated	using	the	phase	derivative	variance	[151].	
Furthermore,	 recognizing	 that	 this	 method	 is	 able	 to	 unwrap	 3D	 and	 4D	 volumes	
extremely	quickly	(<1sec	per	volume),	we	attempted	to	exhaustively	generate	all	possible	phase	
maps	 resulting	 from	 seed	 points	 which	 are	 deemed	 reliable	 from	 the	myocardial	mask.	 The	



























among	 the	 types	 of	 patients	 we	 wished	 to	 examine.	 The	 need	 for	 ECG-gating	 and	 apneic	
conditions	over	extended	periods	are	also	complicating	factors	for	many	patients	in	advanced	
stages	 of	 CVD.	While	 free-breathing	 DENSE	 sequences	 have	 been	 described	 [150],	 the	 pulse	
sequence	we	are	using	does	not	incorporate	dynamic	tracking	of	the	diaphragm	–	a	necessary	
feature	 for	 free-breathing	 scans.	 Regarding	 ECG-gating,	 we	 have	 observed	 that	 RT3D	
echocardiography	is	more	tolerant	of	mild	arrhythmias	since	only	4	consecutive	rhythmic	beats	
are	required	to	obtain	an	image.	The	DENSE	sequence,	on	the	other	hand,	is	much	less	tolerant	
of	 irregular	 rhythms,	 requires	many	more	heart	 cycles	 for	a	 complete	 image,	and	will	extend	
the	required	apneic	period	if	arrhythmic	beats	are	encountered	during	acquisition.	Typically,	a	
series	 of	 three	 20-second	 breath-holds	 are	 necessary;	 however,	 if	 the	 heart	 rate	 is	 irregular,	
skipped	 beats	 can	 cause	 extension	 of	 the	 acquisition	 to	 30	 seconds	 or	 more.	 Although	 our	
healthy	 subjects	 have	 not	 had	 problems	 with	 these	 breath-holds,	 some	 have	 expressed	
discomfort	after	the	study	with	this	aspect	of	the	scan.	Thus,	we	expect	that	patients	exhibiting	
dyspnea	 on	 exertion,	 orthopnea	 or	 pulmonary	 dysfunction	 concomitant	 with	 their	 CVD	may	
encounter	difficulties	with	extended	breath-holds.	Because	such	symptoms	are	a	common	and	
direct	consequence	of	the	cardiovascular	dysfunction,	it	would	be	impractical	to	exclude	them	
from	 the	 study	 on	 this	 basis,	 and	would	 further	 narrow	 our	 pool	 of	 eligible	 candidates.	 This	
problem	can	be	mitigated	during	acquisition,	however,	by	 reducing	 the	 image	 resolution	 (i.e.	
increasing	slice	thickness),	which	can	reduce	the	required	apneic	period	by	a	factor	of	2.		





In	 this	 chapter,	 we	 have	 presented	 the	 preliminary	 results	 of	 our	 efforts	 to	 obtain	 high-
resolution	 true-3D	 strain	 estimates	 using	 CMR	 imaging,	 specifically	 with	 the	 DENSE	 pulse	
sequence.	 Although	 the	 pipeline	 is	 still	 undergoing	 development	 and	 validation,	 we	 have	
demonstrated	 that	 key	 aspects	of	 the	 image	acquisition	and	analysis	 steps	 are	 feasible	using	
currently	 available	 technology,	 in	 both	 healthy	 individuals	 and	 patients	with	 significant	 CVD.		
We	 also	 recognize	 that,	 even	 if	 fully	 implemented,	 the	 DENSE	 technique	 would	 still	 require	
extensive	validation	before	it	could	be	used	as	a	“gold-standard”	or	correlate	of	“ground-truth.”	
To	this	end,	we	could	explore	alternative	avenues	of	validation,	including	demonstration	of	the	

















in	 TTE	 reading	 to	 outline	 the	 endocardial	 and	 epicardial	 borders	 on	 multiple	 slices	 and	 in	
multiple	 views	of	 the	3D	volume.	 In	Chapter	5,	we	 similarly	noted	 that	even	 the	 commercial	
software	package	required	frequent	manual	correction	of	the	endocardial	border,	making	the	




arise	 from	 the	 sparse	 collection	 of	 tools	 available	 to	 clinicians	 for	 analyzing	 the	 large	 and	
complex	datasets	generated	by	this	powerful	technique.	Automated	tracking	of	the	LV	wall	is	a	
challenging	task	due	to	missing	edge	information,	speckle	noise,	subject	variability	and	variation	
in	 intensity	 distributions.	 In	 previous	 work,	 shape	 priors	 were	 effectively	 used	 [152],	 [153].	
However,	 shape	 priors	 have	 two	 major	 disadvantages:	 they	 require	 a	 significant	 amount	 of	
training	data	and	they	may	not	be	able	to	cope	well	with	abnormal	cases.	Other	recent	work	
includes	methods	based	on	a	Kalman	filter	[154],	optical	flow	[155],	and	an	approach	combining	










The	 data	 used	 in	 this	 analysis	 was	 acquired	 from	 five	 open-chest	 dogs.	 The	 research	
protocol	was	approved	by	Columbia	University’s	Institutional	Animal	Care	and	Use	Committee.	
Anesthesia	was	 induced	with	propofol	and	was	maintained	using	 inhaled	 isoflurane.	A	 lateral	
thoracotomy	was	performed	and	the	pericardium	was	opened	and	sutured	to	the	chest	wall	to	
expose	 the	 left	 ventricle.	 Sutures	were	placed	around	 the	 left	 anterior	descending	 (LAD)	and	
left	 circumflex	 (LCx)	 coronary	 arteries	 or	 their	 branches	 at	 proximal	 and	 distal	 sites.	 Each	
experiment	consisted	of	serially	occluding	the	distal	and	proximal	LAD	and	LCx	branches.	More	
details	on	the	experimental	set-up	are	available	in	[158].	
The	 apical	 RT3D	 echocardiograms	 were	 then	 acquired	 using	 a	 Philips	 iE33	 ultrasound	
system	 (Philips	Medical	 Systems,	 Andover,	MA,	 USA)	 equipped	with	 an	 X3-1	 probe.	 A	 single	
cardiac	cycle	consisted	of	10-	12	frames.	Images	were	acquired	from	an	apical	view,	at	baseline	







The	 tracking	 method	 finds	 strong	 edges	 along	 the	 boundary	 of	 the	 previous	 frame,	
computes	 the	 new	 deformation	 at	 these	 locations,	 and	 then	 extends	 the	 deformation.	 Each	
tracking	 step	 includes	 five	 stages:	 1)	 preprocessing	 of	 input	 image,	 2)	 level	 set	 function	
initialization,	 3)	 edge	 strength	 estimation,	 4)	 front	 propagation,	 and	 5)	 computation	 of	 full	
deformation.	 The	 stages	 are	 represented	 in	 Figure	 7-1.	 As	 input,	 each	 step	𝑖		requires	 the	
tracking	result	from	the	previous	step	𝑇mTc,	the	probability	volume	from	previous	step	𝑃mTc,	and	











At	each	tracking	step	𝑖,	the	new	image	volume	𝐼m 	is	first	filtered	𝐼my = 𝐺z{(𝐼m)	by	a	Gaussian	
kernel	𝐺	with	 variance	𝜎j = 1.5	(see	 Figure	 7-2b).	 The	 probability	 volume	𝑃m	is	 then	 obtained	
using	the	sigmoidal	function		
	 𝑃m 𝑥 =
1
1 + 𝑒T~(Ag  T)
	
(	7.1	)	










The	 initial	 level	 set	 function	𝜙m? = 𝜙m(𝑥, 𝑡 = 0) 	is	 obtained	 by	 computing	 the	 signed	
distance	 function	 with	 the	 fast	 marching	 method	 [159]	 to	 the	 boundary	 of	𝑇mTc.	 The	 edge	
strength	𝐸m 	in	𝑃mTc	is	then	estimated	along	the	zero	 level	set	of	𝜙m?:	𝐸m 𝑥 = 𝑃mTc 𝑥 + 𝑔 𝑥 −






	 𝑀m 𝑥 =




where	𝑥 = 𝑋 𝐸m 𝑥 > 0.3 	and	−𝑑 < 𝑎 < 𝑑,	𝑑	being	 the	 narrow	 band	 width,	 which	
has	to	be	sufficiently	large	to	include	the	cardiac	wall	deformation	in	one	frame.	An	example	of	




	 𝜙B 𝑥, 𝑡 = 𝑃m 𝑥 𝛻𝜙 𝑥, 𝑡 + 𝜔𝜅(𝑥, 𝑡) 𝛻𝜙 𝑥, 𝑡 	 (	7.3	)	




For	 the	 last	 stage,	we	define	a	 field	𝐷m 𝑥 = 𝜙m
 𝑥 − 𝜙m? 𝑥 	for	𝑥 = {𝑥|𝑀m 𝑥 = 1}.	
Then	this	deformation	is	extended	for	other	points	𝑥	
	 𝐷m










The	 evaluation	 data	 consisted	 of	 5	 canine	 subjects	 with	 two	 sequences	 each,	 a	 baseline	




phase.	 Tracking	 was	 performed	 until	 end	 systole,	 with	 the	 sequence	 including	 6	 or	 7	 image	
frames	 in	total,	depending	on	the	subject.	The	tracking	result	was	then	evaluated	against	the	
corresponding	manual	delineation	of	the	same	observer	as	the	initialization.	The	delineation	by	
the	 other	 observer	 was	 used	 to	 quantify	 interobserver	 variability.	 The	 delineations	 were	






respectively.	 An	 example	 of	 a	 result	 is	 shown	 in	 Figure	 7-3.	 The	mean	 overlap	 error	 values,	
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18.23%	 for	baseline	 images	and	22.54%	 for	 ischemic	 images,	 show	that	 the	method	achieves	
high	accuracy;	the	error	values	of	the	developed	tracking	method	are	consistently	smaller	than	
the	 interobserver	 variability.	 For	 example,	 the	 mean	 overlap	 error	 of	 the	 method	 is	 8	
percentage	 points	 smaller	 for	 baseline	 images	 and	 almost	 6	 percentage	 points	 smaller	 for	
ischemic	 images	 than	 interobserver	variability.	The	robustness	of	 the	method	 is	evident	 from	
the	 lack	 of	 significant	 errors	 in	 the	 automatic	 tracking	 results,	 with	 the	 worst	 overlap	 error	
being	21.15%	for	baseline	and	28.21%	for	ischemic,	and	worst	maximum	surface	distance	being	
6.31	 mm	 for	 baseline	 and	 6.41	 mm	 for	 ischemic	 cases.	 It	 is	 noted	 that	 the	 two	 observers	
disagreed	on	one	delineation	in	particular,	where	the	volume	difference	and	overlap	difference	
were	close	to	40%.	
The	mean	 symmetric	 surface	 distance	 and	maximum	 distance	 values	 (0.98	mm	 and	 4.80	
mm	 for	 baseline,	 1.29	mm	and	5.39	mm	 for	 ischemic)	 show	 that	 the	 surface	 of	 the	 tracking	








Table	 7-1.	 Evaluation	 results	 for	baseline	 images,	 for	 the	 automatic	method	 compared	 to	 the	 interobserver	
variability.	
	 	 OE	(%)	 VD	(%)	 SD	(mm)	 RD	(mm)	 MD	(mm)	
Automatic	
Mean	 18.23	 8.58	 0.98	 1.30	 4.80	
SD	 2.12	 4.60	 0.10	 0.15	 0.87	
Worst	 21.15	 16.12	 1.14	 1.52	 6.31	
Best	 15.39	 4.59	 0.86	 1.11	 4.15	
Interobserver	
variability	
Mean	 26.27	 18.87	 1.52	 1.88	 6.13	
SD	 9.26	 14.79	 0.73	 0.78	 1.51	
Worst	 39.91	 39.66	 2.60	 3.04	 8.39	
Best	 19.67	 6.14	 1.02	 1.35	 5.23	
	
Table	 7-2.	 Evaluation	 results	 for	 ischemic	 images,	 for	 the	 automatic	method	 compared	 to	 the	 interobserver	
variability.	
	 	 OE	(%)	 VD	(%)	 SD	(mm)	 RD	(mm)	 MD	(mm)	
Automatic	
Mean	 22.54	 13.68	 1.29	 1.64	 5.39	
SD	 4.04	 8.50	 0.33	 0.36	 0.84	
Worst	 28.21	 26.74	 1.63	 2.00	 6.41	
Best	 18.10	 2.94	 0.86	 1.14	 4.43	
Interobserver	
variability	
Mean	 28.37	 24.98	 1.69	 2.16	 7.71	
SD	 7.79	 9.87	 0.66	 0.68	 0.99	
Worst	 39.97	 39.70	 2.76	 3.27	 9.48	
Best	 21.13	 16.16	 1.20	 1.56	 7.18	
	
7.4 Discussion	








In	 this	 pilot	 study,	 we	 developed	 and	 evaluated	 a	 novel	 technique	 to	 track	 the	 LV	
endocardial	 wall	 on	 RT3D	 ultrasound	 images.	 As	 hypothesized,	 the	 lack	 of	 a	 shape	 prior	
permitted	 implementation	 of	 the	 method	 without	 training	 on	 existing	 data,	 and	 facilitated	
acceptable	performance	not	only	in	normal	cases,	but	in	ischemic	situations	as	well.	While	the	
preliminary	results	demonstrated	here	support	the	notion	that	such	an	approach	can	function	








In	 this	 dissertation,	 we	 described	 a	 series	 of	 investigations	 whose	 collective	 goal	 was	 to	
extend	the	Optical	Flow	method	of	strain	estimation	from	invasive	imaging	studies	in	animals	to	





what	 is	 the	 range	of	variability	 in	OF-based	strain	measures	among	healthy	 individuals?	With	
respect	 to	 the	 former	 question,	 analysis	 of	 canine	 strain	 data	 from	earlier	 studies	 confirmed	
that	 the	acquisition	 frame	 rates	afforded	by	 currently	available	 technology	were	 sufficient	 to	
capture	the	principal	dynamics	of	the	LV’s	deformation.	We	then	optimized	the	denoising	and	
motion	 tracking	 blocks	 of	 the	 pipeline	 to	 handle	 transthoracic	 images,	 and	 demonstrated	
successful	 acquisition	 of	 data	 in	 19	 healthy	 individuals.	 To	 address	 the	 latter	 question,	 we	
quantified	the	range	of	LV	strain	variability	at	global	and	segmental	levels.	While	we	found	the	









longitudinal	 strains	 were	 significantly	 different	 between	 the	 two	 populations,	 whereas	 the	
radial	 strain	was	 not.	Moreover,	 analysis	 at	 the	 segmental	 level	 revealed	 that	 our	 technique	
detected	significant	differences	in	peak	strains	not	only	between	 individuals	with	and	without	
dysfunction,	but	between	segments	with	different	wall	motion	score	indices.	ROC	curve	analysis	
demonstrated	 that	 for	 circumferential	 and	 longitudinal	 strain	 components,	 we	 could	 derive	
cutoff	 values	 with	 good	 sensitivity	 and	 specificity	 to	 several	 known	 risk	 factors	 for	 LV	
dysfunction.	Lastly,	we	proposed	a	novel	composite	strain	 index	based	on	a	weighted	sum	of	
the	 three	 principal	 strains.	 This	 new	 measure	 of	 LV	 function	 was	 demonstrated	 to	 have	
considerably	greater	sensitivity	and	specificity	as	compared	to	any	single	strain	component.	
In	the	absence	of	ground	truth	strain	data	from	the	human	LV,	we	further	established	the	
reliability	 of	 the	 OF	 technique	 through	 a	 reproducibility	 experiment.	 Using	 test-retest	 image	
data	acquired	from	healthy	volunteers	and	patients,	we	demonstrated	that	the	average	global	
radial	 strain	 in	 particular	 was	 highly	 reproducible,	 while	 the	 radial	 and	 circumferential	




based	 strain	 estimation	 pipeline	 using	 data	 acquired	 in	 a	 routine	 clinical	 setting	 from	
prospectively	recruited	human	subjects.	
In	parallel	 to	 these	 three	 studies,	we	also	 initiated	 the	development	of	 another	 LV	 strain	
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estimation	 method,	 which	 relied	 on	 the	 DENSE	 MRI	 pulse	 sequence.	 The	 DENSE	 technique	
offers	 an	 alternative	 method	 by	 which	 3D	 strains	 in	 the	 LV	 can	 be	 estimated,	 and	 could	
therefore	become	a	valuable	tool	in	the	validation	of	the	OF	pipeline.	Although	the	method	to	










In	 the	 current	 implementation	 of	 the	 OF	 pipeline,	 the	 greatest	 bottleneck	 in	 terms	 of	
processing	time	 is	 the	actual	optical	 flow	tracking,	which	requires	repeated	calculation	of	 the	







each	 voxel	 is	 tracked	 serially.	 We	 achieved	 a	 two-fold	 reduction	 in	 computation	 time	 by	
parallelizing	 the	 forward	 and	 backward	 tracking	 steps,	 using	 the	 single	 ED	 mask.	 More	
significant	 parallelization	 was	 not	 considered	 a	 priority,	 as	 the	 new	 code	 would	 require	
significant	 re-validation	 on	 previous	 computer	 simulated	 and	 animal	 study	 data	 to	 ensure	












However,	even	a	 semi-automated	approach	which	permits	 corrections	by	 the	end	user	 could	
increase	 efficiency	 and	 objectivity,	 and	 enable	 segmentation	 throughout	 the	 cardiac	 cycle,	
rather	 than	 only	 at	 ED.	 Based	 on	 the	 positive	 results	 in	 Chapter	 7,	 we	 suggest	 that	 when	
combined	 with	 the	 epicardial	 approximation	 strategy	 described	 in	 Chapter	 6,	 the	 level	 set	





a	 simpler	approach,	which	 relies	on	 the	modified	Hough	 transform	to	generate	a	preliminary	
segmentation	of	the	endo-	and	epicardial	borders	on	apically	acquired	LV	images.	Naturally,	the	
LV	 segmentation	 techniques	 previously	 developed	 by	 our	 research	 group	 –	 namely	 active	










focused	 on	 a	 distinct	 subset	 of	 LV	 segments.	 If	 there	 is	 sufficient	 overlap	 between	 adjacent	
scans,	and	the	subject’s	heart	rate	remains	regular,	a	composite	full-LV	view	could	be	stitched	
together.	Since	we	use	only	4-beat	acquisitions,	 the	total	scan	time	would	be	only	marginally	
extended,	 but	 the	 improvement	 in	 the	 total	 number	 of	 good-quality	 segments	 could	 be	
significant.	An	additional	“bonus”	with	such	an	approach	is	a	moderate	increase	in	volume	rate	
achieved	 by	 narrowing	 the	 FOV	 in	 the	 azimuth/elevation	 planes.	 Techniques	 for	 minimizing	
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geometric	 distortions	 (stitching	 artifacts)	 in	 composite	 3D	 echocardiography	 have	 been	
described	 [164].	 This	 feature	would	be	particularly	 useful	 in	 subjects	with	narrow	 intercostal	
spaces,	 and	 in	patients	with	dilated	 cardiomyopathy,	 in	whom	 inclusion	of	 the	entire	 LV	 in	a	
single	FOV	is	frequently	difficult,	if	not	impossible.	
8.3.4 Improving	Accuracy	and	Stability	of	Strain	Estimates	
Implementation	 of	 a	 more	 efficient	 OF	 tracking	 algorithm,	 along	 with	 full-cardiac-cycle	
myocardium	segmentation,	could	enable	at	least	two	refinements	to	the	motion	tracking	block.	
First,	 a	multiscale	 coarse-to-fine	motion	 estimation	 scheme,	 similar	 to	 the	 one	 described	 by	
Mukherjee	et	al.	[165],	could	be	applied	to	improve	the	accuracy	and	efficiency	of	displacement	
estimation.	 The	 general	 principle	 behind	 such	methods	 is	 to	 first	 estimate	motion	 at	 coarse	
scales,	 then	use	 these	estimates	at	 increasingly	 finer	 scales	 to	guide	and	 limit	 the	 size	of	 the	
template	 and	 search	 windows.	 As	 explained	 in	 Chapter	 3,	 the	 ability	 to	 accurately	 limit	 the	
dimensions	of	the	search	region	carries	the	dual	benefit	of	improving	computational	efficiency	
(since	 fewer	 points	 must	 be	 checked	 for	 potential	 matches	 to	 the	 template),	 and	 reducing	
random	 match	 errors	 (since	 distant	 candidates	 are	 not	 considered).	 	 Second,	 information	
regarding	 the	 position	 of	 the	 myocardial	 wall	 borders	 (obtained	 from	 the	 semi-automated	
tracking)	 can	 be	 combined	 with	 transmural	 motion	 estimates	 from	 OF	 to	 achieve	 greater	
accuracy,	as	suggested	by	Compas	et	al.	[102].		
We	 have	 also	 considered	 the	 addition	 of	 a	 momentum	 constraint	 to	 the	 OF	 search	














To	 demonstrate	 statistical	 significance	 across	 the	 different	 parameters	 in	 our	 validation	
studies,	 the	 study	 sample	 size	will	need	 to	be	 increased.	 For	example,	a	brief	power	analysis	
based	on	the	differences	in	circumferential	and	longitudinal	strain	observed	in	our	pilot	study	
suggested	that	for	an	effect	size	(ES)	between	.98	and	1.27,	with	α	=	0.05,	power	=	0.95,	and	
assuming	equal	allocation	between	 the	 two	groups,	 the	projected	 sample	 size	 is	between	40	
and	60	subjects.	Given	that	the	two	populations	in	the	pilot	studies	were	not	perfectly	matched	
(e.g.,	 in	terms	of	age	and	BMI),	 the	ES	used	here	 is	quite	optimistic.	For	a	more	moderate	ES	
between	0.70	and	0.80,	the	projected	sample	size	is	84-110	subjects.	





For	 example,	 we	 would	 expect	 patients	 with	 only	 hypertension	 to	 demonstrate	 significantly	
smaller	deviations	 in	strain	patterns	compared	to	 individuals	who	have	suffered	a	myocardial	
infarct.	Moreover,	 identification	of	patients	with	 localized	and	acute	pathology	which	has	not	





to	 existing	 parameters	 derived	 from	 2D	 echocardiograms.	 In	 the	 practical	 sense,	 if	 3D	 strain	
measures	are	demonstrated	to	strongly	correlate	with	validated	2D	markers,	they	may	become	
a	 suitable	 replacement	 if	 the	 total	 acquisition	 and	 analysis	 time	 is	 reduced.	Moreover,	 if	 the	
automation-related	 technical	 aims	 are	 completed	 as	 described,	 it	 is	 likely	 that	 3D	 strain	
measures	 will	 exhibit	 lower	 inter-	 and	 intra-observer	 variability	 compared	 to	 operator-




In	 particular,	 future	 studies	 should	 examine	 the	 prognostic	 value	 of	 3D	 strain	 markers	 with	
respect	 to	significant	clinical	outcomes.	For	example,	 recent	 investigations	 into	 the	predictive	






the	 type	 of	 prognostic	 value	 being	 evaluated	 (e.g.	 statistical	 incremental	 value,	 predictive	































































































































































































































































































































































































































































































































































































































































































































































































Ecc	CV	 229	 97	 166	 124	 153	 134	 187	 73	 159	
Err	CV		 63	 100	 60	 79	 72	 253	 77	 59	 75	






























































CV	 256	 109	 157	 103	 162	 121	 178	 109	 165	
TTPSrr	
CV	 49	 98	 60	 63	 67	 243	 79	 50	 67	
TTPSzz	








	 Mean	Diff.	 Max.	Diff.	 Min.	Diff.	
Control	vs.	RWMSI	<	1.25	 	 	 	
					Err	(%)	 17.74	 29.75	 5.15	
					Ezz	(%)	 5.87	 10.14	 0.17	
					Ecc	(%)	 2.95	 6.28	 0.62	
Control	vs.	RWMSI	=	2	 	 	 	
					Err	(%)	 13.64	 20.77	 5.43	
					Ezz	(%)	 5.61	 7.67	 2.46	








































RWMSI		 Ecc	 Err	 Ezz	 Ecc	TTPS	 Err	TTPS	 Ezz	TTPS	
2*	vs.	2	 0.0003	 0.2027	 0.0025	 0.1971	 0.0457	 0.0820	
2*	vs.	1.25	 0.0446	 0.4172	 0.0033	 0.5998	 0.1669	 0.8594	
2*	vs.	0.75	 0.0000	 0.0022	 0.0041	 0.7601	 0.1486	 0.9221	



















N	 Peak	Err	(%)	 Peak	Ecc	(%)	 Peak	Ezz	(%)	
HTN-	 21	 60.1	±	22.4	 -19.2	±	6.4	 -19.5	±	6.4	
HTN+	 9	 52.2	±	12.2	 -10.6	±	1.4	 -14.6	±	2.1	
P	value	 	 0.355	 0.007	 0.077	
	 	 	 	 	
HLD-	 24	 60.2	±	21.0	 -18.2	±	6.6	 -18.8	±	6.3	
HLD+	 6	 48.0	±	12.3	 -10.5	±	1.5	 -14.8	±	1.7	
P	value	 	 0.507	 0.026	 0.097	
	 	 	 	 	
DM2-	 25	 59.3	±	20.9	 -17.9	±	6.6	 -18.8	±	6.1	
DM2+	 5	 50.2	±	13.9	 -10.2	±	1.3	 -14.0	±	1.2	
P	value	 	 0.733	 0.034	 0.076	
	 	 	 	 	
CAD-	 24	 57.9	±	21.3	 -17.8	±	6.9	 -18.9	±	6.2	
CAD+	 6	 57.2	±	15.3	 -12.0	±	2.8	 -14.3	±	1.4	














no	 errors	were	 introduced	 into	 the	 algorithm	over	 the	 course	 of	minor	 revisions	 and	
updates.	
[2] Next,	we	conducted	an	extensive	literature	review	to	determine	the	typical	amplitude	of	
Err	 reported	 both	 by	 similar	 (B-mode	 echocardiography)	 and	 alternative	 (MRI)	
techniques	on	human	subjects	with	standard	clinical	devices	and	scanning	protocols.		
[3] Lastly,	we	evaluated	previously	published	data	 from	our	group,	 to	 compare	our	 latest	
results	to	those	previously	generated	using	the	same	OF-based	computational	pipeline.		
B.2		Details	of	the	OF-Based	Strain	Calculation	Pipeline	
Our	 approach	 to	 Lagrangian	 displacement	 and	 strain	 calculation	 incrementally	 tracks	 all	
points	 from	 the	 initial	 ED	 tissue	mask.	 Each	point	 is	 tracked	 in	3D,	 frame	by	 frame,	over	 the	
course	 of	 the	 cardiac	 cycle.	 Incremental	 displacements	 are	 accumulated	 into	 a	 total	
displacement	with	respect	to	the	baseline	positions	at	ED.	The	rationale	for	this	approach	was	
to	facilitate	direct	comparisons	with	tagged	MRI,	which	can	only	provide	estimates	by	tracking	



































Explanation	of	 the	 computation	of	 the	 cumulative	 strain	 value	 for	 each	 time	 frame	and	 each	


























base( )⇒ ℜ 		
 
Code: 



























[x1,y1,z1,R] = pixelindex2cart(x,y,z, apex, base, scales); 













x,y,z( ) = fxpix , fypix , fypix⎡⎣ ⎤⎦ 	
Code: 
Fpix(x, y, z) = [fx, fy, fz]; 
	









⎡⎣ ⎤⎦ = x + fx
pix ,y + f
y



















x2           = x + (fx_pix(ind)); 
y2           = y + (fy_pix(ind)); 
z2           = z + (fz_pix(ind)); 
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fx_pix(ind)      = x3-x1; 
fy_pix(ind)      = y3-y1; 
fz_pix(ind)      = z3-z1; 
 
fx_mm           = fx_pix * x_scale; 
fy_mm           = fy_pix * y_scale; 
fz_mm           = fz_pix * z_scale; 
fx              = fx_mm; 
fy              = fy_mm; 





















f_r(ind(:))    = (cos(th(:)) .* fx(ind(:))) + (sin(th(:)) .* fy(ind(:))); 

























































































[f_rx, f_ry, f_rz, Sign_strain] = gradient_with_mask(f_r, bw_myo,[1 1 1]); 
f_rx = f_rx / x_scale; 
f_ry = f_ry / y_scale; 
f_rz = f_rz / z_scale; 






















































































[f_thx, f_thy, f_thz, Sign_strain] = gradient_with_mask(f_th, bw_myo, [1 1 
1]); 
f_thx = f_thx / x_scale; 
f_thy = f_thy / y_scale; 
f_thz = f_thz / z_scale; 
[f_thr, f_thth_r, f_thz] = rotate_vect_coordinates(f_thx, f_thy, f_thz, R, 
theta, radius); 
	

























































































[f_zx, f_zy, f_zzz, Sign_strain] = gradient_with_mask(fz, bw_myo,[1 1 1]); 
f_zx  = f_zx / x_scale ;  
f_zy  = f_zy / y_scale; 
f_zzz = f_zzz/ z_scale; 







[f_rs(frame,:), f_r_rs(frame,:), f_ths(frame,:),  
f_th_rs(frame,:),  f_zs(frame,:),  f_rrs(frame,:),  
f_rth_rs(frame,:),  f_rzs(frame,:),  f_thrs(frame,:), 
f_thth_rs(frame,:), f_thzs(frame,:),  f_zrs(frame,:),  












































































































literature	on	 LV	 strain	 from	2000	 to	2014	published	 in	 reputable	 journals	 to	determine	what	
range	of	Err	values	is	considered	realistic	in	healthy	human	subjects.	
	 First,	 according	 to	 [171]	 in	 Biomechanics:	 Principles	 and	 Applications,	 “intact	 cardiac	
muscle	 experiences	 finite	 deformations	 during	 the	 normal	 cardiac	 cycle,	 with	 maximum	
Lagrangian	 strains	 (which	 are	 generally	 radial	 and	endocardial)	 that	may	 easily	 exceed	0.5	 in	
magnitude”.	Furthermore,	in	his	2006	JACC	review	of	strain	measurement	by	echocardiographic	
techniques,	Marwick	cites	the	work	of	Kowalski	et	al.	[172]	in	stating	that	“the	complexities	of	
fiber	direction	 [in	 the	LV]	cause	a	 longitudinal	 shortening	of	20%	to	30%	to	generate	a	 radial	
thickening	of	50%	to	70%”	[173].	
	 In	2003,	Kukulski	et	al.	used	a	GE	Vingmed	System	5	and	accompanying	TDI	software	to	
































Rademakers	 using	magnetic	 resonance	 tagging,	Hugenholtz	 et	 al.	 using	 angiography,	 and	 31-
50%	by	M-mode	and	2D	echocardiography.”	
We	 note	 that	 while	 the	 peak	 longitudinal	 and	 circumferential	 values	 were	 close	 to	 our	
observations,	 the	 peak	 radial	 deformation	 observed	 in	 this	 study	 was	 lower	 than	 what	 we	
measured,	but	still	above	35%.	
Also	in	2007,	Zervantonakis	et	al.	described	a	novel	method	for	eliminating	dependence	of	
2D	 echocardiographic	 Lagrangian	 strain	 computation	 on	 the	 view	 and	 centroid	 [176].	 They	
evaluated	 a	 dedicated	 myocardial	 elastography	 (ME)	 algorithm	 (using	 normalized	 cross-
correlation	 on	 RF	 data),	 on	 a	 3D	 finite-element	 (FE)	 model	 of	 baseline	 and	 ischemic	 canine	
tissue.	In	Figures	3	and	4	of	this	article,	the	authors	reported	peak	radial	strains	of	up	to	30%	in	
both	 normal	 and	 ischemic	 cases.	Meanwhile,	 the	 circumferential	 strains	 exhibited	 peaks	 of	 -





As	part	of	an	 in-vivo	 validation	study	 in	 the	same	year,	Lee	et	al.	 compared	2D	ME-based	
strains	to	those	derived	from	tagged	MRI	(tMRI)	in	a	healthy	human	volunteer	[177].	Although	




In	 a	 follow-up	 study	 in	2009,	 Luo	et	 al.	 evaluated	 the	performance	of	 2D	ME	 in	 a	phase-
array	configuration,	using	the	same	canine	LV	model	and	ultrasonic	images	simulated	with	Field	
II	[178].	As	reported	in	Figure	5	of	this	article,	the	peak	cumulative	strains	in	the	healthy	canine	





16	 athletes	 and	 23	 controls	 using	 a	 GE	 Vivid	 I	 machine	 and	 EchoPac	 STE	 software	 [179].	 In	
addition	 to	 observing	 significant	 differences	 between	 athletes	 and	 healthy	 but	 sedentary	
individuals,	 their	analysis	 revealed	 that	peak	 radial	 strain	varies	along	 the	 longitudinal	axis	of	
the	 LV,	with	 values	 typically	 larger	 at	 the	 apex	 compared	 to	 the	 base.	 Specifically,	 the	 peak	






















335	 normal	 subjects	 underwent	 RT3DE	 imaging.	 A	 single	 apical	 view	 and	 1-heartbeat	



















other	 studies,	 here	mean	Err	 values	 are	 sometimes	over	100%,	with	 averages	well	 above	 the	




we	 think	 the	 value	 could	 be	 based	 on	 calculations	 from	 the	 endocardium.	 This	 will	 lead	 to	
different	 values	 of	 strain	 than	 if	 the	 calculations	 were	 based	 on	 the	midwall	 position.”	 This	
statement	is	indeed	corroborated	by	our	investigation	of	TomTec’s	strain	calculation	approach,	
which	does	consider	only	the	endocardium,	and	by	the	study	from	Zervantonakis	et	al.	which	




vendor-specific	 STE	 software	 [97].	 They	 recruited	 338	 healthy	 volunteers	 and	 scanned	 them	
using	a	GE	Vivid	9	machine.	Strain	analysis	was	performed	using	GE	Echopac	(4D	AutoLVQ)	and	
also	using	 TomTec	4D	 LV	Analysis.	 Strains	were	measured	 in	 2D	and	3D	using	both	 software	
packages.	 Global	 peak	 strain	 parameters	 (Table	 2	 in	 the	 paper)	 measured	 by	 Echopac	 (4D	
AutoLVQ)	were	as	follows:		Err:	49	to	53%	across	all	age	groups,	up	to	57%	in	women;	Ecc:	-18	to	
-20%;	 Ezz:	 -17	 to	 -20%.	 Per	 Table	 3,	 there	was	 also	 significant	 regional	 variation	 in	 the	 three	
strain	components,	with	peak	Err	varying	from	45%	at	the	base	to	55%	at	the	apex	(similarly	to	










difference	 in	 3DRε	 values	 is	 explained	 by	 the	 use	 of	 an	 earlier	 version	 of	 this	 prototype	
software,	 in	 which	 3DRε	 was	 calculated	 from	 3D	 (tangential)	 strain	 at	 the	 endocardium,	







and	 	 Toshiba	 Artida	 (“V2”)	machines.	 Acquisition	 was	 performed	 via	 a	 3D	 apical	 view,	 in	 4-
beats,	 resulting	 in	 a	 frame	 rate	 >	 25Hz	 in	 all	 studies.	 Strain	 analysis	 was	 performed	 using	












We	 note	 that	 overall,	 the	 peak	 values	 measured	 by	 OF	 are	 well	 within	 the	 range	 of	
deformation	measured	by	GE	software,	which	itself	is	in	agreement	with	most	of	the	preceding	
studies.	
With	 respect	 to	 strain	 measurement	 by	 MRI,	 one	 of	 the	 most	 highly	 cited	 papers	 was	
published	 by	Moore	 et	 al.	 in	 2000	 [79].	 In	 this	 study,	 3D	 strain	was	measured	 in	 31	 healthy	










The	 authors	 state:	 “our	 midwall	Err	values	 were	 greater	 (0.36–0.67	 vs	 0.02–0.25).	 These	
differences	may	be	partially	explained	by	the	difficulty	of	the	two	MR	tagging–based	methods	







91%	 ±	 29	 apically	 [36]),	 and	 radially	 tagged	 MR	 imaging	 (55%	 ±	 4	 [39]).	 Lessick,	 et	 al.	 (40)	
observed	increasing	base-to-apex	gradients	of	thickening	of	approximately	50%	±	15	basally	to	
72%	±	18	apically;	these	values	are	in	good	agreement	with	those	in	our	study."	













values	 to	 be	within	 the	 range	 50-70%	 combined	with	 longitudinal/circumferential	 shortening	
peak	 values	 within	 the	 range	 20-30%.	 These	 values	 closely	 match	 our	 observations.	
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Additionally,	a	close	examination	of	the	tracking	and	strain	computation	algorithms	suggested	
that	our	method	of	tracking,	which	computes	displacement	gradients	between	points	which	are	
neighbors	at	ED,	may	contribute	to	larger	deformation	estimates	when	compared	to	techniques	
which	update	direct	neighborhood	points	at	each	time	point.		
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