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The study of transformations among pure states via Local Operations assisted by Classical Com-
munication (LOCC) plays a central role in entanglement theory. The main emphasis of these in-
vestigations is on the deterministic, or probabilistic transformations between two states and mainly
tools from linear algebra are employed. Here, we go one step beyond that and analyze all optimal
protocols. We show that for all bipartite and almost all multipartite (of arbitrarily many d–level
systems) pairs of states, there exist infinitely many optimal intermediate states to which the ini-
tial state can first be transformed (locally) before it is transformed to the final state. The success
probability of this transformation is nevertheless optimal. We provide a simple characterization
of all intermediate states. We generalize this concept to differentiable paths in the Hilbert space
that connect the two states of interest. With the help of survival analysis we determine the success
probability for the (probabilistic) continuous transformation along such a path and derive necessary
and sufficient conditions on the optimality of it. We show, in strong contrast to previous results on
state transformations, that optimal paths are characterized as solutions of a differential equation.
Whereas, for almost all pairs of states, there exist infinitely many optimal paths, we present exam-
ples of pairs of states for which not even a single optimal intermediate state exists. Furthermore,
we introduce a physically motivated distance measure, the interconversion metric, and show that
(generically) any minimal geodesic with respect to the interconversion metric is an optimal path.
Moreover, we identify infinitely many easily computable entanglement monotones for generic mul-
tipartite pure states. We show that a given finite set of these entanglement monotones can be used
to completely characterize the entanglement contained in a generic state.
I. INTRODUCTION
The investigation and better understanding of multi-
partite entanglement is essential to advance several fields
in physics, such as quantum information theory [1–3],
and, much more generally, quantum many-body physics
[4–7]. Hence, a huge effort is performed to uncover some
of the intriguing and useful properties of multipartite en-
tanglement.
Entanglement is the resource to overcome the natu-
ral limitations of possible operations that can be used
by spatially separated parties. These operations consist
of Local Operations assisted by Classical Communica-
tion (LOCC). Whereas the mathematical description of
LOCC is rather complicated (see e.g. [8, 9]), physically it
simply comprises all possible operations which spatially
separated parties can realize. That is, the first party
can perform a measurement on his/her system and send
the information about the outcome, i, to all all other par-
ties. One of them performs a measurement on their share
of the system that depends on i and obtains outcome
j, which he/she communicates to the other parties, etc.
The difficulty in analyzing LOCC protocols stems, on the
one hand, from the fact that in each round of the pro-
tocol the used local operations must correspond to com-
pletely positive trace-preserving maps and on the other
hand from the fact that it has been shown that there ex-
ist instances where infinitely many rounds of LOCC are
required [10].
Despite the difficulties encountered here, the investi-
gation of LOCC transformations among pure states is
particularly useful, as it (i) is of practical relevance in
settings where the parties are spatially separated, such
as in quantum networks; and (ii) allows to partially order
the amount of entanglement contained in states and to
identify new entanglement measures, i.e. functions which
are nonincreasing under LOCC [11]. That is, if an initial
state, |Ψ〉, can be deterministically transformed into a fi-
nal state, |Φ〉, via LOCC, it holds that E(Ψ) ≥ E(Φ) for
any entanglement measure E. In this case the state |Ψ〉
is clearly at least as useful as |Φ〉 for any desired task.
In case a deterministic transformation is not possible, a
state might still be probabilistically transformable into
the desired state. Such a probabilistic transformation is
called optimal if the success probability for transform-
ing the initial to the final state is maximal. Apart from
the viewpoint of practical applications, investigations of
probabilistic transformations are needed to extend the
studies to transformations from pure states to ensembles
of states [12].
We focus here on deterministic as well as probabilistic
transformations among single copies of fully entangled
pure states, i.e. states whose single party reduced states
all have maximal rank; which we consider to be identical
for all subsystems. In the bipartite case it is well-known
that any entangled pure state can be transformed into an-
other entangled pure state via LOCC. The necessary and
sufficient conditions for a state transformation via LOCC
are given by the so-called majorization condition [13]. In
case a deterministic transformation between a pair of bi-
partite states is not possible, the optimal success prob-
ability and a corresponding optimal protocol has been
presented in Ref. [12]. The maximal success probability,
P (Ψ,Φ), to transform the initial state, |Ψ〉, into the final
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2state, |Φ〉, is given by the minimal ratio of all entangle-
ment monotones [14], i.e. P (Ψ,Φ) = minµ µ(Ψ)/µ(Φ).
Whereas this expression also holds in the multipartite
setting, it has been shown that, in the bipartite setting,
only a small, known set of entanglement monotones has
to be considered [12]. Hence, the maximal success prob-
ability can be easily computed. The optimal protocol,
i.e. the protocol which achieves this success probabil-
ity, consists of a LOCC transformation from |Ψ〉 to some
specific state |χ〉 succeeded by a so-called One Successful
Branch Protocol (OSBP) [12]. An OSBP has the prop-
erty that one of the outcomes leads (with largest possible
probability) to the desired state, whereas all other out-
comes are no longer fully entangled and, hence, cannot
be transformed to |Φ〉 (not even probabilistically) [15].
Recently, it has been shown that LOCC transforma-
tions among multipartite pure states, with constant local
dimensions, almost never exists [16, 17]. That is, a pure
state |Ψ〉 ∈ Cd⊗n (for n > 4 and arbitrary local dimen-
sion d) can almost never be (nontrivially) transformed
into any other fully entangled state. Here, nontrivially
means via different operations than Local Unitary (LU)
operations, which do not alter the entanglement and can
always be applied [18]. In retrospect, one can say that
the reason why LOCC transformations among multipar-
tite states were only considered for very special cases
(such as GHZ states [19], W states [20] and small system
sizes [21–24]) is because, generically, there are no trans-
formations possible in the single copy regime. Hence, in
the generic multipartite case, probabilistic transforma-
tion are even more relevant than in the bipartite case.
In the following we call a state generic, if it belongs to
a specific full-measure set of states, which will be de-
fined in Section II. In Ref. [16] a simple expression for
the maximum success probability has been derived (for
generic multipartite states) and it has been shown that
the optimal protocol is a OSBP. Note, however, that this
formula was derived without using entanglement mono-
tones. In particular, the set of entanglement monotones
which are required to compute the success probability via
the general expression, P (Ψ,Φ) = minµ µ(Ψ)/µ(Φ), were
unknown.
Here, we go one step beyond the investigations of trans-
formations between pairs of states. In particular, we
study how one can transform one state into the other.
Considering an initial state, |Ψ〉, and a final state, |Φ〉,
we investigate whether there exists an intermediate state,
|χ〉, to which one can transform the initial state first and
then transform |χ〉 to the final state |Φ〉 (see also Fig. 1).
The main requirement is, of course, that the transforma-
tion is still optimal. After presenting a simple charac-
terization of all (optimal) intermediate states, we show
that an optimal protocol can (generically) also be divided
into finitely many steps, i.e. a sequence of optimal inter-
mediate states. This is true in both cases, deterministic
LOCC transformations as well as probabilistic ones. The
question which presents itself is whether it is even possi-
ble to transfrom the initial state into the final one along
a path in the Hilbert space. That is, is it possible to
divide the optimal protocol into infinitesimal steps? We
present here a simple characterization of optimal paths,
along which an initial state can be optimally transformed
into a given final state. The standard tools used to study
state transformations, which are based on linear alge-
bra, allow to determine the success probability along a
path only in a rather cumbersome way (see Appendix
A). We show that a more elegant way is provided by
the so-called survival model, an often used model in data
analysis. This model can be used to determine the ex-
pected time of occurrence of an event, such as the death
of a biological organism, or the failure of a device. The
application of this model in the context considered here is
particularly interesting, as it can be easily generalized to
other quantum resource theories. Interestingly, we show
that optimal paths can be characterized as solutions of a
(very simple) ”differential equation”. Whereas, we show
that, in the bipartite as well as the generic multipartite
case, intermediate states and even (infinitely many) op-
timal paths always exist, we present examples of pairs of
multipartite (nongeneric) states, for which no intermedi-
ate state exists. Hence, in this case, the optimal protocol
cannot be divided and one really needs to ”jump” from
the initial to the final state. Let us mention that, in the
context investigated here, it turns out that it is often
easier to handle generic multipartite states than bipar-
tite states. The reason for this is that the optimal proto-
col is always an OSBP in the generic multipartite case.
However, as the example mentioned above clearly shows,
the nongeneric multipartite setting is, as expected, much
more involved than the bipartite setting.
Besides their practical relevance, the main motivation
for these investigations stems from their potential in-
sight into entanglement theory. Apart from a simple
characterization of optimal intermediate states and opti-
mal paths (via a differential equation), we will see that
this research leads naturally to a distance measure be-
tween multipartite pure states, which is a metric on local-
unitary-equivalence (LU-equivalence) classes. Hence, the
metric is not only invariant under the physically irrele-
vant LU operations, but it vanishes iff two states are LU-
equivalent. We show that, in the bipartite as well as in
the generic multipartite case, any minimal geodesic (i.e.
any shortest path between two states) is also an optimal
path. This establishes a connection between geometry
and pure state transformations. Furthermore, we intro-
duce a family of new entanglement monotones for generic
multipartite pure states (see also Ref. [25], where entan-
glement monotones where introduced, that are included
in this new family of entanglement monotones) that can
be regarded as the analog of the well-known and often
used bipartite entanglement monotones mentioned above
and introduced in Ref. [12]. In contrast to many known
entanglement monotones, these monotones are not in-
variant under stochastic LOCC (SLOCC) transforma-
tions. Note that, whereas entanglement monotones that
are invariant under stochastic local operations are very
3useful to differentiate between SLOCC classes [26, 27],
the here introduced monotones can be used to compare
the entanglement of states within the same SLOCC class.
The latter is highly relevant as states in different SLOCC
classes correspond to different types of entanglement [28].
In fact, we show that a given finite set of these mono-
tones, together with the knowledge of the SLOCC class to
which a given state belongs to, completely characterizes
the entanglement of the state. We use these monotones
to characterize optimal intermediate states (and paths).
Moreover, we show that, as in the case of bipartite states,
these monotones allow to determine the maximal success
probability of pure state transformations among generic
multipartite states.
The outline of the remainder of the paper is the fol-
lowing. In Section II, we present the main results of this
paper and explain their physical relevance. In particular,
we present the characterization of optimal intermediate
states and optimal paths connecting two states. More-
over, we introduce a metric among LU-equivalence classes
and show that, in the bipartite and in the generic multi-
partite case, any minimal geodesic (with respect to this
metric) is an optimal path. Furthermore, we introduce an
infinite set of easily computable entanglement monotones
for multipartite pure states and show their relevance in
entanglement theory. The analysis performed here shows
many more similarities between bipartite and multipar-
tite states than the results about direct state transfor-
mations (see e.g. [16, 17, 19–21] and references therein)
would suggest. In Section III we first recall some known
results related to bipartite and multipartite (S)LOCC
transformations and introduce the survival model. In
Section IV A we consider the possibility of transform-
ing one state into the other by transforming the initial
state first into an intermediate state (possibly with some
probability different from unity) and then transforming
the intermediate state to the final state. For a given pair
of states we determine necessary and sufficient conditions
for the intermediate states to be optimal. In Section IV B
we use the survival model to investigate the success prob-
ability for a transformation along a path in Hilbert space.
We consider piecewise differentiable paths that connect
the initial to the final state and use tools from survival
analysis to characterize optimal paths. In Section V we
introduce the interconversion metric, which is a metric
on LU-equivalence classes, and prove a strong relation
between the minimal geodesics with respect to this met-
ric and optimal paths. In Section VI we then consider
bipartite states and derive new optimal protocols. First,
we consider deterministic transformations and determine
all LOCC paths (see also Ref. [29]). Along these paths,
the transformation is deterministic. We characterize all
optimal intermediate states with the so-called majoriza-
tion lattice [30]. The survival model is then employed
to study optimal probabilistic transformations. In Sec-
tion VII we turn to the multipartite scenario. As LOCC
transformations are generically not possible in this set-
ting, we immediately consider probabilistic transforma-
tions. We derive a differential equation which charac-
terizes optimal paths connecting a pair of generic states
and show a strong relation between minimal geodesics
with respect to the interconversion metric and optimal
paths. Furthermore, we demonstrate that there are pairs
of nongeneric multipartite states for which not even one
intermediate state exists. In Section VIII, we introduce
an infinite set of entanglement monotones for multipar-
tite pure states and show that they can be regarded as a
generalization of the well-known bipartite entanglement
monotones. In particular, a known finite set of these
monotones (together with a description of the SLOCC
class the state belongs to) completely characterizes the
entanglement contained in the state. In Section IX we
present our conclusions.
II. MAIN RESULTS AND IMPLICATIONS
We summarize here the main results of this paper and
discuss their consequences within entanglement theory.
A. Notation
Let us first introduce our notation and recall some re-
sults in the context of state transformations. We consider
pure states belonging to the Hilbert space Hn,d ≡ ⊗nCd,
i.e. the Hilbert space of n qudits [31]. Whenever we do
not need to be specific about the local dimensions, we
simply write Hn instead of Hn,d. Unless stated other-
wise, we consider normalized fully entangled pure states.
Throughout this paper, the set of local invertible oper-
ators (local unitary operators) on Hn is denoted by G˜
(U) resp. Two states, |Ψ〉 , |Φ〉 are said to be SLOCC
(LU) equivalent if there exists a g ∈ G (u ∈ U) such
that |Ψ〉 = g |Φ〉 (|Ψ〉 = u |Φ〉). Note that |Ψ〉 , |Φ〉 are
SLOCC (LU) equivalent iff |Ψ〉 can be transformed lo-
cally into |Φ〉 and back to |Ψ〉 with some finite probabil-
ity of success (with probability one) respectively [28, 32].
As mentioned above, local unitary operators do not al-
ter the entanglement. Hence, in what follows we always
consider a LU–equivalence class, instead of considering a
single state. For a bipartite state |Ψ〉 we therefore always
consider the Schmidt decomposition, which we denote by
|Ψ〉 = ∑i√Ψi |i, i〉, with Ψi ≥ Ψi+1 ≥ 0 and ∑i Ψi = 1.
We call a multipartite state a generic state if it belongs
to the full-measure set of states that do not possess any
nontrivial (i.e. different than the identity operator) local
symmetry [16, 17]. For homogeneous systems, i.e. n
d-level systems with n > 4 and d arbitrary, such a full-
measure set of states always exists [16, 17]. We consider
transformations among fully entangled n-partite generic
states. Unless stated differently, we denote by |Ψ〉 =
g |Ψs〉 (|Φ〉 = h |Ψs〉) the initial (final) state respectively.
Both of them belong to the same SLOCC class as the
generic state |Ψs〉. Here and in the following, g and h
always denote local invertible operators, i.e. g = g1⊗. . .⊗
4gn with gi ∈ GL(d,C) for i ∈ {1, . . . , n} and similarly for
h and G = g†g, H = h†h.
As we study here deterministic and probabilistic trans-
formations, we recall that the optimal success probability
to transform |Ψ〉 ∈ Hn into |Φ〉 ∈ Hn, which we denote
by P (Ψ,Φ) throughout the paper, can be expressed as
[14],
P (Ψ,Φ) = min
µ
µ(Ψ)
µ(Φ)
. (1)
Here, the minimization is to be taken over all entangle-
ment monotones µ [33]. In the case of bipartite states, it
has been shown that it suffices to perform the optimiza-
tion only over the entanglement monotones
El(Ψ) =
d∑
i=l
Ψi, for l ∈ {1, . . . d}, (2)
That is, for bipartite states the following holds [12],
P (Ψ,Φ) = min
k∈{1,...,d}
Ek(Ψ)
Ek(Φ)
. (3)
Note that the set of entanglement monotones {El}dl=2
determines the Schmidt coefficients and therefore the en-
tanglement contained in the state. Note further that
the success probability is equal to one, i.e. the trans-
formation can be done deterministically via LOCC, iff
El(Ψ) ≥ El(Φ) for l ∈ {1, . . . d} (majorization condition)
[13].
In Ref. [16] it was shown that the maximum probabil-
ity to convert a generic multipartite state |Ψ〉 = g |Ψs〉
to |Φ〉 = h |Ψs〉 via LOCC is given by
P (Ψ,Φ) =
‖Φ‖2
‖Ψ‖2
1
λmax(G−1H)
, (4)
where λmax(X) denotes, here and in the following, the
maximal eigenvalue of X and G = g†g and H = h†h.
Note that the maximal eigenvalue can be easily com-
puted as G−1H is a local operator. Note further that
(nontrivial) LOCC transformations are impossible in the
generic case [16, 17]; that is, P (Ψ,Φ) = 1 only holds if
the states are LU-equivalent.
B. Complete set of entanglement monotones
By scrutinizing the equivalence of the optimal success
probability given in Eq. (1) and Eq. (4), we iden-
tify here an infinite set of entanglement monotones
for pure generic multipartite states. This leads to a
natural generalization of the simple formula given in
Eq. (3) to the generic multipartite case, as stated in
the following lemma (see Section VIII for the derivation).
Lemma. Let |Ψ〉 be a normalized state in the SLOCC
class of a generic state |Ψs〉 ∈ Hn,d, i.e. |Ψ〉 = g |Ψs〉
normalized. The functions
EΨs~x (|Ψ〉) = 〈~x|G |~x〉 (5)
are entanglement monotones for generic pure multipar-
tite states. Here, |~x〉 denotes a product state, i.e. |~x〉 =
|x1〉 ⊗ . . .⊗ |xn〉, with |xi〉 ∈ Cd and G = g†g = ⊗di=1Gi.
Moreover, in the case of generic states, it holds that
P (Ψ,Φ) = min
~x
EΨs~x (Ψ)
EΨs~x (Φ)
(6)
and in the nongeneric case the right hand side of Eq.
(6) gives a lower bound on the success probability.
In the following we call the entanglement monotones
for generic pure multipartite states simply entanglement
monotones [34].
In Eq. (5), infinitely many entanglement monotones
are defined. However, as can be easily shown, a given
finite set of them, {EΨs~x }i∈I , with I a finite index set (to-
gether with |Ψs〉) uniquely defines the state up to LUs
(see Sec VIII). Stated differently, given the SLOCC class
to which a state belongs to, a known finite set of entan-
glement monotones (as defined in Eq. (5)) completely
characterizes the entanglement contained in the state.
This is in complete analogy to the bipartite entanglement
monotones (see Eq. (2)). Moreover, in the multipartite
case the minimization in Eq. (6) does not even need to
be computed, as it is given by Eq. (4).
Let us mention here that, generically, a so-called criti-
cal state |Ψs〉 can be easily derived from |Ψ〉 [35]. How-
ever, any other representative |Ψs〉 of the generic SLOCC
class can also be used to define the measures. Hence, as
G in Eq. (5) is local and |~x〉 is a product state, the
entanglement monotones can be very easily computed.
Particularly important, and also necessary for a com-
plete characterization of entanglement, is that these
monotones are not SLOCC invariant. In fact, they are
determined by the local invertible operator, g, which re-
lates the state of interest to the representative of the
SLOCC class, |Ψs〉 in Eq. (5). This is why these mono-
tones are very useful for the comparison of entanglement
contained in states belonging to the same SLOCC class.
To highlight this relevance, let us note here that there ex-
ist methods to construct entanglement monotones from
so-called SL-invariant polynomials [26, 27] (i.e. poly-
nomials that are invariant under the action of local in-
vertible matrices with determinant one). However, these
monotones coincide for all states in one SLOCC class,
per construction. Hence, they are very useful to differ-
entiate SLOCC classes, but they cannot be employed to
compare the amount of entanglement contained in states
belonging to the same SLOCC class. Note, however, that
this is a particularly interesting comparison, as states in
different SLOCC classes possess very distinct entangle-
ment properties. The last statement is due to the fact
5that states in different SLOCC classes cannot even prob-
abilistically be transformed into each other. Prominent
examples of different SLOCC classes are the three-qubit
GHZ class and the W class [28].
Combined with previous results, the following picture
for generic multipartite states emerges. Given a generic
state, |Ψ〉, first its SLOCC class is determined using e.g.
the algorithm presented in Ref. [35] [36]. This algorithm
gives as an output a so-called critical state of the corre-
sponding SLOCC class, |Ψs〉 (see Refs. [35, 37]). Then, a
given finite set of entanglement monotones defined in Eq.
(5), {EΨs~x }i∈I , uniquely characterizes the entanglement
contained in the state.
Using these entanglement monotones for the multipar-
tite and the bipartite setting, we show that optimal in-
termediate states and paths can be easily characterized
(Section VI and Section VII).
C. Characterization of optimal intermediate states
In the following we introduce the concept of inter-
mediate states of a transformation from an initial state
|Ψ〉 ∈ Hn to a final state |Φ〉 ∈ Hn. We define an opti-
mal intermediate state of this transformation as a state
|χ〉 ∈ Hn, which is neither LU-equivalent to |Ψ〉, nor to
|Φ〉, and for which it holds that |Ψ〉 can be transformed
into |χ〉 and then |χ〉 can be transformed into |Φ〉 and yet
the resulting transformation from |Ψ〉 to |Φ〉 is optimal
(for the precise definition see Def. 1 in Section IV A).
That is, |χ〉 is an optimal intermediate state if
P (Ψ,Φ) = P (Ψ, χ)P (χ,Φ). (7)
The set of all such states |χ〉 is denoted by I(Ψ,Φ). Note
that we include here also deterministic transformations,
for which P (Ψ,Φ) = 1.
Let us mention here that there always exists a state
to which the initial state |Ψ〉 can be transformed lo-
cally (possibly probabilistically) and which is then trans-
formed (locally) to the final state |Φ〉. However, it is, a
priori, not clear if an optimal intermediate state exists
for a given pair of states (|Ψ〉, |Φ〉); that is, a state such
that ”passing by” that state does not diminish the suc-
cess probability of the whole transformation from |Ψ〉 to
|Φ〉 (see Figure 1, (i)).
We show in Section VI that there always exist infinitely
many optimal intermediate states for transformations
among bipartite and generic multipartite states [38].
However, in Section VII B we also provide examples of
multipartite LOCC transformations for which the set of
intermediate states is empty. In this case it is, therefore,
impossible to split the transformation into several steps.
Using the bipartite entanglement monotones defined
in Eq. (2) we derive, from a general characterization of
intermediate states (see Theorem 2 in Section IV A), the
FIG. 1. (color online). In this figure, black dots represent
fully entangled states, while red crosses correspond to (not
fully entangled) states outside of the SLOCC class. The op-
timal SLOCC transformation from |Ψ〉 to |Φ〉 is performed
via (i) an optimal intermediate state |χ〉 ∈ I(Ψ,Φ), (ii) a
sequence of optimal intermediate states, (iii) a differentiable
transformation along an optimal SLOCC path {|ψ(t)〉}0≤t≤1
from |Ψ〉 to |Φ〉. The green dashed arrows (which lead from
one fully entangled state to the other) correspond to the suc-
cessful branch(es) of a transformation, while the red arrows
correspond to the unsuccessful branches that lead to a state
that is no longer fully entangled. In the differentiable transfor-
mation along the path {|ψ(t)〉}0≤t≤1 (see (iii)) the state |ψ(t)〉
is optimally transformed into the infinitesimally close state
|ψ(t+ dt)〉 with probability P [ψ(t), ψ(t + dt)] for 0 ≤ t < 1
(see (iv)). See Section IV of the main text for details.
following simple characterizations of optimal intermedi-
ate states for bipartite transformations.
Corollary. Let |Ψ〉 , |Φ〉 ∈ Cd⊗Cd be bipartite states with
P (Ψ,Φ) = mini
Ei(Ψ)
Ei(Φ)
= El(Ψ)El(Φ) . A state |χ〉 ∈ Cd ⊗ Cd is
an optimal intermediate state, i.e. |χ〉 ∈ I(ψ, φ) iff
P (Ψ, χ) =
El(Ψ)
El(χ)
and P (χ,Φ) =
El(χ)
El(Φ)
. (8)
Using this characterization we show that, for both,
probabilistic and deterministic transformations, optimal
intermediate states exist in the bipartite case. For in-
stance, for transformations that can be performed via
LOCC, one can always identify intermediate states that
can be reached from the initial state via LOCC and that
can then be further transformed into the final state via
LOCC. We characterize in Section VI all these states us-
ing the notion of majorization lattices [30]. In particular,
we show that a state is an optimal intermediate state iff
it is contained in a subset (an interval) defined by the
initial and final state.
In case the transformation is not deterministic, an op-
timal protocol has been presented in Ref. [12]. This pro-
tocol consists of an LOCC transformation to a particular
state |ξ〉, followed by an OSBP. As the transformation is
optimal, the state |ξ〉 is an optimal intermediate state.
Furthermore, it has been shown that |ξ〉 also optimizes
6the fidelity to the final state [39]. We show here that
this is not necessary and that there exist infinitely many
other optimal intermediate states. Furthermore, we iden-
tify extreme intermediate states which have the property
that they are the most (least) entangled states to which
|Ψ〉 can be transformed via LOCC (OSBP) such that the
intermediate state can still be transformed to the final
state via an OSBP (LOCC) in an optimal way, respec-
tively.
In the generic multipartite case, we prove that the
entanglement monotones, EΨs~x , lead to a similar char-
acterization of optimal intermediate states as in the
bipartite case. Using the fact that the optimal protocol
is always given by an OSBP [16, 17] in the case of generic
multipartite states, the following characterization of
intermediate states can be shown (see Theorem 9 in
Section VII).
Theorem. Let |Ψ〉 ∈ Hn be a generic state and let |Φ〉 =
h |Ψ〉 be a state in the SLOCC class of |Ψ〉. A state |χ〉 =
g |ψ〉 is an optimal intermediate state, i.e. |χ〉 ∈ I(Ψ,Φ),
iff
λmax(G
−1H) =
λmax(H)
λmax(G)
. (9)
Recall that both, G = ⊗iGi and H = ⊗iHi, are posi-
tive local operators. Hence, the computation of the eigen-
values and the inspection of the necessary and sufficient
condition is very easily performed. In fact, as for any
two operators G,H the right hand side of Eq. (9) is an
upper bound to the left hand side, it is easy to show
that |χ〉 ∈ I(Ψ,Φ), if the following conditions hold for
all j ∈ {1, . . . , n}
(i) [Gj , Hj ] = 0, and
(ii)
Gj
λmax(Gj)
≤ Hjλmax(Hj) .
For generic multiqubit states we show that these condi-
tions are necessary and sufficient. Thus, not only can the
optimal intermediate states be easily characterized, but
using the conditions above, one can also easily identify a
subset of optimal intermediate states.
Note that the characterization within the generic mul-
tipartite case is actually simpler than in the bipartite
case. Here, the characterization is simply given by an
equivalence of eigenvalues of local operators. The reason
for the simplicity originates from the fact that the op-
timal protocol in the generic multipartite case is always
an OSBP, whereas in the bipartite case either LOCC,
OSBP, or combinations of them are optimal.
In the bipartite as well as the generic multipartite case,
this shows that optimal intermediate states always exist.
Interestingly, this is not always the case. In fact, we
present in Section VII B an example of a pair of (non-
generic) states for which there exists no intermediate
state. The results presented here then show that one
really needs to ”jump” to the final state and is prevented
to first transform the initial state to some intermediate
state (deterministically) and then transform the interme-
diate state to the final state (again deterministically).
The concept of optimal intermediate states can be
generalized straightforwardly to sequences of optimal
intermediate states. Any state in the sequence is then
an optimal intermediate state of the proceeding and the
subsequent state in the sequence (see Section IV A for
the precise definition). An optimal sequence allows to
divide the optimal transformation from |Ψ〉 ∈ Hn to
|Φ〉 ∈ Hn into a finite number of optimal steps (see Fig.
1, (ii)). Moreover, it is easy to see that the concept
of optimal intermediate states can also be generalized
to other quantum resource theories. In the following
we call optimal intermediate states simply intermediate
states.
D. Characterization of optimal paths
The question which presents itself after this character-
ization of intermediate states, which allow to split the
transformation into finitely many steps, is, whether it is
also possible to identify a continuous path in the Hilbert
space along which an optimal transformation is possi-
ble. That is, we are interested in a path in the Hilbert
space, denoted by {|ψ(t)〉}0≤t≤1, for which |Ψ(0)〉 = |Ψ〉,
|Ψ(1)〉 = |Φ〉 and that consists of intermediate states. We
show how, for certain paths of this kind, |Ψ〉 can be opti-
mally transformed into |Φ〉 in, what we call, an optimal
transformation along this path (see also Fig. 1, (iii)).
The question addressed here leads to a different
viewpoint on state transformations. On the one hand,
because pure state transformations via local operations
have so far only been considered between a pair of states,
while we consider here transformations along a whole
set of states. On the other hand, because this approach
allows us to use tools from calculus to investigate state
transformations, as we see below. This is in contrast
to the usual approach to study state transformations,
which is mainly based on tools from linear algebra.
We are not interested in any path connecting the initial
and the final state, but in optimal paths; that is, in
paths along which the initial state can be optimally
transformed into the final state. To this end, we first
determine the success probability P [ψ] for the trans-
formation along a general (maybe nonoptimal) path
{|ψ(t)〉}0≤t≤1 from |Ψ〉 = |ψ(0)〉 to |Φ〉 = |ψ(1)〉. One
way of computing P [ψ] would be to consider the infinite
product of the success probabilities for the infinitesimal
transformations along the path (see Appendix A). Here,
we use an approach based on the theory of survival
analysis. Survival analysis is commonly used to deter-
mine the expected duration until an event happens,
for example the death of a biological organism. Here,
we use it to determine the expected duration until
7FIG. 2. (color online). Transformations along an SLOCC
path, viewed as a survival process. For the paths
{|ψi(t)〉}0≤t≤1, where i ∈ {1, 2}, on the left, the survival func-
tions Sψi(t) are plottet on the right. For the path {|ψ1(t)〉}
the transformations in the time intervals [0, t1] and [t2, 1] are
deterministic and hence Sψ1(t) is constant for these times.
The connection between the infinitesimal optimal transfor-
mation from |ψ2(t)〉 to |ψ2(t+ dt)〉 and its representation in
the survival model are depicted. See Section IV B 2 of the
main text for details.
the entanglement contained in the state is lost in a
(S)LOCC transformation along a path in Hilbert space
(see Section IV B and Fig. 2). In this way, we find
the success probability P [ψ] for the transformation
along a given path {|ψ(t)〉} (see Fig. 2 and Fig. 3).
We can use a variational approach to find optimal
paths as those paths that maximize P [ψ] with the
value P [ψ] = P (Ψ,Φ) and find necessary and sufficient
conditions for optimality (see Section IV B for the
details). To state the resulting simple characterization
of optimal paths for transformations of bipartite states
requires notions of survival analysis. It can be found
in Corollary 8 in Section VI. Here, we present the even
simpler characterization of optimal paths for the generic
multipartite case (see Theorem 11 in Section VII A 2).
Theorem. Let |Φ〉 = g |Ψ〉 be a state in the SLOCC class
of a generic state |Ψ〉. A differentiable path {|ψ(t)〉 =
g(t) |Ψ〉}, with λmax[G(t)] = 1, from |Ψ〉 = |ψ(0)〉 to
|Φ〉 = |ψ(1)〉 is an optimal path of the transformation
from |Ψ〉 to |Φ〉 iff
λmax
[
G(t)−1G′(t)
]
= 0 for all t ∈ (0, 1). (10)
Here, G′(t) = ddtG(t) denotes the derivative of G(t).
Recall that G(t) = g(t)†g(t) > 0 is a local operator.
Note further that the condition λmax[G(t)] = 1 is not a
restriction as any path can be normalized in this way.
This theorem allows one to find all optimal paths, and
hence all optimal protocols to transform |Ψ〉 into |Φ〉
via generic pure states, as the solution of a ”differential
equation”. This is in contrast to previous results on
state transformations, which were mainly based on tools
from linear algebra and focused on one protocol that
FIG. 3. (color online). Different SLOCC paths from |Ψ〉 to
|Φ〉. The arrows in (i) correspond to the magnitude of the
hazard rate if one goes through this point along an SLOCC
path that is coming from the indicated direction. This illus-
trates that the hazard rate is not only position dependent, but
also direction dependent. This is in analogy to the refractive
index in an anisotropic medium (see Section IV B 4). (ii) The
hazard rates experienced when going along a path from |Ψ〉
to |Φ〉 can be very small, while the hazard rate corresponding
to the transformation from |Φ〉 back to |Ψ〉 (along the same
path) can be very high. (iii) An SLOCC path is a distance
minimizing geodesic in the interconversion metric if the trans-
formation along this path is in both directions optimal. For
this it is necessary that the hazard rates in both directions
are small enough (see Section V A).
achieves the transformation.
In order to illustrate the usefulness of this char-
acterization, we present some simple examples of op-
timal paths. Consider a path, {|ψ(t)〉}0≤t≤1, where
|ψ(t)〉 = g(t) |ψ(0)〉, with G(t) = g(t)†g(t) =⊗n
i=1 U
(i)diag[1, r
(i)
2 (t), . . . , r
(i)
d (t)]U
(i)†. It follows from
the theorem above that this path is optimal iff
d
dt [r
(i)
k (t)] ≤ 0 for all k and i (see Section VII A 2, Theo-
rem 11).
These examples show that there always exist infinitely
many optimal paths in the case of generic multipartite
states. Moreover, in the multipartite qubit case all opti-
mal paths are of the form presented above, as we show
in Section VII A 2.
In order to analyze the optimal paths further and to
establish a connection to geometry, we introduce the fol-
lowing interconversion metric on LU-equivalence classes:
dI :Hn ×Hn → [0,∞] :
(Ψ,Φ) 7→ dI(Ψ,Φ) = − log[P (Ψ,Φ)P (Φ,Ψ)]. (11)
The interconversion metric quantifies the difficulty of in-
terconverting the states |Ψ〉 and |Φ〉 via SLOCC. More-
over, dI is a metric on the set of all LU-equivalence
classes. In particular, it vanishes iff the states are LU–
equivalent. Furthermore, dI(Ψ,Φ) = ∞ iff |Ψ〉 and |Φ〉
are not SLOCC equivalent, reflecting the fact that these
two states then contain different kinds of entanglement.
We demonstrate that the minimal geodesics with re-
spect to the interconversion metric (i.e. all paths of min-
imal length) are strongly related to paths that are twofold
8optimal. We call an optimal path {|ψ(t)〉}0≤t≤1 twofold
optimal if its reverse path, {|ψR(t)〉 = |ψ(1− t)〉}0≤t≤1,
is optimal too. We show that, for bipartite and generic
multipartite states, any minimal geodesics {|ψ(t)〉}0≤t≤1
is twofold optimal. In fact, for generic multiqubit states,
the sets of optimal paths, twofold optimal paths and min-
imal geodesics all coincide. This establishes a strong con-
nection between geometry and optimal state transforma-
tions.
III. PRELIMINARIES AND SURVIVAL
ANALYSIS
In this section we review some concepts of entangle-
ment theory that were not mentioned before and that we
are going to use in the subsequent sections. Moreover,
we review methods used in survival analysis.
A. LOCC and SLOCC transformations
We start by reviewing two important sets regarding
LOCC transformation, the source and the accessible set.
Then, we recall the majorization lattice for bipartite
states and some results regarding transformations among
multipartite states.
In Ref. [40] the following two sets associated to a state
|Ψ〉 ∈ Hn were introduced,
Ms(Ψ) = {|Φ〉 ∈ Hn s.t. |Φ〉 LOCC−−−−→ |Ψ〉},
Ma(Ψ) = {|Φ〉 ∈ Hn s.t. |Ψ〉 LOCC−−−−→ |Φ〉}. (12)
Note that we consider here, as throughout this paper,
only nontrivial LOCC transformations (i.e. we exclude
LU-transformations). The set Ms(Ψ) is referred to as the
source set of |Ψ〉 and contains all the states in Hn (up to
LUs) from which |Ψ〉 can be reached via LOCC. The set
Ma(Ψ) is referred to as the accessible set and contains
all the states in Hn that can be reached from |Ψ〉 via
LOCC. The volume of these sets can be used to define
operational entanglement measures [40]. The source
and the accessible set, and the corresponding measures,
were calculated for bipartite and other few-body states
[22, 40]. For generic multipartite states |Ψ〉 it holds
that Ms(Ψ) = Ma(Ψ) = {} since nontrivial LOCC
tranformations are not possible [16, 17]. Here, we use
Ms(Ψ) and Ma(Ψ) to define new optimal protocols for
bipartite pure state transformations in Section VI.
Let us now review the concept of the majorization lat-
tice, which we use in Section VI to investigate LOCC
transformations among bipartite pure states. Recall first
that we express a bipartite state |Ψ〉 ∈ Cd ⊗ Cd in
the Schmidt decomposition as |Ψ〉 = ∑di=1√Ψi |i, i〉,
where Ψi ≥ Ψi+1 and
∑
i Ψi = 1. The vector λ(Ψ) =
(Ψ1, . . . ,Ψd) is then referred to as the Schmidt vector
of |Ψ〉. For states |Ψ〉 , |Φ〉 ∈ Cd ⊗ Cd, it holds that
|Ψ〉 LOCC−−−−→ |Φ〉 iff the Schmidt vector of |Ψ〉 is majorized
by the Schmidt vector of |Φ〉, i.e. iff λ(Ψ) ≺ λ(Φ) [13]
(see also Eq. (3)). This majorization order induces a lat-
tice structure, which was first investigated in Ref. [30] by
introducing the so-called majorization-lattice, LM . This
lattice is induced by the partial order relation defined by
majorization. A lattice is a partially ordered set with
the property that, for any two elements Ψ,Φ in the lat-
tice, there exists a unique infinum Ψ ∧ Φ and a unique
supremum Ψ ∨ Φ. In case of the majorization lattice,
LM , the infimum fulfills Ψ ∧ Φ ≺ Ψ and Ψ ∧ Φ ≺ Φ and
for all ξ ≺ Ψ,Φ it holds that ξ ≺ Ψ ∧ Φ. The supre-
mum fulfills Ψ ∨ Φ  Ψ, Ψ ∨ Φ  Φ and for all χ with
χ  Ψ,Φ it holds that χ  Ψ ∨ Φ. The supremum and
infinum for all bipartite pure states |Ψ〉 , |Φ〉 ∈ Cd ⊗ Cd
were explicitly constructed in Ref. [30], showing that
majorization indeed induces a lattice structure on all
states. Note that the infinum is equivalent to the op-
timal common resource state for bipartite pure states
introduced in Ref. [41]. The supremum is the most
entangled state that can be obtained from |Ψ〉 and |Φ〉
deterministically. Moreover, the induced metric on LM
given by d(Ψ,Φ) = H(Ψ) +H(Φ)− 2H(Ψ∨Φ), with the
Shannon entropy H(Ψ) = −∑di=1 Ψi ln(Ψi), fulfills for
λ(Ψ) ≺ λ(ξ) ≺ λ(Φ) that d(Ψ,Φ) = d(Ψ, ξ) + d(ξ,Φ).
Whenever a deterministic transformation from the initial
state, |Ψ〉 ∈ Cd⊗Cd to the final state, |Φ〉 ∈ Cd⊗Cd, is not
possible, the optimal success probability is given by the
minimal ratio of the entanglement monotones El (see Sec-
tion II). As already mentioned before, in the generic mul-
tipartite case, nontrivial LOCC transformations are not
possible [16, 17]. Moreover, the optimal (probabilistic)
protocol has been shown to be an OSBP and the maximal
success probability is given by Eq. (4). In the nongeneric
case, possible LOCC transformations were characterized
in e.g. Refs. [19–21, 25] and references therein.
B. Survival analysis
In this section we briefly review methods used in sur-
vival analysis (see e.g. [42, 43]), which we employ in sub-
sequent sections to study entanglement transformations.
In survival analysis, one is interested in the following
scenario that has applications in many different fields of
science. Suppose T is a non-negative continuous random
variable; for example the lifespan of a person, the lifetime
of a component or of an isotope. Let F (t) = P (T < t)
denote the probability that T is smaller than t, i.e. that
the event (e.g. of death) has already occurred at time
t, and let f(t) = F ′(t) denote the probability density
of the random variable, T . For our purposes it will be
more convenient to consider the survival function which
is defined as [44]
S(t) = P (T ≥ t) = 1− F (t) =
∫ ∞
t
f(s)ds. (13)
9S(t) gives the probability that the event has not yet oc-
curred at time t; that is, it gives the probability of still
being alive after time t. The probability that the event
occurs in the interval [t, t + ∆t], given that it did not
happen up to time t, can then be expressed as
P (t ≤ T < t+ ∆t|T ≥ t) = P (t ≤ T < t+ ∆t)
P (T ≥ t)
=
F (t+ ∆t)− F (t)
S(t)
, (14)
where we used Eq. (13). The hazard rate associated to
the random variable T is defined as
h(t) = lim
∆t→0
P (t ≤ T < t+ ∆t|T ≥ t)
∆t
. (15)
That is, the hazard rate, h(t), is the rate at which the
event happens at time t, given that it has not happend
until time t. Using Eq. (14) and the fact that f(t) =
F ′(t) we see that h(t) can be expressed as,
h(t) =
f(t)
S(t)
. (16)
Hence, the rate of occurrence of the event at time t
can be expressed as the density of events at t, divided
by the probability of surviving to time t. Note that
f(t) = −S′(t) and thus, we can rewrite Eq.(16) to ob-
tain a differential equation for S(t), namely
h(t) = − d
dt
log[S(t)]. (17)
Integrating this equation from 0 to t (note that this re-
quires that h(t) is integrable) we obtain
S(t) = exp
(
−
∫ t
0
h(s)ds
)
. (18)
Hence, the probability to survive until time t, S(t), can
be expressed in terms of the hazard rate, and vice versa.
That is, S(t) and h(t) are different, but equivalent, ways
to describe the distribution of the random variable T .
Note that the probability that the event occurs in the
infinitesimal time interval [t, t+dt] is P (t ≤ T < t+dt) =
h(t)dt. The cumulative hazard at time t is defined as
Λ(t) =
∫ t
0
h(s)ds, (19)
and can be used to express the survival function as,
S(t) = e−Λ(t).
Note that in this section we assumed that the event
described by the random variable T has to occur at some
point and hence S(∞) = 0. However, the model de-
scribed above can also be applied to more general scenar-
ios where this is not the case (see e.g. [42]). In Section
IV B we use the concepts and quantities defined above to
study pure state (S)LOCC transformations.
IV. OPTIMAL INTERMEDIATE STATES AND
DIFFERENTIABLE TRANSFORMATIONS
In this section we introduce the concepts of interme-
diate states and use survival analysis to define differen-
tiable transformations along a path in Hilbert space. We
show how optimal intermediate states and optimal differ-
entiable (S)LOCC transformations can be characterized
via entanglement monotones. Furthermore, we show how
optimal differentiable transformations can be found vari-
ationally.
A. Optimal intermediate states
Let us consider an (S)LOCC transformation from a
state |Ψ〉 ∈ Hn to a state |Φ〉 ∈ Hn. We define an optimal
intermediate state of this transformation as follows.
Definition 1. Let |Ψ〉 , |Φ〉 ∈ Hn be n-partite states and
let P (Ψ,Φ) be the optimal probability to transform |Ψ〉
into |Φ〉 via SLOCC. A state |χ〉 ∈ Hn is called an opti-
mal intermediate state of the transformation from |Ψ〉 to
|Φ〉 if |χ〉 is neither LU equivalent to |Ψ〉 nor to |Φ〉 and
P (Ψ,Φ) = P (Ψ, χ)P (χ,Φ). (20)
The set of all such states |χ〉 is denoted by I(Ψ,Φ).
That is, |χ〉 ∈ I(Ψ,Φ) iff one can first (nontrivially)
transform |Ψ〉 into |χ〉 and then |χ〉 into |Φ〉 and
yet the resulting transformation from |Ψ〉 to |Φ〉 is
optimal. If it is clear from the context which initial
state |Ψ〉 and final state |Φ〉 we consider, we often refer
to a state |χ〉 ∈ I(Ψ,Φ) as an optimal intermediate
state (without mentioning |Ψ〉 , |Φ〉). Note that there
always exist non-optimal intermediate states of the
transformation from |Ψ〉 to |Φ〉; that is, states |ξ〉
s.t. P (Ψ, ξ)P (ξ,Φ) < P (Ψ,Φ). In order to increase
readability we refer to optimal intermediate states as
intermediate states (without mentioning optimality) and
explicitly mention it if we consider intermediate states
that are not optimal. After these definitions, some
remarks are in order.
Firstly, note that we include here also deterministic
transformations, for which P (Ψ,Φ) = 1. Secondly, it
is, a priori, not clear if an intermediate state exists for
a given intial state |Ψ〉 and final state |Φ〉. We show
in Section VI and Section VII A that transformations
among bipartite and generic multipartite states always
have infinitely many intermediate states. However, in
Section VII B we also provide examples of nongeneric
multipartite LOCC transformations for which the set
of intermediate states is empty. This highlights once
again the complexity of the entanglement of nongeneric
multipartite states compared to the entanglement of
bipartite states. Finally, note that the concept of inter-
mediate states can be easily applied to other scenarios,
e.g. transformations between states of different Hilbert
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spaces, non-entangling transformations [45], mixed state
transformations or even other quantum resource theories
[46].
Intermediate states can be characterized with the help
of entanglement monotones. Recall that the optimal suc-
cess probability to transform |Ψ〉 ∈ Hn into |Φ〉 ∈ Hn can
be expressed as [14],
P (Ψ,Φ) = min
µ
µ(Ψ)
µ(Φ)
, (21)
where the minimization is to be taken over all entangle-
ment monotones µ. Using Eq. (21) we prove the follow-
ing theorem.
Theorem 2. Let |Ψ〉 , |Φ〉 ∈ Hn be n-partite states and
let µ be an entanglement monotone for which P (Ψ,Φ) =
µ(Ψ)
µ(Φ) holds. A state |χ〉 is an optimal intermediate state
of the transformation from |Ψ〉 to |Φ〉, i.e. |χ〉 ∈ I(Ψ,Φ),
iff P (Ψ, χ) = µ(Ψ)µ(χ) and P (χ,Φ) =
µ(χ)
µ(Φ) .
Proof. The ”if-part“ of the theorem is obvious. We show
the ”only if”-part indirectly. Let |χ〉 be an interme-
diate state such that the success probability of one of
the intermediate transformations cannot be expressed via
the monotone µ, i.e. w.l.o.g. P (Ψ, χ) < µ(Ψ)µ(χ) . Using
P (χ,Φ) ≤ µ(χ)µ(Φ) (see Eq. (21)) we then see that the fol-
lowing holds,
P (Ψ,Φ) =
µ(Ψ)
µ(Φ)
=
µ(Ψ)
µ(χ)
µ(χ)
µ(Φ)
> P (Ψ, χ)P (χ,Φ).
This is a contradiction to the definition of optimal
intermediate states and hence P (Ψ, χ) = µ(χ)µ(Ψ) holds.
Note that, for bipartite states and, as we will show
here, generic multipartite states, the success probability
in Eq. (21) can be expressed as a minimization over a
subset of all entanglement monotones. Hence, in these
cases, only this subset is needed for the characterization
of intermediate states (see Section VI A and Section
VIII).
The concept of optimal intermediate states can be
generalized straightforwardly to sequences of optimal
intermediate states. A sequence χ(N) = (|χi〉)N+1i=0 of N
intermediate states in Hn with |χ0〉 = |Ψ〉 , |χN+1〉 = |Φ〉
is said to be a sequence of N optimal intermediate
states (of the optimal SLOCC transformation from
|Ψ〉 to |Φ〉) if |χi〉 ∈ I(χi−1, χi+1) for i ∈ {1, . . . , N}.
That is, χ(N) provides one possible way to divide
the transformation from |Ψ〉 ∈ Hn to |Φ〉 ∈ Hn into
N+1 optimal transformations via N intermediate states.
In Secs. VI and VII we characterize optimal interme-
diate states for all bipartite and generic multiqudit trans-
formations and provide applications of these results. In
the following section we generalize the concept of a se-
quence of optimal intermediate states to the concept of
differentiable paths of optimal intermediate states.
B. Optimal paths and differentiable
transformations
We introduce here the concepts of (S)LOCC paths
and use tools from survival analysis to determine the
success probability of the differentiable (S)LOCC trans-
formation along these paths. We then define optimal
SLOCC paths and show how they can be characterized.
1. SLOCC paths
We call a path {|ψ(t)〉 = g(t) |Ψ〉}0≤t≤1 in the SLOCC
class of a state |Ψ〉 ∈ Hn an SLOCC path if it is (i)
piecewise continuously differentiable and (ii) there is an
integrable function rψ(t) such that
P [ψ(t), ψ(t+ dt)] = 1− rψ(t)dt (22)
for all t ∈ [0, 1).
The physical interpretation of the function rψ(t) and the
relevance of condition (ii) will become clear below, when
we define SLOCC transformations along an SLOCC
path. However, let us note here that condition (ii) is
generically not a strong restriction on {|ψ(t)〉}. That
is, all paths {|ψ(t)〉} of bipartite or generic multiqudit
states that fulfill condition (i) also fulfill condition (ii),
as we show in Section VI and Section VII.
2. Differentiable transformations
For an SLOCC path {|ψ(t)〉}0≤t≤1 we define the
SLOCC transformation along this path as the trans-
formation in which, starting at |Ψ〉 = |ψ(t = 0)〉, the
state |ψ(t)〉 is optimally converted with probability
P [ψ(t), ψ(t + dt)] into the infinitesimally close state
|ψ(t+ dt)〉 for all t ∈ [0, 1) (see Fig. 2). The trans-
formation from |Ψ〉 to |Φ〉 via these infinitesimal steps
along {|ψ(t)〉} succeeds with a (in general non-optimal)
probability P [ψ]. In the following we bridge the
theory of SLOCC transformations with concepts used
in survival analysis (see Section III B) to determine P [ψ].
The central idea is the following. After the SLOCC
path {|ψ(t)〉}0≤t≤1 has been fixed, the parameter t ∈
[0, 1] can be interpreted as a time variable (see Fig. 2).
The transformation from |Ψ〉 = |ψ(0)〉 to the state |ψ(t)〉
along {|ψ(t)〉} can then be viewed as a continuous sur-
vival process in which the random variable is the lifetime
T of the entanglement. If the system is at time t ∈ [0, 1)
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of the transformation in the state |ψ(t)〉, i.e. the en-
tanglement is still alive, one of the following two things
can happen in the subsequent infinitesimal time interval
[t, t + dt]: either the state |ψ(t)〉 is successfully trans-
formed via the optimal protocol into the intermediate
state |ψ(t+ dt)〉, or the infinitesimal transformation fails
and leads to a state that is no longer fully entangled [47].
Put differently, the entanglement either survives the pe-
riod [t, t+dt] with probability P [ψ(t), ψ(t+dt)], or it dies
with probability 1 − P [ψ(t), ψ(t + dt)]. If we denote by
P (T ≥ t) the probability that the entanglement is still
alive at time t, the probability that the entanglement dies
in the time interval [t, t + dt], given that it has survived
until time t thus reads,
P (t < T ≤ t+ dt|T ≥ t) = 1− P [ψ(t), ψ(t+ dt)]
= rψ(t)dt. (23)
Note that we used here Eq. (22).
The hazard rate of this survival process (as defined in
Eq. (15)) can then be expressed as
hψ(t) = lim
∆t→0
P (t < T ≤ t+ ∆t|T ≥ t)
∆t
,
= lim
∆t→0
1− P [ψ(t), ψ(t+ ∆t)]
∆t
= rψ(t) (24)
From this equation we can draw several conclusions.
Firstly, it shows that the function rψ(t) defined in condi-
tion (ii) of the definition of an SLOCC path is equal to
the hazard rate and thus has a clear operational mean-
ing; namely as the rate at which the entanglement dies
at time t in the transformation along {|ψ(t)〉}, given that
it has survived until time t. Hence, we have
P [ψ(t), ψ(t+ dt)] = 1− hψ(t)dt. (25)
Secondly, Eq. (24) shows that hψ(t) = rψ(t) is, due to
the definition of an SLOCC path (see Section IV B 1),
an integrable function and thus the survival function
Sψ(t) ≡ P (T ≥ t) of the survival process can be ex-
pressed as (see Section III B),
Sψ(t) = exp
(
−
∫ t
0
hψ(s)ds
)
. (26)
Since Sψ(t) ≡ P (T ≥ t) is the probability that the trans-
formation from |Ψ〉 to |ψ(t)〉 along the path suceeds, this
provides a formula for P [ψ] = Sψ(1), namely
P [ψ] = e−Λ[Ψ], (27)
where Λ[Ψ] is the cumulative hazard rate (see Eq. 19),
i.e. the functional
Λ[ψ] =
∫ 1
0
hψ(s)ds. (28)
In the following we refer to an SLOCC path
{|ψ(t)〉}0≤t≤1 as LOCC path if P [ψ] = 1 (see also Ref.
[29]). Note that the function Sψ(t) is differentiable for all
t ∈ (0, 1). Because of this, we refer to (S)LOCC trans-
formations along (S)LOCC paths simply as differentiable
(S)LOCC transformations whenever the specific path is
not relevant. Note further that P [ψ] > 0 means that
the lifetime T of the entanglement in the transformation
along {|ψ(t)〉} is not described by a properly normalized
probability density. However, one can always artificially
extend the path {|ψ(t)〉 = g(t) |Ψ〉} to times t ∈ [0,∞] in
such a way that the probability to reach the state |ψ(t)〉
via a transformation along this path converges to zero
for t → ∞, i.e. Sψ(t) → 0 for t → ∞ [48]. Then, the
probability density describing T is normalized and Sψ(t)
is unchanged for t ∈ [0, 1]. Furthermore, note that P [ψ]
can also be derived as a so-called product integral. We
briefly discuss this alternative derivation in Appendix A.
Finally, note that, like the concept of intermediate states,
the concept of SLOCC transformations can be gener-
alized straightforwardly to more general scenarios, e.g.
mixed state transformations or other quantum resource
theories.
3. Transformations via optimal paths
The probability to transform |ψ(0)〉 along an SLOCC
path {|ψ(t)〉}0≤t≤1 into |ψ(1)〉 clearly cannot exceed the
optimal transformation probability P [ψ(0), ψ(1)], i.e.
P [ψ] ≤ P [ψ(0), ψ(1)]. (29)
While Eq. (29) is a strict inequality for most SLOCC
paths, we show in Section VI and Section VII that there
are, in many cases, SLOCC paths for which equality
holds. We call an SLOCC path with this property an
optimal SLOCC path (or simply an optimal path). In
the following we discuss some further properties of these
special paths and show how they can be characterized.
In analogy to the criterion in Theorem 2 for the ex-
istance of optimal intermediate states, optimal SLOCC
paths can be characterized in terms of entanglement
monotones. In order to obtain this characterization, we
first show how the hazard rate of a general SLOCC path
can be expressed in terms of entanglement monotones.
To this end, we use the formula P (Ψ,Φ) = minµ
µ(Ψ)
µ(Φ) of
Ref. [14] for the optimal success probability, where the
minimization is performed over all entanglement mono-
tones µ. The hazard rate of an SLOCC path {|ψ(t)〉}
(see Eq. (24)) can then be expressed as,
hψ(t) = lim
∆t→0
1− P [ψ(t), ψ(t+ ∆t)]
∆t
= lim
∆t→0
1−minµ µ[ψ(t)]µ[ψ(t+∆t)]
∆t
. (30)
Since {|ψ(t)〉} is an SLOCC path (see Section IV B 1),
the limit of ∆t → 0 is well-defined. This is the case iff
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the minimum in Eq. (30) is attained by a monotone µ
for which µ[ψ(t)] is differentiable at t (in the following
a monotone with this property is simply referred to as
a differentiable monotone). Hence, we can restrict the
minimization in Eq. (30) to differentiable monotones and
we obtain the following equation.
hψ(t) = lim
∆t→0
1−minµ,diff. µ[ψ(t)]µ[ψ(t+∆t)]
∆t
, (31)
= lim
∆t→0
1−minµ,diff.
[
1−∆t ddtµ[ψ(t)]µ[ψ(t)] +O(∆t2)
]
∆t
,
= max
µ,diff.
1
µ[ψ(t)]
d
dt
µ[ψ(t)]. (32)
Equation (32) shows how the hazard rate of an SLOCC
path can be expressed in terms of a maximization over all
differentiable entanglement monotones [49]. Using this
result we obtain the following characterization of optimal
paths in terms of entanglement monotones.
Theorem 3. Let {|ψ(t)〉}0≤t≤1 be an SLOCC path
and let µ be an entanglement monotone for which
P [ψ(0), ψ(1)] = µ[ψ(0)]µ[ψ(1)] holds. Then the following con-
ditions are equivalent:
(i) {|ψ(t)〉} is an optimal SLOCC path.
(ii) For all t ∈ (0, 1) the success probability
P [ψ(t), ψ(t+ dt)] = 1− hψ(t)dt, (33)
is given by
hψ(t) =
1
µ[ψ(t)]
d
dt
µ[ψ(t)]. (34)
(iii) For all t ∈ (0, 1) the following holds,
1
µ[ψ(t)]
d
dt
µ[ψ(t)] = max
µ˜,diff.
1
µ˜[ψ(t)]
d
dt
µ˜[ψ(t)], (35)
where the maximization is performed over all dif-
ferentiable monotones.
(iv) P [ψ(t1), ψ(t2)] =
µ[ψ(t1)]
µ[ψ(t2)]
for all 0 ≤ t1 < t2 ≤ 1.
(v) |ψ(t1)〉 ∈ I[ψ(0), ψ(t2)] for all 0 ≤ t1 < t2 ≤ 1.
Note that this shows, in particular, that an optimal
SLOCC path from |Ψ〉 to |Φ〉 can only exist if the suc-
cess probability P (Ψ,Φ) = µ(Ψ)µ(Φ) is given by a monotone
µ that is differentiable along a path connecting these two
states. Moreover, (iii) shows that a path is optimal iff
there is one monotone µ that has for all times, t, the
largest relative growth along this path (among all entan-
glement monotones).
Proof. (ii) ⇔ (iii): This follows directly from Eq. (32).
(iv) ⇔ (v): This follows directly from the characteriza-
tion of optimal intermediate states given in Theorem 2.
(i) ⇒ (v): Clearly, an SLOCC path {|ψ(t)〉}0≤t≤1 can
only be optimal if, for any 0 ≤ t1 < t2 ≤ 1, the transfor-
mation along this path from |ψ(0)〉 to |ψ(t1)〉 and then
to |ψ(t2)〉 is still optimal, i.e. if (iv) holds.
(iv) ⇔ (ii): Equation (33) holds because {|ψ(t)〉} is an
SLOCC path (see Eq. (25)). If we insert P [ψ(t1), ψ(t2)]
given in (iv) into the definition of the hazard rate in Eq.
(24), we find that it is, indeed, given by Eq. (34).
(ii) ⇒ (i): If we insert the expression for the hazard rate
in Eq. (34) into the formula for P [ψ] (see Eq. (27)) we
find the following.
P [ψ] = exp
(
−
∫ 1
0
1
µ[ψ(t)]
d
dt
µ[ψ(t)]dt
)
=
µ[ψ(0)]
µ[ψ(1)]
= P [ψ(0), ψ(1)].
Hence, {|ψ(t)〉} is an optimal path.
Optimal paths can also be found using a variational
approach. To see this, recall that a path {|ψ(t)〉}0≤t≤1
connecting |Ψ〉 = |ψ(0)〉 with |Φ〉 = |ψ(1)〉 is optimal iff
it attains the maximum possible value of the probability
functional P [ψ], i.e. iff P [ψ] = P (Ψ,Φ). Equivalently,
the path {|ψ(t)〉} is optimal iff it minimizes the cumu-
lative hazard rate (see Eq. (19)) of the survival process
corresponding to the differentiable transformation along
{|ψ(t)〉}, i.e. the functional
Λ[ψ] =
∫ 1
0
hψ(s)ds, (36)
such that Λ[ψ] = − log[P (Ψ,Φ)] holds. Hence, if we de-
note by Q(Ψ,Φ) all SLOCC paths connecting |Ψ〉 and
|Φ〉, we get the following characterization of all optimal
paths.
Observation 4. An SLOCC path {|ψ(t)〉 =
g(t) |Ψ〉}0≤t≤1 from |Ψ〉 = |ψ(0)〉 to |Φ〉 = |ψ(1)〉
is optimal iff it minimizes the cumulative hazard rate s.t.
Λ[ψ] = − log[P (Ψ,Φ)] = min
γ∈Q(Ψ,Φ)
Λ[γ]. (37)
In Section VII we use Observation 4 to characterize all
optimal paths for transformations of generic multipartite
states. In particular, we show how the minimization of
the functional in Eq. (37) leads to a differential equation
that is satisfied by a differentiable path iff it is an
optimal path. This variational approach is reminiscent
of variational problems in other fields of physics and
mathematics. In the following subsection we discuss a
strong analogy with Fermat’s principle in classical optics.
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4. Analogy with Fermat’s principle
Consider an anisotropic optical medium whose refrac-
tive index n~e(~x) depends on the position ~x and on the
direction ~e at which a light ray is incident. Fermat’s prin-
ciple then states that, among all paths in this medium
connecting an inital point ~γ(0) with a final point ~γ(1),
a light ray follows a path that can be traversed in the
least time (see e.g. [50]). That is, it follows the path
{~γ(t)}0≤t≤1 of least optical length Lo[~γ], which is defined
as,
Lo[~γ] =
∫ 1
0
n d
dt~γ(t)
[~γ(t)]dt. (38)
Comparing this with Observation 4 we see that differ-
entiable SLOCC paths (optimal and non-optimal) can
be viewed as paths in an anisotropic optical medium
whose refractive index is given by the hazard rate. In
this picture the cumulative hazard rate associated to a
path is its optical length (see Eq. (36)), and optimal
paths are those paths that minimize this optical length
(see Observation 4).
The variational approach to finding optimal SLOCC
paths is also in analogy to the problem of finding
geodesics in curved spaces, which we discuss in the fol-
lowing section.
V. AN OPERATIONAL METRIC ON
ENTANGLED QUANTUM STATES
In this section we define an operational metric on
quantum states that is induced by their interconversion
properties. As we explain below, this metric fulfills many
properties that are natural to demand of a function that
measures the distance of quantum states in terms of
how difficult it is to interconvert them. We further show
that, in many cases, optimal SLOCC paths can in fact
be viewed as geodesics with respect to this metric. This
provides an operational connection between geometry
and state transformations and opens the possibility
to use tools from geometry to study optimal SLOCC
transformations.
The metric is defined as,
dI :Hn ×Hn → [0,∞] :
(Ψ,Φ) 7→ dI(Ψ,Φ) = − log[P (Ψ,Φ)P (Φ,Ψ)]. (39)
We call dI the interconversion metric as it quantifies the
difficulty of interconverting the states |Ψ〉 and |Φ〉 via
SLOCC. The generalization to mixed states or other re-
source theories is straightforward. Note that dI is a met-
ric on the set of all LU-equivalence classes, i.e. it fulfills
the following conditions for all |Ψ〉 , |Φ〉 , |Ω〉 ∈ Hn:
(i) dI(Ψ,Φ) ≥ 0
(ii) dI(Ψ,Φ) = 0 iff |Ψ〉 and |Φ〉 are LU-equivalent.
(iii) dI(Ψ,Φ) = dI(Φ,Ψ),
(iv) dI(Ψ,Φ) ≥ dI(Ψ,Ω) + dI(Ω,Φ).
It is easy to see that (i) and (iii) hold. In order
to see (ii) note that it was shown in Ref. [32] that
P (Ψ,Φ)P (Φ,Ψ) = 1 iff |Ψ〉 is LU equivalent to |Φ〉.
Note further that (iv) is equivalent to the inequality
P (Ψ,Φ)P (Φ,Ψ) ≥ P (Ψ,Ω)P (Ω,Φ)P (Φ,Ω)P (Ω,Ψ),
which is obviously fulfilled.
The interconversion metric has several interesting
properties. Firstly, two states are at zero distance to
each other iff they are LU equivalent (see (ii)), i.e. iff
they are indiscernible in terms of their entanglement
properties. Secondly, dI(Ψ,Φ) = ∞ iff |Ψ〉 and |Φ〉 are
not SLOCC equivalent, reflecting the fact that these two
states then contain different kinds of entanglement (see
Section III A). Note that, e.g., the trace distance does
not fulfill these properties.
The interconversion metric can also be used to
construct entanglement measures. Indeed, for
bipartite states |Ψ〉 ∈ Cd ⊗ Cd the function
Eφ+(Ψ) ≡ −dI(φ+,Ψ) = − log[P (Ψ, φ+)], where
|φ+〉 ∝ ∑di=1 |ii〉 is the maximally entangled state,
is nonincreasing under LOCC and hence an entan-
glement measure (see Section III A). Moreover, for
a generic multipartite state |χ〉 ∈ Hn,d the function
Eχ(Ψ) = −dI(χ,Ψ) is an entanglement measure within
the SLOCC class of |χ〉. This follows from the fact that
any LU-invariant function is an entanglement measure
within the SLOCC class of a state with trivial stabilizer
[17].
Due to its clear operational meaning we expect that
the interconversion metric (and its generalizations) will
be useful in investigations of resource theories in general.
Here, we show how it can be used to establish a connec-
tion between optimal SLOCC paths and geometry.
A. Optimal paths and geodesics
If a state |Ψ〉 can be transformed into |Φ〉 via an opti-
mal path {|ψ1(t)〉} and back to |Ψ〉 via another optimal
path {|ψ2(t)〉} it is easy to see that dI(Ψ,Φ) can be ex-
pressed in terms of the cumulative hazard rate (see Eq.
(36)) as,
dI(Ψ,Φ) = Λ[ψ1] + Λ[ψ2]. (40)
That is, dI(Ψ,Φ) can be interpreted as the minimal
cumulative hazard rate (i.e. the minimal risk) one has
to take if one wants to transform |Ψ〉 via an optimal
path into |Φ〉 and back to |Ψ〉 again. In the following
we work out the connections between optimal paths and
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the interconversion metric in more detail.
Let us denote by {|ψR(t)〉 = |ψ(1− t)〉}0≤t≤1 the path
which we obtain by going along the path {|ψ(t)〉} in the
reverse direction. We show in Appendix B that the length
of an SLOCC path {|ψ(t)〉} in the interconversion metric,
dI , can then be defined as
L[ψ] ≡
∫ 1
0
ds(t), (41)
where ds(t) = dI [ψ(t), ψ(t+ dt)] = [hψ(t) +hψR(1− t)]dt
is the distance between the states |ψ(t)〉 and |ψ(t+ dt)〉.
Using the definition of the cumulative hazard rate in Eq.
(36), we can express Eq. (41) as,
L[ψ] ≡ Λ[ψ] + Λ[ψR]. (42)
Note that the length of a path is, of course, independent
of the direction in which it is traversed, i.e. L[ψ] = L[ψR]
holds (see also Appendix B).
The length functional in Eq. (42) can now be used
to characterize geodesics in the interconversion metric.
Here, we are interested in so-called minimal geodesics,
which we define below, and their connection to optimal
SLOCC paths.
Let us denote, as before, the set of all SLOCC paths
connecting |Ψ〉 with |Φ〉 by Q(Ψ,Φ). A path {|ψ(t)〉} ∈
Q(Ψ,Φ) is called a minimal geodesic if it has the minimal
length among all paths in Q(Ψ,Φ) [51], i.e. if
L[ψ] = min
γ∈Q(Ψ,Φ)
(Λ[ψ] + Λ[ψR]). (43)
Note that this definition is very similar to the variational
characterization of optimal SLOCC paths in Observation
4. Indeed, there are strong connections between these
two variational problems, as we show in the following.
Clearly, the length of a minimal geodesic
{|ψ(t)〉}0≤t≤1 ∈ Q(Ψ,Φ) is at least as large as the
distance between |Ψ〉 and |Φ〉, i.e.
L[ψ] ≥ dI(Ψ,Φ). (44)
If equality holds in Eq. (44), the path {|ψ(t)〉} is called
a distance minimizing geodesic. Using Eq. (43) and the
definition dI(Ψ,Φ) = − log[P (Ψ,Φ)P (Φ,Ψ)] of the inter-
conversion metric, we find that {|ψ(t)〉} ∈ Q(Ψ,Φ) is a
distance minimizing geodesic iff the following holds,
− log[P (Ψ,Φ)]− log[P (Φ,Ψ)] = min
γ∈Q(Ψ,Φ)
(Λ[ψ] + Λ[ψR]).
(45)
It follows from the variational characterization of opti-
mal SLOCC paths given in Observation 4 that Eq. (45)
is fulfilled iff {|ψ(t)〉} and its reverse path, {|ψR(t)〉},
are optimal paths. We call a path with this property a
twofold optimal path. We have just proved the following
observation.
Observation 5. Let |Ψ〉 , |Φ〉 ∈ Hn be n-partite states.
An SLOCC path {|ψ(t)〉} ∈ Q(Ψ,Φ) is a distance mini-
mizing geodesic iff it is twofold optimal, i.e. iff it is opti-
mal and its reverse path, {|ψR(t)〉} ∈ Q(Φ,Ψ), is optimal
too.
Clearly, if there exists one distance minimizing
geodesic in Q(Ψ,Φ), then any minimal geodesic has
to be distance minimizing. Because of Observation 5
this then implies that every minimal geodesic is twofold
optimal.
Note that it is, a priori, not clear whether a distance
minimizing geodesic between two states exists [52].
However, we show in this work that bipartite states
(see Section VI B) and generic multipartite states (see
Section VII A 3) can always be connected by a distance
minimizing geodesic [53]. That is, there always exists an
optimal path for which the reverse path is also optimal.
In Section VII A 3 we show that an even stronger result
holds for generic (n > 4)-qubit states, for which the
sets of optimal paths, of twofold optimal paths and of
minimal geodesics are identical.
These results reveal a strong connection between ge-
ometry and optimal (S)LOCC transformations. They
provide a new perspective on SLOCC transformations
and show that tools from geometry can be used to in-
vestigate them. Furthermore, they show the operational
significance of the interconversion metric.
VI. BIPARTITE CASE
In this section we consider deterministic as well as
probabilistic transformations among bipartite states. We
characterize all optimal intermediate states and show
that for deterministic transformations via LOCC this
characterization can be done with the help of the ma-
jorization lattice. Moreover, we show that the known op-
timal intermediate state introduced in Ref. [12], which
optimizes the fidelity with the final state, is not unique
and can be easily generalized. Furthermore, we give a
simple example showing that the optimal intermediate
states do not necessarily optimize the fidelity with the
final state. We apply methods from survival analysis to
characterize all optimal paths connecting two bipartite
states |Ψ〉 , |Φ〉 ∈ Cd ⊗ Cd. Furthermore, we identify two
paths along states with prominent entanglement proper-
ties. These are the most entangled and the least entangled
path. The former consists of an OSBP path from |Ψ〉 to
the most entangled state (in terms of all entanglement
monotones El) that can still be obtained with proba-
bility P (Ψ,Φ) and a subsequent LOCC path from this
most entangled state to the final state |Φ〉. The latter
starts with an LOCC path from |Ψ〉 to the least entan-
gled state, from which one can still obtain the final state
|Φ〉 optimally with the probability P (Ψ,Φ) on an OSBP
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path. Finally, we show that any two bipartite states can
be connected via a twofold optimal SLOCC path. This
shows that the sets of minimal geodesics in the intercon-
version metric and of twofold optimal paths are identical
in the bipartite case. However, we also show that, for
bipartite (d > 2)-level systems, there are optimal paths
that are not twofold optimal.
A. Optimal intermediate states
We present here a simple characterization of the set
of all optimal intermediate states of two bipartite states
|Ψ〉 , |Φ〉, i.e. of I(Ψ,Φ).
Recall, that P (Ψ,Φ) = P (Ψ, χ)P (χ,Φ) has to hold for
all optimal intermediate states |χ〉. Lemma 2 simplifies
in the bipartite case to the following corollary.
Corollary 6. Let |Ψ〉 , |Φ〉 ∈ Cd ⊗ Cd with P (Ψ,Φ) =
mini
Ei(Ψ)
Ei(Φ)
= El(Ψ)El(Φ) . A state |χ〉 ∈ Cd ⊗ Cd is an optimal
intermediate state, i.e. |χ〉 ∈ I(Ψ,Φ), iff
P (Ψ, χ) =
El(Ψ)
El(χ)
and P (χ,Φ) =
El(χ)
El(Φ)
. (46)
Hence, by knowing l such that P (Ψ,Φ) = El(Ψ)El(Φ) one
can readily check whether a state is an optimal interme-
diate state, or not. Moreover, this characterization of all
optimal intermediate states enables us to restrict the area
of possible optimal paths, as any state on the path needs
to be an optimal intermediate state of |Ψ〉 and |Φ〉. Using
Corollary 6 for |Ψ〉 , |Φ〉 such that P (Ψ,Φ) = El(Ψ)El(Φ) the
set of optimal intermediate states I(Ψ,Φ) can be char-
acterized via the following inequalities in terms of the
entanglement monotones; |χ〉 ∈ I(Ψ,Φ) iff
El(Ψ)
El(χ)
≤ Ek(Ψ)
Ek(χ)
,
El(χ)
El(Φ)
≤ Ek(χ)
Ek(Φ)
∀k. (47)
This can be easily verified using that P (Ψ, χ) =
mink
Ek(Ψ)
Ek(χ)
and similarly for P (χ,Φ).
For deterministic transformations the optimal inter-
mediate states can also be characterized with the help of
the majorization lattice LM , that can be defined due to
the lattice structure of majorization (see. e.g. Ref. [30]
and Section III A for the definition of the majorization
lattice.). More precisely, for two states |Ψ〉 and |Φ〉 ful-
filling the majorization condition λ(Ψ) ≺ λ(Φ), all states
|χ〉 defined by the interval [Ψ,Φ] = {λ(χ) ∈ LM : λ(Ψ) ≺
λ(χ) ≺ λ(Φ)} are optimal intermediate states of |Ψ〉 and
|Φ〉. It can be easily seen that the interval is nonempty
iff λ(Ψ) ≺ λ(Φ). Moreover, this nonempty interval is
a sublattice of the majorization lattice LM . For any
χ1, χ2 ∈ [Ψ,Φ] the supremum and infinum are also el-
ements of this sublattice, i.e. χ1 ∨ χ2, χ1 ∧ χ2 ∈ [Ψ,Φ].
This follows simply from the fact that for χ1, χ2 ∈ [Ψ,Φ],
λ(Ψ) ≺ λ(χ1), λ(χ2) ≺ λ(Φ). Thus, the supremum
fulfills λ(Ψ) ≺ λ(χ1), λ(χ2) ≺ λ(χ1 ∨ χ2) ≺ λ(Φ), as
it is the ”most entangled” state (measured in terms of
all entanglement monotones El) that can be obtained
from both states |χ1〉 , |χ2〉. Similarily, for the infinum
λ(Ψ) ≺ λ(χ1 ∧ χ2) ≺ λ(χ1), λ(χ2) ≺ λ(Φ) holds. There-
fore, the sublattice defined by the interval [Ψ,Φ] includes
all possible intermediate states and hence, all possible
LOCC paths.
Let us consider now optimal intermediate states
for probabilistic transformations. We begin with the
known intermediate state introduced in Ref. [12]. We
show later that all of the optimal protocols discussed
below can indeed be written as continuous SLOCC
paths. In Ref. [12] the following optimal protocol for
two bipartites states |Ψ〉 , |Φ〉 with λ(Ψ) 6≺ λ(Φ) was
presented. This protocol achieving P (Ψ,Φ) consists of
a deterministic transformations of |Ψ〉 into a certain
intermediate state |ξ〉 via LOCC and a probabilistic
transformation from |ξ〉 to the final state |Φ〉 via an
OSBP. It was shown in Ref. [39] that, among all possible
LOCC transformations of |Ψ〉 into an ensemble of mixed
states, i.e. {pk, ρk}, the maximal average fidelity with
respect to the final state |Φ〉, i.e. ∑ pk 〈Φ| ρk |Φ〉, is
obtained by the pure state |ξ〉 (for a review of the
definition of the state |ξ〉 obtained in Ref. [12] see also
Appendix C 1). In particular, the pure state fidelity
is then given by F (ξ,Φ) = |〈ξ|Φ〉|2 = √1− dtr(ξ,Φ)2,
with dtr the trace distance.
Considering the accessible set of |Ψ〉, Ma(Ψ), and the
source set of |Φ〉, Ms(Φ), (see Fig. 4) it seems natural that
an optimal protocol starts with a transformations of |Ψ〉
to a state which is ”as close as possible” to the source set,
such that the probabilistic step is between close states.
In fact, we show here that the optimal protocol from
Ref. [12] can be easily generalized by using this idea.
We explicitly construct certain states |ζ〉 ∈ Ma(Ψ) and
|η〉 ∈ Ms(Φ), such that again the fidelity between them
is optimized, i.e.
F (ζ, η) = max
ζ′∈Ma(Ψ),η′∈Ms(Φ)
F (ζ ′, η′). (48)
For these states it can be easily seen that the protocol
(see also Fig. 4)
|Ψ〉 LOCC−−−−→ |ζ〉 OSBP−−−−→ |η〉 LOCC−−−−→ |Φ〉 (49)
is optimal (see Appendix C 1 for details).
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FIG. 4. (color online). Schematic figure of the accessible set
(blue) and the source set (red) of two states |Ψ〉 and |Φ〉 in
Cd⊗Cd. Each state |ζi〉 in the accessible set of |Ψ〉 optimally
reaches the corresponding state |ηi〉 in the source set of |Φ〉 via
an OSBP for all i. Moreover, the fidelity F (ζi, ηi) is equal to
the optimal fidelity F (ξ,Φ) for all i and thus, these protocols
are a natural generalization of the one introduced in Ref. [12].
Note that there exist, generically, infinitely many
pairs of intermediate states |ζ〉 , |η〉 fulfilling the relations
stated above and P (ζ, η) = P (Ψ,Φ), see also Fig. 4. That
these states allow for an optimal transformation is shown
by explicit construction. We refer the reader to Appendix
C 1 for the details. Thus, there exist infinitely many
probabilistic protocols that achieve the optimal success
probability for a transformation from |Ψ〉 to |Φ〉 and for
which the optimal intermediate states |ζ〉 , |η〉 optimize
the fidelity, see Eq. (48).
The results stated above might suggest that there is
a strong connection between the optimal success proba-
bility and the fidelity of the optimal intermediate states.
However, we give now a simple counterexample of a dif-
ferent optimal transformation. The protocol includes a
transformation from |Ψ〉 to the supremum state |ξ〉sup =
Ψ ∨ Φ and is given by
|Ψ〉 LOCC−−−−→ |ξ〉sup OSBP−−−−→ |Φ〉 . (50)
As shown in Ref. [54], the supremum state optimizes the
distance on the majorization lattice in terms of the Shan-
non entropies with the target states, i.e. d(ξsup,Φ) =
minξ′∈Ma(Ψ) d(ξ
′,Φ) (where d(Ψ,Φ) was defined in Sec-
tion III A), but it does not optimize the fidelity with the
target state. Furthermore, it was shown in Ref. [54] that
the relations
λ(Φ) ≺ λ(ξsup) ≺ λ(ξ) (51)
hold. Hence, it is clear that the success probability
P (ξsup,Φ) is equal to P (Ψ,Φ), as one could simply de-
terministically go from |ξ〉sup to |ξ〉. However, we can
also easily find examples of a optimal protocol consisting
of a direct OSBP from |ξ〉sup to |Φ〉. For this purpose let
us first state the following observation.
Observation 7. A bipartite state |Ψ〉 ∈ Cd ⊗ Cd with
Schmidt vector λ(Ψ) = (Ψ1, . . . ,Ψd) can be optimally
transformed via an OSBP into another bipartite state
|Φ〉 ∈ Cd ⊗ Cd with Schmidt vector λ(Φ) = (Φ1, . . . ,Φd)
and with ΨdΦd ≤ ΨlΦl , for all l ≤ d iff the success probability
is given by P (Ψ,Φ) = Ed(Ψ)Ed(Φ) =
Ψd
Φd
< 1.
Recall that the entries of the Schmidt vector are non-
increasing (see Section III A). For the proof of this obser-
vation we refer to Appendix C 2.
Using the above observation it follows immediately
that all states |ξsup〉 fulfilling Ed(ξsup)Ed(Φ) ≤
(ξsup)k
Φk
∀k 6= d
with P (ξsup,Φ) =
Ed(ξsup)
Ed(Φ)
can be optimally transformed
via an OSBP into the final state |Φ〉. Thus, also a di-
rect OSBP obtains the same optimal success probabil-
ity and this is the first example of an optimal protocol,
where the OSBP part is not between states optimizing
the fidelity. Let us now show that all of the protocols
introduced above (among others) can be implemented as
optimal SLOCC paths.
B. Optimal SLOCC paths
Using the results on the optimal success probability
for bipartite states, (see Eq. (3)), we show now that
there always exists an optimal SLOCC path for bipartite
states.
As |Ψ〉 can be written up to LUs as |Ψ〉 = D ⊗
1 |φ+〉, any path connecting two bipartite states can be
parametrized (up to LUs) via
{|ψ(t)〉} = {D(t)⊗ 1 ∣∣φ+〉}0≤t≤1, (52)
with |ψ(0)〉 = D(0)⊗ 1 |φ+〉 = |Ψ〉 and |ψ(1)〉 = D(1)⊗
1 |φ+〉 = |Φ〉. As shown in Section IV B, Theorem 3, a
differentiable path {|ψ(t)〉} is an optimal SLOCC path
iff |ψ(t1)〉 ∈ I[ψ(0), ψ(t2)] holds for all 0 ≤ t1 < t2 ≤ 1.
Using this together with Corollary 6 we immediately see
that for P (Ψ,Φ) = El(Ψ)El(Φ) the path {|ψ(t)〉} is optimal iff
P [ψ(0), ψ(t1)] =
El[ψ(0)]
El[ψ(t1)]
, P [ψ(t1), ψ(t2)] =
El[ψ(t1)]
El[ψ(t2)]
,
(53)
for all 0 ≤ t1 < t2 ≤ 1. Because of Theorem 3, the
characterization of optimal paths can also be given as
follows.
Corollary 8. Let |Ψ〉 , |Φ〉 ∈ Cd ⊗ Cd be two bi-
partite states with P (Ψ,Φ) = El(Ψ)El(Φ) . A differentiable
path {|ψ(t)〉} = {D(t) ⊗ 1 |φ+〉} from |Ψ〉 = |ψ(0)〉 to
|Φ〉 = |ψ(1)〉 is an optimal SLOCC path iff the hazard
rate is given by
hψ(t) =
1
El[ψ(t)]
d
dt
El[ψ(t)]. (54)
The success probability of transforming |Ψ〉 into |Φ〉
along the path {|ψ(t)〉} is then given by
P [ψ] = exp
(
−
∫ 1
0
hψ(s)ds
)
=
El[ψ(0)]
El[ψ(1)]
.
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Using Eq. (54) we can now show that the particular
bipartite SLOCC path {|ψstr(t)〉}0≤t≤1, given below, is
always optimal. For this purpose let |Ψ〉 , |Φ〉 ∈ Cd ⊗
Cd be bipartite states with Schmidt vectors λ(Ψ), λ(Φ),
respectively and P (Ψ,Φ) = El(Ψ)El(Φ) . We define the SLOCC
path {|ψstr(t)〉}0≤t≤1 that connects |Ψ〉 with |Φ〉, via the
Schmidt vetor of |ψstr(t)〉 as,
λ[ψstr(t)] = tλ(Φ) + (1− t)λ(Ψ) for t ∈ [0, 1]. (55)
Note that, in the space of Schmidt vectors, the path
{λ[ψstr(t)]} is a straight path connecting λ(Ψ) to λ(Φ).
Because of this, we refer to {|ψstr(t)〉} as the straight
path from |Ψ〉 to |Φ〉. We now show that {|ψstr(t)〉} is
optimal. To this end, it is sufficient to show that the
following holds for all t ∈ (0, 1) (see Theorem 3),
1
El[ψstr(t)]
d
dt
El[ψstr(t)] = max
k
1
Ek[ψstr(t)]
d
dt
Ek[ψstr(t)].
(56)
Using that P (Ψ,Φ) = El(Ψ)El(Φ) and the fact that
Ek[ψstr(t)] = Ek(Ψ)+ t[Ek(Φ)−Ek(Ψ)] is an affine func-
tion for all k ∈ {1, . . . , d}, it is straightforward to show
that Eq. (56) holds.
This shows that the straight path of the form Eq. (55) is
an optimal path and thus, all bipartite states |Ψ〉 can be
optimally transformed into any other bipartite state |Φ〉
along a path.
The transformation of |Ψ〉 to |Φ〉 along the straight
path {|ψstr(t)〉}0≤t≤1 can be implemented via the trans-
formation |ψstr(t)〉 → {pi, |ψstr(t+ dt)〉}, with
∑
i pi =
P (Ψ,Φ). In order to illustrate this formalism let us con-
sider the simple example of two states |Ψ〉 = DΨ ⊗
1 |φ+〉 , |Φ〉 = DΦ ⊗ 1 |φ+〉 ∈ C3 ⊗ C3. Using the
results in Ref. [55] it can be easily shown that the
three measurement operators M1 = p1DΦD
−1
Ψ , M2 =
p2DΦP1↔3D−1Ψ and M3 = p3DΦP2↔3D
−1
Ψ , with Pi↔j
permutation matrices (permuting |i〉 with |j〉), which
are applied by Alice, allow for such a transformation.
More precisely, the state |Ψ〉 is transformed with prob-
ability P (Ψ,Φ) =
∑3
i=1 pi into the ensemble {p1,M1 ⊗
1 |Ψ〉 ; p2,M2 ⊗ P1↔3 |Ψ〉 ; p3,M3 ⊗ P2↔3 |Ψ〉}. All the
states in the ensemble obviously correspond to |Φ〉 and
the transformation is achieved with probability P (Ψ,Φ).
Any transformation from |Ψ〉 to |Φ〉 along the straight
path {|ψstr(t)〉}0≤t≤1 can thus, be implemented via the
above described transformation.
We consider now several other examples of bipartite
optimal SLOCC paths. First, we show that all the pro-
tocols considered in the previous subsection can be im-
plemented along a path. Then, we introduce two specific
optimal paths, the most entangled path and the least en-
tangled path, which exist for all bipartite states |Ψ〉, |Φ〉
(with λ(Ψ) 6≺ λ(Φ)). The most entangled path consists
of an OSBP from |Ψ〉 to the most entangled intermediate
state |χmax〉, which can then be transformed determinis-
tically into the final state |Φ〉. Along the least entangled
FIG. 5. (color online). Transformations from a bipartite state
|Ψ〉 to another bipartite state |Φ〉 can be achieved via infinitely
many optimal paths. These paths can be concatenations of
LOCC (blue) and OSBP (green) transformations. Moreover,
|Ψ〉 can always be transformed into |Φ〉 along the straight
path, {|ψstr(t)〉} (black). There are also two extremal trans-
formations. In the first extremal transformation, the initial
state is first transformed via an OSBP into the most entan-
gled state |χmax〉 and then into the final state |Φ〉 (see Section
VI B 0 b). In the other extremal transformation, the initial
state |Ψ〉 is transformed via LOCC into the least entangled
state |χmin〉 and then via an OSBP into the final state |Φ〉 (see
Section VI B 0 c). The paths corresponding to these transfor-
mations are piecewise continuously differentiable paths.
path |Ψ〉 is first transformed deterministically into the
least entangled optimal intermediate state
∣∣χmin〉, which
is then transformed into the final state |Φ〉 via an OSBP.
a. SLOCC paths along intermediate states optimizing
the fidelity
As we have shown above, there exist always opti-
mal bipartite SLOCC paths, namely the straight paths,
see Eq. (55). Thus, the protocols introduced in Sec-
tion VI A, which are defined by the optimal intermediate
states |ζ〉 and |η〉 given in Eq. (C4), can be implemented
along a concatenation of three straight paths. More pre-
cisely, along the LOCC path {∣∣ψLOCCstr 1(t)〉}, which is
the deterministic path from |Ψ〉 to |ζ〉, the OSBP path
{∣∣ψOSBPstr (t)〉}, which is the probabilistic path from |ζ〉 to
|η〉 and the LOCC path {∣∣ψLOCCstr 2(t)〉}, which is a deter-
ministic path from |η〉 to |Φ〉, see Fig. 4. With P (Ψ,Φ) =
El(Ψ)
El(Φ)
the deterministic paths fulfill P [ψ] = El(ψ(0))El(ψ(1)) = 1
and the monotone with the largest relative growth (El)
also has to stay the same, as the value of the entangle-
ment monotones can only decrease via LOCC. For the
probabilistic path P [ψ] = El(ψ(0))El(ψ(1)) = P (Ψ,Φ). Note that
the path corresponding to this transformation is a piece-
wise continuously differentiable path.
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Clearly, also the protocol introduced in Ref. [12] (see
Section VI A) can be implemented along a path, which
consists of an LOCC path from |Ψ〉 to |ξ〉 and an OSBP
path from |ξ〉 to the final state |Φ〉.
b. Most entangled path
Let us consider now an optimal SLOCC path among
bipartite states defined by a probabilistic transforma-
tion to the, what we call, most entangled intermedi-
ate state |χmax〉, followed by a deterministic transfor-
mation of this state to the final state |Φ〉. More pre-
cisely, this path is uniquely defined by the initial state
|Ψ〉 and by the success probability P , which determines
the state |χmax〉. Among all the states to which |Ψ〉 can
be transformed with a given success probablity P , the
state |χmax〉 maximizes all entanglement monotones Ek,
i.e. argmaxψ′:P=P (Ψ,ψ′)(E2(ψ
′), E3(ψ′), ..., Ed(ψ′)) =
|χmax(P )〉, where the maximization is done with respect
to all components, i.e. all entanglement monotones. The
Schmidt coefficients of the most entangled state are given
by
χmaxk =
ψk
P
, k ∈ {2, ..., d}
χmax1 = 1−
d∑
k=2
χmaxk . (57)
Note, however, that the Schmidt coefficients in Eq. (57)
are in general not automatically ordered decreasingly. In
case they are not ordered, we show in Appendix C 3 that
the state |χmax〉 can be easily reordered and still fulfills
all the properties of |χmax〉.
As can be easily shown, it holds that Ek(Ψ)Ek(χmax) =
Ed(Ψ)
Ed(χmax)
= P (Ψ, χmax) = P , for all k ∈ {2, ..., d − 1}
and Ψdχmaxd
≤ Ψlχmaxl ∀l. Thus, as explained above (see
Observation 7), |χmax〉 can always be obtained from
|Ψ〉 via a direct OSBP. We show now, that the states
given in Eq. (57) maximize all entanglement monotones
for a given constant success probability P . This can
be easily seen as for all states |ψ′〉 that can be ob-
tained from |Ψ〉 with success probability P it holds that
P = P (Ψ, ψ′) = minl
El(Ψ)
El(ψ′)
=
El1 (Ψ)
El1 (ψ
′) ≤ Ek(Ψ)Ek(ψ′) for some
l1 ∈ {1, ..., d} (with different l1 for different states |ψ′〉)
and for all k 6= l1. For the most entangled state it holds
that P = P (Ψ, χmax) = Ek(Ψ)Ek(χmax) ∀k ∈ {2, ..., d} and,
thus, Ek(ψ
′) ≤ Ek(χmax) for all k ∈ {1, ..., d}.
Let us finally show that the state |χmax〉 with P =
P (Ψ,Φ) can be transformed into the target state |Φ〉 de-
terministically. From the definition of |χmax〉, see Eq.
(57) it can be easily shown that the majorization condi-
tion is fulfilled as ∀l ∈ {1, ..., d} it holds that P (Ψ,Φ) ≤
El(Ψ)
El(Φ)
and thus
El(χ
max) =
1
P (Ψ,Φ)
d∑
i=l
Ψi ≥ El(Φ) =
d∑
i=l
Φi. (58)
Summarizing, the most entangled path (see Fig. 5) is
an optimal path, consisting of an OSBP path from the
initial state |Ψ〉 to the state |χmax〉 (or the resorted
state, see Appendix C 3) with χmaxd =
Ψd
P (Ψ,Φ) and a
deterministic path from |χmax〉 to the final state |Φ〉.
c. Least entangled path
Let us define the least entangled optimal intermedi-
ate state
∣∣χmin〉 of |Ψ〉 , |Φ〉 that can be reached from
|Ψ〉 deterministically. For the definition of this least en-
tangled state we set again all the ratios of the entan-
glement monotones equal to the optimal success prob-
ability. The intermediate state necessarily has to fulfill
the condition P (Ψ,Φ) = El(Ψ)El(Φ) = P (χ
min,Φ) = El(χ
min)
El(Φ)
for l ∈ {2, ..., d}. Moreover, ∣∣χmin〉 fulfills Ek(χmin) ≤
Ek(Ψ) ∀k, as
∣∣χmin〉 can be obtained from |Ψ〉 via LOCC.
Thus, we can set all ratios of the entanglement monotones
equal to each other, i.e. El(χ
min)
El(Φ)
= Ek(χ
min)
Ek(Φ)
∀k 6= l and
obtain the least entangled state
∣∣χmin〉. The Schmidt
coefficients of this state are then given by
χmink = P (Ψ,Φ)Φk for all k ∈ {2, .., d} (59)
χmin1 = 1− P (Ψ,Φ)
d∑
i=2
Φi, (60)
which are sorted in decreasing order as the Schmidt
coefficients of the final state |Φ〉 are sorted. Moreover,
the state |Φ〉 can be obtained from ∣∣χmin〉 via an OSBP
on an SLOCC path given by the most entangled path
defined above, which, in contrast to before, begins at∣∣χmin〉. More precisely, in this case the reference state
is
∣∣χmin〉 and the path is given by the Schmidt vector
λ(χmax) = (1 − ∑dk=2 χmaxk , χmin2χmind χmaxd , ..., χmaxd ) for
χmind ≤ χmaxd ≤ Φd (see also Fig. 5).
d. Twofold optimal paths and minimal geodesics
In this section we show that two bipartite states
can always be connected by a twofold optimal path.
Combined with Observation 5, this shows that the set
of minimal geodesics in the interconversion metric and
the set of twofold optimal paths coincide in the bipartite
case. However, we also show that, for bipartite systems
of local dimension d > 2, there are optimal paths that
are not twofold optimal and thus do not correspond to
minimal geodesics.
Let consider for two states |Ψ〉 , |Φ〉 ∈ Cd⊗Cd again the
straight path {|ψstr(t)〉}0≤t≤1 defined in Eq. (55). We
showed above that this straight path is an optimal path.
Since its reverse path, {|ψR(t)〉 = |ψ(1− t)〉}0≤t≤1,
is again a straight path, this shows that, indeed, the
straight path connecting two bipartite states is twofold
optimal. As mentioned above, this further proves that
all minimal geodesics are twofold optimal in the bipartite
case.
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For 2-qubit states, any optimal path is twofold op-
timal. The reason for this is that there is (up to
an irrelevant reparametrization [56]) only one optimal
path to transform an initial state |Ψ〉 ∈ C2 ⊗ C2
to a final state |Φ〉 ∈ C2 ⊗ C2; namely the path
along which the smallest Schmidt coefficient of |Ψ〉 is
changed into the smallest Schmidt coefficient of |Φ〉 in
a strictly monotonous way (i.e. by increasing or de-
creasing it). However, for bipartite states of local di-
mension d > 2 there are optimal paths that are not
twofold optimal. We show this via an explicit exam-
ple. For d > 2, we consider the transformation from
the maximally entangled state |φ+〉 ∈ Cd ⊗ Cd with
Schmidt vector λ(φ+) = 1d (1, . . . , 1) to the state |Φ〉 with
Schmidt vector λ(Φ) = ( 610 ,
3
10 ,
1
10(d−2) , . . . ,
1
10(d−2) ).
This transformation can be achieved deterministically
via an LOCC path {|ψopt(t)〉}0≤t≤1 that goes through
the intermeditate state |χ〉 with Schmidt vector λ(χ) =
( 510 ,
4
10 ,
1
10(d−2) , . . . ,
1
10(d−2) ). In order for the reverse
path, {|ψopt,R(t)〉 = |ψopt(1− t)〉}0≤t≤1, to be optimal,
the state |χ〉 has to be an intermediate state of the trans-
formation from |Φ〉 to |φ+〉 (see Theorem 3). However,
using Eq. (3) for the optimal success probability of bi-
partite pure state transformations, it is easy to see that
P (Φ, χ) = 45 , P (Φ, φ
+) = P (χ, φ+) = 110
d
d−2 and hence
P (Φ, χ)P (χ, φ+) < P (Φ, φ+) holds. That is, |χ〉 is not an
intermediate state of the transformation from |Φ〉 to |φ+〉
and thus the reverse path, {|ψopt,R(t)〉}, is not optimal.
VII. MULTIPARTITE CASE
In this section we consider SLOCC transformations of
multipartite pure states. In Section VII A we charac-
terize optimal intermediate states and optimal SLOCC
paths for almost all multiqudit SLOCC transformations.
We show that there are infinitely many optimal SLOCC
paths for these transformations. For the case of generic
(n ≥ 5)-qubit states we give an explicit decomposition
for all optimal intermediate states and optimal paths. In
contrast to the bipartite case and generic multipartite
case we show in Section VII B that there are multipartite
LOCC transformations for which no intermediate state
exists.
A. Generic multiqudit states
In this section we determine optimal intermediate
states and optimal SLOCC paths for transformations
among generic multiqudit states; that is, for almost all
multiqudit SLOCC transformations. As before, we call
a state generic if it is an element of the full-measure set
of states in Hn,d that have trivial stabilizer (where here
and in the following n = 4, d > 2 or n ≥ 5, d ≥ 2 or
n = 3, d = 4, 5, 6). We consider transformations among
states in the SLOCC class of a generic seed state |Ψs〉.
It was shown in [16, 17] that the optimal protocol to
transform a state |Ψ〉 = g |Ψs〉 into a state |Φ〉 = h |Ψs〉,
where here and in the following g, h ∈ G˜, is an OSBP.
The optimal success probability reads,
P (Ψ,Φ) =
‖Φ‖2
‖Ψ‖2
1
λmax(G−1H)
, (61)
where here and in the following G = g†g,H = h†h. In
this section we often set |Ψ〉 = |Ψs〉, as many results (e.g.
the characterization of intermediate states) can then be
stated in a particularly concise form. It is important to
note that this in not a restriction since the seed state of
a SLOCC class can be chosen at will. Moreover, all re-
sults in the following section can be straightforwardly
reexpressed for transformations from |Ψ〉 = g |Ψs〉 to
|Φ〉 = h |Ψs〉 with g 6= 1l.
1. Optimal intermediate states
Using Eq. (61) we find the following characterization
of optimal intermediate states of SLOCC transformations
among generic states.
Theorem 9. Let |Ψ〉 ∈ Hn be a generic state and let
|Φ〉 = h |Ψ〉 be a state in the SLOCC class of |Ψ〉. A
state |χ〉 = g |ψ〉 is an intermediate state of the SLOCC
transformation from |Ψ〉 to |Φ〉, i.e. |χ〉 ∈ I(Ψ,Φ), iff
λmax(G
−1H) =
λmax(H)
λmax(G)
. (62)
Proof. First, note that the following holds (see Eq. (61)),
P (Ψ, χ) =
‖χ‖2
‖Ψ‖2
1
λmax(G)
, (63)
P (χ,Φ) =
‖Φ‖2
‖χ‖2
1
λmax(G−1H)
. (64)
Let us now show the “only if”-part. It is easy to see that
for any G,H > 0 the following holds,
1
λmax(G−1H)
≤ λmax(G)
λmax(H)
. (65)
Now suppose that the inequality in (65) is strict for the
intermediate state |χ〉 = g |Ψ〉. Using Eqs. (63-64) we
then get,
P (Ψ, χ)P (χ,Φ) =
‖χ‖2
‖Ψ‖2
1
λmax(G)
‖Φ‖2
‖χ‖2
1
λmax(G−1H)
<
‖Φ‖2
‖Ψ‖2
1
λmax(H)
= P (Ψ,Φ).
This contradicts the fact that |χ〉 is an intermediate state.
Hence, the inequality in (65) is in fact an equality.
20
Next, we show the “if”’-part. In this case we have
P (χ,Φ) =
‖Φ‖2
‖χ‖2
1
λmax(G−1H)
=
‖Φ‖2
‖χ‖2
λmax(G)
λmax(H)
.
Using the formula for P (Ψ, χ) given in Eq. (63)
it is then easy to see that this implies that
|χ〉 = g |Ψ〉 ∈ I(Ψ,Φ).
Note that Theorem 9 provides an easy way to check
if some fixed state is an intermediate state of a given
transformation. However, we can also use Theorem 9
to explicitly construct a large subset, and in the case
of generic (n > 4)-qubit states even the whole set, of
optimal intermediate states.
Theorem 10. Let |Ψ〉 , |Φ〉 = h |Ψ〉 ∈ Hn,d be SLOCC
equivalent generic states. A state |χ〉 = g |Ψ〉 is an op-
timal intermediate state of the transformation from |Ψ〉
to |Φ〉, i.e. |χ〉 ∈ I(Ψ,Φ), if the following holds for all
i ∈ {1, . . . , n},
(i) [Gi, Hi] = 0,
(ii) Hiλmax(Hi) ≤ Giλmax(Gi) .
For transformations among generic (n > 4)-qubit states
all optimal intermediate states are of this form.
This shows, in particular, that there are always un-
countably many different intermediate states for any
given transformation among generic states. We provide
the proof of Theorem 10 in Appendix D.
2. Optimal SLOCC paths
In this section we consider optimal SLOCC paths for
transformations of generic states in Hn,d.
Theorem 3 states that an SLOCC path, {|ψ(t)〉 =
g(t) |Ψ〉}, from |Ψ〉 = |ψ(0)〉 to |Φ〉 = |ψ(1)〉 is optimal
iff |ψ(t1)〉 ∈ I[ψ(0), ψ(t2)] holds for all 0 ≤ t1 < t2 ≤ 1,
i.e. iff
λmax[G(t1)
−1G(t2)] =
λmax[G(t2)]
λmax[G(t1)]
. (66)
Here, we used the characterization in Theorem 9 of
intermediate states. Using Eq. (66) it is easy to see
that a particular optimal path from |Ψ〉 to g |Ψ〉 is
{g1(t)⊗ . . .⊗ gn(t) |Ψ〉} with gi(t) =
√
(1− t)1l + tGi.
On the one hand, this shows that any intermediate state
is an element of an optimal SLOCC path. Indeed, one
can always connect the initial state with the intermediate
state and then the intermediate state with the final state
with an optimal path of the form described above.
Note that the characterization of optimal paths given
in Eq. (66) requires the comparison of properties of the
path at two different values of the parameter t. In the
following we use the variational approach introduced in
Observation 4 to find a criterion that involves only the
parameter t.
Without loss of generality we normalize |ψ(t)〉 =
g(t) |Ψ〉 again such that λmax[G(t)] = 1. Observation
4 states that {|ψ(t)〉} is an optimal path iff it minimizes
the cumulative hazard rate (see Eq. (36)), i.e. the func-
tional
Λ[ψ] =
∫ 1
0
hψ(s)ds, (67)
Hence, we first have to calculate the hazard rate hψ(t)
for the path {|ψ(t)〉} described above, which is defined
as (see Eq. (24)),
hψ(t) = lim
∆t→0
1− P [ψ(t), ψ(t+ ∆t)]
∆t
. (68)
Using Eq. (61) one can show that the following holds,
P [ψ(t), ψ(t+ ∆t)) =
n(t+ ∆t)2
n(t)2
1
λmax(G(t)−1G(t+ ∆t))
, (69)
where we used the notation n(t) = ‖g(t) |Ψ〉 ‖. Since g(t)
is differentiable we can expand the right-hand side of Eq.
(69) as,
P [ψ(t), ψ(t+ ∆t)]
= 1 +
[
2
n′(t)
n(t)
− λmax
[
G(t)−1G′(t)
]]
∆t
+O(∆t2).
Here, G′(t) = ddtG(t) denotes the derivative of G(t). Note
that this derivative exists since {|ψ(t)〉 = g(t) |Ψ〉} is an
SLOCC path and, thus, g(t) (and therefore G(t)) are dif-
ferentiable (see Section IV B 1). We insert the expression
in Eq. (70) into Eq. (68) and see that the hazard rate is
given by,
hψ(t) = −2n
′(t)
n(t)
+ λmax
[
G(t)−1G′(t)
]
. (70)
The cumulative hazard can then be written as
Λ[ψ] = Λo[ψ] + Λs[ψ], (71)
where
Λo[ψ] = −2
∫ 1
0
n′(s)
n(s)
ds,
Λs[ψ] =
∫ 1
0
λmax
[
G(s)−1G′(s)
]
ds.
Using the relation between the cumulative hazard rate
and the probability, P [ψ], to continuously transform |Ψ〉
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into |Φ〉 along the path {|ψ(t)〉} given in Eq. (27), we
obtain
P [ψ] = e−Λ[ψ] = e−Λo[ψ]e−Λs[ψ] = P (Ψ,Φ)e−Λs[ψ]. (72)
Here, we used that P (Ψ,Φ) = n(1)
2
n(0)2 if λmax(G) = 1 (see
Eq. (61)).
Equation (72) shows that Λo[ψ] can be interpreted as
the rate of the optimal part of the SLOCC transfor-
mation along {|ψ(t)〉}, while Λs[ψ] corresponds to the
nonoptimal part of the transformation. Furthermore, it
is clear from Eq. (72) that the path {|ψ(t)〉} is an op-
timal SLOCC path iff Λs[ψ] = 0, which is satisfied iff
λmax
[
G(t)−1G′(t)
]
= 0 for all t ∈ (0, 1). In summary,
we proved the following characterization of all optimal
SLOCC paths.
Theorem 11. Let |Ψ〉 , |Φ〉 = g |Ψ〉 be generic states. An
SLOCC path {|ψ(t)〉 = g(t) |Ψ〉}, with λmax[G(t)] = 1, is
optimal iff
λmax
[
G(t)−1G′(t)
]
= 0 for all t ∈ (0, 1). (73)
Let us mention again that the condition
λmax[G(t)] = 1 in Theorem 11 is not a constraint,
as we can always renormalize the states on the path to
fulfill this condition. Theorem 11 shows that all optimal
entanglement transformations among generic states can
be obtained as solutions of a ”differential equation”.
Note further that the path given after Eq. (66) fulfills
this condition (after proper normalization) since it is
optimal.
It is interesting to see how the characterization in
Theorem 11 relates to the examples (and for generic
qubit states, the characterization) of optimal intermedi-
ate states given in Theorem 10. We know from Theorem
3 that a path {|ψ(t)〉 = g(t) |Ψ〉} from |Ψ〉 = |ψ(0)〉 to
|Φ〉 = |ψ(1)〉 is an optimal SLOCC path iff |ψ(t1)〉 ∈
I[ψ(0), ψ(t2)] holds for all 0 ≤ t1 < t2 ≤ 1. Let us
construct the path {|ψ(t)〉} in such a way that |ψ(t1)〉 is
an optimal intermediate state of the transformation from
|ψ(0)〉 to |ψ(t2)〉 as given in Theorem 10. Renormalizing
|Φ〉 such that λmax(G) = 1 and expressing G = g†g in
spectral decomposition as,
G =
n⊗
i=1
U (i)diag[1, r
(i)
2 , . . . , r
(i)
d ]U
(i)†, (74)
where U (i) are local unitaries and 0 < r
(i)
k ≤ 1 for k ∈{2, . . . , d} and i ∈ {1, . . . , n}, we find that this is the case
iff the following holds for all t ∈ [0, 1],
G(t) =
n⊗
i=1
U (i)diag[1, r2(t)
(i), . . . , rd(t)
(i)]U (i)
†
, (75)
where rk(0)
(i) = 1, rk(1)
(i) = r
(i)
k and
d
dt [rk(t)
(i)] ≤ 0. It
is straightforward to see that these paths, as expected,
fulfill Eq. (73). Moreover, Eq. (75) shows that there are
always infinitely many different optimal SLOCC paths
along which one can continuously transform a generic
state |Ψ〉 into an SLOCC equivalent state |Φ〉 = g |Ψ〉.
In the case of generic (n > 4)-qubit states, all optimal
paths are of the form given in Eq. (75). That is, we
get the following characterization of all optimal paths of
generic qubit states.
Lemma 12. Let |Ψ〉 , |Φ〉 = g |Ψ〉 ∈ Hn,2 be generic (n >
4)-qubit states, with
G =
n⊗
i=1
U (i)diag(1, r(i))U (i)
†
, (76)
where U (i) are local unitaries and 0 < r(i) ≤ 1.
A path {|ψ(t)〉 = g(t) |Ψ〉}, with λmax[G(t)] = 1, from
|Ψ〉 = |ψ(0)〉 to |Φ〉 = |ψ(1)〉 is an optimal SLOCC path
of the transformation from |Ψ〉 to |Φ〉 iff
G(t) =
n⊗
i=1
U (i)diag[1, r(t)(i)]U (i)
†
, (77)
with ddt [r
(i)(t)] ≤ 0, for all t ∈ (0, 1).
3. Twofold optimal paths and minimal geodesics
In this section we first show that the sets of optimal
paths, of twofold optimal paths and of minimal geodesics
in the interconversion metric are all identical for generic
(n > 4)-qubit states. For generic qudit states with local
dimension d > 2, any minimal geodesic is a twofold
optimal SLOCC path. However, there are also optimal
(but not twofold optimal) SLOCC paths that are not
minimal geodesics.
Recall from Section V A that an optimal SLOCC path
{|ψ(t)〉} is called twofold optimal if the reverse path,
{|ψR(t)〉 = |ψ(1− t)〉}, is an optimal path aswell. Us-
ing Lemma 12 it is straightforward to see that indeed
any optimal path of generic (n > 4)-qubit states fulfills
this property. Moreover, this shows that these paths,
and hence all minimal geodesics of generic (n > 4)-qubit
states, are distance minimizing (see Observation 5). This
shows that, for generic (n > 4)-qubit states, the sets of
optimal paths, of twofold optimal paths and of minimal
geodesics are identical. Stated differently, in this case
any optimal path is also optimal for the reverse transfor-
mation.
However, for higherdimensional generic states there ex-
ist optimal SLOCC paths that are not twofold optimal.
To give an example, consider the (n > 3)-qutrit path
{|ψ(t)〉 = g(t) |Ψ〉}0≤t≤1, where |Ψ〉 has trivial stabi-
lizer (examples of such states are given in Ref. [17]) and
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g(t) = u(t)∆(t)u(t)† ⊗ 1l⊗n−1, with,
u(t) =
1 0 00 sin( t2 ) cos( t2 )
0 − cos( t2 ) sin( t2 )
 ,
∆(t) = diag
(
1, 1− t
4
, 1− t
2
)
.
It is straightforward to show that this path fulfills Eq.
(73) and is, hence, an optimal SLOCC path, but the re-
verse path {|ψR(t)〉 = |ψ(1− t)〉} is not. Notice that the
eigenbasis of G(t) changes with t. This cannot happen
for generic (n > 4)-qubit states (see Lemma 12).
However, for any generic n-partite state |Ψ〉 with trivial
stabilizer and any g = g1⊗ . . .⊗gn ∈ G˜ we can construct
a twofold optimal path from |Ψ〉 to |Φ〉 = g |Ψ〉. To this
end, we first write Gi = g
†
i gi as,
Gi = uidiag(λ
(i)
1 , . . . , λ
(i)
d )u
†
i ,
where λ
(i)
1 ≥ . . . ≥ λ(i)d > 0 and uiu†i = 1l. We then define
the path {|ψ(t)〉 = g1(t)⊗ . . .⊗ gn(t) |Ψ〉}0≤t≤1 with
gi(t) =

1l 0 ≤ t < i−1n
uidiag[λ
(i)
1 (t), . . . , λ
(i)
d (t)]u
†
i
i−1
n ≤ t < in
gi
i
n ≤ t ≤ 1
,
where λ
(i)
k (t) =
(
λ
(i)
k
)nt−i+1
. Hence, the local operators
gi acting on |Ψ〉 are, one at a time, differentiably changed
from 1l to gi. After an appropriate normalization it is easy
to show that both, {|ψ(t)〉} and {|ψR(t)〉 = |ψ(1− t)〉},
fulfill Eq. (73). That is, {|ψ(t)〉} is a twofold optimal
path and therefore a distance minimizing path (see Ob-
servation 5). Hence, for generic multiqudit states any
minimial geodesic is a distance minimizing path and
therefore twofold optimal.
B. Multipartite LOCC transformations without
intermediate states
In this section we show that there are LOCC trans-
formations of multipartite qubit states for which there
exists no intermediate state. More precisely, we show
that such transformations exist for any n-qubit system
with n = 2k and k ≥ 2. Moreover, in these cases
intermediate states do not even exist if transformations
via the (in general more powerful) separable operations
are considered. This is in stark contrast to the bipartite
(see Section VI) and the generic multipartite case (see
Section VII), where always infinitely many intermediate
states exist.
We first provide an example of a 4-qubit LOCC trans-
formation without intermediate states. More precisely,
we consider states in the SLOCC class of a generic 4-
qubit seed state |ψs〉 [21]. These states have nontrivial
local symmetries and are therefore not generic multiqudit
states as defined in Section II. In Ref. [22] all LOCC and
separable (SEP) transformations among states in these
SLOCC classes were characterized. Here, we consider
LOCC transformations among a subset of these states,
namely the set,
{g ⊗ 1l⊗3 |ψs〉 | g ∈ GL(C, 2)}. (78)
In Ref. [22] it was shown that, for any state |ψ〉 in this set,
there exists a unique vector ~γ = (γ1, γ2, γ3) ∈ IR2≥0 × IR,
with ‖~γ‖ < 12 , such that |ψ〉 is LU equivalent to the state,
|ψ(~γ)〉 = g(~γ)⊗ 1l⊗3 |ψs〉 , (79)
where g(~γ) =
√
G(~γ), with G(~γ) = 121l +
∑3
k=1 γkσk.
Here, {σi} denote the Pauli matrices. In particular, this
implies that for ~γ, ~ξ ∈ IR2≥0×IR, ~γ 6= ~ξ (with ‖~γ‖, ‖~ξ‖ < 12 )
there exists no local unitary u = u1 ⊗ u2 ⊗ u3 ⊗ u4 such
that |ψ(~γ)〉 = u
∣∣∣ψ(~ξ)〉, i.e. the LU classes of |ψ(~γ)〉
and
∣∣∣ψ(~ξ)〉 are at finite distance to each other. We use
this fact below. In Appendix E we prove the following
theorem.
Theorem 13. There exist vectors ~γ ∈ IR2≥0 × IR>0 and
~ξ ∈ IR2≥0 × IR<0 (in particular ~γ 6= ~ξ) with ‖~γ‖, ‖~ξ‖ < 12
such that |ψ(~γ)〉 can be deterministically transformed via
LOCC into
∣∣∣ψ(~ξ)〉, but this transformation does not have
an optimal intermediate state, i.e. I[ψ(~γ), ψ(~ξ)] = {}.
Since ~γ 6= ~ξ holds for the states in Theorem 13, the
LU classes of |ψ(~γ)〉 and
∣∣∣ψ(~ξ)〉 are at finite distance to
each other. As there is no optimal intermediate state
for the transformation from |ψ(~γ)〉 and
∣∣∣ψ(~ξ)〉, this
shows that one really has to “jump” in the Hilbert space
from the initial to the final state in order to complete it
optimally.
Finally, note that in Refs. [57, 58] SLOCC classes of
2k-qubit states (with k ≥ 2) were constructed for which
LOCC can be characterized using the results on LOCC
transformations of generic 4-qubit states presented in
Ref. [22]. Theorem 13 can be straightforwardly gen-
eralized to these cases. That is, for any of these classes
of 2k-qubit states there are LOCC transformations that
can only be implemented via a “jump” in Hilbert space
as no optimal intermediate state exists. For these classes
it moreover holds that LOCC = SEP [57] and thus these
transformations do not even have intermediate states if
the (in general more powerful) separable operations are
considered.
VIII. ENTANGLEMENT MONOTONES
In this section we introduce an infinite set of entan-
glement monotones for generic pure multipartite states.
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Moreover, we show that a specific finite set of them can be
regarded as the generalization of the bipartite entangle-
ment monotones. In particular, we show that this finite
set, together with the description of the SLOCC class a
state belongs to, completely characterizes the entangle-
ment contained in the multiparite state.
As mentioned before, it was shown that the optimal
success probability to transform a state |Ψ〉 = g |Ψs〉 ∈
Hn,d in the SLOCC class of a generic state into a state
|Φ〉 = h |Ψs〉, where g, h ∈ G˜, is given by [16]
P (Ψ,Φ) =
‖Φ‖2
‖Ψ‖2
1
λmax(G−1H)
. (80)
As before, G = g†g and H = h†h denote local opera-
tors. We included here the norms of the states. However,
in the following the states are considered to be normal-
ized. Recall that we call an SLOCC class generic if it is
comprised of states that do not have any nontrivial local
symmetry. As mentioned before, for the Hilbert spaces,
Hn,d, with n > 4 and d arbitrary, it has been shown in
Refs. [16, 17] that the set of states without any nontrivial
local symmetries is of full measure.
Scrutinizing how the expression in Eq. (80) for the
maximal success probability is related to the general ex-
pression,
P (Ψ,Φ) = min
µ
µ(Ψ)
µ(Φ)
, (81)
where the minimization is over all entanglement mono-
tones, we now identify infinitely many entanglement
monotones for pure states. Moreover, we show that it
suffices to consider only those entanglement monotones
in the optimization above. More precisly, we show now
that the success probability (for generic states) can be
written as
P (Ψ,Φ) = min
~x
EΨs~x (|Ψ〉)
EΨs~x (|Φ〉)
, (82)
where
EΨs~x (|Ψ〉) = 〈~x|G |~x〉 (83)
are entanglement monotones for pure states (within
SLOCC classes of generic states). Here, |~x〉 denotes a
product state, i.e. |~x〉 = |x1〉⊗ . . .⊗ |xn〉, with |xi〉 ∈ Cd.
This can be easily seen by noting that
λmax(G
−1H) = max
~x
〈~x| (g†)−1Hg−1 |~x〉
〈~x| ~x〉
= max
~x
〈~x|H |~x〉
〈~x|G|~x〉 .
Here, the optimization is only over product states, as
h and g are local operators.
Let us now show that the function EΨs~x are, for any
generic state Ψs and any product state ~x, entanglement
monotones for pure states. In order to do so, we use the
necessary and sufficient conditions for a function to be
an entanglement monotone [14] and show that EΨs~x is (i)
invariant under LUs and (ii) is nonincreasing on average
under unilocal operations.
Regarding (i); note that for any LU operator ⊗iUi, it
holds that
EΨs~x [(⊗iUi)g |Ψs〉] = 〈~x| (⊗iUigi)†(⊗iUigi) |~x〉
= 〈~x|G |~x〉 = EΨs~x [g |Ψs〉].
Hence, the entanglement monotones are invariant un-
der local unitaries.
Regarding (ii); consider a local operation on the first
party, which transforms the state g |Ψs〉 into the en-
semble {pi, Aig|Ψs〉||Aig|Ψs〉||}. Using the completeness relation∑
iA
†
iAi = 1l, it is easy to see that∑
i
piE
Ψs
~x
[
Aig |Ψs〉
||Aig |Ψs〉 ||
]
=
∑
i
pi
〈~x| (Aig)†Aig |~x〉
pi
= 〈~x|G |~x〉 = EΨs~x [g |Ψs〉] .
Hence, EΨs~x is, in fact, invariant under unilocal op-
erations. As the same argument applies to all unilocal
operations, that is for all parties, this shows that EΨs~x
is (for any generic state Ψs and any product state ~x) an
entanglement monotone.
Note that this proof shows that the entanglement
monotone, EΨs~x , evaluated for a state |Ψ〉 coincides with
the average amount of entanglement of any ensemble
which is reached from |Ψ〉. This equivalence holds even
for separable operations (SEP), as we needed nowhere in
the proof that the ensemble is reached from LOCC (but
only that it is reached from SEP). Hence, we have that
EΨs~x [g |Ψs〉] =
∑
i
pi1,...,inE
Ψs
~x
[
Ai1 ⊗ . . .⊗Aing |Ψs〉
||Ai1 ⊗ . . .⊗Aing |Ψs〉 ||
]
,
for any SEP map with Kraus operators {Ai1 ⊗ . . .⊗Ain}
such that
∑
i1,...,in
(Ai1⊗ . . .⊗Ain)†(Ai1⊗ . . .⊗Ain) = 1l.
Interestingly, these entanglement monotones are the
analog of the functions El in the bipartite case (see Eq.
(82)). Moreover, as G is a local operator they can be
easily computed. Let us also note here that an entangle-
ment measure is simply not increasing under LOCC, in
contrast to an entanglement monotone, which does not
increase on average. In the case of pure states, the former
is indeed a weaker condition than the latter. In fact, in
the case considered here, there exists no LOCC trans-
formation among pure states within the same Hilbert
space. Hence, to check that a function is an entangle-
ment measure, one needs to consider local unitaries and
transformations from a higher dimensional Hilbert space
to a lower dimensional one [17]. Here, we consider entan-
glement monotones within a specific SLOCC class and
therefore do not consider transformations to lower di-
mensional Hilbert spaces.
Let us now discuss some properties of the entanglement
monotones. It is important to note that, in contrast to
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most of the entanglement monotones introduced for mul-
tipartite states, the entanglement monotones introduced
here are not SLOCC invariant [59]. Hence, they allow to
compare the entanglement contained in two states within
the same SLOCC class. Actually, as we show now, these
measures completely characterize the entanglement con-
tained in generic states (as long as the SLOCC class is
known).
Whereas there are infinitely many monotones of the
form EΨs~x , a finite set suffices to uniquely define the state,
given that the SLOCC class, e.g. |Ψs〉, is known. This
can be easily seen by noting that there exists a finite set
of product states, {|~xi〉}i∈I , where I is a finite index set,
such that {|~xi〉 〈~xi|}i∈I forms a basis in the space B(Hn)
of all linear operators that map Hn to Hn. Hence, a
generic multipartite state, |Ψ〉, is completely determined
by the quantities {E~xi(Ψ)}i and the seed state. This
resembles very much the case of bipartite states, whose
entanglement is completely determined by the monotones
El. In contrast to the bipartite case, where all fully en-
tangled states correspond to a single SLOCC class and
therefore the seed states can always be chosen to be the
maximally entangled |φ+〉 state, here, the SLOCC class
has to be specified by the state |Ψs〉. Note, however, that
the algorithm presented in [35] can be used to determine a
uniquely defined representative (a so-called critical state)
of the SLOCC class to which |Ψ〉 ∈ Hn belongs to.
Summarizing, we have shown the following theorem.
Theorem 14. Let |Ψ〉 = g |Ψs〉 ∈ Hn be generic. Then,
the (infinitely many) functions EΨs~x are entanglement
monotones (within a SLOCC class). Let furthermore
the SLOCC class to which |Ψ〉 belongs to, i.e. |Ψs〉, be
known. Then, the finite set of entanglement monotones,
{EΨs~xi }i, where {|~xi〉 〈~xi|}i denotes a finite product state
basis of B(Hn), uniquely characterizes the entanglement
of the state, i.e. characterizes the state up to local uni-
taries.
Let us finally remark here that it was already shown in
Ref. [25] that the expression on the right hand side of Eq.
(80) leads to a lower bound on the success probability for
arbitrary (also nongeneric ones) states. Note however,
that the inequality can be strict for nongeneric states, as
it is for instance the case for bipartite systems, where no
direct OSBP is optimal. In this case, the local symmetry
of the seed state can be used to achieve a better bound
[25]. First examples of (nongeneric) multipartite cases,
where the inequality is strict are derived in Ref. [60],
where we show that a OSBP does not succeed to reach
the optimal success probability.
IX. CONCLUSION
We have studied all possible optimal probabilistic and
deterministic transformations between bipartite as well
as multipartite states. We have shown that, generically,
optimal transformations can be split into finitely many
steps and the optimal intermediate states were charac-
terized. The total success probability of transforming
the initial to the final state remains maximal. Moreover,
we have demonstrated that, generically, any pair of
states can be connected via an optimal path. We
determined the success probability of a transformation
along this path using methods from survival analysis.
The necessary and sufficient conditions for a path to be
optimal are then given by a differential equation. We
introduced a physically motivated distance measure, the
interconversion metric, which measures the difficulty of
interconverting two states. For the bipartite and the
generic multipartite case we showed that all minimal
geodesics in the interconversion metric correspond to
twofold optimal paths, i.e. optimal paths for which also
the reverse path is optimal. Moreover, we introduced an
infinite set of easily computable entanglement monotones
for generic multipartite pure states. A given finite set
of these monotones, together with the knowledge of the
SLOCC class to which a state belongs to, completely
determines the entanglement contained in the state. As
we show elsewhere, these monotones can also be used to
relate the optimality of the transformation along a path
with the entanglement that is lost during this process
[60].
The methods introduced in this work can also be used to
derive new optimal transformations for nongeneric mul-
tipartite states aswell as for mixed states [60]. Moreover,
the ideas and mathematical tools presented here have
applications beyond entanglement theory. They can, for
example, be applied to other quantum resource theories
[46], such as generalized LOCC operations [45, 61] and
quantum thermodynamics [62]. It would be appealing
to see whether new features of the corresponding re-
sources can be revealed using this approach, as it was
the case for the theory of entanglement investigated here.
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Appendix A: Alternative derivation of the
probability functional
In this appendix we provide an alternative derivation
for the formula given in Eq. (26) of the probability
P [Ψ, ψ(t)] ≡ Sψ(t) to transform |Ψ〉 via the SLOCC path
{|ψ(t)〉} into |ψ(t)〉. We show here how the expression
in Eq. (26) follows as the limit of N → ∞ optimal
transformations via finer sequences of N intermediate
states. To this end, we use the theory of product
integration. We refer the reader to, e.g., Refs. [63, 64]
for a more thorough exposition of this theory.
For |Ψ〉 , |Φ〉 ∈ Hn and a sequence of N (not necessarily
optimal) intermediate states χ(N) = (|χi〉)N+1i=0 (where
|χ0〉 = |Ψ〉 and |χN+1〉 = |Φ〉) of the transformation from
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|Ψ〉 to |Φ〉 we define the mesh of χ(N) as
|χ(N)| = max
i
‖ |χi〉 − |χi−1〉 ‖. (A1)
That is, the mesh of χ(N) quantifies how large the steps
in the decomposition of the transformation from |Ψ〉
to |Φ〉 via the intermediate states in χ(N) are. We can
further define a partial order on sequences of intermedi-
ate states: We say that a N -sequence χ(N) = (|χi〉)N+1i=0
is a refinement of an M -sequence ξ(M) = (|ξi〉)M+1i=0
if {|ξi〉}Mi=1 ⊂ {|χi〉}Ni=1; that is, if χ(N) contains all
elements of ξ(M) (and possibly more). With these
definitions we can consider sequences of finer divisions
via intermediate states of the transformation from |Ψ〉
to |Φ〉 and provide an alternative derivation of Eq. (26).
Let {|ψ(t)〉}0≤t≤1 be a (not necessarily optimal)
SLOCC path connecting |Ψ〉 = |ψ(0)〉 and |Φ〉 = |ψ(1)〉.
Let (χ(N))N∈N be a sequence of finer N -sequences of in-
termediates states that lie on the path {|ψ(t)〉}. That is,
for any N ∈ N there are parameters {t(N)k }N+1k=0 ∈ [0, 1]
(with t
(N)
0 = 0 and t
(N)
N+1 = 1) such that
χ(N) =
(∣∣∣ψ(t(N)k )〉)N+1
k=0
, (A2)
lim
N→∞
|χ(N)| = 0. (A3)
Clearly, for any N ∈ N the probability to transform |Ψ〉
into |Φ〉 via the intermediate states in χ(N) can then be
expressed as,
P (Ψ,Φ) =
N+1∏
k=1
P [ψ(t
(N)
k−1), ψ(t
(N)
k )]. (A4)
Due to Eq. (A3), P [ψ(t
(N)
k−1), ψ(t
(N)
k )] is arbitrarily close
to one for large enough N . We can now use that,
by definition of an SLOCC path (see Section IV B 1),
P [ψ(t), ψ(t + dt)] = 1 − rψdt holds, with rψ(t) = hψ(t).
For sufficiently large N , the expression in Eq. (A4) is
then arbitrarily close to
PN =
N+1∏
k=1
(1− hψ(tk)∆tk). (A5)
The limit of N → ∞ of Eq. (A5) is called the right
product integral of the function −hψ(t) and is denoted
by
P˜ [ψ] = (1− hψ(s)ds)
t∏
s=0
. (A6)
Since hψ(t) is an integrable function, the following
holds (see e.g. Example 2.5.6 of [64]),
P˜ [ψ] = P [ψ]. (A7)
This concludes the proof of Eq. (26).
Appendix B: Length of curves
We use the same notation as in Section V A. The length
of an SLOCC path {|ψ(t)〉 = g(t) |Ψ〉}0≤t≤1 in the inter-
conversion metric, dI , can be defined as the supremum
over the length of all polygonal chains that can be in-
scribed in {|ψ(t)〉} (see e.g. Refs. [65, 66] for details),
i.e. as
L[ψ] ≡
sup
{
n−1∑
i=1
dI [ψ(ti), ψ(ti+1)] | n ∈ N, 0 ≤ t0 ≤ . . . ≤ tn ≤ 1
}
.
(B1)
Note that it is, a priori, not clear if L[ψ] is well-defined
for every SLOCC path {|ψ(t)〉}0≤t≤1, i.e. it is not clear
if any SLOCC path is rectifiable (see e.g. Ref. [66]).
However, in the following we show that this is indeed
the case, by deriving an explicit formula for L[ψ] for any
SLOCC path {|ψ(t)〉}0≤t≤1.
To this end, let n ∈ N, 0 ≤ t0 ≤ . . . ≤ tn ≤ 1. Let
further {|ψR(t)〉 = |ψ(1− t)〉} denote the reverse path of
{|ψ(t)〉}. It follows from the definition Eq. (24) of the
hazard rate as a limit that there are functions fi(t) and
fRi (t) for i ∈ {1, . . . , n − 1} with limt→0 fi(t)t = 0 and
limt→0
fRi (t)
t = 0 such that the following holds,
1− P [ψ(ti), ψ(ti+1)] = hψ(ti)∆ti + fi(∆ti),
1− P [ψ(ti+1), ψ(ti)] = hψR(1− ti)∆ti + fRi (∆ti),
where ∆ti = ti+1 − ti. Insert-
ing this into dI [ψ(ti), ψ(ti+1)] =
− log{P [ψ(ti), ψ(ti+1)]P [ψ(ti+1), ψ(ti)]} and using
that − log(1 − x) = x + O(x2) we find the following
equation,
dI [ψ(ti), ψ(ti+1)] = [hψ(ti) + hψR(1− ti)]∆ti + Fi(∆ti),
(B2)
where Fi(t) is a function that satisfies limt→0
Fi(t)
t = 0.
Since dI fulfills the triangle inequality, it is clear that the
supremum in Eq. (B1) can only be attained for n → ∞
and maxi{∆ti} → 0. Using Eq. (B2) we see that for all
 > 0 there exists an n0 ∈ N and a δ > 0 such that for all
n ≥ n0 and all 0 ≤ t0 ≤ . . . ≤ tn ≤ 1 with maxi{∆ti} < δ
the following holds,∣∣∣∣∣
n−1∑
i=1
dI [ψ(ti), ψ(ti+1)]−
n−1∑
i=1
[hψ(ti) + hψR(1− ti)]∆ti
∣∣∣∣∣ < .
(B3)
Note that the right sum on the left-hand side of Eq. (B3)
is simply a Riemann-sum approximation of the following
integral,
L˜[ψ] =
∫ 1
0
ds(t), (B4)
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where ds(t) = dI [ψ(t), ψ(t+dt)] = [hψ(t)+hψR(1− t)]dt.
Hence, inequality B3 shows that the length of {|ψ(t)〉} is
indeed given by L[ψ] = L˜[ψ].
Appendix C: Bipartite optimal intermediate states
and paths
1. Optimal intermediate states |ζ〉 and |η〉
Let us review here the definition of the optimal inter-
mediate state |ξ〉 of the protocol introduced in Ref. [12].
There, it was shown that a bipartite state |Ψ〉 can always
be transformed deterministically into a state |ξ〉, which
can then be transformed optimally into the final state
|Φ〉, that is P (ξ,Φ) = P (Ψ,Φ). Moreover, |ξ〉 optimizes
the fidelity with the final state (see Section VI A of the
main text for more details). With the help of the defini-
tion of |ξ〉 we can then show how one can generalize this
type of protocol by introducing the two optimal interme-
diate states |ζ〉 and |η〉, for which the fidelity is equal to
the optimal one, i.e. F (ζ, η) = F (ξ,Φ). Moreover, the
transformation |Ψ〉 LOCC−−−−→ |ζ〉 OSBP−−−−→ |η〉 LOCC−−−−→ |Φ〉 is
also optimal (see also Fig. 4), that is P (ζ, η) = P (Ψ,Φ).
For the definition of |ξ〉 (see Ref. [12]) let l1 be the
smallest integer in {1, ..., d} such that
El1(Ψ)
El1(Φ)
= min
l∈{1,...,d}
El(Ψ)
El(Φ)
≡ r1. (C1)
Thus, r1 is equal to the optimal success probability
P (Ψ,Φ). In case r1 6= 1, let l2 be the smallest integer
in {1, ..., l1 − 1} such that
El2(Ψ)− El1(Ψ)
El2(Φ)− El1(Φ)
= min
l∈{1,...,l1−1}
El(Ψ)− El1(Ψ)
El(Φ)− El1(Φ)
≡ r2.
(C2)
If one repeats this process until lk = 1 for some k, a series
of k + 1 positive integers l0 ≡ d + 1 > l1 > . . . > lk and
a series of k positive real numbers 0 < r1 < ... < rk is
obtained, which defines the state |ξ〉 via
|ξ〉 =
d∑
i=1
√
ξi |ii〉 , ξi = rjΦi if i ∈ [lj , lj−1 − 1]. (C3)
It can be easily shown that, indeed, λ(Ψ) ≺ λ(ξ).
Using now the above defined {lj} we can introduce the
states |ζ〉 , |η〉. Let us denote by eˆlj (ζ), eˆlj (η) ∈ IRd, for
j ∈ {1, . . . , k}, nonnegative unit vectors, i.e. ‖eˆlj (ζ)‖1 =
‖eˆlj (η)‖1 = 1, with nonzero components only for indices
in {lj , ..., lj−1 − 1} (again with l0 = d + 1) . Moreover,
the unit vectors have to fulfill the conditions
eˆlj (ζ) = eˆlj (η),
eˆlj (Ψ) ≺ eˆlj (ζ) ≺ eˆlj (Φ), (C4)
where eˆlj (Ψ) =
1
Elj (Ψ)−Elj−1 (Ψ)
λ[lj ,lj−1−1](Ψ). Here,
λ[lj ,lj−1−1](Ψ) denotes the vector whose components with
indices in {lj , ..., lj−1 − 1} are equal to the ones of the
Schmidt vector λ(Ψ), and similar for eˆlj (Φ). Then, the
Schmidt vectors of |ζ〉 and |η〉 are given by (with El0 = 0)
λ(ζ) =
∑k
j=1[Elj (Ψ)− Elj−1(Ψ)]eˆlj (ζ), (C5)
λ(η) =
∑k
j=1[Elj (Φ)− Elj−1(Φ)]eˆlj (η). (C6)
Using the results from Ref. [12] it can be easily shown
that the success probability fulfills P (ζ, η) = P (Ψ,Φ).
Moreover, it can be easily seen that the fidelity F (ζ, η)
is equal to the fidelity F (ξ,Φ) computed in Ref. [39]. As
the conditions in Eq. (C4) are fulfilled by infinitely many
states |η〉 , |ζ〉, there exist infinitely many probabilistic
protocols, that achieve the optimal success probability for
a transformation from |Ψ〉 to |Φ〉 and where the optimal
intermediate states are chosen to optimize the fidelity.
2. Proof of Observation 7
Let us provide here the proof of Observation 7, which
we restate here for the sake of readability.
Observation 7. A bipartite state |Ψ〉 ∈ Cd ⊗ Cd with
Schmidt vector λ(Ψ) = (Ψ1, . . . ,Ψd) can be optimally
transformed via an OSBP into another bipartite state
|Φ〉 ∈ Cd ⊗ Cd with Schmidt vector λ(Φ) = (Φ1, . . . ,Φd)
and with ΨdΦd ≤ ΨlΦl , for all l ≤ d iff the success probability
is given by P (Ψ,Φ) = Ed(Ψ)Ed(Φ) =
Ψd
Φd
< 1.
Proof. Let us, w.l.o.g., write the bipartite states in the
decomposition |Ψ〉 = DΨ ⊗ 1 |φ+〉 , |Φ〉 = DΦ ⊗ 1 |φ+〉,
where |φ+〉 = ∑di=1 |i, i〉, DΨ = diag(√Ψ1, . . . ,√Ψd) and
DΦ = diag(
√
Φ1, . . . ,
√
Φd). Then, the most general local
operator, transforming |Ψ〉 to |Φ〉, that can be applied by
party A is of the form
M =
√
pDΦUD
−1
Ψ , (C7)
where U ∈ U(d) is an arbitrary unitary matrix. Note
that the unitary is allowed due to the symmetries of the
maximally entangled state |φ+〉, i.e. U ⊗U∗ |φ+〉 = |φ+〉
(see also [25]). Moreover, only unitary symmetries have
to be considered as it was shown in [67], that any local
transformation among bipartite pure states can be done
by party A performing the quantum measurement and
party B applying the corresponding unitary. Then, M
and the corresponding unitary applied to |Ψ〉 yields the
final state with probability p, i.e. M ⊗ U∗ |Ψ〉 = √p |Φ〉.
Moreover, the square of the maximum singular value of
the operator M in Eq. (C7), i.e. the maximum eigenvalue
of M†M can be lower bounded by
λmax(p(D
−1
Ψ )
2U†D2ΦU) ≥ pλmax((D−1Ψ )2)λmin(U†D2ΦU)
= p
Ψd
Φd
. (C8)
This lower bound can always be obtained for U = 1, as
the Schmidt coefficients of the two states fulfill ΨdΦd ≤ ΨlΦl ,
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for all l ≤ d. Note that for an OSBP the maximum
singular value of the measurement operator correspond-
ing to the successful branch has to be equal to one, i.e.
‖M‖ = 1, such that the state of the failure branch is no
longer fully entangled in Cd⊗Cd and can, thus, no longer
be transformed into the final state with a finite probabil-
ity of success. As λmax(M
†M) = pΨdΦd , this can only be
fulfilled iff p = P (Ψ,Φ) = Ed(Ψ)Ed(Φ) .
3. Reordered states on the most entangled path
Here, we construct the state
∣∣∣χmax′〉, which has the
same properties as the state |χmax〉 defined as
χmaxk =
Ψk
P
, k ∈ {2, ..., d}
χmax1 = 1−
d∑
k=2
χmaxk , (C9)
if the Schmidt coefficients above are not ordered decreas-
ingly, i.e. χmax1 6≥ χmaxk for some k. We denote the
reordered state by
∣∣∣χmax′〉, which we obtain in the fol-
lowing way. For χmaxd >
Ψd
2Ψ2+Ψ3
the first Schmidt coef-
ficient is smaller than the second, i.e. χmax1 < χ
max
2 and
we define them to be equal to each other for the new state∣∣∣χmax′〉, i.e. χmax′1 = χmax′2 = (1 − χmaxd ∑di=3 ΨiΨd )/2,
and leave all other Schmidt coefficients as before. If
the first two Schmidt coefficients of this new state are
now smaller than the third Schmidt coefficient we pro-
ceed in the same way. In general we set the first m
Schmidt coefficients equal to each other, i.e. χmax
′
1 =
χmax
′
2 = ... = χ
max′
m = (1 − χmaxd
∑d
i=m+1
Ψi
Ψd
)/m for
some m ∈ {2, ..., d− 1} if χmax′d > ΨdmΨm+∑di=m+1 Ψi . The
last d −m Schmidt coefficients are still given by the re-
lation in Eq. (57) in Section VI B 0 b. The Schmidt coef-
ficients of this redefined state
∣∣∣χmax′〉 are then sorted in
decreasing order. Let us now show that this state still
maximizes all entanglement monotones for a constant
success probability P . As the smallest m+ 1 monotones
are still equal to the one of |χmax〉, i.e. Ek(χmax′) =
Ek(χ
max) ∀k ∈ {m + 1, ..., d}, they still fulfill the con-
dition Ek(χ
max′) ≥ Ek(ψ′) for all states |ψ′〉 with
P (Ψ, ψ′) = P (Ψ, χmax
′
). Let m be the smallest num-
ber such that this is not fulfilled for the mth monotone,
i.e. Em(χ
max′) = Em+1(χ
max′) + χmax
′
1 < Em(ψ
′) =
Em+1(ψ
′) + ψ′m. Then, χ
max′
1 < ψ
′
m and, moreover,
Em(χ
max′) = 1−(m−1)χmax′1 < Em(ψ′) = 1−
∑m−1
i=1 ψ
′
i.
From the first inequality we get that 1− (m− 1)χmax′1 >
1− (m− 1)ψ′m and as the Schmidt coefficients of |ψ′〉 are
sorted, we have also that 1− (m− 1)ψ′m > 1−
∑m−1
i=1 ψ
′
i,
which then contradicts 1− (m−1)χmax′1 < 1−
∑m−1
i=1 ψ
′
i.
Thus, also Em(χ
max′) ≥ Em(ψ′) and the same holds for
all Ek with k ∈ {1, ...,m− 1}.
Let us also show that
∣∣∣χmax′〉 can obtain the final state
|Φ〉 deterministically. Recall that for the state |χmax〉 the
following holds
El(χ
max) =
1
P (Ψ→ Φ)
d∑
i=l
Ψi ≥ El(Φ) =
d∑
i=l
Φi.
(C10)
Using this we can also show that
∣∣∣χmax′〉 is majorized by
|Φ〉. As the last d−m Schmidt coefficients of
∣∣∣χmax′〉 are
equivalent to the Schmidt coefficients of |χmax〉 it follows
immediately that El(χ
max′) = El(χ
max) ≥ El(Φ) ∀l ∈
{m + 1, ..., d}. Let m be the smallest number such that
this is not fulfilled for the mth entanglement monotone,
i.e.
Em(χ
max′) = Em+1(χ
max′) + χmax
′
1
< Em(Φ) = Em+1(Φ) + Φm
⇒ χmax′1 < Φm. (C11)
Thus, we also have that
Em(χ
max′) = 1− (m− 1)χmax′1
> 1− (m− 1)Φm > 1−
m−1∑
i=1
Φi = Em(Φ), (C12)
contradicting the initial assumption that Em(χ
max′) <
Em(Φ). This shows that also the resorted state ful-
fills the majorization condition El(χ
max′) ≥ El(Φ) ∀l ∈
{1, ..., d}.
Appendix D: Proof of Theorem 10
In this appendix we provide the proof of Theorem 10,
which we restate here for the sake of readability.
Theorem 10. Let |Ψ〉 , |Φ〉 = h |Ψ〉 ∈ Hn,d be SLOCC
equivalent generic states. A state |χ〉 = g |Ψ〉 is an op-
timal intermediate state of the transformation from |Ψ〉
to |Φ〉, i.e. |χ〉 ∈ I(Ψ,Φ), if the following holds for all
i ∈ {1, . . . , n},
(i) [Gi, Hi] = 0,
(ii) Hiλmax(Hi) ≤ Giλmax(Gi) .
For transformations among generic (n > 4)-qubit states
all optimal intermediate states are of this form.
Proof. Using Theorem 9 it is easy to see that the con-
ditions in Theorem 10 are sufficient for g |χ〉 to be an
optimal intermediate state. Let us show that they are
28
also necessary for (n > 4)-qubit states.
Using Theorem 9 we see that |χ〉 ∈ I(Ψ,Φ) iff
λmax(G)
λmax(H)
λmax(G
−1H) = 1. (D1)
We express this equation as,
n∏
i=1
λmax(Gi)
λmax(Hi)
λmax(G
−1
i Hi) = 1. (D2)
Note that each factor on the left-hand side of Eq. (D2)
is smaller equal to one. Hence, Eq. (D2) is fulfilled iff
λmax(Gi)
λmax(Hi)
λmax(G
−1
i Hi) = 1, ∀ i ∈ {1, . . . , n}. (D3)
Let us write,
Hi
λmax(Hi)
= Uidiag(1, di)U
†
i , (D4)
Gi
λmax(Gi)
= Vidiag(1, d
′
i)V
†
i , (D5)
where Ui, Vi are unitaries and 0 < di, d
′
i ≤ 1. Using the
notation V˜i = V
†
i Ui, Eq. (D3) is equivalent to,
λmax
[
diag
(
1,
1
d′i
)
V˜idiag (1, di) V˜
†
i
]
= 1. (D6)
Expressing V˜i = e
iφieiαiσzeiβiσxeiγiσz in Euler decom-
position, where φ, αi, βi, γi ∈ [0, 2pi), we see that Eq.
(D6) is fulfilled iff αi, γi = 0 and βi ∈ {0, pi}, i.e. only
if V˜i is diagonal, and di ≤ d′i ≤ 1. It is easy to see that
these conditions are equivalent to the conditions given
in Theorem 9.
Appendix E: Proof of Theorem 13
In this appendix we provide the proof of Theorem 13.
Before that, we summarize some results shown in Refs.
[21, 22], which we use for the proof. The notation is the
same as in Section VII B of the main text.
Lemma 15. Let ~γ = (γ1, γ2, γ3), ~ξ = (ξ1, ξ2, ξ3) ∈ IR2≥0×
IR. Then the following holds.
(i) [22] A state |ψ(~γ)〉 with γi 6= 0 for all i ∈ {1, 2, 3}
can (up to LUs) only be transformed to/ reached
from a 4-qubit state that is of the form
∣∣∣ψ(~ξ)〉 with
ξi 6= 0 for all i ∈ {1, 2, 3}.
(ii) [22] If γi, ξi 6= 0 for all i ∈ {1, 2, 3} then |ψ(~γ)〉
can be transformed via LOCC into
∣∣∣ψ(~ξ)〉 iff the
following conditions are fulfilled,
1 + r1 + r2 + r3 ≥ 0 (E1)
1 + r1 − r2 − r3 ≥ 0 (E2)
1 + r2 − r1 − r3 ≥ 0 (E3)
1 + r3 − r1 − r2 ≥ 0, (E4)
where ri =
γi
ξi
for i ∈ {1, 2, 3}.
(iii) [21] |Ψ(~γ)〉 can only be transformed to
∣∣∣Ψ(~ξ)〉 via
LOCC if ‖~γ‖ ≤ ‖~ξ‖. That is, 12 − ‖~γ‖ is an entan-
glement measure.
Using (i) and (ii) of Lemma 15 it is easy to show the
following observation.
Observation 16. Let ~γ, ~ξ ∈ IR2≥0 × IR× with ‖~γ‖ = ‖~ξ‖
and ~γ 6= ~ξ. Then |Ψ(~γ)〉 cannot be transformed into∣∣∣Ψ(~ξ)〉 and ∣∣∣Ψ(~ξ)〉 cannot be transformed into |Ψ(~γ)〉 via
LOCC.
Using these results we now prove Theorem 13, which
we restate here for the sake of readability.
Theorem 13. There exist vectors ~γ ∈ IR2≥0 × IR>0 and
~ξ ∈ IR2≥0 × IR<0 (in particular ~γ 6= ~ξ) with ‖~γ‖, ‖~ξ‖ < 12
such that |ψ(~γ)〉 can be deterministically transformed via
LOCC into
∣∣∣ψ(~ξ)〉, but this transformation does not have
an optimal intermediate state, i.e. I[ψ(~γ), ψ(~ξ)] = {}.
Proof. We consider the state |ψ(~α)〉 with ~α =
(0.09, 0.1, 0.08). Using (i) and (ii) of Lemma 15 it is
straightforward to show that the accessible set of the
state |ψ(~α)〉 can be expressed (up to LUs) as,
Ma[ψ(~α)] =
{∣∣∣ψ(~β)〉 | ~β ∈ K+ ∪K−} , (E5)
where K+ ⊂ IR2>0 × IR>0 and K− ⊂ IR2>0 × IR<0 (note the
different sign of the last component) are two compact
sets in IR3 that are at nonzero distance to each other, i.e.
d(K+,K−) = min~ζ+∈K+,~ζ−∈K− ‖~ζ+ − ~ζ−‖ > 0 (see Fig.
6).
Since K− is compact, there exists a ~ξ− ∈ K− such
that ‖~ξ−‖ = min~ξ∈K− ‖~ξ‖. Note that, due to (i) and
(ii) of Lemma 15 there exists a compact subset Ks ⊂ IR3
such that the source set of
∣∣∣ψ(~ξ−)〉 can (up to LUs) be
expressed as,
Ms[ψ( ~ξ−)] =
{∣∣∣ψ(~γ′)〉 | ~γ′ ∈ Ks} . (E6)
Let us denote the intersection of Ks and K+ by K =
Ks ∩ K+. Note that K is compact and not empty (as
~α ∈ K). Hence, there exists a ~ξ+ ∈ K such that ‖~ξ+‖ =
maxξ∈K ‖~ξ‖.
The different compact sets defined above are depicted
in Fig. 6. It follows from the definition of the two states
that
∣∣∣ψ(~ξ+)〉 can be transformed via LOCC into ∣∣∣ψ(~ξ−)〉.
However, this transformation does not have an intermedi-
ate state, as we now show by contradiction. Suppose that
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FIG. 6. (color online). Schematic figure of the sets defined
in the proof of Theorem 13. The coordinate axis of γ1 is
pointing out of the paper plane. Note that Ks consists of two
components.
there is an intermediate state
∣∣∣ψ(~β)〉 ∈ I[ψ(~ξ+), ψ(~ξ)−].
Then it has to hold that ~β 6= ~ξ+, ~ξ− and ~β ∈ K ∪ K−.
However, due to (iii) of Lemma 15 and Observation 16
the state
∣∣∣ψ(~ξ+)〉 cannot be transformed to any state∣∣∣ψ(~β)〉 with ~β ∈ K and therefore ~β ∈ K ∪ K− has to
be an element of K−. Analogously, the state
∣∣∣ψ(~ξ−)〉
cannot be reached from any state
∣∣∣ψ(~β)〉 with ~β ∈ K−.
Hence, ~β 6∈ K and ~β 6∈ K− hold, which contradicts the
fact that ~β ∈ K ∪ K− has to holds. Hence, such a ~β
cannot exist and therefore I[ψ( ~ξ+), ψ(~ξ−)] = {} holds.
Using |ψ(~γ)〉 =
∣∣∣ψ(~ξ+)〉 and ∣∣∣ψ(~ξ)〉 = ∣∣∣ψ(~ξ−)〉 this com-
pletes the proof of the theorem.
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