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BREGMAN MONOTONE OPERATOR SPLITTING
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Abstract. Monotone operator splitting is a powerful paradigm that facilitates parallel processing
for optimization problems where the cost function can be split into two convex functions. We propose
a generalized form of monotone operator splitting based on Bregman divergence. We show that an
appropriate design of the Bregman divergence leads to faster convergence than conventional splitting
algorithms. The proposed Bregman monotone operator splitting (B-MOS) is applied to an application
to illustrate its effectiveness. B-MOS was found to significantly improve the convergence rate.
Key words. Monotone operator splitting (MOS), Bregman divergence, Newton method, acceler-
ated gradient descent (AGD)
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1. Introduction. Mathematical optimization is commonly used in a wide range
of applications including image classification, speech recognition, and natural language
processing. In recent years, the performance of optimization algorithms has improved
drastically through the use of big data and large computing resources. Although we
cannot provide a detailed overview of optimization theory because of the breadth of
the field, we can provide a rough categorization on the basis of the three perspectives
used in [1].
The first perspective is that of the problem formulation. Different formulations of
the problem are often possible and lead to different solution methods. Optimization
problems are commonly formulated as a cost minimization subject to a set of constraints.
Linearly constrained minimization forms are particularly ubiquitous. Moreover, a
dual formulation [2] forms an alternative that makes the optimization problem more
tractable. A famous example dual formulation is the Lagrangian dual ascent problem
[3], which is described in Sec. 2.1. For certain optimization problems, the cost function
can be formulated as a summation of components. This is the problem formulation
used in monotone operator splitting (MOS) e.g., [4, 5].
The second perspective is that of the solver method. In constructing a solver that
applies to the defined problem, its convergence rate is an important factor. If we use
a deterministic solution method, possible approaches are first order gradient descent
(GD) [6], accelerated gradient descent (AGD) [7], and the Newton method and quasi-
Newton method [8]. To handle large amounts of data, mini-batch based stochastic
optimization was introduced [9]. A method to estimate the convergence rate of
stochastic optimization was provided in [10]. Recent algorithms, e.g., [11, 12, 13, 14, 15],
are often combinations of a particular problem form and a particular solver. For
example, stochastic dual coordinate ascent (SDCA) [16] applies first order stochastic
gradient descent (SGD) to a risk minimization problem [17], whereas stochastic dual
Newton ascent (SDNA) [18] applies second order SGD. If the cost function admits
a formulation as a sum of two suitable convex functions, then this naturally leads
to MOS approaches, e.g., [4, 5]. The alternating direction method of multipliers
(ADMM) [19] is an example of MOS that applies Douglas-Rachford splitting [20] to
the Lagrangian dual ascent problem.
The third perspective is how to run the solver effectively over multiple processors.
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Recent progress on parallel computing architectures in the context of cloud computing
and graphics processing unit (GPU) clusters has resulted in a large research effort
towards running solvers in parallel on many processing nodes, usually for big data.
Numerous parallel computing methods have been proposed. Pioneering methods
include parallelized SGD [21, 22], the hogwild! algorithm [23], elastic averaging
SGD [24], and communication-efficient coordinate ascent (COCOA) [25], which is
a parallelization form of SDCA. The class of MOS based methods is particularly
attractive for running over multiple processors as MOS naturally facilitates parallel
computation. Many parallel algorithms based on MOS are variants of ADMM [26, 27].
Although ADMM is effective, its convergence rate is often relatively slow because it is
based on Douglas-Rachford splitting. The primal-dual method of multipliers (PDMM)
[28, 29] inherently converges faster as it is based on Peaceman-Rachford splitting [30].
In this paper, we focus on MOS methods. Several MOS solvers are well known,
such as Peaceman-Rachford splitting [30], Douglas-Rachford splitting [20], forward-
backward splitting [31] and Davis-Yin three-operator splitting [32]. Their variable
update procedures are basically composed of operators such as the resolvent and Cayley
operators as summarized in [4, 5]. The convergence rates of MOS solvers generally
follow from the contractive property of the aforementioned operators. Penalty terms
based on the squared L2 norm are often used in the variable update cost. This fact
indicates that the variables are updated with a pre-determined step-size in a Euclidean
metric and its convergence rate corresponds to that of first order GD. This suggests
that we may obtain a faster convergence rate with MOS based solvers.
Our contribution is a generalization of MOS solvers to using Bregman divergence
[33] for obtaining faster convergence rates. For conventional MOS methods, the idea of
generalization using Bregman divergence has been used in the past. For example, the
resolvent operator was generalized to using the Bregman divergence [34] and forward-
backward splitting was generalized Bregman divergence [35]. However, this method
differs from our method in that the cost function is modified/limited to using the
Bregman divergence. In our generalized MOS solvers, such cost modification/limitation
is not required and other MOS algorithms, such as Peaceman-Rachford splitting and
Douglas-Rachford splitting, are applicable. To make the convergence rate fast, the
Bregman divergence must be designed appropriately. As has been discussed for the
Newton method, convergence rate improvements are basically due to including higher
order convexity, such as the second order gradient (Hessian) in a convex cost [36, 37].
Therefore, it is important to investigate the properties of the metric that relate to
convergence rate. We provide a design method for the Bregman divergence metric that
leads to fast convergence of MOS solvers. By means of a convergence rate analysis
and numerical experiments, we show how the convergence rates are affected by the
design of the Bregman divergence.
In Sec. 2, the theory of the new Bregman MOS (B-MOS) is described in the
context of deterministic optimization. After Bregman MOS algorithms are constructed,
their convergence rates are predicted. We explain how to design Bregman divergence
to achieve fast convergence. In Sec. 3, the B-MOS solver is applied to a constrained
minimization problem to illustrate the effectiveness of B-MOS as an example.
2. THEORY. In this section, we generalize the conventional monotone operator
splitting algorithms to use Bregman divergence. The resulting formulation has addi-
tional degrees of freedom that can be optimized to minimize bounds on convergence
rate. After defining the problem, we derive the basic algorithms in Sec. 2.2. In Sec.
2.3, the fast convergence condition for the Bregman divergence metric is investigated,
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and an implementation of Bregman divergence is explained in Sec. 2.4.
2.1. Problem Definition. We consider the problem of finding an infimum of
a convex closed proper (CCP) function that can be split into two CCP functions as
G(w) = G1(w) +G2(w):
inf
w
G1(w) +G2(w),(2.1)
where w ∈ Rm is the latent variable to be optimized and Gi : Rm → R∪{∞}, (i=1, 2).
A fixed point w∗ can be found by requiring that the subdifferential of (2.1) includes
the zero vector,
0 ∈ ∂G1(w∗) + ∂G2(w∗),(2.2)
where ∂ is the subdifferential operator [38], and ∈ reflects that its output can be
multi-valued. As each Gi(w) is a CCP function, ∂Gi(w) is maximally monotone [39].
To show that various relevant problems are of the form (2.1), we provide two
examples.
Ex. 1: Constrained minimization problem
Let us suppose the constrained minimization problem is composed of a CCP loss
term H1 : Rm → R ∪ {∞} and a CCP regularization term H2 : Rm → R ∪ {∞} as
inf
p
H1(p) s.t. H2(p) ≤ 0,(2.3)
where p ∈ Rm is the latent variable. It is well known that solving the problem (2.3) is
equivalent to solving the following problem [40]:
inf
p
H1(p) + µH2(p),(2.4)
where µ > 0. By replacing p → w, and setting G1(w) = H1(w), G2(w) = µH2(w),
the constrained minimization problem (2.4) is of the form (2.1).
Ex. 2: Lagrangian dual ascent problem
For another constrained minimization problem, let us suppose the cost function
to be minimized is composed of two CCP functions, H1 : Rp → R ∪ {∞} and
H2 : Rq → R ∪ {∞}, and let the variables be linearly constrained as
inf
p,q
H1(p) +H2(q) s.t. Ap + Bq = c,(2.5)
where the variables are p ∈ Rp, q ∈ Rq and where A ∈ Rm×p,B ∈ Rm×q, c ∈ Rm
specify the linear constraint parameters that relate the variables. Given the Lagrangian
function L(p,q,λ)
L(p,q,λ) = H1(p) +H2(q) + 〈λ, c−Ap−Bq〉 .(2.6)
When the dual problem exists [2], solving it instead of the primal problem is a natural
strategy. The dual problem takes the form:
sup
λ
inf
p,q
L(p,q,λ) = sup
λ
(−H?1 (ATλ)−H?2 (BTλ) + 〈λ, c〉)(2.7a)
= − inf
λ
(
H?1 (A
Tλ) +H?2 (B
Tλ)− 〈λ, c〉) ,(2.7b)
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where λ ∈ Rm is a dual variable, T denotes the transposition, and H?i : Rm → R∪{∞}
is the convex conjugate (the Legendre transformation for the scalar case) of Hi [2] as
H?1 (A
Tλ) = sup
p
(〈λ,Ap〉 −H1(p)) ,(2.8)
H?2 (B
Tλ) = sup
q
(〈λ,Bq〉 −H2(q)) .(2.9)
By replacing λ → w, and setting G1(w) = H?1 (ATw), G2(w) = H?2 (BTw) − 〈λ, c〉,
the Lagrangian dual ascent problem, which reformulates (2.7a) into the minimization
(2.7b), is of the form (2.1).
2.2. Bregman Monotone Operator Splitting (B-MOS). In this section, we
generalize MOS solvers with the aim to obtain faster convergence. MOS methods have
been studied as solvers for the problem (2.2) and are summarized well in e.g., [4, 5]. In
the present paper, we focus on three well-known monotone operator splitting methods:
namely Peaceman-Rachford (P-R) splitting [30], Douglas-Rachford (D-R) splitting
[20] and forward-backward (F-B) splitting [31].
We generalize the conventional Euclidean distance metric used in MOS methods
to the Bregman divergence (B-MOS). The motivation for the generalization is that
our Bregman divergence based approach can be used to obtain significantly faster
convergence rates than conventional Euclidean distance based solvers. (We will explain
how to obtain fast convergence rates on the basis of Bregman divergence in Sec. 2.3
and 2.4. )
We first define Bregman divergence together with a property relevant in the present
context. The Bregman divergence of a first point w ∈ Rm and a second point z ∈ Rm
[33] is defined as
BD(w‖z) = D(w)−D(z)− 〈∇D(z),w − z〉 ,(2.10)
where ∇ denotes the gradient operator and where the definition of Bregman divergence
allows any continuously differentiable strictly convex function for D, e.g., [41]. An
important property for D is that if it is limited to satisfy ∇D(0)=0, which is equivalent
to ∇D−1(0) = 0, then the fixed point specified by (2.2) is unaffected by the application
of ∇D−1:
0 ∈ ∂G1(w∗) + ∂G2(w∗),
∇D−1(0) ∈ ∇D−1 (∂G1(w∗) + ∂G2(w∗)) ,
0 ∈ ∇D−1∂G1(w∗) +∇D−1∂G2(w∗), (if ∇D(0) = 0).(2.11)
Note that for D(w)= 12κ‖w‖22 (κ>0), the Bregman divergence reduces to the Euclidean
distance.
Next, we define a number of operators that we will need below. Some of these
operators are well-known. We define the D-forward step as
Fi = I −∇D−1∂Gi,(2.12)
where ∇D−1 is applied to the subgradient operator ∂Gi to modify the metric of
variable space. Furthermore, we define the D-resolvent operator [34] (or D-backward
step) Ri (i=1, 2), the new D-Cayley operator Ci (i=1, 2), and the averaged operator
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Algorithm 2.1 Bregman Peaceman-Rachford Splitting
Initialization of z0
for t = 0, . . . , T − 1 do
wt+1 = arg minw (G1(w) +BD(w‖zt)),
xt+1 = 2wt+1 − zt,
yt+1 = arg miny
(
G2(y) +BD(y‖xt+1)
)
,
zt+1 = 2yt+1 − xt+1
end for
AJ with respect to the operator J , e.g., [4, 5], as
Ri = (I +∇D−1∂Gi)−1 = (∇D + ∂Gi)−1∇D,(2.13)
Ci = RiFi
= (I +∇D−1∂Gi)−1(I −∇D−1∂Gi)(2.14)
= 2(I +∇D−1∂Gi)−1 − (I +∇D−1∂Gi)−1(I +∇D−1∂Gi)
= 2(I +∇D−1∂Gi)−1 − I
= 2Ri − I,(2.15)
AJ = (1− α)I + αJ = I + α(J − I),(2.16)
where α∈ (0, 1). When the Bregman divergence is based on the Euclidean distance,
i.e., D(w) = 12κ‖w‖22, the well-known (Euclidean) resolvent operator is then obtained:
Ri = (I + κ∂Gi)
−1, and the metric of Fi and Ci is then also Euclidean (e.g., [4]). The
properties of Ri, Ci and Fi are investigated in more detail in Appendix A.
With the above definitions and properties, we are now able to derive Peaceman-
Rachford splitting generalized using Bregman divergence (Bregman Peaceman-Rachford
splitting) by reformulating (2.11), which is the fixed-point condition assuming that
∇D(0)=0, as
0 ∈ ∇D−1∂G2(w) +∇D−1∂G1(w),
0 ∈ (I +∇D−1∂G2)(w)− (I −∇D−1∂G1)(w),(2.17)
where I and −1 are the identity operator and the inverse operator, respectively. Since
D is a strictly convex function, ∇D and its inverse ∇D−1 are monotone operators
that have a unique relation between input and output vectors. By setting w∈R1(z),
the fixed point condition (2.17) can be written as
0 ∈ (I +∇D−1∂G2)R1(z)− (I −∇D−1∂G1)R1(z),
0 ∈ R1(z)−R2C1(z),
0 ∈ 1
2
(C1 + I)(z)− 1
2
(C2 + I)C1(z).
Hence, we obtain the condition for a fixed point
z ∈ C2C1(z).(2.18)
Appendix A shows that the D-Cayley operator Ci is nonexpansive, i.e., it is
Lipschitz continuous with the Lipschitz constant 1. The iterative application of (2.18)
generates a Cauchy sequence, and the iterations follow Banach-Picard fixed-point
iterations, e.g., [42].
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The iteration specified by (2.18) can be decomposed into simpler steps by intro-
ducing additional auxiliary variables x∈Rm and y∈Rm:
wt+1 =R1(z
t) = (I +∇D−1∂G1)−1(zt),(2.19)
xt+1 =C1(z
t) = (2R1−I)(zt) = 2wt+1−zt,(2.20)
yt+1 =R2(x
t+1) = (I +∇D−1∂G2)−1(xt+1),(2.21)
zt+1 =C2(x
t+1) = (2R2−I)(xt+1) = 2yt+1−xt+1,(2.22)
where (2.19) corresponds to the Bregman proximal point algorithm, e.g., [43]. This
can be seen by first writing
w ∈ R1(z),
w ∈ (I +∇D−1∂Gi)−1(z),
(I +∇D−1∂G1)(w) ∈ z,
0 ∈ ∇D−1∂G1(w) + w − z,
0 ∈ ∂G1(w) +∇D(w)−∇D(z).(2.23)
Assuming the minimum exists, then the integral of (2.23) gives
wt+1 = arg min
w
(
G1(w) +BD(w‖zt)
)
.(2.24)
From (2.24), we see that the metric of the cost function is generalized by using the
Bregman divergence. By using (2.15), the variable update using the D-Cayley operator
can be obtained with (2.20). However, to show that the update cost is based on the
Bregman divergence, we rewrite it with another formulation. By using (2.14), the
update procedure x ∈ C1(z) can be reformulated as
x ∈ (I +∇D−1∂G1)−1(I −∇D−1∂G1)(z),
(I +∇D−1∂G1)(x) ∈ (I −∇D−1∂G1)(z),
0 ∈ x− z +∇D−1∂G1(x) +∇D−1∂G1(z),
0 ∈ ∇D(x)−∇D(z) + ∂G1(x) + ∂G1(z).(2.25)
Assuming that the minimum exists, then the integral of (2.25) gives
xt+1 = arg min
x
(
G1(x) +G1(z
t) +
〈
∂G1(z
t),x− zt〉+BD(x ‖ zt)) .(2.26)
(2.26) also shows that the cost metric is generalized to a Bregman divergence. However,
since the vector update with this procedure gives the same result as (2.20), we use
the simple form (2.20) for the implementation of the D-Cayley operator hereafter.
The resulting Bregman Peaceman-Rachford splitting algorithm is summarized in
Algorithm 2.1.
Bregman Douglas-Rachford splitting, a generalization of Douglas-Rachford split-
ting, is obtained by introducing the averaged operator into (2.18):
z ∈ αC2C1(z) + (1− α)z,(2.27)
z ∈ AC2C1(z).(2.28)
(2.28) can be decomposed into (2.19)-(2.21), augmented by
zt+1 = α(2yt+1 − xt+1) + (1− α)zt = zt + 2α(yt+1 −wt+1).(2.29)
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Algorithm 2.2 Bregman Douglas-Rachford Splitting
Initialization of z0
for t = 0, . . . , T − 1 do
wt+1 = arg minw (G1(w) +BD(w‖zt)),
xt+1 = 2wt+1 − zt,
yt+1 = arg miny
(
G2(y) +BD(y‖xt+1)
)
,
zt+1 = zt + 2α(yt+1 −wt+1)
end for
Algorithm 2.3 Bregman Forward-Backward Splitting
Initialization of w0
for t = 0, . . . , T − 1 do
wt+1 = arg minw (G2(w) +G1(w
t) + 〈∂G1(wt),w −wt〉+BD(w ‖wt))
end for
When J is a nonexpansive operator, AJ is also a nonexpansive operator, e.g., [5].
Therefore, the Bregman Douglas-Rachford splitting algorithm is Banach-Picard fixed
point iteration. Its update rule is summarized in Algorithm 2.2.
Apart from the Banach-Picard fixed point iterations, reformulating (2.2) leads
forward-backward splitting generalized using the Bregman divergence (Bregman
forward-backward splitting):
0 ∈ ∇D−1∂G2(w) +∇D−1∂G1(w),
0 ∈ (I +∇D−1∂G2)(w)− (I −∇D−1∂G1)(w),
(I +∇D−1∂G2)(w) ∈ (I −∇D−1∂G1)(w),
w ∈ (I +∇D−1∂G2)−1(I −∇D−1∂G1)(w),
w ∈ R2F1(w).(2.30)
Therefore, the update procedure is given by
xt+1 = F1(w
t) = (I −∇D−1∂G1)(wt),(2.31)
wt+1 = R2(x
t+1).(2.32)
The procedure (2.31)-(2.32) can be summarized by
wt+1 = R2F1(w
t)
= arg min
w
(
G2(w)+G1(w
t)+
〈
∂G1(w
t),w−wt〉+BD(w‖wt)).(2.33)
The Bregman forward-backward splitting algorithm is summarized in Algorithm
2.3. For the MOS algorithms we derived, the metric generalization using Bregman
divergence was achieved by replacing ∂Gi by ∇D−1∂Gi. The metric of other MOS
algorithms such as forward-backward-forward splitting [44] and Davis-Yin three-
operator splitting [32] can be similarly generalized using Bregman divergence. Since
this does not affect our main conclusions, their derivations are not described in this
paper.
In this subsection, several MOS algorithms were generalized using the Bregman
divergence (B-MOS). To exploit this generalization and make the algorithms converge
faster, an appropriate Bregman divergence must be designed. The step for designing
an appropriate metric of it is provided in the next subsection.
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Table 1
Convergence Rates of B-MOS Algorithms.
Bregman Peaceman-Rachford splitting ‖ zt−z∗ ‖2≤ (η1η2)t ‖ z0−z∗ ‖2
Bregman Douglas-Rachford splitting ‖zt−z∗‖2≤ (1−α+αη1η2)t‖z0−z∗‖2
Bregman Forward-Backward splitting ‖wt −w∗‖2≤ λt ‖w0 −w∗‖2
2.3. Bregman Divergence Design for Fast Convergence Rate. We now
introduce the main idea of how to design Bregman divergence for fast convergence. As
explained in Sec. 2.2, the metric of variable space was generalized by using Bregman
divergence instead of the Euclidean distance used in the traditional MOS solvers. We
first investigate how the cost property is modified by applying ∇D−1 to ∂Gi because
this will provide us with an indication on how to design Bregman divergence for fast
convergence.
As illustrated in Appendix A, we assume that the properties of Gi are represented
by using any different two points w and z, given
γLB,i‖w−z‖2 ≤ ‖∂Gi(w)− ∂Gi(z)‖2 ≤ γUB,i‖w−z‖2,(2.34)
where 0≤ γLB,i≤ γUB,i<+∞. Applying ∇D−1 to ∂Gi, as in (2.12), (2.13), (2.15),
modifies the properties of Gi to
σLB,i‖w−z‖2 ≤ ‖∇D−1∂Gi(w)−∇D−1∂Gi(z)‖2 ≤ σUB,i‖w−z‖2,(2.35)
where 0 ≤ σLB,i ≤ σUB,i < +∞. This indicates that ∇D−1∂Gi is assumed to be
Lipschitz continuous, but is not to be strongly convex. By modifying ∇D while
satisfying ∇D(0) = 0, the pair of {σUB,i, σLB,i} will be changed.
To clarify the optimal convergence condition associated with {σUB,i, σLB,i}, the
convergence rates on B-MOS algorithms were investigated in Appendix B and they
are summarized in Table 1. For the Bregman Peaceman-Rachford splitting (2.18), the
convergence rate is predicted by
‖ zt−z∗ ‖2≤ (η1η2)t ‖ z0−z∗ ‖2,(2.36)
where z∗ denotes the fixed point of z and
ηi =
√
1− 4σLB,i
(1 + σUB,i)2
.(2.37)
(2.36) indicates that fast convergence will be achieved by modifying {σUB,i, σLB,i} such
that ηi is zero. For the Bregman Forward-Backward splitting (2.30), the convergence
rate is described by
‖wt −w∗‖2≤ λt ‖w0 −w∗‖2,(2.38)
where
λ =
√
1− 2σLB,1 + σ2UB,1
(1 + σLB,2)2
,(2.39)
must be reduced to zero for fast convergence rate. As noted in Appendix A, the
convergence rate factors for B-MOS algorithms are optimized as ηi = 0, λ = 0 only if
{σUB,i, σLB,i} satisfies:
σLB,i = 1, σUB,i = 1.(2.40)
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Thus, from (2.40), we conclude that, for fast convergence the Bregman divergence
must be designed such that both σUB,i and σLB,i approach 1.
Substituting (2.40) into (2.35) illustrates the meaning of (2.40), we have
‖∇D−1∂Gi(w)−∇D−1∂Gi(z)‖2 ≈ ‖w − z‖2.(2.41)
(2.41) indicates that ∇D modifies the convexity of ∂Gi to be proportional in the L2
norm domain. It is equivalent to modifying the metric of the space to make Gi a
quadratic function with a Hessian that is a unit matrix 12 ‖w−w∗‖22.
2.4. Implementation Example of Bregman Divergence. We now discuss
a practical Bregman divergence design method that approximates (2.41). In order
to make this method available even if Gi is not differentiable strictly convex, it is
assumed that we have a differentiable strictly convex function Gi that approximates
Gi. (A method to obtain Gi is provided later in this section. ) When we have Gi, it
is a good choice to follow (2.41) at the first setting t= 0 as
∇D(w) =∇G1(w)−∇G1(0),(2.42)
where the subtractive term is used to satisfy ∇D(0) = 0. However, our overall cost
is G=G1 +G2 and D is restricted to be differentiable strictly convex. As a simple
design of D that works even when the convexity property of G1 and that of G2 are
quite different, we use a ∇D that matches ∇G as
∇D(w) =∇G(w)−∇G(0).(2.43)
The integral of (2.43) is given by
D(w) =G(w)− 〈∇G(0),w〉−G(0).(2.44)
Although better choices for D, which match (2.41) better, are likely possible, we leave
that for future work. This is because it would be dependent on the combination of the
convexity property of G1 and that of G2.
As a design of G, we use a quadratic representation of G. When G is differentiable
at the point z, a second-order Taylor expansion around that point is a choice of G as
G(w) = G(z) + 〈∇G(z),w − z〉+ 1
2
〈M(z)(w − z),w − z〉 ,(2.45)
where G is allowed to be replaced by its majorization function G(w)+/2‖w−z‖22 (>0)
when it is not differentiable at the point z and M(z) denotes the Hessian of G or its
majorization function. By substituting (2.45) into (2.44), we obtain
D(w) =
1
2
〈M(z)w,w〉 .(2.46)
This indicates that the Bregman divergence is given by
B
(Newton)
D (w‖z) =
1
2
〈M(z)(w − z), (w − z)〉 .(2.47)
Since the metric of variable space is modified by using a Hessian matrix, the Bregman
divergence design (2.47) is associated with the Newton method. Note that this
Bregman divergence design is not perfectly matched with the property (2.41) because
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a second-order approximation is used in (2.46). Following (2.35), the properties of G
are then modified by using ∇D−1=M−1(z) as
σ
(Newton)
LB,i ‖w−z‖2 ≤ ‖∇D−1∂Gi(w)−∇D−1∂Gi(z)‖2 ≤ σ(Newton)UB,i ‖w−z‖2,(2.48)
where both σ
(Newton)
UB,i and σ
(Newton)
LB,i would approach 1.
When M(z) in (2.47) is replaced by its diagonalized matrix L(z), the Bregman
divergence is then given by
B
(AGD)
D (w‖z) =
1
2
〈L(z)(w − z), (w − z)〉 ,(2.49)
where the diagonal elements of L(z) are the same as M(z). The Bregman divergence
form (2.49) is associated with the accelerated gradient descent (AGD) because its
step-size is independent for each element. For smoothly variable update, it is often
used to update L(z) using it at the previous step [45, 46, 47].
Finally, the relationship between the conventional (Euclidean) MOS solvers and
the first-order gradient descent is briefly discussed. As noted in Sec. 2.2, the Bregman
divergence reduces to the Euclidean distance when using D(w)= 12κ‖w‖22 as
B
(GD)
D (w‖z) =
1
2κ
‖w − z‖22.(2.50)
Since the variable is then updated with its gradient multiplied to a given step-size,
this is associated with the gradient descent (GD) method.
It is difficult to provide a model of the eigenvalue dynamic range differences for
the three methods. It is reasonable to assume that, in general,
1 ≤ σ
(Newton)
UB,i
σ
(Newton)
LB,i
≤ σ
(AGD)
UB,i
σ
(AGD)
LB,i
≤ σ
(GD)
UB,i
σ
(GD)
LB,i
.(2.51)
Moreover, it is reasonable to assume that σUB,i and σLB,i will be closest to 1 with the
Newton method.
3. APPLICATION EXAMPLE. In this section, several B-MOS solvers are
applied to the total variation (TV) denoising problem [48] as an example. We first
formulate the problem in Sec. 3.1 and its solver implementation is provided in Sec.
3.2. Through numerical experiments in Sec. 3.3, we will illustrate the effectiveness of
B-MOS.
3.1. Problem Definition. Let suppose that the observed source s∈Rm includ-
ing random noise e∈Rm is given. When the original source is denoted by u∗∈Rm,
the generative process of s is modeled by s=u∗+e. TV denoising is used to remove
noise from s and its cost function is formulated by
inf
u
1
2
‖s− u‖22 + ‖u‖TV,(3.1)
where the TV norm [48] in the elastic net norm form [49] is denoted by
‖u‖TV = µ
(
θ
2
‖Φu‖22 +‖Φu‖1
)
,(3.2)
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where µ> 0, θ > 0 and Φ∈Rm×m is full-rank and is used to calculate the discrete
difference between neighborhood elements. For the case that a Sobel filter is used, the
i-th element of Φu is
[Φu]i = ui−1 − ui+1,(3.3)
However since the lower case affine transformation is included in the regularization
term, it may be difficult to update u such that it reduces the overall cost (3.1).
To overcome this issue, applying MOS solvers is effective. The problem form (3.1)
is reformulated by using an auxiliary variable v∈Rm as
inf
u,v
H1(u) +H2(v) s.t. v = Φu,(3.4)
where H1(u) =
1
2‖s−u‖22 and H2(v) =µ
(
θ
2‖v‖22 +‖v‖1
)
. For the linearly constrained
problem (3.4), it is usual to solve the Lagrangian dual ascent problem as explained in
Ex. 2 of Sec. 2.1. The associated Lagrangian is given by
L(u,v,w) = H1(u) +H2(v) + 〈w,−Φu + v〉 ,(3.5)
where w∈Rm denotes the dual variable. Its dual problem is
sup
w
inf
u,v
L(u,v,w)=− inf
w
(
H?1
(
ΦTw
)
+H?2 (−w)
)
,(3.6)
where the convex conjugate of Hi (i=1, 2) is denoted by
H?1
(
ΦTw
)
= sup
u
(〈
ΦTw,u
〉−H1(u)) ,(3.7)
H?2 (−w) = sup
v
(−〈w,v〉 −H2(v)) .(3.8)
Since (3.6) indicates that we will optimize w such that optimizes the sum of two CCP
functions, the dual problem of TV denoising is of the form (2.1). Hence, any B-MOS
solver can be used.
3.2. Solver Implementation. To solve the problem (3.6), nonexpansive Breg-
man Peaceman-Rachford (B-P-R) splitting and Bregman Douglas-Rachford (B-D-R)
splitting are applied. To simplify notification, the subdifferential of the convex con-
jugate functions are denoted by T1(w) = Φ∂H
?
1
(
ΦTw
)
and T2(w) = −∂H?2 (−w),
respectively. By using the results of Sec. 2.2, the update procedure becomes
wt+1 =R1(z
t) =
(
I +∇D−1T1
)−1
(zt),(3.9)
xt+1 =C1(z
t) = 2wt+1−zt,(3.10)
yt+1 =R2(x
t+1) = (I +∇D−1T2)−1(xt+1),(3.11)
zt+1=
{
C2(x
t+1) = 2yt+1−xt+1 (B-P-R splitting)
αC2(x
t+1) + (1− α)zt = zt + 2α(yt+1 −wt+1) (B-D-R splitting) .(3.12)
In the following, we will focus on the two remaining issues: (i) how to update
the variables using the D-resolvent operator when its monotone operator is the
subdifferential of the convex conjugate function as in (3.9), (3.11) and (ii) the Bregman
divergence design such that follows the discussion in Sec. 2.4.
We now discuss the variable update using the D-resolvent operator R1. Since
the convex conjugate function includes the (primal) variable optimization of (3.7), its
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procedure forms an iterative update of {u,w}. Associated with H?1 , let us consider
the following problem:
inf
u
H1(u) s.t. Φu = 0.(3.13)
We minimize the associated Lagrangian and update u accordingly. This minimization
is equivalent to (3.7). For the associated Lagrangian L(u,w)=H1(u)−〈w,Φu〉, u is
updated such that minimizes it. Thus, the subgradient of it includes zero as
0 ∈ ∂H1(u)−ΦTw,
0 ∈ u− ∂H−11 (ΦTw),
0 ∈ Φu−Φ∂H−11 (ΦTw).(3.14)
Since the inverse subdifferential of a CCP function is related to the subdifferential of
its convex conjugate function [38] as T1(w) =Φ∂H
?
1 (Φ
Tw) =Φ∂H−11 (Φ
Tw), (3.14)
can be rewritten as reformulated as
0 ∈ Φu− T1(w),
Φu ∈ T1 (w) .(3.15)
For the input/output pair of D-resolvent operator w∈R1(z), it is reformulated such
that it includes {u,w} by inserting (3.15) into (3.9):
w ∈ (I +∇D−1T1)−1(z),
(I +∇D−1T1)(w) ∈ z,
w +∇D−1(Φu) = z, 0 ∈ T−11 (Φu)−w,(3.16)
where (3.15) is used in (3.16). By reorganizing (3.16), it is found that {u, z} are
related by
0 ∈ T−11 (Φu)− (z−∇D−1(Φu)),
0 ∈ ΦTT−11 (Φu)−ΦT(z−∇D−1(Φu)),
0 ∈ ∂H1(u)−ΦT(z−∇D−1(Φu)).(3.17)
The integral of (3.17) gives a u-update procedure using the dual auxiliary variable zt
as
ut+1 = arg min
u
(
H1(u)−
〈
zt,Φu
〉
+D−1(Φu)
)
.(3.18)
From (3.16), the w-update procedure using ut+1 is given by
wt+1 = zt −∇D−1(Φut+1).(3.19)
In addition, for the update procedure using R2 in (3.11), {v,y} are updated by
vt+1 = arg min
v
(
H2(v)−
〈
xt+1,−v〉+D−1(−v)) ,(3.20)
yt+1 = xt+1 −∇D−1(−vt+1).(3.21)
BREGMAN MONOTONE OPERATOR SPLITTING 13
By substituting the results in (3.18)–(3.21) into (3.9)–(3.12), several dual auxiliary
variables are removed, and the update procedure based on B-P-R and B-D-R splitting
can be written as
ut+1 = arg min
u
(
H1(u)−
〈
zt,Φu
〉
+D−1(Φu)
)
,(3.22)
xt+1 = zt − 2∇D−1(Φut+1),(3.23)
vt+1 = arg min
v
(
H2(v)−
〈
xt+1,−v〉+D−1(−v)) ,(3.24)
zt+1 =
{
xt+1 − 2∇D−1(−vt+1) (B-P-R splitting)
zt − 2α (∇D−1(Φut+1) +∇D−1(−vt+1)) (B-D-R splitting) .(3.25)
By substituting several nonlinearly transformed auxiliary variables xt=∇D−1(x˜t) and
zt=∇D−1(z˜t) into (3.22)–(3.25), a further simplified update procedure/notification is
obtained. Then, (3.22) is denoted by
ut+1 = arg min
u
(
H1(u)−
〈∇D−1(z˜t),Φu〉+D−1(Φu)) .(3.26)
This is equivalent to solving
ut+1 = arg min
u
(
H1(u) +BD−1(Φu‖z˜t)
)
,(3.27)
where the Bregman divergence is used as a penalty term:
BD−1(Φu‖z˜t) = D−1(Φu)−D−1(z˜t)−
〈∇D−1(z˜t),Φu− z˜t〉 .(3.28)
The update procedure in (3.23) is simplified to
∇D−1(x˜t+1) =∇D−1(z˜t)− 2∇D−1(Φut+1),
x˜t+1 = z˜t − 2Φut+1.(3.29)
Therefore, the overall update procedure (3.22)–(3.25) is summarized by
ut+1 = arg min
u
(
H1(u) +BD−1(Φu‖z˜t)
)
,(3.30)
x˜t+1 = z˜t − 2Φut+1,(3.31)
vt+1 = arg min
v
(
H2(v) +BD−1(−v‖x˜t+1)
)
,(3.32)
z˜t+1 =
{
x˜t+1 + 2vt+1 (B-P-R splitting)
z˜t − 2α (Φut+1 − vt+1) (B-D-R splitting) .(3.33)
The resulting algorithm is summarized in Algorithm 3.1.
Next, a Bregman divergence design is explained. As discussed in Sec. 2.4, a
practical choice of Bregman divergence is to use the second-order gradient (Hessian)
of the cost function. The method can be useful even then the cost function is based on
convex conjugation, as is the case here. When each cost is approximated by a strictly
convex function using a second-order gradient, it is given by a quadratic form as:
H1(u)=
1
2‖u‖22 and H2(v)= µθ2 ‖v‖22. Note that the convex conjugate of a quadratic
form is also quadratic. The Hessian of the convex conjugate of a quadratic is the
inverse Hessian of the original quadratic [50]. Thus, we obtain H
?
1(Φ
Tw) = 12‖ΦTw‖22,
H
?
2(−w) = 12µθ‖w‖22. Then, H
?
=H
?
1 +H
?
2 is given by
H
?
(w) =
1
2
〈(
1
µθ
I + ΦΦT
)
w,w
〉
,(3.34)
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Algorithm 3.1 Bregman Peaceman-Rachford (B-P-R)/ Bregman Douglas-Rachford
(B-D-R) splitting based TV denoising
Initialization of z˜0
for t = 0, . . . , T−1 do
ut+1 = arg minu (H1(u) +BD−1(Φu‖z˜t)) ,
x˜t+1 = z˜t − 2Φut+1,
vt+1 = arg minv
(
H2(v) +BD−1(−v‖x˜t+1)
)
,
z˜t+1 =
{
x˜t+1 + 2vt+1 (B-P-R splitting)
z˜t − 2α(Φut+1 − vt+1) (B-D-R splitting)
end for
where I is a unit matrix. Following the results in Sec. 2.4, a reasonable choice of the
Bregman divergence metric D(w) is of the form
D(w) =
1
2
〈Ψw,w〉 ,(3.35)
where Newton (2.47), AGD (2.49) and GD (2.50) design methods can be used:
Ψ =

M = 1µθ I + ΦΦ
T (Newton)
L = Diag
(
1
µθ I + ΦΦ
T
)
(AGD)
1
κI (GD)
,(3.36)
where Diag(·) generates a diagonal matrix with the argument vector as diagonal.
When we select Ψ = 1κI following GD, then Algorithm 3.1 reduces to a conventional
Peaceman-Rachford and Douglas-Rachford splitting.
When the metric of Bregman divergence is given by (3.35), the u-update procedure
(3.30) is given by an analytical form as
ut+1 =
(
I + ΦTΨ−1Φ
)−1 (
s + Ψ−1zt
)
.(3.37)
Meanwhile, the v-update procedure (3.32) implies that the subdifferential of the cost
includes zero as
0 ∈ µ (θv + ∂‖v‖1) + Ψ−1v + Ψ−1x˜t+1.(3.38)
For the subdifferential of L1 norm ξ=∂‖v‖1, the i-th element of is calculated by
ξt+1i =

1
([
Ψ−1x˜t+1
]
i
> µ
)
−
[
1
µΨ
−1x˜t+1
]
i
(−µ ≤ [Ψ−1x˜t+1]
i
≤ µ)
−1 ([Ψ−1x˜t+1]
i
< −µ) .(3.39)
Thus, the v-update procedure is given by
vt+1i =
{
0
(−µ ≤ [Ψ−1x˜t+1]
i
≤ µ)[
− (µθI + Ψ−1)−1 (Ψ−1x˜t+1 + µξt+1)]
i
(otherwise)
.
(3.40)
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Table 2
Parameter Settings.
Parameter Algorithm (BD design) Value
Elastic net normalization coefficient, µ all 2.0
Squared L2 normalization coefficient, θ all 1.0
Step-size used in conventional methods, κ P-R/D-R 0.01
Averaging coefficient, α B-D-R (Newton/AGD), D-R 0.5
1 5 10 20 30 40 50 60 70 80 90 100
Iteration number [times]
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Figure 1. Results of numerical experiments, (a1) original source uGT, (a2) observed source
s = uGT+e, (a3) estimated source u with proposed Bregman Peaceman-Rachford splitting with Newton
method, (a4) estimated source u with conventional Douglas-Rachford splitting, (b) convergence rate
curves.
3.3. Numerical Experiments. The convergence rates of several B-MOS algo-
rithms were compared with conventional MOS methods. Bregman Peaceman-Rachford
(B-P-R) and Bregman Douglas-Rachford (B-D-R) splitting in the form summarized in
Algorithm 3.1 were applied. To those algorithms, three kinds of Bregman divergence
metric design (3.35) and (3.36) are available. In total six algorithm forms are obtained
from their combination, of which two methods, which use Euclidean distance as a
Bregman divergence metric design, are conventional Peaceman-Rachford (P-R) and
Douglas-Rachford (D-R) splitting.
As an example, we generate a source that is piecewise constant as shown in
Fig. 1 (a1). Given the ground truth vector uGT whose dimension is m=2000, the
observed source s is obtained by s=uGT + e where noise e is drawn from a normal
distribution Norm(0, 0.5) and it is shown in Fig. 1 (a2). Several parameters used in
this experiments are summarized in Table 2. As an evaluation measure, the variable
error Et defined by the squared error between the estimated variable ut and its ground
truth uGT was used as
Et =
1
2
‖uGT − ut‖22.(3.41)
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The resulting variables with proposed B-P-R with Newton and conventional D-R
splitting are shown in Fig. 1 (a3) and Fig. 1 (a4), respectively. An estimated variable
close to the ground truth was obtained. Figure 1 (b) shows the relationships between
the six methods and the variable error Et. The experimental results show that B-P-R
with Newton had the fastest convergence rates followed by B-P-R with AGD and
B-D-R with Newton. The convergence rates with conventional P-R and D-R splitting
were slow for this task. A major advantage of the new method is that we do not have
to set a learning rate.
4. CONCLUSION. We considered the use of operator splitting to find the
infimum of G(w) = G1(w)+G2(w), where G1 and G2 are convex, closed proper
functions. We proposed a generalization of monotone operator splitting (MOS) based
on Bregman divergence (B-MOS). The convergence rates of the generalized approach
depend on the choice for the Bregman divergence. We found that fast a convergence
rate can be achieved by designing the function D that characterizes the Bregman
divergence BD(w‖z) such that ∇D−1∂Gi is near the identity operator. Since the
cost function is composed of two CCP functions, D is matched to each CCP function
for each update. A major advantage of the new method is it eliminates the need to
carefully set learning rates. The outcomes of our numerical experiments, in which
the B-MOS solvers were applied to a constrained optimization problem, revealed that
B-MOS solvers can significantly improve the convergence rate in practical optimization
problems.
Appendix A. Attributes of D-Resolvent Operator, D-Cayley Operator
and D-Forward Step.
D-resolvent operator, the D-Cayley operator and the D-forward step. To this
purpose, we first model that how the property of Gi will be modified by applying
∇D−1 to ∂Gi.
We assume that ∂Gi satisfies
γLB,i‖w−z‖2 ≤ ‖∂Gi(w)− ∂Gi(z)‖2 ≤ γUB,i‖w−z‖2,(A.1)
for any two different points w ∈ dom(Gi) and z ∈ dom(Gi), and where 0 ≤ γLB,i ≤
γUB,i < +∞. Applying ∇D−1 to ∂Gi modifies the property of Gi to
σLB,i‖w−z‖2 ≤ ‖∇D−1∂Gi(w)−∇D−1∂Gi(z)‖2 ≤ σUB,i‖w−z‖2,(A.2)
where 0 ≤ σLB,i ≤ σUB,i < +∞. Note that ∇D−1∂Gi is assumed to be Lipschitz
continuous, but is not necessarily strongly convex. In this Appendix we find the
optimal pair of {σUB,i, σLB,i} for fast convergence using B-MOS algorithms.
We can now derive the Lipschitz continuity of the D-resolvent operator, D-Cayley
operator and D-forward step (with assumption) using {σUB,i, σLB,i}.
Theorem A.1. Nonexpansive property of D-resolvent operator
Let ∇D−1∂Gi be Lipschitz continuous on dom(Gi), i.e., {σUB,i, σLB,i} that satisfy
0≤σLB,i≤σUB,i<+∞ in (A.2) exist. Then, the contractive ratio for the input/output
pairs on the D-resolvent operator Ri is given by
1
1+σUB,i
‖ zt−zt−1 ‖2≤‖Ri(zt)−Ri(zt−1) ‖2≤ 1
1+σLB,i
‖ zt−zt−1 ‖2 .(A.3)
When ∇D−1∂Gi is strongly monotone, i.e., σLB,i > 0, Ri is a contractive operator.
Otherwise, Ri is a nonexpansive operator.
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Proof. The input/output pairs for theD-resolvent operator Ri = (1+∇D−1∂Gi)−1
are wt =Ri(z
t−1), wt+1 =Ri(zt). They are reformulated as
(I +∇D−1∂Gi)(wt) = zt−1, (I +∇D−1∂Gi)(wt+1) = zt.
By subtracting these, we obtain(
I+∇D−1∂Gi
)
(wt+1)−(I+∇D−1∂Gi)(wt) = zt−zt−1.(A.4)
Since (I +∇D−1∂Gi) is strongly monotone with (1 + σLB,i), its inverse operator
(I+∇D−1∂Gi)−1 =Ri is Lipschitz continuous with (1+σLB,i)−1, e.g., [4]. Hence, the
upper bound in (A.3) is proven. Since σLB,i≥ 0, this shows the nonexpansive property
of D-resolvent operator and this fact was first proven in [34]. By taking the norm of
(A.4), we obtain
‖wt+1−wt ‖2 + ‖∇D−1∂Gi(wt+1)−∇D−1∂Gi(wt) ‖2≥‖ zt−zt−1 ‖2 .(A.5)
Since ∇D−1∂Gi is assumed to be Lipschitz continuous as in (A.2), the lower bound
in (A.3) is obtained.
Theorem A.2. Nonexpansive property of D-Cayley operator
Let ∇D−1∂Gi be Lipschitz continuous on dom(Gi), i.e., {σUB,i, σLB,i} that satisfy
0≤σLB,i≤σUB,i<+∞ in (A.2) exist. Then, the contractive ratio for the input/output
pairs on the D-Cayley operator Ci satisfies
‖Ci(zt)− Ci(zt−1) ‖2≤ ηi ‖ zt − zt−1 ‖2,(A.6)
where ηi (0 ≤ ηi ≤ 1) is defined by
ηi =
√
1− 4σLB,i
(1 + σUB,i)2
.(A.7)
When ∇D−1∂Gi is strongly monotone, i.e., σLB,i > 0, Ci is a contractive operator.
Otherwise, Ci is a nonexpansive operator.
Proof. When we have wt=Ri(z
t−1) and wt+1=Ri(zt) of Theorem A.1 holds, we
obtain the following relationship by multiplying (wt+1−wt)T with (A.4) as
‖wt+1−wt‖22+
〈
wt+1−wt,∇D−1∂Gi(wt+1)−∇D−1∂Gi(wt)
〉
=
〈
wt+1−wt, zt−zt−1〉.
From the lower bound in (A.2), we obtain
(1 + σLB,i) ‖wt+1−wt‖22 ≤
〈
wt+1−wt, zt−zt−1〉 .(A.8)
By taking the squared norm for the D-Cayley input/output pairs xt = Ci(z
t−1),
xt+1=Ci(z
t), we obtain
‖xt+1 − xt ‖22 =‖ 2(wt+1 −wt)− (zt − zt−1) ‖22
= 4 ‖wt+1−wt‖22−4
〈
wt+1−wt, zt−zt−1〉+‖zt−zt−1‖22(A.9a)
≤‖ zt − zt−1 ‖22,(A.9b)
where (A.8) is used for reforming (A.9a) into (A.9b), and this proves the nonexpansive
property of Ci. Combining (A.8) and (A.9a) results in
‖xt+1 − xt‖22≤‖zt − zt−1‖22 −4σLB,i ‖wt+1 −wt‖22 .
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With the lower bound of (A.3), we obtain
‖xt+1 − xt‖22 ≤
(
1− 4σLB,i
(1 + σUB,i)2
)
‖zt − zt−1‖22 .
Therefore, we obtain (A.6).
Next, we find the optimal values for {σUB,i, σLB,i} when D-Cayley operator is
used. Let us optimize σLB,i given σUB,i ≥ 0. It is clear that this is the case for
σLB,i = min(σUB,i,
1
4 (1 + σUB,i)
2). This means that σLB,i = σUB,i =
1
4 (1 + σUB,i)
2
only if σUB,i = 1 and the contraction factor ηi is then equal to 0. For 0≤ σUB,i < 1
or σUB,i > 1, the optimal contraction factor results when σLB,i = σUB,i. Thus, the
contraction factor ηi satisfies
0 ≤
√
1− 4σUB,i
(1 + σUB,i)2
≤ ηi ≤ 1.(A.10)
We conclude that optimal contraction for D-Cayley operator is obtained when
σLB,i = 1, σUB,i = 1.(A.11)
Then the contractive ratio is obtained as ηi = 0. Moreover, for a given σUB,i it is
optimal to minimize the dynamic range to σUB,i/σLB,i = 1.
Theorem A.3. Lipschitz continuity of D-forward step
Let ∇D−1∂Gi be Lipschitz continuous on dom(Gi), i.e., {σUB,i, σLB,i} that satisfy
0≤ σLB,i≤ σUB,i<+∞ in (A.2) exist. Then, the input/output pairs on the D-forward
step Fi satisfy:
‖Fi(zt)−Fi(zt−1) ‖2≤ νi ‖ zt−zt−1 ‖2,(A.12)
where νi ≥ 0 is given by
νi =
√
1− 2σLB,i + σ2UB,i.(A.13)
Proof. Consider zt∈dom(Gi) and zt+1 ∈ dom(Gi) and the D-forward step Fi=
(I−∇D−1∂Gi). Let wt = Fi(zt−1), wt+1 = Fi(zt). The L2 norm of the difference
wt+1 −wt is then bounded by
‖wt+1 −wt ‖22 =‖ (I−∇D−1∂Gi)(zt)− (I−∇D−1∂Gi)(zt−1) ‖22
=‖zt − zt−1 − (∇D−1∂Gi(zt)−∇D−1∂Gi(zt−1))‖22
=‖zt − zt−1 ‖22 −2
〈∇D−1∂Gi(zt)−∇D−1∂Gi(zt−1), zt − zt−1〉
+ ‖ ∇D−1∂Gi(zt)−∇D−1∂Gi(zt−1)‖22
≤ (1− 2σLB,i + σ2UB,i) ‖zt − zt−1 ‖22 .(A.14)
We now study the value range of {σUB,i,σLB,i} that makes the D-forward step a
function (one-to-one mapping). For the input/output pairs for the D-forward step, we
can write
‖wt+1 −wt ‖2 =‖ (I−∇D−1∂Gi)(zt)− (I−∇D−1∂Gi)(zt−1) ‖2
=‖zt − zt−1 − (∇D−1∂Gi(zt)−∇D−1∂Gi(zt−1))‖2 .(A.15)
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Figure 2. Requirement to make D-forward step nonexpansive operator.
When ∇D−1∂Gi is assumed to be nonexpansive operator, i.e., it satisfies 0 ≤ σUB,i ≤ 1
in (A.2), (A.15) is reformulated by
‖wt+1 −wt ‖2 ≥‖zt − zt−1‖2 − ‖∇D−1∂Gi(zt)−∇D−1∂Gi(zt−1)‖2
≥ (1− σUB,i) ‖zt − zt−1‖2 .(A.16)
While satisfying 0≤(1− σUB,i)≤1, i.e., 0 ≤ σUB,i ≤ 1, D-forward step is a function.
Next, the condition to make the D-forward step a nonexpansive function is
investigated. The nonexpansive condition (0≤ νi≤ 1) is equivalent to 12σ2UB,i≤ σLB,i≤
1
2 (σ
2
UB,i + 1). Integrated with the condition 0 ≤ σLB,i ≤ σUB,i ≤ 1, the requirement
to make the D-forward step a nonexpansive function is summarized in Fig. 2. The
contraction factor of the D-forward step νi = 0 corresponds to the unique solution
σLB,i = 1, σUB,i = 1.(A.17)
This conclusion for the {σUB,i,σLB,i}-optimization for D-forward step is in the non-
expansive function condition as shown in in Fig. 2 and it is equivalent to that for
D-Cayley operator as in (A.11).
Appendix B. Convergence Rates on B-MOS Algorithms.
In Appendix B, the convergence rates of B-MOS algorithms are investigated.
Since these algorithms are based on the D-resolvent operator, D-Cayley operator
and D-forward step, B-MOS convergence rates depend strongly on their Lipschitz
continuity property explained in Appendix A. As discussed in Appendix A, ∇D−1∂Gi
is assumed to be Lipschitz continuous, i.e., a pair {σUB,i, σLB,i} exists for (A.2) , such
that 0≤σLB,i≤σUB,i<+∞.
We first derive the convergence rate of Bregman Peaceman-Rachford splitting
(2.18). From Theorem A.2, we found that the contractive ratio of the D-Cayley
operator Ci is provided by ηi as in (A.7). For subsequent input/output pairs of
Bregman Peaceman-Rachford splitting, zt+1 =C2C1(z
t), zt =C2C1(z
t−1), it follows
from Theorem (A.2) that the contractive ratio can be bounded by
‖ zt+1−zt ‖2≤ η1η2 ‖ zt−zt−1 ‖2 .(B.1)
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The difference between variable zt and its fixed point z∗ is represented by
‖ zt−z∗ ‖2 =‖ zt − zt+1 + zt+1 − zt+2 + · · · − z∗ ‖2
≤
∞∑
l=t
‖ zl − zl+1 ‖2
≤
 ∞∑
j=1
(η1η2)
j
 ‖ zt+2 − zt+1 ‖2
=
η1η2
1− η1η2 ‖ z
t+2 − zt+1 ‖2 .(B.2)
Note that (B.2) is an upper bound of convergence rate.
Similarly, we obtain
‖ zt+1−z∗ ‖2 ≤ 1
1− η1η2 ‖ z
t+2 − zt+1 ‖2 .(B.3)
From (B.2) and (B.3), the following inequality is satisfied as
‖ zt+1−z∗ ‖2≤ η1η2 ‖ zt−z∗ ‖2 .(B.4)
Thus, the convergence rate on Bregman Peaceman-Rachford splitting satisfies
‖ zt−z∗ ‖2≤ (η1η2)t ‖ z0−z∗ ‖2 .(B.5)
Next, we discuss the convergence rate of Bregman Douglas-Rachford splitting
(2.28). By using the triangle inequality, the contractive ratio of it is bounded by
‖ zt+1−z∗ ‖2 =‖αC2C1(zt) + (1−α)zt−z∗ ‖2
≤ α‖C2C1(zt)− z∗‖2 +(1− α)‖zt − z∗‖2
≤ αη1η2 ‖zt − z∗‖2 +(1− α)‖zt − z∗‖2
= (1−α+αη1η2) ‖zt − z∗‖2 .(B.6)
Thus, the convergence rate of Bregman Douglas-Rachford splitting is bound by
‖zt−z∗‖2≤ (1−α+αη1η2)t‖z0−z∗‖2 .(B.7)
Bregman forward-backward splitting (2.30) is composed of a D-forward step for
G1 and a D-resolvent operator for G2. The contractive ratio of these operators is in-
vestigated in Theorems A.1 and A.3. For input output pair wt = F1R2(w
t−1),wt+1 =
F1R2(w
t) the contraction is bound by
‖wt+1−wt ‖2 ≤ λ ‖wt−wt−1‖2,(B.8)
where λ ≥ 0 is given by
λ =
√
1− 2σLB,1 + σ2UB,1
(1 + σLB,2)2
.(B.9)
When the nonexpansive function condition for {σUB,1,σLB,1}, as shown in Fig. 2, is
satisfied, then application of Bregman forward-backward splitting generates a Cauchy-
sequence as it satisfies 0 ≤ λ ≤ 1. The convergence rate on Bregman forward-backward
splitting is bound by
‖wt −w∗‖2≤ λt ‖w0 −w∗‖2 .(B.10)
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From the convergence rate predictions for Bregman Peaceman-Rachford splitting,
Bregman Douglas Rachford splitting and Bregman forward-backward splitting, given by
(B.5), (B.7) and (B.10), it is seen that fast convergence is achieved when {σUB,i, σLB,i}
approach 1 as in (A.11) and (A.17) because this implies ηi = 0, λ = 0.
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