Abstract. Genetic algorithms are typical swarm intelligence techniques based on the mechanics of natural selection and natural genetics , which combines artificial survival of the fittest concept with genetic operations abstracted from nature. Since the genetic algorithm has good global search capability, as well as the parallel nature of other advantages, it has been widely used in combinatorial optimization, machine learning, signal processing field, adaptive control and artificial life and so on. It is one of the key technologies related to modern intelligent calculation. Fitness proportionate selection, as a common selection method for GA, is usually implemented with method of roulette wheel selection.
Introduction
Adaptation in Nature and Artificial System was published by Professor Holland in 1970s, systematically elaborating basic theories and methods of genetic algorithm, presenting principle theorem-schema theorem of GA, and laying the theoretical basis for GA development [1] . During 1980s, GA was widely applies in different fields. Operators of standard GA generally covered three basic forms, selection, cross and variation, which constituted the core with powerful searching ability of GA [2] . Selection is the major carrier for the simulations of life reproduction and survival of the fittest in the natural world. Selection refers to the process of selecting individuals with high fitness value in current group to generate a mating pool. Recently, there are forms, including fitness proportionate selection, Boltzmann selection, ranking selection, tournament selection and elitist selection [3] . Fitness proportionate selection, as a basic selection model, is always a common selection model of GA and is usually implemented in the model of roulette wheel selection. Travelling Salesman Problem (TSP) is a classical combinational optimization problem as well as a NP-hard problem [4] . The history was long and related studies had achieved great progressions, yet the problem is not thoroughly solved. With the increasing scale of cities, optional route amount increases in exponential orders. As the exact optimal solution is generally difficult to be found, it is important to find an effective approximate solution algorithm. Because GA is not restrained by restrictive hypothesis concerning searching space without requirements on continuity, derivability and single-peak and there are features including global optimization, implicit parallelism and robustness [5] , the method shows favorable performances and results when solving complicated problems, such as combinational optimization, pattern recognition and computer network optimization, which are difficult to be solved with traditional methods. GA has been applied by people to solve large-scale TSPs [6] , and some satisfactory results have been achieved.
In this paper, we still take the typical TSPs problem as the research object, through the analysis of the running time and the number of satisfactory solutions of Genetic Algorithm and the optimization algorithm, we give the performance evaluation of the improved algorithm. The above formula determines probability distributions of individuals from the offspring population, among which expected individual survival amount in the population of the parent generation is . ,...,
The global idea of this selection mode is to make individuals with high fitness breed more and make individuals with low fitness breed less and even no breed. Generally, the scale of individual from the parent generation equals to that from the offspring generation. Calculated expected amount ) ( i a p is generally not an integer. If rounding-off is adopted, the population scale is usually changed after summation of individuals from the offspring population. The roulette wheel method is then for this issue.
Roulette Wheel Selection
The cumulative probability is calculated with selection probabilities of all individuals. The cumulative probability of the no. k individual can be calculated by formule (2). 
Optimization Selection Method
Expected survival amount of individuals () j pa is directed down rounded to achieve () j xa . The summation of () j xa is calculated by formula (3). 
Comparison between the Algorithms before and after Optimization
(1) For the Roulette Wheel Method, selection is made completely depending on random numbers, which increases uncertainty of selection. It could be said that the optimization method in this paper is the most ideal performance for the Roulette Wheel Method; (2) For a population scale of n=50, the average selection probability is only 0.02. When the scale of a population increases further, the selection probability of even an optimal individual is very low. For the Roulette Wheel Method, the randomness might cause losses of excellent individuals. The optimization method in this paper reserves excellent individuals and prevents losses of good solutions. 
Implementation and experimental results
The mechanism adopted in this paper for solving TSP with GA was self-adapting cross and self-adapting mutation operator [7] [8] , and the strategy of retaining optimal values after crosses and mutations of every generation was adopted [9] . With the improved mechanism, impacts of different selection modes on GA could be better reflected. The algorithm of GA iterative process is illustrated in figure 1 .
The GA, Optimization GA are implemented using C++. For GA, Roulette wheel method isused to conduct the selection of individuals and the Optimization GA is combined with the improved method to conduct the selection of individuals. We selected the following three benchmark TSPs for our experiment: bayg29, att48, ch130 and a280. The parameters used for individual problems are given in Table 1 , and the maximum number of iteration is set to 500 for all cases. For GA and Optimization GA, the size of population is as same as the number of cities whereas the number of genes for each individual. Each case is repeated for 50 times for data analysis and all simulations are conducted on the same PC to make our comparison on the same ground later. Table 1 shows the statistics of our experimental results in terms of accuracy of the best solutions. The known optimal solutions are taken from the TSP Library (TSPLIB[20] ). After 500 iterations for all cases, surprisingly, the efficiency of the Optimization GA algorithm to find the optimal solution is significantly improved. Table 2 shows the statistics of our experimental results in operation time and operation iteration number. It could be viewed that both operation times and iteration numbers in the Optimination GA were superior to the GA after 500 iterations for all cases.
Conclusion
Fitness proportionate selection, as a common selection method for GA, is usually implemented with method of roulette wheel selection. The roulette wheel selection mode was improved in this paper to make the selection mode better accord with the rule of "survival of the fittest". Results of experiment, which was conducted by solving TSP, verified the validity of this method, which improved result precision and facilitated convergence of the algorithm. The selection method in this paper was a supplementary method to fitness proportionate selection. As GA is an optimization algorithm with randomness, selection between these two methods should be conducted according to practical optimized problems.
