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Let F be a field with a Dedekind set of spots S, let C)F be the integers of F 
determined by S. Let V be a regular quadratic space over F with associated 
bilinear form B(x, y). 
We find necessary and sufficient conditions on the volume of a lattice L so 
that (1) if x, y  E L, B(x, y) E DF and (2) L is maximal with respect to (1). 
This result is applied to the case where V is an algebraic number field over 
the rationals and the bilinear form is given by Tr(xy). 
1. INTRODUCTION 
Let F be a field of characteristic x(F) # 2 which admits a Dedekind set 
of spots S [6, p. 421, with the property that for each p E S the residue class 
field F(p) is finite. In this paper V will denote a regular quadratic space of 
dimension n over F, and B (x, y) shall denote the associated bilinear form. 
If x1 ) x2 )...) x, is a basis for V over F, we call the matrix (B(xi , xj)) a 
discriminant matrix. A lattice L on V shall be a free lattice with a basis of n 
elements, i.e., 
for some basis x1 ,..., x, of V, and L3F is the ring of integers of F deter- 
mined by S. For any 12 x n F-matrix M we shall write V s M, and say 
that V corresponds to M, if there is a basis for V relative to which M is a 
discriminant matrix. Similarly, if L is a lattice on V, we write L z N if N 
is a discriminant matrix relative to a basis for L. If M1 is any other F- 
matrix, then iU1 corresponds to V if and only if Ml = UMV, where U is 
an F-matrix. Similarly, if N1 is any F-matrix, then N1 corresponds to L if 
and only if there is an OF-integral unimodular matrix U such that 
N1 = UNV. Hence each lattice determines an equivalence class of 
discriminant matrices. 
The purpose of this paper is to study lattices which correspond to an 
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DF-integral class of discriminant matrices. In particular, we shall in- 
vestigate lattices which are maximal with respect to this property. Such a 
lattice will be called an AF-lattice. We obtain necessary and sufficient 
conditions for a lattice to be an AF-lattice (Theorem 2.4). We also study 
the genera of AF-lattices in the case where F = Q, the rational field. We 
show that there are at the most two genera, and obtain conditions under 
which the AF-lattices belong to a single genus. 
In Section 4 we specialize the results of the previous sections to the case 
in which V is an algebraic number field over Q and the associated bilinear 
form is defined as traceK,o(xu). We characterize the normal number 
fields for which the integers form an AF-lattice. It is shown that in this case 
the number field is either quadratic or biquadratic. We also study the 
genera of AF-lattices for quadratic and cyclotomic fields. Using a result 
of Taussky [7], we show that in any number field which is not totally 
real there are at most two classes of AF-lattices. For quadratic and cyclo- 
tomic fields we determine the conditions under which there is one class of 
AF-lattices. 
2. AF-LATTICES 
The notation and terminology throughout this section will generally 
follow [6]. We begin by recalling some of these ideas. Let L be a lattice 
on V with a free basis x, , xz ,..., x, . The ideals 
eL = c D&x, ) Xj), 
iA 
ttL = c D&Xi ) XJ + 2(5L), 
i 
and 
OL = DF * det(B(xixj)) 
are called the scale norm and volume of L and are independent of the 
basis. They satisfy the following relations 
2(5L) _C nL C 5L, and OL C (sL)~. 
If equality holds in the last relation, then L is said to be modular. 
For each, p E S, let Fp be the completion of F with respect to p, and let 
DP denote the ring of p-adic integers in Fp . We shall use p to represent 
both a spot in S and the prime ideal of Fp . Let nTp be a generator of the 
ideal p such that rP E & _ Finally, we shall use a -+ 8 to denote the 
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canonical mapping of 0, into the residue class field F(n). For each 
p E S, VP will be the p-ification of V [6, p. 1861, and L, the localization 
of L to VP . We have 
q.l = 64, 2 ttL, = (nL), and DL, = (DL)~ , 
where aP is the localization of the ideal a to VP . 
If we choose a basis for V relative to which the corresponding dis- 
criminant matrix is diag(a, , a2 ,..., a,), then the p-adic Hasse-invariant 
S,V is defined by 
where (a, &, is the Hilbert symbol. 
Let Y(V) be the collection of all lattices on V which correspond to an 
integral class of discriminant matrices. Then Y(V) can be partially ordered 
by inclusion, and we shall call a maximal element an AF-lattice. A lattice 
L s M has been called fundamental [4] if it is maximal with respect to 
the property that the quadratic form corresponding to M has integral 
coefficients. Hence if S contains no dyadic spots, the AF-lattices and the 
fundamental lattices coincide. 
Suppose that L and J belong to 9(V) and L C J; then DL C uJ C DF. 
Since there are finitely many ideals between I-IL and DDF , it is clear that 
every lattice in Y(V) is contained in an AF-lattice. Also, it is clear that a 
lattice L in 3(V) is an AF-lattice if OL has no non-unit square factors, for 
if L C J, then 
DL = (5)” * DJ, 
where <eDF, and if L # J, 5 cannot be a unit. 
It is easy to show that a lattice L in Y(V) is an AF-lattice if and only if 
there is no element z of V with the following properties: 
(1) z + L, and 
(2) B(z, z) and B(z, L) are contained in Di3F .
Let L be a lattice with basis x1 , xZ ,..., x, , and for each u E L, let 
11 = UlXl + a.. + l&x, ) 
and let u denote the integral vector 
u = (Ul ) uz )...) I&). 
We shall need the following lemma: 
64'1313-7 
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LEMMA 2.1, Let p be a jixed spot in S. Then a lattice L on VP is an 
AF-lattice if and only ifthere is no integral vector u which satisfies 
u=o (mod np), 
uM=O (mod Q, 
uiuut E 0 (mod rp2), 
where M is any matrix which corresponds to L. 
Proof. If we write 
W) 
where ui E D, , then z satisfies (1) and (2) above if and only if u satisfies 
(2.2). 
Now it is clear that L E Y(V) if and only if L, E 9( VP) for every p E S, 
but we can prove more. 
LEMMA 2.3. The lattice L on V is an AF-lattice if and only if L, is an 
AF-lattice for every spot p E S. 
Proof. First assume that L, is an AF-lattice for every p ES. Now, if 
L is not an AF-lattice, then there is an element z which satisfies (1) and (2). 
We write 
z = (%X1 + -0. + w,)/d, 
where d and the ui belong to DF. Since z $ L, we may assume that 
(u,/d) $ Dp . Hence there is a p ES such that (u,/d) $0, . Then assume 
that u, is a unit, and write d = ‘rr&‘. Let z’ = d’z. Now z’ satisfies (1) and 
(2) in VP . This is a contradiction; hence L is an AF-lattice. 
Assume that L is an AF-lattice and suppose that for some p E S, L, is 
not an AF-lattice. Then by 2.1 there is an D,-integral vector u which 
satisfies 2.2. Clearly, we may assume that u is D,-integral. Since np E 0,) 
the element 
z = (up% + *** + wn)/~p 
satisfies (1) and (2) for V. This is a contradiction, and so the proof is 
complete. 
The main result of this section is analogous to a theorem of Pall [43 
concerning fundamental lattices. Our proof follows a suggestion of Estes. 
THEOREM 2.4. Let L E Y(V). Then L is an AF-lattice if and only if the 
following are satisfied: 
AF-LATTICES 351 
(i) If p is non-dyadic, then p3 does not divide aL; if p2 divides oL, 
then S,V = -1. 
(ii) If p is dyadic and pt is the highest power of p dividing oL, then 
O<t<1. 
Proof. In view of Lemma 2.3 and the relation (oL), = oL, , it is 
sufficient to prove the theorem under the assumption that Y is a vector 
space over Fp . 
Case (1). Suppose p is nondyadic. 
Let L E Y(V); since p is nondyadic, the class of discriminant matrices 
determined by L contains a diagonal matrix 44. If 1~~~ divides uL, then M 
may be taken to be one of the following types: 
diag(a, ,..., z-p3a,J, 
diag(a, ,..., npan-l , Tp2an), 
or 
diag(a, ,..., rpan-2, npan-l , ~p4, 
where, in the last case, a, , a,-, , and ane2 are units. In the first two cases 
it is clear that the vector 
u = (0, 0 )..., 0, 1) 
will satisfy (2.2). In the third case, we can find a solution of (2.2) if there 
is a nontrivial solution of 
i&4x2 + Li,-1y2 + a,z2 = 0 
over the residue class field F(p). The number of variables is greater than 
the degree, and so [3] nontrivial zeros do exist. Hence if rTp3 divides oL, L 
cannot be an AF-lattice. 
Now suppose rP2 divides DL. If L is an AF-lattice, then M must be of 
the following type: 
diag(a, ,..., npkl , npan), 
where a, and a,-, are units. As above, finding a solution of 2.2 is equiva- 
lent to solving 
i&-1x2 + a, y2 = 0 
nontrivially over F(p). Such a solution exists if and only if -a,-,a, is a 
square; i.e., (5~~ , - anmla& = 1. 
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Now, a computation shows that 
Hence L is an AF-lattice if and only if S, V = - 1. 
Now if VP2 does not divide vL, then L is an AF-lattice since vL is square- 
free. 
Case (2). Suppose that p is dyadic. In this part of the proof we shall 
consider sublattices of L. If L’ is a lattice of dimension r < n on V, and 
L’ = D,x, + .** + qx, ) 
then we regard L’ as a lattice on the r-dimensional subspace 
F,,L‘ = Fpxpxl + ..a + Fpxr. 
Now if L is any lattice on V, , we have an orthogonal splitting [6, p. 258 ] 
L = J )- L'l' 1 . . . J- L,(S) 3 
where J has an orthogonal base and each Lti) is a 2-dimensional modular 
lattice. If L is an AF-lattice, then in view of 2.1, each Lfi) must be an AF- 
lattice on FpLci). It follows that vLci) = D, for each i. For, let 
a b 
L’i’ = b c ’ [ I
Now if TP divides each of a, b and c, we can set a = rrpal , b = rrpbl , and 
c = rrpc, , and then solving 2.2 reduces to find a nontrivial solution of 
over F(p). Since p is dyadic, every element of F(p) is a square, and so the 
above equation has a nontrivial solution. 
Therefore, at least one of a, b and c is a unit; hence sLti) = Dp . Since 
Lci) is modular, vL@) = D 
Assume that rpt divides ii. From the preceding discussions and 
vL = vJ - n vLti), 
2 
it is evident that rrpt must divide vJ. Now if t > 2, then J corresponds to 
one of the following 
diag(a, ,..., rr,%,J 
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or 
diag(u, ,..., ~p%-l+&z). 
In the first case take u = (O,..., 1) in Lemma 2.1. In the second, 2.2 has a 
solution if and only if 
ci,-1x2 + any2 = 0 
has a nontrivial solution in F(p). Since p is dyadic, it does. Therefore, (ii) 
is necessary. 
The sufficiency of (ii) follows, since any lattice in 4(V) with square-free 
volume is an AF-lattice. 
3. THE GENERA OF AF-LATTICES 
In this section we shall restrict our attention to regular quadratic spaces 
V over the field Q of rational numbers; and S shall be the spots induced 
by all of the finite rational primes. 
Let L be a lattice on V, we define the class of L (written cls L) to be the 
set of all lattices on V which are isometric to L. Recall that two lattices L 
and J on V belong to the same genus if and only if cls L, = cls J, for 
every prime p. If L and J belong to the same genus we write gen L = 
gen J. 
In this section we derive some consequences of Theorem 2.4. 
LEMMA 3.1. Let L and J be AF-lattices on V. Then gen L = gen J ij 
and only if nL = nJ. 
Proof. We must show that for all primes p, cls L, = cls J, if and only 
if nL, = nJ, : 
(1) Assume that p # 2. We first show that a lattice L on V, is an 
AF-lattice if and only if it is DO,-maximal. 
Suppose that L is an AF-lattice, then nL C_ D3, . Let K 1 L and 
nKCDO,. Since p # 2, nK = sK and so K E Y(V,); hence K = L. 
Therefore, L is D),-maximal. Conversely, if L is D,-maximal, then 
eL c Do,, and so L is an AF-lattice. Hence if L and J are AF-lattices 
on V,, then [6, 91 : 21 cls L = cls J. 
(2) Now suppose that p = 2, and let L, J be AF-lattices on V, . 
From the relation (oL) C (sL)“, and Theorem 2.4, we see that SL = D2 . 
Since 2sL C nL C sL, nL = D2 or 2D2. If nL = nJ = D2, then (1) 
applies. Therefore, we may assume that nL = nJ = 2D2. Then 
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2%(nL) + 2” = OL is square-free, and hence [6,82 : 191 L is 2Q-maximal. 
Similarly Jis 2D,-maximal. Therefore, cls L = cls J. 
The following is a corollary of 2.4 and the preceding lemma. 
THEOREM 3.2. If L and Jare AF-lattices on V, then vL = vJ. 
Proof: We let 
VL, = (23 and vJz = (29, 
where 0 < t, u < 1. Now vL, and vJ, differ by a square ideal, and so 
u = 2y + t, 
where y is a rational integer. Hence y = 0, and so vL, = vJ2 . In view of 
3.1, vL, = vJ, for all primes p; hence vL = vJ. 
We define the invariant vV by the equation 
vV= detM, 
where M is a discriminant matrix corresponding to an AF-lattice. 
Theorem 3.2 shows that this definition is independent of iU. 
Another consequence of 3.1 is that there are at most two genera which 
contain AF-lattices. The following example shows that in general two 
AF-lattices do not belong to the same genus. 
Let V be a hyperbolic plane. Then [6] there is a lattice L on V such 
that 
However, there is also a lattice 
on V. Both L and J are AF-lattices, but they do not belong to the same 
genus since nL # rtJ. 
In Theorem 3.3 we shall show that the number of genera of AF-lattices 
is completely determined by the invariants vV, S,V, and n. We first define 
the matrix A(ar, m as follows: 
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THEOREM 3.3. Let V be a regular n-dimensional quadratic space over Q. 
Then there are exactly two genera of AF-lattices on V if and only if n = 2 
and D V = - 1 (mod 8); or n > 2 and one of the following is satis$ed: 
(i) n = 1 (mod 4), OV even and 
s,v = (UV, -1)2(-l)‘n2-V 
(ii) n E - 1 (mod 4), OV even and S,V = (- l)(na-1)/8. 
(iii) n even and 
where 
D V E 35S,V( - l)n(n-2)/8 (mod 8), 
6 = pv _ (-l)n(n+2)/8* 
Proof. We first remark that a consequence of Case (2) of our proof 
of 2.4, Theorem 33a of [5], and 93.15 of [6] is that any AF-lattice on V, 
corresponds to a diagonal matrix with rational integral entries, or to one 
of the following: 
where 01 = 0 or 2, and 5 is a rational integer not divisible by four. This is 
the canonical form for AF-lattices. 
Also, note that it is sufficient to prove that there are two classes of 
AF-lattices on V, if and only if the hypotheses of the theorem are satisfied. 
For if there are two classes of AF-lattices on V, , and if L is any AF- 
lattice on V, then we can find an AF-lattice J2 on V, such that 
cls J, # cls L2 . Now [6,81: 141 there is an AF-lattice Jon V such that 
J = J2 ifp = 2, 
9 I L, ifp # 2. 
But gen L # gen J. Conversely, if L and J are AF-lattices belonging to 
different genera, then cls L, # cls J2 . 
Case (1). Suppose n = 2. 
If V, G A(2,2), then every AF-lattice on V, has norm 20, . For every 
AF-lattice on V, corresponds to a matrix 
B = UA(2,2) Ut, 
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where U is a Q,-matrix. Since the form 
2x2 + 2xy + 2y2 
cannot represent a unit over Q2 , the diagonal elements of B are nonunits. 
Hence there are two classes of AF-lattices if and only if V, is a hyperbolic 
plane; i.e., nV = -1 (mod 8). 
We, therefore, assume n > 2. Then it is easy to show that there is always 
an AF-lattice on V, with norm D2 . For if n > 3, and 
Ah, 4 
then the lattice 
1 1 
1 0 
-4% 0) 
r5 
1 1 
1 0 
or 
. 
4 
40,O) 
4, 
or 
1 > 4 
respectively, is an AF-lattice on I’, . If n = 3, the same argument used 
above will work unless 
Lg 
[ 
5 
A(2,2) ’ I 
but if 5 is odd, then nL = 0, . Suppose 2 divides 5, then a computation 
shows that there is an AF-lattice on V, corresponding to one of the follow- 
ing: 
&z(5/2,2,3) if 472 = 3,5(mod S), 
diag(35,L 1) if 472 E l(mod 8), 
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or 
diag(35/2,2, 1) if 5/2 = 7(mod 8). 
We now consider the next case. 
Case (2). Assume that n is even. In view of the preceding discussion, 
there are two classes of AF-lattices on V, if and only if V, corresponds to 
one of the following matrices 
Let S,(n) denote the Hasse-invariant of the first matrix: then, by com- 
putation we see that 
s,(n) = (- l)n(n+z)P 
and the second matrix has Hasse-invariant -S,(n). Hence by the Hasse- 
Minkowski theorem there are two classes of AF-lattices on V, if and only 
if one of the following conditions are satisfied: 
(a) aV = (--I)“/” (mod S), and S,V = (-l)n(n+2)/8, or 
(b) DP’ = 3(-1)(“-2/2 (mod 8), and S,V = -(- l)n(n+2)j8. 
And this is equivalent to (iii). 
Case (3). Finally, we take n odd. Now, if OK is odd, every AF-lattice 
on V2 must correspond to a diagonal matrix [6,93 : 151. Hence if there 
are two genera of AF-lattices, VK must be even. As in Case (2), there are 
two genera of AF-lattices if and only if V, corresponds to one of the 
following matrices: 
(- l)M)/2 . vf7 
40, 0) 
A= or 
(-l)(n+l)P . vp73 
A@,0 > 
B= 
358 MAURER 
A computation shows that the Hasse-invariants of A and B are 
and 
S,(n - l)((n V/2)( - 1)(+1)/2, (- l)(n+l)/z )2 
S,(n - l)((o V/6)( - l)(n+1)/2, 3( - 1)(+1)/2)2 ) 
respectively. 
Now, if IZ = l(mod 4), then A and B have the same Hasse-invariant 
(0 v, - 1)2( - l)(+l’/*. 
Therefore, by the Hasse-Minkowski theorem, there are two genera of 
AF-lattices if and only if(i) is satisfied. 
Suppose, now, that n = - l(mod 4). Then it is easy to see that the 
Hasse-invariants of A and B are both S,(n - 1). Therefore there are two 
genera of AF-lattices if and only if (ii) holds. 
Remark 3.4. One can easily obtain a stronger result. We have shown 
in Lemma 3.1 that if L is an AF-lattice, then L, is either DO,-maximal or 
2D0,-maximal for every prime p. Hence by 102 : 9 of [6], we actually 
have spnf L = gen L, where spn+ L is the proper spinor genus of L. 
Moreover, if the associated bilinear form is indefinite, then [6, 104 : 51 we 
have cls+L = gen L. 
4. ALGEBRAIC NUMBER FIELDS 
In this section we apply our general results to the case where K is an 
algebraic number field of degree n over Q. We use dK to denote the 
discriminant of K, and if T is a subfield of K such that K I T I Q then 
N&X) will denote the norm of x over T. Now K can be regarded as a 
regular quadratic space over Q with trace KIo(~~) as the associated bi- 
linear form. 
The real character of discriminant matrices of an algebraic number field 
has been studied by Taussky [7]. Bender [l] has investigated their p-adic 
character. We study integral discriminant matrices. In particular, we 
characterize normal fields K for which the integers & of K form an AF- 
lattice. This does not happen often. 
THEOREM 4.1. Let K = Q( l/is> (where D is square-free) then the 
following are AF-lattices: 
(i) DK if D = l(mod 4) 
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(ii) & + (.\/@Z) OK if D E Z(mod 4), and 
(iii) BK + ((1 + 6)/2) Di3K if D EZ 3(mod 4). 
Proof. Apply 2.4. 
Before procedeeding to the next theorem, we recall some facts con- 
cerning a normal extension K. If p is a rational prime, and its factorization 
in K is given by 
poK = s@;w . . . p;‘W, 
then e((pJ = a.* = e((P& and also the corresponding inertial indices 
f(PJ all have the same value. We let e and f be the common values of 
the e(Pi) andf(‘!&), respectively. Then n = geJ 
In any number field we have 
dK = NLlF(dKi,)(dL)2 (dKIL denotes the discriminant of K over L). (4.2) 
THEOREM 4.3. If K is normal, and DDK is an AF-lattice, then K is qua- 
dratic or noncyclic of degree four. 
Proof. We may assume n > 2. Let I@ ‘(np) be the prime factorization 
of the different of K over Q. Since DK is an AF-lattice, 0 < 6(p) < 1 for 
all prime ideals ‘$3 of K. If p is a prime divisor of dK, then S(Cp) = 1, and 
so e(v) = 2, for all ‘@ ) p. Also, p must be odd, and n is even. Now, the 
highest power of p which divides dK is pgf, and so gf < 2, Hence there 
are two possible factorizations of pDK : 
P& = Y2; f(W = 1 or 2, 
PG = ‘p12’p22; fe&) = f(‘P2) = 1. 
Since n is even, n = 4. 
Now if L is a subfield of K, then from (4.2) and the fact that 0, is an 
AF-lattice, it follows that DL is also an AF-lattice. Suppose that there is 
only one quadratic subfield L. We have shown that e(‘@) = 2 for any 
‘$3 which divides p, where p I dK, Hence [8, p. 2921 L must be the inertial 
field of p. But we can choose p so that p I dL also (by 4.2). But this is a 
contradiction. 
We have shown that if DK is an AF-lattice and K is normal and not 
quadratic, then K must be the union of two quadratic subfields 
Li = Q(‘E<). Moreover, since 0 Li are AF-lattices, Di I l(mod 4) for 
i = 1,2. 
Let D, and D, both be congruent to one (mod 4) and suppose 
(Dl , D,) = 1. Then 1, (1 + fir)/2 and 1, (1 + fi2)/2 are integral 
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bases for L, = Q(I@) and L, = Q(d&J, respectively. We now show 
that 
1, (1 + do,)/2 
is also an integral basis for K over L, . For let 
The discriminant matrix of N over L, is 
2 1 [ 1 1+4 2 l 2 
it is integral, and its determinant D, is square-free in F. Moreover, the 
ideal DIDLz has no square ideal factors since we can write 
D = (PI) --* (~4 in Q where the pi are distinct. 
Hence 
But no pi can divide dL, , and so each p, isunramified in L, . 
Now, obviously, N C DK . Since the discriminant of N over L2 factors 
into distinct prime factors, it follows [2, p. 1 l] that N = D, . Hence 
1, 1+4/o, 1+v% 1+G. 1+z/o, 2 ’ 2 ’ ( 2 2 ) 
is an integral basis for K. This will be used in the proof of the next theorem. 
THEOREM 4.4. If D, and D, are relatively prime, square-free integers, 
then in K = Q(v$ , v%& lJOK is an AF-lattice if and only if the 
following conditions are satisjied 
(i) Dl , D, = l(mod 4), 
(ii) Ifp and q are primes such that p divides D, and q divides 
D 1, then (+) = (+) = - 1. 
ProoJ We have already shown that (i) is necessary. 
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By applying 3.4 we find dK = (D1D2)2. By using the discriminant matrix 
of the integral basis determined above, we obtain 
S,K = (+) or (+, 
if p 1 D, or p 1 D1 , respectively. Therefore (iii) is necessary. That (iii) is 
sufficient follows from 2.4. 
We now study the genera of AF-lattices on a number field. We shall 
write II = rl + 2r, , where rI denotes the number of real conjugate fields 
and 2r, denotes the number of complex conjugate fields. Taussky has 
shown [7] that the number of positive characteristic roots of a discriminant 
matrix is rl + r2 . Hence from [5] we obtain 
S,K = (_ 1)““-2’ h-1) 12. 
We shall apply this to the fields of Theorem 4.4 in order to prove the 
next corollary. We also see that if r2 # 0 (i.e., K is not totally real), then 
a discriminant matrix is indefinite; and in view of Remark 3.4 we know 
that there are at most two classes of AF-lattices on K. 
COROLLARY 4.5. Let K be a biquadratic$eld which satisJies the hypo- 
theses of Theorem 4.4. Then the A&lattices belong to a single class if and 
only if K is complex. 
Proof. We know that if p I dK, then S,K = -1. By the product 
formula for Hasse-invariants, we obtain 
s2K = (_ l)(%--2) h--1) /2. 
Since K is normal, r2 = 0 or 2. Suppose r2 = 0, then S2K = - 1. Now 
oK is an odd square and so oK = l(mod 8). Therefore (iii) of Theorem 3.3 
is satisfied. Hence there are two genera of AF-lattices on K. 
Now suppose r2 = 2 (i.e., K is complex). Then S,K = 1, and (iii) of 3.3 
cannot be satisfied. Hence there is only one genus of AF-lattices on K. 
Moreover, r2 > 0 and so the genus and class of an AF-lattice_coincide. 
We can apply 3.3 immediately to quadratic fields K = Q( l/D), where D 
is a square-free integer. Hence there is exactly one genus of AF-lattices 
if and only if D 3 7(mod 8). 
As a final example, we prove 
THEOREM 4.6. Let p be a prime and let K, be the cyclotomic field of 
degree p - 1. Then the AF-lattices belong to the same class if and only if 
p = l(mod 8). 0th erwise, there are two classes of AF-lattices. 
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Proof. In view of the remark preceding the statement of 4.6 we may 
assume that p is greater than 3. 
Let 5 be a pth root of unity different from 1. Then 
1, t;,..., p-1 
is a basis for K, = Q(C). 
If D is the discriminant matrix relative to this basis, then for a suitable 
Q-matrix U, we obtain 
P 1 
0 -1 
UDV= 3 
where B = diag(2p, - 4~). 
Using UDU, we find that 
On the other hand, since K, is normal and complex, 
S,K = (-1)(-)/S. 
Taking these together, we have 
S,K = &,K = (-l)(P*-1)/S+ 
Now, 
OK, = (-l)'p-Wp; 
and so (iii) of Theorem 3.3 reduces to p = I(mod 8). 
This completes the proof. 
ACKNOWLEDGMENT 
I wish to thank 0. Taussky Todd for suggesting the subject of this paper, which is an 
extension of part of the author’s doctoral dissertation. I also wish to express thanks to 
D. Estes for helpful conversations. 
AF-LATTICES 363 
REFERENCES 
I. E. BENDER, Characteristic polynomials of symmetric matrices, Pacific 1. Math., 
25 (1968), 433441. 
2. J. W. S. CASSELS AND A. FROHLICH, “Algebraic Number Theory,” Thompson, 
Washington D.C. 1967. 
3. C. CHEVALLEY, A&. Math. Sem. Unit?. Hamburg, vol. 11 (1936), 73-75. 
4. D. ESTES AND G. PALL, Modules and rings in the Cayley algebra, 1. Number Theory 
1 (1969), 163-l 78. 
5. B. W. JONES, “The Arithmetic Theory of Quadratic Forms,” Carus Monographs, 
Mathematical Association of America, Washington D.C. 1950. 
6. T. O’MEARA, Introduction to quadratic forms, Grund. Math. Wiss. 117 (1963). 
7. 0. TAUSSKY, Discriminant matrices of algebraic number fields, 1. London Math. 
Sac. 43 (1968), 152-154. 
8. 0. ZARISKI AND P. SAMUEL, “Commutative Algebra,” V. 1, University Series in 
Higher Mathematics, Van Nostrand, Princeton, N.J., 1958. 
