Soluciones oscilantes by takeuchi, Yu
Boletin de Matenuiiicas
Nueva Serie, Volumen VI No.1 (1999), pp. 1-25
SOLUCIONES OSCILANTES
YU TAKEUCHI(*)
RESUMEN. Be estudian en detalle los casos mas notables de soluciones
oscilantes de las reiaciones de recurrencia lineales de segundo orden asi
como de sus recurrencias fraccionarias asociadas. Be incluyen cotas supe-
riores e inferiores para los maxirnos y minimos locales de estas soluciones.
Palobras clave. Relaciones de recurrencia lineales de segundo orden.
Relaciones de recurrencia fraccionarias de primer orden. Soluciones
oscilantes de relaciones de recurrencia. Puntos fijos de relaciones de
recurreneia
Abstract. Oscillatory solutions of linear second order recurrence rela-
tions and of their associated first order fractional recursions are studied
in detail. The most important cases being considered. Bounds for local
maxima and minima are also included.
Key words and phrases. Linear second order recurrence relations. Frac-
tional first order recurrence relations. Oscillatory solutions of recurrence
relations. Fixed points of fractional recursions.
O. Introducci6n: Presentaci6n de los resultados
Considerese la formula lineal de recurrencia de segundo orden
(0.1) Xn+1 - 2· Xn + bn . Xn-1 = 0, n = 1,2,3, ....
(*) Texto recibido 15/08/1999, revisado 7/03/00. Yu Takeuchi, Departamento de Ma-
ternaticas, Universidad Nacional de Colombia, Sede Bogota;
AMS Subjet Classification. Primary 39All. Secondary 39B12.
2 YU TAKEUCHI
Dividiendo terrnino a termino por Xn y haciendo Tn
formula fraccionaria de recurrencia de primer orden
bnTn+1=2--, n=I,2,3, ....Tn
x; se 0btiene la
Xn-1'
(0.2)
Se examinan las dos situaciones siguientes:
(1) bn ----> b > 1. En esta circunstancia cualquier solucion real (Tn) de la
formula (0.2) diverge en forma oscilante.
(II) bn ----> 1. Se examinan dos casos:
(A) o« < 1 para todo ti. En este caso, cualquier solucion (Tn) de (0.2)
converge al limite 1.
(B) b., > 1 para todo n. Se obtienen diversos subcasos. Examinaremos
los siguientes:
(a) Si L:~=l n . (bn - 1) < +00, cualquier solucion (Tn) converge al
limite 1.
(b) Si L:~=l (bn - 1) = +00, toda solucion (Tn) diverge en forma
oscilante.
(c) Si i; = 1 +,5 (C > i), toda solucion (Tn) diverge en forma
oscilante.
(d) Si bn = 1 +.g. (0 < c:::; i), cualquier solucion (Tn) converge al
limite 1.
En la formula lineal de recurrencia (0.1), considerese el caso de b.; > 1 para
to do n. Si (Xn) es una solucion de (0.1), los terrninos de la sucesion (Xn)
oscilan entre los maximos y los minimos locales, y en caso de que b., ----> 1,
la sucesion (Xn) puede llegar a ser monotona a partir de un terrnino. Mas
precisamente, se obtienen los siguienes subcasos:
(i) i; ----> b > 1. La sucesion (Xn) diverge en forma oscilante.
(ii) bn ----> 1. Si L:~=l n . (bn - 1) < +00, la sucesion (Xn) es rnonotona
a partir de un termino y la formula (0.1) tiene una solucion que con-
verge y otra que diverge a ±oo en forma asintoticamente lineal. Si
L:~=l n . (bn - 1) = +00, ninguna solucion de la formula (0.1) converge.
Sea XM un maximo 0 un minimo local de los terminos de la solucion oscilante
(Xn). La siguiente estimativa de IXMI es valida:
1
donde
si bk+1 :::; bk





1 si bk+1 2: bk.
Cuando (bk) es de variacion acotada (v. [6]) y bk ---+ b > 1, la formula
(0.1) posee dos soluciones (Xn), (Yn) que se comportan de la siguiente manera
cuando n ---+ 00 :
Aqui, cos Ok = vk (0 < Ok < ~). En consecuencia, la formula fraccionaria
de recurrencia (0.2) posee dos soluciones complejas que convergen a los limites
Vb· e'"; Vb· «:", respectivamente, donde cos 0 = ~ (0 < 0 < ~).
1. Formulas fraccionarias de recurrencia de primer orden
Considerese la formula lineal de recurrencia de segundo orden (v. Nota 1.1,
abajo) para la sucesion (Xn; n = 0,1,2, ... ):
(1.1) Xn+1 - 2 . Xn + bn . Xn-1 = 0, n = 1,2,3, ... , bn ---+ b.
Dividiendo la formula anterior por Xn y tomando Tn = X~~" n = 1,2,3, ... ,
se obtiene la formula fraccionaria de recurrencia de primer orden
bnTn+1=2--, n=I,2,3, ... , bn---+b.
Tn
(1.2)
Sean fn(x) = 2 - p:, n = 1,2,3, ... , f(x) = 2 - ~. Entonces, fn(x) ---+ f(x)
uniformemente en el exterior de una vecindad del origen. Notese que, usando
las convenciones ~ = 00, 2, = 0, las funciones fn y f estan definidas en Ru {oo}
y son biyectivas.
Cuando b., ---+ b, b < 1, sabemos que todas las soluciones de la formula (1.2)
convergen (v. [6]). En esta seccion se estudian las soluciones de (1.2) cuando
b.; ---+ b 2: 1, y se demuestra que estas son oscilantes, excepto en algunos casos
en los que (bn) tiende rapidarnente allimite 1. Se examinan tam bien los casos
i; < 1 y i; > 1 de bn -> 1.
Nota 1.1. Cualquier formula lineal de recurrencia puede reducirse a est a forma
por medio de una transforrnacion elemental apropiada (v. [6]).
1.1. Caso en que bn ---+ b > 1.
La funcion f(x) no tiene puntos fijos reales. POl' 10 tanto, la solucion (Tn) de
(1.2) diverge para cualquier valor real T1 (v. [3]). Teniendo en cuenta que
fn(x) < x para x> 0, fn(x) > 2 para x < 0,
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se deduce que si Ti; > 0 entonces h(Tk) = Tk+l < Ti: y si Tk+1 > 0 entonces
fk+l(Tk+l) = Tk+2 < Tk+l' Sucesivamente se obtiene entonces que
Como la sucesion (Tk, Tk+1, Tk+2, .,,) no converge, debe existir nesesariamente
m > k tal que r; < O. En consecuencia Tm+1 = fm(Tm) > 2 si r; < 0, Y
Tm+1 = fm(O) = 00 si Tm = O. Por 10 tanto, cualquier solucion real (Tn) de
(1.2) es oscilante (v. Fig. 1).
Figura 1.
Ejemplo 1.1. Consulerese la formula jraccionaria de recurrencia
1 1
Tn+1 = 2 - (2 + -) . -T' n = 1,2,3, .." T1 = 1.
n n
La siguiente tabla muestra el cardcter oscilante de (Tn)'
1.2. Caso en el que b.; -----> 1 y bn < 1 para todo n.
La funcion f(x) tiene unico punto fijo (real) en x = 1. Por 10 tanto, este es
el unico posible limite de la sucesion (Tn) dada por (1.2), Mas precisamente:
Teorema 1.1. Toda solucion (Tn) de la formula jraccionaria de recurrencia
(1.2) converge al limite 1 cuando bn < 1 para todo n y b.; -----> 1.
Demostracion. (v. [5]). La funcion fn(x) tiene dos puntos fijos Pn, qn
(v. Fig. 2):
Pn = 1- JI=b:, qn = 1+ JI=b:.
Evidentemente
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O¥----I-fJ/-;,,;----+--~-h-----,-x1 _ fPn 1 qn + f
Figura 2.
1 < T; < 1 + e implica que 1 < fn(1) < fn(Tn) = Tn+1 < fn(1 + f) < 1 + f.
Supongamos en segundo lugar que TJ 2 1 + f para algun j 2 N. Entonces
1 < Tj+l = fj(Tj) < TJ, y si Tj+l 2 1 + f, entonces 1 < Tj+2 < Tj+l, y asi
sucesivamente, llegandose a que
Dado f > 0 (f < ~)arbitrario, existe N
tal que 1- f < Pn < 1 < qn < 1+ f para
to do n 2 N. N6tese que para todo j 2
n (2 N) se tiene que fj(x) < x cuando
x 2 1 + f 6 0 < x ::::;1 - f. Supongamos
primero que 1 < Tm < 1 + f para algun
m 2 N. Entonces podemos demostrar,
por inducci6n, que 1 < Tn < 1 + e para
todo n 2 m. En efecto, como la funci6n






Tj > Tj+1 > Tj+2 > ... > 1.
Es decir, si Tn > 1 + f para to do n 2 i, la sucesi6n (Tj, Tj+l, Tj+2, ... ) es
decreciente y acotada inferiormente por 1 + f, 10 cual es imposible, ya que "1"
es el unico posible lfmite de tal sucesi6n. Por 10 tanto, debe existir m > j tal
que Tm E (1,1 + f), 10 cual reduce el argumento al caso anterior.
Supongamos finalmente que existe r 2 N tal que T; ::::1 - f. Entonces
T; < Pr, as! que Tr+1 = fr(Tr) < Tr. De la misma manera se obtiene que
T; > Tr+1 > Tr+2 > .. '. En consecuecia, para algun j > r 2 N se debe tener
que Tj-1 < O. Por 10 tanto T, = fj-1 (Tj-d > 2 > 1 + e, quedando as! en el
caso anterior. Se concluye que dado f > 0 arbitrario, existe m 2 N tal que
Tn E (1 - e, 1 + f) para to do n 2 m. La sucesi6n (Tn) converge entonces al
lfmite 1. 0
1.3. Caso en el que b.; ---+ 1 y b.; > 1 para todo n.
Observese que fn(x) < f(x) < x pa-
ra todo x > O. Necesitaremos los dos
lemas siguientes.
Lema 1.1. Si existe una solucuni (in)
de la formula de recurrencia que con-
verge allimite 1, enionces cualquier otra
solucum tambien. converge a 1.
Demostracuni Supongamos que eTn) es
una soluci6n de (1.2) y que Tn ----> 1.









1 - € < 'I'; < 1 + € para to do n ~ N. Como T; > 0 para todo n ~ N,
entonces la sucesion (in, Tn+1, Tn+2, ... ) es decreciente y converge a 1. Sea (Tn)
cualquier otra solucion de (1.2). Si r; > 1 para todo n ~ N, la sucesion (Tn)
es decreciente y acotada a partir del N-esimo terrnino. Por 10 tanto, converge
al limite 1. Si t; < 1 para algun n ~ N, existe M, M ~ n ~ N, tal que
TM-I < O. En consecuencia TM = fM-1(TM-d > 2, y se tendra que TM <
1+€ < 2 < TM. Como para todo k, Jk(x) es creciente en (0, +(0), entonces 1 <
Tk < Tk para todo k ~ M. Puesto que la sucesion (Tk) es decreciente a partir
del M-esimo termino y est a adem as acotada por 1, se tendra que Ti, ----. 1.
o
Lo establecido en el Lema 1.1. que acabamos de demostrar es equivalente a
10 siguiente:
Toda solucion de la fOrmula de recurrencui (1.2) converge en forma decreciente,
o toda solucioti diverge.
Lema 1.2. Sean (Tn) y (Sn) soluciones respectivas de las formulas de recu-
rrencia
bn Cn(1.3) Tn+1 = 2 - -, Sn+1 = 2 - -S ; b., > 1, Cn > 1, para todo n.
Tn n
Supongase adenuis que existe N tal que Cn ~ bn para todo n ~ N. Si la sucesioti
(Sn) converge (allimite 1), la sucesion (Tn) iambien converge (allimite 1).
Demostracion. En efecto, como Sn ----. 1, existe m ~ N tal que la sucesion
(Sn) es decreciente a partir del rn-esirno terrnino. Sea (Tn) la solucion de la
primera formula de recurrecia en (1.3) que satisface la condicion Tm = Sm' Se
demuestra inmediatamente por induccion que
t; ~Sn, para todo n ~ m.
Como Sn > 1 para to do n ~ m, entonces Tn > 1 para to do n ~ m, de 10 cual
Tn ----. 1. 0
Del Lema 1.1. se deduce que cualquier solucion (Tn) de la primera formula de
recurrencia dada en (1.3) converge al limite 1. A continuacion investigaremos
la convergencia 0 divergencia de las soluciones de la formula de recurrencia
(1.2) en varias situaciones.
Teorema 1.2. Considerese la formula de recurrencia (1.2). Entonces:
(i) Si 2:::=1 (bn - 1) = 00, toda solucion (Tn) de (1.2) diverge en forma
oscilante.
(ii) Si 2:::=1 n· (bn - 1) < +00, toda solucion (Tn) converge (allimite 1).
Demostracion. (i) Supondremos que Tn ----. 1, y llegaremos a un absurdo. En
la demostracion del Lema 1.1 vimos que dado E > 0 (E < ~) existe N tal que
(1.4) 1 < Tn < 1 + E, para to do n ~ N.
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De la formula de recurrencia (1.2) se deduce, por otra parte, que
b.; Tn - 1 b« - 1
7";'+1 - 1 = 1 - - = --- - --.t; t; t;
Como Tn > 1 para to do n 2': N, se obtiene entonces que
b - 1
(1.5) Tn+1 - 1 < (Tn - 1) - _n__ , para todo ti 2': N.
Tn




Tm+1 - 1 < (TN - 1) - L nTn .n=N
Par hipotesis, la serie L~=N(bn - 1) diverge a +00. Entonces L~=N b'J.:1
tarnbien 10 hara, pues Tn ----> 1. Por 10 tanto,
m b - 1
TN - 1 < L _n__ , para to do m 10 suficientemente grande.
Tnn=N
Pera, de (1.6) se debe tener que Tm+1 - 1 < 0, 0 sea que Tm+1 < 1. Esto
contradice la desigualdad (1.4). Por 10 tanto, (Tn) es divergente.
(ii) Sin perdida de generalidad podemos suponer que L~=l n· (bn - 1) < 1.
Considerese la solucion (Tn) de (1.2) con T1 = 2. Vamos a demostrar que
Tn > 1 para to do n. En consecuencia, se tendra que Tn ----> 1. Ahora, par
inducci6n se demuestra inmediatamente que Ti; < 1 + t = kt1 para todo
k = 2,3,4, ... , n. En efecto, si Ti; :::;kt1, entonces Tk+1 = 2 - k < 2 - i, :::;
2 - k~l = 1 + k~l' Ahara, de (1.2) se obtiene que
Tk - 1 bk - 1Tk+1 -1 = --- - --, k = 1,2, ...,n,
Tk Tk
la cual se puede considerar como una formula lineal de recurrecnia de primer
orden para Ti; - 1. Par 10 tanto (v. [3]),
1 [ ~ T1 . T2 ... t; ]Tn+1 - 1 = n . (T1 - 1) - ~. . (bk - 1) .
f1k=l Tk k=l t;
Pera, como
n
= (b1 - 1) + L k . (bk - 1) < 1
k=2
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se tiene que Tn+1 - 1 > TI~~l Tk . [(T1 - 1) - 1] = O. Par induccion se obtiene
entonces que Tn > 1para to do n. 0
Teorema 1.3. Pam la formula de recurrencia
(1.7) Tn+l=2-(I+~)';n' n=I,2,3, ... ,
se tiene:
(i) Si 0 < C ::; 1, toda solucion converge.
(ii) Si C > 1, toda so lucian diverge.
Demostracion. (i) En virtud del Lema 1.2, basta demostrar que la solucion de
la formula fraccionaria de recurrencia
(1.8) Tn+1 = 2 - (1 +~). 2-, n = 1,2,3, ...,4n T;
converge. Considerese la siguiente formula fraccionaria de recurrencia:
4n2 1
Sn+l = 2 - 4n2 _ 1 . Sn' n = 1,2,3, ....
Se comprueba inmediatamente que la sucesion (2~~1) es una solucion de esta,
convergente a 1. Ademas,
4n2 1 1-:::--- = 1 + > 1 + - para todo n.
4n2 - 1 4n2 - 1 4n2 '
El Lema 1.2. asegura entonces que cualquier solucion de (1.8) converge allfmite
1.
(ii) La formula de recurrencia (1.7) puede escribirse en la forma
1 { 2 C}(1.9) (Tn+1 - 1) = (Tn - 1) - Tn' (Tn - 1) + n2 .
Supongamos que una solucion de (1.7) (0 de (1.9)) converge al limite 1. En-
tonces, dado f > 0 arbitrario existe N tal que
1 < t; < 1 + e, para todo n ~ N.
Por 10 tanto,
1 1
(1.10) -- < --- para todo n ~ N.
t; 1 + f'
Reemplazando en (1.9) la desigualdad (1.10), obtenemos la relacion
(1.11)
(Tn+1 - 1) < (Tn - 1) - _1_ . {(Tn ~ 1)2 + C} < tT; _ 1) __ 1_ . C.
1+ E n2 1+ E n2
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Sumando las desigualdades anteriores desde n hasta 00, se llega a que
Cool C 1
0< (Tn - 1) - 1 + E . L k2 < (Tn - 1) - 1 + E . ~.
k=n
(1.12)
Hemos usado la desigualdad
00 1 1001 1L k2 > 2dt =-.
n t nk=n
De (1.12) se deduce la estimativa
C 1
(1.13) T - 1 > - . -
n l+E n'
que llamaremos la primem desigualdad pam Tn - 1. Ahora, reemplazando la
desigualdad (1.13) en (1.11) se obtiene que
(1.14) (Tn+1 - 1) < it; - 1) - 1 ~ E . L1 ~ Ej2 + I} . ~2'
Ysumando la desigualdad (1.14) desde n hasta 00, que
C{ C }001 C{ C }1
O«Tn-1)-1+E' (1+Ej2+1 'Lk2«Tn-1)-1+E' (1+Ej2+1'~
k=n
Esto implica la segunda desigualdad para (Tn - 1):
(1.15) Tn-1>~'{ C +1}'~'
l+E (l+Ej2 n
En general, si (Aj; j = 1,2,3, ... ) esta dada por la formula de recurrencia
C 2
(1.16) Aj+l = G(Aj) = (1 + Ej2 . (Aj) + 1, Al = 1,
un argumento inductivo permite establecer las siguientes desigualciades para
T; -1:
C 1
(1.17) Tn - 1 > 1 + E . Aj '~' j = 1,2,3, ... , n 2:: N.
Sea L un punto fijo de la funcion G(x) = (1;.)2 . x2 + 1. Entonces G(L) = L,
o sea
C . L2 - (1 + E)2 . L + (1 + E)2 = O.
Esta es una ecuacion cuadratica sin soluciones reales cuando (1 + E)4 - 4C .
(1 + E)2 < 0, 0 sea, para C > t . (1 + E)2. Por 10 tanto, si C > t . (1 + E)2,
la sucesion (Aj; j = 1,2,3, ... ) dada por (1.16) diverge a +00. En tal caso,
haciendo j ---+ 00 en (1.17) se obtiene que Tn - 1 2:: 00 para to do n 2:: N, 10
cual es absurdo. Por 10 tanto, cuando C > t . (1 + E)2, ninguna solucion de
(1. 7) converge. Como E > 0 es arbitrario se concluye que cuando C > t, toda
solucion de (1.7) diverge (en forma oscilante). 0
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Ejemplo 1.2. Para la formula fraccionaria de recurrencia
T +1 = 2 - (1 + C) . ~ C > 0
n ~~"
se tiene:
(i) Cuando s > 2, toda solucion (Tn) converge allimite 1.
(ii) Cuando s < 2, toda solucioti (Tn) diverge en forma oscilante.
(iii) Si s = 2 y C :::;:L toda solucion (Tn) converge al limiie 1.
(iv) Si s = 2 y C > :L toda solucion (Tn) diverge en forma oscilante.
2. Formulas lineales de recurrencia de segundo orden que gene ran
sucesiones oscilantes
2.1. Comportamiento global de las sucesiones oscilantes.
Considerese la formula lineal de reeurreneia de segundo orden
(2.1) Xn+1 - 2 . Xn + bn . Xn-1 = 0, n = 1,2,3, ....
En [6J se han estudiado detalladamente las solueiones de (2.1) cuando
b.; ------> b < 1. En la presente seccion se demuestra que cuando bn > 1 para
todo n, las soluciones de (2.1) son (casi) siempre oscilantes.
Supongase que la solucion (Xn) de la formula (2.1) satisfaee la condicion
(v. Fig 4)




Xt-1 Xt+I Xt+2 Xt+3
Figura 4.
De (2.1) se tiene que
(2.3)
Como b., - 1 > 0, Xt-1 < 0, X; 2: 0, Xt+1 > 0, ... ,entonees
X, - Xt-1 < Xt+1 - X, 2: Xt+2 - Xt+1 > Xt+3 - Xt+2 > '" ,
esto es, la sucesion (Xn+1 - Xn) es deereeiente a partir de n = t. Esto permite
asegurar que
(i) Si la difereneia de dos terrninos eonseeutivos Xn+1 - Xn nunea llega a
ser negativa (este heeho puede oeurrir euando bn ------> 1), entonees (X n; n =
t, t + 1, t + 2, ... ) es ereeiente, de 10 eual eonvergente 0 divergente a +00.
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(ii) Supongamos ahora que, para algun M,
XM - XM-1 2' 0, XlIH1 - XM < O.
Multiplicando (2.3) por -1 se obtiene que
XM-1 - XM :':::0 < XM - XM+1 < XM+1 - XM+2 < XM+2 - XM+3 < ... ,
o sea, que (Xn - Xn+1) es creciente a partir de n = M. Se concluye entonces
que la sucesion (Xn; n = t, t + 1, t + 2, ... ) es creciente hasta llegar al terrnino
maximo (local) XM, luego comienza a decrecer, yen algun termino X, alcanza
valores negativos (v. Fig. 5):
Xs+1 < Xs < 0 < Xs-1 < Xs-2 < ....
o---------4.I--------..:==l=. · ·
Xs+\ x, Xs-\ Xs-'2 Xs':;--
Figura 5.
Como Xs-1 > 0 Y Xn < 0 para n = s, s + 1, s + 2, ... , entonces
Xs-1 - X; < X; - Xs+1 2' Xs+1 - Xs+2 > Xs+2 - Xs+3 > ... ,
o sea, (Xn - Xn+d es decreciente para n = s, s + 1, s + 2, Si Xn - Xn+1
nunc a llega a ser negativo entonces (Xn; n = s, s + 1, s + 2, ) es decreciente,
de 10 cual convergente 0 divergente a -00. Si, par el contrario, para algun m,
Xm-1 - Xm 2' 0, pero Xm - Xm+1 < 0, nuestra sucesion tendra un minimo
local en X m y cornenzara a crecer a partir del termino X m'
En conclusion, la sucesioti (Xn; n = 1,2,3, ... ) dada par la [ormuio. de recu-
rrencia (2.1) es, sea una sucesion ascilante, 0 una sucesioti monotone a par-
tir de algun termino, de 10 cual, canvergente (0 divergente a ±oo). Adenuis,
IXn - Xn+11 es un maximo local cuanda Xn-1 . Xn :':::O.
2.2. La formula de recurrencia cuando b.; > 1 para todo n y bn ----+ 1.
Dividiendo terrnino a terrnino la formula lineal de recurrencia (2.1) por Xn
y tomando Tn = I..~I ' se obtiene la formula fraccionaria de recurrencia
bn
Tn+1 = 2 - -, n = I, 2, 3,.
Tn
(2.4)
EI comportamiento de la sucesion (Tn; n = 1,2,3, ...) estudiado en la Seccion




Xn = Xo . IITk, n = 1,2,3, ....
k=l
Teorema 2.1. Supongase en (2.1) que bn > 1 para todo n y que bn -----; 1.
Entonces:
(i) Si L~=l(bn -1) = +00, cualquier solucion (Xn; n = 1,2,3, ... ) de (2.1)
es oscilante.
(ii) Si L~=l n·(bn-1) < +00, toda solucion (Xn; n = 1,2,3, ... ) es monotone
a partir de un termino, y ellimite limn--->oo(Xn+1 - Xn) existe. Adetruis,
existe una solucioti (Xn), asititoticamente lineal, esto es,
(2.5)
Xn ~ a .n, a =F 0,
y otra soluci6n (Yn), convergente a un limite no nulo.
(iii) Si L~=l (bn - 1) < +00 y L~=l n· (bn - 1) = +00, ninguna solucion de
(2.1) converge.
Demostracion. (i) De (2.5) es evidente que la sucesion (Xn) es oscilante si la
(Tn) 10 es, y que (Xn) es monotona a partir de algiin terrnino si Tn > 1 para
todo n suficientemente grande y limn--->ooTn= 1. La afirrnacion resulta entonces
del Teorema 1.2.
(ii) Sea t un numero natural tal que
00
L k· (bk - 1) < 1,
k=t+1
Y escojamos la solucion (Xn) de la formula de recurrencia (2.1) sujeta a la
condicion
Xt-1 < 0 < x;
Sumando la igualdad (2.3) desde t + 1 hasta n, se obtiene que
(2.6)
n
(2.7) Xn+1 - Xn = Xt+1 - Xt - L (bk - 1) . Xk-1.
k=t+1
Por otra parte, como Xn+1 -Xn ~ Xt+1 -Xt para n = t, t+ 1, t+2, ... , entonces
n-1 n-1
Xn - X; = L(Xk+1 - Xk) < L(Xt+1 - Xt) = (n - t) . (Xt+1 - Xt),
k=t k=t
o sea,
Xn < X, + (n - t) . (Xt+1 - Xt) < (n - t + 1) . (Xt+1 - Xt) ~ n· (Xt+1 - Xt).
Por 10 tanto,
n 00
L (bk - 1) . Xk-1 < L (bk - 1) . k· (Xt+1 - Xd < Xt+1 - Xt·
k=t+1 k=t+1
SOLUCIONES OSCILANTES 13
De (2.7) se obtiene, por otra parte, que
00
Xn+1 - Xn > (Xt+1 - Xt) - L (bk - 1) . k· (Xt+1 - Xt) > O.
k=t+1
Por 10 tanto,
lim (Xn+1 - Xn) = a =I- 0,n-->oo
y del primer teorema de Cauchy (v. [2],[4]) se deduce que
I' x, I' x., - x, I' L:~=1 (Xk - Xk-d (-L 0)lHl - = lIfl. = Hfl = aT'
n~oo n n--+oo n n--+oo n
Por otra parte, se puede comprobar directamente que la segunda solucion
(Yn; n = 0, 1, 2, ... ) de (2.1) esta dada por (v. [6])
~ b1· b2 ... bk-1
Yn=Xn· L...J X .X ' n=1,2,3, ... ,
k=n+1 k-1 k
Notese que la serie L:;;'=n+1 b~:2~.:b;':l converge, pues el producto infinito
n;;'=l h = n;;'=1(1+(bk-1)) converge (v. [1]) y Xk rv a-k (cuando k -----+ (0).
Utilizando finalmente la Regia de L'H6pital (v. [2],[4]), se obtiene que
[
bl·b2 ..·bk_l ] 00
(n-->oo) I' Xk_1,X, _ I' b1' b2··· bk-1 - 1 IIb
-----+ 1m I 1 - 1m - - . k ,
n-->oo (-- - -) k-wco Xk - Xk-1 a
Xk-l x" k=l
y esto completa la demostracion de (ii).
(iii) Supongamos ahara que L:~=1 n . (bn - 1) +00 Y que
L:~=1 (bn -1) < +00. Demostraremos que ninguna solucion (Xn) de la formula
lineal (2.1) converge. Podemos suponer que la solucion (Tn) de la formula
fraccionaria (2.4) tiende allfmite 1, pues en caso contrario la sucesion (Xn) es
oscilante. Dado E > 0 existe, en virtud de la desigualdad (1.5), N :::::0 tal que
1
T +1 - 1 < T - 1 - -- ,(b - 1) para todo n > N.n n l+E n, -
Sumando la desigualdad anterior desde n hasta 00, se llega a que
1
0< (Tn - 1) - 1 + E ' L(bk - 1),
k=n
00
o sea, a que
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Sumar la desigualdad anterior desde N hasta 00 conduce a
oo 1 co oo
:L(Tn-l) > I+E·:L :L(bk-l)
n=N n=N k=n
1 oo k
= _. :L :L (bk -1)I+E
k=Nn=N
1 (Xl




:L k (bk -1) = +00 y
k=N
:L(N-l).(bk-l) = (N-l)· :L(bk-l) < +00.
k=N k=N
Por 10 tanto, n%:N Tk = n%:N(1 + (Tk -1)) = +00, Y de (2.5) se obtiene que
(Xn) ~ ±oo. Esto demuestra el teorema. 0
En vista del Teorema 1.3., obtenemos el siguiente corolario.
Corolario 2.1. Para la relaci6n de recurrencia (2.1) se tiene:
(i) Si bn > 1+ ~ para todo n suficientemente grande, toda soluci6n (Xn)
diverge en forma oscilante.
(ii) Si bn :::;1 + ~ para todo n suficientemente grande, toda soluci6n (Xn)
es mon6tona a partir de algun termino.
(iii) Si b., = 1 + S- (0 < C :::;i) entonces (Xn) ~ ±oo.
Ejemplo 2.1. Considerese la sucesi6n (Xn) dada por
(2.9) Xn+l - 2 . Xn - (1 + pn) . Xn-l = 0, n = 1,2,3, ... , Xo = 0, Xl = 1.
Cuando ° < p < 1, (Xn) es mon6tona a partir de alqiin. iermino. Por ejemplo,
si p = 0.9, (Xn) toma los siguientes nuiximos y minimos locales:
X3 = 2.19, X7 = -7.33, X13 = 20.42, X22 = -47.71, X37 = 99.20.
A partir del iermino X37, (Xn) decrece mon6tonamente a -00.
3. Comportamiento asintot ico de las sucesiones oscilantes
generadas por' formulas lineales de recurrencia de segundo orden
3.1. Amplitud de oscilacion,
Sea (Xk; k = 1,2,3, ...) una sucesi6n dada par la f6rmula lineal de recurren-
cia de segundo orden
(3.1) Xk+l - 2· X; + bk . Xk-1 = 0, k = 1,2,3, ... , bk > 1 para todo k.
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Se tiene que
Xk+1 + bk . Xk~1 = 2 . Xk.
Multiplicando la igualdad anterior par Xk+1 - bk . Xk-1 y sumando bk . X~ a
ambos miembros, se obtiene que
(3.2) X~+1 + bk . X~ - 2· Xk+1 . Xk = bk . (X~ + bk . xLI - 2 . Xk . Xk~l)
Sea (jk (~ 1) definida por
(3.3)
si bk+1 s:; bk
si bk+l ~ bk·
Entonces, de (3.2) se obtiene la siguiente desigualdad:
(3.4) X~+1 +bk+1 . X~ - 2 . Xk+1 . Xk
s:; bk . (jk . (X~ + bk . xLI - 2 . Xk . Xk-1) , k = 1,2,3, ....
En efecto, (3.4) es evidente si bk+1 s:; bk (en cuyo caso (jk = 1). Supongamos
entonces que bk+1 ~ bk. Como (jk . bk - bk+1 = (jk - 1, se obtiene que
(jk . (X~+1 + bk . X~ - 2 . Xk+1 . Xk) - (X~+1 + bk+1 . X~ - 2 . Xk+1 . Xk)
~ (ak - 1) . (Xk+1 - Xk)2 ~ 0,
y (3.4) resulta de (3.2). Sea Pk (S:; 1) definido par
{
bk±l-1 'b <b
b -1 ' SI k+l _ kPk = k
1, si bk+1 ~ bk.
(3.5)
Entonces, analoga a (3.4),
(3.6) h .Pk . (X~+bk . xLI - 2 . Xk . Xk-1)
:::;X~+1 + bk+1 . X~ - 2 . Xk+1 . Xk, k = 1,2,3 ....
Sea
(3.7) Pk = J X~+1 + bk+1 . X~ - 2· Xk+1 . Xk, k = 1,2,3 ....
De (3.4) y (3.6) se obtiene que
~. Pk-1 < Pk < J(jk' bk· Pk-1, k = 1,2,3 ... ,
y multiplicando las desigualdades anteriores desde k = 1 hasta k = n, que
n n
II~. Po < r; s:; IIJak' bk· Po·
k=1 k=1
Par otra parte, de (3.7),




(3.9) r; ~ IXk+1 ~ Xkl Y Pk ~ Jbk+1 - 1 . IXkl·
De (3.8) y de la primera desigualdad en (3.9) se obtiene entonces una co-
ta superior para la diferencia de dos terminos consecutivos de la sucesion
(Xk; k = 0,1,2, ... ):
n n
(3.10) IXn+1 - Xnl < r; < IIyf(ik. IIA' Po·
k=l k=l
Supongamos ahora que IXt+1 - Xtl es un maximo local de estas diferencias.
Como 10 hemos observado en la Seccion 2.1, Xt-1 . X; :::;O. Entonces, mediante
(3.2) se obtiene que
IXt+1 - Xtl2 - pLl = (X;+l + X; - 2Xt+1Xt) - (X; + btX;_1 - 2XtXt-1)
= (bt - 1) . (btX;_l - 2XtXt-1) ~ 0,
de 10 cual,
Pt-1 :::; IXt+1 - Xtl·
De (3.8) se obtiene tambien una cota inferior de IXt+1 - X, I como sigue:
t-l t-l
IIVPk' IIA'Po:::; Pt-1:::; IXt+1-Xtl·
k=l k=l
(3.11)
De (3.10) y (3.11) se obtiene entonces la siguiente acotacion para IXt+1 - Xtj:
t-l t-l t t
(3.12) IT VPk' IT A' Po < IXt+1 - Xtl < IT yf(ik. IT A' Po·
k=l k=l k=l k=l
Tengase en cuenta que la acotacion (3.12) es valida cuando Xt-1 . X, :::;O.
De (3.8) y la segunda desigualdad en (3.9) se obtiene asi mismo una cota .
superior de IXnl:
lIn n
(3.13) IXnl :::; . r; < . IT yf(ik. IT .jb;.. Po·
Jbn+1 - 1 Jbn+1 - 1 k=l k=l
Supongamos ahora que X M es un maximo a un minimo local de los terminos
de (Xk), esto es, que
0< XM-1 ::::;XM > XM+1 a XM+1 > XM :::;XM-1 < O.
Entonces
(bM - 1)· X~ - PKt-l = (bM - 1)· X~ - (X~ + bM . X~_l - 2· XM . XM-d
= (XM - XM-d . (bM . XM + bM . XM-1 - 2· XM)
= (XM - XM-1)· (bM· XM - XM+d ~ 0,
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as! que
JbM - 1 ·IXMI ~ PM-I'
De (3.8) se obtiene una cota inferior de IX M I como sigue:
1 1 M-l M-l
(3.14) IXMI ~ -IbM _ 1 . PM-1 ~ ~. II VPk' II Vb;. Po·
k=l k=l




II VPk' II Vb;. Po '50IXMI
k=l k=l
1 M M
'50 . II y'cik . II Vb;. Po·JbM+1 - 1 k=l k=l
En los dos casos siguientes se pueden calcular explicitamente los valores de
ak Y Pk, k = 1,2,3, ....
(i) Primer caso: (bk) es decreciente Y bk ----> b ~ 1. De la definicion de ak
Y Pk se obtiene que
(3.16)
bk+l - 1
ak = 1, Pk = b
k
_ 1 ' para todo k.
Por 10 tanto,
IIn IInVPk _ Jbn+1 - 1~k - 1 Pk para todo n.YV/c- , - ~'
k=l k=l
Notese que las desigualdades (3.12) Y (3.15) son validas en caso de que bn ----> 1.
(3.17)
Ejemplo 3.1. Sea (Xn) la sucesion determinada por
1
Xn+1 - 2 . Xn + (1 + -) .Xn-1 = 0, n = 1,2,3, ... Xo = 0, Xl = 1,n
Entonces
n n n 1
II Vb; = vn+1, II y'cik = 1, II VPk = vn+1'
k=l k=l k=l
De (3.12) y (3.15) se obtienen entonces las siguientes acotaciones para
IXt+1 - Xtl Y IXM!:
Po = 1,
1'50 IXt - Xt+11 '50vt+l,
VM'50IXMI'50M+1.
Evidentemente, la sucesion (Xn) es oscilante.
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(ii) Segundo caso: (bk) es creciente y bk ---> b > 1. De las definiciones de




_ 1 ' Pk = 1, para todo k.
Por 10 tanto,
IT y<ik = J~ 1, IT J(ik = 1, para todo n.
k=1 1 k=1
(3.18)
Ejemplo 3.2. Sea (Xn) la sucesion determinada par
1
Xn+1 - 2 . Xn + 2 . (1- n + 2) . Xn-I = 0, n = 1,2,3,... ,Xo = 0, Xl = 1.
Entonces
Po = 1, IT yIb; = ~J2n+l, IT y<ik = J3vn+1, IT vPk = 1,
k=l Y n + 2 k=1 y'n + 3 k=1
Y de (3.12) y (3.15) se obtienen entonces las siguientes acotaciones para
IXt - Xt+ll Y IXM!:
1 t J3vT+I ~t+ I~..J2 S; IXt - Xt+ll s; ~ ~. y2
yt+1 yt+2yt+3
y'M+2 ~M I I J3 ~M+I--==----===·y2 < XM < ·y2y"My'M+1 - -y'M+2
La sucesion (Xn) es oscilante.
3.2. Comportamiento de la sucesi6n oscilante (Xn) cuando (bn) es de
variaci6n acotada y b« ---> b > 1.
En este paragrafo supondremos que (bn; n = 1,2,3, ...) es de variacion aco-
tada (v. [6]). Sean 6.k = bk+l - bk, Pn = inf{bl, b2, ... , bn+d Y
n n
Vn = L l6.kl = L Ibk+I - bkl·
k=1 k=I
Se dice que Vn es la uariacion de (bl, ...,bn+l), y (bn I n = 1,2, ...) es de
uaruicioti acotada si existe una constante C > ° tal que Vn S; C para to do n.
Esto equivale a decir que V = L:~l l6.k I < +00, y V se denomina la uariacioti
(total) de (b1, b2, ... ). Claramente
bk+l - 1 6.k
""':':""'-=-- = 1+ --
bk - 1 bk - l'
(3.19) (J < 1 + ~ para todo k.
k - bk - i '
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Por 10 tanto,
IT ak ~ IT (1 + bl~~11)< IT (1 + 1~~11)< exp{ V: I}'
k=1 k=1 k k=1 Pn Pn
Por otra parte,
(3.20)
bk - 1 ~k
--- = 1- c:----
bk+1 - 1 bk+1 - 1'
de 10 cual se deduce que
~ < 1 + I~kl para todo k,
Pk - bk+1 - i:
o sea, que
IT Pk ::::exp { - V: 1} .
k=1 Pn
Teorema 3.1. Suponqase que (bk) es de uariacion acotada y que bk ----> b > l.
Entonces, los productos infinitos 11%"=1ak Y 11~1 Pk convergen absolutamente.
(3.21 )
Demostracion. De (3.19) se tiene que 0 < ak - 1 ~ i~~i.Como (bk) es de
variacion acotada y adem as bk - 1 ----> b - 1 > 0, la serie L~1 i~jconverge.
Por 10 tanto, el producto infinito 11~1 ak = 11%"=1(1 + (ak - 1)) converge ab-
solutamente. De la misma manera se obtiene que el producto infinito 11%"=1Pk
converge absolutarnente. 0
Sean V = L~1 I~kl < +00 la variacion total de (bk) YP = inf , bk. Claramente
p > 1 Y de (3.20) Y (3.21) se obtiene que
(3.22) 1 < IT ak < exp { ~ 1}, exp {- ~ I} < IT Pk < l.
k=1 P P k=l
Teorema 3.2. Baja las mismas Iiipotesis del Teorema 3.1, existe el siguiente
limite:
[
P] VX~+l + bn+1 . X~ - 2Xn+1 . x,
(3.23) lim n n = lim n =!= 0
n ......oo 11k=l /b;; n ......oo 11k=l /b;;
Demostracion. De la igualdad (3.2) se obtiene que
(3.24) P~ = X~+1 + bk+lX~ - 2Xk+1Xk
= X~+1 + bkX~ - 2 . Xk+1Xk + X~ . ~k




bk·P'Ll = X~+l +bk·X~-2Xk+lXk = (Xk+1 -Xk)2+(bk-l).X~ 2: (bk-l)·X~.
Entonces
(3.25)
X~ 1 1--:::".-- < -- < -- para to do k,
bk . P'LI - bk - 1 - p - 1'
de 10 cual,
00 X2 1 00
""' \. lD.kl :::; -- . L lD.kl < +00.~ bk· P p-1k=l k-l k=l
En consecuencia, el producto infinito TI~l bk~tl= TI~l (1 + bk~~_l . D.k)
converge absolutamente, as! que
n p2 p2 1
lim II k 2 = lim ---%. TIn
n----->ook=l bk . Pk-1 n----->ooPo k=l bk
existe y es no nulo. Entonces, el lfrnite (3.23) existe y es no nulo. o
De (3.23) y (3.25) se deduce el siguiente corolario del Teorema 3.2.
Corolario 3.1. La sucesion (TIJ:n~; n = 1,2,3, ... ) es acotada.
Sea (Xn; n = 0, 1,2, ... ) una soiucion de la formula de recurrencia (3.1). De-
mostraremos que existen sucesiones (An; n = 0,1,2, ... ) y (On; n = 0, 1,2, ... )
tales que
(3.26)
An > 0, n = 1, 2, ... ,
donde
1 ~
cosBn= rc:: senBn= A ' n=1,2,3, ....
Vbn bn
(i) En efecto, tornense los An > 0 tales que
(3.27) A~· (bn+1 - 1) = P~, 0 sea, An = Pn
Jbn+1 - 1 Jbn+1 . sen (}n+l '
con Pn dado por (3.7). Es suficiente encontrar On's tales que
(3.28) Xn+1 - Xn = An . ~. sen (}n+l . cos On
= Jbn+1 - 1· An· cos On,
An' sen On = Xn.
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Pero, como
tales 8n claramente existen. D
Teorema 3.3. Baja la corulicion IOn - (On-1 + en)1 < ~, la sucesioti





cos On = .cos (On-1 + en),VI + b~':l . sen2(on_1 + en)
asi que On es una [uncioti continua de 00 (E JR.). Adettuis, existe una constante
M > 0 tal que IOn - (On-1 + en)1 <::: M ·1D.nl·
(3.30)
Demostracion. De (3.26) y (3.27) se obtiene que
(3.31 ) A (' e.:~ . sen Un-1 + n },
ybn - 1






Reemplazando P:~lpar (3.31) en la desigualdad anterior, se obtiene (3.29).
Reemplazando Xn, Xn-1 en (3.1) par los valores dados en (3.26), se tiene que
(3.32) Xn+1 - Xn = Xn - bn . Xn-1
= An-I' {jb;,. sen(On-l + en) - bn' sen On-I}
= An-I' bn . sen en' cOS(On_1 + en.).
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8 _ Xn+1 ~ Xn
n - AnJbn+1. sen en+1
1
----;;====== .cos(8n_1 + en)'VI + bn~L, . ~n
Finalmente, reemplazando p::, dado por (3.31) en la anterior igualdad, se
obtiene (3.30). 0
y mediante (3.24), (3.27) y (3.28), (3.32) da lugar a que
An-I' bn . sen en
AnJbn+1 . sen en+1cos
Para demostrar la ultima afirrnacion del Teorema 3.3 necesitaremos el
siguiente lema.
Lema 3.1. Considerese el sistema de eeuaeiones
~ 1(3.33) sen y = .sen x, cos y = .cos x,VI + a . sen-z VI + a . sen2x
donde a+l > O. Entonees, dado x E R, existe un imico fa(x), con Ifa(x)-xl <
~, tal que s: fa(x) es una funei6n continua de R en R para la eual existe una
eonstante M > 0 tal que Ifa(x) - xl < M ·Ial.
Demostraei6n. Dado x E R existe y tal que sen y y cos y satisfacen el sistema
anterior. En efecto,
1+ a 1
sen2y + cos2 y = .sen2x + .cos2 X
1 + a· sen-z 1 + a· sen2x
(1 + a) . sen2x + cos2 x 1 + a . sen2x
-----=- = 1.
l+a·sen2x l+a·sen2x
Como sen y . sen x > 0, cos Y . cos x > 0, entonces x, y est an en el mismo
cuadrante (mod 271'). Por 10 tanto, existe un unico y tal que Iy - z] < ~.
Evidentemente y = fa(x) es una funcion continua de R en R.
Sea lal :::::-21• Entonces "1 vT+a 2 I / 1 2 son derivables con respecto
v l+a·sen x v l+a'sen x
a a y las derivadas son acotadas en lal :::::~. Por el teorema del valor medio
existe entonces una constante Mo > 0 tal que
I ~ - 1/ < Mo . lal, I 1 - 1/ < Mo . lal·VI + a . sen2x VI + a· sen2x
Por 10 tanto, de (3.33),
Jsen y - sen xl :::::Mo . lal, I cos y - cos xl :::::Mo . lal,
o sea,
I
y+x y-Xl2 cos -2-' sen -2- < Mo' lal, I
y+x y-Xl2 sen -2- . sen -2- :::::Mo ·Ial,
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Elevando al cuadrado las dos ultimas desigualdades y sumandolas se obtie-
ne que 4· Isen 912 :::: 2· M6 . a2, as! que Isen 91 ::::~ . [c]. Como
~·191 ::::Isen Y;XI para 191 ::::~,entonces Iy - z] :::: ~. Mo' lal, y
bastara tomar M = ~ . NIo. Para lal ;:: ~, basta tomar M = Jr. Esto demues-
tra el lema. 0
Fin de la demostracion del teorema. Con
b.n bn+l - bn M
a = bn _ 1 = bn _ 1 ' x = bn-l + ()n, y = bn y M = p _ 1 '
la ultima afirrnacion result a inmediatamente del Lema 3.1. 0
Como bn es para to do n una funcion continua de la variable bo, escribiremos
bn = bn(t), donde t = bo = bo(t) E R Sea
(3.34) En(t) = bn(t) - (bn-l (t) + ()n), n = 1,2,3, ...
Entonces
(3.35) IEn(t)1 ::::M· 1b."I, n = 1,2,3, ..
y la serie 2::~=1 En(t) converge absoluta y uniformemente, pues (bk; k = 1,2,3, ...)
es de variacion acotada. De (3.34) se deduce que




bn(t) - L ()k = L Ek(t) + t.
k=l k=l
Sea
T(t) = }~ (bn(t) - ~ ()k) = ~ Edt) + t.
La funcion T(t) es una funcion continua de IR. sobre R La continuidad es
clara de la convergencia uniforme de 2::~=I En(t), Y como limh_oo T(t) =
-00, limt->+oo T(t) = +00 (pues 2::~=1 Ek(t) < +00), entonces T(t) es sobre-
yectiva.
(3.36)
Teorema 3.4. Sea (Xn) una solucion de (3.1) que satisfaga las condiciones
iniciales
Xo = Au . sen bo, Xl = Ao . jb"; . sen(bo + ()l),
Suponqase que (bk) es de uariacion acotada y que bk ---+ b > 1.
X "( n )n ny'bk = A . sen L ()k + T(bo) + 0(1), wando
Ilk=l k=l
Entonces
(3.37) n ---+ 00,
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donde A es una constante y T(OO) es una [uncioti continua de JR sobre JR.
Demostracion. La relacion (3.37) es consecuencia inmediata de las siguientes
observaciones:
(1) De (3.26), Xn = An . sen on(t).
(2) Del Teorema 3.2 y de (3.26), para algun A, limn--->oom:ln~= A.
(3) De (3.36) se tiene que




On(t) = L Bk + T(t) + 0(1).
k=l
D
Corolario 3.2. Bajo las hipoiesis del Teoretna 3.4, existen soluciones
(Xn; n = 1,2,3, ... ), (Yn; n = 1,2,3, ...) de la formula de recurrencia (3.1)
que se comportan en la forma
(3.38)
rrz~~ = cos (~Bk) + 0(1), rrz~n~ = sen (~Bk) + 0(1),
cuando n --. 00.
Demosiracion. Par la linealidad de la formula (3.1) podemos tomar A = 1 en
(3.37). Como la funci6n T(OO) es sobreyectiva, existen o~ y o~ en JR tales que
T(8~) = ~, T(8~) = O. Por 10 tanto, existen soluciones (Xn), (Yn) que satisfacen
(3.38). D




Tn+1 = 2 - i;' n = 1,2,3, ... ,
donde (bn) es de uariacuni acotada y b« --. b > 1. Existen entonces exac-
tamente dos soluciones de (3.39) que convergen respectivamente a los limites
v'b. e'"; v'b. «:", donde cos B = ~, sen B = 7. Cualquier otra so lucian es
divergente.
Demostracion. Sean (Xn), (Yn), dadas como en el Corolario 3.2, soluciones de
(3.1). Entonces (Zn; n = 1,2,3, ...), dada por Zn = Xn +i· Yn, es una solucion
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compleja de (3.1), de 10 cual (Tn) = (Z:~, ; n = 1,2,3, ... ) es solucion de (3.39).
Ahora, de (3.38) se tiene que
Zn . ",n IJ
--:::---= = e'·L..k=l k + 0(1)
TI~=l ~ ,
y como (bn) -+ b, (en) -+ e, entonces Tn = Z:~l= JI);;. eilJn + 0(1) -+ Vb· eilJ
(cuando n -+ (0). De la misma manera, a partir de la solucion (Xn - i- Yn) de
(3.1) se obtiene la solucion de (3.39) que converge allfmite Vb·e-ilJ. Cualquier
solucion de la formula lineal (3.1) es una combinacion de las dos soluciones
(Xn), (Yn) dadas en el Corolario 3.2, la cual genera una solucion de la formula
fraccionaria (3.39) que es evidentemente divergente, excepto en los dos casos
anteriores. 0
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