Time-of-flight (TOF) positron emission tomography (PET) was studied and preliminarily developed in the 1980s, but the lack of a scintillator able to deliver at the same time proper time resolution and stopping power has prevented this technique from becoming widespread and commercially available. With the introduction of LSO in PET, TOF is now a feasible option. TOF reconstruction has been implemented in the CPS Hi-Rez PET scanner, both with 2D filteredback-projection (FBP2D) and 3D ordered subset expectation maximization (OSEM3D). A new procedure has been introduced in the time alignment to compensate for the limited digital time resolution of the present electronics. A preliminary version of scatter correction for TOF has been devised and is presented. The measured time resolution of 1.2 ns (FWHM) allowed for a signal-to-noise ratio increase of about 50% in phantoms of about 40 cm transaxial size, or a gain larger than 2 in noise equivalent counts (NEC). TOF reconstruction has shown the expected improvement in SNR, both in simulation and experimental data. First experimental results show two improvements of TOF reconstruction over conventional (non-TOF) reconstruction: a lower noise level and a better capability to resolve structures deep inside large objects.
Introduction
Time-of-flight (TOF) positron emission tomography (PET) was studied and preliminarily developed in the 1980s (Allemand et al 1980 , Budinger 1983 , Laval et al 1983 , Lewellen et al 1988 , Mazoyer et al 1990 , Mullani et al 1980 , Snyder and Politte 1983 , Tomitani 1981 , Yamamoto et al 1989 , particularly using CsF or BaF 2 . However, the lack of a scintillator able to deliver both proper time resolution and stopping power has prevented TOF from becoming widespread and commercially available. Recent survey articles on TOF (Lewellen 1998 , Recently, the introduction of new scintillators such as LSO and LaBr 3 has reopened the interest of the research community in TOF PET. In particular, LSO (Melcher and Schweitzer 1992) has relatively high light yield (about 30 000 photons MeV −1 ), high effective Z (Z eff = 66), high density (7.4 g cm −3 ) and short decay time (40 ns), and it is used in commercially available PET scanners. Time resolutions down to 300 ps (FWHM) have been reported (Moses and Derenzo 1999) with two single LSO crystals in coincidence, making the TOF-PET a viable solution.
TOF-PET uses the time difference between the detection of two coincidence photons to better locate the annihilation position of the emitted positron: the time-of-flight difference t is immediately related to the distance x of the annihilation point from the centre of the field of view (FOV) (x = ct/2), along the line of response (LOR) identified by two detectors in coincidence. The limitation on our ability to localize the annihilation point is mainly due to the uncertainty on the measured time difference t, which is related to the time resolution t of the coincidence system. This uncertainty is implemented in the reconstruction algorithm as a probability function for the localization of the detected annihilation: the events are located along the LOR identified by the two detectors, its most probable position is set to the position corresponding to the measured TOF difference t, and the FWHM of the probability function is the localization uncertainty x (FWHM) = c t/2.
The fundamental improvement brought by TOF is an increase in signal-to-noise ratio (SNR). Brownell, Strother, Surti (Brownell et al 1979 , Strother et al 1990 , Surti et al 2003 relate the SNR in the image to the square root of the noise equivalent count rate (NEC):
where T are the total unscattered trues in the image, Sc are the scatter events, R are the random coincidences and n is the number of image elements contributing to a projection of the sinogram. In the case of a uniform distribution of activity in a cylinder of diameter D, and where d is the size of the image element, n = D/d. When TOF is implemented, the image elements n contributing to the LOR are limited to the image elements identified by the measured TOF difference and some neighbouring elements, n = x/d, where x is the localization uncertainty c t/2 related to the time resolution t, as shown in figure 1 . The SNR improvement due to TOF reconstruction can therefore be estimated in first approximation (Budinger 1983 , Surti et al 2003 :
For example, if a time resolution of 300 ps (corresponding to a localization uncertainty x = 4.5 cm) were feasible, this could yield, for a patient of about 40 cm average transaxial size, a SNR about three times better than conventional PET; in the case of the present time resolution on the CPS Hi-Rez PET scanner (1.2 ns, corresponding to x = 18 cm), this already translates into a 50% improvement in SNR for a patient of 40 cm size.
In this paper we discuss the implementation of TOF reconstruction in the CPS Hi-Rez scanner, including both methods and some preliminary experimental results with phantoms.
Materials and methods

Scanner description and acquisition
The Hi-Rez scanner (Bercier et al 2004) is based on a three-ring gantry. Each ring has 48 LSO blocks, and each block is an assembly of 13 × 13 4 × 4 × 20 mm 3 crystals, associated with 4 PMTs. There is a one-crystal gap between the blocks in both axial and transaxial directions leading to an apparent number of crystal rings of 41 (3 × 13 + 2 gaps). For each time bin, the projections are organized as for the non-TOF (conventional) scanner using axial compression (span) of 11 for LORs with a maximum polar angle provided by a maximum ring difference of 27. Details on 3D data organization are available in Defrise et al (2003) . This axial compression provides five stacks (or segments) of sinograms corresponding to five polar angles. Each 2D sinogram has 336 radial bins and 336 views after gap insertion. The sinogram bin size is 2 mm. The total number of 2D sinograms for the 5 segments is 313, of which 81 are direct planes. TOF 4D sinograms are stored as independent 3D sinogram files, one per time bin. There are 9 time bins as explained hereafter.
Coincidence data were acquired in listmode and the TOF information was extracted as follows.
The coincidence data stream is made of coincidence event words, containing identification of detector A hit by a photon (ring, block and crystal), identification of detector B hit by a second photon, and the detection time difference (or TOF difference) t = t A − t B . The TOF information t A − t B is coded in 4 bits plus sign bit, where the least significant bit (LSB) corresponds to 0.5 ns. The coincidence time window is set to 4.5 ns, corresponding to a diameter of 67.5 cm, This distance is also the transaxial FOV diameter of the scanner, which is covered by nine 0.5 ns wide time bins.
Please note that the standard electronics from Hi-Rez scanner was used, not ad hoc designed for TOF, which provides limited time resolution and has forced us to devise an additional time alignment scheme explained in the following section.
The listmode file data were also rebinned into a conventional (i.e. non-TOF) 3D sinogram, to be reconstructed with conventional methods, and to be used as a reference.
Time alignment method
Time alignment for non-TOF data.
In order to properly compare the time of flight of the two coincidence photons, all detectors in the scanner must have a common reference time. The procedure of setting the common time reference is called time alignment, and consists in measuring the time offset between detectors' time-to-digital converters (TDC): these time offsets are stored in a look-up table (a time offset for each detector crystal, where the LSB is equivalent to 0.5 ns) and are used online to correct the measured time of flight of each detected event. The time alignment method is based on an iterative algorithm described in Lenox et al (2002) . A source is placed in the centre of the FOV, and a time-of-flight histogram is acquired for any detector A in coincidence with all opposite B detectors: the time shift necessary to position the peak in the conventional central bin of the histogram is computed and stored for any detector A before passing to the next detector. The procedure is repeated until the detector time shifts converge to a stable set (typically two iterations are necessary).
A first measurement was performed to assess the time resolution of the whole system, after time alignment: a line source was placed in the transaxial centre of the FOV, parallel to the scanner axis, and a histogram of the TOF information collected from all coincidence pairs in the scanner was obtained. A FWHM of about 1.2 ns was measured. This overall time resolution is the combined result of different contributions: (i) the crystal to crystal time resolution, (ii) the block structure, (iii) the variations among the four photomultiplier tubes (PMT) and (iv) the read-out electronics.
When using two small LSO crystals (3 mm side cubes) a time resolution of the order of 300 ps has been measured (Moses and Derenzo 1999) . Elongated crystals (2-3 cm), such as those used in the Hi-Rez block, suffer from light transit time dispersion due to depth of interaction and from multiple reflections within the crystal, which produce a dispersion in path length. Also, the loss of light due to absorption in the crystal bulk and at the crystal surface results in a lower signal, which contributes to the time jitter at the entrance to the TDC.
The four PMTs associated with each block have not been matched according to their time response, and the variations among them add to the time resolution. Also, the PMTs do show variations in transit time according to the position of the crystal on the photocathode.
Finally, the internal time jitter and variation among the TDCs in the integrated analogue electronics add a sizable contribution to the time resolution.
A PET scanner designed for TOF will have to address all these elements.
Time alignments for TOF data.
The method described in section 2.2.1 is able to time align the detector crystal with an accuracy of 0.5 ns, which is the present digital time resolution of the system (the width of a TDC bin). The accuracy in defining the time offset for each detector is as large as the measurement error for the TOF difference of each event: after the events have been split into nine TOF sinograms, this results in sinogram non-uniformity, as can be illustrated in figure 2, top row. We devised a method to correct the nine TOF sinograms a posteriori, performing an additional offline time alignment directly on the sinogram, which has the effect of improving the time alignment accuracy. This second step of the time alignment reprocesses the listmode data acquired during conventional time alignment. The TOF difference of coincidence events for each possible detector pair is histogrammed. A Gaussian fit is performed on the digitized TOF difference histogram for each detector pair. The position of the centroid is assessed and the actual displacement relative to the conventional centre of the time bin is measured: this residual misalignment is stored as a floating point number in a detector-detector time shift file. An average residual misalignment is then computed for each sinogram LOR (associating detector pairs to sinogram elements) and stored in a time normalization array, which has the same dimensions as the sinogram.
Before reconstruction, the nine TOF sinograms are interpolated using this time normalization array. In figure 2 the TOF sinograms (only five central TOF bins, from −2 to +2) are shown for a uniform 68 Ge cylinder in the centre of the FOV. In the raw data (top row) the effect of only partial time alignment is visible, but after time normalization (bottom row) the intensity of all diamonds (areas in the sinograms identified by a detector block pair in coincidence) is more uniform.
Phantoms
Five phantoms were used in this study, two virtual (simulated) and three physical phantoms. We simulated two cylindrical phantoms to assess the performance of the TOF reconstruction method, and three phantoms were used to produce experimental data and evaluate the scatter correction method or the quality of the image.
Simulation phantom A.
Phantom A, shown in figure 3, was composed of a 'warm' cylinder of 40 cm diameter, with three 'hot' spheres and one cold sphere (respectively 10 mm, 15 mm, 20 mm and 25 mm diameter), located at 16 cm distance from the centre. The activity ratio of the hot spheres over the warm background was 8:1. Background volume, hot and cold spheres were assumed to be water. To obtain simulated sinograms, the image was forward projected analytically in 2D, with no normalization, attenuation or scatter effects. The forward projector used the position of the event to assign it to the proper time bin in the simulated sinogram.
Simulation phantom B.
Phantom B, shown in figure 4, was a 'warm' cylinder of 40 cm diameter, containing three 'hot' cylindrical inserts and a cold cylindrical insert (respectively 20 mm, 30 mm, 40 mm and 50 mm diameter, and same length as the warm cylinder in which they are immersed). The hot to background ratio was 2:1. Background volume, hot and cold cylinders were assumed to be water. The sinogram of the phantom was simulated by forward projecting a single plane image to produce unscattered trues. Attenuation, normalization and randoms were considered. In the simulation presented in this paper we used a scatter fraction of 40% and a random fraction of 47%. The normalization was simulated to match the normalization of a Hi-Rez PET/CT. This implies a span of 11 with a ring difference of 27. The forward projector used the position of the event to assign it to the proper time bin in the simulated sinogram.
Then scatter and randoms were added to form a noiseless prompts sinogram. Scatter was simulated as a Gaussian of FWHM 40 cm and randoms were assumed to be a constant value in each sinogram bin. Finally Poisson noise was added to each bin in prompt and delayed.
Experimental phantom C.
The scatter correction to be used in TOF reconstruction was tested using a polyethylene NEMA 2001 count rate phantom (NEMA 2001): 70 cm long, 20 cm diameter, with a hole for line source located at 4.5 cm from the radial centre. The source used was a 70 cm long sealed 68 Ge rod of activity of about 0.5 mCi.
Experimental phantom D.
Experimental phantom D, shown in figure 5, was a high density polyethylene (HDPE) cylinder filled with water: 50 cm diameter, 20 cm long. Immersed in the water cylinder were three 'hot' cylindrical inserts at the periphery with diameter 13 mm, 25 mm, 51 mm, a 'cold' cylindrical insert of 51 mm diameter at the periphery and a central 'warm' cylindrical insert of 101 mm diameter. The walls of the internal cylinders were 6.4 mm thick, the background and the internal cylinders were filled with water. 18 F was used as source. 'Hot' to background activity ratio was around 4:1. The central 'warm' cylinder was filled with an 18 F concentration which was lower (0.85:1) than the background.
Experimental phantom E.
Experimental phantom E, shown in figure 6, was an Anthropomorphic Torso Phantom TM , Model ECT/TOR/P, from Data Spectrum Corporation (Jaszczak 2003) . It simulated the upper torso of an average to large patient. It was 20 cm long, with 26 cm × 38 cm transaxial dimensions. It included two lung shaped cavities filled with Styrofoam beads and water (0.9 and 1.1 liter), a liver cavity that was filled with water (1.2 liter), and a spine-equivalent plastic insert. The background (10.3 liter) was filled with water with a uniform activity background, the liver was filled with water with activity about 2:1 hotter than the background, the lungs were filled with cold water.
Reconstruction methods
We implemented TOF-weighted 2D filtered back-projection (FBP2D), TOF 3D attenuation weighted ordered subset expectation maximization (AW-OSEM3D), TOF 3D unweighted ordered subset expectation maximization (UW-OSEM3D), and TOF ordinary Poisson ordered subset expectation maximization (OP-OSEM3D).
Implementation of TOF FBP
The TOF FBP we implement is a FBP algorithm in which, prior to back-projection, each projection is weighted with a filter in the frequency space, and then confidence weighting is applied during back-projection for each TOF bin. The image array f (x, y) is reconstructed as follows in equation (3):
where (x, y) are the conventional spatial coordinates; (s, t) are the rotated coordinates in the spatial domain: s is the projection coordinate and t is the integration coordinate perpendicular to s; θ is the rotation angle or projection angle; ρ is the frequency space coordinate associated with s; k is the index of TOF bin, t k is the position of the spatial centre of the TOF bin k along the direction t; F −1 is the inverse 1D Fourier transform operator, it transforms a function from the frequency domain (coordinate ρ) to the space domain (projection coordinate s); W (ρ) is the filter in the frequency space;P θ,k (ρ) is the 1D Fourier transform of the projection P θ,k (s) for angle θ and TOF bin k; e
is the TOF resolution function used for confidence weighting; σ is x(FWHM)/2.35, where x(FWHM) is the localization uncertainty associated with the time resolution of the system, x(FWHM) = c t/2.
The choice of the filter W(ρ) is not unique (Snyder et al 1981 , Tomitani 1981 , Mallon and Grangeat 1992 . Our choice was to convolve (1D convolution in the direction of the frequency space coordinate ρ) a ramp filter with the square of the Fourier transform of the Gaussian TOF response kernel, but now directed along the projection direction s, as shown in equation (4):
where F is the 1D Fourier transform operator, ⊗ is the convolution operator, σ is the same as in equation (3), and normalization constants are omitted. In this work FBP reconstruction was used only in 2D, since TOF FORE algorithm was not available. Recent development in TOF FORE (Defrise et al 2005) will allow in the future the implementation of TOF FBP on the whole 3D data set.
Even though the TOF FBP2D presently implemented has no realistic clinical applications, it has been used in this work as a direct method to measure SNR gain due to TOF reconstruction, since it is independent of other parameters such as the choice of iterative method or the number of iterations, or the convergence of the algorithm.
Extension of iterative algorithms to TOF
The conventional iterative algorithms have been modified introducing a TOF weighting both in the back-projector and the forward-projector. Starting from the conventional iteration scheme given by Shepp and Vardi (1982) ,
where λ j is the annihilation density distribution in space or the image to be recovered; Y i is the integral count rate along the projection identified by i, in the measured sinogram; c ij is the probability that an annihilation in voxel j is detected in projection i; K i is the subset of all image elements k along the LOR associated with projection i, I j is the subset of all projection elements i passing through image element j.
To extend the method to time-of-flight sinograms Y it (where Y i = t Y it ), we define p = (u(j )|t, i) as the time spread function (TSF) along the direction u of the LOR identified by i : the TSF is centred around the time bin t and it is assumed to be a Gaussian with FWHM equal to the time resolution t (1.2 ns in this case). For each voxel j at position u(j ) we can compute the probability p ij t to be detected in i with TOF = t.
Equation (5) is modified (Politte 1990) :
Note that, in equations (5) and (6), Y corresponds to the fully corrected data. These equations will be referred to as unweighted OSEM schemes. As suggested in Hebert and Leahy (1990) , attenuation correction is diagonal in the system matrix and can be factorized, leading to an attenuation weighted (AW) scheme. However, using AW or UW OSEM for low statistics data, bias may occur in the reconstructed image from zero-thresholding the true projections data.
In that case it is preferable to start from prompt and separate delayed and use the ordinary Poisson model, as already suggested in Politte and Snyder (1991) .
UW-OSEM3D, AW-OSEM3D and OP-OSEM3D schemes are provided by equations (7), (8) and (9), respectively. The TOF forward-and back-projectors are defined in equations (10). A is the attenuation correction array, N the normalization correction array, Y is the measured prompts sinogram, R is the measured delayed or randoms sinogram,S is the scatter estimate, R is the randoms estimate after variance reduction. We observed experimentally that random coincidences were equally distributed across the nine time bins, andR can be estimated using random smoothing (Casey and Hoffman 1986) . The scatter was estimated using an approximated model based on the conventional (non-TOF) single-scatter simulation scatter correction (Watson 2000) , and it is described in detail in section 3.3.
In order to truly respect the Poisson statistics, we have implemented OP-OSEM3D reconstruction directly in LOR space, while the other schemes (UW and AW) were using data in parallel projection space (after projection has undergone arc correction).
The time shift normalization procedure presented in section 2.2 may also alter the Poisson statistics, but this problem has also been avoided in our implementation of OP-OSEM3D. Since reconstruction is performed from LOR sinogram, the forward projector selects the image space elements which contribute to each LOR (modelling the p ikt in equation (6)), taking into account the time misalignment information in addition to the TOF bin value.
It should be noted that with high statistics (or noiseless simulated) data, the use of OP-OSEM is not mandatory. UW and AW schemes do not show bias and do have speed and memory advantages on OP-OSEM. In our simulations and experimental work we used all three algorithms, although we strongly recommend the use of OP-OSEM for low statistics data. Additional study is needed to evaluate the potential bias generated by the use of the AW-OSEM or UW-OSEM for every experimental protocol.
Scatter estimate for time of flight
Scatter events have a longer path length than unscattered coincidences, and consequently their distribution in the time bins should be different. Therefore, the correct way to estimate the TOF scatter is to include TOF directly in the single scatter simulation (Watson 2000) , and this modification is currently under way. Since it requires major changes in the algorithm, in this work the non-TOF scatter estimate was first computed and then rescaled to the data of each time tagged sinogram. In order to accomplish this, two different scaling methods have been devised.
Simple scaling. The first method is based on two hypotheses: the unscattered and the scattered events have a similar time distribution and the scatter shape is the same in all time bins. Therefore, this method simply scales each scatter profile to properly match the tails of the emission sinogram. Tails are defined as the outer part of the radial profile, where the attenuation factor is below a given threshold of 1.1 (1.0 is the theoretical attenuation correction factor for a line that does not intersect any attenuating material).
Radial distortion and scaling.
A second method tries to model the distribution of scatter events in each time bin, accordingly corrects the radial shape of the conventional scatter profile for each time bin as explained hereafter, and finally applies a scaling factor that matches the tails of the scatter sinogram with the tails of the emission sinogram, as explained in the simple scaling section above.
For each time bin T i , a radial correction factor is estimated for each plane and view, with the following method. It is assumed that the scatter has uniform distribution in the FOV. For each TOF bin, and for each radial bin, a pair of virtual detectors is identified on the ring. A position of a scattering source in the FOV is randomly extracted and the difference in geometric straight-line path length from the scattering source to each detector is computed. If the path length difference corresponds to the TOF bin, the event is accepted, otherwise it is rejected. By repeating this procedure and extracting a large number of random positions, we compute the probability that a scattered event reaches that radial bin with that given TOF difference T i . This probability is used as a distortion factor to be applied to the radial shape of each plane and view. Finally, the scatter profile is scaled to match the tails of the emission sinograms.
Results and discussion
Scatter correction evaluation
The first section of the experimental results is dedicated to some preliminary measurements aimed to assess the validity of the scatter correction methods proposed, and to evaluate their range of applicability. It will be shown that while the simple scaling method holds for smaller phantoms (about 20 cm diameter), the radial distortion and scaling is a better solution for larger objects (larger than 40 cm).
Simple scaling.
We verified that this simple scaling method holds for objects of small size (not much larger than the localization uncertainty due to time resolution of the system, 18 cm in this work). To do this, we used the NEMA 2001 70 cm long cylinder described in section 2.3.3 (phantom C). The phantom, with a 68 Ge line source located 4.5 cm off the centre, was placed in the centre of the tomograph. The sinograms contained approximately 40 million trues plus scatter events. The data were normalized and all planes of each time bin were added. Each of the nine TOF bins was smoothed in the angular direction using a boxcar filter.
The scatter was extracted for each angle of each of the sinograms by the following method. For each angle of the sinogram, the peak was found. A 4 cm wide region around the narrow peak was fitted with a Gaussian curve, identifying the unscattered events. The resulting Gaussian was subtracted from the data leaving the broad scatter profile. Next, the scatter data were also fit with a Gaussian. This accomplished two goals: it quantified the amount of scatter and it measured the shape of the scatter profile.
The data are shown in figure 7 , plotting angle 0 of TOF bins 0, −1, −2, rescaled to the same peak value. It can be observed that, after scaling, the scatter profiles for all the sinograms overlap, and therefore our approximation seems justified for objects of this size.
Radial distortion and scaling.
When the object to be imaged is much larger than the localization uncertainty, such as in the 50 cm diameter cylinder described in section 2.3.4 (phantom D), the simple scaling method does not produce good quality images. In this case, since the possible path length differences between scatter and true events are larger, the approximation, that the scatter events split into the nine time bins as unscattered events do, does no longer hold. In particular, an overestimation of the scatter in the centre of the object can be observed, producing a dip of activity in the reconstructed image. Figure 8 shows the profile (TOF bin 0, angle 0) of the emission sinogram, the conventional scatter profile scaled to match the tails (simple scaling), and the scatter profile using radial distortion and scaling method here described. Notice that the method described here yields a lower estimate of the scatter fraction in the centre of the FOV: this is a better estimate of the scatter in the TOF image, as can be seen in figure 9 , where the 50 cm phantom has been reconstructed using TOF AW-OSEM3D (5 iterations, 8 subsets). For the image on the lefthand side of figure 9(a) the scatter has been subtracted using the conventional scatter profile and the simple scaling method described in section 4.1.1. The dip in the centre of the image is due to the overestimate of scatter in the central part of the phantom. A more uniform image can be obtained if the scatter is estimated using the radial distortion and scaling method, as can be seen in the image on the right-hand side of figure 9(a). In figure 9(b) a vertical profile across the two images is shown.
Evaluation of SNR and NEC gain due to TOF with Monte Carlo simulation
Monte Carlo simulation was used to evaluate SNR gain obtained using TOF reconstruction and compare it with the expected value from equation (2).
A cylinder with uniform activity and hot and cold spheres (phantom A) was simulated without considering normalization, attenuation and scatter, and was reconstructed with FBP2D. This procedure was adopted in order to separate the effects of these corrections from the reconstruction algorithm.
A cylinder with uniform activity containing hot and cold cylindrical inserts (phantom B) was simulated including all effects: normalization, attenuation and scatter. Different NEC realizations were simulated. The noise in the TOF and non-TOF images has been studied and compared, with regard to number of iterations in the reconstruction and the NEC of the simulated data. This simulation has allowed a more realistic evaluation of the SNR improvement due to TOF.
2D filtered-back-projection reconstruction of noisy simulated data with no attenuation and no scatter.
The algorithm has been tested on a simulated phantom, a 'warm' cylinder of 40 cm diameter, described in section 2.3.1 (phantom A). The simulated sinograms had a total of 2.15 × 10 8 prompts and 0.49 × 10 8 random coincidences, and a Poisson noise was added to the sinograms: this corresponds to 30% random fraction and a NEC (trues 2 /prompts) of 128 million events. Prompts are conventionally defined as trues+scatter+randoms. No attenuation was considered, and scatter was not included. The 2D filtered-back-projection algorithm was used for the reconstruction, both conventional and TOF FBP, and the resulting images are shown in figure 10 .
We define the SNR as the ratio between the average counts in a region-of-interest (ROI) selected at the centre of the phantom, and the standard deviation of the same sample. A comparison between conventional and TOF FBP (segment 0) is shown in figure 10 : the SNR measured in the reconstructed images shows that TOF introduces an improvement of a factor 1.47 in SNR over the conventional TOF, in excellent agreement with the expected improvement of a factor 1.49 that can be calculated with equation (2).
This agreement is an encouraging evidence that the predicted SNR gain can be achieved with TOF reconstruction and could be obtained with experimental data, properly corrected for normalization, attenuation and scatter.
Ordinary Poisson OSEM3D reconstruction of simulated data with attenuation and scatter.
A second simulation was performed of a 40 cm diameter 'warm' cylinder containing hot cylindrical inserts, and a simulated prompts sinogram was created using the method described in section 2.3.2 (phantom B). In the simulated prompts sinogram, the scatter fraction was 40% and the randoms fraction was 47%. These values were selected to mimic the fractions from a typical patient scan. The scatter shape introduced in the simulation was the same for all time bins. However, the magnitude was scaled so that the unscattered to scatter events ratio was constant for all time bins.
Different realizations of Poisson noise were added to the noiseless data: the noise levels were picked to represent noise effective count levels of 5 × 10 6 , 10 × 10 6 , 20 × 10 6 and 40 × 10 6 counts. The images were reconstructed with an OP-OSEM3D algorithm (see equation (9), section 3.2). For the conventional (non-TOF) case, we added the nine TOF sinograms to form a single sinogram. Reconstruction was done with the same OP-OSEM3D algorithm without TOF. To evaluate the images, we evaluated noise versus convergence.
In clinical systems, where hot spot imaging is the primary task, the number of iterations of OSEM tends to be in the range of 4 to 6 using 8 to 16 subsets (from 32 to 96 MLEM equivalent iterations). This is dictated by reconstruction time and visual evaluation of the images. For this experiment, we chose 14 subsets (of 28 angles each) and evaluated the images for a maximum of 20 iterations. All images were post filtered with a 5 mm Gaussian filter.
A ROI of half the diameter of the internal cylinders was placed inside each of the three hot cylinders and in the cold cylinder. An additional ROI of 22 cm diameter was placed over the uniform centre of the phantom. The phantom B and the five ROIs are shown drawn on the reconstruction of the noiseless phantom B in figure 11 .
We normalized the ROI value to the average of the background region 5. Figure 12 shows ROI values of region 4 (20 mm hot spot) and 1 (50 mm cold spot) as a function of iteration for reconstructions of noiseless realizations of phantom B. As can be seen, the hot spot tends to reach a contrast asymptotic value of about 1.82 within 8 iterations for TOF reconstruction, or 14 iterations for conventional non-TOF reconstruction. We also observed that larger hot spots converge faster, but TOF reconstruction always converges faster than the corresponding conventional reconstruction. One can note that the 50 mm cold region has a slower convergence than the hot spots. For this reason, we chose the cold region as a measure of convergence.
We defined the noise as the pixel-to-pixel standard deviation in region 5, divided by the mean value in the region. For each noise realization, in figure 13 we plotted the noise as a function of the ROI value of the cold region.
From the TOF gain formula, with a 40 cm object and a time resolution of 1.2 ns (18 cm) the expected NEC gain is 2.2. However, with iterative reconstruction, the evaluation of the noise reduction is not as straightforward as it is for FBP. A closer examination of figure 13 shows that indeed the gain can be highlighted. In this graph, the closest the data are to the origin, the more accurate the reconstruction process is: an ideal noise versus residual curve would run very close to the vertical and horizontal axes. Examining each set of curves (TOF, non-TOF) the TOF trajectory is always closer to the origin than the non-TOF. In fact, the TOF trajectory is closer to the origin than the non-TOF curve for the realization with twice the counts, confirming a NEC gain larger than 2. For example, the curve obtained with TOF reconstruction and NEC = 5 × 10 6 is not only below the conventional reconstruction curve, but also below the curve obtained with twice as many NEC counts (10 × 10 6 ) but conventional reconstruction.
Also, by selecting an iteration from the TOF and non-TOF curves with the same cold spot residual, and comparing the noise, one can verify that TOF image has always less noise than the non-TOF image, and this can also be observed in the quality of the image. In particular, one can select and compare non-TOF iteration 7 (NEC = 5 × 10 6 ), non-TOF iteration 5 (NEC = 10 × 10 6 ) and TOF iteration 2 (NEC = 5 × 10 6 ), all with a cold spot residual just Figure 14 . Images with comparable cold spot residual: 5 × 10 6 NEC counts (2 iterations, TOF reconstruction), 5 × 10 6 NEC counts (7 iterations, non-TOF reconstruction), 10 × 10 6 NEC counts (5 iterations, non-TOF reconstruction).
below 0.30, as can be seen in figure 13 . In the graph in figure 13 one can observe that two iterations of TOF reconstruction reach the same contrast recovery, but have less noise than the other two conventional reconstructions, obtained with more iterations and either the same or double statistics. In figure 14 we presented the same central plane of the three selected images for a simple qualitative examination: one can visually appreciate that the image on the left (TOF, 2 iterations, 5 × 10 6 counts) shows a lower noise level (0.18 RMS noise) compared to the central conventional reconstruction (non-TOF, 7 iterations, 5 × 10 6 counts, 0.41 RMS noise) with the same statistics. A noise level close to the TOF image on the left can be reached with conventional reconstruction but with double statistics, as one can observe in the image on the right (non-TOF, 5 iterations, 10 × 10 6 counts, 0.23 RMS noise).
First assessment of imaging performance of TOF reconstruction with experimental data
The first results of TOF iterative reconstruction on a Hi-Rez scanner have been obtained using a large diameter cylinder (phantom D) and an anthropomorphic torso (phantom E): high scatter and random fractions and large transaxial dimensions were chosen to emulate realistic conditions of a large patient. The results from phantom D allowed us to verify the improved imaging capability inside very large objects, and images from phantom E confirmed the decrease in noise inside an anthropomorphic structure. The statistics of the scans were large enough to allow the use of the faster (UW/AW) reconstruction schemes. It should be noted that, when bias due to zero-thresolding occurs with AW-OSEM, a positive bias first appears at the centre of the object, where the attenuation is the highest. Such artefacts were not observed with the range of statistics used in our experiments.
Iterative reconstruction of a large cylindrical phantom.
The TOF reconstruction was tested using a 50 cm diameter water phantom D with a uniform background distribution surrounding the hot, warm and cold objects described in section 2.3.4. Total 18 F activity was about 3.4 mCi (about 0.1 µCi/cc). The total statistics was 352 × 10 6 for the prompts and 174 × 10 6 for the random. Scatter and random fractions and count rate were: Sc/(T + Sc) = 59%, R/(T + Sc) = 97%, NEC = T 2 /P = 8.4 × 10 3 cps. This phantom and conditions were chosen in order to simulate a large patient with large scatter and randoms fractions, a situation in which the TOF reconstruction should produce a consistent improvement in image quality compared to conventional reconstruction, particularly in the central part of the patient's body, where a cylindrical cavity filled with water with activity concentration lower than the background (0.85 of the background activity concentration) is located. Emission listmode data were acquired for 30 min; TOF and conventional sinograms were built off-line. Images were reconstructed using UW-OSEM3D and 10 iterations, 14 subsets, both TOF and conventional methods, into 168 × 168 pixel images, 4 mm pixel size, and 7 mm post-reconstruction smoothing.
Since the large (50 cm) phantom was slightly off centre in this experiment, the attenuation correction computed through the CT scan was truncated (CT FOV is 50 cm); therefore, the attenuation correction was computed modelling the phantom as a uniform water cylinder. Scatter correction was estimated with the method described above in section 4.1.2, by radial distortion and scaling to match the tails.
It could be observed in figure 15 that the TOF images have a lower noise and a more uniform noise texture. Given the cylindrical geometry of the phantom, in figure 15 all planes have been added to increase the statistics. One can visually appreciate the lower noise in the TOF images (SNR gain in the central region due to TOF increase from 1.7 to 2 going from iteration 1 to 5). Also, the central cylindrical insert with lower activity (85% of the background) and its 6.4 mm plastic wall are hardly visible in conventional reconstruction and appear clearly in TOF images.
These results confirmed that TOF brings lower noise level and improved capability to image features imbedded deep inside large objects.
Iterative reconstruction of anthropomorphic torso phantom.
A second experiment was performed, using a torso phantom E described in section 2.3.5, with a uniform activity background, a large uniform hot volume (about 2:1 activity to background) to simulate the liver and two empty cavities to simulate lungs. Total activity was about 10 mCi (about 1 µCi/cc). The total statistics was 609 × 10 6 events for the prompts and 309 × 10 6 for the random. Scatter and Random fractions as well as count rate were fairly high: Sc/(T + Sc) = 42%, R/(T + Sc) = 103%, NEC = T 2 /P = 27.7 × 10 3 cps. In figure 16 a transaxial and coronal plane are shown, comparing TOF and non-TOF images for AW-OSEM3D reconstruction, 5 iterations, 14 subsets. A pixel size of 4 mm was used, producing images 168 × 168 pixels and 81 planes, and a 7 mm post-reconstruction filter was applied. The coronal image shows the 'lungs' in the upper part, and the darker Figure 16 . Images of a torso phantom with uniform 18 F background, with a hot region corresponding to the liver, and empty cavities for lungs, reconstructed with AW-OSEM3D. The top row shows two conventional non-TOF slices (transaxial and coronal), the corresponding TOF slices are shown at the bottom row. region corresponding to the liver in the bottom part. The transaxial slice is selected in the lung region. The reduction of noise is clearly visible in both transaxial and coronal slices: the measured SNR improvement in the TOF image, in the central region between the lungs, has been measured to be 1.57.
Conclusions
We presented the first experimental results obtained with TOF reconstruction on the LSO based CPS Hi-Rez PET scanner and showed that NEC gain due to TOF is in good agreement with the theoretical estimates predicted by the literature, for both analytical and iterative reconstruction. With a present time resolution of 1.2 ns; we expect a gain in NEC, due to TOF, greater than 2 for large patients. This improvement will lead to higher image quality for such patients or will provide an opportunity for faster scan at constant image quality. We implemented TOF versions of FBP2D, AW-OSEM3D, UW-OSEM3D, OP-OSEM3D, introduced an additional step in time alignment to overcome residual time misalignment, and tested a preliminary version of TOF scatter correction. Single scatter simulation (Watson 2000) requires a modification to include TOF, which is under development but, in the preliminary version presented here, two different approaches to better evaluate the scatter have been devised to overcome the problem.
For iterative reconstruction, by comparing noise-contrast curves, we demonstrated that TOF converges faster and achieves a better contrast recovery than conventional methods.
The additional step in time alignment, or time normalization, we developed to overcome the too coarse time binning (0.5 ns) may contribute to destroy Poisson statistics. The problem was solved in OP-OSEM3D by introducing this correction in the projectors, and it will be finally eliminated by the next generation electronics currently under development.
First experimental results do show two improvements brought by TOF reconstruction over conventional (non-TOF) reconstruction: a significantly lower noise level and a better capability to resolve structures deep inside the phantom. Further SNR (or NEC) improvement is expected when better time resolution is achieved, and possible ways to improve the time resolution are presently under investigation.
