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Abstract 
This thesis examines the optimization of renormaiization group transfor-
mations. To do this I have examined simple spin models where some under-
standing of the problems which arise and particularly the systematic errors 
can be acquired. 
In the first chapter I have given a brief description of critical phenomena 
which provides the motivation for the study of the renormalization group 
in this rest of this thesis. The second section of this chapter introduces 
the ideas of the renormalization group, stressing the parts most relevant 
to optimization. The last part of this chapter contains a discussion of 
redundant operators and their role in opimization. 
Chapter two consists. of an examination of a renormalization group 
transformation applied to the Gaussian model. This is solved both on an in-
finite lattice and in four dimensions on a finite lattice using the finite lattice 
approximation. The results from this calculation can be compared with a 
Monte Carlo renormalization group analysis of a ça model on a similar size 
lattice to determine if ço 4 theory is trivial. Chapter three explores various 
aspects important to optimization of the renormalizaion group transforma-
tion used in chapter two. 
Chapter four examines an optimization scheme in which the renormal-
ization group transformation is chosen so that the the fixed point has a 
nearest-neighbour interaction alone . In particular I describe some renor-
malization group transformations (different from decimation) which map 
the one dimensional nearest-neighbour Ising and Potts models and also a 
hierarchical model onto themselves. I have also examined optimizing a 
renormalization group transformation for the two dimensional Ising model 
where I have found strong indications that it is impossible to exactly block 
a nearest-neighbour model onto itself using a purely local transformation. 
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Chapter five examines, a possible optimization scheme for the approx-
imate recursion formula, which removes the six-spin interaction at second 
order within an c-expansion. The final chapter summarizes some of the 
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Chapter 1 
Introduction 
The renormalization group (RG) formalism as developed by Wilson [2] is a 
powerful tool of equilibrium statistical mechanics. It has found applications 
in many branches of physics, although many aspects of the theory are not 
well understood. For RG to be applied.to new and more exotic phenom-
ena a better understanding of its mathematical properties is required. In 
this thesis I will examine the application of the renormalization group to 
critical phenomena and in particular the problem of optimization of the 
renormalization group transformation. 
I will begin with a brief outline of the phenomenology of critical be-
haviour. In section 2 of this chapter I will discuss the essential ideas behind 
the RG and how it is used to describe critical phenomenology. In the final 
section of this chapter I will discuss redundant operators and their role in 
optimization of renormalization group transformations. 
1.1 Critical Phenomena 
Phase transitions are characterized by singular behaviour in at least one of 
the thermodynamic variables describing the bulk behaviour of the system. 




Figure 1.1: Schematic phase diagram for a typical gas-liquid-solid system. 
jumps discontinuously; for example when water boils. A continuous (or 
second order) phase transition occurs when one of the derivatives of an 
order parameter is singular, although the order parameter itself remains 
continuous. To illustrate the main features of continuous phase transitions I 
will consider a liquid at its critical point and a (one component) ferromagnet 
at its Curie point. Figure 1.1. shows the phase diagram of a gas-liquid-solid 
system for temperature T, against pressure F, while figure 1.2 show the 
phase diagram of a ferromagnetic for temperature against external magnetic 
For the gas-liquid system the order parameter is the difference between 
the density of the gas and liquid. As the temperature is increased from 
zero the value of the order parameter decreases until it vanishes at the 
critical point; however, the isothermal compressibility - defined as the rate 
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Figure 1.2: Schematic phase diagram for a typical one component ferro-
magnet. 
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of change of density with pressure at constant temperature - diverges. 
The fluctuations in the local density are proportional to the isothermal 
compressibility; these fluctuations dominate the behaviour of the system at 
the critical temperature. 
In the case of a ferromagnet the order parameter is the magnetization 
which again vanishes at the critical point. The isothermal susceptibility 
which describes the response of the ferromagnet to an applied external 
magnetic field, becomes infinite at the Curie point. This quantity can be 
considered to be an analogue of the isothermal compressibility for a gas 
liquid system and similarly the magnetization can be thought of as an 
analogous quantity to the density difference between gas and liquid phase. 
At the critical point for both these systems large fluctuations occur: these 
fluctuations determine the functional behaviour of the thermodynamic vari-
ables. In fact, many properties of critical systems are found to depend only 
on the symmetries of the fluctuations and not at all on the microscopic 
behaviour. Because of this close similarity between critical systems it is 
often only necessary to examine the behaviour of one particular model to 
obtain a good understanding of a whole class of systems. In the next chap-
ter I will discuss this idea of "universality" more formally. In the following 
discussion I will predominantly use the language of spin models. 
For a ferromagnetic system at criticality (T = T, the Curie tempera-
ture; and the external magnetic field, h, equals zero) a typical property of 
interest is how the spontaneous magnetization (the magnetization in zero 
external field) vanishes; this is illustrated in figure 1.3. At the critical point 
and in zero magnetic field the magnetization behaves as 
M = ai(T — T) -i- a2(T — T) 1 +a3(Tc—T)'+... 	for T < T (1.1) 
where 8 is known as a critical exponent and describes the leading scaling 




Figure 1.3: A typical graph for the magnetization versus temperature. 
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the right hand side of this equation gives non-analytic correctioro to scaling 
(c is non-integer) - the origin of such terms will be discussed in the next 
section. A similar quantity can be defined in a gas-liquid system. In this 
case the density difference at co-existence behaves as 
PLPG T) P+c for T < T (1.2) 
The critical exponent 8 is found to be the same for systems with the same 
symmetries; thus in the same dimension a gas-liquid system and a. one 
component ferromagnet will have the same value of 3. However, the coef-
ficients a 1 , a2 , a3 , b 1 , b2 and b3 are not universal. 
Similarly one can define a critical exponent describing the behaviour of 
the magnetization as a function of a perturbation in the external magnetic 
field h away from the fixed point 
M 	IhI'6 	 (1.3) 
A similar exponent can be defined in a fluid system for the density difference 
versus the pressure. 
Other critical exponents of interest describe the critical behaviour of the 
specific heat c and the isothermal magnetic susceptibility x in zero external 
field 
;for T > T,,  (1.4) 
c 's  (T - T)" ;for T <T  
x'-'(T — T) -" ;for T > T,  (1.6) 
x 	(T - T)' ;for T <T (1.7) 
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The exponents have analogous definitions in fluid systems. The exponents 
below the critical temperature (cx' and y') turn out to be identical to those 
above T (cx and 7 respectively) whenever they are defined. 
An important measureAMBn of the fluctuations is given by the two spin 
correlation function. If o is a spin variable at a site FF then the correlation 
function is defined to be 
	
g(r,h,t) = 	- (.) 2 	 (1.8) 
where i = T - T and h is the external magnetic field; and the angular 
brackets represent the sum over all configurations weighted by. the Boltz-
mann factor. The susceptibility is related to the spin correlation function 
by 1 
x = 	g(r,h,t) 	 (1.9) 
The sum is over all lattice sites r. The susceptibility will diverge when the 
spin correlation function fails off asymptotically as a power 
-4 00 c 
g0.(,0,0) I12 	 (1.10) 
provided x 0., the effective dimension of the spin variable, is less than d/2. 
The effective dimension x is related to the classical critical exponent ' by; 
= d/2 - 1 - 77 	 (1.11) 
77 measures the deviation from Ornstein-Zernike behaviour x = d/2 - 1. 
The critical correlation function is asymptotically scale invariant. To 
see this consider dividing the spins into blocks with sides of length b and 
define a new set of spin variables c' to be the sum of spins in each block. 








By making a change of scale, F - 	= r7b, and by rescaiing the spins, 





Which is exactly the same form as equation (1.10) for the unblocked spins. 
The asymptotic scale invariance of the correlation function results from 
the statistical scale invariance of the system. For a system of Ising spins at 
criticality the system at one instant will consist of a group of up spins in a 
sea of down spins which in their turn these down spins will be sUrrounded 
by a sea of up spins and so ad infinitum. This asymptotic scale invariance 
will be used in developing the RG formalism. 
Away from the critical point the correlation function falls off exponen-
tially for large separations 
h, t) = 7(r) exp{—r/} 	 (1.15) 
where e is known as the correlation length and f(r) is a slowly varying 
function of the separation distance The correlation length diverges at 
the critical point. In zero external field the correlation length behaves as a 
function of the temperature as 
= hI_V 	 (1.16) 
where ii is another of the classical critical exponents. 
Another correlation function of importance is the energy correlation 
function 
9E( 7',t,h) = (EFES) - (E6) 2 	 (1.17) 
where EF is the local energy density at the lattice site This is related to 
the specific heat, c, by 
c= 
1
>9E(r,h,i) 	 ( 1.18) 
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provided XE, the effective dimension for the energy correlation function, is 
less than d/2. If XE = d/2 the specific heat will diverge logarithmically at 
the critical point (this happens in the two dimensional Ising model). 
The classical critical exponents are found to be related to each other 
through the scaling equations 
a+20+7 = 2 
dv = 2—a 	 (1.20) 
-y = v(2-77) 
These are Widom's [3] famous scaling relations. At the critical point the 
thermodynamic variables are related to each other through homogeneous 
equations. Thus, for example, the equation of state below T is 
IT—T1h = MF M'/1 j (1.21)  
where.F is just a function of the single argument (T—T)1M 11 and +1 = 
(2—.a)/8. 
The ferromagnetic critical point provides just one example of the possi-
ble category of continuous phase transitions. Systems with more complex 
symmetries may have more exotic critical behaviour. Thus, for example, 
in anti-ferromagnetic systems tricriticai points occur. However, in all these 
systems the fluctuations dominate the behaviour. In this thesis I will con-
centrate on the ferromagnetic phase transition in the hope that a better 
understanding of how to treat fluctuations in this simple case will be of 
16 
use in more demanding situations. A more detailed discussion of phase 
transitions and critical phenomena is given in Stanley's book Introduction 
to Phase Transitions and Critical Phenomena [4]. 
1.2 The Renormalization Group 
In this section I will describe the key features of Wilson's renormaliza-
tion group procedure. The aim of RG is to find a scaling transformation 
which blocks the original system onto a new system containing fewer de-
grees of freedom. By repeating this transformation many times a sequence 
of blocked Hamiltonians is generated; analysing the behaviour of this se-
quence one can deduce the long distance behaviour of the original model. 
Since Wilson [2] first devised this method it has seen many developments; 
in particular the successes of Monte Carlo renormaiization group (MCRG) 
and the c-expansion. Despite these successes - except in models which 
are otherwise solvable - the RG procedure involves some form of (usually) 
uncontrolled truncations. The errors arising from making these truncations 
are still not well understood. To apply the renormalization group to more 
exotic problems of physics some systematic analysis of these errors is nec-
essary. Reviews on RG abound; important ones include Wilson and Kogut 
(1974) [5], Wilson (1975) [6] and many of the reviews included in Domb 
and Green volume 6 [7]. 
An equivalent problem to finding the bulk thermodynamic functions of 
a system is to find the partition function as a function of the intensive 
variables (temperature, magnetic fields, etc.). The partition function is 
defined as 
Z = Tr e_M0T 	 (1.22) 
0 
where Tr,, represents the trace over all possible configurations of the spins 
a. 7-([a] is the Hamiltonian which gives the energy of a configuration of 
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the spins o; it is convenient to redefine the Hamiltonian to incorporate the 
temperature dependence, H[o] = fl[o]/kT. The free energy is related to 
the partition function through the equation 
	
F=-TlnZ 	 (1.23) 
When the number of microscopic variables becomes large a direct eval-
uation of the partition function becomes impracticable in all but a very few 
models (most notably the two dimensional Ising model [8]). Systematic 
approximations for the partition function can be constructed using local 
expansions such as high temperature and sometimes low temperature ex-
pansions, however, these fail at the critical point where there are long range 
correlation and where the free energy becomes singular. Direct Monte Carlo 
techniques also fail since they are carried out on finite lattices and so in-
volve truncations of the important long range correlations. Similarly, mean 
field theory gives a very good approximation for the free energy everywhere 
except at the critical point where fluctuations dominate. 
The renormalization group overcomes these problems by using a local 
transformation which preserves the long range fluctuations. To do this the 
original set of microscopic variables u on a lattice of spacing a is replaced by 
a new set containing a fewer number of variables cr' on a lattice with larger 
lattice spacing a': a dilatation by a factor £_1 = a/a' is then performed so 
that the lattice spacing is kept constant. Formally this "thinning out of the 
degrees of freedom" can be expressed by 
e_'[01 = Tr W[o', o]e_R[7] 	 (1.24) 
0 
The kernel of this transformation, W[o', c], is called the weight function. 
H'[o'] is the Hamiltonian of the blocked system in the sense that it is related 
to the partition function through 
Z = Tr e '°1 	 (1.25) 
1 0 
W 
For this to be satisfied the weight function must obey the equation 
Tr W[or', c] = 1 	 (1.26) 
I t  
W[or', o] can be thought of as the probability of a particular configuration 
of spins o- being mapped to a particular configuration of the spins or'. For 
equation (1.24) to be regular, the weight function should be local so that 
the dependence of the new spins or' on the old spins a falls off exponen-
tially with the distance between them. Provided the renormalization group 
transformation (RGT) respects all the symmetries of the initial system the 
long distance physics will be preserved. 
A typical form for the weight function (most of the RGT I will consider 
can be written in this form) is; 




Tr o = 0 
CV 
Clearly this weight function satisfies equation (1.26). The function ti[o-] is 
a local function of the spins or centred around the blocked lattice site iv. 
Particular examples of RGT will be discussed in later chapters. 
The renormalization group transformation is applied iteratively to ob-
tain a whole sequence of Hamiltonians (conventionally labelled H(')). Be-
cause of the asymptotic scale invariance offerromagnetic model at its crit-
ical point (and strictly speaking on an infinite lattice) the blocked Hamil-
tonians will tend to a single fixed point Hamiltonian (ie. an attractor in 
the space of couplings). For more exotic models different behaviour for the 
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sequence of blocked Hamiltonians is conceivable. If the RGT breaks an im-
portant symmetry of the original system a meaningful fixed point may not 
be reached; in the next chapter I will give an example of one such RGT which 
only gives a meaningful fixed point when one of its parameters is properly 
tuned. The problem of insuring a meaningful fixed point is reached when 
truncations are made remains a challenge in developing suitable RGT. 
Each member of the sequence of blocked Hamiltonians H(k) [0.(k)] can be 
decomposed as; 
= > K)S)[o.(c)] 	 (1.28) 
a 
where the g) [0.(0] 's are operators containing all the spin dependence and 
the K( ') are coupling constants which span an (usually) infinite dimensional 
space. The set of critical models form a hypersurface in this space. The 
RGT can be thought of as a mapping from one set of couplings to another 
= Ra[.RI 	 (1.29) 
The sequence of blocked Hamiltonians can be regarded as a trajectory in 
this coupling constant space. The fixed point is then defined by 
K = 	 (1.30) 
Figure 1.4 schematically illustrates the trajectory in coupling constant space 
starting from an Ising model with a nearest-neighbour coupling K1 , and 
where K2 might be the next-nearest-neighbour coupling, etc. For a ferro-
magnetic system the critical surface has co-dimension two corresponding 
to perturbations in the temperature and magnetic field. A model which is 
just off criticality will be attracted towards the fixed point in the direction 
of the critical surface but will be repelled from the fixed point in the di-
rection perpendicular to the critical surface - the direction of this " RG 
flow" is illustrated in figure 1.4. If the initial systems was just below the 
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critical temperature it would eventually flow to a zero temperature (infi-
nite couplings) fixed point, while if the system started from just above the 
critical temperature then it would flow towards a non-interacting (infinite 
temperature) fixed point. These two fixed points are called trivial fixed 
points. 
The critical fixed point will attract all other critical systems in the same 
universality class as itself, but, will be unstable to perturbations in the tem-
perature and external magnetic field. In general the coupling constant space 
will consist of different regions each with it own fixed point corresponding 
to the different univerality classes. The boundary between two such re-
gions will form yet another class of models with its own (tn-critical) fixed 
point this time being unstable to perturbations away from the boundary 
surface. In fact, there will be a whole hierarchy of fixed points starting from 
the trivial fixed points corresponding to the ground states and the infinite 
temperature state. 
The functional behaviour of the thermodynamic variables can be de-
duced by considering the linearized RG equation around the fixed point. 
Consider a Hamiltonian close to the fixed point 
H = H + zH 	 (1.31) 





(1.33) - 	at aJ3 - OK / IK=K 
O2K 
	
IK=K'T.*, = OKOK7 	
(1.34) 
21 
K1 ( lc 
K3 , etc 
Figure 1.4: Typical trajectory through coupling constant space. 
K2 
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is known as the linearized stability matrix. Its left-hand eigenvectors, 
defined by 
Oic = 	 ( 1.35) 
are invariant under a scale transformation. Since the stability matrix will 
not generally be symmetric the eigenvalues may be complex, correspond-
ing to oscillations between operators. If these operators were physically 
measurable these oscillations would result in the thermodynamic variables 
oscillating as the length scale of the system is changed: the periodicity of 
the oscillation will depend on the scale change of the RGT. Such behaviour 
can usually be ruled out on physical grounds, however, complex eigenvalues 
may occur with non-physical (redundant) operators and also when approx-
imations are made. Another consequence of the stability matrix not being 
symmetric is that the eigenvectors may not all be linearly independent; 
this case has been discussed by Wegner [9] who showed that logarithmic 
singularities will arise in this case. For simplicity I will assume that the 
eigenoperator form a complete set of linearly independent functions. 
It is useful to introduce a new set of "scaling" operators 0 defined as 
= v 5'c [0] 	 (1.36) 
and also a set of new couplings IL i defined by 
I1itbKa 	 (1.37) 
where 	are the corresponding right-hand eigenvectors of the stability 
matrix. The Hamiltonian can then be expressed in terms of these new 
scaling operators and couplings 
(1.38) 
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A Hamiltonian close to the fixed point 
H=H+>40 	 (1.39) 
will be mapped onto a new Hamiltonian H' given by 
H' = H +2Aio,iio: + 
0(2) 	 (1.40) 
The operators can be divided into three sorts: relevant operators with 
eigenvalues greater than one; irrelevant operators with eigenvalues less than 
one; and marginal operators whose eigenvalues are exactly one. The rele-
vant operators correspond to perturbations away from the critical surface 
since if S14 was non-zero for a relevant coupling then the blocked Hamilto-
nians would be driven further from the fixed point with each iteration; thus 
the condition for criticality corresponds to 8pt i = 0 for all relevant couplings. 
The relevant eigenvalues give a complete description of the leading scaling 
behaviour of the thermodynamic variables. Irrelevant eigenvalues give cor-
rections to scaling away from the critical point. Occasionally marginal 
operators arise. These can either be relevant or irrelevant marginal oper-
ators depending on the non-linear term in equation 1.32. If all the higher 
order terms are zero the operator is said to be exactly marginal; in this 
case there will be a line of fixed points along the marginal operator. Not 
all operators contribute to the thermodynamic variables. Such operators 
- called redundant operators - arise because of the freedom one has in 
choosing the RGT. I will discuss redundant operators in more detail in the 
next section. 
The non-linear terms cause a mixing in the operators 0. Applying the 
full RG equation (1.32) to the Hamiltonian H + Fj Sa. 0 then the new 
Hamiltonian will have the form; 
H' = H 	 J aiik 	Lk}O 	 (1.41) 
24 
where aJk is defined by 
Tbfb = 	 (1.42) 
i 
It is useful to replace the couplings jij by an set of "scaling fields" u1 which 
under a RGT are transformed to 
= Aiui 	 (1.43) 




+ 2  Ej  Ai 	 S/Lk + 0(8/h3 ) 	 ( 1.44) 
If Aj = A, + Ak then logarithmic corrections will arise; these are discussed 
by Wegner [9]. The Hamiltonian can be written in terms of the new set of 
scaling fields and a new set of operators as; 
H[o]=>uO[o] 	 (1.45) 
where the new operators are related to the linear ones by 
0*+0(8p2 ) 	 ( 1.46) 
j,k A—AJ —Ak .' 
A properly chosen RGT should not mix up operators belonging to differ-
ent symmetry classes. To illustrate this, consider a ferromagnetic system 
with a symmetry invariance under the global spin-flip operation o - —u. 
For the RG equation to conserve this symmetry invariance the weight func-
tion must commute with the spin-flip operator P[, c] defined by 
TrP[â,o] = - 
(1.47) 
= —0 
This condition will be satisfied provided 
W[o',o] = W[—O", —0] 	 (1.48) 
A consequence of this symmetry is that the operators O[o] will either 
be an even or odd function of the spins o. Furthermore the linearized 
stability matrix will separate into an even part and an odd part. Other 
symmetries can be studied in a similar vein; for example, reflection and 
translational symmetries. In continuum models the conformal invariance 
has been studied. In two dimensions this has been sufficient to solve most 
conceivable models (see for example reference [10]); in higher dimensions 
the conformal invariance has been used to construct strong constraints (se-
lection rules) for various correlation functions (see, for instance, Wegner [9] 
and Schafer [11]). 
I will return now to the problem of finding the scaling behaviour for 
the thermodynamic functions. The eigenvalues A i depend on the size of the 
dilatation t. To see this consider two renormaiization group transforma-
tion which differ by the size of dilatation only. Applying both these RGT 
to a. Hamiltonian H + uO one obtains a new Hamiltonian H" given by 
H" = H* + 	 (1.49) 
However, the action of these two RGT on any physical scaling operator u 
will be equivalent to that of a single RGT with a scale factor of it'. Therefore, 
= )t(te') 	 (1.50) 
This has a unique solution 
= Pi 	 (1.51) 
where yj is known as thescaling dimension of the operator 0[cT]. 




The free energy will be preserved under a RGT since the partition function 
is. Writing the free energy per spin as a function of the scaling fields then 
the RG equation for the free energy is 
f[ut ] 	 (1.53) 
where the ratio number of blocked spins N' to original spins N is just t 
so equation (1.53) can be written as 
f[u] = £_df[,Y$u] 	 (1.54) 
The Hamiltonian contains a piece which is independent of the spins; 
this term uo(K) scales as the volume (ie. yo = d) and so is known as the 
regular part of the free energy. It is useful to extract this piece from the 
free energy to leave the "singular" part of the free energy 
f{u} = U0 + fasng[Us1 	 (1.55) 
where clearly, f8, = f[uo =0]. The singular part scales as 
f, 9 [u1] = 	 ( 1.56) 
The scaling behaviour of the free energy is easily extracted from this equa-
tion. To illustrate this I will take the example of a ferromagnetic system 
with two relevant scaling fields t ( IT - TI) and Uh (' h, the external 
magnetic field). By choosing II = £ the singular part of the free energy 
per spin becomes 
f.fl9[t, Ph, IL11 =J 	 ItI—YhlYt 	(1.57) rng 
where u2 's are now the irrelevant scaling fields. Since y i < 0 for the irrel- 
evant scaling fields, the factor ItI -Yi 1v1 tends to zero at the critical point. 
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Therefore for II finite equation (1.57) can be expanded in terms of these 





+ 	uIiI(a_v.)/v*f, 9 [±1, .uh JiI_Vh/Yl] + 0(u2 ) 
$ 
where 
[±1,uhIth*,uj] 	 (1.59) fflP[±1,uhIiIh/] = 
oui 	 I
ui=o 
This expansion is valid everywhere except on the phase boundary where 
the free energy is singular. If the point (i, uh, u1 ) lies on the phase bound-
ary then, from the scaling relation for the free energy, so will the point 
(ci, c /Ytu h , c hu/Ytu);  thus the phase boundary will satisfy the homoge-
neous equation 
uh = 111Y /Yt w[u.ItI_il$/Yt] 	 (1.60) 
The first term on the right hand side of equation (1.58) gives the leading 
scaling behaviour for the free energy. Notice that this term is independent 
of the irrelevant scaling fields; this is the origin of the universal behaviour 
discussed in the previous section. The second term in equation (1.58) gives 
€ singular part of the corrections to the scaling behaviour, away from the 
critical point. 
The critical exponents for the thermodynamic variables can now be 
obtained quite simply. Thus, the most singular part of the specific heat in 
zero magnetic field behaves as 
c,,9 =--  —kT 
02 
 (Tf.9) = A±IiI 	 (1.61) 
which gives a = 2—d/y. If yt = d/2 the specific heat will have a logarithmic 
singularity at the critical point; this happens for example in the two dimen- 
sional Ising model. The leading scaling behaviour for the magnetization is 
found from 
maing = — kT 0 ' , '° = B±[ItI1/21ttLh]IjI 	(1.62) O 
giving $ = (d - yh)/yt. By choosing ti 	= 1 one finds that S = 
yh/(d - yh). The susceptibility is given by 
Omj g 
Xaing = Oh = C±[Iti"tLh]Iti 	 (1.63) 
where '-y = (2yh - d)/y t . Eliminating Yt  and yh  form the expression;. for a, 
$ and 7 gives the well known scaling law 
a+2/3+-y=2 	 (1.64) 
Similarly the leading scaling behaviour for correlation functions between 
local operators O() can be obtained by taking derivatives of the free en-
ergy with respect to the scalar fields of these operators. For translationally 
invariant models it turns out to be simpler to consider the momentum de-
pendent operators O(). The scaling dimensions for these operators are 
just equal to the scaling dimensions for the momentum independent oper-
ators O: = O(0). Using the Hamiltonian 
H = H* + iiO + (O;() + uk()O) 	(1.65) 
the critical correlation function between the operators 0!(ql and O() is 
given by 




From the scaling equation for the singular part of the free energy it follows 
that the singular part of the correlation function behaves as 
g2k (* u .) = £Yi+Yk_dg9(ev;u) 	 (1.67) 
For the two spin correlation function 
2yh—d h 
going 	 sing= £ 	 ( 1.68) 
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To find the critical exponent 77 one puts I1 = 1-1 and all scaling fields to 
zero giving 
	
0) = q_d_2Yhgg(±1, 0) 	 (1.69) 
from which i = 2Yh - d - 2. The behaviour of the two spin correlation 
function away from criticality is found by putting Iti = £ giving 
g9(q,t) = 1t1(d-2vh)/Y9i19(1j1_1/Yt; 	±1) 	(1.70) 
Away form criticality the correlation functions falls off exponentially with 
a characteristic length . From the above equation one deduces the corre-
lation length C must behave as 
1j1-1/Yt 	 (1.71) 
F rom which the critical exponent ji can be read off; ii = l/yt. Again by 
eliminating Yt  and Yh  one can obtain the scaling laws 
dv=2—a 
(1.72) 
7 = v(2 - 77) 
(The scaling laws involving the dimension d are known as the hyperscal-
ing laws. They emerge naturally within the RG framework and have been 
verified numerically [12] to hold to high accuracy.) 
In a similar way the local energy correlation function can be obtained. 
At the critical point this scales as 
gs-ing q ) = Jqd_2YtgEng(±1, 0) 	 (1.73) 
From this equation and equation (1.69) one can relate the effective dimen-
sions x and XE to the scaling dimensions Yh  and Yt 
= d - Yh 
(1.74) 
XE = d - Yt 
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In this section I have outlined how the renormalization group procedure 
uses the scale invariance of critical systems to obtain the non-analytic crit-
ical properties. In particular the RG procedure naturally gives the scaling 
laws and also corrections to scaling. It is worth stressing again the im-
portance of chosing a RGT which preserve the symmetries respected by the 
fluctuations. 
1.3 Redundant Operators 
Redundant operators arise in the RG formalism because of the freedom 
which exists to redefine the spin variables without changing the physics. In 
particular any local transformation kernel Q[â, ] can be used to transform 
a Hamiltonian H[a] to an equivalent one through the equation 
= TrQ[ö,u] e_H[0] 	 (1.75) 
0 
provided Q[, o•] satisfies 
TrQ[,o]=1 	 (1.76) 
This condition is required for the partition function to be preserved (this is a 
necessary condition for the physics to be preserved). Notice that this trans-
formation differs from a RGT in that it does not involve a thinning of the 
number of degrees of freedom. Redundant operators are those directions in 
coupling constant space associated with these "non-physical" re-definitions 
of the spin variables. Formally they are equal to .# - H where .i is the 
Hamiltonian obtained by acting on the fixed point Hamiltonian H by the 
transformation kernel Q [, cr]. 
A redundant operator will be mapped under a RGT onto another re-
dundant operator. To see this consider a transformation kernel  
defined by 
Q, W, oP'] = Tr W[o', o]Q[o, } W 1 [cr, o-1 	(1.77) 
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where Q[, a] is another transformation kernel satisfying equation (1.76); 
W[&',&] is a weight function for a RGT and W 1 [a, a'] is constructed so 
that it satisfies 
= 	flãv,ov) 	(1.78) 
ff 	 n 
Finding a suitable function W 1 [a, a'] is in principle straightforward as 
equation (1.78) contains t more variables than constraints. Equation (1.78) 
implies that 
TrW 1 [a,u'] = 1 	 (1.79) 
01 
Tr W 1 [a,a']e"[°'1 = e *° 	 (1.80) 
0' 
From equation (1.79) it follows that the transformation kernel Q'[a', a'] 
satisfies the condition 
TrQ'[',u'] = 1 	 (1.81) 
o g 
Now applying the transformation kernel Q'[ö', cr'] to the fixed point Hamil-
tonian H*[ah]  defines the redundant operator R'[o'] 
Tr Q'[', o.hle_H[0 '] = e_[5'J_1['] 	 (1.82) 
where R'[a'] = .*[öJ] - H[']. Using equations (1.77) and (1.80) 
Tr Q'[', 
i]-H[o-'] = 	Tr W[5', ]Q[o, a]W 1 [a, a']e [°'] (1.83) 
0_I 
= 	W[a', o]Q[a, a]eE] 	 (1.84) 
= Tr W[', 	 (1.85) 
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where R[â] = li[a] - H*[a]. Notice that from equation (1.85) and equa-
tion (1.82) 
Tr W[o', ö] 	 = e_He_R[] 	 (1.86) 
thus the redundant operator R[c] is mapped to the redundant operator 
R'[o] under a RGT. Since Q' can be constructed for any transformation 
kernel Q it follows that all redundant operators are mapped on to a new 
redundant operator under a RGT. 
Redundant operators arise in the RG formalism because a new RG trans-
formation can be obtained from any other using 
W[o-', o] = Tr W[o', ]Q[, u] 	 (1.87) 
Since both Q[&, o, ] and W[', ö] conserve the partition function so will 
W[0', o•]. 
Wegner [13] (see also [9]) has discussed, in the context of continuum 
models, the invariance properties of the renormalization group under dif-
ferent choices of the the renormalization group transformation. He showed 
that the position of the fixed point and the physical (scaling) eigenoperators 
are unique only up to the addition of redundant operators. However, the 
eigenvalues for the physical eigenoperators will be unique. Furthermore, 
the fixed point cannot be moved in the direction of irrelevant scaling oper-
ators. This has recently been emphasised by Fisher and Randeria [14] who 
showed that if the fixed point were moved in the direction of an irrelevant 
scaling operator then one would find different corrections to scaling - and 
thus the RG would not give consistent predictions of the physics. 
Redundant operators for systems of Ising spins have been discussed by 
Murthy and Shankar [15]. In this paper they found some of the redundant 
operators that arise when a RGT is applied to the two dimensional Ising 
model. 
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A major challenge in performing a RG analysis is to find an optimal 
RGT. For systems that can be solved exactly, optimization is just a matter 
of convenience. However, for most systems of real interest the RG analy-
sis requires some truncation to be made; in this case optimization may be 
crucial for obtaining meaningful results. What constitutes a good approxi-
mation procedure in performing a RG analysis is not known a priori. In real 
space RG applied to ferromagnetic systems good estimates for the critical 
exponents can be obtained from a knowledge of the local interaction alone. 
Thus for real space RG one aim in optimization is to keep the fixed point as 
local as possible so that the long distance terms may be safely neglected. 
In Monte Carlo renormalization group (MCRG) a second requirement of op-
timization is to put the fixed point Hamiltonian as close as possible to the 
initial Hamiltonian so that transient flow towards the fixed point Hamilto-
nian is reduced to a minimum (since the initial Hamiltonian is usually local 
this requirement will complement the wish for a local fixed point Hamilto-
nian). The importance of this sort of optimization has been highlighted in 
the MCRG study by Pawley et a! [16] of the three dimensional Ising model, 
who found their errors were dominated by the transient flow despite the 
fact that they were using large lattices (typically 64). 
Another aim of optimization is to restrict the renormalization, group 
flow so as to mix the long range couplings and short range couplings as 
little as possible. This is very important when truncations are made. To 
understand the reason behind this, consider the coupling space divided up 
into a subspace S of short range couplings and a subspace L of long range 
couplings. In performing a RG analysis one only has knowledge of the short 
range couplings. Critical exponent are obtained from the stability matrix, 
To = OK OK, 	
(1.88) 
which mixes up interactions of different ranges. The full stability matrix 
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will consist of four submatrices 
T_(Ts y 	 (1.89) 
\ 
- x TL)  
T5 is the truncated stability matrix containing just the most local couplings: 
this only is known. An estimate of the leading eigenvalues can be obtained 
from T5, however, there will also be a correction term proportional to the 
mixing term, XY. By making the RGT depend on the couplings (and also 
on the temperature), the dependence of the long range blocked interactions 
on the short range interactions can be reduced so that the term XY is 
made smaller. 
In the latter part of this thesis I will exploit the freedom to chose the 
renormaJization group transformation to optimize the positions of the fixed 
point and the eigenoperators within the space of couplings. It is important 
to remember that although there is apparently a large degree of freedom in 
choosing a RGT, it does not follow that the fixed point can be put anywhere 
on the critical surface. When approximations are made it often appears that 
the fixed point can be made to lie anywhere on the critical surface but close 
examination shows that RGT either breaks the symmetry of the fluctuations 




The Gaussian Model 
The Gaussian model of Berlin and Kac [17] is an exactly soluble model 
which exhibit critical behaviour; as such it provides a useful test-bed for 
the ideas of the RG. The Gaussian model has the same critical exponents 
as those obtained from mean field theory. The aim of the work described in 
this chapter is to find the fixed point Hamiltonian and the eigenoperators for 
the Gaussian model in four dimensions on a finite lattice and compare this 
with MCRG studies of the model on the same sized lattice to determine 
if they both lie in the same univeraiity class. This calculation provides a 
good example of the RG procedure applied to a spin model. In chapter 
three I will discuss the optimization of the RGT used in this chapter. 
2.1 Introduction 
The Gaussian model on an N   hypercubic lattice is defined by the Hamil-
tonian 
N—i N—i 	 N—i 
H[cr]=—. 
=o i=o 	 ff0 
(2.1) 
where the sums are shorthand for 
N—i 	N—i 	N—i 
(2.2) 
=O 	n1 =O 	nd =O 
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The spin variables ojj range over all real values, and p()  are the interactions 
between a spin at site ii and another at site + I will assume the 
model has a hypercubic symmetry so that, for example in four dimensions, 
p(l,O,O,O) = p(—1,O,O,O) = p(O,l,O,O), etc. I will consider lattices with 
periodic boundary conditions. 
I have used a renormaiization group transformation which blocks a hy-




 I  II I do- I W[a', o]e 11' E =0J_00 	J
(2.3) 
(Fa \( a
W[a', a] = 	
E2), 
exp I - 	- b 	
2 } I E' I 
The sum 	a, is over all spins in the hypercube n'; and a and b are 
parameters. Notice that the trace over the spins a- is equivalent to an 
integral over all values of the spins a. 
This particular RGT has been used by Bell and Wilson [18] to find the 
fixed point Hamiltonian of the Gaussian model in three dimensions. The 
early part of this section will be a recap of work given in their paper. 
The weight function of equation (2.3) linearly relates the blocked spins 
to the original spins; such transformations are known as a linear RGT. 
A consequence of this transformation being linear is that the two spin 
correlation function for the blocked system, g,.,, is linearly related to that 





i 	 / = I Tr 	 T exp I - a 	- b a- 2 - H[o] 




By making the change of variables o —' 4 = 	- b 	°r and tracing 








For large separations f the difference in the separation between the indi-
vidual spins in each block can be ignored giving 
. F—icc 
9.1.1(r-) 
= 22db 2g () (2.6) 




Making a change of length scale ' = 2 so that the new lattice unit for 
the blocked spins is one implies that for large separation distances 
) 
(-I' F—ioc C2dl+2b2 
gr = ?i 
Thus for the blocked two spin correlation function to scale like the original 
two spin correlation function the parameter b must be 
b = 2—(d4-2—)/2 
	
(2.9) 
If b takes any other value no non-trivial local fixed point will be reached. 
This restriction on the b's arises only when the spins are linearly related 
to one another. For a non-linear RGT transformation the blocked couplings 
are free to flow anywhere in the space of even couplings and there is no 
need to tune any parameters (see Bell and Wilson 1974 [19]). In fact, this 
is the case for the local energy correlation function; the local energy for the 
blocked system depends non-linearly on that of the original system so there 
is no need to adjust any parameter to insure that the energy correlation 
(2.7) 
(2.8) 
function scales correctly. This illustrates the need to chose the RGT very 
carefully so that the physics is preseved. 
Many properties of the fixed point Hamiltonian can be obtained from 
considering the transformation kernel 
Qa131â, 0, 1 = (\,/) 
T 	
exp { —a 	- /30,v)2} 	(2.10) 
Notice that Q[o, a] satisfies the condition 
	
Tr Q[ä,o-} = 1 	 (2.11) 
Acting on a Hamiltonian with this transformation kernel one obtains a new 
Hamiltonian . 	given by 
Tr Q 	oJe111°] = 	 (2.12) 
0 
The correlation function g & for spins ö governed by the Hamiltonian a/3[â] 
is related to that for the original model through 
gV) = $2g,.( + 	 ( 2.13) 
The proof of this is similar to that given above. Thus up to a self correlation 
term the transformation Q is equivalent to a rescaling of the spins by a 
factor 3. 
The transformation kernel Qa/3[ã, o] can be shown to commute with the 
weight function W[', r] provided that 
(1 - 2   db2 ) a a* = a 
1 	
(2.14) 
A consequence of this is that there will be line of fixed points 1t param-
eterized by j3 and given by 
= 	 (2.15) 
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To understand why this gives a line of fixed points consider 
- —H•. [a] Tr W[o', a]Q.,3[a,  u]e 0- = Tr W[o , cje 	 (2.16) 
a 
However since the kernel 	o] and the weight function W[o', a] com- 
mute with each other the left hand side of equation (2.16) is equal to 
Tr 	o'}W[cr' , 	= Tr 	o.IJe_H*[di 
0-go- 	 I t  
(2.17) 
= e a 
From equations (2.16) and (2.17) one sees that 
Tr W[o', ]eP = e°ø 	 (2.18) 
Thus E.,3 will also be a fixed point. This line of fixed points is in the 
direction of a marginal redundant operator and hence has no physical con-
sequences, however, the different fixed points will fall off with different 
ranges - this will have important practical consequences when truncations 
are made. 
To find the position of the fixed point Hamiltonian the RGT must be 
applied repeatedly to a critical Hamiltonian. Because of the simplicity of 
the RGT this can be done analytically. When the RGT is applied k times 
the blocked Hamiltonian H(k)[o ] is 
1 
= [ii I doI T(k)[,),  o]e"T°1 00 	J 
(2.19) 
ak 





a(1 - 2"b2) 
ak - 
1 - (2b2) 
Z. 	 Lk = U 
The sum 	o is now over all 2dk spins in the hypercube iv. In this equa- 
tion and those which follow I have neglected the normalization coefficient 
as it will always cancel. 
To find the new Hamiltonian H(Ic)[or(k)]  it is useful to Fourier transform 
into momentum space where the Gaussian Hamiltonian is diagonal. The 
momentum takes the values; qj = , for n = 0,1,...,N —1 and i = 
1,. .. , d. The Fourier transforms for a g and p(rl are; 
= N 	e a 
(2.20) 
p(r) = N_d e1 	) 
The Gaussian model Hamiltonian becomes 
= 	 (2.21) 
k[&.] will also have a hyper-cubic symmetry. The couplings 	) can be 
expanded as 
d 	 d 	 d 
= ro + >: q + v ( q)
2 
 + W2 q + 	(2.22) 
Applying the RG transformation of equation (2.19) to the Gaussian 




1 + abl)(k)(q) 
L-1 
= 	uL[(q' + 21r1)/L]12 
j;=o 	[(•' + 27rfl/L] 
(2.23) 
d  [sin(Lq1)/2]2 
kLL(I2 = H 
j=1 [sin(q1/2)]2 
L = 2k 
The condition for the Gaussian model to be at criticality is that the 
external magnetic field is zero and that ,(0) = 0 (this allows fluctuations 
with infinite wavelength to propagate with zero energy). To find a non-
trivial fixed point the initial Hamiltonian of equation (2.22) is acted on 
iteratively by the RGT. A non-trivial fixed point is found only when b = 
= 22)/2 (since the exponent 77 is zero for the Gaussian model): if b 
is greater than b* the blocked Hamiltonian will flow towards a completely 
non-interacting system (ie. p() = 0) while if b is less than b*  then the 
blocked coupling p(0) will flow to a constant value of a = a(1 - 2'b2 ) and 
all the other couplings will flow to zero. The fixed point is found by taking 
the limit Ic - 00 in equation (2.23) 
= 
1 + (a/z)f() 
(2.24) 
= 	In 	
2 [sin(q1/2)] 1 	1 
Z=- i= [(q + irl)/2}2J I+ 27r1J 2 
Notice, that as predicted above, there is a line of fixed points which is 
parameterized by z, the coefficient of the quadratic piece of the initial 
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Hamiltonian. Changing z is equivalent to making a change in the scale of 
the spins u. 
If I had started from an initial Hamiltonian with non-local couplings 
(2.25) 
I would have found a fixed point provided that b = 2_(2+6)/2. In this case 
the fixed point couplings are given by 
a* 
1 + (a/z)fZ( q 
(2.26) 




Z=-00 i=1 [(q + irli)/2] 2 jI?+  27ri+ 
This fixed point is non-local since the couplings in momentum space are 
not analytic functions of the components of momentum. 
As well as constructing the fixed point Hamiltonian it is also interesting 
to look at the eigenoperators at the fixed point. In particular the two spin 
eigenoperators will have the form 
0! [0] = [II! do, .] R(q)oo_ 	 (2.27) 
where i labels the different eigenoperators and R() is just a function of 
the momentum. Applying the RGT to the Hamiltonian H = H + 5ItLIIO 
gives to first order in S 
1 
H' = H* + [*(}2 b22_d 	
1u2[(q+ 27r ) /2}j 2 	 ______ 
 
-"s' 
(  r= [?(+2/2}2 	
(2.28)
For 0! [o,] to be an eigenoperator with eigenvalue A 1 , R( must take the 
form 
= d 	
2 [(J2 P1 (q) 	 (2.29) 
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where F(q) satisfies the homogeneous equation 
	
1 	f+2irr\ 
Ab22"P(q) = 	11 2 ) 	(2.30) r=o 
One set of solutions to this equation is 
d Isin(q,/2)1 	
(2-31) P(q)= E II 
j=1 [qj + 27r11j J+ 2ir4_2i 
 
which converges for i = 0,. . . , d/2 + 1 and corresponds to an eigenvalue of 
= 22 _21 . The eigenoperators 0 are: 
00 	
2 	1 d  Isin(qj/2)1 
= 	[llJd] 
[.(i]2 	
II [qj + 2lj + 242i q 	
(2.32) 
!1I  [n I do] 
If i is non-integer then the operator 0! [a] will not be an analytic function 
%
in the component of momentum so that its Fourier transform will be non-
local. As well as these operators there are others. For example 0, [o] which 
has an identical eigenvalue as the operator 0 [u] but, takes the form 
- 	 d 
2 	d  ~ sin(qj/2) l 2 	(qj + 2irlj4 ____ 	 ________ i=1 0:[cr] 	= 	[i / do] { iiiq 	L 	.1 q5 + 27r15J 	•+ 2ir" 
(2.33) 
srnall [iii / do] 
d 
( 	
) q14 	 _ if  
This operator is allowed because it respects the hypercubic symmetry (it 
would not appear for a model with a continuous spherical symmetry). There 
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will be three eigenoperators with eigenvalue A 3 = 2- which behave for 
small momenta as 
* small 
	
03 	[Ijfd] (t) 3 
31 	
all [ru dcT] 	q14) (d q,2) 	 (2.34) 
* 	smaI 
03?, I." [ruj du.] 
(d 
 qjs 
The leading eigenvalue for the Gaussian model is A O = 4 whose eigenop-
erator corresponds to perturbations in the temperature. Since the scale 
factor for this transformation is 2 the critical exponent ii equals one half in 
agreement with the mean field result. The second largest eigenvalue ) = 1 
corresponds to the marginal redundant operator described above. The first 
irrelevant eigenvalue is A2 = 1/4 which has two eigenoperators associated 
with it. 
2.2 The Finite Lattice Approximation 
Applying this RG transformation to a set of spins on a finite lattice with 
couplings k)(I) gives a blocked Hamiltonian with couplings 
(k+').,) 	
a 




w(k)(.1) = 2i 	u2[(q'+27rl)/2J12 (2.36) 
27rl)/2] 
The blocked model will have a factor 2" fewer spins than the original 
model, so that to find a fixed point the blocked model must be mapped 
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back onto a lattice of the same size as the original lattice. To do this I have 
used the finite lattice approximation described in Bell and Wilsons paper. 
In this approximation the long range couplings are assumed to be neg-
ligible so that the couplings on a lattice of size N can be put equal to the 
couplings on a lattice of size N12 
PN(r={ 
 
PE(r) 	if r 1 <N/2, Vi=1,...,d 	
(2.37) 
0 	; otherwise 
This approximation is good provided that the fixed point Hamiltonian is 
sufficiently local compared to the lattice size. In fact, whenever trunca-
tions are made one assumes that the RG equation is local even though the 
correlation functions are not. 
The fixed point Hamiltonian is obtained by iterating the procedure 
schematically represented in figure 2.1. 
- 	 RG 
()i 




Figure.2.1: Procedure for obtaining the fixed point Hamiltonian. RG is 
the renormalization group transformation of equation (2.35), FLA is the 
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finite lattice approximation of equation (2.37), and FT and IFT are the 
Fourier and inverse Fourier transformations respectively. 
As well as finding the fixed point couplings it is also possible to generate 
the stability matrix describing the linearized flow about the fixed point. 
Although Bell and Wilson found the eigenvalues for the three dimensional 
Ising model they gave no indication of the method they used. The rest of 
this section is my own work, although it is probably close to the method 
used by Bell and Wilson. 
The stability matrix 	is defined to be 
T(k) 





H[o]=>KaSa[0] 	 (2.39) 
Ct 
For the Gaussian model 




Introducing a which labels the sets of directions with independent 
couplings (eg. in four dimensions; r o = (0,0,0,0), F, = (1,0,0,0), F2 = 
(1, 1, 0, 0), etc.), then a if the coupling p() is identical to the coupling 
p() owing to the hypercubic symmetry (for example, (0, —1, 0, 0) E 1). 
The stability matrix T(k) can be found by inverting the matrix equation 
8(g(k+1)) = 	ÔK') 5(5(k+1)) 
OKa OK,3) 8K1 	
(2.41)
CE 
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The problem of finding T reduces to finding the matrices OP 
O( 5(k+1)) 
- 
- (S(1)S1)) - ( g(k+1)) (Sk+1)) 
e9K 1  
(2.42) 
19(5(k+1)) = (5(k-f-l)5(k)) - 
ÔK 
with 
Tr 5IC+1)  [o']S [c] W[o,, o] 	[o] 
-  
/ 
- 	 Tr e_H(1)[7is] 
. 
To evaluate these expectation values it is convenient to introduce a 
generating functional 
	
rN/2-1 	 Ni 
.T[js., hit] 
= L .'i!; .L crvj I fl f do, ,J W[os, o} exp {_H'[o] n'O 	CO°° 	 1- 	o0 	• - n0 
(2.43) 
+ E hcr + 
The expectation values for an operator is then found from 
10iji, 
5 	8 1 
(O[o,, 0' = 0 	i;j .T[O, 0] 	
(2.44) 
To evaluate the generating functional it is again useful to go into momentum 
space. Introduce h. and .s so that 
hfj = N' 	eipi  ii, 
(2.45) 
j, = (N/2)'  
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Equation (2.43) becomes 
	










;., & gr 
q 	 (N/2)d 
This just involves Gaussian integrals so is straightforward to evaluate. Up 
to a multiplicative constant 
4Lf 1 
= 	{ 2Nd 	_ ____(k)( + 2a(N/2)d 
 (1 + ab2w('))3.s 
q 
(2.47) 
bu2 [(q' + 2iri)/2] h:+3,r3s 1 
T=o P[(' + 27ri)/2] 	2 	j 
where w ('O(q) is given in equation (2.36). Using this equation the two 
matrices of equation (2.42) are found to be 
Mik+ 1)- 2 	F'Ea PEI'  
(2.48) 
u2[(q' + 21r1)/2]1 2 
OK 	 .' f'E/3 'Ey 	 [(k)[(.i + 27r1)/2]}2 
The stability matrix is found by inverting the matrix of equation (2.48). 
Defining 




then the stability matrix is 
1 




I'U[(' + 2iri)/2] 
2 
x 
+ 27r1)/ 2]] 2 
At criticality (p3(0) = 0) 
= 0) = b_22_d 	 (2.51) ,3(k)(_ 0) 
The stability matrix can be found using equation (2.50) and (2.51) once the 
fixed point Hamiltonian has been found. The eigenvalues of the stability 
matrix give the scaling dimensions for the scale invariant operators of the 
Gaussian model. 
2.3 Results for the Four Dimensional Gaus-
sian Model 
Using the procedure outlined in the previous chapter I have generated the 
fixed point for the Gaussian model on a 16 blocked to a 8 lattice and on 
a 8 blocked to a 44  lattice using a program running on a VAX computer. 
To be consistent with Bell and Wilson's work in three dimensions I have 
used the same value of the parameter a as they did namely; a = 8. The 
fifteen most local fixed point couplings, for a 16 4 blocked to a 8 4  lattice and 
a 8 blocked to a 44  lattice are given in table 2.1. 
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Couplings 	11164 --+8 4 1 8 4 - 44 
f(0,0,0,0) 4.5659 4.5335 
(1,0,0,0) -0.2544 -0.2567 
p* (1, 1, 0,0) -0.0673 -0.0672 
p(l,l,l,O) -0.0223 -0.0221 
p(l,l,l,l) -0.0085 -0.0083 
pS(2,O,O,O) -0.0012 0.0001 
(2,1,0,0) -0.00073 -0.00068 
p- (2, 1, 1,0) -0.00035 -0.00044 
p*(2, 1, 1, 1) -0.00014 -0.00020 
2, 0, 0) 0.00020 0.00061 
p*(2,2,1,0) 0.00012 0.00035 
p* (2, 2, 1, 1) 0.00008 0.00023 
p* (2, 2, 2, 0) 0.00005 0.00028 
p* (2, 2, 2, 1) 0.00003 0.00019 
*(2,2,2,2) 0.00001 1 	0.00013 
Table 2.1: Fixed point couplings on a 16 4  and 8 4  lattice. 
In contrast to the infinite lattice there is only one fixed point Hamilto-
nian rather than a whole line of them (the fixed point no longer depends 
on the initial Hamiltonian); thus although on a finite lattice the redun-
dant eigenoperator is still marginal to first order, it is no longer marginal 
to all orders. A consequence of this peculiar finite size effect is that the 
convergence towards the fixed point is logarithmic. 
Another interesting feature of using a finite lattice is that a fixed point 
is found for b = 2(d+2+e) with e > 0. As discussed above a fixed point 
could be found on an infinite lattice with this value of b provided that the 
initial Hamiltonian has non-local interactions which behave as 
zq 2 	 (2.52) 
On a finite lattice there is no distinction between a local and non-local 
Hamiltonian so that such spurious fixed points will arise for any initial 
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Hamiltonian. It is very important to guard against such dangers. when 
constructing a RGT. 
For a 16 lattice blocking to an 8 1 lattice there are 70 blocked couplings 
altogether; the couplings not shown fall off rapidly with distance. The fif-
teen largest eigenvalues obtained from the stability matrix for the blocking 
16 -* 8 are 
A0 = 	4.000000 A1 	= 1.000000 
A2 = 0.249998 A2. = 0.249997 
A2 .5 = 	0.124919 A3 	= 0.0624997 
A3. = 0.062562+i0.0019440 A3.. = 	0.062562—i0.0019440 
A3 .5  = 	0.031213 A4  = 0.0157554 
A4 . = 0.0157208 A411 = 	0.0157488 
A4... = 	0.0145892 A4•5 = 0.0054671 
As  = 0.0039338 
Notice the presence of imaginary eigenvalues which arise because of the 
truncations made in obtaining the stability matrix. 
At the end of the previous section I showed that on an infinite lattice 
one expects to find eigenvalues of 
for i=0,1,...,d+2 	 (2.53) 
and that the degeneracy grows with i so that for A 2 there, will be two 
eigenoperators and for A 3 there will be three eigenoperators, etc. On a 
finite lattice there is also an eigenoperator corresponding to i = 2.5. Such 
an eigenoperator will, for small behave as 
02.5 10-1 [Hf d] 	 (2.54) 
This operator is non-local and would not appear on an infinite lattice, 
however, as can be seen it does appear on a finite lattice. This provides a 
second example of spurious behaviour that occurs because of truncations. 
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The stability matrix at the fixed point T describes the linearized flow 
of the couplings 
K. L 	 (2.55) 
/3 
For the six most local couplings the stability matrix is given in table 2. 
Couplings   Couplings fi 
(1,0,0,0) 
_
a (1,1,0,0) 1(1,1,1,0)  (1,1,1,1) (2,0,0,0) 
(0,0,0,0) 0.8344 4.3671 8.8994 8.3409 3.0203 1.1482 
(1,0,0,0) 0.1435 1.2364 3.3840 3.8678 1.6187 1.1904 
(1,1,0,0) 0.0488 0.5899 1.3081 1.7862 0.8660 -0.3669 
(1,1,1,0) 0.0194 0.1649 0.5353 0.8214 0.4647 0.1647 
(1,1,1,1) 0.0083 0.0727 0.2436 0.3760 0.2493 0.0783 
(2,0,0,0) 0.0020 0.0294 0.1199 0.1944 0.1079 0.1504 
Table 2.2. The six most local coupling of the stability matrix for the RG 
transformation from a 16 4  lattice to an 8 4  lattice. 
The eigenvalues obtained from the RG analysis for an 8 4  lattice blocked 
to a 44  lattice are 	 - 
A0 = 	4.0000 A1 = 	1.1187 
A2 	= 0.3598 A2 = 0.2980 
A2 . 5 = -0.0706 A3 = 	0.05496 + i 0.04610 
A3 	= 0.05496 - i 0.04610 A3 = 0.006648 + i 0.05758 
A3 . 5 = 0.006648 - i 0.05758 A4 = 	0.04686 
AV 	= 0.01942 A4 1 = -0.014934 
= 0.0166 A4 . 5 = 	0.000482 
A5 = 0.000075 
In this case the leading eigenvalues are considerably corrupted by the 
-truncations (the eigenvalue X 0 will always be exact using this RG procedure). 
Bell and Wilson obtained similar results for the three dimensional Gaus- 
sian model although they used smaller lattices; 103  and 6. The eigenvalues 
53 
they obtain agree qualitatively with those I obtained on the 16 lattice al-
though their smaller eigenvalues were further from the infinite lattice values 
than my own. 
The four dimensional Gaussian model is of interest because of its con-
nection with the so  model which on a lattice has a Hamiltonian 
H[o] = 
(2.56) 
- 	: tL4(?'i, , 
A r1,r3,n3 
Wilson [5] postulated that this model lies in the same universality class as 
the Gaussian model. Although there are many strong indications that this 
is the case nobody has yet provided a rigorous proof of this. 
If the model proves to be trivial, that is the quartic term (interacting 
piece in the particle sense) is irrelevant, then this may have important 
consequences in particle physics. This arises because the Higgs mechanism 
- which is required to make the standard model renormaliable - uses 
fields which if trivial would vanish in the continuum limit. If this were 
the case the full theory would require some cut-off which in turn would 
give a limit on the mass of the Higgs boson (see, for example, Lüscher and 
Weisz [20]). However, this argument may be flawed as it is possible that 
when the Higgs fields are coupled to fermion fields, a new fixed point arises 
that does not exist for the pure Higgs field. 
To determine whether 	is trivial in four dimensions requires a non- 
perturbative approach to this problem: to do this many people have carried 
out lattice simulations of this model and the related four dimensional Ising 
model (see, for example, [21,22,23,24,25]). All these simulations have been 
consistent with V 4  being trivial. However, because these calculation are not 
exact they cannot prove that W 4  is trivial. 
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Another test to see if 	is trivial or not is to show that the quadratic 
couplings u2 () of the model are blocked towards the Gaussian model 
fixed point p*().  This will only happen if the same RGT is used for both 
the p4 and Gaussian models. Furthermore the linearized RG flow around 
the fixed point for the quadratic part of the model and the Gaussian 
model should be the same. The non-linear flow will mix up the quadratic 
and quartic couplings so cannot be used to compare these models. 
To compare MCRG results for a p 4 model with my results for the Gaus-
sian model it is necessary to use the same RGT as I have used. This is 
achieved by using the blocking rule 
o, =bo+s 	 (2.57) 
TEnV 
where the sum is over all spins in a 2d  hypercube and 77r, , is a Gaussian 
noise term with a distribution 
P(r,j s) = FexP(—a77v/2) 	 (2.58) 7r 	 i 
This is identical to the blocking rule described in the last section. To see 
this one interprets the weight function as the probability of a configuration 
of spins c being mapped to a configuration of spins 0. Then this blocking 
rule is equivalent to the weight function 
r 	= 
W[o', a] = I Hf drs  fl P(i) S(o - b 	c - i) 	(2.59) J n 	 iv 
Putting in the distribution P(77jjI), gives 
r 
f oo
diMs  I II Jexp(—aii/2) 4 - b 	c1.— TM')  (2.60) fit  J Ti 
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Finally performing the integrals over 77a' 
 (N)a   
	
a



















2 iv 	 E' ) 
which is identical to the weight function used in the previous section (see 
equation (2.3)). The parameter a can therefore be regarded as a measure 
of randomness in choosing the blocked configurations. If a = 0 the blocked 
spins will be totally independent of the original spins and will be chosen at 
random while if a = oo the blocked spins will be chosen purely determinis-
tically. 
Lang [21] has performed a MCRG calculation from a 16 lattice blocked 




This transformation is equivalent to the blocking transformation used in 
my calculation except with the parameter a set to infinity. Unfortunately 
when I try to find a fixed point with a set to infinity I found that the 
couplings diverge to infinity and I was unable to find any fixed point at all. 
The reason for this failure appears to be that the range of the fixed point 
is large compared to the lattice size so that the finite lattice approximation 
fails. For all finite values of the parameter a I have always been able to 
find a fixed point (see the discussion of the asymptotic behaviour of the 
fixed point Hamiltonian in the next chapter). The failure to find a fixed 
point for the Gaussian model must bring into doubt the validity of the 
fixed point found by Lang for the V4  model using this blocking rule (see 
reference [21], transformations A and B). Lang also used a non-linear RGT 
(transformations C and D in his paper) which has a much more ical fixed 
point. 
In this chapter I have succeeded to find the fixed point and the linearized 
eigenoperators for the Gaussian model blocking from a 16 lattice down to 
a 8 lattice and from a 8 lattice blocking down to a 44  lattice. These 
can be compared with MCRG results for the cp 4 model on the same sized 
lattice using the blocking rule of equation 2.57. I was not able to compare 
my results with those of Lang as originally intended, although my work 
questions the validity of the fixed point found by Lang. In the next chapter 
I will examine the RGT used in this chapter in more detail. 
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Chapter 3 
Optimization of the Finite 
Lattice Approximation 
This chapter consists of an analysis of various properties of the renormal-
ization group transformation used in the previous chapter and in particular 
those aspects which are important in optimization. 
3.1 Asymptotic Behaviour of the Gaussian 
Model Fixed Point 
In the previous chapter it was shown that the fixed point for the Gaussian 
model on an infinite lattice is given by 
H' 
— — 1 	
(3.1) —; 
'• 
where the interactions are 
a' = 
1 + (a'/z)fZ'(q) 
(3.2) 
[ 
d 	[sin(q/2)}2 1 = 	ll [(qi+2irl)/2]2 j I+21 2 r=- 
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In position space the fixed point interactions are given by 
p(rl = (2.)d 	
ddq ,3*() e' 	 (3.3) f
1r<q <IF 
where on an infinite lattice the usual sum over momenta has been replaced 
by an integral over all momenta with magnitude less than ir. 
The asymptotic behaviour is obtained from looking at the position of 








sinaii 	12az 	 q2 
p(q) = x 	 (3.5) 
(12z - a) q 2 + 12a/(12z - a) 
which has a poles at q = ±i,/12a/(12z - as). As a/z approaches 12 
the positions of the poles goes off to plus and minus infinity so that the 
assumption that the momentum is small fails. However, for a/z << 12 





(27r)d ir<q1 (ir q2 + a/z q 
	 (3.6) 
Contributions to this integral come from the pole and a surface term (due 
to the sharp cut off). In three dimensions the pole term is 
p(r) 	a e_/t 	 (3.7) 
4irzr 
The surface term gives an oscillatory contribution which typically falls off as 
a power of the distance. In measuring any physical quantity this oscillatory 
term should always cancel. The first term gives the fail off for the 'physical' 
part of the fixed point Hamiltonian. Thus when a/z is small the important 
part of the fixed point Hamiltonians falls off with a characteristic length 
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For large values of a/z the approximation used above fails. However, 
it is possible to examine the one dimensional fixed point since in this case 
00 = 4sin2(q/2) 	
1 
I=-00 (q + 2irfl4 	
(3.8) 
This sum can be evaluated straightforwardly giving 
= 3 cos2 (q/2) + sin2 (q/2) 
l2 sin 2(q/2) 	
(3.9) 
Thus 
12az sin 2 (q/2) 
= (12z + a) sin2 (q/2) + 3a cos2(q/2) 	
(3.10) 
which has poles for a/z < 6 at 
I 3a 
tan(q/2) = ±24! 	 (3.11) y 12z + a* 
or 
q = ±i2 arctanii~Uz_ 	 (3.12) +a* 
The range of the fixed point couplings is therefore 
1/2 arctanh12 3a 
+ a* 	
(3.13) 
As a/z is increased from zero the range of the fixed point couplings falls 
from infinity until at a/z = 6 the range is zero. Below this value of a*/ z  the 
fixed point Hamiltonian will be dominated by the oscillatory terms which 
fall off as a power. 
In three dimensions Bell and Wilson [18] have examined the range of 
the fixed point numerically. They found the range decreased until a'/z = 6 
,and then increased to a constant value as a/z goes to infinity. 
On a finite lattice, for each value of the parameter a there is only one 
fixed point which is independent of the initial Hamiltonian (ie. independent 
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of z). The origin for this vanishing of the line of fixed points is that the 
finite lattice approximation truncates the long range coupling and so forces 
the fixed point to be as local as possible. In the finite lattice simulations, 
as the parameter a is increased, the magnitude of the fixed point couplings 
increases so as to reduce the range of the fixed point Hamiltonian. This 
behaviour is similar to the infinite lattice behaviour where if a/z was chosen 
to make the fixed point as local as possible and a increased then z and the 
magnitude of the couplings would also increase. 
3.2 Making the Parameter b a Function of 
Position 
An important aspect of optimization is how to chose the dependence of the 
block spins on the original spins. To examine this question consider the 
weight function 
W[a',c] = exp 
{_
(cTis - 	 (3.14) 
its 
The sum over ñi. is over all lattice sites although for the weight function to 
be local the function b1 (ñ5) must fall off exponentially with ñ3j. 
The transformation used in the previous chapter is obtained from equa-
tion (3.14) by choosing 
	
11, 	; form,=0,1 	Vi=1, ... ,d 
(3.15) = 1 o ; otherwise 
Another choice for this parameter is 
b1 (n1) - { b 	; for in- 	0 (3.1 6) 
- 0 ; otherwise 
In this case the new block spin depends only on one spin in each block; the 
other spins being integrated out. This type of transformation is known as 
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decimation. When the parameter a is set to infinity the block spins are just 
proportional to one of the original spins in each block. The weight function 
above was first examined by Subbarao [26] in a discussion of decimation of 
a general spin model. 
Applying the weight function of equation (3.14) k times is equivalent to 
applying the single transformation 
ak W[o ( ' ) ,o} = exp 	(,(k)
2 
	- (3.17) 





bk+l(Lrn + n!) = bl (ñ)bk (ñ') 
Applying this transformation to a Gaussian model with couplings (q) one 
obtains a blocked Gaussian Hamiltonian with couplings 
- _______________ 
- 1 + aw(lc)(q) 
(3.19) 
L-1 I 




Ibk ()I 2 = 	 (3.21) 
in- 
62 
Notice that the definition for w (') (q) differ from the definition used in the 
previous chapter as it incorporate the function bk(ñ): bk() plays the role 
Of buL ( used in the previous chapter. 
For decimation 
; forñ. = bk(ñ) = 1 0 	 otherwise 	 (3.22) 
so that 
bk() = bk 	 (3.23) 
Thus the function w(k)()  is given by 
	
L-1 	b2k 
(,J(k) &I) = L_d 	 (3.24) 
+ 27rl)/L] 
A fixed point is found when the limit k —+ oo provided that b = 2( 2)/2 
(notice that this differs from the value of b used in the previous chapter). 
However, in two dimensions or greater, the sum--in- the equation above 
diverges so that the couplings flow to a completely non-interacting fixed 
point. Subbarao [26] has shown that for a general Hamiltonian, in two 
dimensions or greater, decimation does not give a sensible fixed point. 
The failure of decimation arises because the blocked Hamiltonian de-
pends on the high momentum and low momentum part of the original 
Hamiltonian equally. Compare this with the transformation used in the 
previous chapter where 
d 	sin(q1/2) 	12 
bic[&' + 27r1)/L}J 2  = b21c fl [sin[(q,' + 2irl)/2Ljj 	(3.25) 
This transformation suppresses the large fterms so that the sum over all 
values of Iconverges in the limit k — oo. Another advantage of suppress-
ing the dependence of the blocked Hamiltonian on- the high momentum 
behaviour of the initial Hamiltonian is that the "scaling regime" will be 
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reached more quickly so decreasing the transient flow towards the fixed 
point. To remove the dependence of the blocked transformation of the 
high momentum part of the initial Hamiltonian completely one would need 
to chose b 1 (M) so that its fourier transform i()  vanishes when the com-
ponents qj > ir/2. However, to do this would require making the weight 
function non-local. Thus an optimum choice for the function b1 (7) would 
be some compromise which would be local but also restricted (q) as much 
as possible. 
In the first section of this chapter the dependence of the range of the 
fixed point Hamiltonian on the ratio of a/z was discussed. This is very im-
portant when a finite lattice is used since large errors will arise if the range 
of the fixed point is comparable with the lattice size: this was demonstrated 
in the last chapter when no fixed point could be found on a finite lattice 
when a*/z = oo (a non optimal value of this parameter). 
The second section illustrates how the fixed point can be made more 
local by making the weight function less local. This idea will be used in 
the next chapter to try to make the fixed point Hamiltonian have just a 
nearest-neighbour interaction. This section also demonstrated the failure 
of decimation in high dimensions although this had been shown previously 





This chapter examines an optimization scheme for the renormalization 
group proposed by Swendsen [27]. In the first section I will briefly describe 
this scheme. In the sections following I will apply Swendsen's method to 
simple spin models. Much of this chapter has already been published [1]. 
4.1 Introduction 
Swendsen suggested constructing a RGT whose fixed point is the nearest 
neighbour Ising model thus eliminating the transient flow at criticality. To 
demonstrate this procedure he performed a Monte Carlo renormalization 
group analysis on a three dimensional Ising model. To do this he considered 
using a multi-parameter weight function of the form 
exp I 	p. R., jj, [o]} a (4.1) 
' 2cosh {>JPaRa v[1} 
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where o, are blocked Ising spins (a' = ±1) which replace a 2' hypercube 
of Ising spins o 2 on the original lattice. The operators Ra ,,tt[ci] are functions 
of the original spins centred on the blocked lattice sites ii'. The most local 
operator, Ro,i[ci], Swendsen took to be the majority rule operator 
( 	1 if 
= 	0 if E ai. 0 	 (4.2) 
—1 if 
The other operators he considered can all be made up from this operator. 
Thus the second most local operator he considered was 
2d 
Rj ,s[ci] = 	&, v+ [ci] 
	
(4.3) 
where Z, are the unit lattice vectors (for example in three dimensions Al, =. 
(1,0,0), 92 = (- 1,0,0), a3 = (0,1,0), etc.). He also considered multi-spin 
operators, for example the three-spin operator made up from 
[c]Ro,i+,2 [ci] J1 rV+i13  [ci] 
	
(4.4) 
and its symmetric partners. 
The parameters Pa were chosen so that the blocked Hamiltonian was 
as close as possible to a nearest-neighbour Ising model. Swendsen took 
P0 to be infinite; in this case the RGT is equivalent to a majority rule 
transformation but with a tie breaker which depends on the surrounding 
spins. The motivation for this choice comes from the observation (see for 
example Swendsen [28]) that the fixed point Hamiltonian for the majority. 
rule transformation has a large nearest-neighbour coupling while all the 
other couplings are smaller. Recently support for this choice of Po  has 
come from a study by Gausterer and Lang [29] who performed a MCRG 
calculation on a two dimensional Ising model using a weight function similar 
M. 
to Swendsen's but allowing po  to vary. They found that in order to optimize 
their transformation the parameter p0  naturally flowed to infinity. However, 
I found that in low dimensional models it is important to allow Po  to take 
finite values. In the rest of this chapter I will therefore allow Po  to take all 
possible values. 
Swendsen's original simulation was performed on a 16 lattice using 
twelve different operators R. [c]. Although he obtained a good estimate 
for the temperature exponent v he got a poor estimate for the magnetic 
exponent i. A much more rigorous analysis by Gupta and Umrigar (see 
Gupta [30]) for the two dimensional Ising model and by Wall [12] for the 
three dimensional Ising model has confirmed the failure of this method in 
estimating the magnetic exponent i. 
Fisher and Randeria [14] commenting on Swendsen's optimization scheme 
pointed out that the fixed point cannot be moved anywhere on the critical 
surface but is uniquely defined up to the addition of redundant operators. 
Thus if the nearest-neighbour Ising model is displaced from the fixed point 
by an irrelevant (physical) operator then it would not be possible to make 
the nearest-neighbour Ising model the fixed point. Of course in any trun-
cated scheme it is always possible to map a nearest-neighbour Ising model 
onto itself provided that the weight function has a sufficient number of ad-
justable parameters, although on an infinite lattice this may not be possible 
using a local weight function. Unfortunately in MCRG it has to date been 
impossible in practice to determine whether a function is local or not. In 
the rest of this chapter I have looked at simple soluble models and used high 
temperature expansions to try to gain some understanding of this problem. 
In the next section I will look at the one dimensional spin 1/2 Ising 
model and Potts model. Neither of these models displays true critical be-
haviour although at zero temperature they exhibit "pseudo-critical" be-
haviour. In the following section I will consider a simple hierarchical model 
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which does have a true critical point although it is rather artificial in its 
construction. All these models have the advantage of being exactly soluble. 
In the final section of this chapter I will consider the two dimensional Ising 
model in the framework of a high temperature series expansion. 
4.2 One Dimensional Systems 
The classic RGT for one dimensional models is decimation. For a chain of 
Ising spins this involves a trace over alternate spins 
= 	Tr 	e_H[0n1,0r] 	 (4.5) 
N/2 
1'72n1+1 n 1 = 1 
where o, = 0 2n' and the trace is equivalent to the partial sum 
Tr 	= E :... E 	(4.6) N 
{° 3'+1},
/2
1 	ffj=±1u3=±1 	N+1=±l 
I will assume periodic boundary conditions °N+1 = 01, although, for the 
most part I will consider the system to be very large so that boundary 
terms can usually be ignored. 
In one dimension the Hamiltonian for the nearest-neighbour Ising model 
is given by 
N 
H = —Kuo +1 	 (4.7) 
Because of the very simple structure of this model the Hamiltonian can be 
split up so the partial sum over alternate spins separates 
N/2 
= IT 	e 2?I K(o' ,2n1+1+2n1+102,+2) 	 (4.8) 
n'=l 0 2, 1 ±1 
Consider the three spins 
• • • 
01 	'5 
the blocked coupling K' is related to the original coupling K by 
Ae '00 = 
s±1 
(4.9) 
- { e 2 + e 21 if oo- = 1 
- 	2 	if t7cT'2 -1 
By a straightforward rearrangement one finds that the new couplings are 
related to the old ones by 
tanhK' = tanh2 K 	 (4.10) 
There are only two trivial fixed points for this model; one at K = 0 corre-
sponding to the infinite temperature state, and one at K = oo correspond-
ing to zero temperature. The second of these fixed point has some critical 
like properties, in particular at T = 0 the system is completely ordered, 
and the correlation length "diverges as T -* 0 (as e21'). From the RG 
equation (4.10) one finds the temperature exponent v is one. 
\ Aiiother possible RGT would be one where every third spin is kept. In 
this case the new blocked coupling would be related to the original coupling 
by tanh K' = tanh3 K. In general, if only the 1th  spin is kept then the 
blocked coupling would be tanh K' = tanh' K. Another generalization due 
to Kadanoff is to use a RGT with weight function 
N/i u1+7(T)ouic7i) 	
(4.11) WkT ',c} = II 	2 
fl'=l 
where r(T) is a parameter depending on the temperature (or more generally 
the couplings Ka ). Since this is a linear RGT the parameter r must equal 
l(2+t1)/2 at the critical point in order that the spin correlation function 
scales properly. For the one dimensional Ising model 77 = 1 so that r(0) = 1. 
If "r = 1 for all temperatures then this weight function is the same as that for 
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decimation by a scale factor 1. If this weight function is applied to a nearest-
neighbour Ising model with r some general function of the temperature then 
new couplings will be generated away from the fixed point. Thus decimation 
can be regarded as an optimal RGT for the one dimensional Ising model as 
it restricts the RG flow to lie in the direction of r the nearest-neighbour 
coupling only. 
Although decimation works well in one dimension in higher dimension 
it proves to be singular (see chapter three). It is therefore useful to consider 
better behaved RGT which treats all the spins on an equal footing. In one 
dimension one such transformation is given by 
W[o',oJ = iE? ( 1 +(T)OsR0 ns[O]) 2 	 (4.12) 
where R0,.{0] is the one dimensional majority rule operator 
+ 0'2.'+l
= 	 (4.13 2 
Like decimation this is a linear RGT so that at the pseudo-critical tem-
perature the parameter r must be one. To find the form of the blocked 
Hamiltonian for this transformation it is useful to use the high tempera-
ture expansion 
N 	 N 
exP{Kui cri+i } = cosh'Kll(1 +(4)o•io- +1) 	(4.14) 
where w = tanh K. The blocked Hamiltonian is found from 
N/2 	 N  
T [J 
(1 + roRofls[c] 
r 	
) 
coshll( 1  + woo- +1 ) 	(4.15) =  
n'l 	 i=1 
where the traceiow over all the original spins. Expanding out the products 




Figure 4.1: Graphs contributing to the 	term. 




(o•)2 = 1 
one finds 
/ 	r 2 	 N/2 




+ -(w + 2w4 + w 5 ) (4.17) 
T4 
+ (w + 2w 2  + w3 ) 2 	 +...) 16 	 n'—i> m' 
The second and third term on the right hand side of this equation arises 
from graphs shown in figure 4.1 and figure 4.2 respectively. The zig-zag 
lines represent the terms woo+i while the ovals represent the operators 
[oP]. The last term on the right hand side of this equation is just the 






Figure 4.2: Graphs contributing to the c,c1 2 term. 
equation 4.17 becomes 
N/2 
e_H'['l = 22 coshN K (i + c,2 
vi' =1 
(4.19) 
where the right hand side of this equation is identical at all orders to the 
high temperature expansion 
N 
e_H'[ol = 2N/2 coshNexp
f
K' 	 (4.20) 
n =i 
where K' = arctanh(tanh2 K). Thus up to an additive constant (N 1n(y'cosh K)), 
the blocked Hamiltonian has the form of a nearest-neighbour Ising model 
with a blocked coupling parameter K'. 
This weight function can be written in the same form as that used by 
Swendsen used 




where p0 = arctanhr. Notice that at' the fixed point po  is infinite but 
away from the fixed point it becomes finite eventually vanishing at infinite 
temperature. 
The blocked coupling will be related to the original coupling by tanli K' = 
tanh2 K. Although I have used a high temperature expansion to obtain this 
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result it is exact to all orders. Notice that the price for obtaining this opti-
mized RGT is that the weight function now has an explicit dependence on 
the nearest-neighbour coupling and hence on the temperature. 
The weight function can be further generalized to include larger block 
sizes. Replacing the two spin operator of equation (4.13) by an 1 spin 
operator defined by 
oz&1/l 	 (4.22) 








This new operator R,[u] is no longer the familiar majority rule operator 
but depends on the size of the majority. Applying this transformation 
to a nearest-neighbour Ising chain and performing a repeat calculation to 
the one given above a new nearest-neighbour Ising model will be obtained 
provided that 
k)"2 = 
(w + 2w 2  + ... + 1w 1  + (1 - 1)w 1+1  + ... + w21)1/2 	
(4.24) 
the blocked coupling being related to the original coupling by tanh K' = 
tanh' K. This transformation gives the same result as a decimation trans-
formation when only the spin is kept, however, this transformation is 
very different from decimation in that it treats all the spins on the original 
lattice on an equal footing. 
Notice that at the pseudo-critical point, r1 = 1, this RGT is equivalent 
to the average of 1 decimations. However, in the infinite temperature limit 
this transformation is equivalent to choosing the blocked spins at random. 
A similar blocking scheme can be developed for the one dimensional 
q-state Potts model (the Ising model is equivalent to the two state Potts 
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model). The Hamiltonian for the Potts model is 
N 
H = —2K5, +1 	 (4.25) 
where ai = 1, 2, . . , q and the coupling is chosen to be consistent with 
the Ising model coupling. An analogous weight function to that of equa-
tion (4.12) used for the Ising model is 
N/2 
W[', } = 	




P., [-Y', o] = 	, + 	-2 	 (4.27) 
plays the role of 	 Notice that Pn, has the property 
	
TrPs[u',o] =0 	 (4.28) 
It 
where the trace is equivalent to a sum over all q states of the spins. This 
is required for the partition function to be preserved. To find the blocked 
Hamiltonian the original Hamiltonian can again be expanded as a high 
temperature series 
= (q + e 2 	
NN 
q 	
+ A(qS 	- 1)) 	(4.29) 
where 
e 2K - 1 
e21'+q-1 	
(4.30) 
This is a useful expansion since 
Tr 	- 1) = 0 
(4.31) 
Tr (q&11_1,, - 1)(q8 7 , 1  
ai 
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The blocked Hamiltonian for this system can be found in a totally anal-
ogous way to that used for the Ising model. Again the blocked Hamiltonian 
will have a nearest-neighbour form provided that 
VA_  
1 = 	 (4.32) 
1+A 
The blocked coupling will be related to the original coupling by A' = A2 or 
e2K' = q + e4K - 1 	
(4.33) 
q + 2e21 - 2 
This is identical to the decimation result for the q-state Potts model. For 
q = 2 this reproduces the Ising model result. Notice that although these 
transformations give the same results as decimation transformations they 
are not trivially related to them. 
4.3 Hierarchical Model 
In this section I will consider the problem of optimizing a RGT for a simple 
Hierarchical model. The model consists of Ising spins lying on a hierarchy 
of squares. The first two levels of the hierarchy are illustrated below 
A decimation transformation can be performed on this model by summing 




>S2 I  
Summing over the spins si  and  S2  gives a blocked coupling K' given by 
AeKb00 	= 	Tr e°' +O 8 2+O 3 1 +0 83) 
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(4.34) 




- 	4 	 if T1 
From this it is straightforward to show that the new coupling is related to 
the original coupling by 





which has three fixed points at K = 0, 0.6094, and co. The second of these 
fixed points correspond to the critical fixed point. 
It is also possible to construct a different second transformation for this 
model which treats all the spins equally. This is achieved by dividing the 
lattice up into blocks of three and using the weight function 
/1 + TO, 
W[o-', 0] = II 	iEn' 	
) 	
(4.36) 
where the product is over all blocks of spins and the sum is over all spins 
in a particular box. A high temperature series expansion can be developed 
in an analogous way as for the one dimensional Ising model. It is useful 
to interpret each term in the high temperature series expansion as a graph 
with links either occupied with weight w = tanh K or unoccupied with 
weight one. 
Consider the blocked nearest-neighbour coupling coming from 
erc 
Typical graphs which will contribute to this term are 
(6 (9 
The blocked nearest-neighbour coupling w' = tanh K' will be related to the 
original coupling by 
2'r2w(1 + 3w + 5w2 + 6W 3  +2W4  + 2W 5 ) 
9(1 + w4)2 	
(4.37) 
where the denominator term arises because of the closed loop graphs. The 
next-nearest-neighbour term comes from 
0-3 
01 
the next-nearest-neighbour coupling between o and o is 
4'r2w 3 (1 +3w + 5w2  + 6w3 + 2w4 + 2w5 ) 
9(1 + w4)3 	 (4.38) 
Choosing 








+ w 4 )  
while the coupling between o and will be 
4w4 
(1 + w4)2 	
(4.41) 
These couplings are just those obtained by exponentiating a nearest-neighbour 
Hamiltonian with a nearest-neighbour coupling related to the original cou-
pling by w' = 2w2 /(1 + w4 ). Thus with the value of T given in equa-
tion 4.39 a nearest-neighbour Hamiltonian will be blocked onto itself. No-
tice that this is true at all orders since all the graphs contributing to the 
nearest-neighbour and next-nearest-neighbour couplings have been consid-
ered. This is identical to the decimation result (see equation (4.35)) al-
though once again the RGT used is very different from a decimation trans-
formation. 
4.4 Two Dimensional Ising Model 
We will see that in two dimensions a much more complicated weight func-
tion is required to map a nearest-neighbour Ising model onto itself than 
those used so far in this chapter. Although a weight function can always be 
constructed to do this it may be non-local. This, however, is very difficult 
to determine when truncations are made in finding the blocked Hamilto-
nian. In this section I will work within the framework of high temperature 
series - since the expansion parameter in this series is the number of links 
this is effectively a local expansion. 
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I will consider a multi-parameter weight function of the form 
W[o', o} = ij. {i. + O ii
,( 	
r(')Ro ,s fs[o] 
(4.42) 
+ 
where the R[tr]'s are the majority rule operators of equation (4.2). The 
right hand side of equation (4.42) can be written in the same form as Swend-
sen's weight function by exponentiating. The parameters r(r'), T3(, , j, 
etc. are chosen so that the nearest-neighbour Ising model is the fixed point 
of this RGT. 
Proceeding as before one can use a high temperature expansion to 
find the form of the blocked Hamiltonian. Again it is useful to interpret 
this expansion as a sum of graphs with links which are either occupied 
or unoccupied. I will only consider two spin coupling and so will ignore 
the r3(, i, i%) term. To get a flavour of this calculation consider the 
three most local interactions between the spins 7 :ot+(1o), OlOs+(11) and 
The coefficient for the first of these terms is obtained by eval- 
uating 
Tr E E T()r()Rs+Fs [°] Ro,1+(1,o)+f [o] eH[0] 	(4.43)  i:1 0' -.1
To evaluate this trace one uses the properties of the operator 
TroiRo,,v[o-1 ,0 2) 0-3 ,0 4] = 	 (4.44) 
	




- 	,-. 	= - 	 (4.46) 
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where there are N lattice sites. Equation (4.45) prevents odd blocked cou-
plings arising. 
Since r(r) should fall off exponentially with r ' the leading contributions 
to this term should come from = = 0, and = 0, = 1 and vice 
versa. Typical graphs which contribute this term are 
The leading order contributions to this term are 
(2w + 9w2){r(O, Ø)}2 + r(0, 0)r(1, 0) 	 (4.47) 
The term will have contribution from graphs such as 
To second order this term is 
.(2w2 + 12w 3 ) {r(0, 0)12+  wr(0, O)r(1, 0) + {r(1, )}2 + r(0, 0)r(1, 1) 
(4.48) 
Finally the term TloI+(2o)  term arises from graphs such as 
and to leading orders the coefficient of this term is 
3 
 (2W 3  + 12w4){r(O, 0)}2 + r(0, 0)r(1, 0) + {r(1, 0)}2 + r(0, 0)r(2, 0) 
(4.49) 
To optimize this transformation ii la Swendsen the parameters i-(r') 
must be chosen so that the blocked Hamiltonian has the form of a nearest-
neighbour Ising model. In fact, there are many possible ways of choosing 
the parameters so that this is the case. For example, one can chose 
r(0,0) = I +... 	r(1,0) = 0(w 3 ) 
r(1,1) = 0(w 3 ) 
	
r(2,0) = 11 W 2 + 
The blocked nearest-neighbour coupling w' = tanh K' is then related to the 
original coupling by 	
1 	3 
W I = W + W 2 + 0(w3 ) 
The fixed point for this transformation is w = 1/3. The exponent ii is 
given by 
I  "OK 




where 1 is the scale factor which in this case is two. The critical exponent 
ii for this model is therefore equal to 1.71 (compared with the Onsager [8] 
result w = 0.414 and ii = 1). 
Another possible choice of parameters which also map a nearest-neighbour 
Ising model onto itself is 
r(O, 0) = 	w112 +... 	 r(1, 0) = 0(w 5/2 ) 
_w512 + 4w 712 ... 	 r(2,0) = 0(w 9/2 ) 
In this case the new coupling would be given by w' = w 2 +3w3 +0(w4 ). The 
fixed point for transformation is at w = 0.434 and the critical exponent v 
is equal to 0.735. 
(4.50) 
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These results expose the inherent ambiguities in interpreting perturba-
tive calculations. Of particular importance is whether the optimized RGT's 
are local. From examining the first few terms one sees that the couplings 
r(') of the weight function need to be of the same magnitude as the corre-
lation functions (011+f,)  in order to map a nearest-neighbour Ising model 
onto itself. Since at criticality is long range, this suggests the Al A 
optimized weight functions may also be long range. This may be an illusion 
of the high temperature series expansions since the high order terms could 
conspire to cancel the leading order terms making the weight function local. 
However, there is no indication that this is the case and in contrast to the 
examples discussed in the previous section there is no single set of couplings 
for the weight function which are clearly more local than any other. 
Even if it were possible to find, a local weight function which has the 
nearest-neighbour Ising model as its fixed point it would not be possible 
to constrain the RG flow to lie in the direction of the nearest-neighbour 
coupling alone, since in this case the high temperature series is valid and 
so the weight function would have the same range as the correlation length. 
This has also been pointed out by Lüscher, in a private communication to 
Swendsen [31], who noted that at the critical point the correlation functions 
are asymptotically isotropic; if the RG flow were in the direction of a nearest-
neighbour Ising model this symmetry would have to be broken which would 
require a non-local weight function. 
In this chapter I have succeeded in finding exact optimized renormaliza-
tion group transformations for the one dimensional Ising model and Potts 
model and also for a simple Hierarchical model. These differ from deci-
mation in that they treat all the spins on an equal footing and they also 
involve parameters which depend on the couplings. it is also possible to 
find optimized RGT's for the two dimensional Ising model, however, there 
are strong indications to suggest that these transformations are non-local 
82 
and that it is not possible to construct a meaningful RGT which maps the 
two dimensional Ising model onto itself in thi way suggested by Swendsen. 
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Chapter 5 
Optimization of the 
Approximate Recursion 
Formula 
This chapter deals with the problem of optimizing an approximate renor-
maiization group transformations for a V4  continuum field theory model. 
This provides an interesting contrast to the models discussed in the pre-
vious chapters where the short range symmetries were dominated by the 
lattice. In the first section I will give an overview of the derivation for this 
RGT. In the second section I will discuss the problem of optimization of 
this transformation. 
5.1 Introduction 
The approximate recursion formula (ARF) is a truncated form of an exact 
RGT for the s°4  continuum field theory model. The approximationsmade in 
its derivation are physically motivated but uncontrolled. Its usefulness lies 
in the fact that it can be solved both numerically and, perturbatively within 
an e-expansion. In three dimensions it gives a value for the exponent ii of 
0.609 close to the best result xi = 0.629 (see for example Pawley et al [16]). 
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One of its major draw backs is that the magnetic exponent 77 is zero by 
construction. 
The ARF was first derived by Wilson [2] using phase-space cell analysis. 
A second derivation was proposed by Polyakov (see Wilson and Kogut 151); 
I will briefly recap on the main features of this derivation and then outline 
the calculation required to obtain an e-expansion for this system. 
To obtain the approximate recursion formula one starts from the Hamil-
tonian 
H[o] = - f {V0} 2 - Cl f Q[c2o] 	 (5.1) 
where the integrals are over all space and the function Q is the polynomial 
function of the spins c of the form 
Q[u]= r(r)c + + 
	 (5.2)
J	
firlf f  
In this chapter the spins o are real valued fields. An exact RGT can be 
constructed by dividing the spin variables into a low momentum piece, 
defined for 0 < I qJ < 7r/2, and a high momentum piece, g. defined for 
7r/2 <I1 <ir 
(5.3) 
The high momentum piece is integrated out leaving the Hamiltonian 
= L/2<191<ir 
e4' 
Finally to obtain a blocked Hamiltonian the momentum is replaced by 
= 2 and the spins are rescaled by a factor 6; &., = b, the factor 
6 being chosen so that the kinetic term {Vcr,} 2  retains a coefficient of 
one half. Making these replacements one obtains the blocked Hamiltonian 
Hl [all. 
The blocked Hamiltonian can be obtain perturbatively by expanding 
in the quartic (and higher order) couplings. Each term in the expansion 
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corresponds to a Feynman graph whose external lines correspond to the 
blocked spins and whose internal lines correspond to the high-momentum 
piece of the original spins 91. A typical graph which arises is shown below 
>E< 
This graph gives a contribution to the blocked four spin interaction of 
36xb4c14 	
1L4(q', q,u4 (q 3, - - 	- f
1 2 <ipi<ir (p2 + cic1(j) )( ( + - p12  + cc1{ + - )P 
(5.5) 
The factor 36 is a combinatoric factor. The functions 	and u4(, q2, ) 
are the fourier transforms of the two and four spin interaction r() and 
u4 (r, r2, . By intergrating over the internal momenta a recursion for-
mula is obtained for the various couplings r(rl,  u4 (r, F2, ), etc. 
The approximate recursion formula can be constructed by making var-
ious approximations in evaluating the terms from each graph. The first 
approximation is to set all the external momenta to zero (remember that 
the external momenta are all less than ir/2). Secondly the internal mo-
menta are all set equal to a constant Po so that the integrals over the 
internal momenta are equivalent to multiplying by a constant P. Making 
these two approximations the graph above now just gives a contribution to 
the blocked Hamiltonian of 
36b4u2 c1 cP  
	
-, 	 5.6 
(p + cjcr 	
q 1 q 2 q 3 q 1 q 2 -q 3 
where r = (0) and u = ü(O,O,O). Finally to obtain the ARF, graphs with 
an odd number of internal lines are set equal to zero. This is to prevent 
unphysical graphs such as 
Q ( Dil 
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which do not conserve momenta. However, it also prevents all the graphs 
which give rise to a non-zero value for 77 such as 
/U~U_ 
A consequence of this is that the parameter b will be equal to 21u/2•  By 
choosing c1 = P and c2 = po/v'P the blocked Hamiltonian will have the 
form 
H'[o'] = _ VIVO,, 2 - cj f 0-' Q'[c2] 	 (5.7) 






e_QS412d.= 1-00 	 (5.8) 00 
L00
dye-y' _Q1hh1/ 2 _Q[_]12 
where z and y are just scalar variables and Q[y] = ry2 + uy4 + wy6  + 
Notice that the blocked Hamiltonian has exactly the same form as the orig-
inal Hamiltonian so that by iterating a recursion formula for the couplings 
is obtained; this is known as the approximate recursion formula. The pres-
ence of both Q[21_1/2x + y] and Q[21_d/2x 
- 
y} removes all graphs with an 
odd number of internal lines. The denominator term insures that Q'[O] = 0. 
Checking that this equation gives the same terms as those obtained from the 
exact RG equation after making the approximations described above is just 
a matter of good book-keeping. This is covered in Wilson and Kogut [5]. 
The fixed point of the ARF can be found within an €-expansion (where 
= 4— d). To check my results I used the algebraic manipulation program, 
Reduce. The first step is to expand the argument of the exponential of the 
numerator term in equation (5.8) 
—y2 
- 	 + y] _1 Q[21 -dl2X  - y] = 
_22_drx2 -2 4-2dUX4  - 26 'wx 6 - ( 1 + r)y2 	 (5.9) 
—u(y 4 + 6 x 22_dx2y2) - w(y 6 + 15 x 22_dz2y4 + 15 x 242"x 4y 2 ) + 
By expanding exp{—u(y 4  + 6 x 22_dx2y2) + •} as a sum in powers of u, w, 
etc. the integral over y reduces to a sum of Gaussian integrals. The denom-
inator term in equation (5.8) has the effect of subtracting off all the vacuum 
graphs. Taking the logarithm to find the blocked Hamiltonian is equiva-
lent to. neglecting the disconnected graphs. The remaining graphs which 
contribute to the blocked two spin couplings are shown in figure 5.1. The 
number beside each graph is the combinatorial factor, that is the number 
of different contractions which give each graph. 














= 22_d(3u - 3ur + 3ur2 -...) 
The total contribution from all these graphs to blocked two spin interaction 
is 
= 22 (r + 3u - 3ur - 9u 2 + 3ur2 + 27U2  r  + 54u3 +
45 
 w) 	(5.11) 
The graphs contributing to the blocked four spin interaction are shown 
in figure 5.2. From these graphs the new four spin interaction is given by 
15 







Figure 5.1: Graphs contributing to the blocked two spin coupling. 
Finally at this order there is also a graph contributing to the blocked six 
spin interaction, w. This is shown in figure 5.3. The new six spin coupling 
is 
= 262'(w + 36u3 ) 
	
(5.13) 
There is a non-trivial fixed point for this set of equation in d = 4 - e 
dimensions (e > 0) at 
4 	10 
= –(1n2)e - 	(ln2)262 + 0(e3 ) 	 ( 5.14) 
= 	(In 2)c + 	(In 2)262+  0(e3 ) 	 (5.15) 9 162 
= 
	
(In 2)e + 0(e4 ) 	 ( 5.16) 243 
This found by replacing the dimension d by e and expanding each term in 
a power series in e. 
me 
c<2 ) 24 
(Th 48 
U 	 707 ,AJ \ 
Figure 5.2: Graphs contributing to the blocked four spin coupling. 
Figure .3: Graph contributing to the blocked six spin coupling. 
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The scaling dimensions for the eigenoperators of this RGT are equal to 
the eigenvalues of the stability matrix'which is given by 
3 - 	 7 
 
4 - !i.a 22(E1n2)2 12- 	- 44(€1n2) 27 	 3 	 2 
2(f1n2) 1 - in  9 
\ Sw' ) 	 0 	 (e1n2) 	
18 
3 
The eigenvaiues for this matrix are 
AO = 4— fin2 + 7(e1n2)2 + 0(3) 
) = 1_ e 1n 2+(dn 2) 2 +Q( e3 ) 
= 









1n2 	1 	f 	1 	
(5.21) 
This result for v agrees with the result obtained independently by Wilson 
and Fisher [32]. In three dimensions this gives a value of ii = 0.6036. 
The e-expansion forms an asymptotic series so that higher order terms do 
not give any improvement on this value of z.'. The approximate recursion 
formula can also be solved numerically giving a value of 0.609 for ii in three 
dimensions. 
Notice that the exponent v depends on the factor log 2 at second order. 
This term depends on the block size and so the critical exponents depend 
on the choice of RGT. This inherent ambiguity arises because of the approx-
imations made in obtaining the ARF, in particular the same approximations 
that make the critical exponent 77 zero. In Wilson's original derivation [2] 
of the ARF he stresses that the approximation will depends on the scale 
change and argues the approximation is most valid for a scale factor of 
two. 
5.2 Optimized Approximate Recursion For-
mula 
In this section I will consider optimizing the approximate recursion for-
mula so that the fixed point and eigenoperators are as simple as possible. 
However, in contrast to the previous chapters I will not be concerned with 
making the fixed point m local. 
To eliminate the transient flow it would be necessary to make the four 
point interaction u (associated with the leading irrelevant eigenvalue) con-
stant and allow only the two point interaction r (carrying the temperature 
dependence) to vary. This is not possible to do consistently within this 
framework, however, it is possible to alter the ARF to remove the six spin w 
(and higher order) interactions. In the remainder of this chapter I will dis-
cuss this -optimization. As in the previous section I will be working within 
the c-expansion. 
To optimize the ARF the spins i . are replace by a non-linear function 
of blocked spins 
-o 	= f[&.,} 
(5.22) 
= b&gr + )tb3 ff?  a&as__ + 
When the non-linear parts (A, etc.) are zero this will reduce to the ARF. 
Notice that to preserve the partition- function the blocked Hamiltonian must 
satisfy 
[V f 	
= [,211:5112  I d] e0 	(5.23) 
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Thus H' is related to H° through 
= ft°[f[&]J + in J[&,] 	 (5.24) 
where J[&.,} is the jacobian 
J[ã.s]- 8 
- J 	I (5.25) 
By using similar approximations as those discussed in the previous section 
a new Hamiltonian can be constructed with the form 
Hl [o 1] = 
-. J {V4} 2 - c L Q'[c24] 	 (5.26) 











Again there are no graphs which contribute to the magnetic exponent 77 and 
so the parameter b will once more be 21d/2  Expanding out the exponent 









_22(r - 3A )X2 - 2421(u + 2r\ )x4 - 263'(w + 4u))x 6 	(5.28) 
—(1 + r)y2 - u(y 4 + 6 x 242dy2x2) - 12 x 242du.A x 4y 2 - 
This only differs from the ARF result, equation (5.9) by the terms pro-
portional to A. Apart from the terms 3 x 22 Ax 2 , —2 x 242drAx4  and 
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-4 x 263 z 6 the only other term, which contributes to the blocked Hamil-
tonian in the optimized ARF which did appear in the normal ARF at this 
order, comes from 
f00 e_( 1 oo )Y 2 y2dy 12 x 24_2d12 x 24_2duA uA 	(5.29) 
	
 e 1 + 2 dy 	= 2(1 + r) 
Thus the blocked couplings are now 
= 4[r+3u_3ur_9u2 +3ur2 +271j2r+54u3 +w_3A] 
zil = 26 [u - 9u2 + 18U2  + 81u3 +w + 2rA + 6uA] 	(5.30) 
22E 
= --[w+36u3+4uA] 
Notice that u can not be set to zero consistently within this framework. 
However, one way to optimize this model is to choose A = —9u 2 so that 
the six spin coupling is zero at the fixed point. The fixed point up to this 
order is in this case 
4 	34 	 C3 = —fln2 - (ln2)2 + O() 	 (5.31) 
= 	6ln2 - (eln2)2 + 0(3) (5.32) 
9 54 
= 0 (5.33) 
Linearizing the renormalization group equations (5.30) about the fixed 
point gives for the stability matrix 
4 - .cka + 10(E1fl2)2  3 	27 12 - 	+ 
164(eln2)2  
45 
1 - dn2 - 11(dfl2)2 15 ( bivi 
0 
is 




which has eigenvalues 
A0 = 4_e1n2+(dn2)2+0(e3) 	 (5.35) - 
27 
29 
= 1 - e1n2 - 	In 2)2 + 0(e3 ) 	 (5.36) 
A2 = 
	
+ 0(6) 	 (537) 
The temperature exponent for this RGT is 
+ je+(— jln2)e2+0(e3) 	(5.38)
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which in three dimensions gives a value for z' of 0.5908. 
Another possible optimization scheme is to make A a function of the 
four spin coupling u so that the renormalized flow is in the space of the 
couplings r and u alone. This is achieved by putting A = —9u 2 . The fixed 
point in this case will be identical to that for the last example but the 
stability matrix will now be 
64e1n2 + 56 
1 = 	 eln2 - 	2)2 1 1 ' 
	
4 - 4IS"1 + 10(2)2 12 + 	 &. 3 	27 	 3 	27 
n2)2 45 '\ / 
' 	 0 1— 
	\ 




The leading eigenvalue and hence ii will be the same as in the previous 
example but the second largest eigenvalue which gives corrections to scaling 
will now be 
A 1 = 1 - eln2 - .( e  in 2)2 + 0(e3 ) 	 (5.40) 
Notice that these results for the optimized ARF differs from that for 
the normal ARF and from each other. The reason for the difference is that 
the approximations made in deriving these RG schemes are different. For 
example in making the change of variables 
= f[&,] 	 (5.41) 
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the kinetic term becomes 
/ O(f[o})\ 2 
O(o) 
) {Vo'} 2 	 (5.42) 
however, to keep within the same space of couplings as the original Hamil-
tonian the terms 
)t44{V4} 2 +•• 	 (5.43) 
are neglected. Such terms do not appear in the normal approximate recur-
sion formula and are different in both optimized ARF's discussed. 
This calculation exposes a second inherent ambiguity in choosing the 
particular form of the approximate recursion formula. Interestingly the 
ambiguity lies in the same term as that noted previously. It is interest-
ing to note the similarity between the results in optimizing the ARF and 
in optimizing the two dimensional Ising model described in the previous 
chapter. In both cases some form of optimization was possible but inherent 
ambiguites arise in interpreting the results because of the approximations 
made in performing the calculations. Notice that in this formalism all the 




Choosing a good renormalization group transformation is very important 
for obtaining meaningful and accurate physical predictions. This is well 
illustrated by the RGT of chapter two and three. In this case if the parameter 
a is incorrectly chosen (for example, a = oo) then no fixed point is reached 
on the size of finite lattices I used. Similarly, if the parameter b1 (n) is 
chosen so that the RGT reduces to a decimation transformation then again 
no sensible fixed point is reached. In chapter two I calculated the fixed 
points and eigenoperators for the Gaussian model for a 16 lattice blocked 
to a 8 lattice and a 8 lattice blocked to a 44  lattice. These can be compared 
with MCRG results for the model on the same sized lattice. 
For a successful RGT in which truncations have been made, the short 
range and long range interactions must "decouple" sufficiently so that the 
physical properties of interest can be obtained solely from a knowledge of 
the behaviour of the short range interactions under the RGT. Finding a 
successful RGT has tended to be an art rather than a science with the ul-
timate justification corning a posteriori. In chapter four I was able to find 
some RGT's for simple spin models (other than decimation) with the best 
conceivable optimization so that the RG flow lies in the direction of the 
nearest-neighbour interaction alone. In the cases of the one dimensional 
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Ising and Potts models and the hierarchical model, the nearest-neighbour 
interaction has been completely decoupled from the other (longer range) in-
teractions so that a perturbation in the nearest-neighbour interaction away 
from the fixed point does not cause any other interaction to appear in the 
blocked Hamiltonian. In the case of the two dimensional Ising model this 
kind of optimization appears to require a non-local weight function. On a 
finite lattice all weight functions are finite range (since they are zero be-
yond the lattice size). However, if the weight function is chosen to decrease 
the dependence of the blocked long range interactions on the short range 
interactions it may just push this dependence outside the lattice and so 
increase the systematic errors due to truncations. 
The need of obtaining an understanding of the systematic errors which 
arise in performing a RG calculation has partly been obscured by the re-
markable success of the renormalization group, particularly in the 6-expansion 
and MCRG formalism. To study these systematic errors I believe it is neces-
sary to return to simpler models and more controlled RG techniques where 
the systematics are more readily examined. In chapter five I looked at op-
timizing the approximate recursion formula: this is interesting because it 
does not explicitly involve making a local approximation and so provides 
a new angle for looking at optimization. Unfortunately the errors which 
arise from the truncations used in deriving the normal ARF differ from those 
arising in the derivation of an optimized ARF. It would be interesting to op-
timize an exact RGT for a continuum model within the 6-expansion to see if 
this is possible to do consistently, although this would involve considerable 
work as it involves working at second order with a multi-parameter non-
linear RGT. This would be a particularly interesting calculation because of 
its close relationship with renormalization group within renormalized per-
turbation theory which is optimal in the sense the critical exponents are 
obtained from a knowledge of the couplings r and u alone. 
In this thesis I have succeeded in completely optimizing the RGT's for 
some simple spin models, and have exposed the problems and ambigui-
ties that may arise when more complex systems are naively optimized. In 
performing these calculations and attempting to interpret their results I 
have become aware of the need to gain a better understanding of the sys-
tematic errors which arise in performing RG calculations. I believe that to 
accomplish this a more detailed examination of simple models is required. 
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